With increasing number of chemicals produced each year, it still remains a daunting task to keep up with the toxicity profile of each chemical. In this paper, we attempt to predict toxicity of compounds using computational techniques, where results from certain in vitro assays applied on 309 chemicals, along with computed properties of chemicals are used to predict the toxicity caused by them at a particular endpoint. We show that both Random Forest (RF) and Naïve Bayes (NB) have a good performance. We also show that using small and related trees in RF helps to further improve the performance.
Introduction
The gap between the chemicals being used nowadays and the toxicological information available for these chemicals is increasing at a rapid rate. In the 1990s, the US Environmental Protection Agency (EPA) and the Office of Toxic Substances (OTS) had listed 70,000 industrial chemicals. About 1000 chemicals are added each year. But, even simple toxicological experiments have not been carried out, as mentioned in paper by Polishchuk et al. (2009) . In the same paper, Polishcuk et al. mention that there are more than 30,000 compounds of which more than one ton per year is manufactured, and there is a need to get toxicological information on them. Many of these chemicals (10,000-30,000) are used regularly or are common water contaminants, or antimicrobials, pesticide active and inert ingredients Dix et al., 2007) . There are many other papers which talk about this problem. Hence, the gravity of the knowledge gap is pretty evident.
The major causes of such accumulation of information gap, and what also come in the way of overcoming the information gap are both time and money. The traditional way of predicting toxicity involves a process where a dose of the chemical is given to a group of animals and their responses to the chemical are measured over a period of time. Since the process usually takes several years and a lot of animal testing, the costs associated with these tests are pretty high. Each chronic bioassay for carcinogenicity costs millions of dollars and takes several years to complete . Other loopholes that exist in traditional toxicity tests are: the tests are highly black box in nature; when it comes to studying the pathway associated with the emerging of toxic properties, the guidelines used to perform these tests are outdated and the same guidelines have been used for a long time; a lot of animals suffer heavily and even die in the process of testing; and, of course the unavoidable extrapolation of results from a different species to humans might not be accurate (Bhogal et al., 2005; Kavlock et al., 2008) . Thus, there is an urgent need to discover a new method that will test the toxicity of chemicals in a fraction of the cost and time.
The use of QSAR for predicting the activity of drugs has existed for a considerable time. While toxicity is also an activity of chemicals, it is an activity that harms species, and hence, QSAR techniques can be applied to the problem at hand as well (Piotrowski et al., 2007; Polishchuk et al., 2009; Basak et al., 2000; Kahn et al., 2007) . Modest von Korff and Sander (2006) have made efforts to use QSAR methods for identifying the structural characteristics of chemicals that can cause potential toxicity. Rannar and Andersson (2010) did a study to use hierarchical clustering for predicting the environmental impact of many industrial chemicals. We would like to mention one more study done, Predictive Toxicology Challenge 2000-2001 Toivonen et al., 2003) . This study essentially was a competition, in which a total of 17 groups participated and a total of 111 models were submitted. Only five of these models performed better than random guessing. This competition is like an assessment of the present standing of computational science when it comes to toxicity prediction. With the advancement of 'omic' technologies like genomics, proteomics, transcriptomics, metabolomics, and the development of technology to culture cells and tissues, in vitro testing is also a promising direction for the prediction of toxicity of compounds. The results obtained from in vitro tests might appear to be intuitively more accurate than those obtained from in silico methods. Also, most of these tests are performed on human cells, and hence, reduce the degree of unreliability that might be caused due to extrapolating between species (Kavlock et al., 2008) . There is a lot of work being done in correlating in vitro biomarkers to in vivo toxicity results (Kikkawa et al., 2006; Houck et al., 2009; Martin et al., 2010) . However, the challenges associated with relating in vitro results to in vivo results are still imposing . For example, having assays for all potential individual toxicity targets is not practical. The pathways associated with toxicity are unclear, and thus, testing each protein for chemical perturbations is not possible. Also, there is a possibility that the target of toxicity might be a function of more complex systems which are not present at the biochemical level (Houck et al., 2009; Bhalla and Iyengar, 1999) .
Environmental Protection Agency (EPA) has initiated a new project TOXCAST (Dix et al., 2007; Judson et al., 2010) , to investigate quick and reliable methods for predicting toxicity of compounds. The basic objectives of TOXCAST can be stated in three stages:
• identify the in vitro assays that can be directly correlated with the in vivo toxicity
• come up with signatures or prediction models that can achieve much higher accuracies than any existing computational method alone or any single assay developed
• apply these models to compute toxicity of chemicals that are unexplored.
In short, TOXCAST aims at bringing the wet lab world and the computational world together to efficiently predict the toxicity of chemicals. The initial step that TOXCAST has taken is to gather the results of a number of in vitro assays on chemicals most of which are commonly used or had been used as pesticides. In this paper, we use the results of these bioassays along with the molecular descriptors and other computed properties of the chemicals and then study the performance of various computational algorithms in the prediction of in vivo toxicity of a particular endpoint. This paper is a revised and expanded version of our paper, 'Computational Prediction of Toxicity', published in the conference titled IEEE International Conference of Bioinformatics and Biomedicine, 2010 at Hong Kong, China. In this paper, we showed that if we reduce the size of trees and use a boosting algorithm to find related trees, we could further improve upon performance. Hence, we modified the RF algorithm accordingly and observed its performance on the TOXCAST data. In this paper, we will also apply this technique to a number of other toxicity endpoints.
Method
Random Forest (RF) (Breiman, 2001 ) is an effective tool for QSAR tasks (Polishchuk et al., 2009) . We can think of RF as being an ensemble of decision tree classifiers. In a RF classifier, the first step is to create a number of decision trees. Then each tree gets to have a say regarding the class of each input vector. The final decision is the class that gets the majority of votes (Breiman, 2001) . We show in this paper that if we keep the size of trees in RF small, and only keep those trees which are related and contribute to right decision making, we can further enhance the performance of RF. Hence, in this experiment, we kept the size of each tree in the RF limited to three levels, with is a maximum of 15 nodes. We used the RF algorithm as implemented by Leo Breiman (Breiman and Cutler, 2001 ) to generate fixed-size trees. The algorithm had a small attribute to it that helped perform minor feature selection. For picking each node to build a tree, an 'mtry' number of features were first randomly selected and their classification performance was judged. The feature giving the highest performance was selected for that node. The mtry value was kept high to further produce more relevant trees.
The features of the dataset can sometimes be divided into a certain number of groups. We viewed the RF produced as a fully connected undirected graph, where the nodes of the graph represented the tree. The edges between the nodes represent the similarity that exists between the two trees. The similarity between trees used here is the measure of feature groups (not individual features) the two trees have in common, divided by the number of exclusive groups in both the trees. The weight of each edge was hence given by:
n Is the number of features in group k of tree i. For example, suppose we consider two trees A and B. Let one feature picked by tree A belong to group r, 2 features to group s and one feature to group t. In tree B, let one feature belong to group r, 0 to s and 1 to t, then the weight connecting trees A and B would be (1 + 0 + 1)/(1 + 2 + 1) = 0.5. The sum of the minimum value of features in each group gives the intersection between the two trees and the maximum value gives the union from the viewpoint of the groups used in the two trees. A boosting algorithm (Fei and Huan, 2010) was hence used on this undirected graph model. The algorithm was used to enhance the contribution of related trees to obtain a better generalisation performance.
For the boosting algorithm used here, each tree corresponded to a node or a base learner and these trees have some kind of structural relationship with each other, represented using w i;j . In this algorithm, first an L1 norm regularisation is imposed on the coefficients of base learners to obtain a sparse representation. To incorporate the structure information into boosting, an L2 norm regularised graph Laplacian is used. 
The L2 norm regularisation on graph Laplacian has two effects:
• Smoothness : The coefficients of neighbouring base learners are close to each other due to the L2 norm regularised feature graph Laplacian penalty term.
• Grouping effect: Once a base learner is selected, its spatially neighbouring base learners will be more likely selected.
By minimising an empirical loss function with L1 and Laplacian L2 regularisation, we picked out only those trees which were related and contributed towards the prediction of the endpoint. For more information about the boosting algorithm, refer to Fei and Huan (2010) .
In this paper, a number of different algorithms were first tested to predict in vivo toxicity of various chemicals on the selected endpoints to find the best performing algorithm. Then, a modified RF was applied to the same dataset and its performance was compared with the performance of other algorithms. In our previous paper, we only applied this method to a single endpoint, and showed that the method did indeed improve performance. In this paper, we will extend our earlier effort by applying our method to a number of different endpoints.
Dataset
The dataset used here is collected by TOXCAST, which consists of a total of 309 unique chemicals. The chemicals in the dataset are mostly currently or previously used pesticides, as their full toxicity profile is easily available. The dataset also consists of some industrially used chemicals. There are three samples in the dataset which were obtained from the same source, and five different chemicals in the dataset had two samples obtained from different sources. The total number of samples thus obtained is 320. More than 87% of the chemicals had a purity level greater than 97%. For all chemicals, the purity was greater than 90%, leaving out some of the known mixtures tested.
The chemicals were screened using nine different assay technologies, namely, multiplex transcription reporter assays ), cell-based protein level assays (Houck et al., 2009) , XME cytotoxicity assays, high throughput genotoxicity screening, cell imaging assays, transcription assays, receptor binding and enzyme inhibitor assays, nuclear receptor assays and Real Time Cell Electronic Sensing (RT-CES). The total number of in vitro assay endpoints measured in the dataset was 624. These assays can be mapped to a total number of 315 genes, including 231 human genes and 65 rodent genes.
Two hundred and five pre-computed physical-chemical properties were also provided by TOXCAST. We further added molecular descriptors of each chemical to the dataset as well, which were calculated using a software program called DRAGON version 5.5. DRAGON software is capable of computing a large number of descriptors, and classifies the descriptors broadly in 22 groups. The group used in this study is called 'functional group counts', which implies counting the number of each of the functional groups the chemical has 154 different functional groups were accounted for here. Thus, the total number of features describing each dataset was 988, and included the in vitro assay results, computed physical-chemical properties and the molecular descriptors computed.
The in vivo toxicity of most of these compounds was compiled by the EPA Toxicity Reference Database (ToxrefDB). This study includes rat and mouse two-year cancer bioassays, rat multigenerational reproductive toxicity assays, and rat and rabbit prenatal developmental assays performed on multiple endpoints. These results are reported in Lowest Effective Concentration (LEC). TOXCAST and ToxrefDB databases can be accessed at http://www.epa.gov/ncct/toxcast/ and http://epa.gov/ncct/toxrefdb/ respectively.
Preprocessing and computation
The ToxrefDB database had toxicity results on a wide number of endpoints on different species as well. Most of the endpoint results were highly biased towards stating the chemical to be non-toxic for the given endpoint. Hence, the endpoints that stated at least 20% of the chemicals to be toxic were considered for study only.
The feature set of our data consisted of the in vitro test results, the computed physical chemical properties and the molecular descriptors of the chemicals. The target was in vivo toxicity prediction at a single endpoint. First a number of different training algorithms were implemented on the dataset, namely, Support Vector Machines (SVM), Random Forest (RF), Naïve Bayes (NB), Principle Component Analysis (PCA) followed by SVM (PCA SVM) and K-Nearest Neighbour (KNN). SVM was implemented on MATLAB, NB on Weka, and PCA, KNN and RF on Spider.
The missing values in the dataset were replaced by '-999'. We also made an attempt to replace any missing value of a feature by the average of that feature for all the other samples, but this did not give any significant improvement in the performance. If the in vivo result (target) was missing, the entire sample was removed altogether.
For the purpose of training, we first randomly divided the dataset into 80% training and 20% testing data. The 80% training data was further randomly divided into 70% training and 30% validation and ten-fold cross-validation was used to search the parameter space as required for each algorithm. The percent of samples misclassified in the validation set was used as the performance metric. The model thus obtained was tested on the 20% dataset. The whole process was repeated 10 times and the mean of the 10 test results was finally reported.
The test results thus reported are accuracy, precision and recall.
tp tn Accuracy tp tn fp fn tp Precision tp fp tp Recall tp fn
where tp is true positive, tn is true negative, fp is false positive and fn is false negative value. Looking at accuracy alone is often misleading, especially when the data is highly biased. For a biased dataset, accuracy can be high even though the classifier does not distinguish between the two classes and labels everything as one class. Hence, it is essential to compare precision and recall too along with accuracy.
After comparing the performance of various algorithms, RF was chosen for further modifications. The features in the dataset could be divided into ten groups, which included nine kinds of technologies used in the in vitro assays and the computational features (physical-chemical + molecular descriptors). These groups will be referred to as technology groups. The features used for each tree were divided into technology groups. Figure 1 shows the ratio of the number of times features from each technology group were selected in the computation of an entire RF consisting of 500 trees to the total number of features in that group when 'mtry'(see Section 2) was varied between 1 to 100. The target used here for computation of RF was any kind of lesion shown in mouse liver.
The value of mtry was chosen as 50, as it can be seen in Figure 1 that the number of features chosen from each technology begins to stabilise after 50. The number of trees that were built was 500. The RF thus built was treated as an undirected graph and the graph boosting algorithm described in Section 2 -Method was applied.
The results reported are the average test results over five different trials. Figure 1 The number of times assays from each technology was picked divided by the total number of assays in each technology when mtry was varied from 1 to 100 (see online version for colours)
Results
The results of the in vitro assays were combined with the molecular descriptors of the chemicals and other physical-chemical properties computed to predict the in vivo toxicity at a number of endpoints. The combination of the results from in vitro assays and the computed properties of the chemicals will be referred to as the feature set and the in vivo endpoint results as targets. The principal component of the feature set was computed and the first two components were plotted. Although the principal components were calculated for a number of targets, Figure 2 shows only the components for the target, any kind of lesion caused on mouse liver. As can be seen in Figure 2 , the two classes, toxic and nontoxic, overlap each other and seem to be inseparable. The results for other endpoints were also similar. As can be seen in Figure 3 , the highest accuracy that could be obtained was 75% using RF on mouse liver hypertrophy. But the recall value in this case is very low, 0.23. The accuracy of the SVM is comparable with other methods, but the precision and recall values were either near zero, or there was a divide by zero error in most of the cases. The reason is that SVM produces highly biased results, predicting everything to be non-toxic. A similar trend can be seen when observing results from KNNs where recall values are mostly near zeros.
When principal components were first computed and then SVM was used to classify toxic and the non-toxic compounds, accuracy was only slightly above the 50% value. Accuracy reached 60% when the endpoint was mouse liver with neoplastic lesion.
The NB classifier was a good classifier among the methods used here. The accuracy of this algorithm was comparable with the results of other algorithms, the precision was slightly lower than RF, but the recall values were generally higher than other algorithms. This proves that the results were unbiased when using NB.
RF was an algorithm that produced reasonable accuracy when compared with other algorithms. The accuracy and the precision of RF was usually higher than when using SVM on PCA components, but the recall was usually lower. Hence, NB and RF were rendered the best classifiers for the given dataset amongst the ones mentioned here.
We further continue our study by incorporating a mild feature selection in the RF and then the trees of the forest underwent a boosting algorithm, as mentioned in Section 2.
The coefficients of each tree after boosting were thus obtained using the graph boosting algorithm. It was observed that many trees coefficients had reduced to zero. The accuracy, precision and recall values obtained before modification and after modification were compared and are shown in Table 1 . As can be seen from Table 1 , the accuracy, precision and recall does improve after using smaller and more related trees. More importantly, recall has received a significant boost. This is important, because since the data was biased, getting a fair accuracy and fair precision could be obtained while labelling everything with the same label. Improvement on all three values -precision, accuracy and recall -is indeed significant.
Conclusion
In this paper, we showed that RF and NB have a good performance when mapping results from in vitro assay to the in vivo result at a particular endpoint. We also showed that when using smaller and related trees in the RF algorithm, it is possible to further improve the results. Prediction of the toxic result at a particular endpoint using the in vitro results and calculated properties of the chemicals is rather difficult. One of the challenges posed is a large number of features causing the data to be highly sparse in the feature space. We are working on building a sparse model that can effectively identify and omit the groups of features that do not have any contribution to the problem at hand, hoping to further improve the performance.
