Predicting the physiological response of Tivela stultorum hearts with digoxin from cardiac parameters using artificial neural networks  by Flores, Dora-Luz et al.
P
d
D
R
A
a
A
R
R
1
A
A
K
A
C
D
D
D
T
1
p
a
u
2
o
S
m
K
o
t
l
h
(
B
c
(
g
h
0
nBioSystems 151 (2017) 1–7
Contents lists available at ScienceDirect
BioSystems
jo ur nal home p age: www.elsev ier .com/ locate /b iosystems
redicting  the  physiological  response  of  Tivela  stultorum  hearts  with
igoxin  from  cardiac  parameters  using  artiﬁcial  neural  networks
ora-Luz  Flores ∗,  Claudia  Gómez,  David  Cervantes,  Alberto  Abaroa,  Carlos  Castro,
ubén A.  Castan˜eda-Martínez
utonomous University of Baja California, Ensenada, Baja California 22860, Mexico
 r  t  i  c  l  e  i  n  f  o
rticle history:
eceived 26 July 2016
eceived in revised form
1 November 2016
ccepted 11 November 2016
vailable online 15 November 2016
eywords:
a  b  s  t  r  a  c  t
Multi-layer  perceptron  artiﬁcial  neural  networks  (MLP-ANNs)  were  used  to  predict  the  concentration  of
digoxin  needed  to obtain  a  cardio-activity  of  speciﬁc  biophysical  parameters  in Tivela  stultorum  hearts.
The inputs  of  the  neural  networks  were  the minimum  and  maximum  values  of  heart  contraction  force,  the
time of ventricular  ﬁlling,  the volume  used  for dilution,  heart  rate  and  weight,  volume,  length  and  width
of  the heart,  while  the  output  was  the  digoxin  concentration  in  dilution  necessary  to  obtain  a  desired
physiological  response.  ANNs  were  trained,  validated  and  tested  with  the  dataset  of the  in  vivo  experiment
results.  To select  the  optimal  network,  predictions  for  all  the  dataset  for each  conﬁguration  of  ANNs  werertiﬁcial neural networks
ardio-activity
igitalis
igoxin
rug response
ivela stultorum
made, a maximum  5% relative  error  for  the  digoxin  concentration  was  set  and  the  diagnostic  accuracy  of
the predictions  made  was  evaluated.  The  double-layer  perceptron  had  a barely  higher performance  than
the  single-layer  perceptron;  therefore,  both  had  a good  predictive  ability.  The double-layer  perceptron
was  able  to obtain  the  most  accurate  predictions  of digoxin  concentration  required  in  the  hearts  of  T.
stultorum  using  MLP-ANNs.
rs.  Pu©  2016  The  Autho
. Introduction
Digoxin is a glucoside belonging to the group of digitalis, com-
ounds obtained from Digitalis purpurea plant. These compounds
re widely used as drugs for the treatment of congestive heart fail-
re and atrial tachyarrhythmia (Wilkerson et al., 1980; Yang et al.,
012; Ziff and Kotecha, 2016). The pharmacological mechanisms
f digoxin in the heart are well known (Ziff and Kotecha, 2016;
mith, 1988). Its biochemical effect consists in inhibit the enzy-
atic activity of the Na+/K+-ATPase in cardiomyocytes (Ziff and
otecha, 2016; Smith, 1988; Dawson and Buckley, 2016). A physi-
logical response in the heart occurs as a result of this inhibition:
he maximum contraction force of the heart muscle and ventricu-
ar ﬁlling rate increase (known as positive inotropic effect), and
eart rate is decreased (known as negative chronotropic effect)
Ziff and Kotecha, 2016; Smith, 1988; Dolphen and Lesne, 1980;
erman et al., 1980). Because of this effect, the digitalises are called
ardiotonic drugs.The Pismo clam (Tivela stultorum)  is a species of bivalve mollusk
which means it has two  valves) of the Veneridae family. Their geo-
raphical distribution extends from Half Moon Bay, California, USA,
∗ Corresponding author.
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303-2647/© 2016 The Authors. Published by Elsevier Ireland Ltd. This is an open access
c-nd/4.0/).blished  by Elsevier  Ireland  Ltd.  This  is an open  access  article  under  the CC
BY-NC-ND  license  (http://creativecommons.org/licenses/by-nc-nd/4.0/).
to Magdalena Bay, Baja California Sur, Mexico, along the west coast
of the three Californias, as well as Socorro Island, Colima, Mexico
(Fitch, 1950; Skoglund, 1991).
The molluscan hearts are composed of auricle and ventri-
cle. Similar to vertebrates, each compartment is constituted of
myocytes that contract simultaneously and as mammals, values
of blood pressure along the cardiovascular system of mollusks are
distinct with the highest in the ventricle. The most important char-
acteristic is that as the human heart, the endocardial surface is
considered to be similar to those of smooth muscles in mammals
(Collins et al., 2006; Kodirov, 2011). The heart rate in Mollusca
can reach values comparable to humans (60 bpm) and this can
be altered in response to temperature changes and other stress
factor as heavy metals, acetylcholine and other compounds (Bini
et al., 2006; Kodirov, 2011). Because of their physiological and
pharmacological response to digitalis, the heart of T. stultorum has
been validated as a biological model for pharmacology, both in
its biochemical (Cuéllar-Roehri, 1991) and physiological response
(Guerra Rivas, 1994).
On the other hand, tissues from mollusks (Cuéllar-Roehri, 1991;
Guerra Rivas, 1994), dogs (Wilkerson et al., 1980; Murphy et al.,
1987), chickens (Wernke and Cacini, 1990), guinea pigs (Schäfer
et al., 1985; Del Valle-Mondragón et al., 2008), rats (Goldstein
et al., 2006; Eyer et al., 2012), and other animals have been used to
quantify parameters of pharmacodynamics, pharmacokinetics and
 article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-
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igitalis toxicity. All these analyses involve considerable sacriﬁce
f animals to fulﬁll this purpose.
An in silico model that predicts the amount of drug needed
o obtain a speciﬁc physiological response could complement
he in vivo models; thus, the sacriﬁce of animals and laboratory
xperiments would be reduced. For this reason, an approximate
rediction of the concentration of digoxin necessary to obtain a
esired effect in the cardiac activity can be of great interest in the
eld of pharmacology.
Artiﬁcial neural networks (ANNs) are a computational method
hose design and operation is based on the behavior of biologi-
al neurons in the human brain. These networks consist of several
nterconnected basic units called neurons, where each connection
as a weight. Unlike other computational methods, the ANN is not
rogrammed, but learns by ﬁnding relationships and similarities
etween the input data of the network. These inputs are multi-
lied by the weight of each neuron, similarly, this signal passes
hrough a transfer function deﬁned for each neuron, and thus each
enerates an output that goes along with the output of the other
eurons to the next layer of the network. This process is repeated
or the next layer until it reaches the end of the network. The value
btained is compared with the expected value and the error is cal-
ulated, then the neurons change their weights so that the error
s reduced, and the whole process is repeated until the error is
inimized (Agatonovic-Kustrin and Beresford, 2000).
The perceptron is a topology of ANN, although it can also be
nderstood as the basic unit of the neural network; the artiﬁcial
euron. The perceptron sums all input signals and multiplies the
um by the randomly initialized weight values. At ﬁrst, the per-
eptron lacks the ability to distinguish complex input patterns;
owever, through a learning process (training) it acquires this
apability (Ponce Cruz, 2010). Multi-layer perceptron (MLP) is a
opology of ANN that has shown a good performance to recog-
ize patterns of complex systems, solving problems of non-linear
elationships and make accurate predictions (Agatonovic-Kustrin
nd Beresford, 2000; Ponce Cruz, 2010; Mateo Jiménez et al.,
011; Gobburu and Chen, 1996; Yamamura, 2003; De Matas
t al., 2010; Chen et al., 2011). MLP-ANNs consists of at least
hree layers: the input layer, which has as many neurons as
nputs of the network; the hidden layer, which has the activa-
ion function on the neurons; and the output layer, that gives the
utput.
ANNs have been widely applied in the ﬁeld of pharmacology.
he neural network systems have been used for the analysis of
harmacokinetics parameters and the pharmacodynamics of dan-
hensu (Chen et al., 2011), cyclosporine (Camps-Valls et al., 2003),
epaglinide (Haidar et al., 2002) agonist bronchodilator ˇ2 (De
atas et al., 2010), nitrendipine (Belicˇ et al., 2005), ill patients
Yamamura, 2003), drug formulation (Takayama et al., 2003), dose-
esponse prediction (Mager et al., 2005), prediction of poisoning
f patients treated with digoxin (Camps et al., 2000; Albert et al.,
010), design of systems for the controlled release of drug doses
Chen et al., 1999), cell culture parameters prediction for the pro-
uction of biopharmaceuticals (Takahashi et al., 2015), detection of
ongestive heart failure (Masetic and Subasi, 2016), among other
pplications.
In this paper, data were obtained from experiments in vivo from
he physiological response of hearts of T. stultorum.  All experiments
ere performed in the laboratory of Pharmacology and Toxicology
f Marine Sciences Faculty. The experiments consisted in evaluat-
ng the before and after effects of adding a speciﬁc concentration
f digoxin. Subsequently, various ANNs models using MLP  topol-
gy were built. These ANNs were trained with data from in vivo
xperiments to predict the concentration of digoxin necessary to
e used in a dilution that causes a physiological response in the
ardiac ventricular activity of T. stultorum.ms 151 (2017) 1–7
The aim of this work is to develop a predictive model that
describes the pharmacodynamics relationship between the con-
centration of digoxin and the physiological response of the ventricle
of T. stultorum,  based on biophysical parameters of cardiac activity.
The variables used for prediction were: maximum and minimum
value of heart contraction force, ventricular ﬁlling time, volume
used for dilution, heart rate, weight, volume, length and width of
the heart.
2. Materials and methods
2.1. Data set
Readings from the activity of 25 heart ventricles of T. stultorum
were provided by the Laboratory of Marine Pharmacology, where
the force of heart muscle contraction was measured over time,
making a distinction between the time before and after adding con-
centrations of digoxin. Four signals features were taken from the
heart signals, with one recording for each maximum of contrac-
tion force, and the rest of the input variables were provided; thus,
resulting in a data set of 10, 614 × 9 values.
2.2. Preparation of information
The readings contained raw data from a force transducer, saved
using the LabChart software (ADInstruments Pty Ltd, Bella Vista,
New South Wales, Australia). To make use of the data, they were
exported to a ﬁle in text format (.txt), and then they were imported
and stored as vectors using the MATLAB 8.5 R2015a software
(MathWorks Inc., Natick, MA,  USA). They were separated into three
vectors, one for each channel and one for time readings. Regions
with a lot of noise or blank data were discarded. LabChart readings
were made at a frequency of 1 kHz, which means that each sec-
ond of sampling contains a thousand data of measured force. To
reduce the amount of data, a larger granularity of one out of 100
was applied, thus reducing the amount data down to 10 out of 1000
per second. A t test was  performed to verify that the new data set
was statistically equal to the original set (Table 1). Null hypothesis
was 1 − 2 = 0, where 1 is the average of N original heart lectures
and 2 represents the average of n granulated heart lectures.
Signiﬁcant biophysical parameters were extracted from the car-
diac activity readings according to Guerra Rivas (1994) using a
MATLAB script. Each local maximum of the readings was  taken as
a maximum of force of muscle contraction, and every local mini-
mum  as a minimum of force of muscle contraction. The ﬁlling time
was taken as the time it takes the ventricular chamber to ﬁll and to
empty blood ﬂuid, that is, the time between beats. The heart rate
was taken as the number of beats per minute. The rest of the input
variables were provided through the in vivo experiments. Sizes of
data sets are being 10, 614 × 9 values used to train, validate, and test
the ANNs. The input data of the ANN were standardized to z values
(Mean = 0, standard deviation = 1) using the formula (Eq. (1)):
zn = xn − X¯x (1)
where zn is the standardized value of the observation n, xn is the
original value of the observation n, X¯ , and x are the mean and
standard deviation of the variable X, respectively. Output data were
normalized in the range [−1, 1], with the following formula (Eq.
(2)):
xi −
(
xmax + xmin/2
)
Xi = (
xmax + xmin/2
) (2)
where Xi is the normalized value of the observation i, xi is the orig-
inal value of the observation i, and xmin and xmax are the minimum
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Table  1
Student’s t-test for original and granulated heart lectures.
Heart N n t-value p-value
1 1507010 15070 0.04 0.966
2  3860002 38600 −0.02 0.984
3  2426002 24260 0.07 0.942
4  2328694 23287 −0.12 0.904
5  3007002 30070 0.01 0.993
6  2654002 26540 0.00 0.998
7  1310002 13100 −0.10 0.918
8  1432003 14320 0.07 0.946
9  3494002 34940 0.15 0.879
10  2635002 26350 0.00 0.998
11  2819002 28190 0.00 0.997
12  1256002 12560 0.09 0.929
13  2016002 20160 −0.37 0.710
14  2671002 26710 0.02 0.987
15  6724002 67240 −0.02 0.987
16  2197002 21970 0.00 0.996
17  2702002 27020 0.04 0.968
18  2857341 28420 −0.02 0.984
19  2527002 25270 0.00 0.996
20  2134381 21220 −0.05 0.962
21  1840041 18340 −0.29 0.775
22  4164002 41640 0.01 0.994
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24  4985002 49850 
25  3654002 36540 
nd maximum value, respectively, of the data set x. Standardiza-
ion and normalization of input and output variables is performed
o reduce the different ranges of measurement of each variable, so
hat the same percentage change in the sum of the weights of the
nputs causes the same percentage change in output.
. Predictive model based on ANN
Nine variables were introduced as inputs to the ANN: maxi-
um and minimum of contraction force, ventricular ﬁlling time,
eart rate, and volume used for dilution of digoxin, weight, volume,
ength and width of the heart. The output was the digoxin concen-
ration needed to generate a speciﬁc cardio-activity. The number
f layers and neurons in each layer is known as network architec-
ure, while the topology is the MLP. The hyperbolic tangent sigmoid
unction was used as activation function (Haykin, 1999), that is, the
ransfer function used in the neurons of the hidden layers (Eq. (3)):
 (p) = 2
1 + e−2p − 1 (3)
here p is each input data of the network. This function helps the
etwork learn faster (Mateo Jiménez et al., 2009). A linear function
as used as input and output.
In this work a MLP  neural network topology construction
ethodology was used (Mateo Jiménez et al., 2009) described
s follows: 9 − N − 1 (single-layer perceptron) and 9 − N1 − N2 − 1
double-layer perceptron), where 9 and 1 are the number of inputs
nd outputs, respectively; N is the number of neurons in a single-
ayer perceptron while, N1 and N2 are the number of neurons in the
rst and second layer, of the double-layer perceptron. N is an even
umber from two to 30. N1 is an even number from ten to 20, while
2(N2 ≤ N1) is an even number from 2 to 14.
To validate the ANNs, the hold-out validation method was used,
his method consists of stop training the network when the vali-
ation error stops decreasing and starts increasing (Mateo Jiménez
t al., 2011; May  et al., 2010). When the hold-out validation was
sed, the dataset was divided as follows: a subset of 50% of the
otal to train the MLP, another subset of 25% for validation, and the
5% remaining data to test the network performance. When the
old-out validation was not used, the networks were trained until−0.10 0.923
−0.02 0.983
−0.13 0.900
reaching 100 epochs using 75% of the data, while the remaining 25%
was used to test the network. The dataset was divided into random
sub-samples, different for each run.
The training algorithm known as backpropagation (Erb, 1993)
was used, which is one of the most used training algorithms for
MLP-ANN (Agatonovic-Kustrin and Beresford, 2000; Erb, 1993;
Hagan et al., 1997; Mobley et al., 1995). This algorithm propagates
the error output back to all neurons, whose output was the entry
of the last neuron (Erb, 1993). Three variants of this algorithm
were used for training the MLP-ANN to compare their perfor-
mance and choose the best conﬁguration: Bayesian Regulation (BR),
Levenberg–Marquardt (LM), and Scaled Conjugated Gradient (SCG).
To evaluate the performance and prediction accuracy of the
model, parameters of mean-square error (MSE), root mean-square
error (RMSE), percentage standard error of prediction (%SEP), and
the coefﬁcient of regression R2 were used, according to Lou and
Nakai (2001) and García-Gimeno et al. (2005). To evaluate the diag-
nostic accuracy of the model (Babaoglu et al., 2009), a prediction
test was performed by introducing each row of inputs of the dataset
into the built networks, the resulting digoxin prediction of each
network was compared to the real experimental value (Eq. (4)), the
prediction was  considered as true if the error between the predicted
value (pv) and the observed value (ov) was less than 5% (relative
error), the value of accuracy showed in Table 2 is the percentage
of correct predictions of all the dataset. The MATLAB 8.5 R2015a
Neural Network Toolbox was  used to build the neural networks.
The training was  optimized according to the Toolbox default val-
ues, which assumes that the lower the MSE, the better information
simulated by the model.
accuracy =
∑n
i=1rei ≤ 5%
n
rei =
∣∣∣ve − vo
vo
∣∣∣ ∗ 100%
n = 10,  614
(4)Each network architecture, trained by each algorithm with or
without hold-out validation, was carried out 20 times; building a
total of 1,800 single-layer and 4,680 double-layer ANNs, providing
a total of 6,480 ANNs.
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Table 2
Architectures and performance parameters for the data set evaluated in the best MLP-ANN.
ANN typea Training algorithm b HVc N1d N2e Accuracy (%) MSEtest RMSEtest %SEPtest R2test
SLP BR Yes 10 – 99.41 7.8E−07 8.8E−04 −1.1E−01 0.999997
No  02 – 92.36 2.1E−04 1.5E−02 −1.9E+00 0.999447
LM  Yes 08 – 99.41 2.7E−06 1.6E−03 −2.1E−01 0.999993
No  02 – 92.23 2.1E−04 1.5E−02 −1.9E+00 0.999445
SCG  Yes 06 – 78.47 6.4E−03 8.0E−02 −1.0E+01 0.981245
No  02 – 78.24 8.5E−03 9.2E−02 −1.2E+01 0.975725
DLP  BR Yes 12 10 99.42 3.1E−08 1.8E−04 −2.2E−02 0.999999
No  14 12 91.64 1.8E−04 1.3E−02 −1.7E+00 0.999484
LM  Yes 12 12 99.42 1.6E−07 4.0E−04 −5.1E−02 1.000000
No  20 10 91.15 2.0E−04 1.4E−02 −1.8E+00 0.999447
SCG  Yes 18 06 86.57 1.7E−03 4.2E−02 −5.3E+00 0.995501
No  16 02 78.71 9.2E−03 9.6E−02 −1.2E+01 0.972763
a ANN type: (SLP) Single-layer perceptron, (DLP) Double-layer perceptron.
b Training algorithm: (BR) Bayesian Regulation, (LM) Levenberg–Marquardt, and (SCG) Scaled Conjugated Gradient.
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d Number of neurons in the ﬁrst hidden layer.
e Number of neurons in the second hidden layer.
Garson’s algorithm was  used (Garson, 1991), subsequently mod-
ﬁed by Goh (1995), was used to assess the relative contribution of
ach input on the output (Eq. (5)):
ik =
∑L
j=1
( ∣∣wij∣∣∑N
m=1
∣∣wmj∣∣
∣∣pjk∣∣
)
∑N
i=1
(∑L
j=1
( ∣∣wij∣∣∑N
m=1
∣∣wmj∣∣
∣∣pjk∣∣
)) (5)
here Qik is the percentage of inﬂuence of the input variable xi
n the output yk, Nm=1wmj is the sum of the weights of the con-
ections between input neurons N and hidden neurons j, wij is the
onnection weight between the input neuron i and hidden neuron
; and pjk is the connection weight between the hidden neuron j and
utput neuron k. Variables with a low relative importance may  be
mitted from the model without a signiﬁcant loss of performance
hereof.
.1. Statistical analysis
A t test was performed to compare the measured and predicted
alue, and a multifactorial analysis of variance (ANOVA) to conﬁrm
he results of the relative contributions. Statistical analysis was per-
ormed using Minitab 17 software (Minitab Inc., State College, PA,
SA).
. Results
.1. Biophysical parameters of cardiac activity
Fig. 1 shows the signals obtained from the cardiac activity of one
f the hearts. Before gray bar depicts one minute of cardiac activity
egister without digoxin addition, after it can be seen how digoxin
ffects the cardiac activity. This ﬁgure shows one minute (x axis)
efore addition of digoxin and a minute later where a signiﬁcant
hange is observed. In the y axis, the contraction force in grams is
bserved. For this case, the amount of digoxin added was 0.159 M.
.2. Predictive model
Different ANN conﬁgurations were developed for one and two
idden layers with three different types of training: BR, LM,  and
CG. Each conﬁguration was performed with and without hold-out
alidation; likewise, each one was built 20 times. Table 2 shows
he accuracy level, MSE, RMSE, %SEP, and R2 of the best networks,parameters that determine the performance of the network. The
best ANNs were determined by the greatest diagnostic accuracy
level of the whole data set.
The worst training algorithm was  SCG, given that their con-
ﬁgurations did not showed higher percentage values of accuracy
than the LM or BR algorithms. The network performance always
increased when the hold-out validation was used, as all the
networks but one showed in Table 2 was carried by this approach.
The best conﬁguration for single-layer models was  BR with N1 = 12
and N2 = 10 with hold-out validation, obtaining an accuracy level
of 99.4% and a MSEtest of 3.1E−8, also LM with N1 = 12 and N2 = 12,
with an accuracy level of 99.4% and a MSEtest of 1.6E−7 (Table 2);
even that BR had less MSE, the LM was  chosen as the best algo-
rithm for further analysis, due to the big differences in time needed
for the construction of the net, being that BR needed much more
computational power and time.
In Fig. 2, it can be seen the variation of accuracy level by the
number of neurons in the hidden layer LM with two hidden layers,
in a general way, the major change in the behavior of the accuracy
it is due to the variation in number of neurons in the second hidden
layer, with a few exceptions, the accuracy grew with the number
of neurons in the above-mentioned layer.
To show a pointed application of this work, a prediction test
was made for one heart varying the maximum force expected and
ﬁxing the other eight inputs as shown in Fig. 3; as can be seen
there, the concentration was  high for small values of force, and
small with higher values of force, agreeing with the discussion in
Cuéllar-Roehri (1991) and Lumbreras Martínez (2012).
4.3. Relative contribution of input variables on output
After obtaining the 12 best ANN conﬁgurations, the Goh algo-
rithm was  used, which provided information about how much each
input variable inﬂuenced the output (concentration of digoxin).
The values shown in Table 3 were obtained from the average of
20 repetitions from each conﬁguration; these 20 repetitions were
different from those used in the calculations of the variables used
to determine performance. As observed (Table 3), none of the
input variables had a much higher relative importance than oth-
ers, meaning that all variables affect the output in the same way,
and therefore none of them can be omitted from the model.5. Discussion
The ﬁrst networks built used an input variable different from the
drug dilution volume, the rate of ventricular ﬁlling that refers to the
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Fig. 1. Signal obtained from the cardiac activity of one of the hearts. The gray bar indicates a time after of digoxin addition to the perfusion medium.
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Fig. 2. Changes in accuracy level with the number of nodes in the hidden layers for a double-layer perceptron with LM training algorithm with hold-out validation.
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he relative importance of the inputs were calculated on many
etworks, it was found that in most networks the relative contribu-
ion of this variable on the output was very small (data not shown).rying the value of maximum force expected.Therefore, it was  removed from the inputs and replaced by
volume used for dilution; this variable had a greater inﬂuence
than the ﬁrst. The result is obvious, given that the ﬁlling rate
is the result of a division of two other input variables, the
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Table 3
Relative importance (%) of the input variables determined by the Goh algorithm. The values shown are the averages of 20 iterations.
Architecture/algorithm a Hold-out validation MaCF MiCF FT BPM DV Weight HV HL HW
9-10-1/BR Yes 6.8 12.2 11.2 8.6 10.3 13.5 13.9 12.7 10.7
9-02-1/BR No 5.6 5.6 4.0 4.4 7.0 24.2 20.0 17.9 11.4
9-08-1/LM Yes 8.2 13.2 9.7 9.0 12.9 12.6 13.6 10.7 9.9
9-02-1/LM No 7.5 8.2 5.5 6.9 9.5 21.5 16.3 15.2 9.3
9-06-1/SCG Yes 10.1 15.0 11.5 11.5 10.6 10.1 10.9 9.3 11.1
9-02-1/SCG No 7.9 18.0 11.7 13.4 9.4 9.5 11.7 8.3 10.2
9-12-10-1/BR Yes 6.6 10.0 8.5 9.0 7.5 14.6 14.8 13.7 15.3
9-14-12-1/BR No 9.8 11.0 7.6 11.0 9.2 14.7 13.9 12.8 10.2
9-12-12-1/LM Yes 10.4 11.7 10.5 11.2 11.0 11.5 11.3 11.1 11.2
9-20-10-1/LM No 10.6 11.8 10.5 11.5 11.0 11.2 11.2 10.9 11.2
9-18-06-1/SCG Yes 10.9 11.8 11.3 11.0 10.4 10.7 11.3 10.8 11.8
9-16-02-1/SCG No 10.5 11.8 10.6 11.4 11.1 11.2 11.2 11.0 11.2
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Aa BR: Bayesian Regulation, LM:  Levenberg–Marquardt, and SCG: Scaled Conjugat
lling  time; BPM: beats per minute; DV: digoxin volume; HV: heart volume; HL: he
aximum muscle contraction force on the ventricular ﬁlling
ime.
The parameters of MSEtest and R2 of the best single and double-
ayer networks were very close to zero and one, respectively. This
s very unlikely to happen, and it may  be because the networks
ere over-trained and converged to a local minimum, an undesir-
ble event in the network where it ﬁts too close to the input data
resent during the training, and as a result will have a bad general-
zation regarding new input data (Garson, 1991). However, using a
andom sub-sampling to choose the training values out of the entire
ample, means that the values obtained from MSEtest and R2 may
ary in other repetitions even with the same conﬁguration, addi-
ionally, this method ensures the robustness of the model against a
iased selection of test data sets and validation, and therefore, the
etworks were not over-trained.
The BR and LM algorithms with hold-out validation proved to be
he best for our experiment (Fig. 3), giving very low MSEtest having
ery low values for both one and two hidden layers. Performance
f the perceptrons was better when hold-out validation was used,
oth for single- and double-layer perceptrons. For the BR algorithm,
his is not consistent with other studies (Mateo Jiménez et al., 2009,
011). In those studies, the mean of 20 repetitions of the MSEtest
as plotted, instead of the lowest value of that 20 repetitions, which
s the case of this work. This difference could be due to the nature
f neural networks of “black box”, from which its content is not
nown, only the inputs and outputs. Also, the performance of the
ifferent topologies and conﬁgurations of neural networks behaves
ccording to the type of experiment which it is using the prediction.
Although the conﬁgurations with two hidden layers had smaller
SEtest than those of one layer, the difference is very small so we
an say that the one hidden layer networks with the proper train-
ng algorithm are good enough to generate good results without
uch processing requirements, as with the case of two  layer hid-
en networks, therefore, they are suitable to use as a predictive
odel.
To conclude, the results obtained in this work serve to make a
ast and accurate determination of digoxin concentration of T. stul-
orum hearts needed to cause a speciﬁc cardiac response in terms
f maximum contraction force and heart rate, for a heart with given
ength, volume, width, and weight.
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