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G. Po lya and G. Szego showed in 1951 that for simply connected plane domains,
the first eigenvalue of the Laplacian (with Dirichlet boundary conditions) is maximal
for a disk, under a conformal mapping normalization. That is, if f (z) is a conformal
map of a disk D onto a bounded, simply connected plane domain 0, normalized by
| f $(0)|=1, then *1(0)*1(D). Later, Po lya and M. Schiffer showed that actually
:
n
j=1
1
*j (0)
 :
n
j=1
1
*j (D)
, for each n=1, 2, 3,... .
This paper shows that for every convex increasing function 8,
:
n
j=1
8 \ 1*j (0)+ :
n
j=1
8 \ 1*j (D)+ , for each n=1, 2, 3,... .
In particular, taking 8(a)=as for a fixed s>1 gives that the zeta function of the
eigenvalues of the Laplacian is minimal for the disk, under Dirichlet boundary
conditions.
The bulk of the paper addresses similar questions for simply and doubly connected
domains on cones and cylinders and on surfaces of variable curvature, extending the
work of C. Bandle, T. Gasser, and J. Hersch.
Also, let Mg be an N-dim. Riemannian manifold with boundary and for each
smooth function w on the closure of M, write *j (w) for the j th eigenvalue of the
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operator w&12g , under Dirichlet boundary conditions. Note that in two dimen-
sions, w&12g is the LaplaceBeltrami operator of the metric wg. It is proved here
that the ‘‘zeta-type’’ functional nj=1 8(*j (w)
&1) is convex with respect to the mass
density w.  1998 Academic Press
Key Words: conformal mapping radius; isoperimetric inequality; trace of heat
kernel; zeta function of Laplacian; curvature bound; conformal class.
1. INTRODUCTION
We prove in particular that if f (z) is a conformal map of the unit disk
D onto a bounded, simply connected plane domain 0 with | f $(0)|=1, and
if the function 8(a) is convex and increasing for a>0, then
:

j=1
8 \ 1*j(0)+ :

j=1
8 \ 1*j(D)+ ,
where the *j are the eigenvalues of the Laplacian under Dirichlet boundary
conditions. Taking 8(a)=as for fixed s>1 gives that the zeta function of
the Laplacian is at least as big for 0 as it is for the disk D. In the introduc-
tion we put this ‘‘isoperimetric’’ inequality into context, then in Section 2
we state it and other results more fully.
The eigenvalues of the Laplacian have many physical interpretations, for
example as the frequencies of vibration of a membrane, as energy levels of
a Hamiltonian in an infinite potential well, as rates of decay for the heat
(or mass diffusion) equation, and as cut-off frequencies for waveguides.
These eigenvalues can be calculated exactly only for a few special regions,
most notably rectangles and disks, and while numerical methods are
sophisticated and successful [17], they can only ever estimate finitely many
of the eigenvalues. Knowledge of infinitely many eigenvalues, however, can
have quite startling theoretical consequences. For instance, Osgood, Phillips,
and Sarnak [25] proved that among all Riemannian metrics of given area and
in a fixed conformal class on a closed 2-dimensional surface, the ‘‘determinant’’
of the eigenvalues of the Laplacian is maximal at a metric of constant
curvature; this immediately implies the uniformization theorem.
An important early lower bound on the first eigenvalue was conjectured
by Lord Rayleigh in 1877 and proved by G. Faber and E. Krahn in the
early 1920s: under Dirichlet boundary conditions, the first eigenvalue of a
plane domain 0 is greater than or equal to the first eigenvalue of the disk
0* of the same area, or
*1(0*)*1(0).
Many more such results were proved by G. Po lya and G. Szego in their
book ‘‘Isoperimetric Inequalities in Mathematical Physics’’ [29]. In
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particular, they proved an upper bound on the first eigenvalue: If f (z) is a
conformal map of the unit disk D onto a bounded, simply connected plane
domain 0 and if | f $(0)|=1 then
*1(0)*1(D).
This complements the lower bound of Faber and Krahn. In 1953, Po lya
and M. Schiffer [28, p. 306] extended the result to
:
m
j=1
1
*j (0)
 :
m
j=1
1
*j (D)
(1.1)
for m=1, 2, 3, ... .
We prove in Corollary 2 that for functions 8(a) convex and increasing,
:
n
j=1
8 \ 1*j (0)+ :
n
j=1
8 \ 1*j (D)+ , (1.2)
where n is either a positive integer or +. When n is finite and 8(a)#a,
this just reproduces the Po lyaSchiffer inequality (1.1).
We also prove in this paper analogous eigenvalue inequalities for doubly
connected plane domains, then for regions on cylinders and cones, and
finally for simply and doubly connected surfaces with curvature bounded
above. Many of these inequalities are new even for the first eigenvalue, let
alone for the functional j 8(1*j) of the eigenvalues.
Lastly, we show that for a smoothly-bounded N-dimensional Riemannian
manifold Mg , the functional j 8(*j (w)&1) is a convex functional of the
weight function w; here *j (w) is the j th eigenvalue of the operator w&12g .
In two dimensions, w&12g equals the LaplaceBeltrami operator of the
metric wg, and thus in particular, the zeta function of the LaplaceBeltrami
operator is a convex functional of the conformal factor w.
Interestingly, in every theorem it suffices to prove the ‘‘finite sum of
reciprocals’’ case in which 8(a)#a and n is finite, because then the case of
arbitrary convex increasing 8 follows by a majorization result of Hardy,
Littlewood, and Po lya (see Proposition 10 in Section 5). In particular, the
Po lyaSchiffer inequality (1.1) actually implies the seemingly more general
result (1.2). We are indebted to Albert Baernstein for suggesting that we
use this majorization approach. Our original results covered only the finite
sum of reciprocals case 8(a)=a, the zeta function case 8(a)=as and the
trace of the heat kernel case 8(a)=e&ta (see the next paragraph), and
our proofs involved conformal variation of the heat kernel; Baernstein’s
suggestion both improved the results and simplified the proofs.
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Section 3 contains open questions and conjectures. For example, we
conjecture that
:

j=1
e&t*j (0) :

j=1
e&t*j (D) for all t>0.
This follows from (1.2) only for t2*1(0), not for all t, since 8(a)=e
&ta
is convex only for at2. The functional j e&*j t is called the trace of the
heat kernel in mathematics, and the partition function in physics, where it
also has importance.
For further results in the genre of this paper, see [18] and [19]. The
theorems in [18] extend this paper to mixed NeumannDirichlet boundary
conditions, while [19] eschews conformal mapping and instead works directly
with inhomogeneous membranes and strings whose masses are concentrated
towards the middle, in some fashion. (In contrast, the mass densities of
this paper tend to concentrate towards the boundary; for example, let
r  R in (7.1).)
2. RESULTS
Take a bounded subdomain M of the complex plane and let w be a
positive function on M. Consider the eigenvalue problem with Dirichlet
boundary conditions
1
w
2=&* in M, =0 on M, (2.1)
where
2=
2
x2
+
2
y2
denotes the Laplacian in the plane. Physically, we think of the domain M
as representing an inhomogeneous membrane fixed at the boundary and
having mass density w and total mass
|M|w :=|
M
w d+,
where + is Lebesgue measure in the plane. The eigenvalues * give the squares
of the frequencies of this membrane’s modes of vibration.
The following definition describes the properties we will want our
functions w to satisfy.
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Definition (‘‘Admissible’’). Let w be a positive function defined on a
bounded domain M in the complex plane. Call w admissible if a conformal
map f (z) exists from M onto a bounded domain 0 in the plane and a
positive, bounded function h # C2(0) exists with
w=(h b f ) | f $| 2.
In particular, if w is positive, bounded and C2-smooth, then it is admissible.
In this paragraph we describe some basic properties of the eigenvalues
*j (w); see Section 4 for the proofs. Assume w is admissible. Then the eigen-
value problem (2.1) has discrete spectrum [*j (w)] with 0<*1(w)<*2(w)
*3(w) } } }  , and the eigenvalues are given by Poincare ’s minimax
principle in terms of the Rayleigh quotient:
*j (w)=min
Lj
max
 # Lj"[0]
M |{| 2 d+
M 2w d+
, (2.2)
where Lj ranges over all j-dimensional subspaces of the Sobolev space
H 10(M )=W
1, 2
0 (M ). (It is important in this paper to observe that our trial
space H 10(M ) does not depend on w.) The eigenfunctions j # H
1
0(M ) are
C2-smooth on M. Furthermore, the first eigenfunction 1 is unique up to
constant factors and is never zero in M. Finally, the eigenvalue problem is
conformally invariant in the sense that if w is admissible (as in the above
definition) with w=(h b f ) | f $| 2, then *j (w)=*j (h) and the eigenfunctions
j on M and ,j on 0 are related by j=,j b f. This conformal invariance
is best understood by verifying that if &2,=*h, in 0, then in M we have
&2(, b f )=[&2, b f ] | f $| 2=[(*h,) b f ] | f $| 2=*w(, b f ). (2.3)
We shall neither need nor use this next remark, but it is interesting that if
0 has locally Lipschitz boundary then j is continuous on M and j=0
on M, which is the classical Dirichlet boundary condition.
Next, note that a lower bound of Weyl type,
*j (w):j for all j1, (2.4)
holds for some :>0 that depends on w; this can be seen via the minimax
principle by comparing *j (h) with the j th eigenvalue of a euclidean square
containing 0, using the boundedness of h. Thus the zeta function
:

j=1
1
*j (w)
s , s>1,
of the operator w&12 on M is an analytic function of s. The zeta function
deserves its name because of the similarity to the Riemann zeta function.
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More general than the zeta function is what we call the 8-functional,
:
n
j=1
8 \ 1*j (w)+ ,
for convex increasing 8 and n either a positive integer or +. Obviously
this gives the zeta function when n=+ and 8(a)=as for fixed s>1.
The 8-functional satisfies the following important monotonicity principle:
decreasing the conformal factor w pointwise will increase every
eigenvalue, and hence will decrease the 8-functional.
For suppose w and v are admissible with wv. Then obviously the mini-
max principle (2.2) implies that *j (w)*j (v) for all j, and this proves the
monotonicity principle, since 8 is increasing.
Write g for the euclidean metric on the plane. When it suits us, we shall
change our notation and write *j (wg) or *j (Mwg) instead of *j (w). The new
notations emphasize that M is a two-dimensional Riemannian manifold
with metric wg and that the mass density function w is really a conformal
factor multiplying the euclidean metric. The *j (wg) are exactly the eigen-
values of the LaplaceBeltrami operator w&12 of the metric wg.
Next we state the basic result for the 8-functional; it will be proved in
Section 6. We use the notation w (z) :=2?0 w( |z| e
i%) d%2? for the average of
w over the circle of radius |z|.
Theorem 1. Suppose that M equals either
(a) the disk D(R) :=[z # C: |z|<R] of radius R, or
(b) the annulus A(R0 , R) :=[z # C: 0R0<|z|<R<].
In case (a), define R0 :=0. Assume v and w are admissible functions on M
and take n to be either a positive integer or +. Let 8(a) be convex and
increasing for a0, with 8(0)=0, 8(*1(w)&1)>0 and n1 8(1a) da finite.
Assume v is radial and
|
2?
0
w(rei%) d%2?v(r) for all r # (R0 , R). (2.5)
Then
:
n
j=1
8 \ 1*j (w)+ :
n
j=1
8 \ 1*j (v)+ (2.6)
with strict inequality unless 2?0 w(re
i%) d%=2?v(r) for all r # (R0 , R). If in
addition 8(a) is strictly convex, then (2.6) holds with strict inequality unless
w#v.
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In particular, averaging the conformal factor w over concentric circles
decreases the 8-functional, provided w is admissible also:
:
n
j=1
8 \ 1*j (w)+ :
n
j=1
8 \ 1*j (w )+ .
The assumption in the theorem that 8(*1(w)&1)>0 rules out the trivial
case where both sides of (2.6) equal zero. That trivial case would have
invalidated the theorem’s ‘‘strict inequality’’ statements. Next, the requirement
that n1 8(1a) da be finite simply serves to ensure that the 8-functionals are
finite-valued; use here the fact that 8 is increasing and that *j:j, by
(2.4). Also, note that if wv pointwise, which is stronger than the
hypothesis (2.5), then the conclusion (2.6) is a direct consequence of the
monotonicity principle stated above.
By the way, we have been unable to obtain an analogue of the theorem
for the eigenvalues of the Laplacian under Neumann boundary conditions,
and we discuss the reasons for this at the end of Section 6.
Theorem 1 and its proof do generalize straightforwardly to balls and
annuli in RN, N3, though one should require v and w to be bounded so
that the eigenvalues exist, and v and w should be assumed to be C [N2]+1-
smooth so that the eigenfunctions are C2-smooth. Also, one should now
require that n1 8(1a
2N) da be finite, since *j:j 2N for large j. In this
paper we restrict attention to N=2, however, since all our applications
are in two dimensions. Our applications are two-dimensional because we
extensively employ conformal mappings, which exist in profusion only in
dimension two, and because our methods require a conformal invariance
relation like (2.3).
Flat Surfaces
Certainly the hypothesis (2.5) holds if w(0)v(0) and w&v is subhar-
monic, and we will use this observation to prove the following corollary,
in Section 7.
Corollary 2. Let f (z) be a conformal map of the disk D=D(R) onto
a bounded, simply connected plane domain 0. Assume | f $(0)|1 and take n
to be either a positive integer or +. Let 8(a) be convex and increasing for
a0, with 8(0)=0, 8(*1(0euclid)&1)>0 and n18(1a) da finite. Then
:
n
j=1
8 \ 1*j (0euclid)+ :
n
j=1
8 \ 1*j (Deuclid)+ (2.7)
with strict inequality unless 0 equals the disk of radius R centered at f (0).
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Here 0euclid means the domain 0 together with the euclidean metric, and
*j (0euclid) denotes the j th eigenvalue of the Laplacian on 0 with Dirichlet
boundary conditions (i.e., take M=0 and w#1 in (2.1)). Note that the
eigenvalues of Deuclid , and hence its 8-functional, can be computed in terms
of zeros of Bessel functions [5, p. 92]. Thus the corollary provides a
computable lower bound for the 8-functional of an arbitrary bounded,
simply connected plane domain.
We will prove a stronger version of Corollary 2 in Theorem 7, where we
continuously deform the disk D into 0.
Note that one recovers the Po lyaSchiffer inequality (1.1) simply by
taking n finite and 8(a)#a in Corollary 2. Actually, one can derive
Corollary 2 from the Po lyaSchiffer inequality by means of Proposition 10
below, though we shall in fact arrange the ideas a little differently and
derive Corollary 2 from the more generally applicable Theorem 1.
For the second eigenvalue, *2 , M. S. Ashbaugh and R. D. Benguria [2,
(4.2)] proved (via their work on the PaynePo lyaWeinberger conjecture)
that under the hypotheses of the corollary one has *2(0euclid)*2(Deuclid).
Note that because we already know *1(0euclid)*1(Deuclid), the Ashbaugh
Benguria inequality improves upon the n=2 case of Corollary 2.
It is not true, however, that *j (0euclid)*j (Deuclid) for all j. For example,
Ashbaugh remarked to the authors that if 0 is the rectangle of side lengths
- 8 and - 3, and f : D(R)  0 is conformal with f mapping the origin to
the center of the rectangle and with f $(0)=1, then *3(0euclid)>*3(Deuclid).
It would appear, in fact, to be an open problem to maximize the dimensionless
quantity *3(0euclid)R2 with respect to the arbitrary simply connected plane
domain 0. The best bound known to the authors is *3(0euclid)R2<25.67,
due to J. Hersch [15, (10)]. There is no leading candidate for an extremal
domain, though the - 8_- 3 rectangle (with *3R2r16.70) does seem to
be extremal among rectangles, as can be checked by using the known formula
[29, p. 253] for the mapping radius R of a rectangle in terms of the theta
function 3 . (Note that our R is called r* in [29].)
Since the eigenvalues *j need not all be maximal for the disk D, the
best extremal results that we can hope to prove would seem to be those
involving combinations of eigenvalues, like Corollary 2. Still, it is true that
for general domains 0 that are not disks, *j (0euclid)<*j (Deuclid) for all
large j simply by the Weyl asymptotics, because the normalization | f $(0)|
1 of Corollary 2 ensures that 0 has greater area than the disk D has.
To conclude this discussion of Corollary 2, we remark that a complementary
upper bound on the zeta function has been proved by J. M. Luttinger [20],
who showed that j=1 *j (0euclid)
&sj=1 *j (0*euclid)
&s, s>1, where 0* is
the disk of the same area as 0. In fact, Luttinger established the more
general result that j exp[&t*j (0euclid)]j exp[&t*j (0*euclid)] for all
71EXTREMAL EIGENVALUES OF LAPLACIANS
File: DISTL2 322209 . By:CV . Date:21:04:98 . Time:08:01 LOP8M. V8.B. Page 01:01
Codes: 3197 Signs: 2164 . Length: 45 pic 0 pts, 190 mm
t>0, and he proved this for all bounded domains 0 in Rn. By letting
t   in Luttinger’s inequality one recovers the FaberKrahn estimate
*1(0)*1(0*).
Doubly Connected Flat Surfaces
Besides the euclidean metric g, doubly-connected plane domains possess
two other kinds of radial flat metric:
the cylinder metric |z|&2 g, and the cone metric #2 |z| 2#&2 g for
fixed # # R, #{0.
Complex analysts often write the cylinder metric as |z|&2 |dz| 2, and similarly
for the cone metric, but we shall stick with the notation |z|&2 g from geometry.
The cylinder metric deserves its name because the map z=rei% [ (cos %,
sin %, log r) takes (C"[0], |z|&2 g) isometrically onto the vertical cylinder
[(x1 , x2 , x3) # R3: x21+x
2
2=1] with the induced euclidean metric from R
3.
Note that the dilation z [ :z is an isometry for the cylinder metric, when
:>0, since it corresponds to translation along the cylinder. Now, taking
w(z)=|z|&2 in the eigenvalue problem (2.1) leads us to consider the
operator
1
w
2=|z| 2 2=
2
(log r)2
+
2
%2
,
which we recognize as the Laplacian on the cylinder. In the following corollary,
the notation 0cylinder refers to 0 with the cylinder metric |z|&2 g, and
*j (0cylinder) denotes the j th eigenvalue of the cylindrical Laplacian |z| 2 2
on 0 with Dirichlet boundary conditions (i.e., take M=0 and w(z)=|z|&2
in (2.1)).
For the cone metric #2|z| 2#&2 g, we need only ever consider #>0 because
the transformation z [ 1z is an isometry from the cone metric with parameter
# to the cone metric with parameter &#. Also, when #=1 the cone metric
coincides with the euclidean metric. The cone metrics too have a geometric
interpretation that justifies their name: When # # (0, 1), the map z=rei% [
r#(# cos %, # sin %, - 1&#2) takes (C"[0], #2 |z| 2#&2 g) isometrically onto
the upper half of the cone [(x1 , x2 , x3) # R3 : x21+x
2
2=#
2(1&#2)&1 x23]
with the induced euclidean metric from R3. Taking w(z)=#2 |z| 2#&2 in the
eigenvalue problem (2.1) leads us to consider the operator
1
w
2=#&2 |z|&2#+2 2=
2
(r#)2
+
1
r#

(r#)
+
1
(r#)2
2
(#%)2
,
which we recognize as the Laplacian on the cone. In the following corollary,
the cone parameter # is fixed and the notation 0cone refers to the domain 0
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together with the cone metric, while *j (0cone) means the j th eigenvalue of the
conical Laplacian #&2 |z|&2#+2 2 on 0 with Dirichlet boundary conditions
(i.e., take M=0 and w(z)=#2 |z| 2#&2 in (2.1)).
We prove in Section 7 the following corollary, giving extremal results for
8-functionals of doubly connected domains.
Corollary 3. Let 0<R0<R< and suppose f (z) is a conformal
map of the annulus A=A(R0 , R) onto the bounded, doubly connected plane
domain 0. Take n to be either a positive integer or +. Let 8(a) be convex
and increasing for a0, with 8(0)=0 and n1 8(1a) da finite.
(a) Euclidean Metrics. If
(i) f has Laurent expansion f (z)=j=& ajz
j with |a1 |1, or
(ii) 2?0 log | f $(re
i%)| d%0 for some r # (R0 , R), or
(iii) the euclidean area of the hole in 0 is greater than or equal to the
area ?R20 of the hole in A,
and if 8(*1(0euclid)&1)>0, then
:
n
j=1
8 \ 1*j (0euclid)+ :
n
j=1
8 \ 1*j (Aeuclid)+
with strict inequality unless 0 is a translate of A.
(b) Cone Metrics. Fix # # (0, 1). If 0  0 and the area (in the cone
metric) of the hole in 0 is greater than or equal to the area #?R2#0 of the hole
in A, and if 8(*1(0cone)&1)>0, then
:
n
j=1
8 \ 1*j (0cone)+ :
n
j=1
8 \ 1*j (Acone)+
with strict inequality unless 0=A.
(c) Cylinder Metrics. If 0 separates the origin from the point at infinity
and if we have 8(*1(0cylinder)&1)>0, then
:
n
j=1
8 \ 1*j (0cylinder)+ :
n
j=1
8 \ 1*j (Acylinder)+
with strict inequality unless 0 is a dilate of A.
The case n=1 of part (a)(iii) of the corollary was proved by T. Gasser
and J. Hersch [11, p. 673]. That is, they proved that *1(0euclid)*1(Aeuclid).
Comparing the last two corollaries, we see that the hypothesis | f $(0)|1
in Corollary 2 corresponds to the hypothesis |a1 |1 in part (a)(i) of
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Corollary 3. The hypotheses (i) and (ii) of Corollary 3(a) are equivalent if
f can be extended conformally to [ |z|<R]. The hypotheses (i) and (iii) are
not comparable, as can be seen by looking at the area of the hole in 0 for
f (z)=z+z22 in [14<|z|<34] and for f (z)=z+1z in [1.01<|z|<2].
Similarly, hypotheses (ii) and (iii) of part (a) are not comparable.
For an annulus with the euclidean metric, the eigenvalues (and hence
8-functional) can be computed in terms of zeros of Bessel functions [17,
p. 165; 30, p. 109]. A similar approach works for the cone metric, whose
eigenfunctions have the form
rei% [ [Y&#(- * R#) J&#(- * r#)
&J&#(- * R#) Y&#(- * r#)][sin(&%) or cos(&%)]
for &=0, 1, 2, ... and where the eigenvalues * must be chosen to make the
eigenfunction vanish when r=R0 .
For an annulus with the cylinder metric, the eigenvalues can be computed
explicitly even more easily. As before, we regard the annulus as a cylinder of
length L=log R&log R0 and radius 1 sitting in R3, and use coordinates
x3 # (0, L) and % # [0, 2?] on A. The eigenfunctions of the cylindrical
Laplacian on A are then eij% sin(l?x3 L) for j # Z, l1, with eigenvalues
j 2+l2?2L2. In particular, the zeta function is
:
j # Z
:

l=1
1
| j 2+l2?2L2| s
=
1
2
:
( j, l){(0, 0)
1
| j+il?L| 2s
& :

j=1
1
j 2s
=
G(s, 1)
2
&‘(2s),
using the notation ‘‘G(s, 1)’’ of A. Weil [31, p. 73] (with u=1) and writing
‘( } ) for the Riemann zeta function. The Kronecker Limit Formula [31,
p. 75] gives the asymptotics of G(s, 1) as s  1; in particular, (s&1) G(s, 1)
 L as s  1, so that the zeta function of Acylinder has a simple pole of residue
L2 at s=1. This is consistent with the general fact [9, pp. 156, 173] that
the zeta function has a simple pole of residue |Acylinder |4?1(1) at s=1.
By the way, this treatment of the zeta function for the cylinder comes
from [25, pp. 206207], where OsgoodPhillipsSarnak compute the
determinant of the Laplacian of Acylinder .
Surfaces with Curvature Bounded Above
We proceed to develop an analogue of Corollary 2 for curved surfaces,
assuming the curvature to be bounded above. The extremal surfaces will
now be geodesic disks in either a hyperbolic space, the plane or a sphere.
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Fix a number } # R and continue to write g for the euclidean metric.
Define a function
4 |}|&1 (1&|z| 2)&2 for |z|<1, if }<0,
k(z)={1 for |z|<, if }=0,4}&1(1+|z| 2)&2 for |z|<, if }>0,
so that the metric kg has constant curvature }, since
&2 log k(z)
2k(z)
=}.
Thus the disk D(R) with the metric kg represents a geodesic disk in either
a hyperbolic space, the plane or a sphere, depending on whether } is negative,
zero or positive, respectively. In particular, when }=1, the unit disk with
metric kg is isometric to a hemisphere on the unit sphere with the usual metric.
Corollary 4. Let f (z) be a conformal map of the disk D=D(R) onto
a bounded, simply connected plane domain 0. Assume h # C2(0) is positive
and bounded, and suppose h has curvature at most }, that is,
&2 log h
2h
} in 0.
When }>0, we assume |0|h2?}. Take n to be either a positive integer
or +. Let 8(a) be convex and increasing for a0, with 8(0)=0,
8(*1(0hg)&1)>0 and n1 8(1a) da finite.
If
h( f (0)) | f $(0)|2=k(0), (2.8)
then
:
n
j=1
8 \ 1*j (0hg)+ :
n
j=1
8 \ 1*j (Dkg)+
with strict inequality unless 0hg is isometric via f (z) to the constant curvature
disk Dkg .
We prove the corollary in Section 8. To recover the result for simply
connected plane domains given in Corollary 2, just take }=0 and h#1 in
Corollary 4. (Although Corollary 2 is stated for | f $(0)|1, the domain
monotonicity of the eigenvalues allows us to rescale and assume | f $(0)|=1,
and so Corollary 4 really does apply.)
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In the statement of Corollary 4 we have implicitly assumed that when
}<0 we have R<1; we need R1 because k(z) is defined only on the disk
of radius 1 while we want it to be defined on D(R), and we also want R<1
since we need k(z) to be bounded on D(R). Fortunately, as C. Bandle
[4, p. 545] observes, if the bounded C 2 function h has curvature at most
}<0 and if (2.8) holds then necessarily R<1. For a proof, either see Bandle’s
paper or put w=(h b f ) | f $| 2 in the remarks after Lemma 12 of this paper.
Corollary 4 actually follows directly from Bandle’s proof (in [4, Theorem 1]
or [5, p. 120]) of the ‘‘finite sum of reciprocals’’ case (n finite, 8(a)#a) of
the corollary, together with Proposition 10 of this paper. We shall give an
alternative derivation of Bandle’s result, for }<0.
Note that Bandle [5, p. 94] has indicated how to compute the eigen-
values *j (Dkg) of the disk with the constant curvature metric.
How to Apply Corollary 4 Optimally
Suppose we have been given the bounded, simply connected domain 0
and the positive, bounded conformal factor h # C2(0) having curvature
bounded above. Our goal is to get the largest possible lower bound on
j 8(*j (0hg)&1) from Corollary 4.
Let F(z) be any conformal map from the unit disk onto 0 and take }
to be any number greater than or equal to the maximum of &(2 log h)2h
on 0. Observe that for any R>0, the function f (z) :=F(zR) maps D(R)
conformally onto 0 with
h( f (0)) | f $(0)|2=
h(F(0)) |F $(0)| 2
R2
.
Hence defining
R :=|F $(0)| - h(F(0))k(0)
will force the hypothesis (2.8) to hold. By Corollary 4, then, j 8(*j (0hg)&1)
is bounded from below by j 8(*j (D(R)kg)&1).
To get the best lower bound of this type, we must maximize
j 8(*j (D(R)kg)&1) with respect to the choice of the conformal map F and
the curvature bound }; remember that the conformal factor k depends on
}, and that R depends on F and k.
Now, by a radial scaling we see that *j (D(R)kg)=*j (D(1)wg), where
w(z) :=
C
(1+C} |z| 24)2
and where C :=|F $(0)|2 h(F(0)) depends on F but not }. If we decrease
} then this conformal factor w increases, and so the 8-functional
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 j 8(*j (D(R)kg)&1) increases, by the monotonicity principle at the
beginning of Section 2. Hence we should choose } to be as small as
possible, regardless of the choice of the conformal map F ; that is, we
should choose } to equal the maximum of &(2 log h)2h over 0.
Having fixed this choice of }, we notice that since j 8(*j (D(R)kg)&1) is
an increasing function of R (by the domain monotonicity of the eigenvalues), we
want to choose the conformal map F to maximize R=|F $(0)| - h(F(0))k(0).
That is, we should fix one map F onto 0 and then try to maximize |(F b T )$ (0)|
- h((F b T )(0)) over all Mo bius transformations T of the unit disk onto
itself. This problem has only been studied intensively in the flat case, h#1,
where one wants to maximize (over the choice of T ) the conformal radius
|(F b T )$ (0)| of 0 with respect to the point (F b T )(0). Bandle and M. Flucher
[6, Sections 2 and 8] have surveyed the available methods.
Doubly Connected Surfaces with Curvature Bounded Above
Next we develop an extremal result for the 8-functional on doubly connected
surfaces with curvature bounded above, in the process generalizing several
of the results for flat doubly connected surfaces in Corollary 3.
As well as the constant curvature ‘‘hyperboliceuclideanspherical’’ metric
kg defined above, doubly connected domains that omit the origin possess
a ‘‘cone’’ metric with constant curvature }. Fix }, # # R, #>0, and continue
to write g for the euclidean metric. Define
c(z) :=|(z#)$| 2 k(z#)
4#2 |}|&1 |z| 2#&2 (1&|z| 2#)&2 for |z|<1, if }<0,
={#2 |z| 2#&2 for |z|<, if }=0,4#2}&1 |z| 2#&2 (1+|z| 2#)&2 for |z|<, if }>0,
so that the metric cg has constant curvature } away from the origin, since
&2 log c(z)
2c(z)
=}, for z{0.
Notice that c(z)=k(z) when #=1 and that cg is just the euclidean metric
when #=1, }=0. Also, we have lost nothing by assuming #>0 since the
transformation z [ 1z is an isometry from the metric c#g to c&# g (noting
that when #<0 and }<0, the domain of c#(z) is |z|>1).
We call the conformal factor ‘‘c’’ because when # # (0, 1), the metric cg
describes a ‘‘curved cone’’. For example, when }>0 we have that (C"[0], cg)
is isometric via z [ z# to the sector [rei% : 0<r<, 0%2?#] with the
metric kg, provided the boundary rays [%=0] and [%=2?#] of the sector
are identified.
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The next corollary applies to a certain class of metrics with curvature
bounded above that are allowed to have some ‘‘cone-type’’ singularities of
local form (const.) |z&z0 | 2$&2 g. The point here is that the metrics will all
satisfy Alexandrov’s isoperimetric inequality L2(4?#&}A)A. To fix
our notation, take a region U in the plane and a metric hg of the form
described in (1.38) of Bandle’s book [5], and write |+} (U, hg) for the
positive component of the total curvature of (U, hg) with respect to }; see
[5, pp. 31, 35] for the definition of the total curvature and its positive part,
but note that the sixth line from the bottom of [5, p. 31] should be corrected
to: |(B)=B k(x) d{+|1(B)&|2(B). Rest assured that when # # (0, 1],
the metric cg has the desired form (1.38) of [5], and that |+} (U, cg)=
2?(1&#) for any region U containing the origin, by [5, p. 32]. As a result,
it is easily checked that the next corollary applies in particular to doubly
connected domains 0 in hyperbolic space, the plane, the sphere, or in cones
formed from these spaces, with the extremal domains in the corollary being
geodesic annuli.
Corollary 5. Fix } # R, # # (0, 1], and let 0<R0<R<. Suppose
f (z) is a conformal map of the annulus A=A(R0 , R) onto the bounded,
doubly connected plane domain 0, and let H denote the hole in 0.
Assume hg is a metric on 0 _ H of the form (1.38) in [5], with h positive,
bounded and C2-smooth on 0, and suppose |+} (0 _ H, hg)2?(1&#).
When }<0, assume R<1, and when }>0 assume |0 _ H|h2?#}. Take
n to be either a positive integer or +. Let 8(a) be convex and increasing
for a0, with 8(0)=0, 8(*1(0hg)&1)>0 and n1 8(1a) da finite.
If the area of the hole |H|h is greater than or equal to the area |D(R0)| c ,
then
:
n
j=1
8 \ 1*j (0hg)+ :
n
j=1
8 \ 1*j (Acg)+
with strict inequality unless 0hg is isometric via f (z) to Acg .
We will prove this corollary in Section 9. Notice that when }=0, the corollary
implies the ‘‘euclidean’’ case (a)(iii) and the ‘‘cone’’ case (b) of Corollary 3.
The Hyperbolic Punctured Disk
In Corollary 3(c) we presented a result for the eigenvalues of the Laplacian
on a cylinder. We now develop an analogue of this result for the hyperbolic
punctured disk (which turns out to be the hyperbolic analogue of a cylinder).
To obtain the cylinder metric |z| &2 g from the cone metric #2 |z| 2#&2 g,
we simply divide by #2 and let #  0. That is, we obtain the cylinder by
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letting the aperture of the cone approach zero. If we similarly let #  0 in
the density function for the hyperbolic cone metric
c(z)=
4#2
|}|
|z| 2#&2
(1&|z| 2#)2
, |z|<1,
then we obtain
_(z) :=
1
|}|
1
|z| 2(log 1|z| )2
, 0<|z|<1,
which describes a punctured disk with constant negative curvature } (since
&2 log _=2}_). Note that even though _(z) blows up at z=0, the area
|D(r)|_=|
D(r)
_ d+=
2?
|}|
1
log 1r
of the disk D(r), in the punctured disk metric, is finite for each r between
0 and 1.
Incidentally, dividing by #2 then letting #  0 in the cone metric c(z)g
with positive curvature }>0 yields just the euclidean cylinder metric |z|&2 g
again.
In the following corollary, the notation 0punct refers to the domain 0
together with the metric _g of the punctured disk, and *j (0punct) means the
j th eigenvalue on 0 of the Laplacian _(z)&1 2 of the punctured disk, with
Dirichlet boundary conditions; that is, take M=0 and w(z)=_(z) in (2.1).
Corollary 6. Fix }<0 and let 0<R0<R<1. Suppose f (z) is a
conformal map of the annulus A=A(R0 , R) onto the doubly connected plane
domain 0, with the closure of 0 being contained in the punctured disk
D(1)"[0]. Take n to be either a positive integer or +. Let 8(a) be convex
and increasing for a0, with 8(0)=0, 8(*1(0punct)&1)>0 and n1 8(1a) da
finite.
If the area (in the punctured disk metric) of the hole in 0 is greater than
or equal to the area 2?( |}| log 1R0) of the hole in A, then
:
n
j=1
8 \ 1*j (0punct)+ :
n
j=1
8 \ 1*j (Apunct)+
with strict inequality unless 0=A.
The corollary will be proved in Section 10.
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Normalized Level Sets and the 8-Functional
Our result for simply connected euclidean domains, Corollary 2, can
be strengthened to say that as we continuously deform the disk into 0
via the level sets of the conformal map f, the 8-functional continuously
increases.
Let f (z) be a conformal map of the disk D=D(R) onto the bounded,
simply connected plane domain 0, with f (0)=0, f $(0)=1. Define domains
0(0) :=D, 0(1) :=0= f (D), and 0(!) := f (!D)!, 0<!1,
and define functions f0 :=id., f1 := f and f!(z) := f (!z)! on D, so that
0(!)= f!(D). Notice that f! approaches f0 uniformly on D as !  0. Thus
the domains 0(!) provide a continuous deformation from the disk D to 0.
It seems fair to call 0(!) a normalized level set of 0, since the level sets
of the Green function of 0 with pole at f (0)=0 are exactly the images
under f of the disks !D centered at the origin. The next theorem shows
that the 8-functional increases continuously as we deform D to 0
through the normalized level sets of 0, and so this theorem strengthens
Corollary 2.
Theorem 7. Assume f is not the identity map and take n to be either a
positive integer or +. Let 8(a) be convex and increasing for a0, with
8(0)=0, 8(*1(Deuclid)&1)>0 and n1 8(1a) da finite.
Then nj=1 8(*j (0(!)euclid)
&1) is a continuous, strictly increasing function
of !, for ! # [0, 1], and is strictly convex as a function of log ! for ! # (0, 1].
The proof appears in Section 11.
Some readers might ask whether a version of this ‘‘subharmonicity’’
approach works for the doubly connected domains of Corollary 3(a)(i)
as well. The answer is: yes, but we have been unable to find a version that
maintains the ‘‘level set’’ interpretation, which is really the raison d’e^tre of
Theorem 7.
Convexity of the 8-Functional of the Eigenvalues
The next theorem establishes convexity of the 8-functional with respect
to w, on a compact N-dimensional Riemannian manifold with boundary,
for N2. For technical convenience, we assume the boundary is smooth.
Let M be a regular subdomain of an N-dimensional manifold M , so that
the boundary M is smooth and the closure M :=M _ M is compact. Let
g be a Riemannian metric on M and take w to be a positive smooth func-
tion on M . Under Dirichlet boundary conditions, the operator w&12g on
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M is negative and has a discrete spectrum [&*j (w)], with 0<*1(w)<
*2(w)*3(w) } } }  . The eigenvalues are given by the minimax
principle
*j (w)=min
Lj
max
 # Lj"[0]
M g({g, {g) dVg
M 2w dVg
,
where Lj ranges over all j-dimensional subspaces of the Sobolev space
H 10(Mg). The eigenfunctions j # H
1
0(Mg) are smooth on M. Furthermore,
the first eigenfunction 1 is unique up to constant factors and is never zero
in M. (For the preceding facts, argue as in [7, pp. 5361, 71; and 12,
pp. 213214]. Note that the boundedness and positivity of w ensures that
M 2w dVg is finite and positive when  # L2(Mg), 0.) For some :>0
that depends on w,
*j (w):j 2N for all j1,
as can be seen by comparing *j (w) with *j (1) and then invoking Weyl’s
asymptotic law [9, pp. 9, 172], which implies that *j (1) is comparable to
j 2N for large j.
Define the 8 functional
:
n
j=1
8 \ 1*j (w)+ ,
for convex increasing 8 and n either a positive integer or +. Obviously
this gives the zeta function when 8(a)=as, s>N2, and n=+.
We prove in Section 12 the following convexity theorem about the
8-functional for eigenvalues of w&12g .
Theorem 8. Take n to be either a positive integer or +. Let 8(a) be
convex and increasing for a0, with 8(0)=0 and n1 8(1a
2N) da finite.
Then the 8-functional
:
n
j=1
8 \ 1*j (w)+
is convex as a functional of the weight function w # C(M ), w>0. If in
addition 8(a) is strictly convex, then the 8-functional is strictly convex as a
functional of w.
The requirement that n1 8(1a
2N) da be finite just serves to ensure that
the 8-functional is finite-valued.
In particular, the theorem shows that for fixed s>N2, the zeta function
j=1 *j (w)
&s is a strictly convex functional of w. When N=2 and M is two
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dimensional, the operator w&12g equals the LaplaceBeltrami operator
2wg of the metric wg on M. Hence in two dimensions, the zeta function of
the LaplaceBeltrami operator 2wg on M is a strictly convex functional of
the conformal factor w.
The case of the theorem in which M is a plane domain and 8(a)=a was
proved by Po lya and Schiffer [28, p. 289].
See [18, Theorem 5] for further convexity results, involving (mj=1 *j (w)
1)q
for q # (0, 1) and log(mj=1 *j (w)
&1).
Weakening the Hypotheses
We now say a few nonrigorous words on how the technical hypotheses
of the above theorems can be relaxed by exhaustion of the domain from
within. This could well be desirable; for example, one might want to consider
an unbounded domain 0, whereas all our results assume boundedness. Of
course, one would then have to be careful to make sure that the eigenvalue
problem (2.1) still makes sense on the unbounded domain. For this and
other reasons, the next paragraph is just an outline, not a proof.
Suppose, quite generally, that we are in the position of exhausting
some surface or domain M from the inside by an expanding sequence of
bounded subdomains M (l), and suppose that we have weight functions w
and v on M. Again, domain monotonicity of the eigenvalues will give that
nj=1 8(*j (w |M)
&1)liml nj=1 8(*j (w |M ( l ))
&1), and if one of our theorems
from above (perhaps Theorem 1) applies to the surface M (l) then we get
:
n
j=1
8 \ 1*j (w |M)+liml :
n
j=1
8 \ 1*j (w |M (l))+liml :
n
j=1
8 \ 1*j (v | M (l))+ .
An approximation argument based on Poincare ’s minimax characterization
(2.2) of the eigenvalues shows that the j th eigenvalue of v on the surface
M (l) converges to the j th eigenvalue of v on M as M (l) expands to M, i.e.,
as l  . Hence the preceding displayed inequality and Fatou’s lemma
imply that
:
n
j=1
8 \ 1*j (w |M)+liml :
n
j=1
8 \ 1*j (v |M (l))+ :
n
j=1
lim
l
8 \ 1*j (v | M (l))+
= :
n
j=1
8 \ 1*j (v |M)+ .
Thus we get that  8(*j (w |M)&1) 8(*j (v | M)&1), which is the desired
conclusion.
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3. OPEN QUESTIONS
This paper leaves open the question: To what extent is it necessary to
have 8 convex, for these results to hold? For example, do the extremal
results for the 8-functional in Theorem 1 and Corollaries 26 hold for the
trace of the heat kernel j e&*j t ? In particular, is it true that (in the
notation of Corollary 2)
:

j=1
e&t*j (0euclid ) :

j=1
e&t*j (Deuclid ) for all t>0? (3.1)
Note that 8(a)=e&ta is convex only for at2, when a>0, and thus
Corollary 2 proves (3.1) only when t2*1(0). The above trace
conjectures are reasonable, though, since the leading ‘‘area’’ term of the
asymptotic expansion for the trace of the heat kernel shows that each of the
trace results does hold for small times (that is, as t a 0), at least when 0
is smooth. To learn about known extremal results for the zeta function of
the Laplacian and the trace of the heat kernel (on various manifolds), see
[1820, 23, 24]; also, H. L. Montgomery’s paper [22] can be interpreted
as extremizing the trace of the heat kernel for flat tori with a given area,
and [25] examines the determinant of the Laplacian.
Also we ask whether the convexity result Theorem 8 is true for the trace:
For fixed t>0, is the trace j exp[&*j (w) t] a convex functional of the
weight function w? The asymptotic expansion of the trace once more
makes this plausible for small t, and Theorem 8 handles the case of t large
(though with the required largeness of t depending on w).
4. BASIC PROPERTIES
In this section we briefly justify the claims made near the beginning of
Section 2 about the basic properties of the eigenvalues *j (w) and their
eigenfunctions, for admissible w.
Assume M is a bounded plane domain and w is an admissible function
on M, with f (z) mapping M conformally onto a bounded plane domain 0
and with w=(h b f ) | f $| 2, where 0<h # C2(0) and h is bounded. To justify
the claims about *j (w) in the third paragraph of Section 2, one first
considers the eigenvalue problem for *j (h) on 0, adapting the standard
arguments (cf. [7, pp. 53, 55ff.] and [12, p. 213]) to apply to the Rayleigh
quotient
0 |{,| 2 d+
0 ,2h d+
, , # H 10(0).
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This yields existence of the eigenvalues *j (h) and eigenfunctions ,j # H 10(0),
with &2,j=*j (h)h,j weakly in H 10(0) and 0*1(h)*2(h)*3(h) } } }
 . These standard arguments are where we use that h is bounded and
positive, for we want 0 ,
2h d+ to be finite and positive when , # L2(0), ,0.
Next, because [2+*j (h)h],j=0 weakly, elliptic regularity theory [12,
Theorem 8.10, Corollary 7.11] shows that ,j # C2(0). Then one argues
like [12, Theorem 8.38] to see that the first eigenfunction never changes
sign and the first eigenvalue is simple, that is, *1(h)<*2(h). Hence the first
eigenfunction ,1 is unique up to constant multiples. Poincare ’s minimax
principle (2.2) holds for *j (h) with trial space H 10(0) by [5, p. 97] or
[7, p. 61]. Further, *1(h)>0 because *1(h) is bounded below by 1&h&
times the first eigenvalue of the euclidean Laplacian (‘‘h#1’’) of a square
containing 0. Finally, the claims about *j (w) in the third paragraph of
Section 2 hold simply by conformally transplanting from 0 to M; that is,
we actually define *j (w) :=*j (h) and j :=,j b f, so that w&12j=&*j (w)j
in M and j # C2(M ) & L(M ). Further, j # H 10(M )=H
1
0(0) b f by Lemma 9
below, and (2.2) holds just by changing variable with f in the minimax
principle for *j (h). Lastly, the minimax principle (2.2) shows that *j (w) is
independent of the conformal map f by which the admissibility of w is
established.
We must still establish the lemma required in the preceding paragraph,
which says that conformal maps between bounded plane domains leave
Sobolev functions invariant. A recent paper of S. J. Cox and M. Ross
[10, Lemma 3.12] points this out for bounded Sobolev functions, but the
general case is easy also.
Lemma 9. If M and 0 are bounded plane domains and f (z) maps M
conformally onto 0 then
H 10(0) b f=H
1
0(M ).
Proof of Lemma 9. It suffices to prove the inclusion H 10(0) b f/H
1
0(M ),
since the roles of M and 0 can then be interchanged.
Let u # H 10(0), with u equalling the limit in H
1(0) of some sequence of
test functions ’j # C 0 (0). Then ’j b f # C

0 (M ) and
|
M
(’j b f&’l b f )2 d+
1
*1(M ) |M |{(’j b f&’l b f )|
2 d+
=
1
*1(M ) |0 |{(’j&’l)|
2 d+  0
as j, l  , where *1(M )>0 is the (usual) first eigenvalue of the Laplacian
on the bounded domain M. Thus [’j b f ] is a Cauchy sequence in H1(M )
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consisting of smooth functions with compact support, and so ’j b f converges
in H1(M ) to some function u~ # H 10(M ). By passing to subsequences, we can
assume further that ’j  u a.e. in 0 and ’j b f  u~ a.e. in M. Thus u b f =u~
a.e. in M, and so H 10(0) b f/H
1
0(M ), which proves the lemma. K
5. A MAJORIZATION RESULT
In this section we state and prove a ‘‘majorization’’ proposition about
sums of values of a convex function. This will enable us to derive Theorem 1
just from an inequality between finite sums of reciprocal eigenvalues.
Proposition 10. Let [aj] and [bj], j=1, 2, 3, ..., be decreasing sequences
of real numbers. The following three statements are equivalent.
(a) For every convex increasing function 8: R  R, and for every
n # [1, 2, 3, ...] _ [+],
:
n
j=1
8(aj) :
n
j=1
8(bj). (5.1)
(b) For every t # R, and for every n # [1, 2, 3, ...] _ [+],
:
n
j=1
[aj&t]+ :
n
j=1
[bj&t]+ . (5.2)
(c) For each positive integer m,
:
m
j=1
aj :
m
j=1
bj . (5.3)
Suppose now that (a), (b) and (c) are true, and that for some convex
increasing 8 and for some n, the two sums in (5.1) are actually finite-valued
and equal. Write ; :=limj   bj , and assume 8 is nonconstant on (&, a1].
Suppose also that either
(i) ;=&, or
(ii) ;>& and 8 is not linear on [;, a1], or
(iii) ;>& and bj=; for all large j, or
(iv) n<+, or
(v) 8 is strictly convex on (;, a1).
Then in cases (i), (ii), (iii), and (iv), equality must hold in (5.3) for some
positive integer m, with mn. In case (v), aj=bj for all integers jn.
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In (b) we are using the notation [a]+ :=max(a, 0) for the positive part
of the number a.
A couple of notes are in order here. First, if 8 is increasing and [aj] is
decreasing then [8(aj)] is decreasing, and so the sums in parts (a) and (b)
certainly converge in [&, ]. Indeed, we prove that the proposition
holds even when the sums do converge to \. Second, we leave to the
reader the task of formulating an equality statement in the case that (a),
(b) and (c) hold and equality occurs in (5.2) or (5.3).
The equivalence (a)  (b)  (c) in the proposition is due to Hardy,
Littlewood and Po lya [13, Example 108], but the only equality statement
they mention is equality case (v), which they credit to I. Schur. See also
the comprehensive account of majorization inequalities in the book by
A. W. Marshall and I. Olkin [21]. Incidentally, an integral version of the
proposition has been applied by Baernstein [3, Proposition 3] to many
extremal problems in complex analysis.
We give below a proof of the proposition, both for the sake of complete-
ness and also because we need to establish its equality statements. The
equality cases (ii) and (iv) are particularly useful, because they will allow
us to prove an equality statement in Theorem 1 without assuming 8 is
strictly convex. Consequently we will obtain the equality statements in
Corollaries 25. Note that the equality case (v) proved by Schur requires
strict convexity of 8.
Proof of Proposition 10. Let : :=limj   aj and ; :=limj   bj , so that
:, ; # [&, ).
That (a) implies (b) is trivial, since a [ [a&t]+ is convex and increasing,
for each fixed real number t. To show that (b) implies (c), choose t=am
and take n=m, so that
:
m
j=1
aj= :
m
j=1
[aj&t]++mt :
m
j=1
[bj&t]++mt :
m
j=1
bj .
Now we establish that (c) implies (b). Assume (c) holds, fix t # R and let
n be either a positive integer or +. If t # (b1 , ) then (5.2) is obviously
true. If t # (;, b1] then we can choose m with bmtbm+1 , so that by (c),
:
n
j=1
[aj&t]+ :
min(m, n)
j=1
[aj&t]+ :
min(m, n)
j=1
(aj&t)
 :
min(m, n)
j=1
(bj&t)= :
n
j=1
[bj&t]+. (5.4)
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If ;>& and t # (&, ;], then (c) gives that
:
n
j=1
[aj&t]+ :
n
j=1
(aj&t) :
n
j=1
(bj&t)= :
n
j=1
[bj&t]+.
Hence (c) implies (b).
Next, assume (b) holds; we shall deduce (a). Let 8: R  R be convex
and increasing. Suppose first that n<+, and define # :=min(an , bn). For
the purposes of (5.1) we may assume that 8(b)=0 for all b#, so that for
any real number b,
8(b)=|
b
&
8$(t&) dt=&|
b
&
8$(t&) d(b&t)=|
b
&
(b&t) d&(t)
8(b)=|

&
[b&t]+ d&(t), (5.5)
where &(t) :=8$(t&). (Here 8$(t&) means the left-derivative of 8 at t.)
This representation and (b) imply (5.1), since d&0 by the convexity of 8.
We continue our deduction of (a), by supposing now that n=+.
From the case n=+ of (b) we see that :;. If 8(;){0 then (5.1)
is trivially true, and so we may assume 8(;)=0. Suppose firstly that
;>&. Then for the purposes of (5.1) we can assume 8(b)=0 for b;,
so that the representation (5.5) remains valid. Again (5.1) follows from
(5.5) and (b). Suppose secondly that ;=&. If b is any real number then
(b&t) 8$(t&)  0 as t  &, since
08$(t&)[8(t2)&8(t)](&t2)
for t<0, and 8(&)=0. Thus the representation (5.5) is once more valid
for all real b. Once more, (5.1) follows. Thus (b) implies (a), and so we
have proved the equivalence of (a), (b) and (c).
We prove now the equality statement of the proposition, so assume that
the hypotheses of that part of the theorem are satisfied.
Suppose to begin with that n=+ and case (i), (ii) or (iii) holds. By
the case n=+ of (b) we see that ;:. Also, the sums in (5.1) are finite-
valued and so necessarily 8(;)=0.
We claim that we may assume a1>; and 8(a1)>0. In fact, if case (i)
holds, with ;=&, then 8(a1)>8(;)=0 since 8 is non-constant on
(&, a1] by hypothesis. Further, if ;>& and case (ii) holds, then 8 is
not linear on [;, a1], which implies that a1>;, and also 8(a1)>8(;)=0.
Thirdly, if ;>& and case (iii) holds, and if 8(a1)8(;)=0, then
a1; (since 8 is non-constant on (&, a1]) and so ;:a1;
b1a1 , with the last inequality being a consequence of (c); but then
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aj=bj=; for all j and the equality statement of case (iii) is immediate.
Thus we may assume a1>; and 8(a1)>0.
Also, if ;>& then we may assume that 8(b)=0 for all b;.
Whether or not ;>&, we get from the above proof of ‘‘(b) implies (a)’’
that
:

j=1
8(bj)= :

j=1
8(aj)=|

&
:

j=1
[aj&t]+ d&(t) (5.6)
|

&
:

j=1
[bj&t]+ d&(t) (5.7)
= :

j=1
8(bj).
Assume first that case (i) holds, with ;=&. Notice that &((&, a1))>0
because otherwise (5.6) would show that j=1 8(aj) equalled zero,
contrary to the fact that 8(a1)>0. Thus from the equality that must hold
at (5.7) we conclude that for some t # (&, a1),
0< :

j=1
[aj&t]+= :

j=1
[bj&t]+. (5.8)
Clearly t<b1 , or else j=1 [bj&t]+ could not be positive. Choose m with
bmtbm+1 (this can be done since bj  &). The equality that must
reign at (5.4) tells us that mj=1 aj=
m
j=1 bj , as we wanted.
Now assume case (ii) holds, with ;>&. Because 8 is not linear on
[;, a1], certainly &((;, a1))>0. Thus (5.8) holds for some t # (;, a1), which
means again that t<b1 also. Choose m with bmtbm+1 (this can be
done since bj  ;). The equality that must reign at (5.4) tells us that
mj=1 aj=
m
j=1 bj , as we wanted.
Assume next that case (iii) holds, with ;>&. Notice that &((&, ;))
=0 since 8(b) is constant for b;. Also, &([;, a1))>0 because otherwise
(5.6) would imply that j=1 8(aj)=0, contrary to the positivity of 8(a1).
Thus (5.8) holds for some t # [;, a1), which means again that t<b1 . If
t>; then we may obviously choose m such that bmtbm+1. If t=;
then by the hypothesis of case (iii), we may again choose m with bmt
bm+1. Thus in any event, the equality that must reign at (5.4) tells us that
mj=1 aj=
m
j=1 bj , as we wanted. This completes the proof of the equality
statement when n=+ and (i), (ii), or (iii) holds.
Next, we prove the equality statement in case (iv), where n is a positive
integer, n<+. Let # :=min(an , bn), and define
a^j :={aj#
if 1jn
if j>n
and b j :={bj#
if 1jn
if j>n
.
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Let 8 (a) :=8(a)&8(#). Observe that the decreasing sequences [a^j] and
[b j], together with the convex increasing function 8 , satisfy the hypotheses
of the equality part of the proposition for case (iii) with n=+. Since we
have already proved that case of the equality statement, we may apply it
directly to obtain the desired equality statements for case (iv). (We can
take mn because a^j=b j for all j>n.)
Finally we prove the equality statement in case (v). We need only show
how to prove that a1=b1 , for then examining the sequences [aj]j=2 and
[bj]j=2 gives that a2=b2 by the same reasoning, and so on.
From (c) we know that a1b1 . Suppose that a1>b1 . Define a new
convex increasing function 81 with 818 by
81(a) :={8(a)8(b1)+(a&b1) 8$(b1+)
if ab1
if a>b1
.
Then 8(a1)>81(a1) since 8 is strictly convex and a1>b1 . By this and
by (a),
:
n
j=1
8(aj)> :
n
j=1
81(aj) :
n
j=1
81(bj)= :
n
j=1
8(bj).
Thus if equality holds in (5.1) then a1=b1 . This finishes the proof of the
equality case (v). K
6. PROOF OF THEOREM 1
Assume for a moment that we know
:
m
j=1
1
*j (w)
 :
m
j=1
1
*j (v)
(6.1)
for each m=1, 2, 3, ..., with strict inequality for each m2 unless 2?0 w(re
i%) d%
=2?v(r) for all r # (R0 , R), and strict inequality for m=1 unless w#v.
Now extend 8 to be convex and increasing from R to R by putting 8(a)=0
for a<0. The conclusion (2.6) follows immediately from (6.1) and Proposi-
tion 10 above. For the equality statements of Theorem 1, assume that equality
holds in (2.6), and note that both sides of (2.6) are finite-valued since
n1 8(1a) da is finite. Also, 8 is nonconstant on (&, *1(w)
&1] because
8(*1(w)&1)>0=8(0) by hypothesis. Further, if n=+ then 8 is not
linear on [0, *1(w)&1], because n1 8(1a) da is finite. Thus either n<+
and so case (iv) of the equality statement of Proposition 10 applies, or
else n=+ and case (ii) applies (with ;=0). In any event, we get from
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Proposition 10 that equality holds in (6.1) for some m and so 2?0 w(re
i%) d%=
2?v(r) for all r # (R0 , R). If in addition 8(a) is strictly convex for a0, then by
case (v) of the equality statement of Proposition 10 we obtain that 1*1(w)=
1*1(v). Hence equality holds in (6.1) for m=1, and so w#v, as desired.
Thus we have only to prove (6.1) and its equality statements. To do this,
we closely follow the ‘‘conformal transplantation’’ method by which Hersch
[15, Section 2] proved the Po lyaSchiffer inequality (1.1).
Fix the positive integer m. For the sake of brevity, we write
S(w) := :
m
j=1
1
*j (w)
,
with ‘‘S ’’ meaning ‘‘sum of reciprocals’’.
We shall use the following variational characterization of the sum of
reciprocal eigenvalues; for its proof from the minimax principle (2.2) and
for a discussion of its history, see [5, pp. 99100]. The characterization is:
S(w)= sup
[1 , ..., m]
:
m
j=1
|
M
2j w d+, (6.2)
where [1 , ..., m] is required to be a collection of m linearly independent
functions in H 10(M ), with M {i } {j d+=$ij .
Now we start to prove that S(w)S(v), which is (6.1). Take 1 , ..., m #
H 10(M ) to be linearly independent eigenfunctions of v
&12 on M that satisfy
*j (v)=
M |{j | 2 d+
M 2j v d+
and |
M
{i } {j d+=$ij , so that
(6.3)
S(v)= :
m
j=1
|
M
2j v d+.
By the characterization (6.2), then,
S(w)&S(v) :
m
j=1
|
M
2j [w&v] d+
=|
2?
0
|
R
R0
:
m
j=1
j (rei%)2 [w(rei%)&v(r)] r dr d%.
Next, because v(z) is radial, for each fixed real number ’ the functions
1(zei’), ..., m(zei’) are eigenfunctions of v&12 on M that satisfy (6.3).
Thus by the same argument as above,
S(w)&S(v)|
2?
0
|
R
R0
:
m
j=1
j (rei(%+’))2 [w(rei%)&v(r)] r dr d%.
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Integrating with respect to ’ from 0 to 2? gives that
S(w)&S(v)|
R
R0 {|
2?
0
:
m
j=1
j (rei’)2
d’
2?= |
2?
0
[w(rei%)&v(r)] d% r dr,
from which (6.1) follows, in view of the hypothesis that the circular means
of w are at least as large as those of v. The equality statement for (6.1)
when m2 also follows, since 1 is never zero. Lastly, suppose equality
holds in (6.1) for m=1. That is, suppose *1(w)=*1(v). Note that 1 is
radial, since v is radial and the first eigenfunction is unique up to a
constant factor. Since 1 is radial, the hypothesis (2.5) implies that
M 21w d+M 
2
1v d+, and so when we use 1 as a trial function in the
Rayleigh principle for *1(w), we get that
*1(w)
M |{1 | 2 d+
M 21w d+

M |{1 | 2 d+
M 21v d+
=*1(v)=*1(w).
Because equality must occur throughout these inequalities, we see that 1
is a *1(w)-eigenfunction for w&12, as well as (by definition) a *1(v)-eigen-
function for v&12. Thus
w=
&21
*1(w)1
=
&21
*1(v)1
=v.
That is, w#v, which proves the equality statement of (6.1) for m=1. K
Some readers might be wondering whether the above arguments can be
adapted to the case of Neumann boundary conditions, rather than Dirichlet.
The first obstacle to doing this is that the first Neumann eigenvalue &1 equals
zero, and so one cannot take its reciprocal. Still, one might try to adapt the
variational characterization (6.2) to look at a sum nj=2 1&j that omits the first
eigenvalue. But then the trial functions j in the variational characterization
must be orthogonal to the constant function, in the sense that M jw d+=0.
This throws up a second obstacle because there is no way to guarantee that the
trial functions we want to use, namely the Neumann eigenfunctions j of
v&12, will satisfy the orthogonality condition M jw d+=0. We have been
unable to see any way around these difficulties, for general w.
For results under mixed NeumannDirichlet boundary conditions, see [18].
7. PROOF OF COROLLARIES 2 AND 3
Proof of Corollary 2 and Parts (a)(i), (a)(ii) of Corollary 3. Put M :=D
for Corollary 2 or M :=A for Corollary 3. Let v#1 and w :=| f $| 2 in M,
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so that v and w are admissible and *j (v)=*j (Meuclid ), *j (w)=*j (0euclid ).
Hence to prove the inequality statements of the corollaries we have only to
prove (2.5) and then invoke Theorem 1.
For Corollary 2 and part (a)(i) of Corollary 3 we can write f (z)=
j=& aj z
j with |a1 |1 by hypothesis, and so
1
2? |
2?
0
| f $(rei%)| 2 d%= :

j=&
j 2 |aj |
2 r2j&2|a1 |21. (7.1)
This proves (2.5), as we wanted. If equality holds in the conclusion of the
corollary then by the condition for equality in Theorem 1, w has mean
value 1 over each circle [ |z|=r]. Thus (7.1) implies that |a1 |=1 and aj=0
for all j{0, 1, so that f (z)=a0+a1z and hence 0 equals the translate of
M centered at a0 .
For part (a)(ii) of Corollary 3 we first note that 2?0 log | f $(re
i%)| d% is
constant as a function of r by [25, (4.8)], and so the hypothesis (a)(ii)
means that
|
2?
0
log | f $(rei%)| d%0, for all r # (R0 , R).
Hence for all r, Jensen’s inequality gives that
1
2? |
2?
0
| f $(rei%)| 2 d%exp \ 12? |
2?
0
2 log | f $(rei%)| d%+1, (7.2)
which again proves the desired hypothesis (2.5). Furthermore, we conclude
from Theorem 1 that if equality holds in the conclusion of the corollary
then w has mean value 1 over each circle [ |z|=r] and so by the conditions
for equality in Jensen’s inequality (7.2) we have that in fact | f $| is constant
on each such circle and so | f $|#1. It follows that f $ is constant and so
f (z)#a0+a1 z with |a1 |=1, which gives that 0 is a translate of M. K
Proof of Parts (a)(iii) and (b) of Corollary 3. We may assume that the
circle [ |z|=R0] corresponds under the mapping f to the inner boundary
component of 0, that is, to the boundary of the hole in 0; if this is not
already true, then simply replace f (z) by f (R0Rz), z # A.
For part (a)(iii) we put #=1; for part (b), # is the given parameter for
the cone metric. Put M :=A and define v(z) :=#2 |z| 2#&2 and w(z) :=
#2 | f (z)| 2#&2 | f $(z)| 2 in A, so that v and w are admissible. When #=1 we
have that *j (v)=*j (Aeuclid ), *j (w)=*j (0euclid ), and when #<1 we have
*j (v)=*j (Acone), *j (w)=*j (0cone). Thus to prove the inequality statement
of the corollary we need only prove (2.5), for then we may call upon
Theorem 1. In the euclidean case #=1, the inequality (2.5) that we are
aiming at was proved by Gasser and Hersch (see the first line of p. 674 in
[11]), but by a different method from the one we follow.
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When # # (0, 1] the isoperimetric inequality
L24?#A (7.3)
holds for smoothly bounded regions U in the plane (possibly containing
the origin) that have area A and boundary length L in the cone metric.
Equality occurs in the isoperimetric inequality only for disks, and when
# # (0, 1) these disks must be centered at the origin. [This isoperimetric
inequality is long-known. F. Almgren remarked to us that in fact it can
easily be obtained by applying the euclidean isoperimetric inequality to the
domain 9(U ), where 9(rei%) :=r#ei%, with the point being that |U | cone=
# |9(U)| euclid and |U | cone# |9(U )| euclid .] The isoperimetric inequality
(7.3) does not hold when #>1.
Let
L(r) :=|
2?
0
- w(rei%) r d%=|
2?
0
# | f (rei%)| #&1 | f $(rei%)| r d%
=|
f ( |z|=r)
# |‘| #&1 |d‘|,
so that L(r) equals the length of the Jordan curve f ( |z|=r) in the cone
metric. Write A(r) for the area of the interior of that curve, in the cone
metric. Then by the CauchySchwarz inequality and the isoperimetric
inequality (7.3),
|
2?
0
w(rei%) r d%
1
2?r \|
2?
0
- w(rei%) r d%+
2
(7.4)
=
L(r)2
2?r

2#A(r)
r
. (7.5)
Now, A$(r)=2?0 w(re
i%) r d%. Thus A$(r)2#A(r)r and hence
log
A(r)
A(R0)
2# log
r
R0
.
However, A(R0)#?R2#0 by our hypotheses on the area of the hole in
parts (a)(iii) and (b). We deduce from the preceding displayed inequality
that A(r)#?r2#. Putting this into (7.5) yields that
|
2?
0
w(rei%) d%2?#2r2#&2=2?v(r), (7.6)
which is (2.5). Now the inequality statement of the corollary follows from
Theorem 1.
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If equality occurs in the conclusion of the corollary then from Theorem 1
we conclude that w and v have the same mean value over each circle
[ |z|=r] and so by the conditions for equality in the CauchySchwarz
inequality (7.4) we have that w is constant over each such circle and so
w#v. When #=1 it follows that | f $|#1, and so f $ is constant and f (z)#
a0+a1 z with |a1 |=1, which gives that 0 is a translate of A. When
# # (0, 1), we argue that since w#v, the above argument shows that
equality must hold in the isoperimetric inequality at (7.5), so that for each
r the curve f ( |z|=r) must be a circle centered at the origin. Furthermore,
equality at (7.6) implies that A(r)=#?r2#=|D(r)| cone , and so f maps the
circle of radius r onto itself. Thus 0= f (A)=A. K
Proof of Part (c) of Corollary 3. This time we let M :=A, v(z) :=|z|&2
and w(z) :=| f (z)|&2 | f $(z)| 2 for z # A, and write f $(z) f (z)=j=& bjz
j.
Again v and w are admissible, with *j (v)=*j (Acylinder), *j (w)=*j (0cylinder).
From the residue theorem and the fact that 0 separates the origin from
infinity, we see that
1
2? |
2?
0
w(rei%) d%= :

j=&
|bj |
2 r2j
|b&1 |2 r&2
= } 12?i ||z|=r
f $(z)
f (z)
dz }
2
r&2
= } 12?i |f ( |z|=r)
1
‘
d‘ }
2
r&2=r&2=v(r). (7.7)
This proves the hypothesis (2.5), and now the inequality statement of part
(c) of the corollary follows straight from Theorem 1.
For the equality statement, note that if equality holds in the conclusion of the
corollary then w and v have the same mean value over each circle [ |z|=r], by
Theorem 1. Equality in (7.7) implies that bj=0 for all j{&1, so that f $(z)f (z)
=b&1z. Since we saw also above that b&1=1, we conclude that f (z)=Cz for
some nonzero complex constant C; that is, 0 is a dilate of A. K
8. PROOF OF COROLLARY 4
We begin by proving two lemmas about functions on the disk that have
curvature bounded above.
Lemma 11. Let }<0. Let w be a positive C2 function on D(R) with
curvature bounded above by } and with w(0)k(0). Then R1.
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Lemma 11 is due to Bandle [4, p. 545], based on R. Osserman’s paper
[26], but in fact the lemma was essentially proved by L. V. Ahlfors [1,
Theorem A] in his treatment of the differential form of Schwarz’s lemma.
We shall prove it by Ahlfors’ methods; Osserman used similar methods to
obtain more general results.
Proof of Lemma 11. Assume for the sake of deriving a contradiction
that R>1. Let : # (0, 1) and define k1(z) :=:2k(:z) for |z|1. Choose : to
be so close to 1 that w<k1 on the unit circle; this can be done since w is
smooth on D(1)/D(R) and k(z)   as |z|  1. Then w(0)k(0)>k1(0),
so that the open set U :=[z # D(1): w(z)>k1(z)] is non-empty. Notice that
the boundary of U cannot touch the unit circle, since w<k1 there, and so
w=k1 on U. Thus log (wk1) attains its maximum at some interior point
of U. This contradicts the maximum principle for log (wk1), though,
because in U,
2(log w&log k1)&2}(w&k1)>0.
This contradiction completes the proof. K
Now we can state a lemma, also due to Bandle [5, Lemma I.1.2, p. 43],
that forms the core of the proof of Corollary 4.
Lemma 12. Let w be a positive C 2 function on D=D(R) with curvature
bounded above by } and with w(0)=k(0). When }>0, assume also that
|D|w2?}. Then
|
2?
0
w(rei%) d%2?k(r) for all r # (0, R). (8.1)
If equality holds for all r then w#k.
Lemma 11 shows that when }<0 we have R1, and so the righthand
side of (8.1) does indeed make sense for all r # (0, R). (Recall that k(z) is
defined only on the unit disk, when }<0.) Furthermore, if the area
|D(R)|w is known to be finite then (8.1) shows that |D(R)|k is also finite,
and hence R must be strictly less than 1, when }<0.
Alternative Proof of Lemma 12. Bandle’s proof of Lemma 12 relies on
G. Bol’s isoperimetric theorem for surfaces with curvature bounded above.
We now give a much more elementary proof that works when }0.
If }=0 (and k#1) then log w is subharmonic and so by the submean-
value property,
0=log w(0)
1
2? |
2?
0
log w(rei%) d%.
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Exponentiating both sides of this inequality and applying Jensen’s inequality
proves (8.1). If equality holds for all r in (8.1) then by the conditions for
equality in Jensen’s inequality, w must be constant on each circle [ |z|=r].
Since this constant must equal 1, we have w#1, as desired.
Suppose now that }<0. We show first that we may assume w to be
radial. To that end, define a radial function
w0(z) :=exp _|
2?
0
log w( |z| ei%) d%2?& .
Then w0 also has curvature at most }, since
&2 log w0(z)=&
1
2? |
2?
0
(2 log w)( |z| ei%) d%
2}
2? |
2?
0
w( |z| ei%) d%2}w0(z),
with the last inequality relying on Jensen’s inequality and the fact that }<0.
We again adapt the ideas of Ahlfors. Let :>1 be fixed and define
w1(z) :=:2w0(:z), so that w1 is a radial function defined on D(R:) with
curvature at most } there. Since w1(0)>w0(0)=w(0)=k(0), we see that
the open set U :=[z # D(R:): w1(z)>k(z)] is non-empty. Also, log(w1 k)
is positive on U and is subharmonic there since
2(log w1&log k)&2}(w1&k)>0 in U,
again using that }<0. Now, if U did not equal D(R:) then U would
contain a circle in D(R:); but on that circle we would have w1=k, contra-
dicting the maximum principle for log(w1 k) in U. Thus U must equal
D(R:), so that w1>k in D(R:). Letting :  1 gives that w0k in D(R),
from which (8.1) follows by Jensen’s inequality. If equality holds for all r
in (8.1) then by the conditions for equality in Jensen’s inequality, w must
be constant on each circle [ |z|=r]. Since this constant must equal k(r), we
have w#k, as desired. K
Proof of Corollary 4. We put M :=D and w(z) :=h( f (z)) | f $(z)| 2 for
z # D. Then w satisfies the hypotheses of Lemma 12, since curvature is
invariant under conformal maps and w(0)=k(0) by the hypothesis (2.8)
of Corollary 4. Since |D(R)|w is finite, Lemma 12 shows that if }<0
then R<1. Thus we may define v(z) :=k(z) for z # D, and v and w are
admissible. Since *j (v)=*j (Dkg) and *j (w)=*j (0hg), the corollary follows
from Lemma 12 and Theorem 1, with (8.1) giving (2.5). (Note that 0hg is
isometric via f (z) to Dkg precisely when k=(h b f ) | f $| 2, or w=v.)
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9. PROOF OF COROLLARY 5
Let M :=A and put v(z) :=c(z) and w(z) :=h( f (z)) | f $(z)| 2 for z # A, so
that v and w are admissible with *j (v)=*j (Acg) and *j (w)=*j (0hg). The
inequality statement of the corollary will follow from Theorem 1 once we
prove (2.5).
To accomplish this, we gather some isoperimetric inequalities. When
# # (0, 1], the isoperimetric inequality
L2(4?#&}A)A (9.1)
holds for smoothly bounded regions U in the plane (possibly containing
the origin) that have area A and boundary length L, in the metric cg.
When # # (0, 1), equality occurs in the isoperimetric inequality only for
disks centered at the origin. When #=1, that is, when cg equals the smooth
constant curvature metric kg, equality occurs in the isoperimetric inequality
only for geodesic disks. [F. Almgren’s remark applies to this isoperimetric
inequality in the same way as it does to the }=0 case given in (7.3). Speci-
fically, (9.1) can be proved by applying the known isoperimetric inequality
for the constant curvature metric kg (namely the #=1 case of (9.1)) to the
domain 9(U ), where again 9(rei%)=r#ei%, with the point being that
#2r2#&2k(r#)=c(r) and so |U | c=# |9(U )| k and |U | c# |9(U )|k .]
Also, the hypotheses of the current corollary have been chosen so that
Alexandrov’s isoperimetric inequality [5, (1.39)] holds for the metric hg: If
V is a smoothly bounded proper subdomain of 0 _ H and if V has area
A and boundary length L in the metric hg, then the inequality (9.1) holds
between L and A, with strict inequality unless Vhg is isometric to D(r)cg
for some r.
We may assume that the circle [ |z|=R0] corresponds under the
mapping f to the boundary of the hole H; if this is not already true, then
just replace f (z) by f (R0 Rz). Let
L(r) :=|
2?
0
- w(rei%) r d%=|
2?
0
- h( f (rei%)) | f $(rei%)| r d%
=|
f ( |z|=r)
- h(‘) |d‘|,
so that L(r) equals the length of the Jordan curve f ( |z|=r) in the metric
hg. Write A(r) for the area of the interior of that curve, again in the metric
hg on 0 _ H.
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Now we adapt a lemma by Bandle [5, p. 44] to our doubly connected
situation. By applying the CauchySchwarz inequality and then Alexandrov’s
isoperimetric inequality (9.1) (discussed above), we get that
A$(r)=|
2?
0
w(rei%) r d%
1
2?r \|
2?
0
- w(rei%) r d%+
2
(9.2)
=
L(r)2
2?r

[4?#&}A(r)] A(r)
2?r
. (9.3)
Hence
A$(r) { 1A(r)+
}
4?#&}A(r)=
2#
r
and integrating from R0 to r gives that
log
A(r)
4?#&}A(r)
2# log
r
R0
+log
A(R0)
4?#&}A(R0)
.
Since we assume in this corollary that A(R0)=|H|h|D(R0)| c , we know
that
A(R0)
4?#&}A(R0)

|D(R0)| c
4?#&} |D(R0)| c
={4
&1R2#0
|}| &1 R2#0
if }=0
if }{0
.
Suppose first that }>0. Then we deduce that
A(r)
4?#&}A(r)
}&1r2# or A(r)
4?#}&1r2#
1+r2#
=|D(r)| c . (9.4)
Since a [ (4?#&}a)a is strictly increasing for a # (0, 2?#}], we conclude
from (9.3) and (9.4) that
|
2?
0
w(rei%) d%
[4?#&} |D(r)| c] |D(r)| c
2?r2
=
|D(r)| 2c
2?r2
=2?c(r)=2?v(r),
which is (2.5). Now the inequality statement of the corollary follows from
Theorem 1. The argument is similar if }<0 and is similar but simpler if
}=0.
If equality occurs in the conclusion of Corollary 5 then from the equality
statement of Theorem 1 we have that equality holds in (2.5) for all r. But
also we must have equality in the CauchySchwarz inequality (9.2), and so
w must be radial; thus (h b f ) | f $| 2=w=v=c, so that 0hg is isometric via
f (z) to Acg . K
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10. PROOF OF COROLLARY 6
Our proof of Corollary 6 relies upon the following isoperimetric inequality
for the hyperbolic punctured disk.
Lemma 13. Fix }<0. Let 1 be a smooth Jordan curve in the punctured
disk D(1)"[0]. Write L and A, respectively, for the length of 1 and the
area of its interior, in the hyperbolic metric _g of the punctured disk. Then
L- |}| A (10.1)
with equality if and only if 1 is a circle centered at the origin.
In fact the inequality follows simply by letting #  0 in the isoperimetric
inequality (9.1) for the constant curvature cone, but we give below a simple
and direct proof that shows equality can occur only for circles centered at
the origin. To learn about more general isoperimetric inequalities due to
V. K. Ionin, which include the Lemma as a special case, see [16, Theorem 3]
or [27, p. 1208].
Proof of Lemma 13. Write U for the interior of 1. Suppose that U
contains the origin. (If U does not contain the origin then the argument is
similar but easier.) Recalling the curvature condition
2}_=&2 log _=22 log log 1|z|,
we see by Green’s theorem that
A=|
U
_ d+= lim
=  0 |U"D(=) _ d+
= lim
=  0 |U"D(=) }
&1 2 log log 1|z| d+
=}&1 |
1

n
log log 1|z| |dz|+}&1 lim
=  0 |D(=)

n
log log 1|z| |dz|
=&}&1 |
1
1
|z| log 1|z|
|z|
n
|dz|+}&1 lim
=  0
2?
log 1=
=
1
- |}| |1 - _
|z|
n
|dz|

1
- |}| |1 - _ |dz|=
1
- |}|
L, (10.2)
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which proves the isoperimetric inequality (10.1). If equality holds at (10.2)
then the normal vector to 1 must always point in the radial direction, so
that z [ |z|2 is constant on 1 and 1 is contained in some circle centered
at the origin; since 1 is a Jordan curve, it must actually equal that circle.
Conversely, if 1 is a circle centered at the origin then equality holds at (10.2).
K
Proof of Corollary 6. Let M :=A and put v(z) :=_(z) and w(z) :=
_( f (z)) | f $(z)| 2 for z # A, so that v and w are admissible with *j (v)=
*j (Apunct) and *j (w)=*j (0punct). The inequality statement of the corollary
will follow from Theorem 1 once we prove (2.5).
We may assume that the circle [ |z|=R0] corresponds under the
mapping f to the boundary of the hole H in 0; if this is not already true,
then just replace f (z) by f (R0 Rz). Let
L(r) :=|
2?
0
- w(rei%) r d%=|
2?
0
- _( f (rei%)) | f $(rei%)| r d%
=|
f ( |z|=r)
- _(‘) |d‘|,
so that L(r) equals the length of the smooth Jordan curve f ( |z|=r) in the
metric _g of the hyperbolic punctured disk. Write A(r) for the area of the
interior of that curve, again in the metric _g.
By the CauchySchwarz inequality and the isoperimetric inequality
(10.1), we have that
A$(r)=|
2?
0
w(rei%) r d%
1
2?r \|
2?
0
- w(rei%) r d%+
2
=
L(r)2
2?r

|}| A(r)2
2?r
. (10.3)
Integrating from R0 to r gives that
&1
A(r)

|}|
2?
log
r
R0
&
1
A(R0)
.
Since we assume in this corollary that A(R0)=|H| _2?( |}| log 1R0),
we can deduce that
&1
A(r)

|}|
2?
log r, or A(r)
2?
|}| log 1r
.
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Substituting this last inequality into (10.3) gives that
|
2?
0
w(rei%) d%
2?
|}| r2(log 1r)2
=2?_(r)=2?v(r), (10.4)
which is (2.5). Now the inequality statement of the corollary follows from
Theorem 1.
Suppose that equality occurs in the conclusion of Corollary 6. Then from
the equality statement of Theorem 1 we conclude that w and v have the
same mean value over each circle [ |z|=r]. Thus equality holds in (10.4)
for all r, which means that A(r)=2?( |}| log 1r)=|D(r)|punct . Further-
more, equality must hold at the isoperimetric inequality (10.3) and so for
each r, the curve f ( |z|=r) is a circle centered at the origin. Since we know
this circle contains area |D(r)|punct , we deduce that f maps the circle of
radius r onto itself. Thus 0= f (A)=A. K
11. PROOF OF THEOREM 7
For each ! # [0, 1], define w!(z) :=| f $!(z)| 2=| f $(!z)| 2 for z # D, so that
w!(z) is an admissible function of z and *j (w!)=*j (0(!)euclid). Let
9(!) := :
n
j=1
8 \ 1*j (w!)+= :
n
j=1
8 \ 1*j (0(!)euclid)+ .
Our task is to show that 9(!) is continuous, strictly increasing, and strictly
convex as a function of log !.
We first establish continuity. The j th eigenvalue *j (w!) is certainly a
continuous function of ! for ! # [0, 1), in view of the minimax principle
(2.2) and the smoothness of the positive function w!(z) for (!, z) #
[0, 1)_D . Also, it follows easily from the minimax principle that *j (w!) is
upper semicontinuous as a function of !, even at !=1. To get lower semi-
continuity at !=1, notice that 0(!)/!&10 for all ! # (0, 1] and so
*j (w!)=*j (0(!)euclid)*j (!&10euclid)=!2*j (0euclid)=!2*j (w1). (11.1)
Thus lim inf!  1& *j (w!)*j (w1), and we have shown that *j (w!) is a
continuous function of ! # [0, 1]. Hence 9(!) is also continuous, when
n<+. When n=+, though, we require additional arguments to show
that the series defining 9(!) converges uniformly and hence is continuous.
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Let c>0 be such that for ! # [0, 12] and z # D we have w!(z)c. Then
*j (Deuclid)c*j (w!) and so
08 \ 1*j (w!)+8 \
c
*j (Deuclid)+ .
Further, for ! # [12, 1] it follows from (11.1) that
08 \ 1*j (w!)+8 \
!&2
*j (0euclid)+8 \
4
*j (0euclid)+ .
The preceding two displayed inequalities, combined with the finiteness of
n1 8(1a) da and the Weyl estimate *jrj for euclidean domains, show that
the convergence of nj=1 8(*j (w!)
&1) to 9(!) is uniform, and hence 9(!)
is continuous.
We have still to show that 9(!) is strictly increasing and is strictly
convex as a function of log !. Start by extending the definitions of w!(z)=
| f $(!z)|2 and 9(!)=nj=1 8(*j (w!)
&1) to hold for complex numbers !
with |!|1. (Note that each w!(z) is an admissible function of z.) Then the
circular means ! [ 2?0 9( |!| e
i,) d,2? equal 9(!) itself, because *j (w!) is
a radial function of !. Thus we have only to show that 9 is strictly
subharmonic for |!|<1, for then (as we explain at the end of this proof)
the circular means of 9 are strictly increasing and are strictly convex as a
function of log |!|.
As a first step, we show that ! [ w!(z) is a strictly subharmonic function
of !, when 0<|z|<1. Take ! with |!|<1 and let \ # (0, 1&|!| ). Then
1
2? |
2?
0
w!+\ei, (z) d,=|
2?
0
| f $((!+\ei,) z)| 2
d,
2?
exp _2 |
2?
0
log | f $((!+\ei,)z)|
d,
2?& (11.2)
=exp [2 log | f $(!z)|]=w!(z).
This shows that w!(z) is subharmonic as a function of !. Suppose equality
held in Jensen’s inequality at (11.2). Then log | f $| would have to be constant
on the circle of radius \ |z| about the point !z, so that by the maximum and
uniqueness principles, the harmonic function log | f $| would be constant on D,
and hence | f $|#1 since f $(0)=1. But then f would have to be the identity
map, contrary to our hypotheses. Thus strict inequality holds at (11.2), and
so the subharmonicity of ! [ w!(z) is strict.
Next we show that the finite sum of reciprocal eigenvalues is strictly
subharmonic as a function of !. Let m be a positive integer, take ! with
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|!|<1 and let \ # (0, 1&|!| ). Let 1 , ..., m be eigenfunctions of (w!)&1 2
on D with
&(w!)&1 2j=*j (w!)j and |
D
{i } {j d+=$ij
for i, j=1, ..., m. Recall that these eigenfunctions are C2-smooth and belong to
H 10(M ). By (6.2), then, and the strict subharmonicity of ! [ w!(z), we have
that
1
2? |
2?
0
:
m
j=1
1
*j (w!+\e i,)
d,
1
2? |
2?
0
:
m
j=1
|
D
j (z)2 w!+\e i,(z) d+(z) d,
= :
m
j=1
|
D
j (z)2
1
2? |
2?
0
w!+\ei,(z) d, d+(z)
(11.3)
> :
m
j=1
|
D
j (z)2 w!(z) d+(z)
= :
m
j=1
1
*j (w!)
.
Thus ! [ mj=1 *j (w!)
&1 is strictly subharmonic for |!|<1.
Finally we show 9(!) is strictly subharmonic. Keep ! and \ as before,
and define
aj :=
1
2? |
2?
0
1
*j (w!+\e i,)
d, and bj :=
1
*j (w!)
.
We have just shown that mj=1 aj
m
j=1 bj for all positive integers m. By
Jensen’s inequality and Proposition 10,
1
2? |
2?
0
9(!+\ei,) d,= :
n
j=1
1
2? |
2?
0
8 \ 1*j (w!+\e i,)+ d,
 :
n
j=1
8 \ 12? |
2?
0
1
*j (w!+\ei,)
d,+
 :
n
j=1
8 \ 1*j (w!)+=9(!). (11.4)
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This establishes that 9(!) is subharmonic. Because it is also radial, 9 must
be radially increasing, with its minimum at !=0. In particular, *1(w!)&1 is
minimal at !=0, so that *1(w!)&1*1(Deuclid)&1. We now demonstrate
that 9 is strictly subharmonic. Note that 8 is not constant on [0, a1] since
8(a1)8(b1)8 \ 1*1(Deuclid)+>0=8(0)
by hypothesis. We can further assume that if n=+ then 8 is not linear
on [0, a1], because n1 8(1a) da is finite by hypothesis. Thus the equality
statement of Proposition 10 applies (either case (ii) or case (iv)) and yields
that if equality were to hold in (11.4) then mj=1 aj would have to equal
mj=1 bj for some m, which is impossible by (11.3). Thus (11.4) holds with
strict inequality and so 9(!) is strictly subharmonic, completing the
proof. K
In the preceding proof, we used that if a function 9(!) is strictly subhar-
monic for ! # D(1), then its circular means I(\) :=2?0 9(\e
i,) d,2? are
strictly increasing and are strictly convex as a function of log \, for \ # (0, 1).
(By strictly subharmonic we mean that for every point !, we have strict
inequality in the sub-mean value inequalities for the circular averages of 9
centered at !.) These facts about I(\) are well-known [14, Theorem 2.12]
with the possible exception of the ‘‘strictness’’ statements, which we proceed
to justify.
The Riesz decomposition theorem [14, Theorem 3.9] establishes the
existence of a nonnegative Borel measure & on the disk D(1) such that for
each R # (0, 1),
9(!)=|
[ |‘| R]
log |!&‘| d&(‘)+(harmonic function of !), |!|<R.
Note for later reference that every open set has positive &-measure, because
otherwise 9 would be harmonic in an open set that had zero &-measure
and this would contradict the strict subharmonicity of 9. Also, the map
a [ [a]+ is convex, and so if 0<t<1, 0<\1<\2<1 and 0<|‘|<1 then
t[log \1&log |‘|]++(1&t)[log \2&log |‘|]+
[t log \1+(1&t) log \2&log |‘|]+ (11.5)
with strict inequality in (11.5) when \1<|‘|<\2 . By the Riesz decomposi-
tion we have
104 LAUGESEN AND MORPURGO
File: DISTL2 322242 . By:CV . Date:21:04:98 . Time:08:00 LOP8M. V8.B. Page 01:01
Codes: 2319 Signs: 1331 . Length: 45 pic 0 pts, 190 mm
I(\)=|
[ |‘|R]
|
2?
0
log |\ei,&‘|
d,
2?
d&(‘)+constant
=|
[0<|‘|R]
(log |‘|+[log \&log |‘| ]+) d&(‘)
+&([0]) log \+constant,
for \ # (0, R). Because every open set has positive &-measure, it follows from
the preceding equations that I(\) is strictly increasing, and using (11.5) we
deduce without difficulty that I(\) is strictly convex as a function of log \.
This is exactly what we were aiming to prove.
12. PROOF OF THEOREM 8
The manifold M and the metric g are fixed in this theorem. Let m be a
positive integer. Again we write
S(w) := :
m
j=1
1
*j (w)
for the sum of reciprocal eigenvalues, but we also write { :={g for the
gradient, 2 :=2g for the LaplaceBeltrami operator, and dV :=dVg for the
volume element, in the metric g.
The variational characterization [5, pp. 99100] of the sum of reciprocal
eigenvalues for &2=*w is that
S(w)= sup
[1, ..., m]
:
m
j=1
|
M
2j w dV, (12.1)
where [1 , ..., m] is required to be a collection of m linearly independent
functions in the Sobolev space H 10(Mg) with M g({i , {j) dV=$ij .
Observe that (12.1) expresses S(w) as a supremum of linear functionals
of w, and so S(w) is a convex functional of w. Let v and w be positive
smooth functions on M , fix t # (0, 1) and put u :=tv+(1&t)w. By the
convexity just established for S, we know that S(u)tS(v)+(1&t) S(w),
or
:
m
j=1
1
*j (u)
 :
m
j=1 \
t
*j (v)
+
1&t
*j (w)+ .
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Thus by Proposition 10 and the convexity of 8,
:
n
j=1
8 \ 1*j (u)+ :
n
j=1
8 \ t*j (v)+
1&t
*j (w)+ (12.2)
t :
n
j=1
8 \ 1*j (v)++(1&t) :
n
j=1
8 \ 1*j (w)+ . (12.3)
That is, the 8-functional is convex with respect to the weight function w.
Suppose additionally that 8 is strictly convex and equality holds at
(12.2) and (12.3). To complete the proof of the theorem, we must show that
v#w, for then strict convexity of 8 implies strict convexity of the 8-func-
tional.
Since equality holds at (12.2), the equality case (v) of Proposition 10
implies that
1
*1(u)
=
t
*1(v)
+
1&t
*1(w)
.
But equality at (12.3) gives that *1(v)=*1(w), since 8 is strictly convex,
and so *1(u)=*1(v)=*1(w). Now let 1 be a first eigenfunction of u&12,
so that &u&121=*1(u)1 . Using 1 as a trial function in the Rayleigh
principle for *1(v) gives that
1
*1(v)

M 21v dV
M g({1 , {1) dV
, (12.4)
and similarly
1
*1(w)

M 21w dV
M g({1 , {1) dV
.
Adding these last two inequalities yields that
t
*1(v)
+
1&t
*1(w)

M 21 u dV
M g({1 , {1) dV
=
1
*1(u)
=
t
*1(v)
+
1&t
*1(w)
.
Hence equality has no choice but to hold at (12.4), and so 1 is a *1(v)-
eigenfunction of v&12. Thus
v=
&21
*1(v) 1
=
&21
*1(u) 1
=u=tv+(1&t)w,
and so v#w. This proves that if 8 is strictly convex, then so is the
8-functional. K
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We remark that Theorem 8 and its proof apply without change when M
is a bounded subdomain of RN, N2, and g is the euclidean metric. That
is, when M is a bounded subdomain of euclidean space, we need not
require M to have smooth boundary. The smoothness assumption on M
in Theorem 8 was made purely for technical convenience; we used it implicitly
when we referred to [7, pp. 5359] to obtain the existence of the eigenvalues,
the validity of the minimax principle, and so on. These technical facts can be
established for arbitrary bounded subdomains of euclidean space, regardless of
boundary smoothness.
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