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ABSTRACT
Hsu, Wei-Kang Ph.D., Purdue University, August 2018. Resource Allocation in Nanocommunication Networks and Online Service Platforms. Major Professors: Mark R.
Bell and Xiaojun Lin.
Resource allocation appears in various forms in communication and networking
systems. In this thesis, we start with relay-based nanonetwork communications and
analyze the message delay with bacteria-inspired message transfer carriers. Modeling
the message transfer as a renewal process, we draw the connection to the mobility
model of ad-hoc networks and show that the expected message delay between two
nodes is a convex function of the number of available carriers. We then design a
decentralized carrier-allocation strategy such that the systematic message delay is
minimized. We show that the proposed policy can eﬀectively reduce weighted delays
when diﬀerent message priorities are involved. Then, we study an agent allocation
problem for the deep-target delivery application. To increase the delivery ratio of
the agents to the deep target, we devise an agent coordination strategy so that the
allocation of target-reaching and message-broadcasting agents can be balanced autonomously. We show that the system achieves a much higher delivery ratio of agents
with the proposed coordination. We end the ﬁrst part of the thesis with an investigation of a novel accelerated-diﬀusive channel. We show that by the proposed
allocation of the molecule emission times according to their diﬀerent travel times,
the inter-symbol interference can be eﬀectively reduced compared to the equivalent
constant-drift channel.
In the second part of the thesis, we turn the focus to the optimal service allocation
for online service platforms. When the system dynamics and user features are known
beforehand, the operator can decide the optimal service allocation by solving a linear

xv
program. However, in reality, these information are generally uncertain and unknown.
This motivates us to devise an adaptive control policy with learning capability. The
resource allocation decision is therefore coupled with its feature-learning eﬃciency.
We show that our algorithm achieves near-optimal performance and can generalize
easily to time-varying dynamics and service rates.

1

CHAPTER 1. INTRODUCTION
Resource is always limited in our lives and needs to be allocated wisely. Some explicit
resources are time, money, food, etc; other implicit ones could be health condition or
family relationship. Similarly, in communication and network systems, there are usually critical resources in the system that fundamentally limit the desired performance.
For example, in wireless communications, transmitted power or bandwidth may be
the limited resource due to either physical constraints or interference concerns. In
network settings, the resource constraints may be service rates or time, which directly
impact the network throughput and delay performance of the system.
In this thesis, we study communication and networking problems from the perspective of resource allocation. We are interested in the design of control algorithms that
can lead to optimal system performance under various types of resource constraints.
The ﬁrst part of the thesis focuses on the design of eﬃcient message-transfer policies
for nano-network communications. These problems are distinct from traditional wireless communications due to the low computation power, limited storage capability,
and the lack of centralized controller. Therefore, many existing communication techniques do not directly apply, especially when these nano-scale communications take
place in diﬀusive channels (where chemicals are used as information carriers). In view
of these challenges, we tackle and formulate a number of fundamental communication
problems in nanonetworks. We borrow insights of communication mechanisms from
living cells (e.g., bacteria), and design decentralized resource allocation and control
algorithms. We also demonstrate how the fundamental concepts and mathematical
modeling in wireless communications could help us in addressing these new challenges.
The second part of the thesis focuses on the design of control algorithms for online service platforms under uncertainty. When the dynamics of the system and the
service feedback are known (without uncertainty), the optimal service allocation can
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be solved with a linear program, which is provably optimal. However, when the arrival/departure dynamics of the system and the feedback associated with controls are
unknown and random, the control policy needs to be adaptive (to dynamic traﬃcs)
and at the same time, capable of learning unknown features via (noisy) feedback.
Such scenarios capture the characteristic of online service platforms such as online
advertisements and crowd-sourcing, where the control decision couples with parameter learning. Our goal is to design control algorithms that can best utilize the service
resource to accommodate incoming tasks while maximizing system payoﬀs.
In Section 1.1, we provide the background and outline our problems for nanocommunication networks presented from Chapter 2 to Chapter 4. Then in Section 1.2,
we introduce the resource allocation problem in online service platforms and address
the challenges incorporating queueing and learning.

1.1

Allocation of Message Carriers for Nano-communication Networks
The communication mechanisms between living cells have evolved over millions

of years, allowing them to exchange information eﬀectively to adapt to the environment. For example, bacteria deliver DNA molecules containing antibiotic-resistance
information to other bacterial cells through the conjugation process [1–3]; bacteria
“talk” to each other by a mechanism called quorum sensing [4]; intercellular and intracellular communication can be done by chemotactic signaling [5–7] and calcium
signaling [8, 9]. These communication mechanisms are crucial for living entities even
down to the micro and nanometer scale, as they enhance their capability of survival
and empower these living entities to accomplish more sophisticated tasks.

1.1.1

Bacteria-inspired nanonetworks

With the development of nanotechnology, nanomachines are envisioned to have
great potential in biomedical, environmental, industrial, and military applications
[10]. The notion of nanomachines was ﬁrst proposed by Drexler (1987) [11,12], which
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he deﬁned it as “a mechanical device that performs a useful function using components of nanometer-scale and deﬁned molecular structure; includes both artiﬁcial
nanomachines and naturally occurring devices found in biological systems.” Nowadays, numerous studies in the realm of nanotechnology and synthetic biology have
been investigating the manufacture of task-oriented nanomachines [13–16] and bioengineered bacteria. The communication society is also building up eﬃcient communications protocols between nanomachines. Speciﬁcally, IEEE P1906.1 working group
is developing a common framework for nanoscale and molecular communication [17].
A nanonetwork refers to the interconnection of nanomachines (NMs) or bio-engineered
bacteria in our study. Two possible media for nano-scale communications are electromagnetic waves and molecules. The former approach is related to Terahertzband communications, where carbon nanotubes and graphene-based antennas are
used [18–21]. However, due to physical limitations on the computational capability,
power, and design complexity of nanomachines, direct application of existing wireless
transmission/receiving techniques is not feasible and many barriers have not yet been
conquered. The most promising approach to date is molecular communication, which
replaces electromagetic waves with molecules as information carriers. Learning from
living organisms, many believe that information-transfer through the encoding and decoding of molecule messages is the future for nanonetwork communications [10], [22].
In the following, we provide a brief review of the applications of bio-engineered
bacteria and their communication mechanisms. Then, we review two channel models,
Brownian motion model and Fick’s law of diﬀusion, which model the channels from
microscopic and macroscopic perspectives, respectively.

Media for message transfer
Genomic DNA stores information. There are mainly two DNA components in
bacteria, chromosomes and plasmids. Chromosomes are big DNA pieces that contain
essential information for surviving, while plasmids are very small pieces containing
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additional information that may beneﬁt the survival of the organism, e.g. antibiotic
resistance. An analogy for chromosomes is the hard-drives of computers, and plasmids
can be viewed as USB ﬂash drives.
Farzadfard and Lu (2014) have shown their experimental results of writing on the
genome of the E. coli to record long-term event histories [23]. They demonstrated
that by generating single-stranded DNA (ssDNA) in vivo in response to arbitrary
transcriptional signals, these expressed ssDNAs will target speciﬁc genomic DNA
addresses when coexpressed with a recombinase, leading to precise mutations that
accumulate in cell populations. As pointed out in [24], this memory storage can be
used in applications of bacterial sensors, including monitoring carbon dioxide levels,
acidity, or pollutants, and also in biological computers that require parallel processing.
They also showed that this memory can be erased, reversed and rewritten [25].
Information transfer: The genetic information is transferred between bacteria
through bacterial conjugation process. An illustration of the process is shown in
Fig. 1.1. The study in [1] also demonstrated that bacterial plasmids that mediate
conjugation between bacterial cells are also able to mediate plasmid transmission to
the yeast with a process similar to conjugation. More surprisingly, it’s suggested
that conjugation can happen not only between bacteria, but also between bacteria
and animal cells, and bacteria and plant cells. This discovery suggests a potential
mechanism for DNA transfer between far-related species.
Mobility: As information carriers, the mobility of bacteria is crucial to facilitate
the message transfer process. They are capable of sensing favorable (harmful) environment and propel toward (against) the direction by ﬂagella, a tail-like appendage.
The mechanism of biological cells to sense chemicals and move in the purposeful direction is called chemotaxis. For example, E. coli are able to sense (temporal) gradients
of chemical ligands in their vicinity [26, 27] and responds to up to 12 diﬀerent kinds
of chemicals [28]. Such characteristics of bacteria make them promising candidates
to serve as message carriers to speciﬁc target sites.
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Communications: The cell-to-cell communication in bacteria, quorum sensing,
was extensively studied by B. Bassler [4, 29]. It’s the control of gene expression in
response to cell density, which is observed both in Gram-negative and Gram-positive
bacteria to regulate a variety of physiological functions. For instance, a group of
bacteria can synchronize their gene expression to perform bioﬁlm formation and luminescence generation. Each bacterium acts as a sender and a receiver by generation
and detection of extracellular signaling molecules called autoinducers. The concentration of autoinducers correlates with the population density of bacteria, which allows them to monitor the population density in the neighborhood and to coordinate
concentration-dependent behavior.
F+ cell

plasmid
pilus

F- cell

Fig. 1.1. Message replication process of bacteria through the conjugation
process.

1.1.2

Channel Models

The basic channel model can be described by Figure 1.2 as in traditional wireless
communication. It mainly consists of 5 parts as explained below.
1. Encoding information into message molecules: the information can be encoded
in various forms including in 3-dimensional structures, DNA sequences, or varying concentrations of information molecules. For example, bacteria commu-
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nicate by modulating the concentration of autoinducers; neural cells emit an
temporal sequence of an action potential, or spikes, in particular frequencies.
2. Sending the molecule into the environment: information molecules can be sent
by opening a molecular gate or unbinding molecules from the transmitter that
allow molecules to diﬀuse away to the channel.
3. Molecules propagate through the channel: the information molecule may propagate with passive diﬀusion or active transport. Passive diﬀusion utilizes the
gradient in spatial concentration and does not require additional chemical energy. Active propagation, e.g., a motor protein, consumes ATP energy to carry
the information molecule from the transmitter to the receiver.
4. Receiver receives the molecules: there are chemical receptors in the surface
of the receiver that are capable of binding with a speciﬁc type of information
molecule. The binding can then induce chemical reaction within the receiver.
One widely-used receiving model is the ligand-binding receptor model [30, 31].
5. Decoding information and reaction: chemical reactions induced upon capturing information molecules can result in the generation of action, morphological
changes, or the production of new molecules. If a new molecule is produced
and released into the environment again, it leads to a multi-hop communication
system.
Next, we introduce two mathematical descriptions of the diﬀusive channel model
in microscopic and macroscopic views. One representative model of the microscopic
model is Brownian motion, which models the individual molecule position with probability measure. In one dimension, we can easily view it as a generalization of Gaussian
distribution with zero mean and variance 2Dt, where D is the diﬀusion coeﬃcient and
t is the time elapsed after a particle is released to the medium. Mathematically, we
can write
P (x) =

1
2
e−x /4Dt ,
1/2
(4πDt)
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Fig. 1.2. Graphical representation of the end-to-end molecular communication model. (From Pierobon, 2011 [30].)

where P (x) is the probability of ﬁnding a particle between x and x+dx. A brief review
of the mathematical models of Brownian motion can be found in Appendix B.1.
Under this model, the nano-transmitters and receivers are usually assumed to be
capable of controlling the release and sensing the quantity of molecules. For example,
prior work has use Brownian motion model for studying channel capacity, channel
noise, channel coding, and the design of transmitter/receivers. Readers can ﬁnd
related work in [32–37] and the references therein.
The second channel model is a macroscopic view based on chemical gradients
and is characterized by Fick’s law of diﬀusion. This model captures the chemical
concentration diﬀusing as a function of distance and time. Although it provides the
absolute molecular concentration given any location and time, it inherently neglects
the propagation speed of the molecules. A succinct representation of the diﬀusion
law can be written as
∂C
= Dr2 C,
∂t

(1.1)

where C is the concentration of molecules, D is the diﬀusion coeﬃcient, and r is the
three-dimensional Laplacian given by ∂ 2 /∂x2 + ∂ 2 /∂y 2 + ∂ 2 /∂z 2 .
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This model is often applied when studying network-level dynamics or coordination
between bio-nanomachines, where the position of each molecule is not that critical.
Some prior work based on macroscopic model can be found in [38–41]. A brief review
of the mathematical model of Fick’s Law of diﬀusion can be found in Appendix B.2.
We take a macroscopic view for the design of optimal carrier allocations and node
coordinations in Chapter 2 and Chapter 3. We then switch to a microscopic model
for the design of message transmission policy for point-to-point communication in
Chapter 4. In the following, we provide an overview of the molecular communication
problems presented in Chapter 2 to 4.

1.1.3

Problems Overview

In the ﬁrst part of the thesis, we focus on the design of resource allocation policy
for molecular communication problems. The philosophy behind approaching problems
in a macroscopic view is that we can treat nanomachines (or bio-engineered bacteria)
as independent nodes, and chemicals emitted by them with concentration diﬀusion.
Due to the chemical sensitivity of each node, there exists a detection threshold of
concentration, which further deﬁnes the corresponding eﬀective range for communication between two nodes. This allows us to focus on the design of coordination and
message-transfer policy on a network level.

Message carrier allocation in mobile bacteria networks
In Chapter 2, we consider a bacteria-inspired nanonetwork consisting of nanomachines (nodes) and message carriers. The communication between two nodes are
accomplished by message transfer to and from the message carriers. Our goal is to
minimize the message delivery time to the destination nodes when new messages are
created at the source nodes. Similar to computer networks, diﬀerent tasks have diﬀerent tolerances to the message latency. (For example, the message latency requirement
for sending an e-mail is on the order of 10s seconds, which is much lower than a video
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call or online gaming that requires latency on the order of 10s milliseconds.) We
envision such a resource allocation problem in nanonetworks will play an important
role when diﬀerent pair of nodes require communications at the same time.
We start by analyzing the message delay between a single pair of source-destination
nodes. Considering the mobile nature of bacteria and nodes, we borrow the mobility
models from ad-hoc network literatures and show that the expected message delay
is a convex function of the total number of available carriers. In multiple sourcedestination pair scenarios, the competing interaction between each pair is considered.
Note that, a central controller may not be feasible in nanonetworks to coordinate
communication among pairs. Hence, we design a decentralized message transmission
policy so that the message carriers (resource) are best utilized in the sense that the
system delay can be minimized based on their task priorities.

Local coordination of therapeutic agents for global behaviors
In Chapter 3, we are interested in designing a local coordination scheme so that
nodes can collectively accomplish a global behavior. Many complex behaviors observed in animal species are formed by simple local interactions. Some notable examples include the navigation of birds [42], swarming of ﬁsh [43], and bioﬁlm formation
and bioluminescence in bacteria [44, 45]. As the emergence of nanomachines has
become promising in recent years [10, 46], communication and coordination among
them to achieve more complex objectives has received increased attention [47–52].
Indeed, learning from the behaviors of existent species may provide us with insights
into designing local decision rules for such nanomachines so that they can collectively
perform complex tasks.
We present how a local decision rule can be applied for nanomachine coordination
so that they can be delivered to deep targets inside the human body eﬃciently. An
example of a deep target inside the human body is a tumor. Typically, therapeutic
agents are carried through blood vessels. They are kept away from necrotic cores
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of tumors due to leaky vessels. As a result, therapeutic agents attach mainly to
tumor surfaces and become much less eﬀective. Although certain bacteria have been
found to have a tendency to stay around tumor regions and can thus be genetically
engineered for targeting treatments [53–56], the actual drug delivery rate is still too
low to put into clinical practice. It is therefore important to investigate new ways to
recruit more therapeutic agents towards deep-target regions.
Inspired by the coordination mechanism of bacteria, i.e., quorum sensing [45]
for population-density detection and chemotaxis [28] for agent navigation, we design
a decentralized decision rule which can autonomously balance the nodes (resource)
moving toward the target and staying to broadcast messages and recruit more other
nodes. Note that, since each node has no knowledge of target’s direction, a key
challenge is to avoid confusion of node movements for them to approach false targets.
We demonstrate that our policy only requires the sensing and reaction to two diﬀerent
types of chemicals at each node to achieve multi-hop communications, which is a large
improvement from previous work that requires n diﬀerent chemicals to recruit nodes
n-hop away [47].

Emission time of message carriers in accelerated-diﬀusive channels
In Chapter 4, we turn to microscopic views for the design of communication
schemes between a transmitter and receiver. At the level of intracellular or intercellular communication, bio-nanomachines can communicate by propagating molecules
through the environment by diﬀusion. However, the relatively slow and stochastic
nature of the diﬀusive channel makes the design of a reliable and eﬃcient communication schemes challenging. In particular, inter-symbol interference (ISI) hinders
the error performance since the molecules from neighboring symbols can be easily
dispersed into the current symbol duration [34, 57, 58].
Instead of considering a constant-drift channel as in [32, 35, 59], we propose a
communication system that can alleviate the problem of ISI by introducing electric
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ﬁelds. The ﬁeld can propel the charged molecules, serving as information carriers,
from the transmitter to the receiver. Molecules serving as information carriers contain
measurable masses and charges, e.g., calcium ions (Ca2+ ) for calcium signaling [60],
bacterial autoinducer in quorum sensing [61] or artiﬁcially fabricated particles. After
the charged molecules are released from the transmitter, they experience diﬀusion
processes with movements modeled by the Brownian motion.
Our objective is to design an allocation of molecule emission time that takes
advantage of unequal accelerations between them. Note that, the diﬀusive channel is
fundamentally diﬀerent from wireless communication channels. With electromagnetic
waves, signals sent earlier are also received earlier (not considering the multi-path
eﬀect), since they all travel with the speed of light. On the contrary, molecules
propagating in diﬀusive channels do not follow the order of ﬁrst-send-ﬁrst-receive.
Rather, the travel times depends largely on their physical characteristics such as
masses, friction coeﬃcients, shapes, and charges.
We show that by carefully allocating the emission time of diﬀerent type of molecules
at the transmitter, the decoding error performance can be eﬀectively improved under the same system throughput as the equivalent constant-drift channel. This work
provides intuition on how to utilize the unequal travel times of message carriers to
achieve better system performance.

1.2

Allocation of Task Services in Online Service Platforms
The second part of the thesis focuses on the resource allocation problem faced

by online service platforms. These online platforms exist in many forms, such as
online labor market of freelance work (e.g., Upwork [62]), online hotel rental (e.g.,
Airbnb [63]), online education (e.g., Coursera [64]), crowd-sourcing (e.g., Amazon
Mechanical Turk [65]), to online advertising (e.g., AdWords [66]) and many more.
Note that a key control decision in operating such online service platforms is how to
allocate servers to clients achieve the maximum system beneﬁt. While one can view
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such assignment problem as a control problem for queueing system, such decisions
are challenging because a unique nature of online service platforms is that there often
exists signiﬁcant uncertainty in both agent payoﬀs and dynamics.
In Chapter 5, we address the challenges of uncertain system dynamics and service
payoﬀs by integrating adaptive task-control policy with learning. Since the statistics
of agent arrivals and departures are often unknown beforehand, the operator of these
platforms must not only continuously learn the payoﬀs associated with each new
agent, but also adaptively control the assignment and resource allocation in response
to the uncertain arrival/departure dynamics. On the other hand, the randomness
nature in the generated payoﬀ contributes to noisy feedback in control decisions.
The closed-loop interaction between queueing and learning complicates the algorithm
design and the performance analysis.
Our main contribution is to propose a new utility-guided online learning and task
assignment algorithm that can achieve near-optimal system payoﬀ even compared
to an “oracle” that knows the statistics of client dynamics and all payoﬀ vectors.
Compared to a few recent studies that also attempt to integrate learning and queueing [67–71], our work makes a number of new contributions. First, the analyses
in [67, 69] focus exclusively on the stationary setting. In contrast, our work carefully
characterizes the transient behavior of the system and obtains a payoﬀ gap which
holds for any ﬁnite time horizon, providing important design insight when real systems either operate at early phases or experience recent changes of statistics.
Second, while prior work in [67–69] attempts to deal with this closed-loop interactions, their policies explicitly divide exploration (where learning occurs) and
exploitation (where queueing and control occur) into two stages, by assuming perfect knowledge of various uncertainty, such as the class-dependent payoﬀ vectors, the
number of tasks per client, and/or the “shadow prices” (which in turn require knowledge of the statistics of the client arrival dynamics). On the contrary, our algorithm
requires no such prior knowledge and seamlessly integrates exploration, exploitation,
and dynamic assignment at all times.
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Finally, our proposed algorithm can scale to large systems with many clients and
servers, which is in sharp contrast to the previous work in both [70] (which only
deals with two types of clients) and [71] (which uses an exponential number of virtual
queues).
Our learning policy takes insight from the classic UCB algorithm, which readers
can ﬁnd more details in Appendix C. Our proof builds upon the standard Lyapunov
drift technique [72–75] and ﬁnite-time regret analysis [76]; however, we make two
major innovations. First, to obtain the loss incurred by payoﬀ learning, we combine a
martingale argument and a comparison argument to capture both the impact of the
payoﬀ estimation errors on the queueing dynamics, and the impact of congestion on
the rate of payoﬀ learning. Second, to derive the payoﬀ loss in ﬁnite time horizon, we
upper bound the mean number of backlogged clients in the system by establishing a
coupling between the current system and a Geom/Geom/m queue.
We are able to decompose the expected payoﬀ gap between our proposed algorithm
and that achieved by the “oracle” into three terms that hold for any ﬁnite horizon T :
the ﬁrst one is the result of a system controlled parameter that handles the uncertainty
in client arrival process; the second one is contributed by learning from noisy payoﬀ
feedback; and the third term is incurred by the backlogged clients in the system.

1.3

Thesis outline
The rest of the thesis is structured as follows. In Chapter 2, we study the delay

performance and carrier-allocation policy of a nanonetwork with bacteria-inspired
message carriers. In Chapter 3, we present an agent allocation and coordination policy
between nanomachines for deep-target delivery. In Chapter 4, we propose a message
transmission strategy and show that the error performance can be largely enhanced
compared to the equivalent constant-drift channel. In Chapter 5, we study the online
learning algorithms of service allocation for online service platforms. Finally, we
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conclude the thesis with the summary of contributions and suggestions for future
research.
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CHAPTER 2. MESSAGE CARRIER ALLOCATION IN MOBILE
BACTERIA NETWORKS
Communication is crucial for nanomachines to form a nanonetwork. One critical measure of the communication eﬃciency is the message transfer delay. In this chapter, we
study a model where message sources repeatedly replicate the messages to available
carriers (relays) within communication distance in order to minimize the delay. A
successful message transfer occurs when one of such messages reach the destination
node. Lacking a centralized controller, however, some of the relays remain occupied
by outdated messages when newly generated messages try to utilize the relays. We
analyze the expected time for successful message transfer under the aforementioned
model for both single- and multi-pair communications. Further, we study how to optimize the system performance when multiple pairs are simultaneously communicating
with diﬀerent priorities. The work provides insights for designing minimum-delay
nanonetwork communication under limited buﬀer size at relays.

2.1

Introduction
We consider the delay performance of a large-scale nanonetwork communication

problem for which nanosensors roam inside in a ﬂuid medium as shown in Figure. 2.1.
Nodes are considered to be bio-hybrid nanomachines that can perform computation,
sensing and/or actuation [10]. Message carriers are bacteria-inspired nanoamachines
that have similar communication and sensing capability as bacteria. Nanomachines
communicate by exchanging DNA molecules via message carriers, which take DNA
packets from the transmitter to the receiver [77], [78]. Nodes are considered to be
bio-hybrid nanomachines that can perform computing, sensing and/or actuation [10].
Information carriers are bacteria that can carry DNA packets. Nanomachines in a
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Fig. 2.1. Conceptual illustration of the bacteria network: the blue (surrounding S1, S2) and green (surrounding D1, D2) chemical regions are the
eﬀective regions of transmission attractants (TA) and releasing attractants
(RA), respectively.

the network communicate by exchanging DNA molecules via bacteria carriers, which
take DNA packets from the transmitter to the receiver [77], [78].
Due to their minuscule physical dimensions, we envision relay-based communications to be more eﬀective and practical since direct contact between nanosensors is
improbable. We model the message transfer process as a renewal process as explained
in Section 2.2. Message delays under single and multiple source-destination pairs in
the stationary state are analyzed based on a time-slotted model. We show that it
can further be mapped to an equivalent i.i.d. mobility model if the message transfer
duration at each node is much smaller than the average period over which message
transfer takes place (see Section 2.2.3 for details).
In our model, diﬀerent nanosensor pairs can be dedicated to diﬀerent surveillance
tasks which have diﬀerent priorities. For example, those that monitor the possible existence of cancer cells can have larger message priority than those monitoring
chronic diseases. Further, nanosensors that can sense the metastasis-initializing signal
from primary cancer cells to secondary cancer sites [79] may have even higher mes-
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sage transfer priority over others. Therefore, it is crucial to design a communication
scheme that allows shorter message delays for higher prioritized tasks.
Without the need of a centralized controller in vivo, we propose a priority-based
message releasing algorithm to minimize the weighted message delay when various
surveillance tasks coexist. Although we envision bacteria-like message carriers, the
mathematical model can also apply to other relay-based communications when the
communication resources are limited and the relay buﬀer is small.

2.1.1

Related work

A mathematical model characterizing the delay from forming a message at the
source node to interpreting the message at the receiver node is presented in [78].
In particular, the delay is decomposed into the encoding delay, encapsulation delay,
propagation delay, decapsulation delay, and decoding delay. We will mainly consider
the propagation delay, i.e., the time required by bacteria to move from the transmitter
node to the receiver node. The delay can be shortened if nodes can emit attractants
to create concentration gradient of chemicals to facilitate the chemotaxis process of
bacteria. Therefore, transmitter nodes (source nodes) emit transmission attractants
(TA) and receiver nodes (destination nodes) emit reception attractants (RA) [78],
which only combine with the chemoreceptors on bacteria without and with messages,
respectively.
In [77], the framework of using ﬂagellated bacteria as message carriers is proposed,
and the physical channel characterization is provided in [80]. Priorly designed message
can be encoded and embedded into a DNA plasmid used for information transfer [81].
The transmitter nodes can carry the constructed commands or synthesized messages
that are referred to as DNA packets. They are set to be actively sending commands
to react to the observations of the environment. The receiver nodes are assumed to
be capable of decoding messages and responding accordingly based on the received
DNA packets.
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Since the bacteria and the nodes are both continuously moving, we propose combining the notion of bacteria network with mobile ad hoc networks in the wireless
literature. We apply the cell partitioned i.i.d. mobility model as studied in [82],
which will be explained in sequel. Other alternate mobility models can be found
in [83].

2.2

System model

2.2.1

Background of bacteria networks

We brieﬂy describe how the mobility and genetic transfer capability of bacteria
may be used to facilitate the communication process at small scale. Bacteria are
capable of moving in the liquid by ﬂagella, a tail-like appendage to propel them
in a certain direction. The chemotaxis process, which is a mechanism for bacteria
to swim along a chemical concentration gradient beneﬁcial to their survival [28],
is used to attract these information carriers toward source and destination nodes.
Consider E. Coli for example, they can sense at least 12 diﬀerent attractants using
diﬀerent chemoreceptors that produce independent chemotactic responses [28]. The
genetic information transfer between bacterial cells is accomplished by the bacterial
conjugation process, which involves direct contact of the bacteria to perform genetic
material transfer.

2.2.2

Model description

We envision a nanosensor network that consists of nodes circulating in a closedloop system as shown in Fig. 2.2. The message transfer process can only occur within
a region A inside a total region of W, where A ⊂ W. The region A, for example,
can be where the information carriers, i.e. bacteria, naturally gathered due to innate
preference for hypoxic region such as tumor tissues [84, 85]. We can also design
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nanomachines that have chemo-receptors that are designated to speciﬁc residential
locations in the human body [86–88].
The source nodes and destination nodes are assumed to be capable of message
encoding and decoding, respectively. It allows a separated design of source and destination nodes based on their key functionalities, e.g., a leader-follower target detection
model described in [52]. We assume that source nodes are mainly responsible for
anomaly detection and generating commands in the form of DNA packets, while destination nodes can react to the environmental stimulations upon receiving commands
from the source nodes. Since the design of destination nodes focuses on interpretation
and reaction, they do not have the capability of generating messages. Therefore, an
usual ACK/NAK feedback system cannot be established.
Nanomachines in the network communicate by exchanging DNA molecules via
bacteria carriers, which take DNA packets from the source to the destination nodes
[77], [78]. Taking advantage of the chemotaxis mechanism of bacterial carriers, the
source nodes emit transmission attractants (TA) and the destination nodes emit reception attractants (RA) [78], which only combine with the chemoreceptors on bacteria without and with messages, respectively. We refer to the bacteria containing
messages as message carriers, and refer to those not carrying messages as empty carriers. We assume that each message carrier can carry no more than one DNA packet
at a time. As we discussed in the introduction, this assumption makes our system
model quite diﬀerent from mobile ad hoc networks where each relay can carry multiple
messages at a time. After a message carrier delivers the message to the destination
node, the contained message in the carrier is cleaned by substrate-speciﬁc nucleases,
such as Vvn [89], and the carrier is turned back into an empty carrier.
The DNA message transfer process between information carriers and nanomachines is assumed to be done one at a time, i.e., if there are two empty carriers within
the TA range of the source node, only one of the empty carriers will perform message
transfer with the node and become a message carrier. The principle holds similarly
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Fig. 2.2. Illustration of the message transfer region: the blue asterisks
within A are the available message carriers; the green circle represents a
circulating nanosensor.

between the destination nodes and the message carriers. Note that message transfers
between information carriers are not considered in our model for simplicity.
Motivated by biomedical applications, we assume that a source node continuously
generates messages as follows. Once in a while, the source node will generate a new
message (to be delivered to the designated destination node). In order to minimize the
delay, after the new message is generated, the source node will repeatedly duplicate
the same message to empty carriers. A successful message delivery occurs when at
least one of the duplicated (new) messages is delivered to the destination. This process
continues until a diﬀerent new message is generated at the source node. Note that at
that time, some carriers may still be carrying the “old” messages, and thus are not
immediately available to help carrying the “new” message.

2.2.3

Mathematical model

The network contains np pairs of nodes and M bacteria serving as information
carriers. We model the stochastic process of nanomachines meeting a carrier in region
A as a renewal process with inter-arrival times being exponential distributed random
variable Y with mean 1/λ. Suppose that the time duration of a nanomachine passing
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through region A is upper bounded by Ta . Time is discretized by Ta such that the
time-slotted inter-arrival time of the renewal process is
Xa = bY /Ta c ,

(2.1)

where b·c is the ﬂoor function. Then, the probability mass function of Xa can be
easily derived as
P (Xa = k) = P (k ≤ Y /Ta < k + 1)
�
 �

= 1 − e−λTa (k+1) − 1 − e−λTa k
= e−λTa k (1 − e−λTa ),
which indicates that Xa is a geometric random variable.
In order to simplify exposition and also to draw connection to the literature of
wireless mobile ad hoc networks, we now present an alternate model. In the alternate
model, there are N cells of unit size forming a grid. At each time slot, each node
uniformly picks the next cell to move to in random, independently of other nodes.
This model is known as the i.i.d. mobility model in the literature [82]. In order to
establish the equivalence between the i.i.d. mobility model and the earlier-presented
time-slotted model, note that in the i.i.d. mobility model the expected time for a

−1
node to meet at least one carrier equals to 1 − (1 − 1/N )M
. When the number
of grid cells is much larger than the number of information carriers, i.e., N  M , the
probability that a node meets two information carriers in the same cell is negligible.
Equating the expected delays of the time-slotted model to that of the i.i.d mobility
model, we have
E[Xa ] =

1
1
=
,
exp(λTa ) − 1
1 − (1 − 1/N )M

leading to

N = 1 − exp



log(2 − eλTa )
M

−1
.

(2.2)

That is, as long as the expected inter-arrival time is much greater than Ta (which is
a reasonable assumption since A is only a small fraction of W), we can equivalently
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Table 2.1.
Parameter Comparisons for the three models: continuous model, timeslotted model, and i.i.d. mobility model.
Continuous

Time-slotted

Model

model

exp(λ)

Geo(k, 1 − e−λTa )

Geo(k, 1 − (1 − 1/N )M )

1/λ

1
eλTa − 1

1
1 − (1 − 1/N )M

-

i.i.d. Mobility Model

Inter-arrival
time
Mean

model the nanomachine’s arrival process by scaling N accordingly to (2.2) to capture
the inter-arrival time by the i.i.d. mobility model. In Table 2.1, we summarize the
parameters comparing the continuous model and the two discretized models. In the
rest of the work, we specify the system using the i.i.d. mobility model for ease of
derivation.
As we discussed earlier, in the stationary state, it is very likely that some carriers
have already been occupied by “old” messages when a new message is generated at
the source node. Let t0 be the time when a new message is generated at a particular
(i)

source node, and let td be the the delivery time of the i-th relay to the targeted
destination, respectively. The expected message delivery delay is therefore
E[σ] =

min

i=1,2,...,K

(i)

{td − t0 },

where K is the number of message replications at the source when the new message
is delivered.

2.2.4

Objective

Our main objective is to investigate the following questions. 1) With the limited
number of information carriers, how does the expected message delay grow with the
number of simultaneously transmission S-D pairs? 2) How can we better design
a communication scheme that optimize the system delay? In order to answer the
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questions, we ﬁrst focus on the system with a single S-D pair. Then, we extend the
analysis to multiple S-D pairs.

2.3

Single source-destination pair
In this section, we consider the case where we have only a single source-destination

pair in the network. We use k = 0, 1, ..., M to denote the number of message carriers
carrying information for the source node (S). The number of empty carriers is thus
M − k. At a particular time-slot, the probability of having at least one empty carriers
within the same cell as S is

M −k
1
.
pk = 1 − 1 −
N

(2.3)

The probability that at least one message carrier is within the same cell as the destination node (D) is

k
1
.
qk = 1 − 1 −
N
2.3.1

(2.4)

Stationary Distribution

In the steady state, we can model the dynamics of the number of message carriers
in the environment as a Markov chain. The state transition diagram is shown in Fig.
2.3.

Fig. 2.3. The state transition diagram of the number of message carriers
in the steady state.
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The probabilities of increasing one message carrier, reducing one message carrier,
and remaining at the same number of message carrier in the next time-slot are deﬁned
as following respectively,
pright = pi (1 − qi ),

(2.5)

plef t = (1 − pi )qi ,

(2.6)

pstay,i = 1 − pright − plef t .

(2.7)

Note that in the steady state, the rate of generating empty carriers and message
carriers in the system will be the same. Therefore, the stationary distribution of the
number of message carriers is expected to be centered at half of the total available
carriers M . The intuition is veriﬁed by numerical computation and system simulation
histogram as shown in Fig. 2.4.

Fig. 2.4. The analytical stationary distribution ﬁts well with the numerical simulation. Showing the case of N = 125, M = 50.
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2.3.2

Expected delay of a “new” message

It is of great interest to know the delay for a newly generated message at the
source node to arrive at the destination node. Let t0 be the time when a new message
is generated at S, and t1 be the time when one of the message carriers carrying the
new message passes it to D. The quantity of interest is therefore E[t1 − t0 ]. Note that
in the steady state, there are often some occupied carriers before the new message
generated. Let E[σ|m, n] be the average message delay remaining given that there
are m message carriers carrying the “new” message and n message carriers carrying
the “old” messages. By deﬁnition, we have
E[t1 − t0 ] = En [E [σ|m = 0, n]] .

(2.8)

In the future, we will use the notation EM [σ|m = 0] to denote the quantity in
(2.8). We ﬁrst compute E [σ|m, n]. In each time-slot, we consider three possible
events:
A: At least one of the message carriers carrying the “new” message meets D. The
“new” message is delivered to D in the current time-slot.
B: At least 1 of the message carriers carrying the “old” msg meets D. Therefore, n
decreases by 1.
C: At least 1 of the empty carriers meets S. Therefore, m increases by 1.
Considering the possible events at each time-slot, we can form the recursive equation,
E [σ|m, n] =

1 · P (A)

¯
+ (E [σ|m, n − 1] + 1) · P (Ā ∩ B ∩ C)
¯ ∩ C)
¯
+ (E [σ|m, n] + 1) · P (Ā ∩ B
¯ ∩ C)
+ (E [σ|m + 1, n] + 1) · P (Ā ∩ B
+ (E [σ|m + 1, n − 1] + 1) · P (Ā ∩ B ∩ C).

(2.9)
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Note that the events A, B, and C are independent with each probability given as
follows,

m
1
P (A) = 1 − 1 −
,
N

n
1
P (B) = 1 − 1 −
,
N

M −m−n
1
P (C) = 1 − 1 −
.
N

(2.10)
(2.11)
(2.12)

Since the maximum number of message carriers is M , and the expected message
delivery time when we have M message carriers is the mean of a geometric random
�
M
variable with parameter 1 − 1 − N1 , we have
E [σ|m = M, n = 0] =

1
�

1− 1−


1 M
N

.

(2.13)

We can therefore obtain E [σ|m, n] for every m, n = 0, 1, ..., M recursively by (2.9).
EM [σ|m = 0] is computed for each particular M by
En [E[σ|m = 0, n]] =

X

E[σ|m = 0, n]p[n],

(2.14)

n

where p[n] is the stationary distribution.

2.3.3

Approximating the Delay by a Convex Function

The expected delay has the appearance of a convex function with respect to the
number of available carriers M in the environment as shown in Fig. 2.5. We can
approximate the function in the form of a convex cost function
f (M ) = −ws

M 1−α
+ c,
1−α

(2.15)

where ws and α are scaling parameters, and c is the oﬀset of the curve. By leastsquare curve ﬁtting approach, we obtain the parameters to be α = 1.646, ws = 193.53,
c = 11.93 for the case N = 125. Based on this approximation, we formulate a convex
problem and solve for the optimal available carriers for multiple source-destination
pairs as shown in the next section.
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Fig. 2.5. The expected delay of a (new) message versus the number of
available carriers. Here, we have the number of spatial cells N = 125.

2.4

Multiple source-destination pair
In this section, we study the case when the system consists of multiple source-

destination pairs. The message transferred in each source-destination pair has its
speciﬁcity and is independent of messages delivered in other pairs. The only common
objective among all pairs is to minimize their message transfer delay from the source
node to the destination node.
Since the number of available carriers to carry information in the environment is
ﬁxed, we can view carriers as a limited resource that is shared by all S-D pairs. In the
following section, we study the average message delivering delay for a new message
created at the source node to pass to its destination node in steady state.
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2.4.1

Multi-pair delay analysis

To compute the expected delay for a new message within a source-destination
pair, we ﬁrst refer to the state transition diagram of Fig. 2.6. Our goal is to compute
the stationary distribution of the number of message carriers for each pair, and then
compute the absorption time shown in Fig. 2.8.
Let p be the conditional transfer probability, i.e. the probability that the carrier
is empty when a particular source node encounters a carrier. For any S-D pair, the
probability of adding a message carrier at the next timeslot is equal to the probability
of the source node meeting an empty carrier. When the probability of a node meeting
two carriers in the same timeslot is negligible, i.e., N is much greater than M , Pec
can be approximated by
Pec ' λp,

(2.16)

where λ is the probability of a source node meeting at least one carrier, given by

M
1
λ=1− 1−
.
N

(2.17)

In general, the conditional transfer probability p is variable and depends on the states
of other source-destination pairs. However, when the number of pairs and carriers is
large, we can approximate this conditional transfer probability by a constant. Then,
the state-transition diagram of each source-destination pair, as well as the steady-state
distribution, can both be derived as a function of p. To determine p, we formulate
a ﬁxed point equation. Note that on average, the number of empty carriers is equal
Pnp
to M − i=1
E[mi ], where mi is the number of message carriers for pair i. Thus, we
can equate p as
p=

M−

Pnp

i=1

E[mi ]

M
np M
X
X
1
=1−
jπi (j).
M i=1 j=0

(2.18)
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It remains to solve for the stationary distribution of the Markov Chain in Fig. 2.6
that satisﬁes the ﬁxed-point equation. The resulting p∗ can then be applied to Fig.
2.8 to ﬁnd the expected new message delay as explained next.

Fig. 2.6. The state-transition diagram for the number of message-carrying
carriers of a particular S-D pair.

In the following, we propose two approaches to compute E[Pec ] approximately.

Fixed-point iteration
Let µj be the probability of a message carrier meeting the destination node in a
particular timeslot when there are currently j carriers containing the message. From
the i.i.d. mobility model of the carrier, we have

j
1
, j = 0, 1, ..., M.
µj = 1 − 1 −
N
Let p be the conditional transfer probability referring to the probability that the
carrier is empty when a particular source node (S) encounters a carrier. Given that
there are M total carriers and mi message carriers for pair i, we have
P
M − ni=1 mi
p=
.
M
The advantage of involving p is that E[p] becomes a linear function with respect to
variable mi . Therefore, we can solve E[p] iteratively satisfying
P
M − ni=1 E[mi ]
E[p] =
M


PM
M −n
j=0 jπj (p)
=
,
M

(2.19)
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where πj (p) is obtained numerically by the Markov Chain in Fig. 2.6. Note that Pec
used in Fig. 2.6 is replaced by
E[Pec ] = E[p]λ,

(2.20)

where λ is the probability of a source node meeting at least one carrier,


1
λ=1− 1−
N

M
.

(2.21)

The obtained result E[p] can then be applied to Fig. 2.8 to ﬁnd the expected delay
of a new message transmission. Note that although one can avoid the nonlinearity of
direct computing E[Pec ] when taking the expectation, one can show that
P

"

M #
M − ni=1 mi
1
1− 1−
pλ =
M
N

M −P mi
1
i
.
≤ Pec = 1 − 1 −
N
Therefore, Pˆec ≤ E[Pec ] and the computed expected delay serves as an upper bound
for the actual delay.

Linear approximation
n
1 e
is approximately a
Referring to Fig. 2.7, the probability Pec = 1 − 1 −
N
linear function of ne when the number of spatial cells is much greater than the number


of total carriers, i.e. N  M .
Therefore, consider in such situation,
the expected Prate of# generating an empty
"
M − ni=1 mi

1
can be approximated
carrier in the steady state E[Pec ] = E 1 − 1 −
N
by
M −Pni=1 E[mi ]
1
E[Pec ] ≈ 1 − 1 −
N

M −nm∗
1
=1− 1−
,
N


(2.22)
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Fig. 2.7. Comparison of relationship between Pec and the number of empty
carriers for diﬀerent scales of N , the number of spatial cells.

where we have use the assumption that all the pairs are independent and therefore
E[mi ] = m∗ for all i = 1, 2, ..., n. In the steady state, the rate of producing an empty
carrier should equal to the rate of utilizing for every pair. Therefore, we have

m∗i

M −nm∗
1
1
1− 1−
=1− 1−
,
N
N

(2.23)

which then gives us
m∗i =

M
,
n+1

∀i = 1, 2, ..., n,

(2.24)

and


1
E[Pec ] ≈ 1 − 1 −
N

M/(n+1)
.

(2.25)

The obtained result can then be applied to Fig. 2.8 and ﬁnd the expected delay.

Discussion
To capture the real quantity of Pec is nontrivial due to its nonlinearity nature
and interactions between each pair. To circumvent the latter diﬃculty, we apply the
result in the mean ﬁeld theory by assuming the independence between each pair.
Speciﬁcally, we assume Pec are independent between each pair and P¯ec is identical for
all pairs. The nonlinearity is dealt with applying linear approximation for Pec . The

32
approximated P¯ec is solved by ﬁxed-point iteration and the message delay is computed
by converting the problem into an absorption time problem in the Markov Chain. We
show that the result obtained serves as an upper bound.

Find the expected delay by considering the absorption time
We ﬁnd the expected message delivery delay E[σ] by considering the Markov
Chain in Fig. 2.8. The state Xk represents the number of message carriers carrying
the new message at time k. Recall that µj is the probability that at least one “new”
message carrier meets D when there are totally j of them in the environment. The
parameter λi is the probability that the number of “new” message carriers increases
by 1 provided that no such carriers already met D, and is given by
λi = Pec (1 − µi ).

(2.26)

Fig. 2.8. Markov Chain illustrating the absorption time from state 1 to
state T.

Deﬁne
τ = inf {k ≥ 0 : Xk = T }

(2.27)
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to be the absorption time of the Markov chain, and Ei [τ ] is the time when the new
message is delivered to D given that there is i message carrier carrying the new
message. Then
E[σ] = 1/Pec + E1 [τ ],

(2.28)

where 1/Pec is the expected time for a new message from S delivering to the ﬁrst
empty carrier it meets.
Let P be the transition matrix with entries pij representing the transition probability of state i to state j, and ST = {1, 2, ..., M } be all the transient states. We
now use the recursion relationship to derive the expected absorption time, Ei [τ ]. Let
.
ωi = Ei [τ ] be the expected absorption time given the initial state is i ∈ ST . Then,
"∞
#
X
1[n<τ ]
ωi = Ei
= Ei

" n=0
∞
X

#
1[X0 ∈ST ,X1 ∈ST ,...,Xn ∈ST ]

n=0

"
=1+

X

pij Ei

∞
X

"
=1+

pij Ej
"

=1+

pij Ej
"

=1+

pij Ej

=1+

1[X0 ∈ST ,...,Xn−1 ∈ST ]

∞
X

#
1[X0 ∈ST ,...,Xm ∈ST ]

∞
X

#
1[m<τ ]

m=0

j∈ST

X

#

m=0

j∈ST

X

∞
X
n=1

j∈ST

X

1[X1 ∈ST ,...,Xn ∈ST ] |X1 = j

n=1

j∈ST

X

#

pij ωj

j∈ST

where the fourth equation holds because of the Markov property. Therefore,
ωi = 1 +

X
j∈ST

pij ωj ,

i ∈ ST .

(2.29)
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When ST is ﬁnite, we can ﬁnd E1 [τ ] by the matrix solution using the method
below. First, partition the transition matrix P as
⎡
⎤
Q R
⎦,
P =⎣
0 A2
where Q is the restriction of A corresponding to ST , i.e.
Q = (pij , i, j ∈ ST )
and
R = (pkl , k ∈ ST , l = T ).
Referring to (2.29), we have
ω = 1 + Qω,

(2.30)

where ω and 1 are (|ST | × 1) column vectors. Therefore, we have
E1 [τ ] = ((I − Q)−1 1)1 ,

(2.31)

where the subscript k indicates the k th element of the vector.
Fig. 2.9 shows the results of expected delay in multiple-pair scenario obtained by
the two proposed Pec estimation and numerical simulation. Here we use N = 500,
M = 50, and the number of pairs n ranges from 3 to 30. We can see the two proposed
Pec estimations give very similar results and serve as a tighter upper bound when n
is smaller.
In the rest of the sections, we discuss how we can allocate the resource among all
the pairs to approach minimized weighted delay in the system. The weights come
into play when we consider diﬀerent message priorities among diﬀerent pairs.
To simplify the analytical solution, we ﬁrst consider a partitioned multiple S-D
pairs scenario. That is, we form the optimization problem of minimizing the total
system delay by using the weighted sums of single S-D pair delays. We later simulate
the practical situation using the result from the simpliﬁed model and show that it
gives a satisfactory result and provides useful intuition for system design.
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Fig. 2.9. Shows the comparison with the derived upper bound of the new
message delivery delay and simulation in multi-pair scenario.

2.4.2

Resource allocation: the homogeneous Case

Let Mi be the number of carriers allocating to pair i. Then we can form the
partitioned multiple S-D pair problem as
minimize
Mi

n
X

EMi [σ|m = 0]

i=1

subject to

n
X
Mi ≤ M.

(2.32)

i=1

By approximating EMi [σ|m = 0] by (2.15), the solution is
Mi∗ =

M
, for i = 1, 2, ..., n.
n

(2.33)

This is an intuitive solution due to the diminishing return property in the improvement of average delay with the number of available carriers. Speciﬁcally, the reduction
of the average delay for increasing one more available carriers in one pair is less than
the increase in the average delay of another pair. Hence, the optimal solution is
obtained by averaging the total available carriers equally to all the pairs needed.
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2.4.3

Diﬀerent Pair Priorities

The message delay requirement may not be the same for diﬀerent S-D pairs. For
example, some pairs of nodes are responsible for communications that require quick
responses to detected malicious events. We would like those pairs to stimulate the
immune system more quickly to react, i.e. shorter delay. In such scenarios, we modify
(2.32) by introducing weighting factors wi ≥ 0 before the expected delay for each S-D
pair i,
n
X

minimize
Mi

i=1

subject to

wi EMi [σ|m = 0]
n
X

(2.34)
Mi ≤ M.

i=1

Note that a larger wi indicates higher priority for pair i. The optimal allocated
number of carriers for pair i is given by
!

1/α

Mi∗

=M

wi
Pn

i=1

2.4.4

1/α

, for i = 1, ..., n.

(2.35)

wi

Approximating the Optimal Resource Allocation

In Sections 2.4.2 and 2.4.3, we have assumed that the carriers are partitioned
in such a way that there is a dedicated subset of carriers for each source-destination
pair. In practice, such partitioning may not be feasible. Next, we consider an alternate
scenario where carriers are not partitioned. Consider any one of the M carriers. Its
state transition diagram is shown in Fig. 2.10, where the state 0 represents it being
an empty carrier, and the state k represents that the carrier is carrying messages for
pair k. The probability of a message carrier switching to state 0 at the next timeslot is
γ ' 1/N , while the probability of staying at its current state is 1 − γ. We will control
the values of βk below to achieve a desired allocation of carriers. Note that here we
assume that N  M so that the probability of having two nodes or two carriers
in the same cell at a particular timeslot is negligible. Thus, the state transitions of
diﬀerent carriers can be taken as independent.
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Fig. 2.10. Approximated state transition diagram of a single carrier for
estimating the number of message carriers for each S-D pair. We assume
N  M.

In order to adjust the ratio of the number of message carriers dedicated to different S-D pairs in the steady state, we introduce the parameter ai to be the release
probability at the source node i. That is, the source node of pair i only passes its
message to an empty carrier with probability ai . Then, the probability β0 of an empty
carrier staying at state 0, and the probabilities βk of switching to state k, at the next
timeslot, are, respectively,
n 
Y


1
β0 =
1 − ai ,
N
i=1

n 
1
1 Y
1 − ai ,
βk ' ak
N i6=k
N

(2.36)
k = 1, 2, ..., n.

(2.37)

Note that here we use again the approximation that the probability of having two
nodes in the same cell at a particular time slot is negligible. Solving for the stationary
distribution, we have
π0 =

1+N

1
Pn

πk = (N βk )π0 ,

i=1

βi

,

k = 1, 2, ..., n.

(2.38)
(2.39)
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By a similar analysis, we can derive the total number of message carriers being a
fraction of the total available carriers as follows,
X

m∗i = ηM,

(2.40)

where η = (1 − β0 )/(1 − β0 + γ) and m∗i is the number of message carriers of pair
i in the steady state. We now propose a heuristic way to emulate the partitioned
P ∗
multi-pair model with
Mi = M . Speciﬁcally, we set
m∗i = ηMi∗ .
By combining (2.39) and (2.41), we have
 ∗
Mi
βi = (1 − β0 )
,
M

(2.41)

i = 1, ..., n.

(2.42)

This results in n equations for solving n variables, i.e. the a0i s. Let ajmax = 1, where
jmax = arg max wi , the rest of the release probabilities can be solved by Newton’s
i

method.

2.5

Numerical Evaluations
We ﬁrst verify our analysis results for the multi-pair case derived in the last section

based on the mean-ﬁeld approximation. Note that the parameters are chosen as a
proof of concept to manifest the proposed methods. A derivation of more realistic
sets of parameters in biological systems is beyond the scope of this work.
Suppose that the time a nanosensor passing through the communication region
is upper bounded by 10 mins, i.e. Ta = 600 (s). Also, let λ = 1/3600 (s−1 ) so
that the average inter-arrival time of a nanosensor is 60 mins. Suppose further that
the number of the total available carriers M = 50, we can obtain N = 250 by
(2.2). As shown in Fig. 2.11, the mean-ﬁeld approximation aligns very well with the
simulation results. The approximation serves as an upper bound of the true delays
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Fig. 2.11. The comparison of the analytical message delays (based on the
mean-ﬁeld approximation) with simulation results in multi-pair scenario.
The expected delay is doubled when the probability of node-carrier contact
is halved. The approximations serve as tight upper bounds for the true
delays.

since by approximating Pec as in (2.16), the approximated Pec is itself upper bounded
by the true value, i.e.
pλ ≤ Pec,true

p

M −Pni=1
mi
1
=1− 1−
.
N

Therefore, the derived expected delay is larger than the true delay, since intuitively,
a smaller probability of meeting empty carriers leads to a longer wait for the source
node to pass on the new message.
The heuristic approach to optimize the system delay is veriﬁed under the following
settings. The control group is when all the nodes releasing messages with probability
1 (ai = 1, ∀ i = 1, ..., np ). The second case is when the nodes adopt the release
probabilities derived using the partitioned model satisfying (2.42). Case 3 and 4
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Table 2.2.
Simulated number of message carriers and the expected system delay
in steady state when three source-destination node pairs having priority
weighting w = {1, 25, 50}. We use N = 500, M = 100.
Simulated
Number of
Release
Cases

Pair i

Partitioned Model

Weighted

Weighted Delay

System Delay

Message
Probability
Carriers
(unpartitioned)

Case 1

Case 2(*)

Case 3

Case 4

1
2
3
1
2
3
1
2
3
1
2
3

1.00
1.00
1.00
0.17
0.44
1.00
0.2
0.8
1.0
0.1
0.5
1.0

25.32
25.44
25.12
3.6
23.2
35.92
6.16
28.12
32.52
3.4
18.6
38.6

12768

10097

10710(*)

9162(*)

10843

9353

10751

9536

correspond to other plausible assignments for the release probability according to
their priorities. We aim to show that Case 2 is indeed better than the other cases.
The results are summarized in Table 2.5 and Fig. 2.12 using np = 3.
Several observations can be made. First, the optimal carrier allocation derived
from a partitioned model generalizes well to the unpartitioned model, in the sense
that the system delays are minimized in both cases. It suggests that coordinating
the number of message carriers as in the partitioned model is not only simpler, but
also useful in practice in decentralized nanosensor communications. Second, even
though the approximated delay is an upper bound of the true delay, it still provides
a good metric for estimating the delay performance under the unpartitioned model
for various release probabilities. We leave to future work how to directly optimize
the system for the unpartitioned model, but we suspect that the derived upper-
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bound delay will play a crucial role in the problem. Finally, the system delay can be
manifestly improved by adopting various release probabilities at source nodes with
diﬀerent message priorities. The enhancement can be even more signiﬁcant when
the nanonetwork consists of large number of S-D pairs dedicated to a wide range of
purposes.

1.4

×10 4

Weighted System Delay
Partitioned Model Weighted Delay

Weighted Delay (timeslot)

1.3

Simulated Delay (unpartitioned)
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Fig. 2.12. The weighted system delay of four simulated scenarios when
diﬀerent release probabilities are used. The one with the proposed policy
achieves the shortest delay.

2.6

Conclusion
While eﬀective communication in nanosensor networks is important for accom-

plishing cooperative tasks, it remains a diﬃcult challenge due to the limited capabilities of nanodevices. Borrowing from the communication capability of living cells
(such as bacteria), we study delay performances of a nanosensor network with buﬀerconstrained relays.
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We found that the expected delay in the single S-D pair case can be well approximated by a convex function of the total number of available carriers. Viewing
information carriers as a shared medium for multi-pair communications, we further
proposed a heuristic transmission scheme to optimize the (steady-state) delay performance with diﬀerent message priorities. The proposed method is analyzed using
mean-ﬁeld approximations and signiﬁcant delay improvements is veriﬁed with numerical simulations. We believe the proposed method of optimizing release probabilities
at the source nodes can shed insights on designing eﬀective communication in large
scale nanonetworks.
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CHAPTER 3. COORDINATION OF BACTERIA-INSPIRED
CARRIERS FOR GLOBAL EMERGENT BEHAVIORS
We study a nanosensor coordination scheme to eﬀectively deliver nanosensors to deep
targets. Deep targets are far away from the main patrolling paths of nanosensors (e.g.
blood vessels) and hence the delivery ratio relying on natural diﬀusion can be very
low. Inspired by the communication and motility capability of bacteria, we devise a
decentralized coordination strategy so that once the deep target is identiﬁed by a small
number of nanosensors, they can eﬀectively recruit far-away nanosensors towards the
target. Note that since the target is deep, patrolling nanosensors are typically outside
the direct communication range of those nanosensors at the location of the target.
Therefore, multi-hop communication is required to recruit replenishing agents from
the main paths. We demonstrate that the proposed strategy can successfully pull the
patrolling nanosensors to the deep target when the model parameters are properly
selected. This suggests a potential solution to the open problem in cancer treatments
that therapeutic agents are kept away from the central necrotic core of tumors.

3.1

Introduction
With increasing understanding to bacteria and the development of DNA tech-

nology, manipulation of microbial genomes provide promising treatments to human
disorders. Due to the innate capability of bacteria, they serve as good candidates for
applications such as gene delivery vectors, drug delivery carriers, oncolytic vectors,
and vaccination [90]. Experiments have been conducted to demonstrate the eﬃcacy
of engineered bacteria for the treatment of inﬂammatory bowel diseases, autoimmune
disorders, cancer, metabolic disease and obesity [55].
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One main downside of traditional cancer therapies such as radiotherapy and
chemotherapy is the lack of tumor speciﬁcity. Sacriﬁcing healthy cells induces undesirable side eﬀects. Gene therapy provides a realistic prospect for the treatment
of cancers, which involves the delivery of a nucleic acid eﬀecting the expression of a
gene of interest in the desired location [90]. The insertion of plasmid vectors that
encode proteins (e.g. antigens, antibodies, cytokines, enzymes, etc) into live bacteria
also oﬀers great varieties of strategy in combating tumor cells.
There are many forms of bioengineered bacteria, such as recombinant bacteria,
tumor-targeting bacteria, nanoparticle-carrying carriers, or a “bacterial ghost” [91].
We summarize the main categories of bio-engineered bacteria in Appendix A.

3.1.1

Related Work

Some prior work for delivering therapeutic agents to deep targets assumes that
the positions of the deep targets are already known. For example, in [92], they constructed a signaling-receiving module to recruit more agents to the target position
via nanoparticles. The signaling module, e.g. gold nanorods, are pre-delivered to the
tumor site and heated to cause damage to blood vessels in the tumor, as shown in
Fig. 3.1. This will activate the coagulation cascade process and recruit the receiving particles that carry therapeutic cargo. It is shown the proposed system in [92]
achieves 40 times higher doses of chemotherapeutics delivered to tumors than noncommunicating controls. However, in many cases, since not all deep targets are known
when the therapy is delivered, the above methodology does not always apply.
Ideally, we wish the nanosensors to detect deep targets autonomously, e.g., [93]
uses bacteria as the tool for sensing unknown target positions. However, since the
targets are deep, only a few nanosensors can reach the deep targets. Thus, it is highly
desirable that those few agents reaching the target can recruit more nanosensors afterwards. The prior work in nanosensor coordination mainly focuses on recruiting agents
that are initially surrounding the targets. In [51, 94, 95], the authors proposed coor-
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dination schemes using two chemicals, repellents and attractants, for eﬃcient target
tracking and detection. In [52], the authors proposed using two types of nanomachines in a non-diﬀusion based environment to detect targets. Besides chemical signaling, [50] also proposed the usage of acoustic waves to coordinate nanomachines
for detection purposes. However, because of the limited communication capability
of nanosensors, the number of nanosensors that can be recruited in the immediate
neighborhood is usually low.
In order to increase the eﬀectiveness, it is therefore imperative to be able to use
multi-hop communications to recruit nanosensors from far away. An early attempt to
devise non-deterministic local rules on nanomachines to recruit nodes to target positions can be found in [47]. They proposed using three diﬀerent chemicals to attract
the nanomachines located near target locations. Some nanomachines diﬀerentiate into
signal repeater stations when sensing type-1 chemical released from the target location. They then release type-2 chemical to propagate the detected signal. Similarly,
some nanomachines that sensed type-2 chemical will release type-3 chemical. Three
chemicals are used to avoid the confusion of movements for those nanomachines moving toward the target. Although the strategy can successfully recruit nanomachines
in 3-hop distance from the target, its generalization requires n diﬀerent chemicals to
attract nanomachines n hops away for deep-target detection. The requirements of
releasing, sensing, and reacting to n diﬀerent chemicals for the nanomachines lead
to high implementation complexity. Therefore, the problem of eﬀectively gathering
therapeutic agents towards these abnormal targets using a small number of chemicals
remains open.
The rest of the chapter is organized as follows. In Section 3.2, we describe the
system model and the design challenges for node coordination. Section 3.3 presents
our proposed strategy and justiﬁcations. Numerical results are shown in Section 3.4.
Finally, we summarize the contributions and future work in Section 3.5.
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Fig. 3.1. Illustration of signaling particles broadcasting the tumor location
to receiving particles, modiﬁed from [92].

3.2

System Model and Design Challenges

3.2.1

Communication Channel Model

In this work, we assume a chemical can be sensed by a nanosensor if its distance to
the closest releasing source (which is another nanosensor) is within the eﬀective range
of the chemical. Denote RA and RB as the eﬀective ranges of the two chemicals ChmA and Ch-B, respectively. We use δjA (t) and δjB (t) as indicator functions representing
that nanosensor j has detected Chm-A and Chm-B above the sensitivity thresholds
at a speciﬁc time t. That is, let NA ⊂ N denote the set of nanosensors releasing
Chm-A. The rest of the nanosensors j ∈ N \ NA would update δjA (t) as
δjA (t) =

⎧
⎨1,
⎩

0,

min ||xj (t) − xi (t)|| ≤ RA

i∈NA ,i6=j

(3.1)

otherwise,

where xj (t) is the location of nanosensor j at time t and N is the set of all nanosensors.
The indicator δjB (t) is determined similarly. The released chemicals are assumed to
diﬀuse away after a short amount of time. Therefore, constant updates of δja (t) and
δjB (t) are necessary.
The above model is suitable for our setting for the following two reasons. First, the
nanosensors are sparse in our region of interest. Therefore, the chemical accumulation
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eﬀect is less crucial, which allows us to model the detection of released chemicals as
a function of distances. Second, in our proposed strategy, nanosensors only release
guiding chemicals when they are in sparsely populated regions. As a result, the
eﬀective range of chemicals is not much aﬀected by chemical accumulations from
other nanosensors due to fast decay of chemical concentrations with respect to the
distance (see Remark below). The beneﬁt of this model is that it simpliﬁes the
analysis for the proposed strategy without loss of generality.
Remark 1 If each nanosensor releasing an impulse of chemicals is assumed to be a
point source, the evolution of concentration can be described by Fick’s Law as in [96]
C(r, t) =

N
2
e−r /4Dt ,
3/2
(4πDt)

(3.2)

where N is the total number of released molecules and r is the distance from the
releasing source. Thus, one can calculate the value of RA and RB based on a threshold
for detecting the chemical.

3.2.2

Navigation of Nanosensors

Each nanosensor is assumed to be capable of sensing two chemicals, Chm-A and
Chm-B, and deciding whether to remain stationary or move in the direction of high
chemical concentration. This is indeed mimicking communication in bacteria communities, in which the collective behavior is synchronized via quorum sensing, and the
motility of bacteria is based on the chemotaxis mechanism [28], which drives them
toward higher concentrations of chemicals, referred to as attractants.
Here, Chm-A serves the same purpose for attractants, while Chm-B serves a similar purpose as autoinducers in quorum sensing. In other words, Chm-A is the “path
indicator” chemical to identify the direction of movement for neighboring nanosensors,
while Chm-B is used for nanosensors to sense the population density in their neighborhood. Based on the detected boolean values of δjA (t) and δjB (t), each nanosensor
takes action aj (t) ∈ A = {Monitor, Move, Broadcast, Idle}, based on the decision
�

rule ρ δjA (t), δjB (t) . Each operation mode in the action set A is described below:
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• Monitor : Update δjA (t) or δjB (t) based on (3.1).
• Broadcast: Release Chm-A molecules at its location.
• Move: Propel to the nearest broadcasting neighbor within detectable range.
• Idle: Remain idle until next command.
Our goal is therefore to design a local rule ρ such that the collective behavior of the
system can recruit nanosensors towards deep targets continuously.
The time is discretized so that at each time step, the position of nanosensors are
updated based on their targeted positions and environmental perturbations, which
are modeled by additive Gaussian noise. Speciﬁcally, the position of nanosensor j is
updated according to
xj (t + 1) = x̂j (t + 1) + η,

(3.3)

where η ∼ N (0, σx2 ) and the targeted position at time t + 1, x̂j (t + 1), is given by
⎧
⎨ x (t), a (t) 6= Move,
j
j
x̂j (t + 1) =
(3.4)
⎩x ∗ (t), a (t) = Move,
k
j
where k ∗ is the index of nanosensors which release Chm-A and have the shortest
distance to xj (t) within RA . That is,
k ∗ = arg min ||xj (t) − xi (t)||,
i∈Nj

(3.5)

where
Nj = {d : d 6= j, ||xj (t) − xd (t)|| ≤ RA ,

(3.6)

ad (t) = Broadcast}.
Note that we do not consider the volume occupied by each nanosensor (a.k.a. the
volume exclusion principle). Also, we assume that nanosensors are synchronized and
they have suﬃcient molecules to release throughput the process.
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3.2.3

Environment Setup

We assume that the target is located at the center of a square monitoring area M.
For ease of demonstration, we also assume the nanosensors are initially distributed
uniformly with density λ in the 2D space when the target is found. To model the
replenishing source of nanosensors from the main patrolling path, we assume new
nanosensors enter the system with a rate of µ from the upper-right corner of M,
which then follow the dynamics of (3.3).

3.2.4

Design Challenges

The design of local decision rules to achieve deep-target nanosensor delivery using
only two chemicals involves two main challenges:
1. The selection of agents to stay stationary is critical for paths to the deep target
being formed autonomously. As we will see later, this can actually be accomplished by quorum sensing via Chm-B.
2. Relay nodes for guiding paths should coordinate intelligently (using local information) so that nanosensors can swarm towards the target directions instead of
moving in opposite directions. This requires a more careful design as detailed
in Section 3.3.
When too many nanosensors move towards the target, fewer of them are left for
relaying target location information. The lack of relays could limit the long-term
number of nanosensors recruited to the target due to broken guidance paths. On the
contrary, if too many nanosensors stay stationary for relay purposes, the number of
nanosensors reaching the target will be low as well. Therefore, it is important for the
strategy to be robust and balanced between these two objectives.
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Fig. 3.2. Illustration of “targeting” and “path marker” nanosensors. The
center node is a “path marker” in Broadcast mode, who wishes to recruit
“targeting” nodes. The nodes on the left sense higher concentration of
Chm-B, and thus some of them will become ”targeting” nodes. The nodes
on the right sense lower concentration of Chm-B, and thus become new
”path markers.”

3.3

Proposed Strategy

3.3.1

Overview

Our proposed strategy is designed based on the following principles. Conceptually,
we can categorize nanosensors into two categories based on their intended objectives:
1. “Targeting” nanosensors: having the tendency of moving towards target locations so that the target can be treated.
2. “Path marker” nanosensors: broadcasting the target location information to
recruit new nanosensors to the targets.
The role of “path marker” or “targeting” nanosensors does not remain unchanged for
a given nanosensor. Rather, it is very likely that later coming nanosensors become
“path markers” and the previous “path markers” turn into “targeting” agents.
The critical rule to diﬀerentiate a nanosensor between the two roles is the neighboring density of nanosensors around it, which is characterized by the concentration
of Chm-B (see Fig. 3.2). When the concentration of Chm-B is low, a nanosensor is
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more likely to become a “path marker,” which remains in Broadcast mode to relay the
signal and recruit new-coming nanosensors. A “targeting” nanosensor, on the other
hand, operates between Move and Idle alternatively (Algorithm 1 line-14 and line17 ). When no Chm-A is sensed, a nanosensor remains in Idle mode (line-17 ). The
system functions intuitively in that it requires “path marker” nanosensors to remain
static to keep the signal-cascading path connected. Those “targeting” nanosensors
can then follow the formed cascading path to move closer to the target more eﬀectively, rather than relying on aimless diﬀusion.
The proposed policy is detailed in Algorithm 1. The release of Chm-A at each
“path marker” is intelligently scheduled by the proposed policy, such that “targeting”
nanosensors move towards the target in multiple hops. PRun (line 13, where u ∈
[0, 1] is a uniformly-distributed random variable) is a designed parameter to trade oﬀ
nanosensors’ converging speed toward the target and the probability that a signalcascading path to the target stays connected.

3.3.2

Broadcast-then-Attract

We refer to the nanosensor reaching the target as at level-0. Nanosensors within
the eﬀective range RA of the target are referred to as at level-1. Similarly, we deﬁne
nanosensors sensing the cascading signal k hops from the target as at level-k. Further,
we denote sk (t) ∈ A as the action that at least one nanosensor in level-k is operating
at timeslot t, and δ(Bl) (t) indicates that nanosensors in level l have sensed Chm- B in
timeslot t. By default, all the nanosensors have the ﬂag “ToBroadcast” set to False
initially.
Notice that the signal-cascading process must initiate at the target location, i.e.
at level 0 (line 1-3, see also time 0 of Fig. 3.3). At any given timeslot t, if sk (t) =
Broadcast (Br), level-(k+1) nanosensors will sense the existence of Chm-A and choose
three possible actions:
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Algorithm 1: Decision rule of each nanosensor j at timeslot t for deep-target
delivering
Input: Concentrations of Chm-A and Chm-B
if Reached the target then
Broadcast (Br) Chm-A;
return;
Update δjB (t); // neighborhood density ﬂag
if δjB (t) = 0 and ToBroadcast = True then
Broadcast (Br) Chm-A;
ToBroadcast ← True;
goto line-17;
ToBroadcast ← False;
Update δjA (t) // sensed Chm-A ﬂag
if δjA (t) = 1 then
if δjB (t) = 1 then
if u ≤ PRun then
Move to the nearest broadcasting neighbor;
else
ToBroadcast ← True; // prepare to broadcast
Remain Idle for the rest of the timeslot;

B
(t) = 0, line-16 will be executed to set the “ToBroadcast” ﬂag to be
1. If δ(k+1)

True. This allows the level-(k + 1) nanosensors to prepare broadcasting in the
next timeslot so that they can propagate the target information outwardly, as
shown by the black nodes between time 0 to time 2 of Fig. 3.3. This outward
propagation continues until it reaches a level l with δ(Bl) = 1.
B
(t) = 1, nanosensors within level k + 1 will switch to Move with prob2. If δ(k+1)

ability PRun and propel to the nearest broadcasting neighbor (by following the
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largest gradient direction of Chm-A). This will lead these moving nanosensors
to relocate from level k + 1 to level k, as shown by the crossed node in time 2
of Fig. 3.3.
B
(t) = 1 but do not enter line-14, they will remain
3. If the nanosensors have δ(k+1)

Idle for the rest of timeslot t (line-17 ), as shown by the white node in level 3
at time 2 of Fig. 3.3.
Note that one critical requirement for successfully recruiting nanosensors towards
the target direction is to guarantee that the moving nodes can only move closer to
the targets. In other words, once level-(k + 1) nodes move to level-k, the broadcast
of Chm-A at level k should stop so that these nodes can continue to move to level(k − 1). This requirement is accomplished in Algorithm 1 by allowing broadcast only
when a nanosensor is in a sparsely populated region (line-5 ). Thus, if there were
nanosensors that moved to the neighborhood of broadcast-intended nanosensors (i.e.,
with ToBroadcast = True) in the previous timeslot, the broadcast tendency of the
latter nanosensors will be inhibited since δ(Bk) (t) is updated to 1 (line-4 ). As shown
between time 3 and time 4 of Fig. 3, this design allows the nanosensors to be attracted
all the way to the target.
In summary, thanks to distributed decisions based on Algorithm 1, the system
repeats a very interesting broadcast-then-attract behavior initiating from the location
of deep targets. As shown in Fig. 3.3, Chm-A is propagating outwardly via a signalcascading process until a densely populated nanosensor region is reached. Then, the
signal-cascading process is inhibited and alternatively, the system starts to attract
available nanosensors until they reach the target. The process is repeated afterwards
to recruit more and more faraway nanosensors towards deep targets.
In Section 3.4, we will show that when all the nodes follow the proposed policy,
nanosensors in the main patrolling path can be continuously guided through multihop communication towards the deep target.
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Fig. 3.3. Conceptual illustration of the system dynamic. The black nodes
are broadcasting Chm-A, the white nodes are in Idle, and the crossed
nodes are moving to the nearest broadcasting neighbor.

3.3.3

Requirements for RA and RB

It is important that RA and RB are properly chosen so that the proposed strategy
can successfully deliver nanosensors to the deep target continuously. The implementation considerations are discussed below.
1. To maintain the signal-cascading process, the eﬀective range of Chm-A should
be greater than the distance between each “path marker.” This indicates that
initially, the range RA should at least cover another nanosensor from the target
location. Therefore, we require RA to be greater than the expected distance
between the two closest nanosensors Rnear , i.e.
Z ∞
1
r f (r)dr = √ ,
RA > E[Rnear ] =
2 λ
0

(3.7)

where f (r) = (2λπr) exp(−λπr2 ), r > 0, is the density function of the distance
to the nearest nanosensor.
2. The average number of nodes aﬀected by a “path marker” nanosensor should
be greater than 1. Otherwise, the cascaded process can be terminated early
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Fig. 3.4. The snapshots of nanosensors gathering toward the target while
constructing “path markers” along multiple paths to recruit later coming nodes. The circles represent the eﬀective ranges of Chm-A due to
nanosensors in Broadcast mode.

and fail to propagate outward from the target location. This leads us to the
requirement of
2
2
λ π(RA
− RB
) > 1.

3.4

(3.8)

Numerical Results

3.4.1

Conﬁgurations

In our simulations, we set the default parameters as shown in Table 4.2 unless
otherwise stated. The release of chemicals is assumed to stay eﬀective for one timeslot,
afterwards it is lost due to chemical diﬀusion. Note that we do not assume M to have
a closed boundary. That is, nanosensors can move out of boundary due to moving
disturbances. As explained in section II.C, the replenishing source of nanosensors is
assumed to provide new nanosensors with a rate, µ = 1, located at the upper-right
corner of M. The nodes experience Brownian motion-like trajectory unless sensing
the recruiting chemical Chm-A.
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Table 3.1.
Simulation parameters of the nanosensor coordination scheme for deeptarget delivery.
Parameters

Descriptions

Values

RA

Eﬀective range of Chm-A

100 (µm)

RB

Eﬀective range of Chm-B

30 (µm)

M

Monitoring area

1000 × 1000 (µm2 )

λ

Local density of agents in M

3 × 10−4 (1/µm2 )

µ

Rate of agents entering the system

1 (1/timeslot)

Probability of movement when both
PRun

δjA and δjB equal to 1

0.1

Standard deviation of the agent locaσx

3.4.2

2 (µm)
tion disturbances

Results

In Fig. 3.4, the time snapshots of the system simulation are shown to demonstrate
the signal-cascading process. Initially, Chm-A is released at the target location since
only one nanosensor ﬁnds the target. Later on, we can observe a growing number of
nanosensors moving toward the target, while “path markers” are continuously broadcasting the target location to recruit greater numbers of nanosensors from farther
distances.
In Fig. 3.5, we show the number of nanosensors reaching the target as time elapses.
With larger PRun , we see initially a larger amount of nanosensors converging to the
target. However, the signal-cascading path is more fragile and subject to disconnection due to a higher tendency of movement for nanosensors, leading to fewer agents
capable of reaching the target eventually. In contrast, the system with smaller PRun
has an initially smaller converging speed of nanosensors toward the target. However,
since the cascading process can be kept intact with higher probability, agents reach
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Fig. 3.5. Shows the relation of PRun to the number of nanosensors gathered
at the target. Smaller PRun leads to more durable signal-cascading path
and ends up recruiting more nanosensors.

the target with a more constant rate, which eventually leads to better target detection
than that of the larger PRun .
For the performance metric, we deﬁne the steady-state arrival rate of nanosensors
π at the target as
π=

N (tf ) − N (t1 )
,
tf − t1

(3.9)

where N (t) is the number of nanosensors reaching the target at time t, tf is the ﬁnal
observation time and t1 is the time that the system leaves the transient state. Based
on Fig. 3.5, we chose t1 = 100, indicating that the nanosensors recruited within
distance RA from the target are excluded from the calculation.
Fig. 3.6 and Fig. 3.7 show the change of rate π with diﬀerent values of RA
and RB . Intuitively, a larger RA leads to a larger recruitment region, and therefore
the rate of gathered nanosensors increases as long as the cascading paths cover the
replenishing source. On the contrary, there exists an optimal RB to maximize the rate
of reaching nanosensors for a given RA . If RB is too small, then too many nanosensors
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Fig. 3.6. The rate of nanosensors reaching the target increases with increasing values of RA under the proposed policy.
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Fig. 3.7. The rate of nanosensors reaching the target for various values of
RB with ﬁxed RA = 100 (µm).

stay static serving as “path indicators.” If RB is too large, fewer nanosensors can
be recruited since the range diﬀerence, RA − RB , becomes small. Hence, there is a
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best RB that trade oﬀ between the two. Observe that when the model parameters
are selected properly, system performance can be enhanced signiﬁcantly compared to
solely relying on natural diﬀusion.

3.5

Conclusion
We studied a nanosensor coordination strategy that can recruit nanosensors from

the mainstreams (e.g. blood vessels) towards deep-target locations using only two
chemicals. We demonstrated that nanosensors can autonomously form “path markers” and guide new nanosensors via a multi-hop signal-cascading path. Bacteria-based
gene therapy and drug delivery can beneﬁt from this result in many scenarios where
delivering therapeutic cargo into the core of tumors is necessary.
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CHAPTER 4. EMISSION TIME ALLOCATION OF MESSAGE
CARRIERS IN ACCELERATED DIFFUSIVE CHANNELS
Diﬀusion-based molecular communication has been proposed as a promising alternative for wireless communication in nanoscale systems. However, the stochastic nature
of the diﬀusive channel causes the problem of inter-symbol interference, which hinders
the error performance. In this chapter, we investigate an accelerated diﬀusive channel
and propose a transmission scheme that achieves higher throughput than the diﬀusive channel with constant drift velocity. A better performance of the the accelerated
channel due to reduced intersymbol interference is proved. The accelerated channel
can be realized by having message-bearing charged molecules transmitted in an electric ﬁeld. We analyze the misdetection and false alarm probability in the accelerated
channel and demonstrate how optimal thresholds at the receiver should be chosen
to achieve best error performance. Veriﬁed by simulation results, we show that the
transmission throughput of point-to-point communication can be highly increased in
the accelerated channel compared to the drifted channel, especially in the low error
performance region. The strategy proposed could serve as a promising molecular
communication scheme aiming for higher information throughput or reduced error
performance.

4.1

Introduction
The molecular communication considered in this work consists of a nanotransmit-

ter (NT) and a nanoreceiver (NR) that are envisioned as nanodevices that possess
basic processing and sensing capabilities [10]. Information generated at the NT is encoded with diﬀerent molecular types, which are then released and propagated through
the diﬀusion channel until sensed and decoded by the NR.
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In contrast to constant drift channels, we consider using low concentration of ions,
such as weak electrolytes, for communications in the existence of electric ﬁelds1 . For
very weak electrolytes, the velocities of ions can be taken as approximately equal
to that at inﬁnite dilution [98]. Therefore, we assume that each molecule moves
independently without considering ion-ion interactions. The reason for considering
low concentration of ions is two-fold. First, it allows us to carryout performance
analysis without taking into account opposite charges surrounding an ion (“ionic
atmosphere”) that may impede its movement as in higher concentrations. Second, a
ﬁrst-order approximated model can provide clearer insights on how a communication
system can beneﬁt from the electric ﬁeld. In practice, we also imagine this is a realistic
case since high concentration of ions may lead to a more chaotic channel and severe
inter-symbol interference at the receiver. Note that we assume a uniform electric ﬁeld
aligns with the transmitter and receiver. The implementation of creating such ﬁeld,
however, is beyond the scope of this work.
At the NT, Type-Based On-Oﬀ Keying (TB-OOK) modulation is adopted, i.e.
the NT remains silent when transmitting a bit 0, and releases type-k molecules when
sending a bit 1 at k-th position of the symbol block. The strategy for determining
the release times of information molecules and the decoding technique is presented
to support high throughput transmission. At the receiver, we assume the molecules
can be sensed within a detection distance. By comparing the number of detected
molecules to pre-deﬁned thresholds, the receiver can decode the information received
with minimum bit-error-rate (BER). The method of selecting optimal thresholds for
each type of molecules is also presented.
The contributions of this work are as follows:
1

In biotechnology, the method of using electric ﬁeld to diﬀerentiate diﬀerent sizes of charged
molecules is called electrophoresis. For example, gel electrophoresis is widely used to separate
diﬀerent sizes of DNAs due to the negative charge (i.e. phosphate) they carried [97]. This suggests
that electric ﬁelds do aﬀect movement of charged molecules and it may be very probable to use them
for communication purposes with careful designs. In fact, it is well known that ions will experience
a direction force when an electric ﬁeld is applied to the solution, causing ions to have a net velocity
along the axis of the ﬁeld regardless of the random collision forces. A typical ﬁeld of 1 V/m is
founded to produce mean net ionic velocities of the order of 50 nm s−1 [98].
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1. To the best of our knowledge, this is the ﬁrst work demonstrating the advantages
of molecular communications under a ﬁeld-accelerated diﬀusive channel over a
constant-drift channel.
2. From the results, we believe the accelerated channel can be a solution to reduce
the eﬀect of inter-symbol interference and increase the communication throughput given the same tolerable error performance.
3. The proposed scheme and results are not only applicable to the diﬀusive channel
in molecular communication, but also apply to other situations in which diﬀerent
message-bearing signals have diﬀerent travel times in a medium.
The rest of the section is organized as follows. We introduce the system model of
the accelerated channel in Sec. 4.2. Then, the proposed transmission and decoding
schemes for molecule allocation is presented in Sec. 4.3. In Sec. 4.4, we derive the
analytical bit-error-rate and the throughput performance, and present the method
for optimal threshold selection. In Sec. 4.5, the equivalent constant-drift channel is
deﬁned for a fair comparison to the accelerated channel. The numerical results are
presented in Sec. 4.6. Finally, we conclude the section in Sec. 4.7.

4.2

System Model

4.2.1

Transmitter and Receiver

The transmitter adopts Type-based On-Oﬀ Keying (TB-OOK) modulation for
molecular transmission: it remains silent for bit 0 representations, and emits an impulse of Nemit molecules to represent a bit 1. We assume that there are L diﬀerent
types of molecules available at the transmitter, where each type of molecule is associated with unique charge-to-mass ratio, leading to diﬀerent ion mobilities in the
electric ﬁeld channel.
The receiver is assumed to have the ability to diﬀerentiate diﬀerent types of
molecules based on their unique physical or chemical properties within a decoding
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range Rd . Based on the quantities of molecules (or concentrations) sensed within the
decoding range, the information is decoded by comparing the magnitude of sensed
molecules to pre-designed thresholds at the sampling times. Molecules being detected
are assumed to remain in the medium, which may contribute inter-symbol interference
to later decoded symbols.

4.2.2

Channel model

Molecules being released from the NT experience a diﬀusion process that is modeled by Brownian motion. The expression of the particle position at time t in 3dimensional space x(t) with net velocity v(t) can be written as follows:
Z t
x(t) = bx (t)î + by (t)ĵ + bz (t)k̂ +
v(t0 )dt0 ,

(4.1)

0

where bx (t), by (t), bz (t) ∼ N (0, 2Dt) with D being the diﬀusion coeﬃcient. Note that
we assume each type of molecules has the same radius and therefore the same diﬀusion
coeﬃcient based on the approximation of spheric molecules [99]. The trajectory of a
released molecule is governed by the net velocity, where the expected location can be
Rt
represented as E [x(t)] = 0 v(t0 )dt0 relative to the NT.
We assume that the transmitter and the receiver are aligned in the direction of the
electric ﬁeld. This allows us to focus on the modulation designs and the ﬁrst-order
performance analysis in an accelerated channel. Note that the proposed system can
support two-way communication by having opposite-charged molecules released at the
“receiver,” which then switches the roles of the NT and the NR. This environment
setup may overcome the limitation of a constant-drift channel that only ﬂows in oneway direction. In this work, however, we would focus on the one-way communication
scheme.
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A released molecule is assumed to have zero initial velocity and is then accelerated
by the uniform electric ﬁeld of magnitude E until it reaches a terminal velocity. Based
on Stokes’ Law, a spherical molecule of radius a experiences a frictional force
fd = 6πηav

(4.2)

when moving in the ﬂuid, where η and v are the dynamic viscosity of the ﬂuid and
the relative velocity of the object to the ﬂuid, respectively. Let mk and ck be the
mass and the charge of a type-k molecule. The velocity of a released molecule of type
k can be derived using Newton’s Law as follows:
ck E 6πηavk (t)
dvk (t)
=
−
,
mk
dt
mk

(4.3)

which results in
ck E
vk (t) =
6πηa





6πηat
1 − exp −
mk


.

(4.4)

The acceleration of the type-k molecule at time t is therefore
ck E
dvk (t)
=
exp(−6πηat).
dt
mk

(4.5)

The acceleration eventually goes to zero as the molecule reaches its terminal velocity.
In this work, since the radius of the transmitted ions are small and the communication
distance between the NT and NR is short, we assume that the acceleration decay in
(4.5) is negligible. That is, with the travel time t ﬁnite,
dvk (t)
≈ ck E/mk ,
dt

as a → 0.
(k)

Therefore, the expected travel time for a type-k molecule Ttr to reach the closest
distance to the NR can be derived using Newton’s Law,
s
s
h
i
2~rNR
2mk k~rNR k2
(k)
E Ttr ≈
=
,
dvk /dt
ck E

(4.6)

where we assume that the NT is located at the origin, and the NR is at ~rNR without
loss of generality.
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4.3

Transmission and Decoding Scheme
The design philosophy is to improve receiver performance utilizing the acceleration

property of the channel. Observe that the average distance between molecules with
diﬀerent release times increases due to the channel acceleration. That is, a receiver
sees larger “gaps” between molecules from diﬀerent symbols than seeing from a transmitter. In the following, we propose a modulation technique that takes advantage of
this property to reduce the inter-symbol interference.

4.3.1

Transmission and Modulation Scheme

The nanotransmitter consists of three blocks as shown in Fig. 4.1. The type-based
mapping block determines which type of molecules to represent the current information bits; the release time assignment block decides the time instants that molecules
should be emitted; the molecule emission block releases molecules corresponding to
the assigned emitting instants. In the following, we present the design of each block
in more detail.

Fig. 4.1. The block diagram of a molecular release-control transmitter.

Type-based mapping block
The purpose of the type-based mapping block is to determine which type of
molecules to represent the current information bit. Recall that L is the number

66
of diﬀerent types of molecules available for transmission, and let xn be the n-th information bit. The transmitter applies each bit xn to the mapping function,
⎧
⎨
0
, xn = 0,
ln (xn ) =
⎩[(n − 1) mod L] + 1 , x = 1,
n

(4.7)

for n = 1, 2, ..., Nbit , where Nbit is the total number of information bits (typically,
Nbit > L) and mod is the modular operation. Note that, except for the label 0, which
indicates releasing no molecules, other labels ln ∈ L = {1, 2, ..., L} correspond to the
release of type-ln molecules if the ln ’s position in a symbol is a bit 1.

Release time assignment block
After the type-based mapping process, the release time assignment block decides
the times at which molecules should be emitted. The objective of the release time
assignment block is to maximize the probability of having molecules within the same
symbol to arrive at the receiver at the same time. This ensures a simple decoding
scheme at the receiver can be applied (as explained later).
Since diﬀerent times are needed, on average, for diﬀerent types of molecules to
arrive at the NR, the NT schedules the emission time of molecules as the following.
First, it groups L bits to be a symbol. Then, for the k-th bit of s-th symbol, the
(k)

release time tR,s is
h
i
(k)
(k)
tR,s = arg min t + E Ttr − t(s)
sam ,
t

∀s = 1, 2, ...,

(4.8)

(s)

where tsam is the sample time for the s-th symbol at the receiver. Let Tsym be
(s)

symbol time, and assume that the NT and the NR are synchronized, then tsam can
be chosen as
h
i
(k)
t(s)
=
max
E
T
+ (s − 1)Tsym .
tr
sam
k∈L

(4.9)

In other words, the NR samples at the multiples of symbol time after a time oﬀset
determined by the largest expected travel time among all types of molecules.
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By (4.8), the emission time for the k-th bit of s-th symbol is determined by

h
i
h
i
∗(k)
(j)
(k)
tR,s = (s − 1)Tsym + max E Ttr − E Ttr
.
(4.10)
j∈L

We illustrate the type-based mapping and release time assignments in the following
example. Consider the case of L = 2 and Tsym = 2. Denote type-A and type-B as
the molecules to release for transmitting a bit 1 at position 1 and 2 of the symbol,
h
i
h
i
(1)
(2)
respectively. Assume E Ttr = 10 and E Ttr = 5. The release times and sample
times are listed in Table 4.1 for the ﬁrst eight bits of input data {11011010...}.

Table 4.1.
Allocation of molecule release and sample times for the proposed scheme
in the example.
Bit index n

1

2

3

4

5

6

7

8

Data input

1

1

0

1

1

0

1

0

Type-based mapping

A B

-

B A

-

A

-

Release time assignment

0

5

-

7

-

6

-

Sample time

-

10 -

4

12 -

14 -

16

Note that the actual release order of molecules for bit 1 in terms of bit indices
is (1, 5, 2, 7, 4) instead of the original order (1, 2, 4, 5, 7). Another observation is that
although the symbol orders are scrambled at the transmitter, the symbol patterns
will be recovered at the sample times at the receiver.

Emission block
(k)

The last block at the transmitter is to release Nemit molecules corresponding to
the label-k bits at the release times. It is reasonable to have a transmitter emitting
more molecules of speciﬁc types that suﬀer from higher misdetection probabilities
(k)

(explained in Section 4.4.3), but we maintain Nemit = Nemit , ∀k ∈ L for the ease of
exposition.
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4.3.2

Detection and Demodulation Scheme

After molecules are released into the environment, their trajectories are determined by the acceleration of the electric ﬁeld and the perturbation of diﬀusion process.
The block diagram of the NR is shown in Fig. 4.2, which consists of sphere
detection and threshold comparison operations.

Fig. 4.2. The block diagram of a molecule-sampling receiver.

The decoding process is done by symbol-based threshold comparisons. At the ﬁrst
(k)

stage, sphere detection, the NR detects the number of type-k molecules Nd,s within
(s)

the detection range Rd at the sampling time tsam speciﬁed by (4.9) for the s-th symbol.
(k)

The threshold comparison stage determines the k-th output bit of s-th symbol ys
(k)

by comparing Nd,s with the pre-designed threshold ηk for type-k molecules by the
following decision rule:
ys(k)

⎧
⎨0 , N (k) < η ,
k
d,s
=
(k)
⎩1 , N ≥ η .
k
d,s

(4.11)

Note that, due to the designed release times at the transmitter, the decoding stage
at the receiver is made very simple. As can be seen from chosen the sampling times
h
i
(k)
by (4.9), it only requires the knowledge of max E Ttr and Tsym , both pre-deﬁned
k∈L

parameters, in order to decode information in the correct order. In contrast, a receiver
without sampled molecules in sorted time-order may require much higher sampling
rates and a more complicated decoding scheme.
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4.4

System Performance Evaluation
We characterize the performance of the system by the bit-error-rate (BER) and the

throughput λ(t). Speciﬁcally, we are interested in the throughput performance given
a tolerable BER of the system. The BER can be decomposed into two contributions
from the misdetection probability PMD and the false alarm probability PFA . Assuming
the transmission of bit 0 and bit 1 are equiprobable, and let X and Y be the input
bit and the corresponding decoded output bit, respectively, we have
1
1
BER = PMD + PFA ,
2
2

(4.12)

where PMD and PFA are deﬁned as
PFA = P (Y = 1|X = 0),
PMD = P (Y = 0|X = 1).

(4.13)

In the rest of the section, we explain the deﬁnitions and derivations for the performance parameters.

4.4.1

System throughput

The throughput is deﬁned as the number of decoded bits per second at the receiver,
i.e.,
⎧
⎪
⎨

h
i
(j)
, t ≤ max E Ttr ,
j∈L
h
i
λ(t) = κ(t) · L
(j)
⎪
⎩
, t > max E Ttr ,
j∈L
t
0

where κ(t) is the number of symbols received up to time t, given by


h
i
(j)
κ(t) =
t − max E Ttr
/ Tsym .
j∈L

(4.14)

(4.15)

When the communication process continues for a long time, the throughput performance reaches a steady state given as
lim λ(t) = L/Tsym .

t→∞

(4.16)
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Therefore intuitively, increasing the number of diﬀerent types of molecules or reducing the transmission symbol time increases the long-term throughput performance.
However, a small Tsym leads to more severe inter-symbol interference, resulting in
larger false alarm probability. Hence in practice, Tsym cannot be selected arbitrary
small. On the other hand, using a larger variety of molecules for communication also
complicates the design of the system. For example, at the receiver, a large reservoir
may be needed to hold molecules and the molecule-releasing machinery would become
more sophisticated. At the receiver, the required sensitivity to diﬀerentiate the type
of molecules would also be increased.

4.4.2

False Alarm Probability

Inter-symbol interference (ISI) can be caused by molecules released before or after
the current symbol, especially in the situation of a large diﬀusion coeﬃcient or high
transmission rate.
(k)

Let ~ri,j be the position of j-th molecule of type k in the i-th symbol before or after
the current symbol (i.e., i = −1 means one symbol before the current symbol). For
analysis simplicity, we consider only the interference caused by neighboring symbols
(i.e., i = 1 and i = −1). Therefore, the derived false alarm probabilities serves
as the lower bounds and may be less accurate when Tsym becomes small. However,
this is not an impractical assumption since molecules from two symbols away are
generally outside the decoding range due to the ﬁeld acceleration. In fact, it is also
possible to require the expected position of molecules released two symbols away to
have negligible probability entering the decoding sphere in system designs2 . Based on
2

Since the previous released molecules are kept accelerated, it is suﬃcient to require the latter
released molecules two symbols away have negligible probability entering the decoding sphere. For
(k)
example, since the molecule’s position is distributed as Gaussian with mean µk = a(k) (E[Ttr ] −
(k)
2Tsym )2 /2 and variance σk2 = 2D(E[Ttr ]−2Tsym ), we can select Tsym satisfying ||~rN R ||−(µk +3σk ) >
Rd for all k.
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(k)

the assumption, the number of type-k molecules causing ISI, NISI , in current symbol
is hence
(k)

NISI =

N
emit
X

1k~r(k) −~rNR k<R +
1,j

j=1

N
emit
X

d

1k~r(k)

rNR k<Rd
−1,j −~

j=1

,

(4.17)

where k · k is the l2 -norm of the vector enclosed.


(k)
To determine the probability of P NISI ≥ ηk , we ﬁrst derive the probability of
inter-symbol interference for single molecule, i.e. a molecule in neighboring symbol
diﬀuses into the current symbol detection sphere. Note that this probability is different between the molecules released at the previous symbol and the latter symbol,
since the position variance of molecules grows linearly with time.
(k)

Let TISI denote the amount of time that ISI-causing molecules have existed in the
medium, where the superscript k indicates their molecular types. First, consider the
(k)

(k)

case that ISI is from previous released symbol, i.e., TISI = Ttr +Tsym . The distribution


(k)
(k)
of molecule positions along the NT-NR axis at t0 = E[Ttr ] is N x0 , 2D E[Ttr ] ,


(k)
(k)
while the distribution at t1 = E[TISI ] is N x1 , 2D E[TISI ] , where
x0 = k~rNR k,

2
(k)
x1 = a(k) E[TISI ] /2,
with a(k) being the acceleration for type-k molecule given by a(k) = ck E/mk . Fig. 4.3
illustrates the density distributions of molecule positions at two time instants t0 and
t1 .
The probability PISI,x that the ISI molecule lies within the decoding range Rd
along 1 dimensional NT-NR axis is the shaded area under the curve of Fig. 4.3. That
is,
⎛
PISI,x = Φ ⎝ q

Rd − x̄

⎞

⎛

⎞

⎠ − Φ ⎝ q−Rd − x̄ ⎠
(k)
(k)
2D E[TISI ]
2D E[TISI ]

(4.18)

where x̄ = x1 − x0 . The probability of ISI (in 3 dimensions) caused by single molecule
from previous symbol can then be computed by integration over the decoding sphere.
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Fig. 4.3. The gray area illustrates the probability of a released molecule
from the previous symbol diﬀusing into the decoding range Rd at the current symbol detection. The labels x0 and x1 denote the expected location
of a molecule from the current decoding symbol and the previous symbol,
respectively. The density function of the previous symbol is wider than
the current one due to increasing variance of the Brownian motion.

However, note that the density distribution of a molecule position is no longer symmetric in 3D space due to the ﬁeld acceleration, the direct computation of integrating
over a spherical volume may not have a close form. Instead, we upper bound the
probability by integrating over a cylinder volume containing the decoding sphere,
i.e.,
Z

(k)

2π

Z

Rd

PISI,prev ≤
φ=0

=

ρ=0

−

ρ
(k)

e

ρ2
(k)
4D E[T
]
ISI

4πD E[TISI ]

1 − exp −

!
dρdφ PISI,x

!!

Rd2

PISI,x .

(k)

4D E[TISI ]

(4.19)
(k)

Similarly, the probability of a single molecule from the latter symbol PISI,latter causing
(k)

(k)

2
ISI can be upper bounded by substituting TISI = Ttr − Tsym and x̄ = a(k) Tsym
/2 −
(k)

(k)

a(k) E[Ttr ]Tsym in (4.18) and (4.19), assuming Ttr > Tsym . Otherwise, the current
decoded symbol does not suﬀer from ISI caused from the latter symbol.
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An error produced by ISI could only happen when there are type-k molecules in
the neighboring symbols but not in the current one. Thus, the false alarm probability
can be derived by considering the three mutually exclusive cases:
(a) When the type-k molecules are released with the pattern of {1, 0, 0}(k) , which
means there’s type-k molecule in the previous symbol but not in the current
and latter symbols;
(b) The case {0, 0, 1}(k) gives the false alarm caused by the latter symbol containing
type-k molecules;
(c) Lastly, the case {1, 0, 1}(k) , when both neighboring symbols have type-k molecules.
(k)

(k)

The probabilities of false alarm under these cases are denoted as PFA,1 , PFA,2 and
(k)

PFA,3 , respectively. They can be derived by considering the number of ISI molecules
greater than the threshold when no molecules of that type is sent in the current
symbol. That is,
(k)
PFA,j

(k)



(k)
NISI



≥ ηk |send 0
ηk −1 
X Nemit 
=1−
qjn (1 − qj )Nemit −n , j = 1, 2,
n
n=0
=P

(4.20)

(k)

where q1 = PISI,prev and q2 = PISI,latter .

(k)
PFA,3



(k)
(k)
= P Nprev + Nlatter ≥ ηk |send 0
!

ηk −1 ηk −m−1 
X
X
Nemit n
=1−
v (1 − v)Nemit −n
n
m=0
 n=0 

Nemit m
Nemit −m
·
u (1 − u)
,
m

(4.21)
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(k)

(k)

where v = PISI,prev and u = PISI,latter . When Nemit is large, (4.20) and (4.21) can be
approximated by Central Limit Theorem as
(k)
PFA,j

(k)

PFA,3

!
ηk − Nemit qj
≈1−Φ p
, j = 1, 2.
Nemit qj (1 − qj )
ηk −1 
2Nemit −j
X 2Nemit   (k) j 
(k)
≤1−
pISI
1 − pISI
j
j=0
⎛
⎞
(k)
ηk − 2Nemit pISI
⎠,
≈ 1 − Φ ⎝q
(k)
(k)
2Nemit pISI (1 − pISI )

(4.22)

(4.23)

(k)

where PFA,3 is upper bounded by letting
n
o
(k)
(k)
(k)
pISI = max PISI,prev , PISI,latter ,

(4.24)

and the result that the sum of two independent binomial random variables with
parameters (n1 , p) and (n2 , p) is also a binomial random variable with parameter
(n1 + n2 , p). The Φ(·) is the standard cumulative Gaussian distribution deﬁned as
Z x
�

1
√ exp −y 2 /2 dy.
Φ(x) =
2π
−∞
If the information bits are independent and equiprobable, each of the three ISI
cases occurs with probability 1/4 (given that the current bit sent is 0). The average
false alarm probability of type-k molecule is therefore
(k)

PFA =


1  (k)
(k)
(k)
PFA,1 + PFA,2 + PFA,3 .
4

(4.25)

The average false alarm probability is then given by
PFA =

L
X
k=1

L

(k)
πk PFA

3

1 X X (k)
=
P ,
8 k=1 j=1 FA,j

(4.26)

assuming the probability of releasing type-k molecules πk = 1/2 for all possible k.
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4.4.3

Misdetection Probability

In our settings, the receiver samples at the times when the expected location of
molecules for each symbol is at ~rNR . That is, let x(k) (t) be the position of type-k
molecule at time t after it leaves the NT. Then
 (k) (s)

(k)
E x (tsam )| x (0) = ~rNT = ~rNR

∀k, s.

(4.27)

Since the molecule experiences Brownian motion in three independent directions during the transmitting process, we can use the superposition principle to ﬁnd the probability that the molecule appears at certain time t. Note that unlike the false alarm
probability, it is simpler to compute misdetection probability since the expected location for the intended symbol is at the middle of the receiver at the sampling time,
hence the acceleration dynamics can be ignored.
The probability of single type-k molecule in symbol s being within the NR detec(s)

tion range Rd at tsam can be found as
Z
� � (s) 

(k)
Pd =
p x tsam
| x(0) = ~rNT dx
A

Z
=
4π
(k)
4πDTtr

3/2

Rd

!

kxk2

exp −

(k)

4πDTtr
Z Rd

{kxk2 ≤Rd }

=

!3/2

1

dx

(k)

4DTtr
!

ρ2

ρ2 exp −

(k)

dρ

4DTtr

0

Rd

= erf ( q
)− √
exp
(k)
(k)
πDT
4DTtr

−Rd2

!

(k)

(4.28)

4DTtr

where A = {x|kx − ~rNR k2 ≤ Rd }. Note that due the designed emission times of
molecules, this probability is exactly same as considering a molecule diﬀuses within
(k)

distance Rd after being released at the source for duration Ttr , as shown in [100],
Eq. (34).
A misdetection occurs when the number of type-k molecules at the current decoding symbol is below ηk , given that the k-th information bit of the current symbol
is a bit 1. Again for simplicity, if we consider only the immediate neighboring symbols,
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there are four cases which can contribute to the misdetection: {0, 1, 0}(k) , {0, 1, 1}(k) , {1, 1, 0}(k)
and {1, 1, 1}(k) . It is easy to see the misdetection probability in the ﬁrst case is greater
than the other cases due to the eﬀect of ISI. Assume that the probability of releasing
bit 0 and 1 is equiprobable, we can then upper bound the expected misdetection
probability by considering the molecule arrival process as a Bernoulli process using
the ﬁrst case. Speciﬁcally, the NR decodes incorrectly when the received number
of molecules is less than ηk when Nemit molecules are actually being released. The
(k)

misdetection probability for sending bit 1 using type-k molecule PMD is given by
(k)
PMD

ηk −1 

=

X
j=0


Nemit
(k)
(k)
(Pd )j (1 − Pd )Nemit −j .
j

(4.29)

When the number of molecules released per bit, Nemit is large, (4.29) can be approximated as
⎛

(k)
Nemit Pd

⎞

ηk −
(k)
⎠.
PMD ≈ Φ ⎝ q
(k)
(k)
Nemit Pd (1 − Pd )

(4.30)

Therefore, the expected misdetection probability PMD can then be upper bounded by

PMD ≤

L
X

(k)

πk PMD ,

(4.31)

k=1

where πk is the probability of releasing type-k molecules.

4.4.4

Optimal threshold selection

The thresholds are designed to minimize the overall BER. Referring to (4.12),
(4.26), and (4.31), the optimal thresholds η ∗ are determined by
( " L
#)
L
X
X
1
(k)
(k)
η ∗ = arg min
πk PFA (ηk ) +
πk PMD (ηk )
2
η={η1 ,...ηL }
k=1
k=1

(4.32)
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Assuming the transmission of bit 0 and bit 1 are equiprobable, the probability of
transmitting each type of molecules πk are equivalent for all k. Eq. (4.32) can be
simpliﬁed to
η ∗ = arg min
η={η1 ,...ηL }

( L
Xh

(k)
PFA (ηk )

+

i

)

(k)
PMD (ηk )

(4.33)

k=1

Since the detection and decision of diﬀerent types of molecules are orthogonal
to each other, the optimal threshold selection is to minimize the produced error of
individual molecule type. Finally, the optimal thresholds are selected by
ηk∗

n
o
(k)
(k)
= arg min PFA (η) + PMD (η) , ∀k ∈ {1, 2, ..., L} .

(k)

η

(4.34)

(k)

where PFA (η) and PMD (η) are given in (4.25) and (4.29), respectively.

4.5

Equivalent Constant-drift Channel
For a fair comparison between the accelerated channel and the drifted channel,

we deﬁne the notion of equivalent constant-drift channel. A constant-drift channel
is a communication channel that takes all the information-bearing signals from the
transmitter to the receiver at a constant speed vdrift . As a result, all of the signals in a constant-drift channel have the same travel times from the transmitter to
the receiver, which is often an underlying assumption in traditional electromagnetic
communications with vdrift = c, the speed of light.
In situations which can give unequal travel times between diﬀerent message signals,
such as chemical or molecular-based signaling with unique physical properties, we
deﬁne the equivalent constant-drift channel as follows.
Deﬁnition 4.5.1 Suppose there are m diﬀerent message signals with unequal travel
(1)

(m)

times Ttr , ..., Ttr , and assume that the perturbation of a message signal is proportional to the travel time of the signal, the equivalent constant-drift channel is a
h
i
(k)
constant-drift channel yielding the travel time of signals to be Ek Ttr , where Ek [·]
represents the expectation over all possible signaling types.
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An equivalent drifted channel provides the same perturbation for message signals,
on average, comparing to that of an unequal travel time channel, assuming that the
perturbation of a message signal is proportional to its travel time. This allows us to
draw a comparison between the two fundamentally diﬀerent channels.
In the following theorem, we demonstrate that the accelerated channel with the
proposed communication scheme outperforms its equivalent constant-drift channel
mainly due to reduced inter-symbol interference.
Theorem 4.5.1 Let Ti be the travel time of i-th transmitting signal for i ∈ S, where
S is the symbol set and |S| = m. If a communication system transmits signals with
symbol time Ts satisfying
0 < Ts ≤ min Ti ,
i∈S

the average inter-symbol interference experienced in the accelerated channel can be no
larger than its equivalent constant-drift channel having
d

vdrift =
E

h

(i)
Ttr

i,

where d is the physical distance between the source and destination nodes.
Proof Since the inter-symbol interference is inversely proportional to the average
distance of the signals (or molecules) from neighboring symbols to the current decoding symbol, we must show that the average distance of signals from neighboring
symbols to the receiver in the accelerated channel is no less than that in the constantdrift channel.
Without loss of generality, we assume the transmitting signals in the acceleration
channel have accelerations a1 ≥ a2 ≥ ... ≥ am > 0 and the signals have zero initial
velocity before transmitting. It is straightforward to see that the average distance of
a signal from the previous symbol to the current decoding symbol is larger than that
of the latter symbol due to positive channel acceleration. Speciﬁcally, suppose the
receiver samples at the multiple of Ts and the travel time of a signal is T . Then the
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average distance of a signal from the previous symbol is larger than that from the
latter symbol by


 

1
1 2
1 2 1
2
2
Δd = a(T + Ts ) − aT − aT − a(T − Ts )
2
2
2
2
= aTs2 > 0

(4.35)

Therefore, it suﬃces to show that the intersymbol interference caused by the latter
symbol is less severe in the accelerated channel than its equivalent constant-drift
channel.
Given that the transmitter transmits with symbol time Ts ≤ min Ti , we have
i∈S

Ts ≤ T1 ≤ T2 ≤ ... ≤ Tm ,

(4.36)

with Ti satisfying
(1/2)ai Ti2 = d,

∀i = 1, ..., m.

(4.37)

The average distance of a molecule from the latter symbol to the current decoding
symbol hacc is


1
2
= E d − ai (Ti − Ts ) .
2

hacc

(4.38)

On the other hand, the corresponding distance in the equivalent constant-drift channel
hcd is
hcd =

d
Ts .
E[Ti ]

(4.39)

By a change of variables using (4.37), we can write (4.38) as




1
1
1
2
2
2
hacc = E d − ai (Ti − Ts ) = E ai Ti − ai (Ti − Ts )
2
2
2




1
2d
d 2
2
= E ai Ti Ts − ai Ts = E
Ts − 2 Ts .
Ti
2
Ti
So it is equivalent to show that



2
Ts
1
E
− 2 ≥
.
Ti Ti
E[Ti ]

(4.40)
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From (4.36), we have





2
Ts
2
T1
E
−
≥E
−
Ti Ti2
Ti Ti2
 
 
 
1
Ti
1
≥ 2E
−E
=E
2
Ti
Ti
Ti
1
≥
,
E[Ti ]
where the last inequality results from the application of Jensen’s inequality to the
convex function 1/Ti for Ti > 0. Therefore, hacc ≥ hcd .
Remark 2 The equality holds when Ti is a constant for all i = 1, ..., m, and therefore
the accelerated channel degenerates to a constant-drift channel.
Based on this theorem, the false alarm probability in signal detection can be
reduced in the accelerated channel due to diminishing inter-symbol interference relative to the equivalent drifted channel. In the next section, we perform numerical
simulations to further demonstrate this concept.

4.6

Numerical Results
In this section, we compare the probability of error (Pe ) and the throughput in

two diﬀerent channel scenarios. The ﬁrst scenario represents the accelerated channel
that is described in Sec. II. The second scenario refers to the equivalent constant-drift
channel.
For a fair comparison between the two channels in terms of the average perturbation of molecules from the NT to the NR, we consider the drift velocity vdrift in
the drifted channel that provides the expected travel time equivalent to that of the
accelerated channel. That is,
vdrift =

k~rNR k2
i.
h
(k)
Ek Ttr

(4.41)

The simulations for the accelerated channel are done under three diﬀerent magnitudes of the electric ﬁeld, E = 3, 6 and 9 (mV/m). Other parameters are summarized
in Table 4.2.
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Table 4.2.
Simulation parameters for the molecular modulation scheme in the ﬁeldaccelerated diﬀusive channel.
Parameters

Values

L

2
−3

Charge-to-mass ratio (molecule A)

10

2 × 10

Charge-to-mass ratio (molecule B)

(C/kg)

−3

(C/kg)

D

10 (µm2 /s)

Rd

15 (µm)

~
rtr

[0, 0, 0]

~
rNR

[100, 100, 100] (µm)

Nemit

50

Symbol time

0.1 - 2.5 (s)

For E = 6 (mV/m), the travel times TtrA = 7.6 (s) and TtrB = 5.4 (s) for molecule
A and B, respectively, are obtained by (4.6), and vdrift = 26.7 (µm/s) is computed by
(4.41).
The misdetection probability of a single molecule of each type is illustrated in
Fig. 4.4 as the function of decision thresholds. We can observe that when the decision thresholds η are small, molecules of both types have negligible probability of
misdetection. On the other hand, the misdetection probability approaches 1 when
η > 30 for both molecules. When η lies in a moderate value range, sending type-B
molecules gives much smaller misdetection probability than emitting type-A molecules
given the same η. This occurs because type-A molecule requires larger travel time
to reach the NR, which leads to more severe perturbations before it approaches the
(k)

decoding sphere at the sample time. Note that PMD as deﬁned in (4.29) does not
(k)

depend on the symbol time Tsym , but depends on the travel time Ttr .
(k)

The false alarm probability of each molecular type depends on both Tsym and Ttr .
Recall that PFA,1 refers to the false alarm probability caused by the previous-symbol
molecules, while PFA,2 and PFA,3 refer to the false alarm caused by the latter-symbol
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Fig. 4.4. The misdetection probability of emitting molecules of type A is
larger than that of molecules type B under the same decision threshold
due to a larger travel time.

and both neighboring symbols, respectively. In Fig. 4.5, we show that molecules of
type A have larger false alarm probability than that of type B given the same threshold
η. This suggests that molecules with larger charge-to-mass ratio (type-B molecule,
in this case) have smaller PFA,avg since the molecules receive larger acceleration in
the medium, which widen the spatial distance between molecules from neighboring
symbols and those from the current decoding symbol. In addition, PFA,2 ≥ PFA,1
since a molecule from the previous symbol has an average distance to the center of
2
the decoding sphere larger than a latter-symbol molecule by aTsym
.

The optimal thresholds are selected by (4.34) and plotted as a function of the
symbol time in Fig. 4.7. Observe that the optimal thresholds are a non-increasing
function with respect to the symbol time Tsym , which results from the diminishing
false alarm probabilities as Tsym increases. The lower bounds of the optimal thresholds
are determined by the misdetection probabilities. If the NT transmits in a lower
throughput regime (e.g. Tsym ≥ |TtrA − TtrB | = 2.1 (s)), the optimal thresholds for
both types of molecules in the accelerated channel are chosen to be η ∗ = 1, which
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Fig. 4.5. False alarm probabilities plotted as functions of η with ﬁxed
Tsym = 0.6 (s). The solid lines refer to type-A molecules; dash lines refer
to type-B molecules. Note that PFA,j for j = 1, 2, 3 are the conditional
false alarm probabilities as described by (4.20) and (4.21). PFA, avg is the
expected false alarm probability in (4.25).

reasonably yields minimum error probability since the false alarm probabilities are
negligibly small and thus the misdetection probability is dominant.
Another observation is that the optimal threshold for the equivalent drifted channel is generally larger than that for the accelerated channel. This suggests that
molecules in the drifted channel suﬀer more from the false alarm probability, which
is also the main reason that it supports less throughput compared to that of the
ﬁeld-accelerated channel given a tolerable error probability.
In Fig. 4.8, we demonstrate that the average probability of error is mainly contributed to by the average false alarm probability even when applying optimal thresholds at the NR. The comparison of the bit-error-rate between the drifted channel and
the accelerated channel is shown in Fig. 4.9 with optimal threshold applied to both
cases. We can see that even though the two channels transmitting molecules with
the same symbol time and the same average travel time of molecules, the accelerated
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Fig. 4.6. The ROC performance curves under two diﬀerent symbol times
Ts .

channel remarkably outperforms the equivalent constant-drift channel in terms of the
error probability.
Note that for all the simulations presented, we compute the inter-symbol interference probability pISI of a single molecule with a modifying factor α instead of directly
applying the upper bound in (4.19). Knowing that the true pISI is obtained by integrating a decoding sphere rather than a cylinder, we approximate pISI by taking
α=

2
Volume of a sphere
(4/3) πRd3
=
= ,
2
Volume of a cylinder
πRd (2Rd )
3

(4.42)

even though in some situations the approximation can be further improved to match
the simulation results by taking α = 1/2 since the density function of 2-D Gaussian
distribution is more heavily weighted toward the center of the decoding sphere.
Deﬁning the throughput as the number of decoded bits as in (4.14), it can be easily
seen that the throughput can be enhanced by applying more types of molecules or
shortening the symbol time. Diﬀerent types of molecules can be viewed as orthogonal
transmission subchannels (or subcarriers), which provides the diversity contributing
to the throughput. Fig. 4.10 shows the improvement in the steady-state throughput
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Fig. 4.7. The optimal thresholds η ∗ are plotted based on (4.33), minimizing the overall BER performance consisting of misdetection and false
alarm probabilities. Observe that η ∗ is a non-increasing function of Tsym
due to reducing inter-symbol interference as Tsym increases. Also, we can
see that η ∗ is generally smaller in the accelerated channel than in the
equivalent drifted channel.
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Fig. 4.8. This is the result with E = 6 mV/m applied in the accelerated
channel and using optimal thresholds. We can observe the false alarm
probability governs the error performance when Tsym is less than 0.5 sec.
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Fig. 4.9. The error probability performance of the accelerated channel
outperforms the equivalent drifted channel given the same Tsym . The
solid lines are the simulation results; the dash lines are the theoretical
approximations.

of the accelerated channel comparing to the drifted channel. Given the same tolerable
BER, the accelerated channel under the proposed scheme signiﬁcantly outperforms
the one in the equivalent drifted channel.
With an increase in the electric ﬁeld, the performance improvement is more prominent. We demonstrate the average BER and the throughput enhancement with
E = 12 and E = 3 (mV/m) in Fig. 4.11 and 4.12, respectively.

4.7

Conclusion
We investigated a molecular communication scheme in an accelerated diﬀusion

channel under uniform electric ﬁelds. The position of the molecules are modeled by
Brownian Motion and the acceleration is assumed to be aligned with the transmitterreceiver axis for ﬁrst-order analysis. Based on this model, we propose a transmission
and decoding scheme that improve the error performance and the throughput of
the molecular communication system. We further show that the better performance
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Fig. 4.10. The throughput of the accelerated channel largely outperforms
the equivalent drifted channel in all range of probability of error.
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Fig. 4.11. Performance behaviors in diﬀerent magnitudes of electric ﬁelds.
The error performance with a larger electric ﬁeld gives remarkably more
improvement than a smaller ﬁeld.

achievable by the accelerated channel is due to its eﬀective reduction in inter-symbol
interference. The results were veriﬁed by numerical simulations, showing that even
experiencing statistically same perturbation of signaling molecules, the accelerated
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Fig. 4.12. Throughputs enhancement in diﬀerent magnitudes of electric
ﬁelds. A larger ﬁeld gives more improvement than a smaller ﬁeld.

channel provides better BER performance given the same symbol time, and therefore
provides higher throughput for the same tolerable BER performance.
Our objective is to contribute to the insight of utilizing signals with diﬀerent travel
times and the design of improved throughput communications. The communication
method can be generalized to other situations where the travel times of diﬀerent
message-bearing carriers are unique. Extended studies of the capacity of the accelerated channel and the source coding techniques are interesting topics to be addressed
in future work. Also, we would like to investigate the practical implementation of
applying internal or external ﬁelds to facilitate molecular communication especially
when molecules with diﬀerent physical properties, such as charge-to-mass ratios, serve
as message-bearing molecules.
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CHAPTER 5. ALLOCATION OF TASK SERVICES IN ONLINE
SERVICE PLATFORMS
In this chapter, we turn our focus to study task assignment in online service platforms where un-labeled clients arrive according to a stochastic process and each client
brings a random number of tasks. As tasks are assigned to servers, they produce
client/server-dependent random payoﬀs. The goal of the system operator is to maximize the expected payoﬀ per unit time subject to the servers’ capacity constraints.
However, both the statistics of the dynamic client population and the client-speciﬁc
payoﬀ vectors are unknown to the operator. Thus, the operator must design taskassignment policies that integrate adaptive control (of the queueing system) with
online learning (of the clients’ payoﬀ vectors).
A key challenge in such integration is how to account for the non-trivial closedloop interactions between the queueing process and the learning process, which may
signiﬁcantly degrade system performance. We propose a new utility-guided online
learning and task assignment algorithm that seamlessly integrates learning with control to address such diﬃculty. Our analysis shows that, compared to an oracle that
knows all client dynamics and payoﬀ vectors beforehand, the gap of the expected
payoﬀ per unit time of our proposed algorithm in a ﬁnite T horizon is bounded by
p
β1 /V + β2 log N/N + β3 N (V + 1)/T , where V is a tuning parameter of the algorithm, N is the expected number of tasks brought by each client, and β1 , β2 , β3 only
depend on arrival/service rates and the number of client classes/servers. Through
simulations, we show that our proposed algorithm signiﬁcantly outperforms a myopic
matching policy and a standard queue-length based policy that does not explicitly
address the closed-loop interactions between queueing and learning.
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5.1

Introduction
Thanks to advances in communication and computing, new generations of on-

line service platforms have transformed the business models in many domains, from
online labor market of freelance work, online hotel rental, online education, crowdsourcing, to online advertising. By bringing unprecedented number of clients and
service providers together, these online service platforms greatly increase access to
service, lower the barrier-to-entry for competition, improve resource utilization, reduce cost and delay, and thus enhance the overall well-being of society and our daily
life.
Motivated by these online service platforms, in this chapter we are interested in
learning and control problems in queueing systems with uncertain agent dynamics and
uncertain payoﬀs. Note that a key control decision in operating such online service
platforms is how to assign clients to servers to attain the maximum system beneﬁt.
Such decisions are challenging because there often exist signiﬁcant uncertainty in
both agent payoﬀs and agent dynamics. First, there is signiﬁcant uncertainty in
the quality, i.e., payoﬀ, of a particular assignment between a client (needing service)
and a server (providing service). For example, in online ad platforms, when an ad
from a particular ad campaign is displayed in response to a search request for a
given keyword, the click-throughput rate is unknown in advance [101]. Similarly, in
crowd-sourcing, the eﬃciency of completing a particular task by a given worker is
unknown a priori [102–105]. Second, the population of agents (i.e., clients or servers)
is often highly dynamic. For example, ad campaigns arrive and depart constantly in
online ad platforms [106]; so do requestors in crowd-sourcing. The statistics of such
arrivals and departures are often unknown beforehand, resulting in uncertain queueing
dynamics. Therefore, the operator of these platforms must not only continuously
learn the payoﬀs associated with each new agent, but also adaptively control the
assignment and resource allocation in response to the uncertain arrival/departure
dynamics. Thus, it is imperative to study both online learning (of uncertain payoﬀs)
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and adaptive control (of uncertain queueing dynamics) in a uniﬁed framework to
achieve optimal performance in such a dynamic and uncertain environment.

5.1.1

Related Work

Prior studies on online service platforms often treat the optimal learning problem
and the adaptive control problem separately, and as a result may produce signiﬁcantly
sub-optimal results when there is uncertainty in both agent dynamics and agent
payoﬀs. From the learning side, multi-armed bandits (MAB) [76, 107–109] have been
extensively used to model online decision problems with uncertain payoﬀs. In a
classical MAB formulation, a client has a sequence of jobs that need to be assigned,
one at a time, to servers with uncertain payoﬀs (corresponding to “arms” in the MAB
literature). The key question is how to balance exploitation (using the currentlyknown best server) and exploration (ﬁnding out which server is the best). However,
these studies usually focus on a static setting, without considering the uncertainty in
queueing dynamics. For example, most stochastic bandit [76, 107], Markovian bandit
[110, 111] and adversarial bandit problems [112] assume only one client. Although
bandits with dynamic arms (e.g., the open-bandit processes) [113–115] allow the
number of servers/arms to follow a Markov process, the statistics of the Markov
chain must be known in advance. Similarly, although contextual bandits (as in the
studies of online ad [101, 116–119] and crowd-sourcing [120, 121]) may be interpreted
as allowing arriving jobs of multiple types, the label (i.e., context) of each job must
be known in advance. Thus, they cannot be used when there is a dynamic population
of clients with unknown labels. More recently, the work in [122–131] considers a moregeneral multi-player setting and combines learning (of agent features) with matching,
combinatorial optimization, and/or consensus decisions. However, such results still
assume a static setting with a ﬁxed number of agents, and thus do not account
for the queueing dynamics due to agent arrivals and departures in practical online
service platforms. In this sense, they can at best be viewed as a myopic solution for
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a snapshot of the system in time. As we will elaborate in Section 5.3, using such a
myopic solution from a static setting could lead to substantially lower levels of system
performance when the agent dynamics are taken into account.
At the other end of the spectrum, the operation of online service platforms has
been studied as a stochastic or adversarial matching/queueing problem. Adaptive
control policies under uncertain dynamics have been provided, e.g., for online ad [106,
132–135] and/or queueing networks in general [72, 73, 136–140], to maintain system
stability, maximize payoﬀ, and/or minimize cost and delay. However, these studies
usually assume that the payoﬀ vectors of the clients are known. In practice, the payoﬀ
vectors of new clients are often unknown. These adaptive control policies will break
down without this crucial piece of information. Recently, there have been studies
that combine the notion of learning with queueing [141, 142]. However, the focus of
these studies is in learning the arrival rates. Thus, they have not considered uncertain
payoﬀs.
Our Contributions: The main contribution of this paper is therefore to develop
new schemes that integrate online learning with adaptive control to address uncertainty in both payoﬀ parameters and client dynamics. We propose a new utilityguided online learning and task assignment algorithm that can achieve near-optimal
system payoﬀ even compared to an “oracle” that knows the statistics of client dynamics and all clients’ payoﬀ vectors beforehand. Speciﬁcally, we show that the gap
between the expected payoﬀ per unit time achieved by our proposed algorithm and
that achieved by the “oracle” in a ﬁnite T horizon is at most the sum of three terms:
the ﬁrst one is of the order 1/V where V is a parameter of the proposed algorithm
p
that can be taken to a large value; the second one is of the order log N/N where N
is the average number of tasks per client; the third one is of the order N (V + 1)/T
which decreases as the time T increases. These three terms have the following natural
physical interpretations. The ﬁrst 1/V term is due to the uncertainty in client arrival
p
process; the second log N/N term is because of learning from noisy payoﬀ feedback;
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the third N (V + 1)/T term characterizes the payoﬀ loss incurred by the backlogged
clients.
Our proof builds upon the standard Lyapunov drift technique [72–75] and ﬁnitetime regret analysis [76]; however, we make two major innovations, which could be of
p
independent interest. First, to obtain log N/N loss in payoﬀ learning, we combine
a martingale argument and a comparison argument to capture both the impact of the
payoﬀ estimation errors on the queueing dynamics, and the impact of congestion on
the rate of payoﬀ learning. Second, to derive the N V /T loss in ﬁnite time horizon,
we upper bound the mean number of backlogged clients in the system by establishing
a coupling between the current system and a Geom/Geom/m queue.
The rest of the paper is organized as follows. The system model is deﬁned in
Section 5.2, and related approaches are discussed in Section 5.3. We then present
our new algorithm and main analytical results in Section 5.4. Simulation results are
shown in Section 5.5, and key proofs are presented in Section 5.6. Finally, we conclude
and discuss possible future directions.

5.2

System Model
We model an online service platform as a multi-server queueing system that can

process tasks from a dynamic population of clients, as shown in Fig. 5.1. Time is
slotted and the system is empty at time 0. At the beginning of each time-slot t ≥ 1, a
new client arrives with probability λ/N < 1, independently of other time-slots. Upon
arrival, the client carries a random number of tasks that is geometrically distributed
with mean N . Note that in this way the total rate of arriving tasks is λ. A client
leaves the system once all of her tasks have been served. We assume that each client
must belong to one of I classes. There is a probability distribution [ρi , i = 1, ..., I]
P
with Ii=1 ρi = 1, such that a newly-arriving client belongs to class i with probability
ρi , independently of other clients. Let S = {1, 2, . . . , J} denote the ﬁxed set of servers.
P
Each server j ∈ S can serve exactly µj tasks in a time-slot. Let µ = Jj=1 µj .
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Fig. 5.1. Uncertain client dynamics and payoﬀs.

Each class i is associated with a payoﬀ vector [Cij∗ , j = 1, ..., J], where Cij∗ ∈ [0, 1]
is the expected payoﬀ when a task from a class-i client is served by server j. Note that
all tasks associated with a client have the same payoﬀ vector. However, the arrival
rate λ, the class distribution ρi , the expected number N of tasks per client, the class
label of a new client, her total number of tasks, and her payoﬀ vector are all unknown
to the system. The system does know the identity of the servers and their service
rates µj . Another important quantity that the system can learn from is that, after a
task from a client is served by server j, the system can observe a noisy payoﬀ of the
task. Conditioned on the task being from a class-i client, this noisy payoﬀ is assumed
to be a Bernoulli random variable with mean Cij∗ , (conditionally) independently of
other tasks and servers.
The goal of the system is then to use the noisy payoﬀ feedback to learn the payoﬀ
vectors of the clients and to assign their tasks to servers in order to maximize the
total system payoﬀ. Such decisions must be adaptively made without knowing the
statistics of the client arrivals and departures. At each time-slot t, let n(t) be the
total number of clients in the system (including any new arrival at the beginning of
the time-slot). (Note that n(0) = 0.) Let plj (t) be the expected number of tasks from
the l-th client that are assigned to server j in this time-slot, l = 1, ..., n(t). Then, the
decision at time t of a policy Π maps from the current state of the system (including
all payoﬀ feedback observed before time t) to the quantities plj (t). Such decisions

95
lead to the evolution of the following two types of queues. First, let qj (t) denote the
number of tasks waiting to be served at server j at the beginning of time-slot t. Let
Yjl (t) be the actual number of tasks from the l-th client that are assigned to server j
at time-slot t, with mean given by plj (t). The dynamics of the task-queue qj (t) can
then be described as
⎡
qj (t + 1) = max ⎣qj (t) +

n(t)
X

⎤
Yjl (t) − µj , 0⎦ .

(5.1)

l=1

Second, let ni (t) be the number of class-i clients in the system at the beginning of time
t. (We caution that, while the operator sees n(t), ni (t) cannot be directly observed
because the class labels of the clients are unknown.) The dynamics of the client-queue
ni (t) can be described as
ni (t + 1) = ni (t) + Ui (t + 1) − Di (t),

(5.2)

where Ui (t + 1) is the number of client arrivals of class i at the beginning of time
t + 1 and is Bernoulli with mean λi /N , and Di (t) is the number of client departures
of class i at time-slot t. Because the total number of tasks per client is assumed to
be geometrically distributed, conditional on [Yjl (t)] and [ni (t), i ∈ I], the departure
[Di (t), i ∈ I] is independent of everything else.
The expected payoﬀ per unit time of such a policy Π for a given time horizon T
is deﬁned as:

⎡
⎤
n(t)
T X
J
X
X
1
∗
⎦,
RT (Π) =
E⎣
plj (t)Ci(l),j
T t=1 j=1
l=1

(5.3)

where i(l) denotes the underlying (but unknown) class of the l-th client. In contrast,
if an “oracle” knew in advance the statistics of the arrival and departure dynamics
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(i.e., λ, ρi and N ), as well as the class label and payoﬀ vector of each client, one can
formulate the following linear program:
∗

R = max

λ

[pij ]≥0

subject to

I
X
i=1

λ

I
X

ρi

J
X

pij Cij∗

(5.4)

j=1

ρi pij ≤ µj for all servers j,

i=1
J
X

pij = 1 for all classes i,

(5.5)

(5.6)

j=1

where pij is the probability that a task from a class-i client is assigned to server j. It
is not diﬃcult to show that R∗ provides an upper bound for the expected payoﬀ per
unit time RT (Π) under any policy Π [67, 69]. Thus, our goal is to achieve a provably
small gap R∗ − RT (Π) for any given time T .

5.3

Related Approaches in the Literature and Their Weakness
Before we present our solution to this problem, we brieﬂy overview approaches to

related problems in the literature and discuss why they cannot be used to solve the
problem that we introduced in Section 5.2. First, the work in [67, 69] also studies
how to maximize the average payoﬀ for a system with unknown client types. (The
notion of “type” in [67, 69] is comparable to “class” in this paper, while “worker”
is comparable to “client” in this paper.) However, there are a number of crucial
diﬀerences. In [67, 69], the expected payoﬀ vector of each type is assumed to be
known in advance. Further, the theoretical results in [67, 69] assume that the policy
knows the “shadow prices,” which in turn requires that the statistics of the client
dynamics (i.e., λ, ρi and N ) are known in advance. Moreover, the policies in [67, 69]
explicitly divide exploration (where learning occurs) and exploitation (where queueing
and control occur) into two stages. In order to control the length of the exploration
stage, these policies require prior knowledge of the total number of tasks for each
client. In contrast, in our model neither the payoﬀ vector for each type (i.e., each
“class” in this paper) nor the client arrival/departure statistics are known to the
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system. As a result, the theoretic policies in [67, 69] are not applicable in our setting.
Although [69] also provides a heuristic policy that uses queue length to replace the
shadow price, no theoretical performance guarantee is proved. Moreover, this heuristic
policy requires that the unused service of the servers can be queued and utilized
later. Since our model does not allow such queueing of unused service, we cannot
use this heuristic policy either. One could argue that, after the system has been
operated in a stationary setting for a long time, the operator may eventually be able
to learn the arrival/departure statistics and the class-dependent payoﬀ vectors, in
which case the theoretic policies in [67, 69] could then be used (although acquiring
such knowledge would require highly non-trivial learning procedures for estimating
both the clients’ payoﬀ vectors and their underlying classes.) Still, the setting studied
in this paper, as well as the adaptive algorithm that we will develop, will be important
both for the early phase of the system operation, and when the class composition or
arrival/departure statistics experience recent changes. Finally, note that the work
in [68] also assumes the knowledge of the payoﬀ vectors for all types in advance and
divides exploration and exploitation into distinct stages, although [68] does not aim
to maximize the system payoﬀ as in this paper.
Myopic Matching: A second line of related work is the multi-player MAB formulation in [122–128,130,131], which is also a common way in the literature to study online
learning in a two-sided system, where clients and servers with unknown payoﬀs need
to be matched to maximize the system payoﬀ. However, this class of work assumes
that both the client population and the server population are ﬁxed. In contrast, in
our model the client population is constantly changing. Thus, the multi-player MAB
solution can at best be viewed as a myopic solution for a snapshot of our system in
time. It is not diﬃcult to envision that such a myopic matching strategy (for each
snapshot in time) is sub-optimal in the long run with client dynamics. Indeed, as
illustrated below, this sub-optimality exists even when the payoﬀs vectors are known
in advance!
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Fig. 5.2. Myopic matching is suboptimal.

Example (Myopic matching is suboptimal): Assume two servers, each of service
rate µj = 1 as shown in Fig. 5.2. There are two classes, and a new client belongs
to one of the two classes with equal probability 0.5. The payoﬀ vectors of the two
classes are [0.9 0.1] and [0.9 0.3], respectively. Assume N = 100 and λ/N = 1.2/N .
It is easy to see that the optimal solution should assign all class-1 tasks to server 1,
2/3 of class-2 tasks to server 1, and the rest 1/3 of class-2 tasks to server 2. The
resulting optimal payoﬀ is 0.6 ∗ 0.9 + 0 ∗ 0.1 + 0.4 ∗ 0.9 + 0.2 ∗ 0.3 = 0.96. However,
if a myopic matching strategy is used, with close-to-1 probability two tasks will be
assigned at each time, one of which will have to be assigned to server 2. Thus, the
overall payoﬀ is approximately upper-bounded by 1.2 ∗ (0.9 + 0.3)/2 = 0.72. As we
can see, the myopic matching strategy focuses too much on maximizing the current
payoﬀ, and as a result sacriﬁces future payoﬀ opportunities. Naturally, if the class
labels and payoﬀ vectors are unknown and need to be learned, a similar ineﬃciency
will incur.
Queue-Length Based Control: The above example clearly illustrates the need to
cater to uncertain client dynamics in the system. In the literature, a third line of
related work uses queue-length based contol to balance current payoﬀ with long-term
payoﬀ in the presence of uncertain arrival/departure dynamics [72,136–138,140]. This
line of work usually assumes that each client’s payoﬀ vector is known. By building
up queues of unserved tasks at the servers, one can use the queue length qj at server
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j as a “shadow price” that captures the congestion level at the server. The system
operator then adjusts each client’s payoﬀ parameter Cij∗ to Cij∗ − qj /V with a proper
choice of V , and assigns the next task to the server with the highest adjusted payoﬀ.
When the payoﬀ vector of each client is known in advance, this type of queue-length
based control can be shown to attain near-optimal system payoﬀ when the parameter
V is large [106], although the length of the server-side queues also grows with V .
However, when the payoﬀ vector of each client is unknown, such a queue-length
based control leads to complicated closed-loop interactions between queueing and
learning. In one direction, queueing degrades learning in at least two ways. First,
because the operator only learns the noisy payoﬀ of a task after the task is served,
excessive server-side queues (esp. when V is large) not only delay the service of the
tasks, but also delay the payoﬀ feedback. As a result, the learning of the clients’
uncertain payoﬀ vectors is also delayed. (We will refer to this eﬀect as the “learning
delay.”) Second, because all clients compete for the limited server capacity, the
learning process of some clients will inevitably be slowed down, which also results
in poor estimate of their payoﬀ vectors. (We will refer to this second eﬀect as the
“learning slow-down.”) Then, in the opposite direction, ineﬀective learning in turn
aﬀects queueing because assignment decisions have to be made based on delayed
or inaccurate payoﬀ estimates. Such sub-optimal decisions not only lower system
payoﬀ, but also increase queueing delay. Together, the above closed-loop interactions
between queueing and learning will produce complex system dynamics which, if not
designed and controlled properly, can severely degrade system performance. Indeed,
as we will demonstrate in Section 5.5, a straightforward version of such queue-length
based control will lead to lower system payoﬀ when combined with online learning.
Online Matching: There is a fourth line of related work on online matching that
also aims to address uncertainty in future client dynamics (albeit in an adversarial setting) [132–135]. However, similar to queue-length based control, such studies
typically do not deal with payoﬀ uncertainty either.
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Finally, although [70] and [71] also study the integration of learning and control,
they either allow only a small system with two types of clients and two servers [70],
or have to use an exponential number of virtual queues to approach optimality [71].
In contrast, in this work we aim to develop computationally-eﬃcient algorithms that
can be implemented even for large systems.
In summary, it remains an open question how to seamlessly integrate online learning with adaptive control when there is uncertainty in both client dynamics and payoﬀ
vectors, and how to account for the complex closed-loop interactions between queueing and learning. Below, we will propose our new algorithm and analytical techniques
that address these diﬃculties.

5.4

Dynamic Assignment with Online Learning under Uncertainties
In this section, we present a new algorithm that seamlessly integrates online learn-

ing with dynamic task assignment to address the aforementioned closed-loop interactions. Unlike classical queue-length based control policies that rely on the task-queues
as the “shadow prices,” we instead eliminate the task-queues at the servers, and thus
eliminate the “payoﬀ-feedback delay” altogether. This is achieved by controlling the
number of tasks assigned to each server j at each time-slot to be always no greater
than its service rate µj . Therefore, the length of the server-side task-queue qj (t) given
by (5.1) is trivially zero at all times. However, without the server-side task-queues or
“shadow prices”, we need another congestion indicator to guide us in the dynamic assignment of tasks. Here, we propose to rely on the number of backlogged clients in the
system. Speciﬁcally, we use the solution to a utility-maximization problem (that is
based on the current number of backlogged clients in the system) to help us trade-oﬀ
between the current and future payoﬀs. The parameters of the utility-maximization
problem are carefully chosen to also control the learning slow-down of all clients in
a fair manner. We remark that while the structure of our proposed utility-guided
algorithm bears some similarity to that of ﬂow-level congestion control in communi-
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cation networks [73–75], the focus therein was only on the system stability (but not
the system payoﬀ), and there was no online learning of uncertain parameters. To the
best of our knowledge, our work is the ﬁrst in the literature that uses utility-guided
adaptive control policies with online learning to optimize system payoﬀ.

5.4.1

Utility-Guided Dynamic Assignment with Online Learning

We present our algorithm in Algorithm 2. At each time-slot t, the algorithm
operates in three steps. Step 1 generates an estimate [Cjl (t)] of the payoﬀ vector for
each client l based on previous payoﬀ feedback (Lines 4-7). Note that n(t) is the
current number of clients in the system, including any newly-arriving client. For each
client l = 1, ..., n(t), if no task of this client has been assigned to server j yet, we set
Cjl (t) = 1 (Line 6); otherwise, we use a truncated Upper-Conﬁdence-Bound (UCB)
estimate [76] to generate Cjl (t) (Line 7):
s

(
Cjl (t)

= min

l
C j (t

− 1) +

)
2 log hl (t − 1)
, 1 ,
hlj (t − 1)

(5.7)

where hlj (t−1) is the number of tasks from client l that have previously been assigned
P
to server j before the end of the (t − 1)-th time-slot and hl (t − 1) = Jj=1 hlj (t − 1);
l

C j (t − 1) is the empirical average payoﬀ of client l based on the received noisy payoﬀ
feedback for server j until the end of the (t − 1)-th time-slot. Since the true payoﬀs
Cij∗ ’s are within [0, 1], we truncate the UCB estimate at threshold 1 in 5.7. Then,
Step 2 solves a maximization problem (Line 9), subject to the capacity constraint of
each server, to obtain the values of plj (t), which corresponds to the expected number
of new tasks of client l to be assigned to server j in time-slot t. The objective (5.8)
can be viewed as the sum of some utility functions over all clients. The parameter γ
in (5.8) is chosen to be strictly larger than 1, and V is a positive parameter. Finally,
Step 3 determines the exact number Yjl (t) of tasks from client l that are assigned to
server j (Lines 12-14). The values of Yjl (t) are randomly chosen in such a way that
Pn(t)
(i) each server j receives at most µj tasks, i.e., l=1 Yjl (t) ≤ µj ; and (ii) the expected
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value of Yjl (t) is equal to plj (t). The tasks are then sent to the servers and new noisy
payoﬀs are received (Lines 15-19).
Before we present our analytical results, we make several remarks on the design
of our proposed algorithm.
Seamless Integration of Learning and Control: First, recall that the policies in
[67–69] separate exploration and exploitation into distinct stages by assuming perfect
knowledge of class-dependent payoﬀ vectors, the total number of tasks per client,
and/or “shadow prices.” In contrast, our algorithm does not require such prior
knowledge at all and seamlessly integrates exploration, exploitation, and dynamic
assignment at all times.
Zero Payoﬀ-Feedback Delay: Second, note that by Step 3 of the algorithm, the
number of assigned tasks to each server j is no more than the service rate µj . Since
server j can serve exactly µj tasks per time-slot, there is no longer any “payoﬀfeedback delay,” i.e., all payoﬀ feedback will be immediately revealed at the end of
the time-slot.
The Importance of Fairness: Third, if we removed the logarithmic term in (5.8)
and set γ = 0, then the maximization problem in (5.8) would have become a myopic
matching policy that maximizes the total payoﬀ in time-slot t based on the current
payoﬀ estimates. However, such a myopic matching policy focuses too much on
the current payoﬀ, and as a result underperforms in terms of the long-term average
payoﬀ. Instead, the logarithmic term in (5.8) serves as a concave utility function
that promotes fairness [73–75], so that even clients with low payoﬀ estimates can still
P
receive some service (i.e., Jj=1 pjl (t) is always strictly positive). This fairness property
is desirable in two ways. First, it has an eye for the future (which is somewhat related
to the fact that fair congestion-control ensures long-term system stability [75]), so that
we can strike the right balance between current and future payoﬀs. Second, it also
controls the learning slow-down of all clients in a fair manner. Speciﬁcally, thanks
to this fairness property, we can show that the “learning rate” of each client based
on imprecise payoﬀ estimates will not be too far oﬀ from the “learning rate” of the
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client based on its true payoﬀ vector, which constitutes a crucial step in our analysis
(see Section 5.6.3).
Parameter Choice: Fourth, the choice γ > 1 in (5.8) and the truncation of the
UCB estimates in (5.7) also play a crucial role in achieving near-optimal system payP
oﬀ. If γ = 0, then every client l will have the incentive to increase Jj=1 plj (t) by
utilizing as many available servers as possible, even when the server payoﬀ is very
close to zero. Such an aggressive approach typically leads to suboptimal performance
because in many settings the optimal policy must restrict some clients to only use
the high-payoﬀ servers. Instead, by choosing γ > 1 ≥ Cjl (t), the second term inside
the summation in (5.8) becomes negative. As a result, the operator assigns clients
to low-payoﬀ servers only if the derivative of the logarithmic term, which is equal to
P
1/[V Jj=1 plj (t)], is suﬃciently large. This feature leads to an inherent “conservativeness” of our algorithm in choosing low-payoﬀ servers. As the parameter V increases,
our algorithm becomes more and more conservative in choosing low-payoﬀ servers,
which beneﬁts the long-term payoﬀ. On the other hand, it also increases the number of clients backlogged in the system, leading to extra payoﬀ loss for a ﬁnite time
horizon T . Our theoretical results below will capture this tradeoﬀ.
Complexity: Last but not least, the maximization problem in Step 2 is a convex
program and can be eﬀectively solved. Thus, our proposed algorithm can scale to large
systems with many clients and servers, which is in contrast to the work in both [70]
(which only deals with two types of clients) and [71] (which uses an exponential
number of virtual queues).
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Algorithm 2: Utility-Guided Dynamic Assignment with Online Learning
For every time slot t:
Update the total number of clients n(t) (including newly arriving clients)
Step 1: Form truncated UCB payoﬀ estimates
for l = 1 : n(t) do
for j = 1 : J do
if hlj (t − 1) = 0 or client l is new then Cjl (t) ← 1; hlj (t) ← 0;
else Set Cjl (t) according to 5.7 ;
Step 2: Solve [plj (t)] for the optimization problem

n(t) 
X
1

max

[plj ]≥0

l=1

sub to

n(t)
X

V

log

J
X
j=1

!
plj

+

J
X

pjl (Cjl (t)


− γ)

(5.8)

j=1

plj ≤ µj , for all servers j ∈ S.

(5.9)

l=1

Step 3: Assign tasks and obtain noisy payoﬀ feedback
Initialize to zero the number of tasks from client l to be assigned to server j,
i.e., Yjl (t) = 0.
for j = 1 : J do
for ν = 1 : µj do
Choose a client l∗ randomly such that the probability of choosing
client l is equal to plj (t)/µj . Assign one task from client l∗ to server j
∗

∗

and let Yjl (t) ← Yjl (t) + 1 ;
for l = 1 : n(t) do
for j = 1 : J do
Observe Yjl (t) number of Bernoulli noisy payoﬀs


�
 i.i.d.
l
l
l
∗
Xj (t, 1), . . . , Xj t, Yj (t) ∼ Bern Ci(l),j ;
l

Update hlj (t) and C j (t) according to Yjl (t) and Xjl (t, ·);
P
hl (t) = Jj=1 hlj (t) ;
Clients with no remaining tasks leave the system.
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Fig. 5.3.
The evolution of the time-averaged payoﬀ under the three
policies as simulation time advances. The upper bound (5.4) is 0.96 (the
horizontal line).
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Fig. 5.4. With a ﬁxed N = 100, the payoﬀ gap of Algorithm 2 decreases
and eventually saturates as V increases.

5.4.2

Main Results

We now present our main results for the performance guarantees of the proposed
P
algorithm. For simplicity, we denote λi = λρi , and hence λ = Ii=1 λi . Recall that
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ni (0) = 0. The ﬁrst results gives an upper bound to

the mean number of backlogged clients in the system at any time t.
Theorem 5.4.1 Suppose that the arrival rate λ is strictly less than the total service
capacity, i.e., λ < µ. Then for any time t,


2µ
µ2 γ
E [n(t)] ≤
1+
+ µγV.
µ−λ
γ−1

(5.10)

5.4.1 immediately implies the system is stable in the mean [143]. i.e.,
T
1X
lim
E[n(t)] < ∞.
T →∞ T
t=1

The upper bound in 5.10 characterizes the eﬀect of V . As V increases, our algorithm
becomes more conservative in choosing low-payoﬀ servers, leading to more clients
backlogged in the system.
Departing from the standard Lyapunov technique in proving system stability [73–
75], our proof of 5.4.1 relies on a careful coupling between n(t) and a Geom/Geom/µ
queue with Bernoulli arrivals and Binomial departures (details in Appendix D.6).
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The second result below further characterizes the payoﬀ gap of the proposed algorithm compared to the oracle.
Theorem 5.4.2 Suppose N log N ≥ 1. The gap between the upper bound (5.4) and
the expected payoﬀ of Algorithm 2 at any time horizon T is bounded by:
⎡
⎤
n(t)
I
J
T
J
XX
1 X X ⎣X l
∗
⎦
λi p∗ij Cij∗ −
E
pj (t)Ci(l),j
T
t=1 j=1
i=1 j=1
l=1
r
log N
N (V + 1)
β1
+ β3
,
≤
+ β2
V
N
T

(5.11)

where [p∗ij ] is the optimal solution to (5.4), and

X
I
I µ2
1
γ2
1+
,
β1 = +
2
λ
2
2
(γ − 1)
i
i=1


√
Jγ 2
β2 = 4 2λ(J + µ) + 3λ 1 +
µ,
(1 − γ)2
2µγ
2µ3 γ 2
+
+ µγ 2 .
β3 =
µ − λ (µ − λ)(γ − 1)

(5.12)

To the best of our knowledge, this is the ﬁrst result in the literature that characterizes the payoﬀ gap for this type of utility-guided adaptive controllers under payoﬀ
uncertainty. The above result is quite appealing as it separately captures the impact
of the uncertainty in client dynamics and the impact of the uncertainty in payoﬀs for
any ﬁnite time horizon T . In (5.11), the ﬁrst term on the right-hand-side is of the
order 1/V , capturing the impact of the uncertainty in client dynamics (e.g., we do
not know what are the values of λi and N ). The second term in (5.11) is of the order
p
log N/N and related to the notion of “regret” in typical MAB problems. It captures
the payoﬀ loss due to the uncertainty in payoﬀs as a function of the total number
of tasks per client, i.e, the tradeoﬀ between exploration and exploitation [76, 107].
The third term in (5.11) is of the order N (V + 1)/T , characterizing the payoﬀ loss
incurred by clients backlogged in the system. Given T , the ﬁrst term and the third
term reveal an interesting tradeoﬀ as V increases. On the one hand, the ﬁrst term
will approach zero at the speed of 1/V , indicating that the policy adapts to the unknown client dynamics; on the other hand, the third term will increase linearly with
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V due to the payoﬀ loss incurred by clients backlogged in the system. If N and T are
p
known in advance, we can tune V to be min{T /N, T /N }, so that the payoﬀ-gap
p
p
upper-bound is minimized and becomes of the order max{N/T, N/T }+ log N/N .
As a consequence, as T increases, the payoﬀ gap ﬁrst decreases at a rate of T −1 for
T ≤ N and then at a rate of T −1/2 for N ≤ T ≤ N 2 / log N and ﬁnally gets saturated
p
at log N/N for T ≥ N 2 / log N.
p
The log N/N regret here may seem inferior compared to the log N/N regret
in [67, 69]. However, the regret in [67, 69] only holds under the stationary setting
T → ∞ and assuming knowledge of various uncertainty, such as the class-dependent
payoﬀ vectors, the number of tasks per client, and/or “shadow prices” (which in turn
require knowledge of the statistics of the client arrival dynamics). In contrast, our
payoﬀ gap characterizes the transient behavior of the system and holds for any ﬁnite
time T and ﬁnite N ≥ 2 without any such prior knowledge. It remains open whether
p
our log N/N regret can be further reduced to log N/N .
Our proof of 5.4.2 builds upon the standard Lyapunov drift technique [72–75]
and ﬁnite-time regret analysis [76]; however, our proof employs new techniques to
carefully account for the closed-loop interactions between the queueing dynamics and
the learning processes (see Section 5.6).

5.5

Numerical Results
We consider the same setup as described in the counter example in Section 5.3

and illustrated in Fig. 5.2. In particular, there are two servers and two classes of
clients. Deﬁne the key parameters as follows: µj = 1 for each server j = 1, 2; λi = 0.6
for each class i = 1, 2, and hence λ = λ1 + λ2 = 1.2. The expected number of tasks
per client is initially set to be N = 100, but we will vary the value later. The true
payoﬀ vectors for class 1 and class 2 are given by [0.9 0.1] and [0.9 0.3], respectively,
although they are unknown to the operator. Note that server 1 has larger expected
payoﬀ for both class 1 and class 2. However, its service rate is insuﬃcient to support
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all clients. Hence, this contention must be carefully controlled when the system aims
to maximize the payoﬀ. For a given policy Π and simulation time T , we report the
average system payoﬀ RT (Π) per unit time.

5.5.1

Two Other Policies for Comparison

We compare our proposed Algorithm 2 with the myopic matching policy and a
queue-length based policy. These two policies also use UCB to estimate unknown
payoﬀ vectors. The myopic matching policy aims at maximizing the total payoﬀ for
the current time-slot. Speciﬁcally, at each time slot t, the policy solves a modiﬁed
maximization problem of the form 5.8–5.9, but with the logarithmic term removed and
with γ = 0. Then, based on the solution to this modiﬁed maximization problem, the
tasks are assigned to each server in the same way as described in Step 3 in Algorithm
2. We expect that the myopic matching policy incurs relatively large payoﬀ loss
because it does not look at the future.
The queue-length based policy maintains a queue of tasks at each server j, and
uses the length of this task-queue qj (t) at time-slot t to indicate the congestion level
at server j. At each time-slot t and for each client l, the operator ﬁnds the server
j ∗ (l) with the highest queue-adjusted payoﬀ, i.e., j ∗ (l) = arg maxj {Cjl (t) − qj (t)/V }.
The operator then adds one task from each client l to the end of the task queue at
the server j ∗ (l). Every server j then processes µj = 1 task from the head of its own
queue and observes the random payoﬀ generated. As discussed in Section 5.3, one
weakness of such a queue-length based policy is that, when tasks are waiting in the
queues, the system cannot observe their payoﬀ feedback right away. Hence, there
is signiﬁcant payoﬀ feedback delay, which in turn leads to suboptimal assignment
decisions for subsequent tasks.

110
5.5.2

Performance Comparisons

We ﬁx γ = 1.1 for our proposed Algorithm 2 in all experiements, but we may
vary N and V . The ﬁrst set of experiements give a general feel of the dynamics of
diﬀerent policies. In Fig. 5.3, we ﬁx N = 100 and plot the evolution of the timeaveraged system payoﬀ up to time T under the three policies (with diﬀerent V ), as
the simulation time T advances. We can see that, even when N is not very large
(N = 100), the system payoﬀ under our proposed Algorithm 2 with V = 21 (the
solid curve with marker N) approaches the upper bound (5.4) (the horizontal dashed
line). Further, comparing V = 2 (marker N, dashed curve) with V = 21 (marker N,
solid curve), we observe signiﬁcantly higher system payoﬀ under Algorithm 2 when
V increases. In comparison, the payoﬀ achieved by the myopic matching policy (the
lowest dotted curve) is signiﬁcantly lower. The performance of the queue-length based
policy (the two curves with marker H) also exhibits a noticable gap from that of the
proposed Algorithm 2. Further, even when V increases from V = 2 (marker H,
dashed curve) to V = 100 (marker H, solid curve), the improvement of the queuelength based policy is quite limited. This result suggests that, due to the increase in
payoﬀ-feedback delay, controlling V is not eﬀective in improving the performance of
the queue-length based policy.
In Fig. 5.4, we ﬁx N = 100, increase V and plot the payoﬀ gap (compared to the
upper bound (5.4)) of our proposed Algorithm 2 over T = 7 × 105 time slots. Each
plotted data point represents the average of 5 independent runs. We can observe that
initially the payoﬀ gap decreases signiﬁcantly with V , but eventually it saturates
at V ≥ 50. This is because the regret due to small N , i.e., the second term of
(5.11), eventually dominates the payoﬀ gap when V is large. A similar ﬁgure with
increasing N but ﬁxed V (not shown) shows a similar saturation behavior when N
is large. Such saturation makes it diﬃcult to assess whether the scaling reported in
p
(5.11) is accurate. To answer this question, we next set V = N/ log N . In this
p
way, both the ﬁrst and second terms in (5.11) are of the order Θ( log N/N ). We
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then increase N (and V simultaneously) and show in Fig. 5.5 how the payoﬀ gap
of our Algorithm 2 decreases with N on a log-log scale. The result indeed matches
p
well with a Θ( log N/N ) scaling. Note that there is a noticable diﬀerence in slope
from the Θ(log N/N ) scaling. The diﬀerence remains even if we set V to be larger
at V = N/ log N . Thus, the results suggest that the performance bound in (5.11) for
our proposed Algorithm 2 may be tight.

5.6

Proofs
The rest of the section is devoted to proving our main results. In this section,

we will focus on the proof of Theorem 5.4.2 to highlight how to deal with the main
diﬃculties due to the interactions between the queueing dynamics and the learning
process. The proof for Theorem 5.4.1 is provided in Appendix D.6.

Table 5.1.
List of notations for the online service system model.
Symbol

Meaning

Cijk (t)

UCB estimate for server j by client k of class i

Cjl (t)

UCB estimate for server j by client l

Cij∗

True expected payoﬀ for server j and class i

k

l

C ij (t), C j (t) Empirical payoﬀ average
γ>1

Parameter in (5.8) and (5.14)

p∗ij

Solution to upper bounds (5.4) or (5.17)

pkij (t), plj (t)

Solution to (5.8) or (5.14) using UCB payoﬀ estimates

pbkij (t)

Solution to (5.14) with Cijk (t) replaced by Cij∗
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5.6.1

Equivalent Reformulation

We will use a Lyapunov-drift analysis with special modiﬁcations to account for the
learning of uncertain payoﬀs. Note that for the purpose of this drift analysis, we can
use the underlying class label of each client to keep track of the system dynamics, even
though our algorithm does not know this underlying class label. Thus, we re-label the
n(t) clients at time-slot t as follows. Let ni (t) be the number of clients at time-slot t
P
whose underlying class is i and I(t) = {i : ni (t) ≥ 1}. We have i∈I(t) ni (t) = n(t).
For each class i ∈ I(t), we use k = 1, ..., ni (t) to index the clients of this class at time
l

k

t. Similar to the notations Ci∗(l),j , C j (t) and Cjl (t), we denote Cij∗ , C ij (t) and Cijk (t) as
the true value, empirical average of past payoﬀs at time t, and the UCB estimate at
time t, respectively, for the payoﬀ of server j serving a task from the k-th client of the
P
k
(t) analogously
underlying class i. We also deﬁne hkij (t), hki (t) = Jj=1 hkij (t), and pij
to hlj (t), hl (t) and plj (t). Thus, the UCB estimate (5.7) in Step 1 of our proposed
Algorithm 2 is equivalent to
s

(
Cijk (t) ← min

k
C ij (t

− 1) +

)
2 log hki (t − 1)
, 1 ,
hkij (t − 1)

(5.13)

and the maximization problem (5.8) in Step 2 of our proposed Algorithm 2 is equivalent to:
max

[pkij ]≥0

s.t.

i (t)
X nX

i∈I(t) k=1
i (t)
X nX

(

J
X
1
log
pkij
V
j=1

!
+

J
X

)
pkij

�

Cijk (t)

−γ



(5.14)

j=1

pkij ≤ µj , for all j ∈ S.

(5.15)

i∈I(t) k=1

Our proof below will use these equivalent forms of the proposed Algorithm 2. In
the rest of the analysis, we will use boldface variables (e.g., n, p, and C) to denote
vectors, and use regular-font variables (e.g., ni , pkij , and Cijk ) to denote scalars. A list
of notations is provided in Table 5.1.
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5.6.2

Handling Uncertain Client Dynamics

Recall that λi = λρi , λ =

PI

i=1 λi and µ =

PJ

j=1

µj . Deﬁne the vector n(t) =

[ni (t), i = 1, . . . , I] and p(t) = [pkij (t), i ∈ I(t), j = 1, . . . , J, k = 1, . . . , ni (t)]. With
the above re-indexing of the clients, we choose the Lyapunov function L(n(t)) as
I

1 X n2i (t)
L(n(t)) =
.
2 i=1 λi

(5.16)

Let [p∗ij ] be the optimal solution of the upper bound in (5.4). Note that if we replace
each Cij∗ in (5.4) by Cij∗ − γ, this will result in the same optimal solution. Thus, [p∗ij ]
is also the optimal solution to the following optimization problem:
max
[pij ]≥0

I
X

λi

i=1

J
X

pij (Cij∗ − γ), subject to (5.5) and (5.6).

(5.17)

j=1

Next, we will add a properly-scaled version of the following term to the drift of the
Lyapunov function L(n(t + 1)) − L(n(t)):
Δ(t) =

I X
J
X

λi p∗ij (Cij∗

− γ) −

i=1 j=1

i (t) J
X nX
X

pkij (t)(Cij∗ − γ).

(5.18)

i∈I(t) k=1 j=1

The value of Δ(t) captures the gap between the achieved payoﬀ and the upper bound
in (5.17), both adjusted by γ. The following lemma is the ﬁrst step towards bounding
the Lyapunov drift plus this payoﬀ gap.
Lemma 1 The expected drift plus payoﬀ gap is bounded by


V
E L(n(t + 1)) − L(n(t)) + Δ(t) | n(t), p(t)
N
J
1
V X X
c1 + c2
≤ A1 (t) +
λi p∗ij (Cij∗ − γ) +
,
N
N
N
j=1
i∈I(t)
/

where c1 = I2 , c2 =
A1 (t) ,

µ2
2



1+

γ2
(γ−1)2

P

I
1
i=1 λi ,

i (t) J 
X nX
X ni (t)

i∈I(t) k=1 j=1

λi

+V

and

(Cij∗

 ∗

λi pij
k
− γ)
− pij (t) .
ni (t)

(5.19)
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Proof We ﬁrst note that
ni (t + 1) = ni (t) + Ui (t + 1) − Di (t),
where Ui (t + 1) and Di (t) are the number of client arrivals at the beginning of time
t + 1 and the number of departures at the end of time t, respectively, of class i. Note
/ I(t), i.e., ni (t) = 0,
that Ui (t) is a Bernoulli random variable with mean λi /N . For i ∈
we have Di (t) = 0 and ni (t + 1) = Ui (t + 1). It follows that

 λi
E[n2i (t + 1) − ni2 (t) | ni (t) = 0] = E Ui2 (t + 1) = .
N

(5.20)

For i ∈ I(t), the expected time-diﬀerence of n2i (t) is bounded by
E[n2i (t + 1) − n2i (t) | n(t), p(t)]


= E 2ni (t) (Ui (t + 1) − Di (t)) + (Ui (t + 1) − Di (t))2 | n(t), p(t)




λi
λi
≤ 2ni (t)
− E [Di (t)|n(t), p(t)] +
+ E Di2 (t)|n(t), p(t)
N
N
⎛
⎞


ni (t) J
2
2
XX
γ
λ
2ni (t) ⎝
µ
i
k
≤
λi −
pij (t)⎠ +
+
1+
,
2N
N
N
(γ
−
1)
N
k=1 j=1

(5.21)

where in the last step we have used the following bounds shown in Lemma 6 in
Appendix D.1:
ni (t) J
1 XX k
γ 2 µ2
pij (t) −
,
E [Di (t)|n(t), p(t)] ≥
N k=1 j=1
2(γ − 1)2 ni (t)N 2

and E [Di2 (t) | n(t), p(t)] ≤

µ2
.
N

(5.22)

Combining (5.20) and (5.21), the expected Lyapunov

drift is then bounded by
E [L((n(t + 1))) − L(n(t)) | n(t), p(t)]
⎛
⎞
ni (t) J
X
X
X
c1 + c2
1
ni (t) ⎝
≤
λi −
pkij (t)⎠ +
N
N
λi
k=1 j=1
i∈I(t)


ni (t) J 
1 X ni (t) X X λi p∗ij
c1 + c2
k
=
− pij (t) +
,
N
N
λi k=1 j=1 ni (t)
i∈I(t)

(5.23)
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where c1 and c2 are deﬁned in the lemma, and we use N ≥ 1 in the inequality. Adding
V
Δ(t)
N

in 5.18, the result then follows. Note that we need to single out the ﬁrst term

of 5.18 corresponding to ni (t) = 0, which produces the second term of (5.19).
Proof [Proof of 5.4.2] Recall that in Step 2 of our proposed algorithm, we have
chosen γ > 1 ≥ Cij∗ . Hence, the second term on the right-hand-side of (5.19) is
always less than 0. Then, taking expectations of (5.19) over n(t) and p(t), summing
over 0 ≤ t ≤ T − 1, and divided by T , we have
T −1
1
V X
E [L(n(T )) − L(n(0))] +
E [Δ(t)]
T
T N t=0

≤

T −1
1 X
c1 + c2
E [A1 (t)] +
.
N T t=0
N

Since the system at time t = 0 is empty, i.e., n(t) = 0, it follows that L(n(0)) = 0.
In view of L(n(T )) ≥ 0, the last displayed equation gives
T −1
T −1
1X
1 X
c1 + c2
E [Δ(t)] ≤
E [A1 (t)] +
.
T t=0
T V t=0
V

(5.24)

Let RT denote the expected payoﬀ per unit time achieved by Algorithm 2 for a
given time T as deﬁned in (5.3). By deﬁnitions of Δ(t), RT , and R∗ , we get that
T −1
1X
E [Δ(t)]
T t=0

⎡
⎤
ni (t)
T −1 X
J
X
X
X
γ
= R∗ − RT − γλ +
E⎣
pkij (t)⎦ .
T t=0 j=1
k=1

(5.25)

i∈I(t)

We show in Appendix D.1 that the total number D(t) of departures at time t
satisﬁes
J ni (t)
1 X XX k
E [D(t) | n(t), p(t)] ≤
pij (t).
N
j=1 k=1
i∈I(t)
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It follows that
⎡
⎤
ni (t)
T −1 X
J
X
X
X
1
λ−
E⎣
pkij (t)⎦
T t=0 j=1
k=1
i∈I(t)

T −1
NX
≤λ−
E [D(t)]
T t=0
T −1
NX
=
E [U (t + 1) − D(t)]
T t=0

=

N
β3 N (V + 1)
E [n(T )] ≤
,
T
γT

where U (t) denotes the total number of arrivals at time t, and the last inequality
holds in view of 5.4.1 and the deﬁnition of β3 in 5.12. By combining the last displayed
equation with 5.25 and 5.24, we get that
T
1 X
c1 + c2
β3 N (V + 1)
R − RT ≤
+
E [A1 (t)] +
.
T
T V t=1
V
∗

(5.26)

In the rest of this section, we show that for all T ,
T
1 X
E [A1 (t)]
T V t=1
� p
3Jγ 2 
λ p
≤
4J 2N log N + µ 4 2 log N + 3 +
.
N
(1 − γ)2

(5.27)

Substituting (5.27) into 5.26 and invoking the assumption N log N ≥ 1, the result of
5.4.2 readily follows.

The remainder of the section will prove (5.27).

5.6.3

Bounding A1 (t): Handling Payoﬀ Uncertainty

As we will see soon, if there were no errors in the payoﬀ estimates [Cijk (t)], we would
have obtained A1 (t) ≤ 0 (see discussions after (5.31)). Thus, the key in bounding
A1 (t) is to account for the impact of the errors of the payoﬀ estimates. In the rest of
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this subsection, we ﬁx n = n(t). Recall that I(t) = {i|ni (t) ≥ 1}, and p(t) = [pkij (t)]
is the solution to the optimization problem (5.14). Denote vectors W = [Wijk , i ∈
I(t), j = 1, ..., J, k = 1, ..., ni (t)] and π = [πijk , i ∈ I(t), j = 1, ..., J, k = 1, ..., ni (t)].
We deﬁne the function
f (π|n, W) ,

i (t)
X nX

"
log

J
X

!
πijk

+V

j=1

i∈I(t) k=1

J
X

#
(Wijk − γ)πijk .

(5.28)

j=1

Note that when W = [Cijk (t)], the value of this function at π = p(t) is precisely the
e (t) denote the vector [pekij (t)]
objective function of (5.14) multiplied by V . Now, let p
∗
λi pij
such that pekij (t) =
for all i ∈ I(t), j = 1, ..., J and k = 1, ..., ni (t). Using the
ni (t)
+V (Wijk −γ) is the partial derivative
concavity of the function f and the fact that nλi (t)
i
e (t), the following lemma can be easily shown (see Appendix D.2 for details).
of f at p
Lemma 2 For any W = [Wijk ] and π = [πijk ], it holds that
J n
i (t) 
X
X X
ni (t)
i∈I(t) j=1 k=1

λi

+V

(Wijk


− γ)

λi p∗ij
− πijk
ni (t)

e (t)|n, W) − f (π|n, W).
≤ f (p



(5.29)

The signiﬁcance of this lemma is as follows. Let C∗ denote the vector [Wijk ] such
that Wijk = Cij∗ for all i ∈ I(t), j = 1, ..., J and k = 1, ..., ni (t). If we choose W = C∗
and π = p(t) in Lemma 2, then A1 (t) is simply the left-hand-side of (5.29). Applying
Lemma 2, we then have
e (t)|n, C∗ ) − f (p(t)|n, C∗ ).
A1 (t) ≤ f (p
(5.30)
h
i
b (t) = pbkij (t) as the maximizer of f (π|n, C∗ ) over the constraint
Next, denote p
e (t) also satisﬁes the constraint (5.15), we have f (p
e (t)|n, C∗ ) ≤ f (p
b (t)|n, C∗ ).
(5.15). Since p
Combining with (5.30), we get
b (t)|n, C∗ ) − f (p(t)|n, C∗ ).
A1 (t) ≤ f (p

(5.31)

b (t) maximizes f (π|n, C∗ ),
To appreciate the diﬀerence between the two terms, recall that p
while p(t) maximizes f (π|n, C(t)), where we have denoted C(t) = [Cijk (t)]. Clearly,
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if there were no errors in the payoﬀ estimates C(t), i.e., if C(t) = C∗ , we would have
b (t) and A1 (t) ≤ 0 trivially. In order to bound the diﬀerence when
obtained p(t) = p
C(t) 6= C∗ , we use
b (t)|n, C(t)) + A3 (t)
b (t)|n, C∗ ) = f (p
f (p
≤ f (p(t)|n, C(t)) + A3 (t)

(by the optimality of p(t))

= [f (p(t)|n, C∗ ) + A2 (t)] + A3 (t),

(5.32)

where the two equalities follow directly from the deﬁnition of f and that of A2 (t) and
A3 (t) below:
i (t) J
X nX
X�

A2 (t) = V
Cijk (t) − Cij∗ pkij (t),

i∈I(t) k=1 j=1
i (t) J
X nX
X�
 k
A3 (t) = V
(t).
Cij∗ − Cijk (t) pbij

i∈I(t) k=1 j=1

Combining (5.31) and (5.32), we thus have
A1 (t) ≤ A2 (t) + A3 (t).

5.6.4

(5.33)

Bounding A2 (t)

In this subsection, we wish to bound

1
T

PT

t=1

E[A2 (t)] for a given T. We deﬁne Λ

as a particular realization of the sequence of client arrival-times up to time slot T .
We use EΛ to denote the conditional expectation given Λ. Given Λ, we slightly abuse
notation and use the index k now to denote the k-th client of class i that arrives
to the system. Let t1 (k) denote the arrival time of this client, and t2 (k) denote the
minimum of her departure time and T . The following lemma is useful to bound the
P
contribution of this client to Tt=1 E[A2 (t)]. Since the proof of this lemma is along
similar lines as that of Lemma 5 in Section 5.6.5, we move it to Appendix D.4.
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Lemma 3 Suppose that the k-th arriving client of the underlying class i brings a
total number ak of tasks into the system. For all 1 ≤ j ≤ J, it holds that
⎡
⎤
t2 (k)
X
EΛ ⎣
(Cijk (s) − Cij∗ )pkij (s)⎦
s=t1 (k)

p
p
≤ 4 2ak log ak + 4µj 2 log ak + 3µj .

(5.34)

Remark: The result of the lemma can be interpreted as follows. Suppose that
pkij (s) = 1 for all time s. Then, after s time-slots, the gap Cijk (s) − Cij∗ is within
p
the order of Θ( log s/s) with high probability by the Chernoﬀ-Hoeﬀding bound (see
Lemma 7 in Appendix D.3). Summing over all 1 ≤ s ≤ ak , we get an expression on
the order of the ﬁrst term in (5.34). Of course, under our algorithm pkij (t) is random.
Fortunately, here the loss given by the left-hand-side of (5.34) accumulates at the
same rate as the probability pkij (t) of choosing a server (which will not be the case
in Section 5.6.5). Thus, we may view the time as being slowed down at the rate of
PJ
k
j=1 pij (t), and expect the bound in (5.34) to hold. However, the tricky part is that
the value of pkij (t) also depends on previous values of Cijk (s), s < t. Our proof uses
a delicate martingale argument to take care of such dependency. We also note that
p
this lemma is the main reason that we get Θ( log N/N ) regret in the second-term
of (5.11). In the classical MAB problem in [76], there is a non-zero gap δ between
the best arm and the second-best arm. Thus, once the estimation error is within δ,
which takes Θ(log N ) time, learning can stop. As a result, the regret is on the order
of Θ(log N/N ). In contrast, in our problem the notion of “best/second-best arms” is
more ﬂuid because they depend on the number of clients in the system. As a result,
p
we do not have such a ﬁxed gap δ, which is why we have a larger Θ( log N/N ) loss
due to learning.
Now, we are ready to bound E [A2 (t)]. First, given a sequence of arrival times Λ,
by re-indexing the clients in the order of their arrival times, we have
T
X
t=1

I m
J
i (T ) t2 (k)
X
X
X X
� k

Cij (t) − Cij∗ pkij (t),
A2 (t) = V
i=1 k=1 t=t1 (k) j=1
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where mi (T ) is the total number of arrivals of class i up to time slot T. Since Lemma
3 holds for any client k and any server j, we have
T
X

EΛ [A2 (t)] ≤ V

t=1

I m
i (T ) 
X
X

4J

p

 p
 
2ak log ak + 4 2 log ak + 3 µ .

i=1 k=1

Note that ak has mean N , and further both

√

x log x and

√
log x are concave functions.

Moreover, E [mi (T )] = λi T /N . Taking the expectation of ak and then Λ over both
sides of the last displayed equation and applying Jensen’s inequality, we get
T
 p
 
1 X
λ  p
E [A2 (t)] ≤
4J 2N log N + 4 2 log N + 3 µ .
T V t=1
N

5.6.5

(5.35)

Bounding A3 (t)

We now bound the contribution to

1
T

PT

t=1

E[A3 (t)] by the k-th arriving client of

class i, using similar ideas as in Section 5.6.4. Here, however, we face a major new
diﬃculty related to the issue of “learning slow-down” discussed in Section 5.3. Note
that the rate with which tasks of this client are assigned to the servers at time t is
P
k
given by Jj=1 pij
(t), which may decrease as there are more clients in the system.
We thus refer to this value as the “learning rate,” since it determines how quickly
(or slowly) the system can receive payoﬀ feedback for this client and improve her
payoﬀ estimate. However, the loss in A3 (t) accumulates at a diﬀerent rate pbkij (t).
P
k
We therefore refer to Jj=1 pbij
(t) as the “loss-accummulation rate.” If the learning
rate is small and the loss-accummulation rate is large, it is possible that the total
loss may grow unboundedly because the system does not learn as quickly as it incurs
losses. The following lemma thus becomes crucial. It shows that, thanks to our
choice in Algorithm 2 that all the UCB estimates are no greater than 1 and γ > 1,
the learning rate for any client will be at most a constant factor away from the lossP
accummulation rate. We will then use this lemma to show that T1 Tt=1 E[A3 (t)] must
then be upper-bounded by a constant.
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Lemma 4 At any time t, suppose that [pbkij (t)] and [pkij (t)] are the maximizers of
f (π|n(t), C∗ ) and f (π|n(t), C(t)) deﬁned in 5.28, respectively, subject to the constraint (5.15). Then, for all clients k of all classes i, the following holds
PJ

j=1
PJ
j=1

k
pbij
(t)
k
pij
(t)


≤

γ
γ−1

2
.

The proof is available in Appendix D.5. The main idea is as follows. Note that
for any W, the maximizer of f (π|n(t), W) subject to server capacity constraint 5.15
must satisfy the KKT condition:
J
X

πijk (t) =

j=1

1
,
V minj {qj (t) + γ − Wijk }

where qj (t) ≥ 0 is the optimal dual variable corresponding to server j’s capacity
constraint. For either W = C∗ or W = C(t), the value of Wijk cannot diﬀer by more
γ
.
than 1. Hence, the value of qj (t) + γ − Wijk cannot diﬀer by more than a factor γ−
1
PJ
P
J
k
k
This implies that the value of j=1 pij
(t) or j=1
pbij
(t) across diﬀerent clients cannot

diﬀer much either. The result of the lemma can then be readily shown.
Lemma 5 Suppose that the k-th arriving client of class i arrives at time t1 (k), and
let t2 (k) be the minimum of T and her departure time. Then, the following holds,
⎡
⎤

2
t2 (k)
J
X
X �
 k
γ
∗
k
EΛ ⎣
µ.
(5.36)
Cij − Cij (s) pbij (s)⎦ ≤ 3J
γ
−
1
j=1
s=t1 (k)

We give the intuition behind this lemma before the proof. Recall that hkij (t − 1) is
the number of tasks from this particular client that have been assigned to server j by
P
k
the end of time t − 1, and hki (t − 1) = Jj=1 hkij (t − 1). Further, let hij
(0) = hki (0) = 0.
For each time-slot s and 1 ≤ j ≤ J, deﬁne the “good” event
s
(
)
k
2
log
h
(s
−
1)
k
i
Gj (s) = hkij (s − 1) ≥ 1, Cij∗ − C ij (s − 1) ≤
hkij (s − 1)

∪ hkij (s − 1) = 0 ,

122
k

where C ij (s − 1) is the empirical average of the received payoﬀs at the end of time
slot s − 1. Let G(s) = ∩Jj=1 Gj (s). Note that on the event G(s), the UCB estimates
�

satisfy Cijk (s) ≥ Cij∗ and thus the terms Cij∗ − Cijk (s) pbkij (s) on the left hand side
of 5.36 are negative. Hence, to prove the lemma, it suﬃces to bound the sum due
to the probability of the “bad” event Gc (s) (i.e., the complement of G(s)), which
P
accumulates at the rate of Jj=1 pbkij (s). Thanks to Lemma 4, this loss-accumulation
PJ
k
rate is upper bounded by a constant multiplied by the learning rate
j=1 pij (s).
Finally, using concentration bounds and a delicate martingale argument, we can show
that the probability of the bad event Gc (s) decreases polynomially fast as the learning
rate accumulates, resulting to the bound in 5.36.
Proof Without loss of generality, we take t1 (k) = 1, i.e., we label the ﬁrst time-slot
as the time-slot when this particular client arrives to the system. Let cγ = γ 2 /(γ −1)2 .
Let 1G(s) denote the indicator variable which is 1 if G(s) holds and 0 otherwise. Then
t2 (k)

X�


Cij∗ − Cijk (s) pbkij (s)

s=1
t2 (k)

=

t2 (k)

X�

Cij∗

−

Cijk (s)



k
pbij
(s)1G(s)

s=1

+

X�
 k
Cij∗ − Cijk (s) pbij
(s)1Gc (s)
s=1

t2 (k)

≤

X

pbkij (s)1Gc (s) ,

s=1

where the last inequality holds because Cij∗ ≤ 1 and Cij∗ ≤ Cijk (s) on the event G(s).
Summing over all server j, we obtain
J tX
J tX
2 (k)
2 (k)
X
X
� ∗
 k
k
Cij − Cij (s) pbij (s) ≤
pbkij (s)1Gc (s)
j=1 s=1

j=1 s=1
t2 (k)

≤ cγ

X
s=1

1Gc (s)

J
X
j=1

pkij (s),
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where the last inequality holds because 1Gc (s) does not depend on the index j, and in
view of Lemma 4. Taking the conditional expectation given Λ (i.e., the realization of
arriving times) over both sides of the last displayed equation, we obtain
⎡
⎤
⎡
⎤
t2 (k)
J tX
J
2 (k)
X
X
X

� ∗
EΛ ⎣
1Gc (s)
pkij (s)⎦ .
Cij − Cijk (s) pbkij (s)⎦ ≤ cγ EΛ ⎣
j=1 s=1

s=1

(5.37)

j=1

Similar to Ylj (t) in Section 5.4, denote Yijk (t) as the actual number of tasks from
client k of class i served by server j at time slot t. We now show that
⎡
⎤
⎡
⎤
t2 (k)
t2 (k)
J
J
X
X
X
X
k
EΛ ⎣
1Gc (s)
pij
(s)⎦ = EΛ ⎣
1Gc (s)
Yijk (s)⎦ .
s=1

s=1

j=1

(5.38)

j=1

To see this, let Ft denote the ﬁltration (which contains all the system information) up
to the end of time-slot t. In particular, Yijk (s) and 1Gc (s+1) are measurable with respect

PJ � k
Pt
to Ft for all s ≤ t. Let Mt , s=1
1Gc (s) j=1
Yij (s) − pkij (s) . Since EΛ [Yijk (s +
1) − pkij (s + 1)|Fs ] = 0, it follows that Mt is martingale. Further, note that t2 (k) is
the minimum between T and the ﬁrst time that hki (t) exceeds ak . Hence, t2 (k) is a
stopping time with respect to the ﬁltration Ft and is upper bounded by T. Invoking
the Optional Stopping Theorem [144, Section 10.4], we then have E[Mt2 (k) ] = 0, which
is precisely 5.38. In view of 5.37 and 5.38, to prove the lemma it suﬃces to show that
⎡
⎤
t2 (k)
J
X
X
EΛ ⎣
1Gc (s)
Yijk (s)⎦ ≤ 3Jµ.
(5.39)
s=1

j=1

Towards this end, for each integer a = 0, 1, ..., ak , deﬁne


τa = min T + 1, inf s ≥ 1 | hki (s − 1) ≥ a

.
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In other words, τa is the ﬁrst time-slot s such that the number of client k’s tasks
already assigned to servers at the end of the previous time-slot s − 1 is at least a.
Note that 1 = τ0 ≤ τ1 ≤ · · · ≤ τak = t2 (k) + 1. Then, we have
t2 (k)

X

1Gc (s)

s=1

J
X

τa+1 −1

Yijk (s)

X

=

a∈[0,ak −1]:τa+1 >τa s=τa

j=1

X

=

X

1Gc (τa+1 −1)

≤µ+µ

Yijk (s)

j=1

Yijk (τa+1 − 1)

j=1

a∈[0,ak −1]:τa+1 >τa

X

J
X

1Gc (s)

J
X

1Gc (τa+1 −1) ,

(5.40)

a∈[1,ak −1]:τa+1 >τa

where the second equality holds because across all s ∈ [τa , τa+1 − 1], the value of
PJ
k
k
j=1 Yij (s) can be non-zero only at the last time-slot τa+1 − 1 (otherwise, hi (s) will
be at least a + 1 before τa+1 − 1, contradicting the deﬁnition of τa+1 ); and the last
P
inequality holds because Jj=1 Yijk (s) ≤ µ and it can also be non-zero at most once
across all s ∈ [τ0 , τ1 − 1].
Now, ﬁx an integer a such that τa+1 > τa . It follows that the number hki (τa − 1)
of tasks assigned by the end of time-slot τa − 1 must be exactly equal to a. Note that
τa − 1 ≤ τa+1 − 2 < τa+1 − 1. Hence, we must also have hki (τa+1 − 2) = a.

By the

union bound,
c

PΛ {G (τa+1 − 1)} ≤

J
X


PΛ Gcj (τa+1 − 1) .

(5.41)

j=1
k

Fix a 1 ≤ j ≤ J. When hkij (τa+1 − 2) ≥ 1, the empirical average C ij (τa+1 − 2) is the
average of hkij (τa+1 − 2) i.i.d. Bernoulli random variables X(1), X(2), . . . with mean
Cij∗ . Although hkij (τa+1 − 2) is random, it holds that hkij (τa+1 − 2) ≤ hki (τa+1 − 2) = a.
Therefore,

PΛ Gcj (τa+1 − 1)
(

)
r
r
1X
2
log
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≤ PΛ ∀1 ≤ r ≤ a :
X(u) − Cij∗ < −
r u=1
r
(
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a
r
a
X
X
1X
2 log a
1
1
∗
≤
≤ 3,
≤
P
X(u) − Cij < −
4
r u=1
r
a
a
r=1
r=1

(5.42)
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where the second inequality is due to the Chernoﬀ-Hoeﬀding Bound (see Lemma 7 in
Appendix D.3). Combining (5.40)-(5.42) yields
⎡
⎤
t2 (k)
J
∞
X
X
X
1
k
⎣
⎦
1Gc (s)
Yij (s) ≤ µ + µJ
≤ µ + 3µJ/2 ≤ 3µJ,
EΛ
a3
s=1
a=1
j=1
which is exactly (5.39). The result of the lemma then follows.

Using Lemma 5 and following the same steps at the end of Section 5.6.4, we then
get

2
T
3λµJ
γ
1 X
.
E[A3 (t)] ≤
T V t=1
N
1−γ

(5.43)

Finally, the desired (5.27) follows by combining 5.33, 5.35, and 5.43.

5.7

Conclusion
In this chapter, we propose a new utility-guided task assignment algorithm for

queueing systems with uncertain payoﬀs. Our algorithm seamlessly integrates online
learning and adaptive control, without relying on any prior knowledge of the statistics
of the client dynamics or the payoﬀ vectors. We show that, compared to an oracle
that knows all client dynamics and payoﬀ vectors beforehand, the gap of the expected
payoﬀ per unit time of our proposed algorithm at any ﬁnite time T is on the order
p
of 1/V + log N/N + N (V + 1)/T, where V is a parameter controlling the weight of
a logarithmic utility function, and N is the average number of tasks per client. Our
analysis carefully accounts for the closed-loop interactions between the queueing and
learning processes. Numerical results indicate that the proposed algorithm outperforms a myopic matching policy and a standard queue-length based policy that does
not explicitly address such closed-loop interactions.
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CHAPTER 6. SUMMARY AND FUTURE WORK
6.1

Summary
In this thesis, we study resource allocation problems in nano-communication net-

works and online service platforms. We are interested in analyzing how the system
performance relates to the limited resource and how to design algorithms to achieve
better performance. In many cases, a distributive implementation of the algorithm is
required due to the lack of a central controller or the dimensionality of the problem.
In the following, we summarize the contributions of each chapter in the thesis.
The ﬁrst half of the thesis is devoted to the system design of nanonetworks using
molecular communications. In Chapter 2, we found that the message delivery time
over a source-destination pair in bacteria networks is a convex function of the number
of available carriers. Combining the result of convex optimization and Markov Chain
analysis, we proposed a decentralized message transmission scheme for message delay
minimization. Since the nanonetwork does not have a central controller, the policy
optimizes the release probability at each source node so that collectively, the number
of message carriers dedicated to each source-destination node is optimally allocated
according to their message priorities. For large networks with complex dynamics,
we showed that the message delay performance can be analyzed with mean-ﬁeld
approximation, which aligned well with the simulation. We also veriﬁed that our
proposed carrier-allocation policy eﬀectively minimizes the system delay when each
source node follows the designed message-release probability. This work provides an
eﬀective treatment and insight to the applications where message-carrying resource
needs to be shared among diﬀerent prioritized tasks.
In Chapter 3, we studied the allocation of therapeutic agents to achieve deeptarget delivery via autonomous agent coordination. Without a central controller, the
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key challenge is to balance between the number of agents moving toward the target
and the number of agents staying to broadcast for attracting farther agents. Inspired
by the motility and sensing capability of bacteria, we design a broadcast-then-attract
strategy which can autonomously recruit agents multiple hops away to the target
using only two types of communicating molecules. We further show that recruiting
agents too aggressively may lead to a poor performance if the multi-hop paths are
disconnected. The strategy has a similar ﬂavor to swarm intelligence, where following
simple local rules at each node leads to an emerging global behavior. The insight of
this work can be used for the design of task-oriented nanonetworks.
We dive further into molecule-level communications in Chapter 4. Usually, a
constant-drift channel is considered for signal modulation, channel coding, receiver
design, etc. In contrast, in this chapter we considered communications in accelerated channels and proposed a novel message modulation scheme for enhanced error
performance. Such scenarios can be formed by having charged molecules as message
carriers and setting up an external electric ﬁeld along the point-to-point communication dimension. The key challenge is how to reduce the noise (mainly, inter-symbol
interference) in diﬀusive channels. We demonstrate that our proposed molecular
releasing strategy can eﬀectively reduce the decoding error rate at the receiver by utilizing unequal travel times of molecules, thanks to their diﬀerent physical properties.
We show that our scheme outperforms the equivalent constant-drift channel by an
amount proportional to the magnitude of the external ﬁeld.
In Chapter 5, we turn our focus to online service platforms and develop new
schemes that integrate online learning with adaptive control to address both payoﬀ
and client dynamic uncertainties. We propose a new utility-guided online learning
and task assignment algorithm that can achieve near-optimal system payoﬀ even
compared to an “oracle” that knows the statistics of client dynamics and all clients’
payoﬀ vectors beforehand. Speciﬁcally, we show that the gap between the expected
payoﬀ per unit time achieved by our proposed algorithm and that achieved by the
“oracle” in a ﬁnite T horizon is at most the sum of three terms: the ﬁrst one is
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of the order 1/V where V is a parameter of the proposed algorithm that can be
p
taken to a large value; the second one is of the order log N/N , where N is the
average number of tasks per client; the third one is of the order N (V + 1)/T which
decreases as the time T increases. These three terms have the following natural
physical interpretations. The ﬁrst 1/V term is due to the uncertainty in client arrival
p
process; the second log N/N term is because of learning from noisy payoﬀ feedback;
the third N (V + 1)/T term characterizes the payoﬀ loss incurred by the backlogged
clients.

6.2

Suggested Future Work
There are multiple directions that the work in this thesis can be expanded on.

For example, in the design of carrier allocation policy in Chapter 2, we used the partitioned model as a reference for the heuristic algorithm design of the unpartitioned
model. A more eﬀective approach may be to directly optimize the message release
probabilities at the source nodes in the unpartitioned model. However, one would
expect a more involved analysis for the optimization since we cannot directly sum up
the weighted message delay contributed by each source-destination pair. Further, we
assume the destination node can distinguish between updated messages and outdated
messages upon receiving the message. In practice, a mechanism of diﬀerentiating outdated messages from current messages at the destination nodes may warrant further
investigation.
In Chapter 3, we designed a probabilisitic local decision rule for nanosensors to
gather at the deep target. An important parameter in the algorithm controls the tendency of node movements toward the target when they are in the dense neighborhood.
The parameter trades oﬀ the nanosensors’ convergence speeds toward the target and
the probability of disconnecting signal-cascading paths. It will be important to further characterize the optimization of this key parameter under diﬀerent applications
and resource constraints. In addition, we assume throughout the work that chem-
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icals released by each node do not accumulate. For practical implementation, it is
imperative to enhance/generalize the decision rule to accommodate scenarios where
chemicals released by nanosensors interfere with each other.
For the service allocation of online service platforms in Chapter 5, there are a
number of future research directions. First, a straightforward lower bound on the
payoﬀ loss is O(log N/N ) [76]. Thus, it would be interesting to study whether the
proposed algorithm can be further improved to reduce the second regret term of (5.11)
to O(log N/N ). Another related question is to understand the potential tradeoﬀ between the payoﬀ optimality and the delay for each client to complete all her tasks, as
the parameter V increases. Second, in order to limit the payoﬀ-feedback delay, our
algorithm assumes that the service of each server is deterministic. We plan to generalize to the case with random service or even unknown service rates. One possibility is
to use a dual algorithm for solving (5.8)–(5.9), and study the system dynamics when
a small number of dual iterations are executed in each time-slot (similar to the ﬂowlevel stability study without time-scale separation in [73]). In this way, the algorithm
will be robust to random service variations and even unknown service rates. How
to quantify the resulting performance guarantees will be an interesting direction for
future studies. Finally, although our model does not assume any prior knowledge of
the class-dependent payoﬀ vectors, it would be interesting to study whether the idea
from this work can be used to improve the policies in [67–69] when such knowledge
is available.
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[129] T. Lattimore, K. Crammer, and C. Szepesvári, “Linear multi-resource allocation with semi-bandit feedback,” in Proceedings of the 28th International Conference on Neural Information Processing Systems, ser. NIPS’15, Cambridge,
MA, USA, 2015, pp. 964–972.
[130] S. Shahrampour, A. Rakhlin, and A. Jadbabaie, “Multi-armed bandits in multiagent networks,” in 2017 IEEE International Conference on Acoustics, Speech
and Signal Processing (ICASSP). IEEE, 2017, pp. 2786–2790.
[131] S. Buccapatnam, J. Tan, and L. Zhang, “Information sharing in distributed
stochastic bandits,” in IEEE INFOCOM, 2015, pp. 2605–2613.

139
[132] J. Feldman, N. Korula, V. S. Mirrokni, S. Muthukrishnan, and M. Pál, “Online
ad assignment with free disposal,” in WINE, vol. 9. Springer, 2009, pp. 374–
385.
[133] D. Chakrabarty, Y. Zhou, and R. Lukose, “Online knapsack problems,” in
Workshop on Internet and Network Economics (WINE), 2008.
[134] S. Alaei, M. Hajiaghayi, and V. Liaghat, “The online stochastic generalized
assignment problem,” in Approximation, Randomization, and Combinatorial
Optimization. Algorithms and Techniques. Springer, 2013, pp. 11–25.
[135] F. Zheng, Y. Cheng, Y. Xu, and M. Liu, “Competitive strategies for an online
generalized assignment problem with a service consecution constraint,” European Journal of Operational Research, vol. 229, no. 1, pp. 59–66, 2013.
[136] L. Tassiulas and A. Ephremides, “Stability Properties of Constrained Queueing
Systems and Scheduling Policies for Maximum Throughput in Multihop Radio
Networks,” IEEE Trans. on Automatic Control, vol. 37, no. 12, pp. 1936–1948,
December 1992.
[137] M. Chiang, “To Layer or Not to Layer: Balancing Transport and Physical Layers in Wireless Multihop Networks,” in IEEE INFOCOM, Hong Kong, March
2004.
[138] A. Eryilmaz and R. Srikant, “Fair Resource Allocation in Wireless Networks
Using Queue-length-based Scheduling and Congestion Control,” in IEEE INFOCOM, Miami, FL, March 2005.
[139] X. Lin and N. B. Shroﬀ, “The Impact of Imperfect Scheduling on Cross-Layer
Rate Control in Multihop Wireless Networks,” in IEEE INFOCOM, Miami,
FL, March 2005.
[140] X. Lin, N. B. Shroﬀ, and R. Srikant, “A Tutorial on Cross-Layer Optimization
in Wireless Networks,” IEEE Journal on Selected Areas in Communications
(JSAC), vol. 24, no. 8, pp. 1452–1463, 2006.
[141] L. Huang, X. Liu, and X. Hao, “The power of online learning in stochastic network optimization,” in ACM SIGMETRICS Performance Evaluation Review,
vol. 42, no. 1. ACM, 2014, pp. 153–165.
[142] L. Huang, S. Zhang, M. Chen, and X. Liu, “When backpressure meets predictive
scheduling,” IEEE/ACM Transactions on Networking, vol. 24, no. 4, pp. 2237–
2250, 2016.
[143] P. R. Kumar and S. P. Meyn, “Stability of Queueing Networks and Scheduling Policies,” IEEE Transactions on Automatic Control, vol. 40, pp. 251–260,
February 1995.
[144] B. Hajek, Random Processes for Engineers.
March 2015.

Cambridge University Press,

[145] I. S. Johnson, “Human insulin from recombinant dna technology,” Science, vol.
219, no. 4585, pp. 632–637, 1983.

140
[146] C. Cheminay and M. Hensel, “Rational design of salmonella recombinant vaccines,” International Journal of Medical Microbiology, vol. 298, no. 1, pp. 87–98,
2008.
[147] J. C. Anderson, E. J. Clarke, A. P. Arkin, and C. A. Voigt, “Environmentally
controlled invasion of cancer cells by engineered bacteria,” Journal of molecular
biology, vol. 355, no. 4, pp. 619–627, 2006.
[148] C. A. Swoﬀord, N. Van Dessel, and N. S. Forbes, “Quorum-sensing salmonella
selectively trigger protein expression within tumors,” Proceedings of the National Academy of Sciences, vol. 112, no. 11, pp. 3457–3462, 2015.
[149] C. U. Riedel, I. R. Monk, P. G. Casey, D. Morrissey, G. C. O’Sullivan,
M. Tangney, C. Hill, and C. G. Gahan, “Improved luciferase tagging system
for listeria monocytogenes allows real-time monitoring in vivo and in vitro,”
Applied and environmental microbiology, vol. 73, no. 9, pp. 3091–3094, 2007.
[150] F. O. Eko, A. Witte, V. Huter, B. Kuen, S. Fürst-Ladani, A. Haslberger,
A. Katinger, A. Hensel, M. Szostak, S. Resch et al., “New strategies for combination vaccines based on the extended recombinant bacterial ghost system,”
Vaccine, vol. 17, no. 13, pp. 1643–1649, 1999.
[151] T. Ebensen, S. Paukner, C. Link, P. Kudela, C. de Domenico, W. Lubitz,
and C. A. Guzmán, “Bacterial ghosts are an eﬃcient delivery system for dna
vaccines,” The Journal of Immunology, vol. 172, no. 11, pp. 6858–6865, 2004.
[152] R. Agrawal, “Sample mean based index policies with o(log n) regret for the
multi-armed bandit problem,” Advances in Applied Probability, vol. 27, no. 4,
pp. 1054–1078, 1995. [Online]. Available: http://www.jstor.org/stable/1427934
[153] M. F. Neuts, Matrix-geometric solutions in stochastic models: an algorithmic
approach. Courier Corporation, 1981.
[154] A. S. Alfa, Applied discrete-time queues. Springer, 2016.
[155] A. J. Ganesh, N. O’Connell, and D. J. Wischik, Big queues. Springer, 2004.

141

APPENDIX A. CATEGORIES OF BIOENGINEERED BACTERIA
1. Recombinant bacteria: The bacteria of this category include non-pathogenic bacteria such as Lactococcus lactis or attenuated live Salmonella enterica. L. lactis
is the most widely engineered bacterium for protein production, which has been
under Phase I clinical trial targeting the delivery of the anti-inﬂammatory cytokine interleukin-10 to intestinal mucosa for inﬂammatory bowel disease. Genetic manipulation of plasmids for production of human insulin in E. coli is
conducted in [145]. Salmonella recombinant has also shown prominent potential
in vaccine delivery [146].
2. Tumor-targeting bacteria: Since 95% of tumors are hypoxic to some degree,
they can be suitable for some bacterial species to colonize and grow, such as
Biﬁdobacterium, Salmonella, E. Coli, Listeria monocytogenes. For non-invasive
bacteria, strains can be genetically modiﬁed to secrete therapeutic substances
locally within the tumor environment. Invasive bacteria capable of delivering
genes intracellularly to cancer cells can be used to target bactofection to tumors,
which involves bacterial-mediated transfer of plasmid to mammalian cells [90].
These actions can be controlled by engineering bacteria to sense the microenvironment of a tumor and respond by invading cancerous cells and releasing a
cytotoxic agent [147, 148]. Imaging agents are also promising for early detection
of matastasis [149].
3. Microbots: Bacteria that can carry nanoparticles on their surfaces can enter
tumor cells and release the conjugated plasmid DNAs inside the cells, resulting
in subsequent transcription and translation of the target proteins [56].
4. Bacterial ghosts: Non-living, non-denatured bacteria can form empty cell envelopes that can carry therapeutic cargos. The intrinsic ability to target various
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cells such as dendritic cells, macrophages and tumor cells also makes them good
vaccine candidates [150, 151].
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APPENDIX B. CHANNEL MODELS OF MOLECULAR
COMMUNICATIONS
In the following, we brieﬂy review the mathematical models of Brownian motion and
Fick’s Law of diﬀusion. The former one is considered as a microscopic model, while
the latter one is viewed as a macroscopic model.

B.1

Brownian Motion

A stochastic process B = {B(t), t ≥ 0} is standard Brownian motion if the following properties hold:
1. B has independent increment.
2. For 0 ≤ s < t,
B(t) − B(s) ∼ N (0, t − s),
meaning the increment B(t) − B(s) is normally distributed with mean 0 and
variance equal to the length of the time increment t − s.
3. Paths of B are continuous with probability 1.
4. B(0) = 0.
The relationship between diﬀusion process and standard Brownian motion appears
in many literature. Brieﬂy, it is a continuous path process {X(t), t ≥ 0} adds an
increment which is N (µ(x), σ 2 (x)) distributed. Specifying by stochastic diﬀerentials,
we have
dX(t) = µ(X(t))dt + σ(X(t))dB(t),

(B.1)

which means that the change in the process at time t results from a drift µ(X(t)) and
a Brownian increment with variance σ 2 (X(t)).
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We can show the random walk model can be approximated as a Brownian motion1 .
Assume a molecule, e.g. lysozyme, has mass m ≈ 10−20 g, the estimated instantaneous
velocity is obtained by (B.6) on the order of 103 cm/sec under the temperature of 300
K. The diﬀusion coeﬃcient D is measured to be on the order of 10−6 cm2 /s. Applying
the random walk model earlier, where vx = δ/τ and D = δ 2 /2τ , we can compute the
step size δ = 10−9 cm, and the step rate 1/τ = 1012 sec−1 . Among n = 1012 steps
taken each second, half of them on average, are taken to the right. By the binomial
p
distribution, this gives us a standard deviation of n(1/2)(1 − 1/2) = 0.5 × 106 .
From the asymptotic limit of binomial distribution, i.e., it approaches to Gaussian
distribution when the probability of success p, is ﬁnite, and np → ∞ as n → ∞, we
have the probability of ﬁnding a value between k and k + dk equals to
P (k)dk =

1
2
2
e−(k−µ) /2σ dk.
2
1/2
(2πσ )

(B.2)

Substituting in µ = np and σ 2 = np(1 − p) to (B.2). Also, from the results of
one-dimensional symmetric random walk described in Appendix B.3, where x is the
position of the particle after n steps (with k right steps), we have x = (2k − n)δ,
dx = 2δdk, p = 1/2, t = n/τ , and D = δ 2 /2τ , and hence (B.2) becomes
P (x)dx =

1
−x2 /4Dt
e
dx,
(4πDt)1/2

(B.3)

where P (x) is the probability of ﬁnding a particle between x and x + dx. Since the
process has equal probability of stepping to the left and right, the process can be
represented by (B.1) with drift µ(X(t)) = 0, and the standard deviation is σ(X(t)) =
√
2Dt.

B.2

Fick’s Laws of Diﬀusion

A succinct representation of the diﬀusion law can be written as
∂C
= Dr2 C,
∂t
1

The example is taken from the book “Random walks in biology” (1993) by Howard C. Berg

(B.4)
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where C is the concentration of molecules, D is the diﬀusion coeﬃcient, and r is
the three-dimensional Laplacian given by ∂ 2 /∂x2 + ∂ 2 /∂y 2 + ∂ 2 /∂z 2 . Fick’s ﬁrst law
relates diﬀusive ﬂux to the concentration assuming a steady-state system. Fick’s
second law predicts how the concentration changes with time due to diﬀusion.
The solution of (B.4) has an intuitive explanation and mathematical interest.
Suppose at t = 0, there are N molecules emitted at the origin as an impulse, (B.4)
has the solution
C(r, t) =

N
2
e−r /4Dt ,
3/2
(4πDt)

(B.5)

which is a spherically symmetrical three-dimensional Gaussian distribution with r
being the distance to the origin. An observer at radius r see a wave that peaks at
t = r2 /6D at a concentration C = 0.0736N/r3 . The concentration rises most rapidly
at time t = r2 /16.325D at a rate ∂C/∂t = 1.054N D/r5 .
The molecule concentration as a function of time is visualized in Fig. B.1, where
we use N = 106 , D = 10 (µm2 /s), and assume that the impulse occurs at the origin
at t = 0. We can see that the concentration is symmetric with respect to the distance
to the origin, and also note that the concentration diﬀuses quickly temporally. The
concentration map with the time and space plotting together in Fig. B.2.
Below, we provide interested readers for the derivation of the diﬀusion equation
from the random walk model.

B.3

From Microscopic to Macroscopic view of Molecular Communications

Diﬀusion is a physical property characterizing the molecule migrations due to
thermal energy. A particle of mass m at absolute temperature T , has on average a
kinetic energy of kT /2 along each axis of movement, where k is Boltzmann’s constant.
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(a) A snapshot of the concentration spreading spatially at t = 0.1 (s).
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(b) The proﬁles of concentration as a function of
time, showing it spreads temporally.

Fig. B.1. Visualization of (B.5), the Fick’s law of diﬀusion.

That is, hmvx2 /2i = kT /2, where h·i denotes an average over time or the ensemble of
same molecules. The relationship gives us the mean-square velocity,
hvx2 i = kT /m.

(B.6)

Molecules locate in an aqueous medium will bump into other molecules before they
move too far, which gives the observation of Brownian movements (named after the
botanist Robert Brown).
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To characterize the diﬀusive spreading, we consider the movement of single particle
by an one-dimensional random walk that constructed as follows:
1. The particle moves left or right at the speed vx once every τ seconds. Each
distance of movement is δ = vx τ .
2. The probability of moving left or right is both 1/2. Successive steps are independent with each other.
Consider an ensemble of N these molecules. Let xi (n) be the position of the ith
molecule after n steps. By the construction, we have
xi (n) = xi (n − 1) ± δ.

(B.7)

The mean displacement of the molecules is
N
N
1 X
1 X
[xi (n − 1) ± δ]
hx(n)i =
xi (n) =
N i=1
N i=1

=

N
1 X
xi (n − 1) = hx(n − 1)i.
N i=1

(B.8)

Note that the third equation holds because of the construction rule 2 in B.1. Equation
(B.8) shows that the mean position of the molecule doesn’t change from step to step.
To capture the spread of the molecules, we compute the root-mean-square displacement of the molecule hx2 (n)i1/2 . As previously, we have
hx2 (n)i =

N
N
1 X 2
1 X 2
xi (n) =
[x (n − 1) ± 2δxi (n − 1) + δ 2 ]
N i=1
N i=1 i

= hx2 (n − 1)i + δ 2 .

(B.9)

Since the mean-square displacement increases linearly with the step number n, we
have
hx2 (n)i1/2 ∝

√
n.

(B.10)

Note that n = t/τ , and hx2 (0)i = 0. We have hx2 (t)i = nδ 2 = (t/τ )δ 2 .For convenience, deﬁne the diﬀusion coeﬃcient D = δ 2 /2τ , therefore
hx2 (t)i = 2Dt.

(B.11)
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For random walks in two and three dimension, we have mean-square displacement
hr2 i equals to 4Dt and 6Dt, respectively, since motions in the x, y, z directions are
statistically independent.

B.3.1

Fick’s First Law

Referring to the random walk model described earlier. Suppose at time t, there
are N (x) particles at position x and N (x + δ) particles at position x + δ. At time
t + τ , approximately half of each set will have moved to the right and half to the left.
The net number of crossing to the right will be
1
Nx = [N (x) − N (x + δ)].
2
To obtain the net ﬂux moving to the right, we divide Nx by the area A normal to the
x-axis, and by the time interval τ . That is,
N (x + δ) − N (x)
Jx = Nx /N τ = −
2Aτ 

δ 2 N (x + δ) N (x)
=−
−
.
2δτ
δA
δA

(B.12)

Recall that D = δ 2 /2τ , and N (x)/δA gives the concentration of molecule at position
x, we have
1
∂C
,
Jx = −D [C(x + δ) − C(x)] = −D
δ
∂x

(B.13)

since δ → 0. This gives us the Fick’s ﬁrst law of diﬀusion.

B.3.2

Fick’s Second Law

Provided that the total number of molecule is conserved, we consider a box of
volume Aδ located within x-axis x and x+δ. In a period of time τ , Jx (x)Aτ molecules
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will move from the left into the box, while Jx (x + δ)Aτ molecules will leave from the
right. The concentration change rate is


1
1 [Jx (x + δ) − Jx (x)]Aτ
[C(t + τ ) − C(t)] = −
τ
τ
Aδ
1
= − [Jx (x + δ) − Jx (x)].
δ
In the limit of τ → 0 and δ → 0, and with the result of First Law, the Second Law
is given as
∂ 2C
∂C
∂Jx
=−
=D 2.
∂t
∂x
∂x

(B.14)

∂C
= Dr2 C,
∂t

(B.15)

In three dimensions, we have

where r is the three-dimensional Laplacian given by ∂ 2 /∂x2 + ∂ 2 /∂y 2 + ∂ 2 /∂z 2 .

Fig. B.2. An illustration of the diﬀused concentration as a function of time
and distance.
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APPENDIX C. UPPER-CONFIDENCE-BOUND ALGORITHM
Our proposed algorithm in Chapter 5 is based upon the idea of classical UCB algorithm. In its most basic formulation, a K-armed bandit problem is uniquely characterized by random variables Xj,n for 1 ≤ j ≤ K and n ≥ 1, where j is the index
of each machine and n is the time index. Machine j will output Xj,s at s-th trial,
which are i.i.d. across times, according to an unknown distribution with mean µj .
Independence also holds for outputs across diﬀerent machines. The objective of the
policy is to choose the next machine to play based on the history of plays in order to
maximize the obtained rewards. The performance of the polices is usually measured
by the expected regret, which can be expressed as
∗

µ n − µj

K
X

E[Tj (n)],

j=1

where µ∗ = max µi . That is, the expected loss induces by the policy since it does
1≤i≤K

not always play the best machine.
Several variations of the policy have been proposed such as in [107,152], and have
been shown that logarithmic regret is the best achievable performance for all possible
policies, asymptotically. In the following, we review one of the UCB policies proposed
in [76] that is shown to achieve logarithmic regret uniformly over time.
Algorithm 3: UCB1 algorithm proposed in [76]
Initialization: Play each machine once for totally K machines.
for t = K + 1 : T do
s

2 log t
, where xj is the average
nj
reward obtained from machine j, nj is the number of times machine j

Play machine j that maximizes xj +

has been played by time t.
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It is shown that for all K > 1, if Algorithm 3 runs on K machines having arbitrary
reward distributions P1 , P2 , ..., PK with support in [0, 1], then its expected regret after
n plays is at most
 K
X  log n  
π2 X
8
+ 1+
Δj ,
3
Δ
i
∗
i:µ <µ
j=1
j

where Δj = µ∗ − µj is the gap between the reward expectation of machine j to the
maximal reward expectation in the set {µ1 , ..., µK }.
Detailed in Chapter 5.6, our proofs to the policy performance involve ﬁnite-time
regret analysis inspired by [76]. However, there are two major diﬀerences that make
our proofs much more involved:
1. In standard MAB problems, exactly one machine is played at each time. In our
setting, the rate that servers are chosen is random, which depends on previous
observations of the payoﬀ vector. Therefore, the learning rate for each machine
is also random. We use a delicate martingale argument to take care of such
dependency.
2. In the classical MAB problem, there is a non-zero gap δ between the best arm
and the second-best arm. Thus, once the estimation error is within δ, which
takes Θ(log N ) time slots, the learning can stop. Hence, the regret is on the
order of log N/N . In contrast, in our problem the notions of “best/second-best
arms” are more ﬂuid because they depend on the number of clients in the system.
Thus, we do not have such a ﬁxed gap δ.

152

APPENDIX D. SUPPORTING RESULTS FOR CHAPTER 5
D.1

Bounds on the Expected Number of Client Departures

Lemma 6 Given n(t) = [ni (t)], let p(t) = [pkij (t)] denote the vector of assignment
probabilities computed in Step 2 of the proposed Algorithm 2 at time-slot t. Fix a
class i with ni (t) ≥ 1. Let Di (t) denote the number of client departures of class i
at time-slot t. Conditioned on n(t) and p(t), the expectation of Di (t) satisﬁes the
following bounds:
ni (t) J
1 XX k
γ 2 µ2
E [Di (t)|n(t), p(t)] ≥
pij (t) −
,
N k=1 j=1
2(γ − 1)2 ni (t)N 2

(D.1)

ni (t) J
1 XX k
µ
E [Di (t)|n(t), p(t)] ≤
pij (t) ≤ ,
N k=1 j=1
N

(D.2)


 µ2
E Di2 (t) | n(t), p(t) ≤ ,
N

(D.3)

and

where µ =

PJ

j=1

µj .

The intuition behind this lemma is as follows. Note that in Step 3 of the proPni (t) k
posed Algorithm 2, each unit service of server j has k=1
pij (t)/µj probability to
pick a client from class i. Hence, if all units of the µj service rate of all servers
j were fully used, the expected number of departures of class i would have been
Pni (t) PJ
1
k
k=1
j=1 pij (t), which appears in both (D.1) and (D.2). However, note that if
N
a client of class i already runs out of tasks after she is picked by one server, there
will be no additional departure when a subsequent server picks this client again. The
additional term

γ 2 µ2
2(γ−1)2 ni (t)N 2

in the lower bound (D.1) accounts for such descrepancy.
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We also note that this additional term decreases with N and ni (t), which is true
because the larger the values of N and ni (t), the smaller the departure probability
PJ
k
j=1 pij (t)/(N µj ) of a particular client, and hence the smaller the discrepancy.
Proof Denote Eik (t) as the event that client k of class i remains in the system at
the end of time t, k = 1, ..., ni (t). Recall that in Step 3 of our proposed Algorithm 2,
each unit service of server j has pkij (t)/µj probability of picking client k of class i,
independently of other units of service of the same or other servers. Thus, if this client
has not run out of tasks yet, it has pkij (t)/(N µj ) probability to leave the system. We
then have

P[Eik (t)|n(t), p(t)] =

J
Y
j=1

pkij (t)
1−
N µj

!µj
,

and
ni (t)

E[Di (t)|n(t), p(t)] =

X�


1 − P[Eik (t)] .

(D.4)

k=1

Next, we derive the desired lower and upper bounds. In order to derive a lower bound,
we use the inequality 1 − x ≤ e−x ≤ 1 − x + x2 /2 for x ≥ 0. We have
!
J
k
X
p
(t)
ij
1 − P[Eik (t)|n(t), p(t)] ≥ 1 − exp −
N
j=1
!2
J
J
X
1 X k
1
pk (t) .
≥
p (t) −
N j=1 ij
2N 2 j=1 ij
Hence,
!2
ni (t)
ni (t) J
J
1 XX k
1 X X k
p (t) −
p (t) .
E[Di (t)|n(t), p(t)] ≥
N k=1 j=1 ij
2N 2 k=1 j=1 ij

(D.5)

To bound the second term of (D.5), we now show that, for all k = 1, ..., ni (t),
J
X
j=1

pkij (t) ≤

γµ
γµ
≤
.
(γ − 1)n(t)
(γ − 1)ni (t)

(D.6)

To see this, recall that p(t) solves the maximization problem (5.14) subject to the
capacity constraint (5.15). Let qj (t) ≥ 0 be the optimal dual variable corresponding
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to server j’s capacity constraint in (5.15). Then, consider any two diﬀerent clients:
6 (i, k). We have
client k of class i and client k 0 of class i0 , (i0 , k 0 ) =
qj (t) + γ −

Cijk (t)


γ−1
k0
≥ qj (t) + γ − 1 ≥
qj (t) + γ − Ci0 j ,
γ
0

where we have used Cijk (t) ≤ 1 and Cik0 j ≥ 0. Hence, by the KKT condition, we have,
J
X

pkij (t) =

j=1

1
V minj {qj (t) + γ − Cijk (t)}
J

γ/(γ − 1)
γ X k0
≤
=
p 0 (t).
0
γ − 1 j=1 i j
V minj {qj (t) + γ − Cik0 j }
By the capacity constraint (5.15), we have
i (t)
X nX

pkij (t) ≤ µj .

i∈I(t) k=1

Thus, summing over all j, we have
µ=

J
X

µj ≥

j=1

i (t) J
X nX
X

pkij (t)

i∈I(t) k=1 j=1

≥

J
X
j=1

pkij (t)

X

+

J
X

0

pki0 j (t)

i0 ∈I(t),k0 =1,...,ni0 (t) j=1
(i0 ,k0 )6=(i,k)
J

(γ − 1)n(t) X k
≥
pij (t).
γ
j=1
The inequality (D.6) then follows. Substituting (D.6) into (D.5), we then have,
ni (t) J
γ 2 µ2
1 XX k
E[Di (t)|n(t), p(t)] ≥
p (t) −
.
2(γ − 1)2 ni (t)N 2
N k=1 j=1 ij

This proves (D.1).
On the other hand, in order to obtain an upper bound on (D.4), we iteratively
apply the relationship (1 − x)(1 − y) ≥ 1 − (x + y) for all x, y ≥ 0. We then obtain
P[Eik (t)|n(t), p(t)]

J
X

J
pkij
1 X k
≥1−
µj
=1−
p .
N j=1 ij
N µj
j=1
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Substituting into (D.4), the inequality (D.2) then follows.
P
Finally, to show (D.3), we use Di (t) ≤ Jj=1 µj = µ. Combining with (D.2), we
then have


µ2
E Di2 (t) | n(t), p(t) ≤ E [Di (t) | n(t), p(t)] µ ≤ .
N

D.2

Proof of Lemma 2

of f (π|n, W) (deﬁned in (5.28))
Proof For any given n and W = [Wijk ], the gradient
"
#
with respect to π is given by rf (π|n, W) =

∂f
∂πijk

with

∂f
1
= PJ
+ V (Wijk − γ).
k
k
∂πij
π
j=1 ij

(D.7)

e,
Since the function f is concave in πijk , we thus have, for any p
e |n, W) ≤ [rf (p
e |n, W)]0 (π − p
e ).
f (π|n, W) − f (p

(D.8)

e (t) given in the lemma, the partial derivative of f at p
e (t) is equal
Using the value of p
to
∂f
∂πijk

λ p∗
k = i ij
πij
ni (t)

=

ni (t)
+ V (Wijk − γ).
λi

(D.9)

Therefore, for any π, we have,
e (t)|n, W)
f (π|n, W) − f (p


i (t) J 
X nX
X ni (t)
λi p∗ij
k
k
≤
+ V (Wij − γ)
πij −
.
n
λ
i
i (t)
j=1
k=1
i∈I(t)

The result of the lemma then follows.

D.3

Chernoﬀ-Hoeﬀding Bound

We cite the following lemma from Fact 1 in [76], which is simply the ChernoﬀHoeﬀding bound.
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Lemma 7 Let X(s), s = 1, 2, ... be a sequence of i.i.d. Bernoulli random variables
with mean Cij∗ . For any given positive integer a and any real number t ≥ 1, the
followings hold:
(P

a
s=1

P

X(s)
− Cij∗ ≥
a

r

2 log t
a

)
≤

1
,
t4

and
(P
P

D.4

a
s=1

X(s)
− Cij∗ ≤ −
a

r

2 log t
a

)
≤

1
.
t4

Proof of Lemma 3

Fix k, i and j. Without loss of generality, we can take t1 (k) = 1, i.e., we label
the ﬁrst time-slot as the time-slot when this particular client arrives to the system.
Recall that hkij (t) is the number of tasks from this particular client that have been
P
assigned to server j by the end of time t, and hki (t) = Jj=1 hkij (t). For t = 0, we
take hkij (0) = hki (0) = 0. In the deﬁnition of the event Fj (t) below, in order to
avoid the diﬃculty of division by zero, we further deﬁne b
hkij (t) = max{hkij (t), 1} and
b
hki (t) = max{hki (t), 1}. Then, deﬁne the event
v
⎫
⎧
u
⎨
k
b
u
2 log hi (t − 1) ⎬
k
Fj (t) = C ij (t − 1) − Cij∗ ≤ t
,
b
⎩
hkij (t − 1) ⎭
k

where C ij (t − 1) is the empirical average of the received payoﬀs at the end of time
slot t − 1. We let Qkij (t) = Cijk (t) − Cij∗ ≤ 1. Then
t2 (k)

X

t2 (k)

Qkij (s)pkij (s)

≤

s=1

X

t2 (k)
k
Qkij (s)pij
(s)1Fj (s)

s=1

+

X

pkij (s)1Fjc (s) .

(D.10)

s=1

We ﬁrst bound the expectation of the ﬁrst term in (D.10). By the deﬁnition of
the event Fj (t) and the deﬁnition of the UCB estimate Cijk (t),
v
t2 (k)
t2 (k) u
X
X u 2 log b
hki (s − 1) k
k
2t
pij (s)
(s)1Fj (s) ≤
Qkij (s)pij
b
hk (s − 1)
s=1

p
≤ 2 2 log ak

s=1

t2 (k) s
X
s=1

ij

1
pkij (s).
k
b
hij (s − 1)

(D.11)
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Recall that Yijk (t) is the actual number of tasks served by server j at time slot t. We
now show that
⎡
t2 (k) s
X
EΛ ⎣
s=1

⎤
1
k
b
(s − 1)
hij

⎡

t2 (k) s

Yijk (s)⎦ = EΛ ⎣

⎤

X

1

s=1

k
b
hij
(s − 1)

pkij (s)⎦ .

(D.12)

To see this, let Ft denote the ﬁltration (which contains all the system information) up
to the end of time-slot t. In particular, Yijk (s) and pkij (s) are measurable with respect
to Ft for all s ≤ t. Let
Mt ,

t
X
s=t1 (k)

s

1
b
hkij (s − 1)

(Yijk (s) − pkij (s)).

k
k
k
Since EΛ [Yijk (s + 1)|pij
(s + 1)] = pij
(s + 1), we have EΛ [Yijk (s + 1) − pij
(s + 1)|Fs ] = 0.

It then follows that Mt is martingale. Further, note that t2 (k) is the minimum
between T and the ﬁrst time that hki (t) exceeds ak . Hence, t2 (k) is a stopping time
with respect to the ﬁltration Ft and is upper bounded by T. Invoking the Optional
Stopping Theorem [144, Section 10.4], we then have E[Mt2 (k) ] = 0, which is precisely
(D.12).
By deﬁnition, Yijk (t) = hkij (t) − hkij (t − 1). It follows that
t2 (k) s
t2 (k) s
X
X
� k

1
1
Yijk (s) =
hij (s) − hkij (s − 1)
k
k
b
b
hij
(s − 1)
hij
(s − 1)
s=1
s=1
Z ak −1
1
√ dx
≤ 2µj +
x
1
√
≤ 2µj + 2 ak ,
where the second-to-last step follows because whenever hkij (t) = 0, we must have
hkij (t) − hkij (t − 1) = 0 and we always have hkij (t) − hkij (t − 1) ≤ µj . Combining the
last displayed equation with D.11 and D.12, we have
⎡
⎤
t2 (k)
X
p
p
Qkij (s)pkij (s)1Fj (s) ⎦ ≤ 4 2ak log ak + 4µj 2 log ak .
EΛ ⎣

(D.13)

s=1

To bound the expected value of the second term in (D.10), we ﬁrst note that
⎡
⎤
⎡
⎤
t2 (k)
t2 (k)
X
X
EΛ ⎣
Yijk (s)1Fjc (s) ⎦ = EΛ ⎣
pkij (s)1Fjc (s) ⎦ ,
(D.14)
s=1

s=1
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which can be derived similarly to (D.12). For each integer 0 ≤ a ≤ ak , deﬁne


τa = min T + 1, inf s ≥ 1 | hkij (s − 1) ≥ a

.

Note that 1 = τ0 ≤ τ1 ≤ · · · ≤ τak = t2 (k) + 1. Then,
τa+1 −1

t2 (k)

X

Yijk (s)1Fjc (s)

X

=

s=1

X

Yijk (s)1Fjc (s)

a∈[0,ak −1]:τa+1 >τa s=τa

X

=

Yijk (τa+1 − 1)1Fjc (τa+1 −1)

a∈[0,ak −1]:τa+1 >τa

X

≤ µj + µj

1Fjc (τa+1 −1) ,

(D.15)

a∈[1,ak −1]:τa+1 >τa

where the second equality holds because across all s ∈ [τa , τa+1 − 1], the value of
Yijk (s) can be non-zero only at τa+1 − 1 (otherwise, hkij (s) will be at least a + 1 before
τa+1 − 1, contradicting the deﬁnition of τa+1 ). Combining D.14 and D.15 yields that
⎡
⎤
t2 (k)
X
pkij (s)1Fjc (s) ⎦
EΛ ⎣
s=1

X

≤ µj + µj


PΛ Fjc (τa+1 − 1) .

(D.16)

a∈[1,ak −1]:τa+1 >τa

Fix an integer a such that τa+1 > τa . It follows that the number hkij (τa − 1) of tasks
assigned to server j by the end of time-slot τa − 1 must be exactly equal to a. Note
that τa − 1 ≤ τa+1 − 2 < τa+1 − 1. Hence, we must also have hkij (τa+1 − 2) = a and
k

thus the empirical average C ij (τa+1 − 2) is the average of exactly a i.i.d. Bernoulli
random variables X(1), . . . , X(a) with mean Cij∗ . Moreover, a ≤ hki (τa+1 − 2) ≤ ak .
Therefore,
(
k
Fjc (τa+1 − 1) ⊂ ∪aη=a

a

1X
X(u) − Cij∗ >
a u=1

r

2 log η
a

)
.

By the union bound,
PΛ



)
r
X(u)
2 log η
Fjc (τa+1 − 1) ≤
P
− Cij∗ >
a
a
η=a
Z ∞
ak
X
1
1
1
4
≤
≤ 4+
dη ≤ 3 ,
4
4
η
a
η
3a
a
η=a
ak
X

(P

a
u=1
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where the second inequality is due to Lemma 7. Substituting it into (D.16), we then
have
⎡

t2 (k)

⎤

X

pkij (s)1Fjc (s) ⎦

EΛ ⎣

s=1

∞
X
4
= 3µj .
≤ µj + µj
3a3
a=1

(D.17)

The ﬁnal result follows by combining (D.13) and (D.17) with (D.10).

D.5

Proof of Lemma 4

Fix t and client k of class i. Let n = n(t) and recall that Cijk (t) ≤ 1. First, consider
[pbkij (t)], which is the maximizer of f (p|n, C∗ )) over the constraint (5.15). Let qj (t) ≥ 0
be the optimal dual variable corresponding to server j’s capacity constraint in (5.15).
By the KKT condition, for any client k of any class i, we have
J
X

pbkij (t) =

j=1

1
1
≤
,
∗
V (γ − 1)
V minj {qj (t) + γ − Cij }

(D.18)

where the inequality holds because qj (t) ≥ 0 and Cij∗ ≤ 1. We now compare the pair
(i, k) with another pair (i0 , k 0 ) 6= (i, k). Note that for any c, c0 ∈ [0, 1], we have
qj (t) + γ − c ≥ qj (t) + γ − 1 ≥

γ−1
(qj (t) + γ − c0 ) .
γ

Applying this relationship to the KKT condition D.18, we have
J
X

pbkij (t) =

j=1

1
V minj {qj (t) + γ − Cij∗ }
J

γ/(γ − 1)
γ X k0
≤
=
pb 0 (t).
γ − 1 j=1 i j
V minj {qj (t) + γ − Ci∗0 j }
By the capacity constraint (5.15),
J
X
j=1

where µ ,

PJ

j=1

+

X

J
X

0

pbki0 j (t) ≤ µ,

(i0 ,k0 )6=(i,k) j=1

µj . Combining the above two inequalities, we have

J
X
j=1

pbkij (t)

pbkij (t) ≤

µ
γµ
≤
, PA ,
1 + (n(t) − 1)(γ − 1)/γ
(γ − 1)n(t)

(D.19)
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where n(t) =

PI

i=1

ni (t). Combining the last displayed equation with D.18, we have


J
X
1
k
.
(D.20)
pbij (t) ≤ min PA ,
V
(γ
−
1)
j=1

Next, we consider [pkij (t)], which is the maximizer of f (p|n, C(t))) over the constraint (5.15). Let qj (t) now denote the optimal dual variable for this optimization
problem. Using the KKT condition again, we have
J
X

1
.
V minj {qj (t) + γ − Cijk (t)}

pkij (t) =

j=1

Combining the last displayed equation with (D.19) again, we have that for any pairs
(i, k) and (i0 , k 0 ),
J
X

J

pkij (t)

j=1

(γ − 1)/γ
γ − 1 X k0
≥
=
p 0 (t).
0
γ j=1 i j
V γ minj {qj (t) + γ − Cik0 j (t)}

Now, consider the following two sub-cases. In sub-case 1, suppose that qj (t) > 0 for
all j, which means that all servers are fully utilized. Then, we get
J
X

µj =

j=1

J
X
j=1

pkij (t) +

X

J
X

0

pki0 j (t).

(i0 ,k0 )6=(i,k) j=1

Hence, it follows from the last two displayed equations that
J
X

pkij (t) ≥

j=1

µ
(γ − 1)µ
≥
, PB .
1 + γ(n(t) − 1)/(γ − 1)
γn(t)

In sub-case 2, suppose that there is some server j0 such that qj0 (t) = 0. Then
J
X

pkij (t) =

j=1

≥

1
V minj {qj (t) + γ − Cijk (t)}
1
1
≥
.
k
Vγ
V (qj0 (t) + γ − Ci,j0 )

Combining these two sub-cases together, we have


J
X
1
k
pij (t) ≥ min PB ,
.
V
γ
j=1
Combining (D.20) and (D.21), we have
PJ

2
1
k
}
min{PA , V (γ−1)
bij
(t)
γ
j=1 p
≤
≤
.
PJ
k
min{PB , 1/(V γ)}
γ−1
j=1 pij (t)

(D.21)
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D.6

Proof of Theorem 5.4.1: Upper-Bound on the Expected Number of
Clients in the System

To prove Theorem 5.4.1, we ﬁrst show that when the number of users in the
system is large enough, all the servers must be busy (Lemma 8). Then, we show
that when the number of users in the system is suﬃciently large, the total number of
departures will ﬁrst-order stochastically dominate a Binomial random variable with
mean (µ + λ)/(2N ) (Lemma 9). Finally, we construct a coupling between the system
and a Geom/Geom/µ queue to bound n(t) and obtain the ﬁnal result (Lemma 10
and Lemma 11).
Lemma 8 If n(t) ≥ µV γ, then for every server j,
i (t)
X nX

pkij (t) = µj .

i∈I(t) k=1

Proof We prove it by contradiction. Suppose that the conclusion does not hold.
Then there must exist a server j0 such that qj0 (t) = 0. Since [pkij (t)] solves (5.14), it
follows from the KKT condition that for every user k of class i,
J
X
j=1

pkij (t) =

1
1
≥
.
k
Vγ
V minj {qj (t) + γ − Cij (t)}

Hence, we have
i (t) J
X nX
X

J

pkij (t)

i∈I(t) k=1 j=1

X
n(t)
≥
≥µ=
µj ,
Vγ
j=1

where the second inequality holds due to the assumption that n(t) ≥ µV γ. On the
other hand, due to the server capacity constraint,
i (t)
X nX

pkij (t) ≤ µj .

i∈I(t) k=1

Combining the last two displayed equations yields that
i (t)
X nX

i∈I(t) k=1

for all j, which leads to a contradiction.

k
pij
(t) = µj
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Next, let

τ = µγ max V,
∗

2µ2
(µ − λ)(γ − 1)


.

(D.22)

We present the following lemma which is the key to bound Theorem 5.4.1.
Lemma 9 When the number of clients in the system is suﬃciently large, i.e., if
n(t) ≥ τ ∗ ,

(D.23)

then the number of total departures at time t, D(t), ﬁrst-order stochastically dominates
W , where


µ+λ
W ∼ Binom µ,
2N µ


,

i.e., P {D(t) ≥ x} ≥ P {W ≥ x} for all x ≥ 0.
Proof According to Algorithm 5.4.1 (lines 11 to 14), each server has µj capacity
and thus makes µj independent selections of users to serve. In total, there are µ such
selections at every time-slot. Let us index these selections by 1, 2, . . . , µ. Note that
diﬀerent selections may select the same user. Let S` denote the set of users (i, k) who
has been selected before the `-th selection. Let X` = 1 if the `-th selected user is not
in S` , and X` = 0, otherwise. Suppose that server j makes the `-th selection. Then,
conditional on S` , X` (t) is a Bernoulli random variable with mean
ni (t)
1 X X k
P {X` (t) = 1|S` } =
pij (t)1{(i,k)∈/S` }
µj
k=1
i∈I(t)

ni (t)
1 X X k
=1−
pij (t)1{(i,k)∈S` }
µj
k=1
i∈I(t)

≥ 1 − µ max max pkij (t),
i∈I(t) 1≤k≤ni (t)

where the second equality holds due to 8, and the last inequality holds because µj ≥ 1
and |S` | ≤ µ. Using (D.6) in the proof of Lemma 6, we have
J
X
j=1

pkij (t) ≤

γµ
,
(γ − 1)n(t)

∀(i, k).
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Combining the last two displayed equations yields that
γµ2
(γ − 1)n(t)
µ+λ
≥
,
2µ

P {X` (t) = 1|S` } ≥ 1 −

where the last inequality holds due to the assumption D.23. Let


µ+λ
i.i.d.
Y` ∼ Bern
, ` = 1, . . . , µ.
2µ

(D.24)

(D.25)

Then we can couple X` and Y` such that X` ≥ Y` for all 1 ≤ ` ≤ µ in the following
way by starting from ` = 1.
/ S` is chosen at the `-th selection, then independently
If X` = 1, i.e., a user (i, k) ∈
of everything else generate Y` = 1 with probability
D.24
µ+λ
≤ 1
2µP {X` = 1|S` }

and Y` = 0 otherwise. If X` = 0, i.e., a user (i, k) ∈ S` is chosen at the `-th selection,
then let Y` = 0. Note that by construction,
P {Y` = 1|S` } = P {X` = 1|S` }

µ+λ
µ+λ
=
.
2µ
2µP {X` = 1|S` }

Hence, Y` is independent of S` . As a consequence,
P {Y` = 1|Y1 , . . . , Y`−1 , Y`+1 , Yµ }
= ES` [P {Y` = 1|S` , Y1 , . . . , Y`−1 , Y`+1 , Yµ }]
= ES` [P {Y` = 1|S` }] =

µ+λ
.
2µ

Thus, Y` ’s are independently and identically distributed as speciﬁed in D.25. Morei.i.d.

over, Y` ≤ X` . Let Z` ∼ Bern(1/N ), which are independent of Y` ’s. For each ` such
that Y` = 1 or X` = 1, the user selected at the `-th selection has not been selected
before. Thus, it runs out of tasks and leaves the system immediately with probability
equal to 1/N , independently of everything else. Thus, we can further construct a
coupling such that the `-th selected user leaves the system immediately after the `-th
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selection if and only if Z` = 1. Hence, the total number of departures D(t) satisﬁes
that
D(t) ≥

µ
X

Y` Z` .

`=1

The proof is complete by letting
µ
X



µ+λ
W ,
Y` Z` ∼ Binom µ,
2N µ
`=1


.

To complete the proof of Theorem 5.4.1, we ﬁrst establish a coupling between n(t)
and m(t), which is a Geom/Geom/µ queue with dynamics given by
m(t + 1) = [m(t) + U (t + 1) − D0 (t)]+ ,

(D.26)

where [x]+ = max{x, 0} and


µ+λ
D (t) ∼ Binom µ,
2µN
0


.

Then, we prove that E [m(t)] is bounded and E [n(t)] ≤ E [m(t)] + τ ∗ + 1 for all t in
Lemma 10 and Lemma 11, respectively.
Lemma 10 The queue m(t) following (D.26) is stable and satisﬁes that
E [m(t)] ≤ E [m(∞)] ≤

λ+µ
.
µ−λ

where E [m(∞)] denotes the mean queue length in steady state.
Proof We ﬁrst show that m(t) is stable and bound E [m(∞)] from the above. Let
bj = P {D0 (t) = j},

∀j ≥ 0.

and b = E [D0 (t)]. Note that m(t) is a discrete-time Markov chain with transition
matrix given by
⎡

1−a

⎢
⎢
⎢ c1
⎢
⎢
P = ⎢ c2
⎢
⎢
⎢ c3
⎣
.
..

a
d1 d0
d2 d1 d0
d3 d2 d1 d0
. . . . ..
.
.. .. .. ..

⎤
⎥
⎥
⎥
⎥
⎥
⎥,
⎥
⎥
⎥
⎦
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where
a = λ/N, d0 = ab0 , dj = abj + (1 − a)bj−1 , j ≥ 1
cj = 1 −

j
X

dk , j ≥ 1.

k=0

Since a < b, it is shown in [153] (also cf. [154, Section 4.8.1]) that P is positive
recurrent and the steady-state distribution is given by
π0 =

b0 (1 − r)
,
b0 (1 − r) + r

πk =

rk (1 − r)
,
b0 (1 − r) + r

∀k ≥ 1,

where r is the unique solution in (0, 1) of
∞
X

dk rk−1 = 1.

k=0

Plugging in the expression of dk , we ﬁnd that

 h
∞
i
X
1−r
0
k−1
dk r
= 1+a
E rD (t)
r
k=0


µ
1−r
b(1 − r)
= 1+a
1−
,
r
µ
where the last equality holds in view of the moment generating function of Binomial
distribution. Combining the last two displayed equation gives that


µ
1−r
b(1 − r)
1+a
1−
= 1.
r
µ
Using the expression 1 + x ≤ ex for all x ∈ R, we get that
ea(1−r)/r−b(1−r) ≥ 1,
which further implies that r ≤ a/b. Hence, the mean queue length in steady state
satisﬁes
E [m(∞)] =

X

kπk

k≥1

r
(b0 (1 − r) + r)(1 − r)
1
≤
1−r
b
λ+µ
≤
=
.
µ−λ
b−a

=
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Finally, we complete the proof by showing that E [m(t)] is non-decreasing in t. Let
Z(t − 1) = U (t) − D0 (t − 1). By recursively applying the Lindely’s recursion [155,
Lemma1.1]:
m(t) = [m(t − 1) + Z(t − 1)]+ ,
we get that
m(t) =

" t−1
X

Z(s),

s=0

t−1
X

#
Z(s), . . . , Z(t − 1)

s=1

.
+

Let X(0) = 0 and X(s) = Z(0) + . . . + Z(s − 1). Since Z(t) are i.i.d. across t,
d

m(t) = [Z(0), Z(0) + z(1), . . . , Z(0) + . . . + Z(t − 1)]+
(d)

= max {X(s)},
0≤s≤t

d

where = means “equal in distribution.” Thus,
(d)

m(t + 1) = max {X(s)}
0≤s≤t+1

ﬁrst-order stochastically dominates m(t). As a consequence, E [m(t + 1)] ≥ E [m(t)] .

Next, we construct the coupling between n(t) and m(t) and show that n(t) is
upper bounded by m(t) plus a constant. Recall that
n(t + 1) = n(t) + U (t + 1) − D(t),
where U (t) ∼ Bern(λ/N ). In view of 9, when n(t) ≥ τ ∗ , we can couple D(t) and
D0 (t) such that D(t) ≥ D0 (t). We than have the following lemma.
Lemma 11 For any time t, the total number of users n(t) in the system is bounded
by
n(t) ≤ m(t) + τ ∗ + 1,
where m(t) is the Geom/Geom/µ queue deﬁned in (D.26).

(D.27)
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Proof We prove this by induction. When t = 0, D.27 holds trivially. Suppose D.27
holds for t, we prove that it also holds for t + 1. In particular, if n(t) ≤ τ ∗ , since
U (t + 1) ≤ 1, it holds that n(t + 1) ≤ τ ∗ + 1 and thus D.27 holds. If n(t) ≥ τ ∗ , since
D0 (t) ≤ D(t), it follows that
n(t + 1) = n(t) + U (t + 1) − D(t)
≤ n(t) + U (t + 1) − D0 (t)
≤ m(t) + U (t + 1) − D0 (t) + τ ∗ + 1
≤ m(t + 1) + τ ∗ + 1.
Therefore, D.27 holds for t + 1 in all cases.

It immediately follows from Lemma 11 and Lemma 10 that
E [n(t)] ≤ E [m(t)] + τ ∗ + 1
λ+µ
+ τ∗ + 1
µ−λ


2µ
µ2 γ
=
1+
+ µγV,
µ−λ
γ−1

≤

where the last equality follows from (D.22).
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