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Resumo 
O objetivo deste trabalho é construir um isomorfismo de espaços de Wiener 
abstratos (A WS) entre o espaço de Wiener canônico dado pelas trajetórias do movimento 
browniano (i, HeM, Co[0,1]) e um espaço de Wiener abstrato (i, lz, V), definido sobre um 
espaço vetorial norrnado dado por um subconjunto do espaço de todas as seqüências de 
números reais. Além disso, apresentamos uma generalização da construção feita por Paul 
Lévy da medida de Wiener no espaço de funções continuas C0[0,1]. Mais precisamente, 
Paul Lévy construiu a medida de Wiener a partir da integral do sistema ortonormal 
completo de Haar. No nosso trabalho, tomamos a integral de uma base ortonormal 
qualquer de e ([0,1], B([0,1], m), onde B([0,1] é a a-álgebra de Borel do intervalo [0,1] e 
m é a medida de Lebesgue. 
Abstract 
In this monograph we construct an isomorphism o f abstract Wiener space (A WS) 
between the canonical Wiener space given by the trajectories o f the Brownian motion 
(~HeM, Co[0,1]) and the AWS (i, h, V) defmed over a normed vector space given by a 
subset ofthe space of sequences ofreal numbers. Moreover, we present a generalization o f 
Paul Levy's Wiener measure in the space of continuous functions C0[0,1]. Precisely, he 
constructed the Wiener measure from a series of gaussian random variables multiplied by 
the Haar orthonormal basis of L2 ([0,1], B([0,1], m), where B([0,1] is the Borel cr-algebra 
in the interval [0, 1] and m is the Lebesgue measure, we ex:tend this method to a general 
orthonormal basis ofthis Hilbert space. 
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Neste trabalho, estudamos dois resultados dentro da teoria de Probabilidade. Primeiro, 
fizemos uma generalização da construção da medida de Wiener feita por Paul Lévy. De-
pois, estabelecemos uma isometria entre os espaços de Wiener abstratos (i, HeM, Co [O, 1]) 
e (i, l2, V). 
Norbert Wiener foi quem introduziu em uma série de artigos escritos na década de 
vinte (ver M. Kac, 1980 e referências contidas nele) o tema sobre integração em espaços de 
funções. Mais tarde, reuniu alguns aspectos de seu trabalho em um capítulo sobre funções 
aleatórias no livro "Fourier Transforms in the Complex Domain". Wiener construiu uma 
medida no espaço C0 [O, 1] das funções f : [O, 1] --+ JR contínuas com f (O) =O, baseada nas 
leis de probabilidade de transição do movimento browniano estabelecidas por Einstein e 
Smoluchowski. 
Consideremos a o--álgebra em Co [O, 1] gerada pelos conjuntos de funções que nos 
tempos 
assumem valores nos intervalos 
ou seja, os conjuntos da forma 
A medida (ou probabilidade) atribuída à esses conjuntos é dada, pela teoria de 
3 
Einstein-Smoluchowski, por 
!31 !32 !3n 
f f··· f P (O I XI i t1) P (x! I X2; t2- ti) ... P (xn-! I Xni tn - tn-l) dx1dx2···dxn, 
0:1 0:2 O:n 
onde P (x I y;t) é o núcleo do calor (solução geral de a;:= À.6.u) dado por 
1 ( (y-x)
2
) P(xly;t)= r.=:exp . 
y27rt 2t 
Wiener provou que, seGo, Gil G2 , ••. são variáveis aleatórias gaussianas independentes, 
cada uma com média zero e variância 1 então 
(a) a série 
converge uniformemente com probabilidade 1; 
(b) se denotarmos por f (t) a soma da série acima, tem-se 
IJ1 IJn 
=f··· f P(O I x1;t1) ... P(Xn-11 Xnitn- tn-!)dx!···dxn, 
et1 O:n 
onde Pé a medida de probabilidade produto das variáveis gaussianas e P (x I y; t) é dado 
ac1ma. 
Isto significa que a medida no espaço Co (0, 1] consistente com a teoria física do movi-
mento browniano fica estabelecida pela transformação dada por 
de Co (0, 1] no espaço produto infinito lFI. x lFI. x lFI. x ... com a medida produto das variáveis 
4 
gaussianas. 
Observação 1 A transformação acima não é 1-1 pois, enquanto paro cada f (t) em 
0 0 [0, 1] corresponde uma única seqüência Go, G1 , G2, ••. , a recíproca somente é verdadeiro 
fom de um conjunto de seqüências de medida nula (lembremos que a série em (a) converge 
uniformemente com probabilidade 1}. 
Mais tarde, Paul Lévy fez uma construção alternativa da medida de Wiener, descrita 
por Ciesielski [5] : 
Consideremos o sistema ortonormal completo de Haar, cujas funções 
são dadas por 
para n = O, 1, 2, ... 
ho(t),h~~ (t),O ~ k ~ 2n -1,0 ~ t ~ 1 
h<;! (t) = 
ho(t)=1; 
k k+l 
-<t<--2 2n 2n 
k+! k+1 --<t<--2n 2n 
O caso contrário, 
As funções de Schauder 
So (t) = t; 
t 
(k) ( ) f (k) ( ) S2n t = h2• s ds, n = O, 1, 2, ... 
o 
formam uma base para o espaço das funções contínuas f : [O, t] --> llt, com f (O) = O, 
O ~ t ~ i no sentido que toda f é unicamente representado como uma série uniformemente 
convergente de funções de Schauder: 
00 2"-1 (k) (k) 
f (t) = aoSo (t) + E E a2n S2n (t). 
n=O k::::O 
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Para se obter a medida de Wiener, basta substituir a sequência dos a~s por variáveis 
aleatórias gaussianas independentes Go, Gg;!, cada uma com média zero e variância 1. 
No nosso trabalho construímos a medida de Wiener generalizando a construção de 
Paul Lévy no sentido que definimos as funções de Schauder a partir de uma base ortonor-
mal qualquer do L2 ([0, 1], B ([0, 1]), m), onde B ([0, 1]) é a o--álgebra de Borel do intervalo 
[0, 1] em é a medida de Lebesgue. Isso é possível se considerarmos o produto interno em 
L2 ([0, 1], B ([0, 1]), m) dado por 
1 
<J,g>= f j(s)g(s)ds, 
o 
de modo a obtermos o L2 ([0, 1], B ([0, 1]), m) como um espaço de Hilbert separável. 
Definimos as funções de Schauder pelas integrais 
t 
Sn (t) =f hn (s) ds. 
o 
Tomando uma seqüência de variáveis aleatórias gaussianas { Xn, n ~ 1} indepen-
dentes, definidas em um espaço abstrato de probabilidade (X,.Fx,lP'x), cada uma com 
média zero e variância 1 e considerando o espaço produto infinito enumerável de (X, .Fx, lP'x), 
que chamamos (O,.F,lP'), definimos, para cada n E N, 
n 
Zn (w, t) = 2: Xi (wi) Si (t), 
j=l 
onde tE [0, 1] e w = (w1, w2, ... ) E 0, com Wj E X, j E N. 
Provamos no Capítulo 1 que, para cada t E [O, 1], a seqüência { Zn (., t) : n ~ 1} con-
verge lP'-q.c. e em L2 (0, .F, lP') para uma variável aleatória Z (., t). Além disso, o processo 
{Z(w,t),w E O,t E [0,1]}possui uma versão separável {W(w,t),w E O,t E [0,1]} cuja 
convergência se dá uniformemente em t para quase todo w E Q. 
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Se escrevemos 
W : !1 ---+ Co [O, 1] 
w >---> W(w,.), 
temos que W: !1--> C0 [O, 1] é uma variável aleatória sobre (!1, .F). Então, a medida de 
Wiener é dada pela probabilidade induzida f.L = W.lP' sobre (Co [O, 1] , B ( C0 [O, 1]) ), onde 
B (Co [O, 1]) é a a-álgebra de Borel do Co [O, 1]. 
O segundo resultado deste trabalho é a construção de uma isometria entre os espaços 
de Wiener abstratos (i, HeM, Co [0, 1]) e (i, 12 , V), definidos abaixo. 
Consideremos o espaço HeM, denominsdo espaço de Cameron-Martin, de todas as 
funções f: [0, 1] --> lR absolutamente contínuas tais que f (O)= O e a derivada f' está em 
L2 ([0, 1], B ([0, 1]), m). Tomamos em HeM o produto interno <,>HeM dado por 
1 
< f,g >HeM= f f' (s)g' (s)ds. 
o 
Com este produto, HeM é um espaço de Hilbert separável. 
Podemos definir em HeM uma semi-norma mensurável da seguinte forma: 
lfl~eM = sup I f (t)[. 
tE[O,l] 
O completamento do Cameron-Martin em relação â essa semi-norma corresponde ao 
espaço Co [0, 1]. 
Obtemos desta forma o Espaço de Wiener Abstrato (i, HeM, Co [0, 1]). 
Consideremos agora uma base ortonormal {hn: n;::: 1} do L2 ([0, 1],B ([0, 1]), m) e 
tomemos, para cada n E N, as funções de Schauder 
t 
Sn (t) =f hn (s) ds. 
o 
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Provamos no Capítulo 2 que, para toda seqüência { an} E 12, a série 
00 
_E akSk (t) ; t E [O, 1] 
k=1 
converge uniformemente em t. Assim, definimos em 12 a semi-norma mensurável 
O completamento de 12 em relação à semi-norma l-li2 é dado pelo conjunto 
V= {(alo U2, ... ) E JR"" : sup I f: akSk (t)l < oo}. 
tE[0,1] k=1 
Obtemos desta forma o Espaço de Wiener Abstrato (i, 12 , V). 
Podemos estabelecer uma isometria </>1 entre o espaço de Cameron-Martin e o espaço 
12 a partir da seguinte caracterização de HeM apresentada no Capítulo 2: 
Seja {h,: n;::: 1} uma base ortonormal de L2 ([0, 1] ,B ([0, 1]) ,m). Então uma função 
f: [0, 1]--> lR estará em HeM se e somente se existir uma seqüência {an}n2: 1 E 12 tal que 
t 
f(t) = n~t;1 ak j hk(s)ds 
o 
com convergência uniforme em t. 
Definimos então uma função </>1 : HeM --> 12 dada por 
A função </>1 é de fato uma isometria entre os espaços HeM e 1z, como mostramos no 
Capítulo 2. 
Além disso, considerando as medidas de Gauss J.lHcM em HeM e J.Lz2 em 12, temos 
que( (</>1). J.lHcM) = J.Lz2 e ( ( </>1
1 
). J.Lz.) = J.lHcM' ou seja, </>1 preserva a medida de Gauss. 
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Podemos estender <P1 a uma função <P: Co [0, 1] --->V. Basta notarmos que as funções 
{Sn: n > 1} formam uma base de Schauder para o espaço Co [0, 1], ou seja, para toda 
f E Co [0, 1], existe uma sequência {an} em V que satisfaz 
00 
f (t) =I; akSk (t) ;tE [O, 1]. 
k~l 
Por outro lado, dado um elemento {an} E V, existe uma função f E C0 [O, 1] tal que 
a relação acima ê válida. 
Assim, estendemos a isometria <P1 para uma função <P: Co [0, 1]---> V dada por 
A estrutura desse trabalho ê feita da seguinte forma: 
No Capítulo 1 apresentamos o primeiro resultado, ou seja, a construção da me-
dida de Wiener através de uma base ortonormal qualquer do L 2 ([0, 1] , B ([0, 1]) , m ). 
Para isso, provamos primeiro que, para cada t E [O, 1], a sequência {Zn (., t) : n::;: 1} 
ê um L2-martingale e, portanto converge lP-q.c. e em L 2 (!1, F, JP) para uma variável 
aleatória Z (., t) : !1-> llt Mostramos, depois, que o processo {Z (w, t), w E !1, tE [O, 1]} 
possui uma versão separável e mensurável no sentido de Doob, que denotamos por 
{W(w,t),w E O,t E [O, 1]}. Finalmente, provamos que a sequência {Zn(w,t): n::;: 1} 
converge uniformemente em t para W (w, t) para quase todo w E n. 
No Capítulo 2 estudamos primeiro uma caracterização do espaço de Cameron-Martin, 
estabelecendo uma isometria <P1 entre este e o espaço b Definimos a medida de Gauss em 
um espaço de Hilbert e mostramos que a isometria <P1 ê invariante em relação a ela. Con-
struímos os espaços de Wiener (i, HeM, Co [O, 1]) e (i, 12 , V) e finalmente estabelecemos a 
isometria <P entre eles. 
Os Capítulos 3 e 4 foram chamamos de Apêndices por conterem as definições e resul-
tados básicos da teoria de Probabilidade usados nos dois primeiros Capítulos. 
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Capítulo 1 
Processo de Wiener 
Seja Co [O, 1] o espaço das funções f: [0, 1]-+ lR contínuas com f (O) =O. Considerando 
a topologia da convergência uniforme, podemos munir Co [O, 1] com a a-álgebra de Borel 
B (Co [O, 1]). Neste primeiro capítulo, construímos uma medida de probabilidade sobre 
(Co [0, 1], B (Co [0, 1])) denominada medida de Wiener. Para isso, definimos uma sequên-
cia de processos aleatórios gaussianos { Zn ( w, t) , t E (0, 1] , w E S1 : n :::': 1} com trajetórias 
contínuas e mostramos que esta sequência converge uniformemente em t (a menos de um 
conjunto de medida nula) para um processo de Wiener. 
1.1 Construção do Processo de Wiener 
Consideremos o espaço de medida ([0, 1], B([O, 1]), m), onde B [O, 1] é a a-álgebra de Borel 
no [O, 1] em é a medida de Lebesgue. Denotamos por L 2 = L2 ([0, 1], B([O, 1]), m) o espaço 
das funções f: [O, 1]-+ lR quadrado integráveis com o produto interno dado pela integral 
1 
< f,g >=f f (s)g (s)ds. 
o 
Sabemos que, com este produto interno, L2 é um espaço de Hilbert separável. Seja 
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{hn: n 2:: 1} uma base ortonormal de L2 • Para cada n E l\1, definimos as funções 
t 
Sn (t) = J hn (s) ds, 
o 
denominadas de funções de Schauder. 
Notemos que, para cada n E l\1, Sn E Co [O, 1] é absolutamente contínua. Além disso, 
mostramos no Capítulo 2 que as funções Sn formam uma base de Schauder de Co [O, 1]. 
Consideremos agora um espaço abstrato de probabilidade (X, :F x, lP' x) e tomemos uma 
sequência { Xn : n 2:: 1} de variáveis aleatórias gaussianas, independentes e identicamente 
distribuídas, com média zero e variância 1, definidas sobre (X,:Fx,lP'x). Seja (n,F,lP') o 
espaço produto infinito enumerável, onde n é o conjunto das sequéncias w = (w1, w 2 , ••• ), 
com Wk E X, para todo k, :F é a a-álgebra gerada pelos cilindros e lP' é a probabilidade 
produto (Apêndice 1). Para cada n E l\1, definimos 
n 
Zn (w, t) =LX; (w;) S; (t), 
i=l 
onde w E n e t E [O, 1]. Observemos que, para cada n E l\1, Zn (w, t) é mensurável em 
relação à a-álgebra produto :F x B ([0, 1]). 
Proposição 1.1 Para cada tE [O, 1] fixo, existe uma variável aleatória Z (., t) tal que 
lim Zn (., t) = Z (., t) 
n-oo 
em L2 (n) e lP'-q.c. 
Demonstração: Vamos provar primeiro que, para cada t E [O, 1], a sequência {Zn (., t) : n 2:: 1 
é um L2-martingale discreto (Capítulo 4) sobre o espaço de probabilidade (n, F, lP') com 
respeito à filtração (:Fn)n;::J dada por 
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A família {Zn(.,t),n ~ 1} é claramente (.Fn)-adaptada, como também é claro que 
E [IZn(., t)IP] < oo, 1 :<; p < oo. Além disso, 
E[Zn+1(.,t) \.Fn] - E[~ Xk(.)Sk(t) \Fn] = 
- E L~ Xk(.)Sk(t) I.Fn] +JBl[Xn+1(.)Sn+l(t) \.Fn] = 
n 
- 2:: Xk(.)Sk(t) = Zn(., t) ll'-q.c. 
k=1 
pois, como as variáveis aleatórias {Xk} são independentes, segue que 
Logo, para cada t E [O, 1], { Zn (., t) : n ~ 1} é martingale. 
A seguir, vamos mostrar que sup lBl [Z~ (., t)] < oo. Tomamos, primeiro 
n 
E [Z~(., t)] - lBl [ (~ Xk(.)Sk(t) Y} = lBl [ (i=1 Xk(.)Sk(t)) (~ Xk(.)Sk(t))} = 
- lBl [~i~ (Xk(.)Sk(t)) (Xi(.)Si(t))] = f1i~ (E [(Xk(.)Sk(t)) (Xj(.)Si(t))]) = 
n n n n ( t )2 
- [;];_ (Sk(t)Si(t)E [Xk(.)Xj(.)]) = {; ~(t) = ~1 ! hk(s)ds = 
- f
1 
G I[o,t](s)hk(s)ds) 2 
Então 
n (1 )2 n (1 )2 
supE [Z~(., t)] = sup 2:: f I[o,tj(s)hk(s)ds = lin1 I: f Iro,tJ(s)hk(s)ds 
nEN nEN k=l O n-oo k=l O 
Aplicando a identidade de Parseval, obtemos 
= (1 )2 suplB [ Z~(., t)] = I: f I[o,tJ(s)hk(s)ds = I!I:o,tJ!!L2 = t < oo. 
nEN k=l O 
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Portanto, para cada t E [O, 1], { Zn (., t) : n :2: 1} é um L2-martingale. Segue do Teo-
rema 4.3 e Proposição 4.8 do Apêndice 2 que, para cada t E [0, 1], existe uma variável 
aleatória integrável z (., t) : n __, lR tal que 
Temos que 
Zn(.,t) --> Z(.,t) lP'-q.c. e em L2 (í1,.F,lP') e 
1Bl [Z (., t) I .Fn] - Zn (., t) lP'-q.c. 
Z: ílxT __, .IR 
(w,t) ~-+ Z(w,t) 
o 
define um processo aleatório gaussiano. De fato, desde que, para todo tE [O, 1] e n E N, 
as variáveis aleatórias Zn (., t) são gaussianas, então Z (., t) = lim Zn (., t) lP'-qc também 
n-oo 
é gaussiana (Apêndice 1 - Proposição 3.3 e Teorema 3.10). Com isso, obtemos uma 
familia de variáveis aleatórias gaussianas { Z (., t) : t E [0, 1]} que é um processo aleatório 
gaussiano. 
Lema 1.2 O processo Z possuí as seguintes propriedades: 
1. A varíância deZ é dadaporffil[Z2 (.,t)] = t; 
2. A covariância deZ é dada por r(s, t) = 1Bl [Z (., s) Z (., t)] = min { s, t}, s, t E [0, 1]; 
3. O processo { Z (., s) - Z (., t)} possui média 1Bl [Z (., s) - Z (., t)] = O e varíância 
1Bl ((Z (., s) - Z (., t)n = is- ti, s, tE [O, 1]. 
Demonstração: (1) Como Zn (., t) é L2-martingale para todo tE [0, 1], segue que, para 
cada tE [O, 1] a família {Zn (.,t) : n :2: 1} é uniformemente integrável. Utilizando o 
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Teorema 4.13 do Apêndice 2, obtemos 
lB [Z2 (.,t)] = lB [ (g;1xk(-)Sk(t)Y] = lB [ (~ Xk(-)Sk(t)) c~xj (.)Sj (t))] = 
- E [ [;1~ (xk (.) sk (t)) (Xj (.) sj (t))J = [;1~ (E [(Xk (.) sk (t)) (Xj (.) sj (t)) 
00 00 
- :E :E (Sk(t) sj (t) E [Xk(.) xj (.)]). 
k=1j=1 
Como as variáveis {Xk} são independentes, segue que 
00 00 (t )2 00 (1 )2 
E[Z2 (.,t)]=~S~(t)=~ [hk(s)ds =~ [Iro,tJ(s)hk(s)ds . 
Pela identidade de Parseval, 
(2) Sejam s, tE [O, 1] com s < t. Temos que 
Novamente pelo Teorema 4.13 obtemos 
00 00 00 00 
lB [Z (., s) Z (., t)] = :E :E (E [Xk (.) Sk (s) X i(.) Si (t)]) = 2:: :E Sk (s) Si (t) lB [Xk (.) Xs (.)] 
k=1 j=1 k=1 j=1 
1 1 
- ~ Sk(s)Sk (t) =~f I[o,t]hk(u)du f I[o,sjhk (u)du. 
o o 
Pela identidade de Parseval, 
E[Z(.,s)Z(.,t)] = < I[o,t],l[o,s] > =s. 
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(3)Ternos que 
E [Z (., s)- Z (., t)] - E [f
1 
Xn (.) Sn (s)- f
1 
Xn (.) Sn (t)] = 
- E [~Xn(.) (Sn (s)- Sn(t))] = f
1 
(Sn(s)- Sn(t))E[X(.)] =O 
e, tomando s < t, 
lE[(Z(.,s)-Z(.,t))2] - E[Z2 (.,s)-2Z(.,s)Z(.,t)+Z2 (.,t)J = 
- s - 2s + t = t - s. 
D 
A seguir, vamos provar que o processo {Z (w, t), t E [0, 1], w E S1} possui uma modi-
ficação separável no sentido de Doob (Apêndice 1) com trajetórias contínuas lP'-q.c. 
Lema 1.3 Existe um processo aleatório gaussíano W = {W (w, t) : w E n, tE (0, 1]}separável 
e mensurável tal que 
lP' (W (., t) = Z (., t)) = 1, \ft E [0, 1]. 
Demonstração: Considere, para cada n E N e k = 1, ... , 2n os intervalos 
{ 
[
k -1 kf - ,- se k = 1, ... 2n-l 
2n 2n 
Cn,k = [k -1 
--1 se k=2n 2n ' . 
Temos que, para todo n E N, os intervalos Cn,k formam uma partição B-mensurável 
do intervalo [0, 1], ou seja, 
Cn,k E B ([0, 1]), \fk = 1, ... , 2n; 
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2" 
U Cn k = [0, 1] . 
k=l , 
Definimos 
Wn(w,t) = Z ( w,
2
:) setE Cn,k· 
As funções Wn são processos aleatórios gaussianos mensuráveis (observe que cada Wn 
é uma função escada). 
Utilizando a desigualdade de Chebychev, obtemos, para cada n E N, 
lP (iwn (w, t)- Z (w, t)l > ~) < n2E [(Wn (w, t)- Z (w, t)) 2] = 
n2E [ ( Z ( w,;)- Z (w, t)Y] 
quando tE Cn,k· Assim, 
e, portanto 
00 ( 1) 00 1 ,{; lP IWn (w, t)- Z (w, t)J 2:;;: ~ ,{; n2 ~ < 00. 
De fato, pelo teste da raiz, 
logo, a série é convergente. 
Utilizando o Lema de Borel-Cantelli, obtemos 
lP (Wn (w, t)-+ Z (w, t)) = 1, 'ft E [0, 1]. 
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Definimos, então, o processo aleatório gaussiano 
W (w, t) = lim sup Wn ( w, t); w E rl, t E [O, 1]. 
n~oo 
Temos que W : rl x [O, 1] -> lR é mensurável e JI> (W (., t) = Z (., t)) = 1 para todo 
tE [0,1]. 
k 
Falta provar que o processo W é separável. Observemos que, se t = 
2
n para algum 
n E N e k = 1, ... ,2n, então W(w,t) = Z(w,t) para todow E rl. 
Assim, para todo w E rl, 
W(w,t) = Jim sup Wn (w,t) = Jim sup Z (w, :) = 
n-oo n-oo 2 
= Jim~~~w(w,~), 
com 
Isto significa que, dado e > O, 
ou ainda, 
W(w,t) E {W(w,s): sE SnB(t,e)}, 
onde S = { ~ : n E N, k = 1, ... 2n}. D 
Vamos mostrar agora que W possui trajetórias contínuas JI>-q.c .. Para isso, utilizamos 
o seguinte 'Thorema: 
Teorema 1.4 (Fernique, pag.47) Seja X= {X (t,w) ,tE [O, 1] ,w E fl} um processo 
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aleatório gaussiano separável e seja <p: [O, 1] -> JR+ a função definida por 




onde r é a covariância de X. Suponha que a integral j <p (e-"") dx seja convergente. 
-oo 
Então, as trajetórias de X são contínuas lP'-q.c. 
No nosso caso, temos que, paras, tE [O, 1}, 
Cov[W(.,s)W(.,t)} = r(s,t) = Cov[Z(.,s)Z(.,t)] = rnin{t,s}, 
logo 





f <p (e-x2 ) dx =f ç;;;dx < oo. 
o o 
Pelo Teorema 1.4, W tem trajetórias contínuas lP'-q.c. 
Teorema 1.5 O processo W é um processo de Wiener (movimento browniano gaus-
siano). 
Demonstração: Devemos provar que 
1. A covariância r(s,t) = JE[Z(.,t)Z(.,s)J = rnin{t,s}; 
2. O processo {W (., s)- W (., t)} tem distribuição gaussiana com média zero e va-
riãncia [t - si, V s, t E [O, 1 ]; 
3. W tem incrementos independentes; 
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4. W tem trajetórias contínuas lP'-q.c. 
Os ítens (1) e (2) seguem imediatamente do Lema 1.2 e o ítem (4) foi provado acima. 
Vamos, então, provar o ítem (3): 
Consideremos u, v, s, t E [0, 1], tais que u < v < s < t. Então 
JE[(W(.,v)- W(.,u))(W(.,t)- W(.,s))J = 
=E [W (.,v) W (., t)- W (.,v) W (., s)- W (., u) W (.,t) + W (.,u) W (.,s)] = 
= v - v - u - u = o. 
o 
Finalmente, vamos mostrar que a convergência da sequência { Zn ( ., t) : n E N} se dá 
uniformemente em t para W (., t) lP'-q.c. Para isso, utilizamos a seguinte lema: 
Lema 1.6 Seja tE [O, 1] fixo e seja {tn}n2: 1 uma sequência em [0, 1] tal que 
(1) tn converge para t; 
00 
(2) Ón = itn- ti satisfaz I: ó;/2 < oo. 
n=l 
Então, Zn (., tn) -> W (., t) lP'-q.c .. 
Demonstração: Fixado n E N, suponhamos que tn ::; t. Então, pela desigualdade de 
Chebyshev, 
= ;/2JE [ (t xk (.) 11 l[t..,t] (s) hk (s) ds) 2] = ;/2 t (11 l[t._t] (s) hk (s) ds) 2 ::; 
Ón k-1 Ón k-1 o o 
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:s; 8~2 E (/ I[t,.,tj (s) hk(s) ds r= ó~2Ón = ó;/2. 
Notemos que, se tn 2 t, o resultado é análogo, logo 
Pelo Lema de Borel-Cantelli obtemos 
IZn (., tn)- Zn (., t)l -->O lP'-q.c. quando n--> +oo. 
Desde que, para todo w E Q, 
IZn (w, tn)- W (w, t)l - IZn (w, tn)- Zn (w, t) + Zn (w, t)- W (w, t)l :s; 
< IZn (w,tn)- Zn (w,t)l + IZn (w,t)- W (w, t)l, 
segue que 
IZn (., tn)- W (., t)l -->O lP'-q.c. 
Teorema 1. 7 (convergência uniforme em t) 
lim sup IZn (., t) - W (., t)l =O lP'-q.c., 
n-oo tE[O,l] 
isto é, Zn (w, t) converge uniformemente em t paro W (w, t) paro quase todo w E n. 
o 
Demonstração: Vamos supor que a convergência não é uniforme lP'-q.c., ou seja, que 
existe um conjunto Ll. E :F, com lP'[Ll.] >O tal que Zn (w, t) não converge uniformemente 
em t para Z (w, t) se w E Ll.. Então, existe E: = E:(w) > O tal que, para todo n E N, 
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podemos achar um j 2': n tal que 
para algum ti E [O, 1] e w E Â. Assim, obtemos uma subsequência {Yj} de {Zn} e uma 
sequência {ti} C [O, 1] tal que 
(1) IYn (w, tn)- W (w, tn)l >E:, 'in E N, 'Vw E Â. 
Desde que o intervalo [O, 1] é compacto, a sequência {tn} admite uma subsequência 
convergente no [0, 1] que também denotamos por {tn}· Seja r= lim tn. Definimos 
n-oo 
Ao tomarmos qualquer enumeração da sequência { tn}, tomamos outra subsequência 
{tn.} com 
Desta forma, a subsequência {tn.} C {tn} é tal que 
e 
00 
I: (1/k)2 < 00. 
1=1 
Pelo Lema 1.6, Zn• (.,tn.)--> W(.,r) lP'-q.c. Além disso, como W(w,.) é contínua 
lP'-q.c. segue que, a menos de um conjunto de medida nula, W (w, tn.)--> W (w, r). 
Então temos que, a menos de um conjunto de medida nula, dado E: > O e w E !1, 
existe um ko (E:, w) E N tal que, para todo k 2': ko (é, w) , 
IYn. (w, tn.)- W (w, tn.)l - IYn. (w, tn.)- W (w, r)+ W (w, r)- W (w, tn.)l ~ 
< IYn• (w, tn.)- W (w, r)l + IW (w, r)- W (w, tn.)l <E:. 
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Observe que ko muda conforme o w que tomamos, mas sempre vai existir um, o que 
contradiz a expressão (1). O 
Corolário 1.8 {Convergência uniforme em (w, t)) Dado 8 > O, existe um conjunto 
0! c n com lP'(rt) > 1-8 tal que 
lim sup IZn (w, t)- W (w, t)i =O, 
n-oo tE[O,l] 
wEíl' 
isto é, Zn (w, t) converge uniformemente para W (w, t) em 0! x [0, 1]. 
Demonstração: Pelo Teorema anterior, a sequênciade funções sup IZn (w, t)- W (w, t)i 
tE[O,l] 
converge para zero lP'-q.c. Pelo Teorema de Egorov, dado 8 > O, existe Q' C n, com 
lP' (Q') > 1 - 8 tal que 
uniformemente em 0!. 
sup IZn (w, t)- W (w, t)i -->O 
tE[O,l] 
1.2 Medida de Wiener 
o 
Consideremos o espaço Co [O, 1] com a norma li/li = sup I/ (t)i. Então, temos que 
tE[O,l] 
d (f,g) = li/- gll é uma distância em Co [O, 1] e define a topologia da convergência 
uniforme. Definimos a u-álgebra de Borel B (Co [O, 1]) de Co [0, 1] como a u-álgebra 
gerada pelos abertos desta topologia. 
Vamos definir a medida de Wiener no espaço (Co [O, 1], B (Co [0, 1])). Para isso, es-
crevemos: 
W: Q -. Co[0,1] 
w >-+ W(w,.) 
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Podemos ver claramente que W é uma variável aleatória sobre (Q,.F). A medida de 
Wiener é a probabilidade induzida J.L = Z.lP' sobre (Co [0, 1], B (Co [0, 1])). 
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Capítulo 2 
Espaços de Wiener 
Neste Capítulo, estabelecemos uma isometria entre os espaços de Wiener Abstratos 
(i, HeM, Co [0, 1]) e (i, l2, V), onde HeM é o espaço denominado Cameron-Martin e V 
é um subconjunto de JR"". Para isso, estudamos primeiro uma caracteri2ação de HeM de 
forma a estabelecermos uma isometria 4>1 entre este e o espaço l2 das sequências quadra-
do somáveis. Depois mostramos que a medida de Gauss, a ser definida, é invariante em 
relação à isometria </>1 . Finalmente, estudamos cada um dos espaços de Wiener acima e 
chegamos à isometria entre eles. 
2.1 Caracterização do Cameron Martin 
Consideremos o espaço HeM C C0 [O, 1] de todas as funções f: [O, 1]-+ lR absolutamente 
contínuas tais que f (O) = O e a derivada f' está em L2 = L2 ([0, 1], B ([0, 1]), m ), ondE 
m é a medida de Lebesgue. Tomemos em HeM o produto interno<, >HeM dado pel~ 
integral 
1 
< f,g >HeM= J f' (s)g' (s)ds. 
o 
Com este produto, HeM é um espaço de Hilbert separável (Kuo, pag. 88). Sej 
{h,: n 2: 1} uma base ortonormal de L2• Como f' está em L2 , pela identidade c 
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Parseval, existe uma única sequência {lln} E l2 tal que 
com convergência no L 2. 
Desde que a convergência no L 2 implica em convergência no L1, segue da Proposição 




akhk(s)ds= f f'(s)ds=f(t) 
o o 
uniformemente em t. Ou seja, existe uma única sequência {lln} E h tal que 
t 
f (t) = n~ ~ ak f hk(s) ds. 
o 
Por outro lado, se tomarmos uma sequência { an} E 12 , existe uma única função g E L2 
tal que 
com convergência no L 2 • Novamente pela Proposição 3.4, temos 
t t t f g (s) ds = 2!..."'! j !;
1 
akhk (s) ds = 2!..."'! ,j;
1 
ak f hk(s) ds 
o o o 
com convergência uniforme em t. Logo, existe uma única função f absolutamente con-
tínua, com f (O)= O tal que 
t t 
f (t) =f g (s)ds = n~"'!~ ak f hk(s)ds. 
o o 
Com isso, obtemos a seguinte caracterização do espaço de Cameron Martin (HeM): 
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Proposição 2.1 Seja {hn: n 2: 1} uma base ortonormal deL2 . Uma função f E Co [O, 1] 
estará em HeM se e somente se existir uma sequência {an} E 12 tal que 
t 
f(t) = n~f1 ak f hk(s)ds o 
com convergência uniforme em t. 
Podemos, então associar a f uma função </>1 : HeM -> 12 , definida por 
Teorema 2.2 A função </>1 estabelece uma isometria entre os espaços de Hilbert HeM e 
12. 
Demonstração: Sejam f,g E HeM· Tomamos as sequências {an}, {b,.} E 12 tais que 
e 
com convergência no U. Utilizando a identidade de Parseval, obtemos: 
1 




2.2 Medida de Gauss 
Nesta seção, mostramos que a medida de Gauss é invariante em relação à isometria 
</>1 : HeM ---+ l2. Antes, apresentamos algumas definições clássicas de probabilidade 
cilíndrica. 
Consideremos um espaço de Hilbert H separável, infinito dimensional, com produto 
interno <,>H e norma I·IH· Seja P (H) a classe de todas as projeções ortogonais P com 
imagem de dimensão finita. 
Os conjuntos da forma: 
Cp = { p-1 (B) : B Boreliano na imagem de P} 
são chamados cilindros de dimensão finita. A classe dos cilindros de H é definida por 
CH = u Cp. 
PEP(H) 
Observemos que CH é álgebra, mas não é uma o--álgebra. Para todo P E P (H), a 
classe Cp consiste nos conjuntos: 
c= {h E H: (<h, h1 >H, ... < h, hk >H) E F}, 
onde {hb···,hk} c P(H),F E B(Rk) e k 2: 1. Os elementos {h1, ... ,hk}podem ser 
tomados como uma base ortonormal na imagem de P. 
Definição 2.1: Uma probabilidade cilíndrica n sobre (H,CH) é uma função de con-
junto n: CH---+ [0, 1] finitamente aditiva, tal que para todo P E P (H), a restrição np de 
n sobre (P (H), B (P (H))) é o--aditiva (probabilidade). 
Uma forma bastante interessante de caracterizar uma probabilidade cilíndrica é o 
funcional característico cilindrico: 
Definição 2.2: Seja n : CH---+ [0, 1] uma probabilidade cilíndrica sobre (H, CH)· A 
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função 'ljJ : H -> IC, definida por 
'1/J (h)= f exp (i< h,h1 >H) n (dh1) 
H 
hEH 
é denominada funcional característico cilíndrico. 
Observação 2 A integral na definição de 'ljJ está bem definida, pois o integrando é uma 
função Cp-mensurável para qualquer P E P (H), tal que h E P (H). Basicamente, ames-
ma relação entre uma probabilidade e uma função característica é estabelecida entre uma 
probabilidade cilíndrica e seu funcional característico cilíndrico, como mostro o Teorema 
seguinte: 
Teorema 2.3 (Kallianpur, pag.59) (a) Seja n uma probabilidade cilíndrica em (H, CH) 
e seja 'ljJ o funcional característico cilíndrico de n. Então: 
(i) 'ljJ (-h)= 'ljJ (h) e 'ljJ (O) = 1; 
(i i) 'ljJ é definido positivo, isto é 
k 
2: a.;ai'l/J (h; - hi) 2:: O 
iJ=1 
paro h1 , ••• , hk E H, a;, ... ak E IC e k 2:: 1. Aqui, ai é o complexo conjugado de ai; 
( iii) A restrição de 'ljJ a qualquer subespaço H1 finito-dimensional de H é contínua 
(na topologia relativa em H1). 
(b) Inversamente, se 'ljJ é qualquer função de H em IC satisfazendo (i), ( ii), ( iii) acima, 
então existe uma única probabilidade cilíndrica n em (H, CH) tal que 'ljJ é seu funcional 
característico cilíndrico. 
Definição 2.3: A única probabilidade cilíndrica 1-LH sobre (H,CH) tal que 
'f/J(h) = exp (-~ lhl~) hEH 
é denominada medida de Gauss. 
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A seguir, vamos mostrar que a isometria </>1 : HeM --> 12 é invariante em relação à 
medida de Gauss. 
Para todo cilindro C E CHcM' existe P E P (HeM) tal que 
onde {hr, ... ,hk} C P(HeM),F E B(JRk) e k 2:: 1. Desde que <P1 é uma isometria, 
obtemos 
Assim 
</>1 (C) = {a E l2 : ( < a, b1 >z, ... , < a, bk >z2 ) E F} , 
onde a= </>1 (h) e bk = <P1 (hk)· 
De maneira análoga, podemos mostrar que todo cilindro do 12 pode ser transformado 
em um cilindro do HeM via a isometria </J1. Desta forma, </>1 estabelece uma transformação 
bijetora entre os cilindros de HeM e l2. 
Consideremos agora as medidas de Gauss JlHcM sobre (HeM,CHcM) e JLz2 sobre (l2, Cz2 ). 
A imagem de ILHcM sobre (l2,Cz2 ) através de </>1 é dada por 
e a imagem de JLz2 sobre (HeM, C HeM) através de <P1
1
, é dada por 
Lema 2.4 As seguintes relações são válidas: 
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(i) Para todo C E CHeM' temos que 
!L HeM (C) = f1l2 ( </J1 (C)) ; 
(ii) Para todo E E C1, temos que 
ILl2 (E) = iLHeM ( </J]1 (E)) · 
Logo, temos que ((~).ILHeM) = f1l2 e ((</Jj
1 ).~L12 ) = f1HeM' ou seja, </;1 é invariante 
em relação à medida de Gauss. 
Demonstração: Vamos provar a parte (ii). Para todo a E Z2, seja 
- f exp (i< </Jj1 (a) ,<f;j1 (b) >HeM) ((</Jl).f.LHeM) (db) · 
l2 
Denotemos por h:= </;]1 (a). Segue do Teorema da medida induzida que 
1/J (a) = f exp (i< h, h1 >HeM ILHeM (dh1)) = ex:p ( -~ lhl~eM) = 
HeM 
Desde que ( ( ~ ). fJ HeM) tem funcional característico cilíndrico dado por 
1/J (a)= exp ( -~ lal;2), 
concluimos que ((<f;1).1LHeM) corresponde à medida de Gauss no (12,C~,). A parte (i) 
prova-se da mesma maneira. O 
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2.3 Espaço de Wiener Abstrato 
Seja H um espaço de Hilbert infinito dimensional, separável, com produto interno <,>H 
e norma J.JH e seja P(H) a classe de todas as projeções ortogonais P com imagem de 
dimensão finita. 
Definição 2.4: Uma semi-norma J.J~ em H é denominada mensurável se, para todo 
é> O, existir Pe E P (H) tal que 
JlH {h E H: JP (h)J~ >é} <é ; VP J.. Pe, P E P (H). 
Observe que, se dim(H) = oo, então, J.JH não é uma norma mensurável. 
Lema 2.5 (Kuo, pag. 61) Seja JJ.II uma semi-norma mensurável. Então, existe uma 
constante c tal que JJhJJ ~c JhJH, Vh E H. 
Em vista do Lema 2.5, qualquer semi-norma mensurável é mais fraca que a norma 
1-lw 
Dada J.J~ uma seminorma mensurável, denotaremos por B o completamento de H 
em relação a esta seminorma. 
Sejam H' e B' os duais de H e B, respectivamente. Como H é Hilbert, identificamos 
H'= H. Observemos que cada elemento y E B' pode então ser interpretado como um 
elemento de H, ou seja, podemos mergulhar B' em H. Assim definimos 
ondeyk E B', F E B (JRn) en E N. Um conjunto da forma {x E B: (y1 (x), ... ,yn (x)) E F} 
é chamado cilindro em B. Seja RB a coleção de cilindros em B. 
Teorema 2.6 (Kuo, pags. 63 e 74) A função de conjunto Jls é a-aditiva na a-álgebra 
gerada por RB. Além disso, temos que a (RB) = B (B). 
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Ao denotarmos por i H --> B a injeção canônica, obtemos o espaço de Wiener 
abstrato (i,H,B). 
2.3.1 O Espaço de Wiener Clássico 
Vamos tomar o espaço HeM com a seguinte norma: 
lflfeM = sup I! (t)l. 
tE[O,l] 
Então, 1-lfeM é mais fraca que 1-IHeM· De fato, se f E C, então, para todo O::; t::; 1, 
t t 1 
I/ (t)l = f f' (s) ds ::; f I f' (s)l ds::; f I!' (s)l ds::; I fi HeM. 
o o o 
Lema 2.7 (Kuo, pag. 91) lflfeM é uma norma mensurável sobre HeM· 
O complemento do espaço de Cameron Martin em relação à norma 1-lfeM corresponde 
ao espaço Co [O, 1]. 
De fato, seja A, o conjunto das funções x E Co [O, 1] tais que x toma valores racionais 
00 
em k/2n, n E N, k = 1, ... 2n, e é linear entre estes pontos binários. Seja A = U A,. 
n=l 
Então, A é denso em Co [O, 1] e, consequentemente, HeM é denso em Co [0, 1], uma vez 
que A C HeM· 
Ao interpretarmos um elemento y E Ch como um elemento de H'cM =HeM, podemos 
definir uma função de conjunto 
Jle
0 
{g E Co [O, 1] : (yl(g), ... , Yn (g)) E E}= 
= JlHeM {f E HeM:(< f, Y1 >HeM' ... ,< f,Yn >HeM) E E}, 
ondeyk E Ch para k = 1, ... , n e E E B (JRn). Os conjuntos {g E Co [O, 1] : (yl(g), ···Yn (g)) E E} 
são chamados de cilindros em Co [O, 1]. Denotamos por Rco a coleção dos cilindros de 
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Co [0, 1]. 
Pelo Teorema 2.6, a a-álgebra gerada por Rco coincide com a a-álgebra de Borel 
de Co [O, 1] e f.Le
0 
estende-se a urna probabilidade sobre (Co [0, 1] , B (Co [0, 1])), que co-
incide com a medida de Wiener. Com isso, obtemos o Espaço de Wiener Clássico 
(i, HeM, Co [0, 1]), onde i: HeM--+ Co [0, 1] ê a injeção canônica. 
Proposição 2.8 As funções {Sn,n ~ 1} definidas no Capítulo 1 formam uma base de 
Schauder de funções absolutamente contínuas para o espaço C0 [O, 1]. 
Demonstração: Observemos que, por construção, Sn =f hn (s)ds ê uma base orto-
normal do espaço de Cameron-Martin. Portanto, todo h E HeM pode ser escrito como 
onde aj =<h, Sn >HeM= J h!.hndx. 
[O,lj 
Como a inclusão i : HeM --+ Co [O, 1] ê contínua (nas respectivas topologias), temos 
que 
ou seja ger {Si} c HeM ê denso na topologia da convergência uniforme. 
Como HeM C Co [O, 1] é denso na topologia da convergência uniforme, concluímos 
que Sn ê base de Schauder em Co [O, 1]. O 
Observação 3 No caso de base trigonométrica, por exemplo, se f E Co [0, 1] for abso-
lutamente contínua, a sequência de polinómios trigonométricos que converge uniforme-
mente para f é dada pela série de Fourier da f. Mas, se f não for absolutamente 
contínua, essa sequência de polinómios trigonométricos pode não ser a série de Fourier 
da f. 
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2.3.2 O Espaço de Wiener (i,l2, V) 
Seja {h,. : n::?: 1} UIDa baseortonormaldeL2 = L2 ([0, 1], B ([0, 1]), m) e sejam {Sn, n::?: 1} as 
funções de Schauder definidas no Capítulo 1. 
Pela Proposição 2.1, para toda sequência {an} E 12, temos que 
00 
l:= akSk (t) ; tE [O, 1] 
k=l 
converge uniformemente em t. Assim, definimos a norma 
Desde que a isometria ,P1 : HeM --t h é invariante em relação à medida de Gauss e a 
norma 1-l~cM é mensurável, obtemos que a norma 1-li2 também é mensurável. Denotamos 
por V C lR00 o completamento de l2 em relação à norma 1-li2 , ou seja 
V= {cal>~' ... ) E .IR"": sup I f akSk (t)i < oo}. 
tE[O,lj k=l 
Definimos, então, a função de conjunto: 
fLv {x E V: (yJ (x), ... ,yn (x)) E F}= fL12 {a E b: (< Y1,a >12, ... , < Yn,a >12) E F}, 
ondeyk E V', F E B (.!Rn) en E N. Um conjunto da forma {x E N: (y1 (x), ... , Yn (x)) E F} 
é chamado de cilindro em V. Denotamos por Rv a coleção dos cilindros em V. 
Novamente pelo Teorema 2.6, u (Rv) = B (V) e fLv estende-se a uma probabilidade 
sobre (V, B (V)), onde B (V) é a u-álgebra de Borel de V. 
Obtemos dessa forma o Espaço de Wiener Abstrato (i,12 , V), onde i : l2-+ V é a 
injeção canônica. 
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2.4 Isometria entre os Espaços de Wiener 
Vamos estabelecer uma isometria <P : Co [O, 1] -+ V. Pela Proposição 2.8, as funções 
{Sn,n 2:: 1} formam uma base de Schauder para o espaço C0 [0,1]. Logo, para toda 
f E Co [O, 1], existe uma sequência { an} em lR00 que satisfaz: 
co 
f(t) = 2:: akSk(t); tE [0,1] 
k=J 
com convergência uniforme em t, ou seja, a sequência {an} está em V. 
Por outro lado, dado um elemento {an} E V, existe uma função f E C0 [O, 1] tal 
que a relação acima é válida. Assim, podemos estender a isometria </J1 para uma função 
<P: Co [0, 1]-+ V tal que 
Observe que, para toda f E Co [0, 1], 
ifi~cM - sup I! (t)l = sup I f akSk (t)\ = l{ak}li2 = 
tE[O,J] tE[O,l] k=l i 
- I<PUll?. 
Com isso, estabelecemos o seguinte Teorema: 
Teorema 2,9 A tmnsformação <P: Co [O, 1] -+V é uma isometria. 
Ao restringirmos <P ao espaço de Cameron Martin HeM, obtemos a isometria </>1 
HeM-+ /2. Além disso, temos que 
Jle0 {f E Co [0, 1]: (YJ (!), ···Yn (!))E F}= 
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= ;.tv {a E N: (z1 (a), ... , Zn (a)) E F}, 
onde Yk E Cb, zk E V' para k = 1, ... n, F E B (JRn) e n E N. Com isso, obtemos a 
seguinte Proposição: 
Proposição 2.10 As seguintes relações são válidas: 
(i) Paro todo C E B (Co [O, 1]), temos 
(ii) Para todo E E B (V), temos 
1-Lv (E) = /-Lc0 ( <P-
1 (E)) . 
Demonstração: Temos que, para todo cilindro C E Rco vale 
/-Lc0 (C)= 1-Lv (<P (C)). 
Desde que a classe Rco é fechada por intersecção finita e gera a a-álgebra B (Co [O, 1]), 





Neste Apêndice, encontram-se as definições e os resultados básicos da teoria de Probabi-
lidade utilizados nos dois primeiros Capítulos. 
3.1 Definições Básicas 
Definição 3.1: Seja (n, :F) um espaço mensurável. Uma medida de probabilidade em 
(Q,:F) é uma aplicação Jil': :F--+ [O, 1] tal que: 
1. Jil' (0) =o, 
2. Jli'(Q)=1, 
3. Se (A,.)n;::l é uma seqüência disjunta em :F então Jil' (Q
1
An) = ~ Jil' (A,.). 
Chamamos a tripla ( n, :F, Jll') de espaço de probabilidade. Os conjuntos F E :F são 
chamados eventos. Dizemos que Jli'(F) é a probabilidade do evento F acontecer. Em 
particular, quando Jli'(F) = 1, dizemos que F ocorre com probabilidade 1 ou quase certa-
mente. 
Lema 3.1 (Borel-Cantelli) Seja (Q, :F, Jll') um espaço de probabilidade e seja (An)n;::I 
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uma sequéncia em :F. Eniao 
Definição 3.2: Seja E um espaço métrico completo munido com a o--álgebra de Borel 
B e seja (0, :F,lP') um espaço de probabilidade. Uma variável aleatória no espaço (E, B) 
é uma função mensurável X: n-. E. 
Dada uma variável aleatória X, denotamos por o-x a sub-o--álgebra gerada por X, 
isto é: o-x = {X-1(B); B E B}. 
Definição 3.3: Dizemos que os eventos A, B E :F são independentes se tivermos 
lP'(A n B) = lP'(A)lP'(B). 
Se Q, H C :F são sub-o--álgebras, então Q, H são independentes se 
lP'(A n B) = lP'(A)lP'(B), \f A E Q, \fB E 1i. 
Duas variáveis aleatórias X e Y são independentes se o-x e o-y são independentes. 
Definição 3.4: Seja X : n -> E uma variável aleatória. X induz uma medida X.lP' 
em E definida por X.lP'(B) = lP'(X-1 (B)), \fB E B. Dizemos que X,lP' é a distribuição de 
X (ou lei de X). 
Definição 3.5: Definimos a esperança (ou média) de X pela integral 
E[XJ =f X(w)dlP'(w). 
n 
Teorema 3.2 (Da medida induzida) Sejam (X,Ex,J.L) um espaço de medida e (Y,Ey) 
um espaço mensurável. Se Ç: X-> Y e f: Y-> lR. são mensuráveis, então 
f (foÇ)(x)dp(x) =f f(y)d(Ç.p)(y). 
X y 
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Definição 3.6: Duas variáveis aleatórias X, X' são ditas iguais quase certamente se 
lP' (X =f X') = O. Esta relação é claramente uma relação de equivalência e é denotada por 
X= X' lP'-q.c .. 
Temos que 
eX = eX' lP'-q.c. 
X = X' lP'-q.c. e Y = Y' lP'-q.c. :;. X + Y = X' + Y' lP'-q.c. 
XY = X'Y' lP'-q.c. 
Da mesma forma, se I é um conjunto enumerável e Xi = x; JP'-q.c. para todo i E I, 
então 
sup xi = sup x; JP'-q.c. e inf X i = inf x; lP'-q.c .. 
I I I I 
Definição 3. 7: Dizemos que uma sequência (Xn)n;:,l de variáveis aleatórias converge 
quase certamente se 
limsupXn = liminf Xn lP'-q.c .. 
n n 
Definição 3.8: Uma sequência de variáveis aleatórias (Xn)n> converge em proba-
bilidade para uma variável aleatória X se, dado ê > O, 
lP' (IXn- XI >e)-> O quando n-> oo. 
Escrevemos lP'-limXn =X. 
Proposição 3.3 Toda sequência (Xn)n;:,l de variáveis aleatórias que converge quase cer-
tamente, converge em probabilidade ao mesmo limite. Inversamente, de toda sequência 
(Xn)n;:,l que converge em probabilidade, podemos extrair uma subsequência que converge 
quase certamente ao mesmo limite. 
Demonstração: Seja (Xn)n;:,l uma sequência de variáveis aleatórias e seja X uma va-
riável aleatória. Então: 
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(1) Xn ---->X lP'-q.c. =? lP'-limXn =X desde que, para todo e> O, 
lirnsuplP' ( {IXn- XI >e}) < lP' [lims~p {IXn- XI >e}] :S: 
n 
< JP>({-e+lirns~pX"<X<e+lim~xnr) =O. 
(2) lP'-limXn = X =? lP'-lirn (Xm- Xn) = O qdo m, n -+ oo desde que, para todo 
é> o, 
{IXm- Xnl > e} c { IXm- XI > ~} u { IXn- XI > ~} 
e portanto 
lP' (IXm - Xnl >é) :S: lP' (IXm- XI > ~) + lP' (IXn- XI > ~) -+O qdo m, n -+ 00. 
(3) lP'-limXm- Xn = O qdo m, n -+ oo =? Xn; --+ X lP'-q.c. e lP'-limXn = X para 
alguma variável aleatória X e alguma subsequência (ni)· De fato, determinamos os 
termos dessa sequência passo a passo colocando n1 = 1 e tomando para ni o menor 
inteiro N > ni-1 tal que 
lP' (1xr - X.l > ~i) < ~ se r, s 2: N. 
Segue então de 
que a sequência ( Xn,) iô é convergente quase certamente. Além disso, se X denota seu 
limite, fazendo n, j --+ oo em 
e usando a hipótese e (1), segue que lP'-lirnXn =X. D 
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Definição 3.9: Dizemos que uma sequência de variáveis aleatórias (Xn)n;:,l converge 
em IJ' para X se 
lim E [IXn - XIP] = O. 
n-oo 
Proposição 3.4 Uma sequência de variáveis aleatórias integráveis { Xn, n 2 1} converge 
em média (p = 1) para uma variável aleatória X se e somente se JA Xn -> JA X uni-
n-oo 
formemente em A. 
Demonstração: Temos, por um lado, que 
e, por outro, 
onde A,.= {Xn >X}. o 
Definição 3.10: Uma seqüência Un) de funções mensuráveis é dita convergente quase 
uniformemente a uma função f se para cada 8 > O existir um conjunto E8 em X com 
li' (E6) < 8 tal que Un) converge uniformemente a f em X\E8. 
Teorema 3.5 (Egorov) Suponha que li' (X) < oo e que (fn) é uma seqüência de funções 
reais mensuráveis que converge lP'-q.c. em X a uma função real mensurável f. Então a 
seqüência Un) converge quase uniformemente a f. 
3.2 Variáveis Gaussianas 
Teorema 3.6 (Radon-Nikodyn) Seja (X,~) um espaço mensurável e sejam v e JL duas 
medidas a-finitas definidas em~ tais que v < < p {v é absolutamente contínua em relação 
41 
a f.t). Então, existe uma função "E-mensurável positiva f tal que 
v(A) =f fdf.L , \f A E "E. 
A 
Além disso, a função f é unicamente determinada !L-quase certamente (a menos de um 




Definição 3.11: Seja X : n --> lR uma variável aleatória e seja X.lP' sua dístribuição 
em (JR, B (JR)). Definimos a densidade (de probabilidade) de X como a derivada de 
Radon-Nikodyn de X.lP' em relação à medída de Lebesgue À: 
d(X.IP') 
Px = dÀ . 
Observação 4 Isto é possível se X.lP' << À. Neste caso, (X.IP')(A) = f pxdÀ , onde 
A 
A E B (IR). 
Definição 3.12: Uma variável aleatória X é chamada gaussiana (ou normal) se sua 
distribuição tiver densidade da forma 
Px(x) = p(x) = ~ exp( (x- m)
2
) 
av2n 2a2 ' 
onde a > O e m são constantes. Neste caso, 
e 
lE [X]= f XdlP' =f xp(x)dx = m 
fl lR 
var(X) = lE [(X- m)2] =f ex- m)2p(x)dx = a 2. 
lR 
Observação 5 var (X) := varíancia de X. 
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Definição 3.13: Dizemos que X está na classe de variáveis gaussianas com média m 
e variância u 2 • 
NOTAÇÃO: X E N(m,u2 ). 
No geral, a variável aleatória X : n ......,JRn , ou seja X = (X1, X2 , ••• , Xn), é gaussiana 
N(m,C) se 
vdetC 1 vdetC 1 
p(x) = exp(--(C(x-m) (x-m))) = exp(-- "'(x -m )ck(xk-mk)) 
(2n)~ 2 ' (2rr)~ 2 ~ 1 1 1 
],k 
onde C = [c1k] é uma matriz simétrica. Neste caso, E [X] = m e c-1 = A = [a1k] é a 
matriz covariante de X, isto é: 
onde mi =E [XJJ· 
Definição 3.14: Seja X : n -+ JR.n uma variável aleatória. A função característica 
de X é definida por 
<l>x: ]Rn......, <C 
u >---->E [ei(u' X)J = f e•<u 'x)d (X.lP') (x). 
JRn 
Observação 6 E [e•<u' X)] =f ei(u, X)dlP' =f ei(u' X)d (X.lP') (x). 
n JRn 
Observação 7 A função <I> x depende somente da lei X.lP' ( x) da variável aleatória X. 
Além disso, ela determina unicamente a distribuição de X. 
Teorema 3. 7 Se X: n-+ JR.n é gaussiana N (m, C), então 
<l>x (u) = ei(u, m)-!(u, Cu). 
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Teore:ma. 3.8 Sejam X 1, ... , Xd : !.1 -> lR variáveis aleat6rias. Então, o vetor X = 
(X1, ... , Xd) E JRd é uma variável gaussiana se e somente se Y = À1X 1 + ... + ÀdXd E IR 
é gaussiana, \fÀ1, ... Àd E R 
Demonstração: Seja u E R Se X = (X1 , ... , Xd) é gaussiana, então: 
"'- (u' u' ) _ JE [eiu(ÀlXl+ ... +Ã•X•)] = ei(uÃ, m)-~(CuÃ, u) = '>'X Ab ... , Ad 
onde À= (Àl, ... , Àd) em= lE [X]= (JE [X1], ... , lE [Xd]). 
Portanto Y = À1X1 + ... +ÀdXd é gaussiana de média (À, m) e variância a 2 = (CÀ, À). 
Inversamente, suponhamos Y normal com lE [Y] = my elE [(Y- my ) 2] = a 2 • Então: 
onde 
my = À1m1 + ... + Àdmd; mj = lE [Xj] 
a 2 = lE [ (t ÀjXj - t Àjmj) 2] = lE [ (t Àj (Xj - mj )) 2] = I; À;ÀjC;j ; 
J=l J=l J=l i,j 
C;j = lE [(X;- m;) (Xj- mj)]. 
Logo il?y (u) = eiu(Ã,m)-~u>(CÃ,Ã) = <I>x (uÀ) 'onde C= (e;j)· 
Portanto X= (X11 ... , Xd) é gaussiana N (m, C). D 
Teorema 3.9 Sejam X e Y variáveis aleat6rias gaussianas. Então, X e Y são inde-
pendentes se e somente se E [(X -JE [X]) (Y -JE [Y])] =O. 
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Demonstração: Temos que provar que 
lP'({w: X (w) E Gt e Y (w) E Gz}) = lP'({X E Gt})lP' ({X E Gz}), VG~o G2 c lR mensuráveis. 
Consideremos a variável aleatória Z ( w) = (X, Y) E JR2 e sejam 





) a matriz de covariância dez. 
O u 2 (y) 
Pelo teorema anterior, Z é ganssiana. Então 
v'detC-1 ( 1 ) v E JR2 ...... p (v)= 
2
1!" exp - 2(c-
1 (v- m), (v- m)) . 
lP' ( {w : Z (w) E Gt x Gz}) = Z.lP' (G1 x G2) = j pd>., onde d>. = dxdy. 
G1xG2 
Suponhamos E [X] = E [Y] = O. Então, m = O e 
lP'(ZEGtXGz) = 
o 
Teorema 3.10 Seja Xi : !1--> lRn uma sequêncía de variáveis aleatórias gaussíanas tal 
que Xn --+ X em probabilidade. Então, X é gaussiana. 
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Demonstração: Ternos que 
jei(u,x)- ei(u,y)\ < l{u, x)- {u, y)l = 1\u, X- Y)l S llullllx- Yll· 
Assim, fixado u E JR.n - {O}, 
JI> ( { W : jei(u 'Xn) - ei(u' X)\ > e}) S JI> ( { W : IIXn -XII > ll:ll}) . 
Corno Xn converge em probabilidade para X, segue que é(u' Xn) converge em pnr 
habilidade para ei(u 'X). Pelo Teorema da convergência dominada de Lebesgue, ei(u' Xn) 
converge em L 1 para ei(u 'X), ou seja 
lim JE [ei(u,Xn)J =E [ei(u,X)J =? lim <I>xn = <I>x. 
n-+oo n-oo 
Logo 
<Px (u) = lim eí{u,mn}-!(C~ 1u,u) = eí(u,limn--oom.n)-~(limn-ooC;- 1u,u). 
n~oo 
Portanto, X é gaussiana com média m = limn~oo mn e matriz de covariância dada 
C-1 li c-1 por = IDn~oo n · D 
3.3 Esperança Condicional 
Definição 3.15: Sejam (0, :F, li") espaço de probabilidade, X variável aleatória integrável 
e A E :F sub-O"-álgebra. Definimos a esperança condicional E [X I A] de X em relação a 
A como a variável aleatória (única JI>Ixquase certamente) que satisfaz: 
1. lE [X I A] é A-mensurável, 
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2. f 1E [X I A) d IP'I.A = f X dlP' , 'v' A E A. 
A A 
Proposição 3.11 Dada f : Q --> :IR, f E Ll(Q,F,lP'), existe uma única j: Q -> IR, 
J E L1(Q, Á, lP'I.A) tal que 
f J(x)d IP'I.A (x) =f f(x)dlP'(x), 'v' A E A. 
A A 
Demonstração: (Existência) 
Se f > O, defina a medida Jlt : Á -> JR~0 por J.L1(A) = f fdlP' , VA E A. Então, 
.4 
Jlt < < lP'I.A. 
Pelo Teorema de Radon-Nikodyn, existe dd;~ : n _, 1R~0 , A-mensurável tal que 
f dJ.Lt J.Lt(A) = d IP'I (x)d IP'I.A (x), A E A. A .A 
Tome 
- -
(Unicidade) Seja J tal que f jd lP'I.A = f fdlP' = f jd IP'I.A· 
A A A 
Então f (J- j)d IP'I.A =O, 'v' A E A. 
A -
Portanto f= f , IP'I.A-quase certamente. 
- - -
Para uma f em geral, tome f1 , h~ O tais que f= fi- /2. Então, f= h- /2. O 
Proposição 3.12 A esperança condicional satisfaz as seguintes propriedades: 
1. lEI (aX + bY I A)= alEI [X I A)+ blEI [Y I A), 
2. lEI [lEI [X I A)) = lEI [X], 
3. lEI [X I A] = X se X for A-mensurável, 
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4. lE [X I A] = lE [X] se X é independente de A., 
5. lE [Y X I A] = Y.JE [X I A] se Y for A-mensurável (. denota o produto interno usual 
em lRn ). 
Demonstração: (4) Se X é independente de A, temos que, para todo A E A, 
f E [X I A] d lP'IA = f XdlP' =f XlAdlP' = f XdlP' f lAdlP' = lE [X]JP> (A). 
A A íl íl íl 
Logo, lE [X] satisfaz as condições (1) e (2) da definição. 
(5) Seja Y = lA , A E A . Então, para todo G E A, 
f YJE[X I A]dlP'= f E[X I A]dlP'= f XdlP'= f YXdlP'. 
G GnA GnA G 
Logo, YlE [X I A] satisfaz (1) e (2) na definição. 
Similarmente, obtemos o resultado no caso geral, usando o fato de o operador linear 
E[.l A]: L1(S1,F,lP';IR)-> L1(S1,A, JP>IA;IR) ser contínuo. De fato: 
Seja f ?. O. Então lE [f I A] ?. O e 
IIE [f I A]IILl =fIE [f I Ali dlP' =f fdlP' = llfiiLl. 
íl íl 
No caso geral: 
f= J+- f- , com J+ =f V O e r=- (f 1\ O). Logo 
IIE [fl- h I A] I I L' - li E [h I A]- E [f2 I A] I I L' :::; li E [!I I A] I I L'+ li E [h I A] I I L' = 
- llf1IIL' + llhiiL' = llfiiL'. 
Portanto, no caso geral, o resultado segue aproximando-se f por funções simples. D 
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Definição 3.16: Uma função contínua f: lR---+ lR é dita convexa se, 'ifx E JR, :la tal 
que f(y) > f(x) + a(y- x). 
Proposição 3.13 (Desigualdade de Jensen) - Seja X uma variável aleatória real, inte-
grável e seja f : lR ---+ lR uma função convexa. Então 
1. E [f (X)]2:: f (JE [X]), 
2. E[! (X) I A] 2:: f (JE [X I A]). 
Demonstração: (1) Sejam= lE [X]. Então, :la tal que 
f(X);:::: f(m) +a(X -m) =? 
=? lE [f (X)]2:: lE [f (m)] +alE [(X- m)] =f (m) =f (JE [X]). 
De fato, 
JE[f(m)] =f f(m)dlP'= f(m)lP'(S1) = f(m) = f(lE[X]) e 
n 
lE [X- m] =f (X- m) dlP' = lE [X]- mlP' (S1) =O. 
n 
(2) Tomemos m = lE [X I A]. Existe uma variável aleatória a (dependente de m e, 
portanto A-mensurável) tal que 
f(X);:::: f (m) +a (X- m) =? 
=* JE[f(X) I A]2:: JE[f(m) I A] +alE[X -mIA]= f(m). 
De fato, 
JE[f(m) I A]= f(m) e 
lE [X - m I A] = lE [X I A] - lE [lE [X I A] I A] = O. o 
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Proposição 3.14 O operador linear E[. I A] : V (n, :F, J!D; JR) -> V (n, A, PIA; JR) é 
continuo, 1 < p < oo. 
Demonstração: 
IIE[f I AJIIf. =filE[/ I A]IPdJ!D;;, f JE[IfiP I A]dJ!D= f!fiPdJ!D= 11/llf.. 
íl íl íl 
* 1-IP é convexa. o 
Em particular, para p = 2: 
Proposição 3.15 JE [. I A] é a projeção ortogonal de L 2 (n, :F, J!D; JR) no subspaço fechado 
L2 (Q,A, lP'IA;JR). 
Demonstração: JE [. I A] é projeção, pois JE [JE [X I A] I A]= JE [X I A]. 
Logo, E [. I A] é auto-adjunto em L 2 , ou seja, 
(JE[XIA], Y)=(X, E[YIA])~ fE[XIA]YdJ!D= f XJE[YIA]dJ!D. 
íl íl 
Além disso, 
Im (JE [. I A])= L2 
e tomando X = JE [X I A], temos que 
(X -X,f)p =O, 'V/ E L2 (n,:F,J!D;JR). 
De fato, para f = lA , A E A , temos 
(x -x, f)p =f (x -x) lAdJ!D= f (x -x)dJ!D= f XdP- f xdJ!D=o. 
íl A A A 
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o 
3.4 Processos Aleatórios 
Definição 3.17: Seja T um conjunto qualquer (em geral, IR;::o, N, Hilbert) e seja (!1, F, lP') 
um espaço de probabilidade. Um processo aleatório indexado por T com valores no espaço 
de estados (E, e) é uma aplicação 
X: (T X !1)-+ E 
(t,w),.....X,(w) 
tal que X,: !1-+ E é variável aleatória mensurável Vt E T. 
X. ( w) : T -+ E é chamada de trajetória de w E !1. 
Definição 3.18: Sejam (!1,F,lP') e (n',F',lP") dois espaços de probabilidade. Então, 
os processos X : T x !1-+ E e X' : T x !1'-+ E são equivalentes (versão) se 'Vt1 , ••• , tn E T 
e 'VA1o ... , An E E, tem-se 
lP' ({X,, E A;, i= 1, ... , n}) = lP" ( {X~ E A;, i= 1, ... , n}) . 
Definição 3.19: Seja (!1, F, lP') um espaço de probabilidade. Dizemos que os proces-
sos X, X' : T X n -+ E são modificações um do outro se lP' ( { x, = xa) = 1 para cada 
tE T. Dizemos que X e X' são indistinguíveis se lP'({X, =X~, 'Vt E T}) = 1. 
Exemplo: !1 =[O, 1], com a medida de Lebesgue, T =[O, 1], X, (w) = w, 'Vt e 
{
wseti=w x; (w) = . 
O se t=w 
Então: 
lP' ({w: X, (w) i= X~ (w)}) = lP' ( {t}) =O=?- modificação. 
lP'({X, =X~, Vt E T}) = lP'(0) =O. 
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Observação 8 Indistinguivel =?- Modificaçào =?- Versão. 
Definição 3.20: Sejam T e E espaços topológicos. Dizemos que X : O x T -+ E é 
contínua lP'-quase certamente se lP' ( { w : t ~-+ Xt( w) é contínua } ) = 1. 
Teorema 3.16 (critério de Kolmogorov): Se X : [O, 1] X n -> lR é tal que existem 
constantes a, {3, K > O com lEI [IXt+h -X ti"] < K Jhll+/3 para todo t, h > O, então X tem 
uma modificação continua. 
Definição 3.21: Seja X= {X (t, w) :tE T, w E O} um processo gaussiano, ou seja, 
para todo conjunto finito {t1 , ••• ,tn} C T, o vetor (Xt1 , .•• ,XtJ é uma variável aleatória 
gaussiana. Dizemos que o processo X é separável se existir um conjunto enumerável 
S c T, denominado separante, e um conjunto N ( S) E ;:co, com Jl (N ( S)) = O tal que, 
'Vw '{:. N (S), tE T e é > O, 
X(t,w) E {X(s,w): sE SnB(t,é)}. 
Isto significa que Xt é ponto limite de uma sequência no conjunto { Xs : s E S n B ( t, é)}. 
Em outras palavras, um processo X é separável se quase todas as suas trajetórias são 
"tão regulares "quanto sua restrição a um conjunto enumerável S escolhido conveniente-
mente. 
Observação 9 O conjunto separante não é único. Além disso, um tal conjunto é neces-
sariamente denso emT. De fato, {Xs: sE Sn B(t,e)} é não-vazio paratodow '{:. N(S) 
e todo t E T somente sob essa condição. 
Definição 3.22: Dizemos que um processo X: {X (t,w): tE T,w E O} é mensu-
rável se a aplicação ( t, w) t-t X ( t, w) é mensurável de (T x n, T x :F) em (lR, B (iR)). 
3.4.1 Movimento Browniano 
Proposição 3.17 Dada uma medida de probabilidade Jl em IR, existe um espaço de pro-
babilidade ( n, F, lP') e uma sequência de variáveis aleatórias reais independentes definidas 
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em S1, tal que Xn.lP' = J-L para todo n. 
Demonstração: Tome: 
n = JRl'l = R x R x R x ... , 
F= o- ( {cilindros finitos}) , 
lP' (Al X ... X Ak X R X ... ) = J-L (Al) ... J-L (Ak)' 
Xn ((ai> a2, ... , an, ... )) = an-
Pelo Teorema de extensão de Kolmogorov, existe uma única probabilidade lP' definida 
em F satisfazendo Xn.lP' = J-L. D 
Como consequência, temos: 
Proposição 3.18 Seja H um espaço de Hilbert real separável. Então, existe um espaço 
de probabilidade ( 11, F, lP') e uma famz1ia X (h), h E H de variáveis aleatórias em S1 tal 
que: 
O mapa h......., X (h) é linear 
Para cada h, a variável aleatória X (h) é gaussiana centrada e lEI [X (h)2] = llhll~ 
(ou seja, IIX (h)llp = lihiiH). 
Demonstração: Seja (en) uma base ortonormal em H. Pela Proposição 3.17, existe 
um espaço de probabilidade (S1, F, lP') no qual podemos definir uma sequência (gn) de 
variáveis aleatórias independentes, N (0, 1) e reais. 
00 
















Por construção, {X (h), h E H} é subespaço de L2 (fl,.F,Jll') isométrico a H. Além 
disso, 
E [X (h) X (h')]= (h, h') H· 
Como, no caso de variáveis aleatórias normais de média O, independência é equivalente 
a ortogonalidade, segue que X (h) e X (h') são independentes se e só se h e h' são 
ortogonais em H. 
Consideremos, agora, H= L2 ([0,oo),B,À) e seja B(h) tal que 
h ,__. B (h) é linear, 
lEI [B (hn = llhll~. 
Tome Bt = B (Iro,tJ), t 2: O (B, está na classe de equivalência B (I[o,t:). Temos que: 
1. O processo B tem incrementos independentes, isto é, se O = t0 < t 1 < ... < tk então 
as variáveis aleatórias B,, - Bt,_,, i = 1, ... , k são independentes. De fato, 
E [(Bv- Bu) (Bt- B.)] =E [B (Iru,vJ) B (I[s,tJ)] = (I[u,vJ, I[s,tJ) =O, 
Vu <v< s < t. 
2. O processo B é gaussiano, isto é, se O = t0 < t 1 < ... < tn então o vetor v.a. 
(B,0 , ••• , Btr,) é um vetor v.a. Gaussiana. 
3. Para cada t, E [BFJ =< I[o,t], I[o,t] >= t. Em particular, lEI [BÕ] = O =? Bo = O Jll'-q.c. 
Segue que, para um conjunto de Borel A c IR e t > O, 
Jll'[B, E A]= f g,(x)dx, 
A 
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onde g, (x) = (27lt)-k exp ( -~) (densidade de B,) 
Igualmente, o incremento Bt - B. tem variância t - s. Além disso, a covariância 
lEi [B.B,] = inf (s, t). De fato, usando a independência dos incrementos e o fato de todos 
os B, serem centrados, temos, para s < t, 
lEi [B.B,] =lEi [B. (B. + B,- B.)] = lE [ B;] + lE [B. (B,- Bs)] = s 
Lema 3.19 Seja X uma v. a. N (0, h). Então, lE [X4] = 3h2 
Demonstração: Definimos: X (t) = lE [e<X] = f éxdv (x) = ií (t) (transformada de 
Laplace da medida v = X.lP') 
- 0"2 2 d~ 
Então X E N (m, u2 ) =?X (t) = etm+2t =? dt (X(t)) lt=O = lE [Xe'x] = lE [X] 
Em geral: !: (X (t)) = lE [Xn] O 
• ~ 1 2 
Cons1derando a v.a. X= Bt+h- B, temos: X (v)= e-:;v h. 
Logo lE [(Bt+h- B,)4] = 3h2 • Pelo Critério de Kolmogorov: 
Teorema 3.20 Existe um processo contínuo Jf>-q.c. com incrementos independentes tal 
que, paro cada t, a v.a. B, é centrada, gaussiana e tem varilincia t. 
Definição 3.23: O processo cuja existência é garantida pelo Teorema acima é chama-
do de Movimento Browniano. 
Para qualquer x E JR, o processo Bf = x + B, é chamado de Movimento Browniano 
inicializado em x. É claro que lP' [Bf E A] = f g, (y - x) dy 
A 
Se Bf, Bi' ... , Bf são d cópias independentes de B,, definimos um processo X no espaço 
de estados JRd, estipulando que a i-ésima componente de X, é Bt. Este processo é 
chamado de d-dimensional Movimento Browniano. X é um processo gaussiano contínuo 
lP'-q.c. tal que lP' [Xo = O] = 1. 
Proposição 3.21 Existe uma única medida W em C(~, JR) para a qual o processo 
coordenado é um M.B. 
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Observação 10 Processo Coordenado: 
B' : IR+ x C(IR+, IR) ---+ IR 
(t,w) 1-+ B~(w)=w(t) 
Demonstração: Tomamos W como a imagem por B.: Q---+ IRI4 da medida de proba-
bilidade lP' em (Q, F), onde B é um M.B. O 
3.5 Espaço Produto Infinito Enumerável 
Definição 3.25: Considere o espaço de probabilidade (Q, :F, lP'). Definimos o produto 
!100 como o conjunto de todas as sequências da forma (w1,w2, w3 , .•. ),onde w; E !1, Vi. 
Vamos munir !1"" de uma u-álgebra F""' e uma probabilidade /L· Considere, para cada 
n E N, o espaço produto mensurável (Qn,F'), onde Qn é o conjunto de todas as n-uplas 
(wl, W2, ..• , Wn), com W; E Q, i= 1, 2, ... , n e F'= :F X :F X ... X :F é a 0"-álgebra produto. 
Seja V= {u = (ubu2, ... ,un) C N,n 2': 1}. Para cada u E V, seja Ilua projeção 
ortogonal com imagem finita: 
Ilu: 
Definição 3.26: Os conjuntos da forma {II;;"1(B) : B E F'} são chamados de 
cilindros em !100 • 
Denotamos por C a classe dos cilindros, ou seja, C = {II;;-1 ( B) : u E V, B E F', n 2': 1}. 
Proposição 3.22 C é uma álgebra de subconjuntos de Q"". 
Demonstração: É claro que 0, Q"" E C. 
Se A E C, então ::lu E V e B E F' para algum n E N tais que A= II;;-1(B). Logo: 
A c= (II;;"1(B)Y = II;;1(Bc) E C já que Bc E F'. 
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Finalmente, sejam A1, A2 E C. Então 3m u = (u1, u2, ... , u,), v= (v1, v2, ... , vm) E 1) 
e B1 E :F", B2 E :F"' tais que A1 = II;;'1(B1) e A2 = II;;-1(B2). 
Suponhamos que u n v = 0. Seja w = u u v e sejam B 1 = Bl X n X n X •.• X n e 
(m vezes) 
B2 = n x n x ... x n x B2. 
(n vezes) 
Então, B 1, B2 E :;:m+n e A1 = II:;;;J(B1) , A2 = II;;;J(B2). Logo: 
A1 U A2 = II;;;J(B1) U II;;;1(B2) = II;;;1(El u B2) E C. 
Se u n v f 0, basta tomar o número apropriado de produtos de n para os conjuntos 
B 1 eB2 • O 
Observemos que C não é a-álgebra, C é união de a-álgebras e não a a-álgebra da 
união. 
Definição 3.27: Definimos a a-álgebra produto :;::= como a menor a-álgebra que 
contém C. 
Vamos definir, agora, uma probabilidade J.L em (nco, .F00 ). 
Sabemos que, para cada n E N,existe uma única probabilidade lP"' em (nn,?) que 
satisfaz: JP"'(A1 x A2 x ... x An) = lf>(AJ)JJ>(A2) ... lf>(An), \f A1, A2, ... , An E F 
Seria interessante que (IIu)•J.L = lP"', \lu= ( u1, u2, ... , un) E V, n ;::: 1. Definimos 
p: c ...... [0,1] 
II;;'1(B) >-+ p(II;;'1 (B)) = JP"'(B) 
Vejamos, primeiro, que J.L está bem definida: 
Sejam B1 E ?,B2 E P,u = (ubu2, ... ,u,),v = (vbv2, ... ,vm) E V,m,n E N. 
Temos que II;;1 (B1) = II;;-1(B2) se e só se uma das duas condições abaixo acontece: 
(i) u c v e B2 = Bl X n X n X ••• X n, 
(m-n vezes) 
(ii) v cu e Bl = B2 X n X n X •.• X n. 
{n-m vezes) 
Supondo que aconteça o caso (i), temos que 
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Logo, p está bem definida. 
Além disso, 
~t(0) = J.L(Il;;1(0)) = lP"(0) =O, 
~t(O.) = J.L(II;;l(nn)) = lP'(O.n) = 1. 
Sejam A1,A2 E C,A1 n A2 = 0. Então, 3mu = (ub u2, ... ,un),v = (v1,v2, ... ,vm) E 1J 
e B1 E P e ~ E P tais que A1 = II;;1(B1) e A2 = II;;'1(B2). Sendo w = u U v e 
tomando B1 e B2 como antes, temos que A1 = II;;;1(B1 ), A2 = IT;;1 (B2) e B1 n B2 = 0. 
Logo: 
~t(Al U A2) - J.L(II;;/(B1) u II;;;1 (B2)) = ~t(II;;; 1 (B1 u B2) = 
- r+n(B1 u B 2) = r+n(B1) + r+n(B2 ) = 
- ~t(II;;; 1 (B1 )) + ~t(II;;; 1 (B2 )) = (A1) + ~t(A2) 
Ou seja, ft é finitamente aditiva. 
O Teorema abaixo garante a 17-aditividade de ft· 
Teorema 3.23 (Halmos, pag. 57) Se (O., F, J!>) é um espaço de probabilidade, então 
existe uma única probabilidade ft definida na 17-álgebra .roo com a propriedade que, para 
todo conjunto mensurável E E C com E= IT;;1 (A), onde A E?, tem-se Jt(E) = JP"(A). 
Definição 3.28: A medida ft é chamada de medida produto e o espaço ( noo, P, ft) 
de espaço produto infinito enumerável de probabilidade. 
Consideremos, agora, uma sequência (Xn)n~l de variável aleatória reais definidas em 
(O.,F,J!>). Tomamos Y = (X1,X2,X3, ... ), isto é 
Y: (noo ,Foo) (JROO' B(JROO)) 
Proposição 3.24 Y é uma variável aleatória. 
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Demonstração: Seja B um retângulo mensurável em lR."", ou seja: 
B = B1 X B2 X ..• X Bn X fl X fl X .•• , 
onde B; E B (JR..) , i = 1, 2, ... , n. Então 
y-1(B) - {w = (wl,w2, ... ) E fl"";X1(w1) E B1,X2(w2) E B2, ... ,Xn(wn) E Bn} = 
- {w = (w1, w2, ... ) E !1""; WJ E Xj1(BJ), w2 E X:J1(B2), ... wn E X,:;-1(Bn)}. 
Como cada Xi é mensurável, i= 1, ... ,n, segue que y-1(B) E F"". 
Vamos provar que y-1(B) E F"" para cada conjunto B E B(lR""). 
Considere o conjunto A = {B c lR.."" : y-1(B) E F"'}. Sabemos que A é uma 
u-álgebra de subconjuntos de lR."". Além disso, o conjunto R dos retângulos mensuráveis 
em lR."" está em A. Como B(lR"") = u(R) c A, o resultado segue. O 
Podemos tomar, então, em (JR."", B(JR."")) a medida indU2ida 7J = Y.J.L. Temos que 1) 
satisfaz 
1)(Bl X B2 X ••• X Bn X lR.. X lR.. X .•• ) = (Xl * !P')(BJ).(X2 * !P')(B2) ... (Xn * lP')(Bn), n:?: 1, 




Neste Apêndice estudamos alguns resultados sobre Martingales. Começamos definindo 
Filtração e Martingale para depois nos concentrarmos na convergência de Martingales 
Discretos. 
4.1 Filtrações e Martingales 
Definição 4.1: Uma filtração no espaço mensurável (r!, :F) é uma família crescente 
(:F,),;:::o• de sub-a-álgebras :F, de :F. Um espaço mensurável (rl,:F) munido de uma 
filtração (Ftl,;:::o é chamado de espaço filtrado. 
Definição 4.2: Dizemos que um processo X em (!l,:F) é adaptado à filtração (:F,) 
se X, é :F,-mensurável para cada t. 
Qualquer processo X é adaptado à sua filtração natural :Ff :=a (X., s :S t). (:Ft) é 
a filtração mínima para a qual X é adaptado. Dizer que X é adaptado a (:Ft) significa 
que :F? c :F, para cada t. 
Definição 4.3: Um tempo de parada relativo à filtração (Ft),;:::o é uma variável 
aleatória 
T : r! --+ [O, oo] 
tal que, para todo t, o conjunto { w : T (w) :S t} E :F,. 
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Definição 4.4: Seja r um conjunto qualquer (em geral ~, N, Hilbert). Um processo 
(Xt)tEr' (.:Ft)-adaptado é chamado de Martingale com respeito a (.Ft) se 
1. E [Xi] < oo para todo t E r, 
2. E [Xt I .F.] = X. quase sempre, V s, t tais que s < t. 
(Xt) é Submartingale se E [Xt I .F.];::: X., Vs < t. 
(Xt) é Superrnartingale se E [Xt I .F.] ::; X., Vs < t. 
Em outras palavras, um Martingale é uma família adaptada de variáveis aleatórias 
integráveis tal que 
para todo s < t e A E .F •. 
Se r = N, dizemos que (Xt)tEr é um Martingale discreto. Neste caso, escrevemos 
(Xn)n;:y 
Um (.Ft)-martingale X é um martingale com respeito à sua filtração natural a (X., s ::; t). 
Mas, se .Ft C Çt, não podemos afirmar que um (.Ft)-martingale seja um Wt)-rnartingale. 
O conjunto dos Martingales com respeito a uma dada filtração é um espaço vetorial. 
4.2 Convergência de Martingales Discretos 
Nesta seção, (Xn)n21 denotará sempre um Martingale discreto com relação à filtração 
discreta (.Fn)n21 . 
Proposição 4.1 Suponhamos que xk E L2 (O, .F)' 1 ::; k::; S. Então, para p < s, 
k-1 
E (X~] -E [x;J = LE [(Xi+l - Xi)2]. 
j=p 
Demonstração: Para m ::; j, temos 
E [Xj+l - xj I .Fm] =E [Xj+l - xj I .Fj I .Fm] = o. 
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n-1 
Escrevendo Xn = Xp +L (Xi+1- Xi) e expandindo X~, obtemos 
j=p 
n-1 
JE [X~J - lE [x;] + LJE [(Xi+l- Xi?] + 2 LJE [(Xi+1- X;) (Xi+l- Xi)] + 
i=P 
n-1 




Vamos provar que todos os termos das últimas duas somas são nulos. Suponha j < i. 
Então 
E [(Xj+l- Xj) (Xi+1- X;)] - JE [JE [(Xj+1- Xj) (Xi+1- X;) I .1'J+1ll = 
- E [(Xj+l - xj) E [xi+l -X; 1 .rj+1Jl = o. 
Similarmente, 
Corolário 4.2 (JE [X~])nEN é uma seq_ui!ncia crescente. 
Demonstração: Basta aplicar a Proposição acima a p = k - 1. 
D 
D 
Definição 4.5: Dizemos que a sequência (Xn)nEN é um L2-martingale se tivermos 
suplE [X~] < oo. Segue do Corolário 6 que lim lEI [X~] existe e é finito. 
n n-oo 
Teorema 4.3 Seja (Xn)nEN um L2- martingale. Então, existe X00 E L2 (Q, Foo) tal que 
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Xoo é chamado de valor final do Martingale (Xn)· 
Inversamente: 
Sejam (Qn)nEN uma sequéncia crescente de sub-u-álgebras em (rl,:F) e Yoo := u (~gn). 
Sejam f E L2 (n, Yoo) e xk = lE [f I Yk]· Então 
1. (Xn) é um L2-martingale, 
Para demonstrarmos esse Teorema, vamos primeiro provar o seguinte Lema: 
Demonstração: lE [(Xn+p- Xnf] = lE [X~+p] + lE [X~] - 2lE [Xn+pXn]· 
Mas lE [Xn+pXn] = lE [lE lXn+pXn I :Fn]] = lE [X~]. D 
Demonstração: (do Teorema) Temos que a sequência an = lE [X~] é convergente. Logo, 
dado c > O, 3no E N tal que, 'ifp > O, 
Logo, (Xn) é uma sequência de Cauchy em L 2 e, portanto, converge. Além disso, 
Fazendo r-> oo, temos Xk+r-> Xoo em L2 • 
Como o operador linear 
lE [. I A] : V (n, A, lP') -> V (n, A, lP'IA) 
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é contínuo, 1 ::; p < oo, segue que 
Para provar o inverso, temos que 
ou seja 
Além disso, 
lE [X,;] = lE [E [f I Çn]2] ::; lE [E [f2 I gn]] = 
Jensen 
- lE [f2] = llfll~2. 
Logo, (Xn) é um L2- martingale. Pela primeira parte do Teorema, 3foo E L2 tal que 
Pelo Lema, f= foo· 
Lema 4.5 Seja (Q, :F, lP') um espaço de probabilidade, filtrado por (:Fn)· 
Pomos :Foo :=O' (U:Fn)· Então 




Denotamos por Ilvn e Ilv~ as respectivas projeções ortogonais. Então 
Além disso, Vn C L2 (íl,.F00), 'in. Como Voo é o menor subespaço fechado de L2 que 
contém todos os Vn, segue que Voo C L2 (íl,.F00). Seja B = U.Fn. Então, B é uma álgebra 
n 
em íl e T3 C .F00 • Temos que, se B E B, então IB E V00 • SejaM a classe dos subconjuntos 
D c n tais que ID E Voo. Vamos provar queM é um classe monótona. 
Seja (Dn) uma sequência de elementos de M com limite D00 • Então, IDn -> ID~ e, 
pelo Teorema da Convergência de Lebesgue: [[JDn- JD~IIP-> O. 
Como lP' (íl) = 1, o resultado análogo para sequências decrescentes segue tomando-se 
complementos. 
Logo M é uma classe monótona, ou seja, M = .1"00 • Segue que, se B E .1"00 , então 
IB E V00 • Como o conjunto de todas as funções simples é denso em L2 (íl,.F00), segue 
que L2 (D, .Foo) C Voo e, portanto, L2 (íl, .1"00 ) = V00 • O 
Vamos definir agora 
x: := sup [Xn[ e X* := lim x:. 
1:::=;p:$.n n-+oo 
Chamamos X* de função maximal do Martingale (Xn)· 
Proposição 4.6 (Desigualdade maximal de Doob): Para toda constante "f> O: 
1. lí' (X~ :;:: "f) :5: ~(E [[XnlJ +E [[X1[]), n =O, 1, ... , 
2. lí'(X*:;:: "f) :5: ~supnlffi[[Xn[]. 
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Demonstração: Seja A:; = { w : supp<n Xp ( w) :2': "'} e seja 
T (w) = { ~ {p: Xp (w) :2': "'} ,w E A~ 
Então, T ( w) :::; n. Além disso, 
{w:T(w)>q} - U {w: Xp (w) < 1} E :Fq se q < n, 
p$q 
{w:T(w)>n} - 0. 
Por exemplo: T (w) > 3 "* X1 (w) < 7,X2 (w) < 1 e Xa (w) < -y. 
Então, T é tempo de parada. Seja (x.;) o Martingale truncado por T, ou seja, 
XJ = Xni\T· Então 
Temos que: x,; :2':"' em {T < n} e 11P' ({T < n}) = 11P' (A~), portanto 
Logo 
e 
(1) segue observando que 
{w: X~ (w) > 1} =A~ U {w: sup( -Xp) 21}. 
p<n 
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Para provar (2), basta notarmos que (X~)é uma sequência crescente com limite X*. 
Desta forma, X* :2:: "f=? V e> O, 3n tal que X~ :2:: "!-e. Logo, por (1), 
4 
lP'(X* :2:: "!):::; -- supE [IXnl]. 
"(- ê n 
o 
Dizemos que (Xn) é Regular se existir Z E Ll (n, F, lP') tal que Xn =E [Z I Fn], Vn. 
Exemplo: Todo L 2- martingale é regular. o 
Seja Foo =a (~Fn) e ponha X 00 =E [Z I F 00]. Xoo é chamado de valor final de(Xn)· 
Teorema 4.7 (Convergência em L 1 ): Seja (Xn) um Martingale regular e seja Xoo seu 
valor final. Então: 
2. E [IXn- XooiJ--> O quando n--+ 00. 
t se -M:S:t:S:M 
Demonstração: Considere a função: rPM (t) = M se t > M 
-M se t<M 
Ponha zM = rPM (Z). Então 
(1) IIZM- Zllu --+O quando M--> oo. 
Além disso, 
e 
Observação 11 Xn =E [Z I Fn] e IIE [f I BJIIL• :S: llflb para 1 :S: P :S: oo. 
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Portanto E [zM I.Fn] ê um L2- martingale. Usando o Teorema 4.3 e o Lema 4.5, 
obtemos 
e 
Desta forma, {1) ê provado usando (1) e {2) com M tendendo ao infinito. 
Similarmente, como a convergência em L 2 implica em convergência em L1 pela de-
sigualdade de Cauchy-Schwarz, (2) segue para lE [zm j.F11]. Fazendo M--. oo, (2) segue 
o 
Proposição 4.8 (Convergência Quase Certamente): Seja (Xn) um Martingale regular 
e seja Xoo seu valor final. Então 
Xn ( w) -> X"" ( w) quase certamente. 
Demonstração: Seja /39 (w) = supn>q IXn (w)- Xq (w)J e seja {3 (w) = limq_oo {3q (w). 
Para um q fixo, seja: Zm = Xq+m- X9 (m 2: 0). 
Então (Zm) ê um Martingale regular relativo à ffitração (.Fq+m) e 
sup IIZmJiv - sup IIXq+m- XqJJL, = sup jjXq+m- Xoo + Xoo- Xqllv :5 
m m m 
Pelo Teorema 4.7, o lado direito ê menor que e se q 2: q0 . Portanto, usando f 
desigualdade maximal de Doob 
2e 
JP>({w: f3q(w) > 1}) <-se q > qo. 
í' 
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Fixado I e fazendo q -+ oo, temos que 
lP' ( { w : j3 (w) > 1}) =O, 
pois (/3q) é uma sequência decrescente de funções. Logo j3 (w) = O quase certamente 
e, portanto, (Xn) converge quase certamente (q.c.). Seja Z00 seu limite. Como (Xn) 
converge em L1 a Xoo, existe uma subsequência (Xn.) que converge q.c. a X00 • Logo, 
o 
Definição 4.6: Dizemos que um Martingale (Xn) é um L 1- martingale se tivermos 
sup 1\Xnllv < oo. 
n 
Exemplo: Todo Martingale regular é um V- martingale. o 
Proposição 4.9 Seja (Xn) um L1 - martingale. Seja (Tn) uma sequência de tempos de 
parada tal que, pam todo j, Ti (w) < oo q.c. Então 
co 
L (Xri+1 (w)- XT; (w)) 2 < oo q.c. 
j=l 
Demonstração: Seja a= sup IIXniiLI e seja X* a função maximal. Então, pela De-
n 
sigualdade Maximal de Doob, 
Portanto 
lP'(X* "2:p):::; 4a_ 
p 
(1) X* (w) < oo q.c. 
Seja f a função convexa continuamente diferenciável definida por 
f(t)= '_p(pfixo). 
{ 
t2 itl < 
2p itl - P2 1 i ti "2: p 
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Seja g a função não-negativa definida por 
(2) E[/ (Xn)] s; 2pE [IXnll s; 2pa. 
(3) E [(Xi+l- Xi) f' (Xi)J - E [E [(Xi+l- Xi) !' (Xi) I J'j]] = 
- E[/' (Xj) E [Xj+l - Xj I J'j ]] = o. 
Logo 
n-1 
- LE [(Xj+l- xjn se IXkl s; p,k = 1, ... n. 
j=l 
Portanto 
E [f~ (Xi+l- Xi)2 I[X*::;pJ] s; 2pa. 
Fazendo p--+ oo e usando (1), 
00 
(4) L (Xj+l (w)- xj (w))2 < 00 q.c. 
j=l 
Agora, seja (Tn) uma sequência crescente de tempos de parada. Queremos mostrar 
que 
00 










< L E [g (Xq+J, Xq)] :S 2pa. 
q 
Portanto 
Seja FT; = u (Fq n Tj 1 (q)) ,q E N. Então 
(3') 
Isto prova (5). o 
Teorema 4.10 (Fatou): Seja (Xn) um V- martingale. Então, lim Xn (w) existe q.c. 
n-oo 
Demonstração: Vamos assumir que o limite não exista. Então, existe b > O tal que 
lí' ( { W: n,~oo sup IXn (w)- Xm (w)l > 2b}) >O. 
Seja T1 (w) = 1 e 
Então, a sequência (Tn (w)) é crescente e 
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Isto contradiz a Proposição anterior. o 
Definição 4.7: Dizemos que um subconjunto H de V é uniformemente integrável 
se, para todo e > O existir 'T} > O tal que lE [Jhl IA] < e para todo h E H e todo A E :F 
com lP' (A) ::::; 'TI· 
Proposição 4.11 Seja H um subconjunto de V. Então, as seguintes afirmações são 
equivalentes: 
1. H é uniformemente integrável, 
2. limq-oo [suphEH f JhJ dlP'] = 0. 
lhl>q 
Demonstração: Para provar que (1) ...... (2) vamos primeiro provar que (1) implica que 
existe M < oo tal que llhllv < M, 'Ih E H. 
Seja 1J > O o número associado com e = 1. Então, o resultado segue colocando-se 
M=l+l. 
1) 
Por Chebyshev: lP' (ih! > q) ::::; ~M. 
Como esta expressão tende a zero quando q ....., oo, (1) implica (2) formalmente. 
Vamos provar agora que (2) -> (1). Suponha que existe Eo >O e sequências (hn} em H 
e (Fn) em :F tais que 
Seja q0 escolhido de maneira que f hdlP' < e;, 'r/h E H. 
lhl>qo 
Seja Bn = {w: lhn (w)l > qo}. Então 
Como o primeiro termo do lado direito é menor que f§' e o segundo tende a zer 
quando n....., oo, isto nos dá uma contradição. 
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Proposição 4.12 Seja H im subconjunto uniformemente integrável de L 1 e seja H1 
o fecho de H na topologia da convergência quase certa. Então H 1 é uniformemente 
integrável. 
Demonstração: Colocamos q\(e) = suphJEi[lhiiA], com h E H e lP'(A) <e. Seja 




Teorema 4.13 (Generalização da Convergência Dominada de Lebesgue): Seja (un) uma 
sequência de funções integráveis no espaço de medida (X, I:, 11), 11 (X) < oo, tal que 
1. a fam{lía ( Un) é uniformemente integrável, 
2. Un converge q.c. a u0 • 
Então, llun - Uoilu -> O. 
Demonstração: Pelo Teorema de Egoroff, existe e > O e B E I: tal que 11 ( B0 ) < e e 
(Un) converge uniformemente a u0 em B. Então 
O primeiro termo do lado direito tende a zero pela convergência uniforme, o segundo 
pela integrabilidade uniforme e o terceiro pela mesma razão que na Proposição anterior. 
o 
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Teorema 4.14 (Critério de Regularização): Seja (Xn) um L1- martingale. Então as 
seguintes condições são ei]Uivalentes: 
1. (Xn) é regular, 
2. { Xn : 1 :::; n :::; oo} é uniformemente integrável. 
Demonstração: (2)-+ (1) Pelo Teorema de Fatou, Xq (w) -+ Z q.c. Pelo Teorema 4.13, 
isto implica que IIXq - ZIIL' -+ O. Portanto, usando a identidade Xn = lE [Xq [ Fn] , q > 
n, fixando n e tornando q -+ oo, temos 
(1)-> (2) Paraurncaserfixado, sejaBn = {w: [Xn(w)[ >c}. Então,cornoBn E Fn 
e [Xn[ < lE [[Z[[ Fn] segue que 
Portanto, com b também a ser fixado, 
f [Xn[ dlF < f [Z[ dlP' = f [Z[ dll"+ f [Z[ dlF ::0: 
!Xnl>c IXnl>c (IXnl>c)n(IZI>b) (IXnl>c)(IZI<b) 
< f [Z[dlP'+blP'([Xn[>c). 
IZI>b 
Mas, pela desigualdade de Chebyshev 
lP'([Xn[ >c) ::0: ~JE[[Xn[] ::0: ~JE[[Z[J. 
c c 
Portanto 
f [Xnl dlF ::0: f [Zi dlF+~lE [[Z[]. 
IXnl>c IZI>b 
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Ponha b = q! e c = q. Então, o lado direito tende a zero quando q -> oo e a conclusão 
segue da Proposição 4.11. O 
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