This paper introduces a new class of multivariate volatility models which is easy to estimate using covariance targeting, even with rich dynamics. We call them rotated ARCH (RARCH) models. The basic structure is to rotate the returns and then to …t them using a BEKK-type parameterization of the time-varying covariance whose long-run covariance is the identity matrix. The extension to DCC-type parameterizations is given, introducing the rotated conditional correlation (RCC) model. Inference for these models is computationally attractive, and the asymptotics are standard. The techniques are illustrated using data on some DJIA stocks.
Introduction
Estimating multivariate volatility models with ‡exible dynamics that are feasible in moderately large dimensions remains a challenging problem. Modelling and forecasting multivariate volatility is not only crucial for asset pricing and optimal portfolio allocation, but also to characterize the systemic risk pro…le of individual …rms.
The recent …nancial crisis forcefully demonstrated the need for more robust models to project …nancial risk, especially to capture correlation dynamics. However, in practice, new, richly parameterized models face the 'curse of dimensionality' in reference to the -often exponential -increase in the number of model parameters as the number of assets under study grows. Reviews of the multivariate generalized autoregressive conditional heteroskedasticity (GARCH) literature are given by, for example, Bauwens et al. (2006) , Engle (2009a) , Silvennoinen and Teräsvirta (2009) and Francq and Zakoian (2010, Ch. 11 ).
The main idea in this paper is to undertake a transformation (in particular, a rotation) of the raw returns, which enables us to easily extend the idea of variance targeting (Engle and Mezrich, 1996) to covariance targeting in multivariate models of any dimension. We call this model the rotated ARCH (RARCH) model. The proposed transformation is not novel, but our model is. The transformation is related to work on the orthogonal GARCH (OGARCH) model of Alexander and Chibumba (1997) and Alexander (2001) , and its extensions in van der Weide (2002) , Lanne and Saikkonen (2007) , Fan et al. (2008) and Boswijk and van der Weide (2011) . The interest in these papers is to …nd orthogonal or unconditionally uncorrelated components in the raw returns which can then be modelled individually through univariate volatility models. 1 In contrast, we utilize a closely related transformation enabling us to …t ‡exible multivariate models to the rotated returns using covariance targeting. Unlike the majority of the existing literature, we do not assume that the unconditional rotation produces returns which are also conditionally uncorrelated.
The RARCH model utilizes the popular BEKK parameterization introduced in Engle and Kroner (1995) using covariance targeting where the long-run covariance is the identity matrix. We also apply the same rotation technique in the context of the dynamic conditional correlation (DCC) model of Engle (2002) to introduce the rotated conditional correlation (RCC) model. The RARCH and RCC models are particularly attractive in terms of estimation and inference, and o¤er computational advantages compared to existing models. Our attention will be devoted throughout to diagonal speci…cations. For d assets, the diagonal RARCH or diagonal RCC model will have a number of dynamic parameters equal to 2d. 2 In relation to diagonal speci…cations, we propose a novel parameterization that o¤ers ‡exibility in modelling both the volatilities and correlations while economizing on the number of parameters, hence it may be attractive in large dimensions. We call it the common persistence (CP) speci…cation as it imposes common persistence on all elements of the conditional covariance/correlation matrix and has only d + 1 dynamic parameters. 1 The model of Fan et al. (2008) di¤ers in that the estimated components are also conditionally uncorrelated, or the least conditionally correlated if conditionally uncorrelated components do not exist. We discuss the relation of our model to OGARCH models in Section 2.5. 2 We use the term 'dynamic parameters'to denote the parameters of the dynamic equation for the conditional covariance matrix in the RARCH model, and for the conditional correlation matrix in the RCC model. However, covariance targeting also requires the estimation of 'static parameters'which characterize the long-run covariance of the non-standardized returns in the RARCH model, or the standardized returns in the RCC model. Estimation is typically undertaken in stages as discussed later. This speci…cation is motivated by the empirical observation that parameter estimates of GARCH (1, 1) processes tend to show similar persistence across assets, but di¤er in levels of smoothness. We show that it performs quite favourably in comparison to diagonal speci…cations which have 2d dynamic parameters.
We discuss quasi-maximum likelihood (QML) estimation of the RARCH and RCC models and the asymptotic distribution of the QML estimator. In addition, we use empirical Bayes methods to improve inference for the diagonal speci…cations. The empirical Bayes estimator applies shrinkage to the QML parameter estimates in the spirit of James and Stein (1961) , which is known to dominate the QML estimator in terms of estimation risk under quadratic loss; see Efron (2010) for details. The use of empirical Bayes methods enables us to assess the poolability of the dynamic parameters by o¤ering a more ‡exible alternative to the scalar speci…cation.
Our empirical analysis shows that both RARCH and RCC lead to statistically signi…cant gains in the 1-step predictive joint likelihood compared to the OGARCH model. We also show that capturing the dynamics of the covariances of the rotated returns, which is missing in the OGARCH model, does improve the prediction of the conditional correlations of the unrotated returns. Given its ‡exibility, the RCC model performs best in the 10-dimensional case we study, and our proposed common persistence speci…cation performs quite favourably in comparison to the diagonal speci…cation.
The structure of the paper is as follows: Section 2 discusses the RARCH and RCC models, and their properties. Section 3 shows how to estimate the models using QML and empirical Bayes methods, and also discusses our model evaluation strategy. In Section 4, the usefulness of the rotation technique is illustrated using data on some DJIA stocks. Section 5 draws some conclusions.
Modelling Approach

The rotated ARCH (RARCH) Model
First Some Preliminaries
Let r t , t = 1; :::; T , denote the d-dimensional time series of daily asset returns, and assume E[r t jF t 1 ] = 0 where F t 1 denotes the information set at time t 1. The unconditional covariance of r t is given by
using the spectral decomposition in the second equality, where P is a matrix of eigenvectors, and the eigenvalue matrix, , is diagonal with non-negative elements. Orthogonality of P implies P 0 P = I d where
Core of the Paper
We now move on to the core of the paper. Letting r t = H 1=2 e t , we de…ne the rotated returns as
where Var[e t ] = I d . In the case that there are k zero eigenvalues in , using the asymmetric square root H 1=2 = P 1=2 is preferred since it delivers a reduced-dimension vector of the rotated returns of length d k. 3 Without loss of generality, we will assume in the rest of the paper that all eigenvalues in are strictly positive. 4 The conditional covariance of the rotated returns is
where E[e t jF t 1 ] = 0 which follows from E[r t jF t 1 ] = 0. Consider a covariance-targeting BEKK-type parameterization (Engle and Kroner, 1995) for G t :
where A and B are conformable parameter matrices, and we assume that
in the sense of being positive semide…nite. 5 Note that by taking the unconditional expectation of (2) we (1) and (2) means e t follows a covariance-targeting BEKK-type parameterization with long-run covariance equal to I d . The dynamics in (2) can, of course, be generalized to include a higher-order lag structure, or introduce asymmetric terms as proposed in Cappiello et al. (2006) in the context of the DCC model. In addition, high-frequency volatility estimators can be utilized to model and forecast the conditional covariance of daily returns as proposed in Noureldin et al. (2011) , where this is shown to provide signi…cant forecast improvements. This is straightforward to apply in (2) by replacing e t 1 e 0 t 1 by a high-frequency covariance estimator which has been rotated so that it has unconditional 3 By ignoring the zero eigenvalues, the dimension of will be
4 It is worth noting that the distinction between the symmetric and asymmetric square roots also has implications for the implied model for the unrotated returns when the rotated returns follow a model with a diagonal structure. This is discussed in more detail in Section 2.3. 5 For the univariate GARCH model, variance targeting was introduced in Engle and Mezrich (1996) . The usefulness of covariance targeting in large models is that it allows for 2-step estimation. In the …rst step, the d(d + 1)=2 parameters in H are estimated using the method of moments, while the dynamic parameters, A and B, are estimated in the second step by quasi-maximum likelihood. expectation equal to I d . Also, a component structure which decomposes the conditional covariance matrix into long-and short-run components can be adopted as proposed in, for example, Colacito et al. (2011) for the DCC model.
Some Initial Comments
Let Var[r t jF t 1 ] H t . The advantage of rotation in conjunction with covariance targeting can be seen by considering the covariance-targeting BEKK model for the unrotated returns:
assuming H AHA 0 BHB 0 is positive semide…nite. It is clear from (3) that in the case of diagonal (when A and B are assumed diagonal) and full (when A and B are unrestricted) BEKK models, it is di¢ cult to specify su¢ cient parameter restrictions to ensure that H AHA 0 BHB 0 is positive semide…nite. Fitting the model to e t instead, as in (2), circumvents this problem and allows for diagonal and full BEKK-type speci…cations to be easily …tted.
The dynamic properties of the RARCH model can be studied when (2) is vectorized. It is straightforward to show that
where u t = vec (e t e 0 t G t ) and noting that the vector martingale di¤erence property E[u t jF t 1 ] = 0 holds.
The vector u t is essentially a vector weak white noise sequence. Covariance stationarity follows directly from the analysis in Engle and Kroner (1995) and requires the eigenvalues of (A A) + (B B) to be less than one in modulus. Thus vec (G t ) has a covariance stationary vector autoregression representation
is a covariance stationary vector autoregressive moving average representation.
Leading Special Cases
Scalar Speci…cation
The scalar speci…cation assumes A = 1=2 I d and B = 1=2 I d so that all the elements of G t have the same dynamic parameters. The (i; j)-th element of G t is g ij;t = (1 )1 [i=j] + e i;t 1 e j;t 1 + g ij;t 1 ; i; j = 1; :::d;
where 1 [ ] is the indicator function. Here we assume ; 0. Note that if = 0, is unidenti…ed and needs to be set equal to zero indicating conditional homoskedasticity in the model. Covariance stationarity requires + < 1.
Diagonal Speci…cation
In the diagonal speci…cation, A and B are assumed to be diagonal with elements
1=2
ii and
ii , i = 1; :::d. This speci…cation implies 
which we call 'persistence parameters'as they control the persistence of G t . Obviously ij = ji so that A A + B B has d(d + 1)=2 unique elements. To ensure covariance stationarity, we impose max ij < 1; i; j = 1; :::d:
Note that this restriction also ensures that I d AA 0 BB 0 is positive de…nite which highlights the particular advantage of the RARCH model. In practice, imposing ii = ii + ii < 1, by parameterizing the model in terms of ii and ii , is a necessary and su¢ cient condition for (4) to hold; see Engle and Kroner (1995) .
It will be convenient to introduce measures of the heterogeneity of the smoothness and persistence parameters in the elements of G t . By smoothness parameters we refer to the coe¢ cients ii for g ii;t and 1=2 ii 1=2 jj for g ij;t , while ii and ij determine the persistence of g ii;t and g ij;t , respectively. For ease of interpretation, we focus only on the smoothness and persistence parameters for g ii;t (i.e. the conditional 6 It is worth noting that Engle and Kroner (1995) did not impose non-negativity restrictions on the elements of A and B, except for restricting their …rst elements, 1=2 11 and 1=2 11 , to be positive for identi…cation. This allows for the possibilities of (i) a positive cross product of returns decreasing the conditional covariance, and (ii) an oscillatory path for the conditional covariance/correlation. By assuming
ii ;
1=2 ii 0 we rule out such possibilities. variances), noting that the dynamic parameters of g ij;t are linked to those of g ii;t and g jj;t as shown above.
denote the mean estimate of ii , and
be a corresponding measure of heterogeneity. We similarly de…ne and for ii , and and for
ii . Note that for the scalar model, = = = 0. These measures are useful for motivating the common persistence speci…cation, as well as introducing empirical Bayes estimation in Section 3.2.
Common Persistence Speci…cation
In the diagonal case, (A A) + (B B) will be a diagonal matrix with diagonal elements given by
jj . We propose a new speci…cation in the context of diagonal structures, which we call the common persistence (CP) speci…cation. The CP speci…cation imposes ij = ; 8i; j = 1; :::; d;
implying A A + B B = I d 2 . This gives the dynamic equation
where A is a diagonal matrix with elements 1=2 ii 0, and 0 < < 1 is a scalar parameter satisfying max ii . This implies
jj e i;t 1 e j;t 1 + ( 1=2 ii 1=2 jj )g ij;t 1 ; i; j = 1; :::d;
The CP speci…cation has d + 1 dynamic parameters compared to 2d dynamic parameters in the diagonal model. It imposes common persistence on all elements of G t through a common eigenvalue, , for the dynamic equation for G t . 7 The condition for covariance stationarity is simply < 1, which also guarantees that (1 )I d is positive de…nite. This speci…cation allows the di¤erent elements of G t to load freely on the lagged variances/covariances and the corresponding shocks allowing them to have di¤erent smoothness levels; however it restricts them to have common persistence through . In contrast to the diagonal speci…cation, here we have = 0, while 6 = 0 which also implies 6 = 0. Engle and Lee (1999) . A rolling window of 1,000 observations is used to estimate the parameters.
This speci…cation is motivated by the empirical observation that persistence levels in the conditional variances of asset returns are less heterogeneous than their smoothness levels. Figure 1 shows a time series of the inter-quartile range (IQR) for rolling-window estimates of the GARCH(1,1) model parameters, ii and ii , as well as the implied persistence, ii = ii + ii , for 94 stocks of the S&P 100 index which consistently appeared on the index during the period 1/4/2000-1/12/2008. 8 Before the …nancial crisis, the IQR for ii was noticeably lower than that for both ii and ii , especially compared to ii . During the recent …nancial crisis, more heterogeneity appears in ii probably due to a decline in volatility persistence for some stocks in reaction to the sudden increase in their average levels of volatility during the crisis.
However, it remains lower than the ii IQR, and gradually returns to its pre-crisis level by the end of the sample.
The GARCH(1,1) model is likely to miss the volatility dynamics during the crisis due to rapidly changing volatility levels. To capture this feature, we also estimated the component GARCH model of Engle and Lee (1999) using the same data. In this model the conditional variance for asset i is modelled as h ii;t = q ii;t + s ii;t , where
h ii;t 1 );
such that q ii;t and s ii;t represent the long-and short-run variance components, respectively. The short-run component has persistence s ii + s ii where the superscripts are used in reference to the s ii;t equation, while q ii;t has persistence ii which is assumed to be larger than s ii + s ii for identi…cation. This model is a restricted GARCH(2,2) model and is better able to capture changes in the long-run variance over time.
We …nd the IQR for the cross-section estimates of ii to be quite low, and although it increases during the …nancial crisis, it remains indicative of a high degree of homogeneity in the persistence levels of the long-run component. The IQR for s ii + s ii , not plotted in Figure 1 to improve presentation, is much larger reaching as high as 0.763 during the crisis.
Brownlees (2010) studies a large cross section of U.S. …nancial …rms during the crisis, and …nds the cross-sectional variation in ii to be negligible, while smoothness tends to decline with the leverage of the company. In the context of the DCC model, Hafner and Franses (2009) make a related observation by arguing that heterogeneity in ii is greater than that in ii , and in one of their speci…cations they impose a common smoothing parameter . 9 We conjecture that imposing a common persistence parameter, , is more intuitive since assets with di¤erent ii 's are also likely to display varying levels of smoothness through ii . In addition, the advantage of our speci…cation is that a single parameter, , controls both covariance stationarity and positive de…niteness of (1 )I d regardless of the dimensionality of the system.
Orthogonal Parameter Matrices
Another interesting case, which we outline here but do not pursue empirically, is when A and B are made and so
; i; j = 1; 2; :::; d:
Orthogonality of A and B implies that I d AA 0 BB 0 is diagonal, which means one can easily impose restrictions on A and B to ensure I d AA 0 BB 0 is positive semide…nite. 9 In their paper, the parameters are those of the dynamic equation for the conditional correlations; we will discuss the DCC model in more detail in Section 2.4. Figure 2 shows the sample path of G t for 1; 000 simulated observations assuming dynamics similar to (2). Top left is g 11;t , top right is g 22;t , bottom left is g 12;t while bottom right is the conditional correlation.
Remark 1 One parameterization for A and B in the orthogonal parameters version of RARCH is to use
where 1=2 ii and
1=2
ii are identical to those in the diagonal speci…cation, and P A and P B are orthonormal matrices. and de…ne C A = [c ij ] where
De…ne R A = C A C 0 A , and …nally P A are the eigenvectors of R A so that R A = P A A P 0 A . P B can be similarly parameterized. Finally, AA 0 = diag
the constraint needed for stationarity is that ii + ii < 1 for all i, which also ensures that I d AA 0 BB 0 is positive de…nite.
Implied BEKK Model for r t
For the conditional covariance matrix of the unrotated returns, H t , the RARCH model in (1) and (2) implies that
where
It is clear that the RARCH model implies a BEKK model for r t but it is not an entirely general BEKK model; rather it is a constrained version since A and B are rotations of A and B which depend on the spectral decomposition of H.
Bauwens et al. (2006) discuss the invariance of multivariate GARCH models to linear transformations of r t . In their de…nition, invariance implies that the model for the transformed series is within the same model class (e.g. BEKK class) and retains the same dynamic speci…cation (e.g. scalar, diagonal or full parameterization). This de…nition di¤ers from the 'stability by aggregation'property discussed in Francq and Zakoian (2010, Ch. 11) , which refers only to model class invariance. Bauwens et al. (2006) note that BEKK models are invariant to linear transformations except in the case of diagonal dynamics. For scalar dynamics, we further note that the scalar RARCH model will have the same dynamic parameters as the scalar BEKK model. This holds since A = 1=2 I d implies A = 1=2 P 1=2 P 0 P 1=2 P 0 = 1=2 I d , and the same applies to B.
In the case of diagonal speci…cations, which are not invariant to linear transformations, the diagonal RARCH model implies a full BEKK model for r t . Suppose A is diagonal, then A = P 1=2 P 0 AP 1=2 P 0 which is a full matrix that is asymmetric in general. The same applies to B when B is diagonal. This means that …tting a diagonal RARCH model implies rather rich dynamics for the unrotated returns.
When the asymmetric square root is used, a diagonal RARCH model implies a full BEKK for r t with A = P 1=2 A 1=2 P 0 = P AP 0 which is symmetric, and B will also be symmetric. Thus, we prefer the symmetric square root given the generality it implies for the model of the unrotated returns since A and B will be asymmetric in this case.
The Rotated Conditional Correlation (RCC) Model
One shortcoming of the BEKK-type parameterization in the RARCH model is that the dynamics of g ij;t
is linked to the dynamics of g ii;t and g jj;t for all i and j through cross-equation parameter restrictions.
This is overcome if we apply the rotation to the returns after having them standardized in a …rst step by their …tted conditional variances. This is in the spirit of the DCC model of Engle (2002), thus we call the resulting model the rotated conditional correlation (RCC) model. As in DCC, RCC allows for the speed of change in the conditional correlations to be di¤erent than that of the individual volatilities, and also allows models to be …t in quite large dimensions.
. Thus C t is the conditional correlation matrix of r t . In the DCC model the conditional variances, Var[r i;t jF r i
t 1 ] h ii;t , i = 1; 2; :::; d, are set as univariate GARCH processes, where F r i t 1 is asset i's own univariate information set, or 'natural …ltration.'Then let
denote the standardized, potentially correlated returns and let their unconditional covariance be written
The correlation dynamics are modelled as
where denotes the Hadamard elementwise product, with specifying a dynamic equation for Q t . For instance, a correlation-targeting scalar DCC model is
where and satisfy restrictions similar to the scalar BEKK model. This ensures that C t is a genuine correlation matrix.
From (8), it is clear that a rotation of the standardized returns, " t , enables us to …t speci…cations with ‡exible dynamics as demonstrated with the RARCH model for the non-standardized returns. Decompose = P C C P 0 C where P C contains the eigenvectors and C has the eigenvalues on the main diagonal. Then we construct the rotated standardized returns
where Var[e e t ] = I d . Then we model the dynamics of Var[e e t jF t 1 ] Q t as
As shown for the RARCH model, Q t is given by
which is used to construct the correlation matrix according to (7).
Aielli (2006) points to a bias problem in the DCC model when estimating in (8) using a moment
The RCC model is not subject to this bias since in (9) we have E[e e The main model in Hafner and Franses (2009) bears close resemblance to a diagonal BEKK-type model applied to (8). The primary di¤erence is that we apply this speci…cation to the rotated standardized returns, which has the important implication that unlike Hafner and Franses (2009) , our model preserves the correlation targeting property and is also not subject to the bias problem discussed in Aielli (2006) .
The CP speci…cation is also somewhat related to one of the proposed models in Hafner and Franses (2009) , the distinction being that they impose a common smoothing parameter on the system for the unrotated standardized returns, while we impose common persistence through on the system for the rotated standardized returns.
In the context of DCC models, Bauwens et al. (2011) also use the idea of orthogonalizing the daily returns in a …rst step. There are, however, two main di¤erences between RCC and their model. First, they …t a DCC model to the rotated returns whereas we apply the rotation to the standardized returns,
i.e. after the …rst step of …tting the conditional variances. Second, we use a constant rotation matrix for " t , while they use a slowly-varying rotation matrix computed using a Nadaraya-Watson estimator applied to r t . For future work, it would be interesting to compare the two models empirically.
Relation to Orthogonal GARCH Models
In this subsection, we discuss how the RARCH model di¤ers from the class of OGARCH models introduced in Alexander and Chibumba (1997) , and further extended and re…ned in van der Weide (2002), Lanne and Saikkonen (2007), Fan et al. (2008) and Boswijk and van der Weide (2011) among others. Consider general linear transformations of the form: r t = Ze t , where Z is some invertible matrix. Lanne and Saikkonen (2007) propose the polar decomposition for Z such that
where S is a symmetric positive de…nite matrix, and U is an orthogonal matrix. Since Var[e t ] = I d , we
have Var[r t ] H = ZZ 0 = S 2 , thus S is the symmetric square root of H given by P 1=2 P 0 . Therefore part of the Z matrix can be estimated using only unconditional information.
The OGARCH model of Alexander and Chibumba (1997) and Alexander (2001) assumes U = P , hence Z = P 1=2 , which is the asymmetric square root of H. In this case e t is a vector of the standardized principal components of r t which are unconditionally uncorrelated by construction. Alexander (2001) assumes that these standardized principal components are also conditionally uncorrelated with a diagonal conditional covariance matrix, which gives the following dynamic equation:
where e A and e B are diagonal. Its popularity in applications relates to the convenient form of (11) which allows for estimating the diagonal elements of G t individually as univariate GARCH models, and this is obviously helpful in large dimensions. However, assuming that G t is diagonal is an ad hoc restriction and possibly a misspeci…cation since we expect the standardized principal components to inherit the heteroskedastic properties of the original returns; Fan et al. (2008) Our model takes a di¤erent stand by assuming that G t is a full matrix. Thus we include information from the cross products of the rotated returns which are ignored in the OGARCH and GOGARCH models. 
A Time-Varying-Weight Strict Factor Model Representation
The RARCH model can also be interpreted as a time-varying-weight strict factor model since it implies
Suppose we take the spectral decomposition of G t at each point in time such that G t = P G t G t (P G t ) 0 , where P G t contains the eigenvectors of G t and the diagonal matrix G t has the eigenvalues of G t along its main diagonal. Then we can write
where z t = P 1=2 P 0 P G t is a time-varying weight matrix. This representation is reminiscent of strict factor models where the factors are not correlated, their conditional variances are given by the diagonal elements of the time-varying G t , and there is no approximation error covariance since the number of factors is equal to the number of assets. The term strict factor model is typically used to characterize a model where the idiosyncratic components of asset returns are uncorrelated as in Ross (1976) , for example. Here we adapt it to describe a model where the factors are uncorrelated both conditionally and unconditionally, and the factor loadings, z t , are time-varying.
Note that OGARCH models assume that G t is diagonal, and in this case G t = G t while P G t = I d , hence they impose a …xed weight matrix z = P 1=2 P 0 . This representation provides an additional intuition behind our model, and explains why capturing the covariance dynamics of e i;t , i = 1; :::; d, is important. The structure of these models allows for a 2-step estimation strategy to estimate . In the …rst step,
we use a method of moments estimator:
implying b S . This estimate is then decomposed into b P and b . Then we construct the time series of rotated returns, e t = b P b 1=2 b P 0 r t , t = 1; 2; :::; T . The second-step estimation is based on the quasi-likelihood
where G t is given by (2). This is optimized over D keeping b S …xed, which delivers b D . When estimating the OGARCH model,
we use e t = b 1=2 b P 0 r t in (12) while the dynamic equation for G t will be given by (11). For GOGARCH we use e t = b
where the dynamic equation for G t is also given by (11). In the GOGARCH case, the additional d(d 1)=2
parameters in are contained in D . 10
Remark 2 The GOGARCH model uses a di¤ erent rotation than the RARCH model, unless = 0, and so the di¤ erence between the two is not only due to the non-zero conditional covariances in the RARCH model. Eq. (12) could be modi…ed to allow for an estimated rotation matrix by modifying the …nal term to be e 0 t U ( )G 1 t U ( ) 0 e t which would not pose an identi…cation problem since the long-run covariance is I d . We do not pursue this parameterization further since estimating the d(d 1)=2 parameters of U ( ) substantially increases the computational burden, except when d is small. is the unconditional covariance of the standardized returns, " t , and e D is the vector of dynamic parameters in (9). The full parameter vector is e = ( e M ; e S ; e D ), and the true parameter vector is denoted by e 0 . The log-likelihood is
where log L i;t ( ) and log L C;t ( ) denote the i-th margin and correlation log-likelihoods respectively. The two terms in (13) can be written as
Asymptotic Distribution
To compute asymptotic standard errors, we cast the estimators into a method of moments framework. For RARCH, OGARCH and GOGARCH models, the moment conditions for the t-th observation are given by m t = (m 0 S;t ; m 0 D;t ) 0 , where m S;t = S vech (r t r 0 t ) and m D;t = theory, for …xed d and T ! 1, this is simply a 2-step moment estimator, e.g. Newey and McFadden (1994) and Pagan (1986) , in the case of RARCH, OGARCH and GOGARCH. In the case of RCC, this is a 3-step moment estimator. Under standard regularity conditions, 11 as T ! 1 we have
, and
and we use a HAC estimator, e.g. Newey and West (1987) , to estimate J . For RCC, the estimator of e follows (14) and (15) with ( ; 0 ; b ; m t ) replaced by ( e ; e 0 ; b e ; e m t ). It is worth noting that I will have a lower block diagonal structure in all cases. In the RCC case, the covariance matrix of the estimated dynamic parameters in (9) will account for the accumulated estimation error from estimating the marginal models and the unconditional covariance of " t . 
Empirical Bayes and Limited Translation Estimators
In this subsection, we discuss the use of empirical Bayes (EB) methods to improve inference for the RARCH and RCC models. 12 The diagonal speci…cation is undoubtedly the most ‡exible among the speci…cations we consider, yet there is a risk that some estimates of the individual ii 's and ii 's will be rather 'extreme'in the sense of being far away from their respective mean estimates. It is conceivable that these 'extreme'estimates may be well supported by the data, however they could also be a manifestation of imprecise point estimation since the di¤erent point estimates will have con…dence intervals of varying lengths.
The structure of the RARCH and RCC models makes the use of empirical Bayes a natural extension.
Suppose that in the diagonal speci…cation the shock parameters ( ii 's) and smoothing parameters ( ii 's) are drawn from distributions that are centred around corresponding scalar parameters. Given this prior and the point estimates from QML estimation, denoted by ML ii and ML ii , we can use EB methods to make inference about the posterior distribution of the parameters having observed ML ii and
ML
ii . For a recent overview of empirical Bayes methods, see Efron (2010) .
Since the shrinkage will be applied di¤erently to the ii 's and ii 's, 
which depends on the unknown parameters and . The EB estimator utilizes the information in ML ii to make inference about these parameters. De…ne
then the EB estimator is
This EB estimator is itself the James and Stein (1961) shrinkage estimator. James and Stein (1961) showed that it everywhere dominates the ML estimator in terms of estimation risk under quadratic loss for dimensions larger than or equal to three. Empirical Bayes estimators utilize these shrinkage gains and they have proven useful in many applications; Morris (1983) and Efron (2010) provide overviews of the main results and discuss some applications. Here the Stein e¤ect works for d 4 because of the need to estimate by the sample average, .
Of course, the EB method is related to the heterogeneity of the dynamic and persistence parameters as discussed in Section 2.2.2 to motivate the CP speci…cation. It is clear from (16) that the EB estimator can shrink some parameters drastically if they are far away from the mean estimate and have a relatively 1 3 Independence among the ii 's is a simplifying assumption which enables us to utilize the empirical Bayes estimator in its classical formulation. The alternative route of utilizing the covariance between the QML estimates would complicate the derivation of the posterior distribution.
1 4 See Efron (2010) for details.
large variance, 2 ii . To control for this e¤ect, Efron and Morris (1972) introduced the limited translation (LT) estimator:
where D is a choice parameter. For instance, D = 1 means that LT ii will never deviate more than ii from ML
ii . We will use the EB and LT estimators to assess the poolability of the dynamic parameters as they are shrunk towards a vector of parameters that is possibly close to, but not as extreme as the scalar speci…cation.
Model Evaluation 3.3.1 Non-Nested Comparison via Predictive Ability
We use a quasi-likelihood criterion for r t to compare the forecasts of the RARCH, OGARCH, GOGARCH and RCC models, which means we will focus on the 1-step predictive ability of the models using a KullbackLeibler distance. Given the likelihood for e t in the RARCH, OGARCH and GOGARCH models, it is straightforward to compute the likelihood for r t since the Jacobian of the transformation is @rt @et = P 1=2 P 0 , and its determinant is P 1=2 P 0 = 1=2 , where the second equality follows from P being orthogonal.
Thus for a time series of length T , we have log L r = log L e + T 2 log j j, where log L r and log L e denote the log-likelihoods for r t and e t , respectively. For the RCC model, we have log L " = log L e e + T 2 log j C j, and log L r is computed by adding the sum of the log-likelihoods of the marginal models for the conditional variances.
Let log L a r;t denote the t-th observation log-likelihood for r t based on model a. To compare two models, a and b, we look at the average log-likelihood di¤erence
We then test if l a;b is statistically signi…cantly di¤erent from zero by computing a HAC estimator of the variance of l a;b . This predictive ability test was introduced by Diebold and Mariano (1995) . Using a quasi-likelihood criterion is valid for non-nested and misspeci…ed models; see Cox (1961) and Vuong (1989) for in-sample model comparison, and Amisano and Giacomini (2007) for out-of-sample model selection. For the set of models under comparison, we choose the diagonal speci…cation within each class (RARCH, OGARCH, GOGARCH and RCC) since it is the most ‡exible speci…cation, and then test for equal predictive ability. We will use either OGARCH or GOGARCH in a comparison, but not both since the GOGARCH nests OGARCH and thus this test would not be appropriate. 15 Noureldin et al. (2011) propose a margins-copula predictive likelihood decomposition to assess the …t of multivariate volatility models by separating the gains/losses due to the forecast variances and correlations. Let log L i = P T t=1 log f (r i;t jF t 1 ) be the marginal log-likelihood for the i-th asset, where we have conditioned on the entire …ltration, not just its own natural …ltration. The copula log-likelihood is then given by log L r P d i=1 log L i , where log L r is the model's joint log-likelihood. Under the assumption of conditional normality for r t , the copula parameter is the conditional correlation matrix of the unrotated returns. This decomposition appears naturally in the RCC model due to the separate estimation of the margins in a …rst step, and here we apply it to the RARCH, OGARCH and GOGARCH models. Marginbased and copula-based predictive ability tests can be conducted as outlined in Noureldin et al. (2011) .
Margin-Copula Predictive Likelihood Decomposition
These tests are useful to show the improvement of RARCH and RCC over OGARCH/GOGARCH in terms of predictive power for the conditional correlations.
Empirical Analysis
Data
We use close-to-close daily returns data on ten stocks from the DJIA index. is accessible online. We use close prices adjusted for dividends and splits.
Our primary empirical example in Section 4.3 focuses on the pair XOM-AA, which we use to present the models'main features. In Section 4.4 we estimate the models using all 10 stocks from the DJIA index.
Competing Models
For RARCH models, where the dynamic equation is given by (2), we …t the following speci…cations:
Common persistence RARCH (CP-RARCH). A = diag(
1=2 ii ) and is the common persistence parameter.
For comparison, we also report results for these three speci…cations when applied to OGARCH and GOGARCH models, where in the latter models it is assumed that G t is diagonal. The diagonal OGARCH ii ) correspond to the models of Alexander (2001) and Boswijk and van der Weide (2011) , respectively, while the other speci…cations are novel in this context.
For the RCC model, we consider the following speci…cations for the dynamic equation (9):
Common persistence RCC (CP-RCC). A = diag(
Bivariate Model: XOM-AA
We will start out with a detailed bivariate example: the daily returns of Exxon Mobil (XOM) and Alcoa (AA). The unconditional covariance matrix of the returns is given in Table 1 . The …rst eigenvector looks like a market factor, while the second gives the weights from a long/short portfolio. Figure 3 shows the unrotated returns in the upper panel, and the rotated returns in the lower panel.
The parameter estimates of the RARCH, OGARCH and GOGARCH models are given in Table 2 together with the associated log-likelihood values for the unrotated returns evaluated at ( b S ; b D ). The joint log-likelihood is decomposed to indicate the performance in terms of the margins and the copula. In the RARCH class, the D-RARCH model provides a moderate improvement in …t compared to S-RARCH. This is due to the diagonal parameters freely …tting each conditional variance. The D-RARCH model shows that 11 and 22 are an order of magnitude di¤erent than the S-RARCH's , so that XOM's conditional variance dynamics are much more responsive to its own shock, while the estimates for the conditional variance of AA are smoother. Of course, these estimates also …t the conditional covariance dynamics given the cross-equation parameter restrictions of the D-RARCH model. -8,848 -8,840 -8,847 -8,894 -8,887 -8,893 -8,870 -8,861 -8,869 -8,816 -8,815 -8,815 Interestingly, the GOGARCH model's estimated rotation angle is very close to zero and statistically insigni…cant. This implies that U ( ) I d , making the e t series from the GOGARCH model very close to those from the RARCH model. The primary di¤erence, in this case, between the two models is that GOGARCH assumes that g 12;t is zero, which is re ‡ected in RARCH's superior copula …t.
The RARCH models provide an increase in the likelihood compared to OGARCH and GOGARCH.
The increase in the log-likelihood in RARCH models is primarily due to an increase in the copula …t, implying that capturing the conditional correlations in the rotated returns (which is not the case in OGARCH and GOGARCH) does improve the modelling of the conditional correlations of the unrotated returns. There is a small loss in …t in the …rst margin (XOM) when using the RARCH model, however this is more than compensated through capturing the conditional correlation dynamics with RARCH models providing an overall gain in …t.
The last three columns of table 2 give estimates of the di¤erent RCC speci…cations. When estimating the variance targeting GARCH(1,1) models for the margins, we …rst standardize the returns of XOM and AA by their respective unconditional variances, …t variance targeting GARCH(1,1) models for these standardized returns and report the log-likelihood for the original returns as the marginal log-likelihood.
The estimates suggest di¤erent dynamics for the two series, which can already be inferred from the improvement o¤ered by the diagonal RARCH, OGARCH and GOGARCH speci…cations.
The estimates for the RCC dynamics suggest only a marginal improvement by the D-RCC and CP-RCC over S-RCC. With the margins …t freely, there seems to be no additional improvement from further enriching the RCC dynamics in this case. This is in contrast to the RARCH model results, but it is perhaps unsurprising since there is a single conditional correlation to …t in this case. Overall the estimates suggest that the conditional correlation matrix is quite persistent. The log-likelihood decomposition results indicate a rather signi…cant improvement in the overall …t compared to the RARCH, OGARCH and GOGARCH models, especially in comparison to OGARCH.
We apply the 1-step predictive ability test outlined in Section 3. 
10-Dimensional Model
In this subsection we analyze all 10 stocks from the DJIA index. The …rst two eigenvectors, corresponding to the two largest eigenvalues of the unconditional covariance matrix of the returns, are reported in Table   3 . The …rst eigenvector looks roughly like a market factor and the second is a market portfolio that is short (long) in …nancial stocks (BAC, JPM and AXP) and long (short) in the other stocks. 16 The two largest eigenvalues are 35.93 and 6.85, and they account for 73 percent of the total variation in the returns, where total variation is measured by the trace of H. Table 4 shows the estimated parameters for the scalar, diagonal and common persistence models. Moving from the scalar to the diagonal models seems to pay o¤ with a considerable improvement in overall …t in D-RARCH, and less so for D-OGARCH. The RARCH models provide a signi…cant overall gain in the log-likelihood over OGARCH, all due to improving the copula …t. Note that RARCH loses in the margins to OGARCH as the RARCH parameters provide a …t to both the variance and covariance elements of G t .
Of course, the RCC models provide the best …t since the margins are freely estimated. The overall gain compared to RARCH and OGARCH is quite impressive, and the RCC gains are uniform across all margins and the copula. Unlike RARCH and OGARCH cases, moving from S-RCC to D-RCC does not improve the copula …t massively. In this moderately large dimension, the favourable performance of the CP speci…cation is evident, particularly in the RCC model where moving from D-RCC to CP-RCC decreases the log-likelihood only marginally.
Given that both the scalar and CP speci…cations are nested in the diagonal model, we can use a likelihood ratio (LR) test. The scalar speci…cation imposes 2d restrictions on the diagonal model, and according to the LR test, the reduction in …t is statistically signi…cant at 5 percent in all three models.
The CP speci…cation imposes d(d + 1)=2 restrictions on the parameters of the diagonal model, and the loss in …t when moving from D-RARCH to CP-RARCH is statistically signi…cant at 5 percent, while this is not the case in the OGARCH and RCC models. This suggests that common persistence dynamics is not a restrictive assumption in the OGARCH and RCC cases. This is an interesting result since the number of dynamic parameters in the CP model is d+1 compared to 2d dynamic parameters in the diagonal model. This is potentially due to di¤erences in the heterogeneity of the persistence parameters, ii , among the RARCH, OGARCH and RCC diagonal speci…cations. We -39,098 -38,798 -38,904 -39,475 -39,413 -39,426 -38,263 -38,236 -38,244 over D-RARCH seem to be due to better forecasts of the conditional variances. These results re ‡ect the importance of the information in the cross products of the returns, which is ignored in the OGARCH model. In Table 5 we analyze the results of the EB and LT estimators. As discussed in Section 3.2, the EB estimator may result in strong shrinkage e¤ects, depending on the parameters'standard errors and distance from the mean estimate, which may result in violations of the parameter restrictions required for the diagonal model. In all three cases, we used the LT estimator to cushion against such e¤ects. In the RARCH model, we set D = 1, while for the OGARCH and RCC models, we set D = 0:5; see (17). The table reports the QML estimates along with their standard errors, and the LT estimates. The parameters in the RARCH and OGARCH models are directly linked to the respective assets. In the case of RCC, the parameters of BAC, for instance, are those which parameterize the correlation dynamics of BAC with the remaining assets, and so on.
In the RARCH model, the e¤ect of shrinkage is strongest in the parameters of BAC and XOM. The ML ii is quite high for these assets, implying less smoothness in the conditional variances and strongerthan-average responsiveness to the shocks. Shrinkage leads to a notable deterioration in the …t of BAC's conditional variance, while XOM's …t is almost una¤ected. Interestingly the copula …t is not drastically a¤ected, and so the overall deterioration in the joint log-likelihood is mostly due to BAC's marginal loglikelihood. Testing the predictive ability of D-RARCH according to the QML estimates against the LT estimates gives a t-statistic of 5.81 suggesting that shrinkage is not suitable in this case. This mirrors the results in Table 4 where it is shown that moving from a diagonal to a scalar RARCH (implying shrinkage to scalar parameters) leads to a statistically signi…cant reduction in predictive ability.
In the OGARCH case where there is higher heterogeneity among the dynamic parameters, noticeable shrinkage is applied to almost half of the assets. Given the OGARCH model's structure, this results in a worse …t mostly in the margins while the copula log-likelihood only decreases marginally. Shrinkage leads to a statistically signi…cant reduction in predictive ability with a t-statistic of 3.66. Again, this mirrors the result when imposing common dynamic parameters as in the S-OGARCH model. In the case of RCC, the LT ii estimates show considerable di¤erence compared to ML ii for many of the assets as they are shrunk towards the mean estimate. These parameters control only the evolution of the conditional correlations and so the …t of the margins is una¤ected. There is a slight deterioration in the copula …t but it is not statistically signi…cant when using the predictive ability test. For the joint log-likelihood, the predictive ability test for the unshrunk versus the shrunk model gives a t-statistic of -0.10 implying that RCC dynamic parameters are not adversely a¤ected by shrinkage.
Conclusion
This paper advocates a rotation technique for raw returns which leads to easy-to-…t multivariate volatility models via covariance targeting. We introduce the RARCH and RCC models to study the dynamics of the conditional covariance matrix of daily asset returns, highlighting the similarities and di¤erences between our approach and the class of OGARCH models.
We focus on diagonal structures and introduce the common persistence speci…cation as a more-tightlyparameterized alternative to the diagonal speci…cation. Quasi-maximum likelihood estimation for our model is computationally attractive, thanks to the convenient form of covariance targeting with a longrun identity matrix. We also discuss the use of empirical Bayes methods for estimation, which provides additional insight into the poolability of the dynamic parameters.
Empirical analysis shows that our model leads to statistically signi…cant gains in the 1-step predictive joint likelihood compared to OGARCH and GOGARCH, and that capturing the dynamics of the covariances of the rotated returns does improve the prediction of the conditional correlations. Given its ‡exibility, the RCC model performs best in the 10-dimensional case we study, and our proposed common persistence speci…cation performs quite favourably in comparison to the diagonal speci…cation.
