by 0.9 °C, although the warming caused by greenhouse-gas emissions has been partially compensated for by the cooling effect of aerosol emissions. Therefore, a precise quantification of this cooling could have profound implications for projections of future climate.
Clouds that form in the presence of high aerosol concentrations contain droplets that are smaller and more numerous than usual (Fig. 1) . These droplets therefore have a large total surface area for sunlight to bounce off. Consequently, the reflectance of polluted clouds is greater than that of unpolluted ones 1 . As a result of the aerosol emissions of the early twenty-first century, as opposed to pre-industrial conditions, this enhanced reflectance generates a substantial cooling effect on Earth's climate 6 . Whether cloud reflectance is increased or decreased by changes in water content, and to what extent, has been highly uncertain. A greater water content in polluted clouds than in unpolluted ones could enhance the net cooling effect of aerosol emissions 2 . This possibility is suggested by many global climate models 7 . Some scientists have argued that the increase in cloud water content, and the associated cooling effect, caused by aerosols might be even larger than these models indicate 8 . By contrast, other evidence suggests that there could be considerably less water in polluted clouds than in unpolluted ones, which would reduce the net cooling effect substantially 9 .
To address this uncertainty, Toll and colleagues looked at features of polluted clouds called pollution tracks (see Fig. 1 of the paper 3 ). These features were produced downwind of sources of human-made aerosols such as coal-fired power plants, oil refineries, smelters, cities, ships and wildfires. Like the cloud trails that form behind aircraft at high altitudes, these pollution tracks in low-level clouds are visible from space. As a result, polluted and less polluted cloudy regions can be clearly distinguished. Observed changes in droplet size or cloud water content can, therefore, be unequivocally attributed to variations in aerosol concentrations.
Using 15 years of high-resolution satellite data of near-global coverage, the authors built an unprecedented database of thousands of such tracks across Earth's climate zones. Overall, they found that the average droplet size was at least 30% lower in polluted clouds than in unpolluted ones. Although differences in cloud water content varied, the mean water content was slightly lower in polluted clouds than in unpolluted ones (Fig. 1) . This finding suggests that the effect of aerosols on cloud water content slightly reduces the overall aerosol-induced increase in cloud reflectance.
Toll et al. then extrapolated their findings to all low-level clouds across Earth, considering global changes in aerosol emissions from human activity. They estimate that the identified decrease in cloud water content offsets only 23% of the net cooling effect caused by the reduction in droplet size. However, the precise estimate remains uncertain. Although the authors sampled thousands of pollution tracks, these features are scarce. For example, it is extremely rare for a ship to leave a pollution track in its wake 10 , and probabilities of track generation for the other sources of human-made aerosols are likely to be similarly low. This rarity raises the question of whether observations made using pollution tracks can be generalized to all other conditions in which pollution tracks are not seen.
The most common hypothetical situations in which pollution tracks are not identified are: when clouds are already bright, so that added aerosols have no impact on reflectance; and when cloud properties are rapidly varying because of changes in humidity, stability or horizontal winds. The aerosol-induced decrease in cloud water content might therefore be smaller or larger than is estimated from pollution tracks. However, there is no a priori reason for the clouds to respond in a fundamentally different manner in conditions in which pollution tracks are not observed. Toll and colleagues' work therefore strongly suggests that the sensitivity of cloud water content to changes in the concentration of human-made aerosols might not be accurate in many current global climate models, and that large cooling effects caused by variations in cloud water content are unlikely. ■ 
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MEDICAL RESEARCH
Deep learning detects impending organ injury
Organ damage is often detected late, when treatment options are limited. The use of artificial intelligence to continuously monitor a patient's medical data can identify people at risk of imminent kidney injury. See Letter p.116
A cute injury to the kidneys occurs in one in five patients in US hospitals 1 . It is a common condition in hospital patients because it can be caused by a number of factors, including abnormal blood pressure or blood volume. But the ability to predict whether or when acute kidney injury will happen is limited. For people who are at high risk of developing this condition, the standard clinical approach is daily assessment of their laboratory test results, including the concentration of creatinine in their blood, because high levels of this molecule are a hallmark of kidney problems.
Tomašev et al. 2 report on page 116 that an approach involving artificial intelligence makes it possible to identify impending acute kidney injury, for most patients, one or two days before the condition would be diagnosed using standard clinical tests. Kidney injury is usually spotted only at a late stage, when irreversible damage has occurred that could lead to death or the need for temporary or long-term dialysis. Being able to catch the condition early would be a major step forward in enabling effective treatment.
In the artificial-intelligence method known as deep learning, an algorithm is developed to identify patterns in the data that are associated with an outcome of interest -in this case, the development of acute kidney injury. The authors used this approach on data collected between 2011 and 2015 from more than 700,000 adults treated in 172 hospitals and 1,062 outpatient clinics run by the US Department of Veterans Affairs -a health-care provider for military workers and their families. The anonymized information provided the authors with data for these individuals that included: demographics, electronic health records, laboratory test results, medications prescribed and records of procedures undergone. Tomašev and colleagues used these cumulative data to train their computer by running a time-series analysis of around 6 billion data points and more than 600,000 recorded features. They chose a method for deep learning called a recurrent neural network, which is ideal for assessing sequential data inputs that are obtained over time.
The authors tested the system using data for individual patients that had been set aside for this purpose. They obtained computergenerated probability values that continuously traced the likelihood over time that any individual would develop acute kidney injury within the next 48 hours. If the probability exceeded a threshold value, the prediction was considered positive (Fig. 1) . Checking whether the patient was subsequently diagnosed with the condition revealed the accuracy of the prediction. The authors' model also provided an indication of the level of uncertainty for the probability value, enabling a doctor to assess the strength of the predictive signal.
Tomašev and colleagues' approach is more accurate than other statistical or machinelearning methods that have been proposed for identifying impending kidney damage 3, 4 . As might be expected, the prediction accuracy of the authors' system was highest for people in hospital settings, where acute kidney injury is more frequent, has a more rapid onset and occurs within a shorter window of time than is typical in outpatient clinics. For all patients and any type of acute kidney injury, including less severe forms, the system was 56% accurate. Successful predictions for more serious forms of the condition were 84% and 90% for people who subsequently required dialysis treatment within 30 and 90 days, respectively. The model's accuracy was similar across the different health-care sites and throughout the time period studied.
The authors used a method called ablation analysis to determine the factors linked to the risk of developing acute kidney injury. They found many contributory factors, which might explain why trying to determine this risk has been a vexing task in the past.
Consideration of the case of a hypothetical patient (Fig. 1) underscores the potential usefulness of the system developed by Tomašev and colleagues. This patient's daily creatinine values gave no indication of acute kidney injury until their fourth day in hospital. By contrast, the authors' system predicted organ damage two days earlier, giving more time for treatment interventions such as increasing the patient's fluid intake, or avoiding the use of drugs that could cause kidney toxicity.
However, the authors' system generated many 'false positive' predictions -predictions of injury that did not occur. For each accurate prediction, there were two false positives. Most of these occurred in people who had chronic kidney disease, which would make superimposed acute kidney injury more difficult to predict.
A limitation of the authors' work is that it is a retrospective study. There are examples of the use of artificial intelligence in retrospective studies of medical data in which the model's accuracy declined when it was tested prospectively 5 . Such declines probably occur because dealing with data in a real-world clinical environment is more complicated than dealing with a 'cleaned' , pre-existing data resource.
Prospective studies are essential for determining the true clinical value of a predictive system. Moreover, successful prediction is not the only factor that should be assessed. One way to determine whether these predictive warnings result in a reduction in acute kidney injury would be to carry out a clinical trial using a randomized design, in which only half of the predictions of impending injury are relayed to doctors. The authors' model should also be tested to determine how well it works in other groups of patients. Moreover, less than 7% of Tomašev and colleagues' study group were women. Whether the model's ability to predict acute kidney injury differs depending on gender thus needs further investigation.
Although the authors' system included a variety of data types, other data sources might also be valuable for inclusion. For example, it is possible that written notes in medical records, or continuous monitoring of vital signs, such as heart rate, from wearable sensors, might provide relevant information.
For patients who are not in an intensivecare unit, the standard monitoring approach is to take their vital signs once daily. However, all too often, the daily doctors' rounds can reveal a patient who has suddenly become critically ill. Tomašev and colleagues' study shows the benefit of being able to anticipate serious organ damage well before it occurs. Most predictive studies using artificial intelligence in a clinical context have previously focused on patient outcomes such as deaths, readmissions or the time spent in hospital 6 . The work by Tomašev et 2 report a way of providing advance warning that patients will develop acute kidney injury. The authors used an artificial-intelligence approach called deep learning to train a computer to detect patterns associated with subsequent kidney injury. This computer-based approach was then used to analyse previously collected medical data that included a range of information such as electronic health records and laboratory test results. When such data were assessed for individual patients, as for the hypothetical patient shown here, the computer continuously generated a probability of kidney injury occurring within 48 hours. If this probability exceeded a threshold value, the prediction was considered positive, alerting the doctor (red circle). b, A standard way to monitor those at risk of developing kidney problems is to track a daily measurement of the level of creatinine in the blood (in micromoles per litre). For this hypothetical patient, Tomašev and colleagues' approach would provide a warning of imminent kidney problems earlier than is possible by tracking this molecule. Computer-generated probability value
