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$0. INTRODUCTION 
RECENTLY a great deal of attention has been paid to the concept of structural stability for 
vector fields and other smooth objects by such authors as Smale, Thorn, Whitney, Peixoto, 
Pugh, Robbin, Mather and others. However, when studying vector fields, most authors 
(except the Peixotos [S] and Pugh [9]) have essentially ignored manifolds with boundary 
either by working with vector fields which are never tangent to the boundary or by working 
on closed (compact, without boundary) manifolds. The purpose of this paper is to study 
structural stability for vector fields on compact manifolds with non-empty boundary without 
making any special a priori assumptions about the behavior of the vector fields on the 
boundary. We will present both a local theory for points in the boundary and a global 
theory for a special class of vector fields for which the usual complications (i.e. non-wander- 
ing sets-see [IO] for a definition) are absent. 
Throughout the paper, M is a compact connected Y(n + I)-manifold with a non- 
empty n-dimensional boundary V. M is always considered to be embedded in a fixed closed 
C=(n + I)-manifold N, which we take to be the double of M. For P an arbitrary C” mani- 
fold, T(P) denotes the set of C” vector fields on P with the compact-open C” topology 
(see $2). In general all manifolds and maps are C” and the topology on spaces of mappings 
is the compact-open C” topology. 
The goal of the local theory is to classify all possible local behaviors at boundary points 
for a large class of vector fields. We find normal forms (Theorem 2.2) for vector fields on A4 
which satisfy a transversality condition which makes tangencies of a vector field with V 
well behaved (see [9]). The set of vector fields satisfying this condition is large in the sense 
that it is open and dense (Theorem 2.5). The proofs of the local theorems in $2 contain the 
essence of the ideas used in the technically more complicated proofs of the global theorems 
in $5 and $6. 
The class of vector fields for which we carry out the global theory is described in the 
following definition. 
Definition. X E X(M) is called transient if each integral curve for X leaves A4 in finite 
positive and negative time. 
123 
121 PETER B. PERCELL 
Thus each trajectory for a transient vector field is a finite closed interval whose end- 
points are in the boundary of ic1. A trajectory may even be a single point in the boundary 
of IV, but the vector field cannot vanish at the point. 
THEOREM. The set of transient vector fields is non-empt), and open in %(l\J). A vector 
field is transient if and only if It is a gradient field (f or some metric OIJ -Vl) with no critical 
points. 
Dejinition. Let P, P, and P2 be arbitrary manifolds. X, E ZZ(P,) and X, E X(P,) are 
said to be (smoothly) equivalent if there is a diffeomorphism from P, to P2 taking trajectories 
of X, to trajectories of X, . X E X(P) is structurally stable if it is equivalent to every vector 
field in one of its neighborhoods. 
Our main result is the following: 
THEOREM. The set of structurally stable vectorfieIds is open and dense in the set of 
transient cectorjields on M. 
COROLLARY. Every compact connected C” manifold with non-empty boundary admits 
a structurally stable vector field. 
Briefly, the proofs run as follows: First we define a local regularity condition (called 
“condition L”) on the behavior of a vector field X at the boundary of IVI. When X satisfies 
this condition, the boundary of 1Cf may be decomposed into a finite disjoint union of sub- 
manifolds r0 (X), F,(X), . . . , I’,(X), where n + 1 is the dimension of M. Then we define a 
global condition (called “condition G”) which asserts that the vector field X is transient 
and satisfies condition Land, in addition, that the orbits of the various sets rk (X) intersect 
in general position. Condition G is easily seen to be an invariant under smooth equivalence 
(Lemma 6.6). We show that condition G is satisfied by a dense set of transient vector fields 
(.Theorem 6.4) and that it implies structural stability (Corollary 5.2). As structural stability 
is an open condition, it follows that condition G is satisfied by an open, dense set oftransient 
vector fields and that it characterizes structural stability for transient vector fields. 
The major tooIs used in our proofs are Thorn transversality theory and the Malgrange- 
Mather preparation theorem. 
In $1 we discuss the local transversality condition. In Section 2 we prove the normal 
form theorem and the density theorem for vector fields satisfying the local condition. $3 
deals with transient vector fields. In $4 the global transversality condition is presented. The 
fact that the Iocal plus global conditions imply structural stability is proved in $5. Density 
of the global condition, and hence its necessity for stuctural stability, are proved in $6. 
I wish to thank C. Pugh for suggesting this work and R. Lashof for much encourage- 
ment. 
51. COxDITION L 
The purpose of the first two sections is to study local behavior of vector fields on the 
manifold &f at points of its boundary V In this section we state and explain a condition 
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regulating the tangencies of a vector field in 2-(M) to Y In the next section we will show that 
the condition is satisfied for an open, dense set of vector fields in S(.LI) and that for these 
vector fields it is possible to pick local coordinates at each point of Vso that one of a finite 
list of normal forms is obtained. 
It is convenient to work with the boundary of M in terms of a function rather than as a 
submanifold of M. This can be done because it is always possible to find a function p on M 
such that 
(a) p-‘(o) = V, (1.1) 
(b) 0 is a regular value of B. 
In the following definition, vector fields are to be thought of as derivations. When 2 
is a vector field andf is a smooth function, Zk+‘fis defined inductively to be Z(Zkf). 
Definition 1.2. Let p be a function satisfying (1.1). We say that X E 22-(M) satisfies 
condition L if for every non-negative integer k the map 
(B,xg,...,Xkg):iLf-*03k+’ 
has 0 as a regular value. 
Note that if X satisfies condition L then X cannot vanish at any point in V because if 
this happened then X”p would be 0 for all k at that point. 
LEMMA 1.3. The above definition is independent of the choice of the function satisfying 
(1.1). 
Proof. Let /? be any function which satisfies (I. 1). It is easy to see that any other function 
which satisfies (1.1) must be /? multiplied by some nowhere zero function p. Also recall 
that Leibnitz’ rule says that 
Xk(P . B> =Os;<x(:)(XqP)(Xk-q8. 
Suppose that X satisfies condition L when the function B is used. Then whenever IPZ 
is such that P(m) = (X/?)(m) = ... = (X’@(nz) = 0, the map 
(P,xg,...,x”8):M-,aBk” 
has rank k + 1 at m. Therefore we can pick coordinates yr, . , yn+ L on a neighborhood of 
m such that in these coordinates the map (0, Xg, . . . , X”j3) is just 
(Y,, . ..> Yn+I)+-+(Y,> .‘.tL.k+,). 
We must show that the map 
(p . p, X(p . fl), . . . ) Xk(y . /I)) : A4 + wk + ’ 
also has rank k + 1 at m. But if, at the point m, we look at the (square) Jacobian matrix of 
partial derivatives of this map (expressed in the coordinates yr, . . . , Y,,+~) with respect to 
the first k + 1 coordinate functions, y,, . . , Y~+~, it is easy to see, using Leibnitz’ rule, that 
it is 0 in every place above the diagonal and p(m) at every place along the diagonal. Since 
p(m) # 0, we are done. 
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Definition 1.4. Let /I be a function satisfying (1.1) and suppose X E cZ(M). For k a 
non-negative integer, define the kth order tangency set, I’,(X), to be the set of m E M such 
that 
J?(m) = (Xfl)(m) = . . . = (Xkfl)(m) = 0 
but (X’*‘/J)(m) # 0. Define r,(X) to be the set of points m E M such that (Xk/?)(m) = 0 
for all non-negative integers k. 
It is easy to check, using Leibnitz’ rule again, that the sets I’,(X) are independent of the 
choice of the function /I satisfying (1.1) used to detect them. 
The sets I’,(X) are disjoint subsets of V and their union is equal to T/. If X satisfies 
condition L,then r,(X) must be empty fork 2 dim M = n + 1 and the sets I?,(X), . . . , r,(X) 
are submanifolds of I/. 
In the next section we will see that the normal form obtained at a point m in I/depends, 
up to a sign, only on which set r,(X) contains m. The ambiguity about the sign occurs be- 
cause a tangency of a given order can lie on either side of the boundary of M. 
Now we explain the reason for calling the set I’,(X) the kth order tangency set. In this 
discussion-and at many other points throughout this paper-it is convenient to extend 
X E 37(M) to a vector field x on N, the double of M. The reason for doing this is that we 
are then working with complete vector fields so that integral curves are defined for all time. 
If we work just on 111, we are forced to deal with unpleasant things like trajectories consisting 
of a single point (in T/)at which the vector field does not vanish. When working on N instead 
of M, we require a function /I satisfying (I. 1) to be defined on N rather than just M. 
We will show that the set I?,(X) can be interpreted as the set of points m E Vsuch 
that the integral curve for x through m has a tangency of order exactly k with I/at m. Note 
that if X vanishes at a point in V, then the integral curve through that point is stationary 
and the point is in r,(X). 
Suppose m, is a point in T/and p is a function satisfying (1.1). Then we can pick 
coordinates y,, . , y,,, I on a neighborhood of m. in N so that y,(m,) = *. . = y,+ ,(%) = 0 
and such that for these coordinates we have p given by /?(y, , . . , yn + 1> = y, + 1. Therefore, 
V is given locally as the set (y,+ 1 = O}. If X is tangent to V and not equal to zero at ma, 
we can assume that the coordinates have been chosen so that the integral curve for x through 
m, is given by 
t t-f (t, 0, . . * , 0, 9(t)) 
where g(0) = 0. Since 
g(l) = P(1, 0, - . . , 0, da 
and 
Z(t, 0, . . . , 0, g(t)> = Cl,& . . PO, d(O>> 
it is easy to show that 
gck’(t) = [x’P](t, 0, . . . , 0, g(r)) k = 0, 1, 2, . . . . 
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Thus for k a positive integer, RIG is in r,(X) if and only if g’(0) = . = grk’(0) = 0, but 
9 @““j(O) # 0. This is precisely what the statement “the curve 
f H (t, 0, . . , 0. g(t)) 
has tangency of order exactly k with the set (y, + I = 0’ at t = 0” should mean. We also see ,
(still assuming X(m,) # 0) that m0 is in r,(X) if and only if all derivatives of g vanish at 0. 
Therefore, it is entirely reasonable to say that f’,(X) is the set of points in Vat which an 
integral curve for 2 has a tangency of infinite order with V. 
$2. LOCAL THEOREMS 
The proofs of the normal form theorem in this section and the global structural stability 
theorem in $5 depend heavily on the Malgrange-Mather preparation theorem. We begin 
this section by defining the compact-open C” topology and then stating the version of this 
theorem we need for our proofs. The density theorem for vector fields satisfying condition L 
is proved in the second half of this section. 
Let P and Q be arbitrary C” manifolds. Jk(P, Q) is the usual bundle of k-jets of smooth 
maps from P to Q and when f~ Cm(P, Q), j”f is the k-jet extension off (see [4]). For a 
non-negative integer k, a compact subset K of P and an open subset lJ of Jk(P, Q), set 
S(k, K, L’) = {f~ C”(P, Q):j”r(K)c VI. 
The family of all such sets S(k, K, U), where k, K and I/ vary over all possibilities, is a sub- 
basis of a topology on Cm(P, Q). We will call the topology which this family generates the 
compact-open C” topology. The compact-open C” topology on the space of vector fields 
O(P) is the subspace topology induced by the compact-open C” topology on C’(P) TP). 
When Cm(P, Q) has the compact-open C” topology and X is a topological space, a map 
F: X -+ Cp(P, Q) is continuous if and only if 
ev,o(id x F):P x X-+Jk(P, Q) 
is continuous for every non-negative integer k, where id is the identity map of P and 
evk : P x Cp(P, Q) -+ J’(P, Q) 
by ev,(p, f) = jkf(p). 
A functionf(t, x) on an open neighborhood U of (0, 0) in R x IR” is said to be regular 
apj- 
of order p at (0, 0) if p is the smallest non-negative integer for which - (0, 0) is non-zero. 
?tP 
LEMMA 2.1 (Preparation Theorem). If U is an open neighborhood of (0, 0) in W x R” 
andf E Cp( U, R) is regular of order p at (0, 0), then there exist on open interval J containing 
0 E R, an open n-ball S containing 0 E R”, a neighborhood 9 offin Cco( U, W) and continuous 
maps 
Q: % -+ Cp(J x S, R) 
and 
H,:%+C”(S,W) j=l,..., p 
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such that J x S is contained in U andsuch thatfor g E )71 and (t. x) E J x S: 
(4 Q(s><t,-4 + 0. 
(b) g(t, -u) = Q(g)(t, -r)[tP + ~P=,ffj(g)(-~)t’-‘]. 
(Note that we can replace S by a closed n-ball containing 0 in its interior if we wish 
because the restriction map is continuous. We will have occasion to do this in the proof of 
Theorem 5.1.) 
Proof. This is an easy corollary of the preparation theorem in [2]. The proof is similar 
to the proof of the C” version of the Weierstrass preparation theorem in [5, $1.91, but 
exploits more carefully the full strength of Mather’s division theorem [3]. 
Since a non-vanishing vector field can always be “ straightened out” locally, it is bound- 
ary which causes local complications by chopping off trajectories. Thus we give our normal 
forms in terms of a “straight” vector field and a “twisted” boundary. 
THEOREM 2.2. Suppose X E T(M) satisfies conditiorl Land 2 is an extension of X to N. 
If m, E I’,(X), then we can find coordinates t, I,, . . , , x, on a neighborhood, (I, of m0 in N 
a 
which vanish at m0 such that 8 / U = z and Mn U is gicell as the set of points where one of 
the two functions 
m H * 
[ 
t(nl)k + ’ +j$ xj(m)t(l)l)jvl] 
is non-negative. 
Proof (compare with [?‘I). Let /I be a function defined on N which satisfies (I. 1). Also, 
let s, yI, . . . , y, be coordinates for N on a neighborhood, U, of m, which vanish at /no 
such that 2 1 U = is. Then 
dk+lP 
askf’ (m,) # 0 and the map 
(/?,g,...,$): iJ-+R”+’ 
takes m, to 0 and has rank k + 1 at m, Using Lemma 2.1 we can shrink U if necessary SO 
that there exist functions q: U + R and hi : R” + R, i = 1, . . . , k + 1, such that when m E U 
we have q(m) # 0 and 
P(n1) = q(m) . [s(nl)x’ 1 + 12 hj(L.(ril))s(nl)j- ‘1 
where y = (yI, . . , , y,). Let y : U -+ R be defined by 
k+ 1 
y(m) = s(m)“’ l + jgI hj(j+??)) . s(m)j - I. 
Then y-‘(O) = V n U and it follows by the argument used to prove Lemma 1.3 that the map 
( 87 ak-Y y,y&,...,as” 1 : U+Rkfl 
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has rank k + 1 at nl,. Also, it is easy to check using Leibnitz’ rule that this new map takes 
VI, to 0, and hence that hj(~(m,)) = 0. since s(r77,) = 0. 
Now, let t = s + (/7,+,(y)/k + 1) and note that t(nl,) = 0. Then .?I 5 = F[ and 
foranewsetoffunctions gj: R”-+R,j=l,..., X-. which still have the property that 
gj(,(m,)) = 0. The point of this change of coordinates is that t” no longer appears. The map 
has rank k at n7, because 
‘k 
has rank k + 1 at ilzO and $(,u) = (X- + I)!I(IH). Therefore, shrinking U again perhaps, we 
can replace k of the coordinates JJ,, . , yn by the functions 9, 0 J’, . . . . gk 0 j’. Denoting the 
new coordinates by x,, . . . , x,, where we have reordered if necessary, we then have coordi- 
7 
nates 1, x,, . . . , Y on (I which vanish at 111~ such that ,q = it and . n 
y(m) = t(m)kf L + jj Xj(“‘)f (m)j - ’ . 
The proof is finished by determining the side of c’on which 7 is positive. 
Remark 2.3. This normal form theorem is also a local stability theorem because if X 
satisfies condition Land NIP E r,(X) then for Y sufficiently close to X, it is easy to see that 
there must be a point m close to nz, such that tn E rk( Y). 
Now, we turn our attention to proving that the set of vector fields on M satisfying 
condition L is open and dense. Openness is easy. The idea basic to the proof of density is 
that in order to obtain suitable perturbations of a vector field we first perturb Vsitting in N. 
We need a lemma. 
hM,MA 2.4. Let P be a manifold such that there is a diffromorphism II : P -+ Al and 
suppose 2 E X(P). Then rk(Th 0 Z 0 /I-‘) = h(r,(Z)) J or each non-negative integer k and if Z 
satisfies condition L, then 
Th 0 Z 0 h - ’ E X(M) 
also satisfies condition L. (Th is the standard derivative map of tanggcnt bundles.) 
Proof: Let /I be a function defined on M satisfying condition (1. I). Then /I o h is a func- 
tion on P satisfying the analogous conditions for that manifold. Thus. Z satisfying condition 
L means that for all non-negative integers k, the map 
(/I 0 h, .qp 0 h), . . . , Z”(j3 0 h)): P --t I?“+ 1 
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has 0 as a regular value. Also, a point p in the boundary of P is in I’,(Z) if this map is zero 
at p and [Z’i’Cp 0 h)](p) f 0. 
But 
by the definition of the tangent map T/I and by induction, 
(772 0 z 0 /l-L)‘(B) = [Z’(P 0 h)] 0 /I-’ 
for all non-negative I, so we are done. 
THEOREM 2.5. The set of r:ectorfields in b(M) satisfying condition L is open and dense. 
Proof. Openness follows from the easily verified fact that iffis a function on Jf, then 
for each non-negative integer k, the map X+-+X’if is a continuous map from :T(M) to 
C3?( M). 
Suppose X E X(M). We want to show that X can be approximated arbitrarily closely 
by a vector field satisfying condition L. 
First note that we can assume that X does not vanish on K This is because any vector 
field on M can be approximated by a vector field with a finite number of zeroes and these can 
be pushed off the boundary. 
Let x be an extension of X to N and let /_I be a function on N satisfying (1. I). Since 
condition L is intended to be a restriction on vector fields, p has been considered fixed 
with its zero set equal to I/. Now, however, it is convenient to consider the vector field 
fixed and let /I vary. Thinking of condition Las a condition on 8, we can interpret the con- 
dition that the map 
(B. J$, . . . , Pp): N 4 iRkf’ 
have 0 as a regular value as the requirement that the k-jet extensionjkP be transverse to a 
submanifold W,(z, U) of the jet bundleJk(N, R) where U is a neighborhoodof I/onwhichx 
does not vanish and .z E W,(x, C/) if and only if whenever jkf(m) = z it follows that m E U 
and 
f(m) = Xf(m) = . . . = By(m) = 0. 
Therefore, using the Thorn transversality theorem, we can approximate fl arbitrarily closely 
by maps 7: N -+ R such that for all non-negative integers k the map 
(‘,, z;, ,..., x”;1): N+Rk+’ 
has 0 as a regular value. By the Transversal Isotopy Theorem [I 1, there are diffeomor- 
phisms h of N, which vary continuously with y from the identity as y varies from /3, such that 
/IO-‘(0)) = p-‘(O) = V. Thus it follows that there are diffeomorphisms h of N arbitrarily 
close to the identity such that 8 (h-‘(M) satisfies condition L. We are now finished because 
by Lemma 2.4, 
Tho(/i?\h-1(A4))o(h-‘(M)E2-(M) 
satisfies condition L. It is close to X because h is close to the identity. 
STRUCTURAL STABILITY OS MASIFOLDS WITH BOtiYD.iRk 131 
53. TR.iSSIEb-T VECTOR FIELDS 
In this section we study the set of transient vector fields on -11. First we prove that the 
set of transient vector fields on :\I is exactly the set of nowhere zero vector fields which are 
gradients for some Riemannian metric on ,!I. Then. usin, 0 the ideas in this alternate charac- 
terization, it is easy to show that the set of transient vector fields is always an open and 
non-empty subset of all of Z(M). 
Suppose YE .Z(N). Let C be an embedded open ,I-ball in N which is transverse to Y 
and let I be a finite open interval of real numbers containing 0. If the restriction to I x c 
of the flow, C#J: iR: x N -+ N, for Y is a diffeomorphism onto the set in N swept out by C 
over the time interval I, we call $(I x C) afrobv tube and denote it by T( Y, 1, C). Let n and b 
be the endpoints of I. By the en& of r( Y, 1, C) we mean the sets ~({cz) x C) and cj({b} x Z). 
On a Aow tube 7( Y, I, C) there is a naturalprojectian nzap 
n:l-(Y,I,C)--+C 
which sends the trajectory in T( Y, I, C) through nt E Z to HZ. 
LEMMA 3.1. Let X E S(N) be nrch that XI M is transient. Then Al can be corer-cd by a 
finite number ofpow tubes whose ends are outside of IV. 
Proof. Since XIM is transient, the integral curve through every point of A4 leaves M 
in finite positive and negative time. Thus, by choosing intervals long enough and small 
enough transversal /z-balk, we can cover A4 by flow tubes whose ends are outside of M. 
The lemma follows by the compactness of M. 
LEMMA 3.2. X E Z(M) is transiolt ifand ot11y if there is ajirnction / ot1 M such that Xf 
is identically 1 on M. 
Proof. First we assume that X is transient and construct/ Let .v be an extension of 
X to N and let ri(r?, Zi, C,), i = 1, . , k, be a finite family of flow tubes with ends outside 
of A4 covering bJ. On each of these flow tubes there is a natural function, fi, such that 
.qfi E 1 on ri(r?, Ii, Ci). This function is just the time coordinate function or projection 
onto /i. In order to get a global function on A4 we just add these functions restricted to M 
using a partition of unity subordinate to the cover {T,(x, Zi, Ci) n :Lfj of M which has the 
property that its bump functions are constant on trajectories of X. We will be finished with 
the first part of the lemma when we have constructed this partition of unity. 
Foreachi= l,..., k, let pi be a function on xi with the foliowing properties: 
(a) 0 I pi < 1 on all of Ci. 
(b) The support of each pi is compact. 
(c) pi is 1 on a large enough open n-ball Ai contained in Ci so that the flow tubes 
T,(x, Zi, Ai), i = 1,. . . , k still cover M. 
Let xi be the projection Of ri(~, Ii, CJ onto Ci. Then the restriction ofp, 0 7rii to 
Ti(z, Ii, Ci) n M 
extends to a function on all of Af which is zero outside of r,(%, Ii, xi) n A4 and constant 
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on trajectories of X. When normalized so that their sum at each point of .!I is 1, these func- 
tions give the desired partition of unity. 
To prove the converse, assume that the function f is given. First note that no point 
is stationary and that there are no closed orbits. Now observe that if 171~ and m2 are points 
on the same trajectory, then 1 f(m,) -f(m2)I is just the time it takes to move from m, to 
m2. Since XI is compact, it follows that each integral stays in JI for only a finite length of 
time so the lemma is proved. 
PROPOSITION 3.3. X E Z'(M) is transient if and only if X is a nowhere zero gradientjield 
for some Riemanniatl metric on M. 
Proof. Assume that X is transient, By Lemma 3.2 there is a functionfon &I such that 
Xf 3 1. Let J? andf’ be extensions of X and f to N. Now pick a cover of IM by ffow tubes 
Ti(X,ri,Ci),i= I,..., k, with the property thatf’: is constant on each set xi. If a product 
metric is put on Ii x Ci , then the diffeomorphism determined by the flow between ri(8, Ii, 
Ci) and Ii x Ci gives a Riemannian metric on r,(x, Ii, Ci) such that 2 is orthogonal to 
level surfaces off’and llXil = 1 at every point in each of the flow tubes. It is easy to check 
that if we add up the metrics on the sets r,(r?, Zi, Ci) n iZ,I using an arbitrary partition of 
unity subordinate to this cover of M by open sets, then we get a global metric on bf with the 
properties that X is orthogonal to the level surfaces off and IjX(m)lj = I at every point 
M E M. The first of these properties implies that X and grad(f) are parallel at each point in 
iM. In particular, 
(X, grad(f)) = + IIXII * llwd(f)!l. 
The facts that Xf(m) = 1 and I/X(rn)ll = I for all m E M imply that 
(X, grad(f)) = Xf = 1 =//Xi/*. 
Thus X and grad(f) have the same length and direction at each point so X = grad(f) for 
this metric. 
Now let us assume that X is nowhere zero and there are a function and a metric on M 
such that X = grad(f). Then 
Xf= <X, sNf)> = IlXll’ 
so Xf(m) > 0 for all m E n/r. Thus the vector field (Xf)-’ * X is transient by Lemma 3.2. 
Hence X itself is transient because clearly a non-zero multiple of a transient vector field is 
also transient. 
PROPOSITION 3.4. The set of transient vcctorjields is opera i/l Z’(M). 
Proof. Using Lemma 3.2, given a transient vector field X on ]M, let f be such that 
Xf E 1 on M. Then for all Y in a sufficiently small neighborhood of X in %(M) we have 
Yf > 0 on M. Thus by Lemma 3.2, (Yf)-’ Y is transient, so Y is also transient. 
PROPOSITION 3.5. The set of transient cectorfields on M is non-empty. 
Proof. We can find a function on M with no critical points by putting a Morse function 
on N and then pushing all of the finitely many critical points into N - %I. By Proposition 3.3, 
the gradient of this function with respect to any Riemannian metric on !M is transient. 
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$4. COSDITION G 
In this section we present the global condition a transient vector field satisfying condi- 
tion L must satisfy in order to be structurally stable. This global condition regulates the set 
of trajectories which are tangent to vat more than one point. First vve state the condition 
in an intuitive form and then we reformulate it for practical use in the proof of the stability 
theorem in the next section. 
If X is a transient vector field on M satisfying condition L, the fact that X”‘/I(nz) # 0 
when m E T,(X) ensures that X is never tangent to a submanifold T,(X) of T’ because one 
of the equations defining T,(X) is Xk/3 = 0. Thus the set swept out by each of the submani- 
folds T,(X) is essentially an immersed submanifold of M, except that these sets may be 
badly chopped up because trajectories leave the manifold at the boundary. The global condi- 
tion says that the intersections and self intersections of the sets swept out by the tangency sets 
are in “general position “. The precise meaning of ‘* general position” we will use is given 
in the following definition. 
Definition 4.1. Let P,, . . . , P, be submanifolds of a manifold Q. A point x E n fylPi 
is called a crossing of P,, . . , Pk. A crossing x E Q is called a normal crossing if 
t codim TKPi = codim h T,Pi 
i= 1 i= 1 
where T.x Pi is the tangent space to Pi at _Y considered as a subspace of T, Q. 
If k = 2, then a normal crossing of P, and P, is a point of transverse intersection in 
(2. If Q has a Riemannian metric, then a crossing s is a normal crossing if and only if the 
normal spaces N,Pi, i= I, . . . . k, are independent in rY Q, i.e. their sum is a direct sum. 
Notation 4.2. Suppose X E Z(M) is transient and satisfies condition Land that 5 is a 
trajectory for X. Let x be an extension of X to N and let I$: W x N -+ N be the flow for x. 
The order of tangency of r with P’at a point of intersection is finite, so the points at which T 
intersects Vare isolated along T and hence finite in number. Let ltzl, . . , m,, be these points 
where z intersects T/and suppose that mi E rkCi,(X). Since X is not tangent to T,,,(X) at 
1Y1i, it is possible to pick an open interval Ji such that $(Ji x (IHJ) contains T and, relative 
to the space rk{i,(X), an open neighborhood Ai(7) of mi small enough so that $(Ji x Ai( 
is an embedded submanifold in N. 
Definition 4.3. A transient vector field X E S(M) which satisfies condition L is said to 
satisfy condition G(7) if the submanifolds ~(Ji x Ai(s i = 1, . . , p, have a normal crossing 
at each point of 7 (where the notation of (4.2) is used). X E 37(M) is said to satisfy condition 
C if it is transient, it satisfies condition Land its satisfies condition G(r) for every trajectory 
7 for X. 
It is clear that condition G(T) is independent of the particular choice of the sets Ji and 
Ai( 
LEMMA 4.4. Condition G(T) is independent of the choice of‘the estensiorl of X to N. 
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Proof. We can assume that ml, . . , mp are listed in order of increasing time on 5. 
It is easy to see that condition G(r) is satisfied if and only if there exists a neighborhood, U, 
ofssuchthatforeachj=l,...,p-1: 
(1) niz14(Ji x A,(T)) n ci is a submanifold of IV. 
(2) n!= 14(Ji X Ai( n CJ is transverse to +(Jj+, x Aj+l(~)) n 6’ along T. 
Note that if c’ is small enough, then (1) and (2) for j imply (1) forj + 1. Thus, since (1) is 
true forj = 1, the neighborhood U and part (1) are present just so that part (2) will make 
sense. We claim that if this equivalent formulation of condition G(T) is satisfied for one exten- 
sion of X to N, then it is satisfied for all extensions. 
n{=ld(Ji x A;(T)) n (/ and $(Jj+l x Aj+,(r)) n U are transverse along T if and 
only if they are transverse at one point of T. Let Eij be a point on T strictly between mj and 
Mj+l. We will show that the transversality of the intersection at Ej is independent of the 
extension of X to N. 
Since the tangencies of T with k’are not flat, by making Ai small, we can ensure that 
there is a neighborhood of nzi in N such that a trajectory for X through a point in Ai 
does not meet Y at any other point in that neighborhood. Thus there is a neighborhood 
Uj of tKj in ,LI such that an integral curve originating in 
stays in M (and does not meet V) as it moves forward in time at least until it meets Aj+l(~). 
Furthermore, vve can assume that Uj also has the property that an integral curve originating 
in 
$, $(Ji X Ai( n uj 
stays in M (and has the same contact with V as T) as it moves backward in time at least 
until it has met all the sets A,(T), i = 1, . . . , j. Therefore 
9CJj+ 1 X Aj+l(T)) n Uj 
and 
do not depend on the extension of X to N. 
For the proof of the stability theorem we need to restate condition G(t) in terms of a 
function which defines k’. The new formulation will be similar to the statement of condition 
Lin Definition 1.2. We will continue to use the notation of (4.2), but we need still more 
notation. 
Let T(I?, Z, Z) be a flow tube containing T and denote by $ the diffeomorphism 
~~zxc:Ixz+T(~,z,~). 
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If r is the coordinate on 1, then Ic/ identifies; on I x C with ,Fi r(??, I, C). Suppose p is a 
function on N which satisfies (1. I), Let 
B:Z-+P 
be the map with coordinate functions 
aQ 0 4) 
x H _ (ai. s) 
dt’ 
where cl =~~=,k(i), ci = f(mi), 1 I i 5 p and a pair (i, i) appears only if 0 5~ I k(i) - 1. 
LEMMA 4.5. Condition G(r) is equiualent to the requirement that B haw rank d at n(s). 
Prooj: It can be assumed that the sets Ji and Ai@) were chosen small enough so that 
$(Ji x Ai( is contained in T(.f, I, 1). Then the sets z(Ai(~)) are embedded submanifolds 
of C where z is the projection map of the flow tube. It is clear that condition G(s) is satis- 
fied if and only if the submanifolds n(l\,(~)), . . , 7r(AP(s)) in E have a normal crossing at 
the point n(s) E C. 
Suppose C is given a Riemannian metric and I x 1 is given the product metric. For a 
function f on I x 2, define g: by 
g(t, x) = grad f,c.r) 
where!,(x) =f(t, x). Then grad f = 
aj_ a_f- ( 1 at, 5 . We will now find bases, expressed in terms of 
p, for the normal spaces at n(s) to the submanifolds n(Ai(t)) of Z. 
Since Ai is a neighborhood of mi in lI,,i,(X), Ai is the set of zeroes of the map 
(8, XP, . . . > _,yUi)p) : M ~ p(i)+ 1 
which are near mi. Using the fact that X satisfies condition L, it follows that the normal 
space at $(mi) = (ai, n(s)) to I/I-‘(~\~(T)) in 1 x c has as a basis the /c(i) + 1 vectors 
j = 0, I, . . , k(i). 
Suppose the projection 1 x Z --f ): is also denoted by hi. Then we see that the normal space 
at 7T(T) to 
n(Ai(T)) = ~(li/-‘(AiCT))) 
has as a basis the k(i) vectors 
j=O, I,..., k(i)- I. 
These vectors are certainly normal to n(A,(r)) and they are linearly independent because the 
functions f’@ ’ ‘) ~ I = I, . . . , k(i), vanish at (ai, X(T)) so projecting the vectors 
&’ ’ 
grad rv) (a,, n(r)), i=O, 1, . . . . k(i) - 1, 
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down to the tangent space to 1 at n(7) just means dropping a coordinate which is zero 
anyway. Thus the vectors form a basis because the codimension of n(Ai(~)) in C is k(i). 
(When k(i) = 0 we apply the convention that the empty set is a basis for the trivial vector 
space.) 
Therefore condition G(7) is equivalent to the requirement of linear independence for 
the d vectors 
where I I i < p and a pair (i, j) appears only if 0 r j I k(i) - 1. But these vectors are just 
the gradients at ~(7) of the functions from I: to R defined by 
so the lemma is proved. 
@. STRUCTURAL STABILITY 
In this section we prove that a vector field on M which satisfies condition G is struc- 
turally stable. This is the main result of the paper. 
The following theorem is the main step in the proof of the structural stability theorem. 
THEOREM 5.1. Suppose X E 2”(M) is a transient cectorfield satisfying condition Land 7 
is a trajectory for X such that X satisfies condition G(r). Let x be an es-tension of X to N. 
Then 7 is contained in a_flow tube T(z, I, C) with the property that for each compact subset 
K of T(J?, I, C) there is a neighborhood Q of 2 in Z(N) wck that if‘ Y,, Y, E % aud Y, = Y, 
off’ K, then the restrictions Y, 1 M and Y, 1 M are equivalent. 
Before beginning the proof of this theorem, we show how the structural stability theo- 
rem follows from it. 
COROLLARY 5.2. If X E Cl(M) satisfies condition G, then X is sttwcturally stable. 
Proof. Let E: %(M) --+ S?(N) be a continuous, linear extension function [4] and let 
x = E(X). Since M is compact, it is possible to find a finite cover of M by flow tubes 
ri(8, Ii, C,), i = 1, . . . , k, which have the property given in Theorem 5.1. For each i = 
1 , *.., k, let pi : N + [0, l] be a bump function such that the support of pi is contained in 
ri(z, Ii, Xi) and If= ,Pi(m) = 1 for every m E M. When YE T(N), let Y, = J? and let 
Yj=x’+(-&,)(Y-~) j=l 9 ..*> k. 
i=l 
Since Yj_l differs from Yj only on the support of pj, which is a compact subset of 
Tj(_?, Ii, Xj) and the Yj’s depend continuously on Y, it follows from Theorem 5.1 that there 
is a neighborhood 9’ of _? in X(N) such that if YE ^Y, then Yj_lI M is equivalent to Yj 1 M 
for j = 1, . _. , lc. Thus when YE “Y, X = Y, 1 M is equivalent to YJ A4 = Y,l M. Therefore 
E-‘(Y) is a neighborhood of X such that X is equivalent to every vector field in E-‘(V), 
so X is structurally stable. 
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For the proof of Theorem 5.1 we need a lemma. In the proof of the lemma and theorem 
we will let $(Y, ii, Q) denote the restriction to rl x Q of the flow for Y, where YE z(N), 
A is a subset of the reals and Q is a subset of N. 
LEMMA 5.3. Suppose Y is a rectorfield on N and T( Y, Z, E) is aflo&L, tube with ends outside 
of M such that 1 is the interior of an embedded closed n-ball and $( Y, i, 2) is an embedding. 
Then for each compact subset K of T( Y, I, z) there is a neighborhood ?l qf Y such that IY 
Z E Q, then Ic/(Z, i, E) is an embedding and T(Z, I, E) is afrow tube containing K with ends 
outside of M. 
Proof. The set of embeddings in P(i x c, IV) is open because i x 2 is a compact 
manifold (with corners). Thus, since $(Z, i, c) depends continuously on Z, we can pick 
% so that if2 E 4?, then Ic/(Z, i, T) is an embedding, so T(Z, I, C) is a well defined flow tube. 
Let a and b be the endpoints of I. Then the image of the map $( Y, {a, b}, x) is a compact 
set disjoint from M. Thus we can shrink +? so that if 2 E ‘71, then the image of $(Z, {a, b),E) 
is disjoint from M. But the image of this map contains the ends of T(Z, I, &I, so if2 E ‘21, then 
the ends of T(Z, I, X) are outside of M. 
Now suppose K is a compact subset of I”( Y, I, C). By enlarging K, if necessary, we can 
assume without loss of generality that it is connected and has non-empty interior. Since K 
has non-empty interior we can shrink 9 so that if Z E a, then K n T(Z, Z, C) is non-empty. 
Since K and the boundary of i x E are compact sets, we can shrink % again so that if 
2 E %%/, then the image by ll/(Z, i, 2) of the boundary of I x C is disjoint from K. But then 
if 2 E 02, the connected set K is covered by the disjoint open sets T(Z, I, C) and the comple- 
ment of the image of $(Z, i, 2) so K must be entirely contained in T(Z, I, C). Thus the 
neighborhood 9 of Y has the property that if Z E &, then K is contained in T(Z, I, 2). 
Proof of Theorem 5.1. Let T(8, J, A) be a flow tube containing r. We will use the letter 
rr to denote all of the projections r(z, J, A) + A, J x A -+A and R x W” --) R”. Let 
{mr, . . . , mp} be the set of points where z intersects Y and suppose that m, E rk,ij(X). If 
s is the coordinate on J, let gi = s(mi). 
Let /3 be a function on N which satisfies (1.1). Consider the function f, = p 0 I,@, J, A) 
on Jx A. For each i= 1, . . . , p, this function is regular of order k(i) + 1 at the point 
(oi, n(r)). Thus it follows from Lemma 2.1 that there exist: 
(a) disjoint open intervals Ji , i = 1, . . . , p, such that (ii E Ji, Ii c J and the only zero 
of fO in Ii x {7r(~)] is (gi, X(T)), 
(b) a set I? which contains n(r) and is the interior of a closed n-ball contained in A, 
(c) a neighborhood V of fO = p 0 $(x, J, A) in C”(J x A, R), and 
(d) continuous maps 
Qi : V -+ Cxl(Ji x c, R) i= 1, . . ..p 
and 
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d = ii,W 
all such that wheneverfs Y and (s, y) eJi x IT we have 
(4 QiCtXs> 4.) + 0, 
(ii) f(s, y) = Qi(f)(s, ,V)[(S - ai)t'i'f* +C::~'~" Hi j(f)(r)(s - pi)'-']. 
Note that we are free to assume that C is as small as we need. 
Let I be the smallest open interval which contains all the intervals Ji, i = 1, . . . ,p. 
Then i c J and if C is small enough, the ends of T(_?, Z, 2) are outside of M. Also, ti(8, i, C) 
is an embedding so we will be able to apply Lemma 5.3 when needed. Let 4i : I-+ [0, 11, 
i=l , . . . , p, be a bump function whose support is contained in Ji such that +i is 1 on ii 
where Ii is an open interval containing cri. 
Now, consider a general manic (q + 1)st order polynomial 9” +cyL: u,J~-~. If 
t = s + (aq+,/q + 1) then the relation 
tq+’ + -f Oq,j(a,, . . . , Uqfl)P’ = sq+l 
q+ 1 
+ 
j=l j~,ajsJm’ 
defines a polynomial function O,, j(a,, . . . , a,,,), j = I, . . . , (I, such that the linear part ot 
oq,j(“lT ..‘t ‘q+l ) is just uj. Notice that tq does not appear in the new polynomial. 
Suppose Y = (15 , . . . , y,,) is a system of coordinates on c such that ~~,(n(r)) = 0. For a 
map 
from C to lPfp, let 
be defined by 
Cr ’ A(‘f)Kst Y) = s + f 4iCs) ’ 'zi.k(i)+lti)lk(i) + l 
i=l 
ki + 1 o A @NO> Y> = Yd + 1 
where t is the coordinate on R and x1, . . . , x, are coordinates on W”. Notice that A(h) takes 
fibers to fibers if we consider 1 x s and R x ET as bundles, with projection maps IT, over c 
and W” respectively. 
STRUCTURAL ST.ABILITY ON MANIFOLDS WITH BOUNDARY 139 
It follows from Lemma 4.5 and an argument similar to the proof of Lemma 1.3 that the 
map from E to W“ defined by 
P+(H,,,U&97 ..‘) HI, ~&&)~ Ht. ~UX,‘), . ‘9 Hp. ~&f&9) 
has rank d at _V = n(s). A Leibnitz rule argument shows that Hi, j(fo)(x(~)) = 0 for all i, j, 
so A(H&))(s, JT(T)) = (s, 0). Thus since the linear part of 8,, j(a,, . . . , u,+~) is aj, we see that 
we can assume that the coordinates yI, , . , J,, are ordered so that A(H&)) has rank n + 1 
at each point of I x {n(s)}. Therefore, if .Z is small enough, there is a neighborhood YY- of 
H(fo) in P(C, Wd’p) such that if h E W, then A(h) is an embedding. 
It is clear from the construction of A(h) that if /I~, h, E W and 11~ = h, off a compact 
subset D of 2, then ,4(/z,) = A(h2) off n-‘(D) in I x G and the images of A(h,) and A(/zJ 
are the same, so that the map B(/I,, /I~) = A(h,)-’ 0 A(/I,) is a diffeomorphism of 1 x C 
which is the identity off n-‘(D) and takes fibers of 1 x c to fibers. Let y(h) be the function 
on (UF=~ Ji) x E defined by 
k(i) +  1 
y(h)@, y) = (S - aJkci)+ 1+ x hi, j~)(~ - 0,)j- I 
j=l 
when (s, v) E Ji x E. The critical property of B(h,, 11~) we need to verify is that B(h,, h,) 
takes the zero set of y(h,) to y(hJ. 
Let Ci be an open interval such that oi E Ci and ci c Ii. It is not hard to see that we 
can assume ,Z and W” are small enough so that if h E W, then 
,4(&(h)-‘(0) n (Ji x 2)J c ci x n[A(h)(l x C)] 
and 
ci x n[A(h)(I x Z)] c /l(h)(f, x Z). 
It follows that if /I~. h2 E W and h, = h, off a compact subset of C, then 
A(hl)[Y(hl)-‘(0) n (Ji x x)1 c A(h2)(ri x 2). 
But the map A(h) was constructed to have the property that if h E W”, then 
k(i) 
Y(h) 0 A(h)-‘(t, x) = (t - bpf’ + c xJ(i)+j(t - ai)‘-’ 
j=l 
for (t, x) E A(/l)(I, x X), where d(l) = 0 and d(i) = k(l) + ... + k(i - I), i = 2, . . . , p. 
Thus we finally have that if h,, /z2 E YII and h, = h2 off some compact subset D of C, then 
B(h,, h,) is a diffeomorphism of 1 x C which is the identity off z-‘(D), takes zeroes of y(h,) 
to zeroes of y(lzZ) and takes fibers to fibers. 
Now suppose we are given a compact subset K of T(x‘, I, C) and we want to find the 
neighborhood d%! of2 required. By Lemma 5.3 we can pick 4? small enough so that if YE Q’, 
then rl/(Y, i, C) is an embedding and T(Y, I, C) is a flow 
outside of M. For the rest of the proof, Y, and Y, denote a 
that Y, = Yz off K. 
Define a continuous map 
F:%-+C”(JxA, R) 
tube containing K with ends 
pair of vector fields in Q such 
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by F(Y) = p 0 ri/(, Y, J. A) and make 22 small enough so that F(%) t -Y and H(F($)) c $f. 
Since F is continuous, it is not hard to show that \ve can make E and ‘21 small enough so 
that for Y E % the zeroes of F( Y) in i x c are actually contained in (uF= I Ji) x x. Hence, by 
the preparation theorem, if YE -2, then the zeroes of r(Y) in i x c are the same as the 
zeroes of (y 0 H 0 F)(Y). 
Kate that $( YI, J, A) = $4 Y2, J, A) off J x z(K). Thus F( YJ = F( Y,) off J x n(K) 
and in particular, the zeroes of F( Y,) outside of J x r(K) are the same as the zeroes of 
F( Y,) outside of J x X(K). Let Iri = H(F( Yi)), i = 1, 2. Then the zeroes of ?(/I,) outside of 
i x n(K) are the same as the zeroes of ?(/I~) outside of i x n(K). 
Pick a bump function p: c --* [0, I] which is 1 on a neighborhood of n(K) and whose 
support is a compact subset D of Z. Let 
i;, = p * h, + (1 - p)h, 
We can make ~2 small enough so that A, must be in V. Then I?, = h2 off D, but 
Y(&) = (P o ~).l@l) + (1 - P o +I(4 
has the same zeroes as y(lzl). ‘Thus we have the following relationships: &, = Ir, off D, the 
zeroes of r(i;,) in I x Z are the same as the zeroes of p 0 $( Y,, I, C) and the zeroes of 
~(11~) in I x C are the same as the zeroes of p 0 IJ( Yz, 1, C). 
Define a map 
‘7: T(Y,, 1, C)+T(Yz, 1, C) 
by 
rl=~(Yz,I,~)oB(i;,,h,)oIj/(Y,,I,C)_’. 
Then 9 is a diffeomorphism which is the identity off x-‘(D) in r( YI, I, IX), takes trajectories 
of Y, to trajectories of Y2 and takes T(Y,, I, C) n Vto T(Y,, I, E)n V. Since Y,IM= 
Y,lAf off T(Y,, I, Z) n M = T( Y,, I, C) n M because these sets contain K n M and the 
ends of the flow tubes are outside of M, we can extend ?I T( Y,, I, Z) n M to a diffeomor- 
phism of M which is an equivalence between Y, 1 M and Y, ( M by letting it be the identity 
outside of T( Y,, Z, C) n AI. 
In this final section we show that the set of vector fields satisfying condition G is dense 
in the set of all transient vector fields in X(M). As a corollary we find that condition G is a 
necessary as well as a sufficient condition for structural stability of a transient vector field. 
For the proof of the density theorem, it is convenient to reformulate condition G in 
terms of multijets (see [6]). Suppose P and Q are arbitrary manifolds. Let PCr) denote the set 
of r-tuples (p,, . . . , p,) E P’ such that pi f pj if i #j. If f: P -+ Q is a smooth mapping, let 
.j”y: PC?) --f (Jk(P, Q))r be defined by ,j”f(p,. . . . , p,) = (jkjf(Pr), . . . , j’f(p,)). The following 
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variant of the Thorn transversality theorem holds: if W is a submanifold of (J”(P, 0))’ then 
the set 
{f~ C”(P, Q): ,j”fis transverse to lV> 
is a countable intersection of open and dense subsets of C”(P, 0). C”(P, Q) is a Bake 
space so a countable intersection of open and dense subsets is dense. 
Suppose XE 3(M) is transient and satisfies condition L. Let d be an extension of X 
to N and let T(J?. I, E) be a flow tube whose ends are outside of ICI. For p a non-negative in 
integer, let W,(_?, I, 2) be the submanifold ofJ”(N, W), k 2 p, defined by z E FV,(‘v, 1, Z:> if 
and only if wheneverjkf(m) = z it follows that m E T(.?, I, Z) and 
f(m) = Zf(m) = . . . = XPf(m) = 0. 
For an r-tuple q = (q,, . . , q,) of non-negative integers, let /q/ = max{q,, . . . , q,} and define 
W,l(R, I, C) to be the submanifold of (J’(N, R))‘, k 2 (q( , such that (zl, . . . , z,) E Wl(‘v’, Z, 
C) if and only if zi E W,,(z, I, C) and n(ml) = . . . = n(m,) where m, is the source of Zi and 7~ 
is the projection map of r(x, 1, C). Note that iffE C”(N, W), then either ,j”f is transverse 
to Wqr(x, I, C) in (Jk(N, R))r for all k such that k 2 1q 1 or for no k at all. 
We need an easy technical lemma about transversality whose proof we omit. 
LEMMA 6.1. Let P, Qi, i = 1, 2, be manifolds let (ii be a srrbmanifold of Qi and let 
h : P -+ Qi. Suppose fi is transverse to U, (so that fi-‘(U,) is a submanifold of P). Then 
Cfi,fz) :P-+ QI x Qz 
is transverse to U, x U, if and only if f2 1 fi -I( U,) is transverse to U, . 
LEMMA 6.2. If /l is a function on N which satisfies (1.1) and tfze multijet extensions 
rjk/3 are transverse to all W,‘(X, I, C), w iere q ranges over all finite tuples of non-negative I 
integers, then X satisfies condition G(s) for every trajectory z of X which is contained in 
T(J!?, I, C). 
Proof: Forp a non-negative integer, let W,(I, C) be the submanifold of Jk(l x C, R) 
k 2 p, defined by z E W&I, C) if and only if wheneverjkf (t, x) = z it follows that 
f(t, x) = $ (I, x) = . . . = g; (1, _y) = 0, 
Clearly W&I, Z) is a product I x C x W,. Note that Jk(l x C, W) is a trivial bundle over 
I x C with fiberJk(n + 1, I& which is the set ofjets with source 0 of maps from R”+i to R. 
For an r-tuple q = (ql, . . . , qr), let W,‘(I, 2) be the submanifold 
I x A, x W,, x . . . x Wqr 
of (Jk(l x C, R)>r, k 2 141, where A, is the diagonal in the r-fold product C’, i.e. {(x, . . . , x) 
E Y}. 
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Let $ be the diffeomorphism from I x 1 to r(‘y, I. Z) induced by the flow for ,q. Then 
- 
$ identifies Jk(l x x, W) with J’(N, R)j T(R, I, X), -$ on I x 1 with ,?I T(f, 1, Z) and 
W,l(1, C) with W,‘(x, 1, 1). 
Let r be a trajectory for X in T(.?, 1, Z), let mi, . . , m, be the points where r intersects 
Vand let Ci = t(mi). Suppose llli E lY,,i,(X). Ifq = (q(l), . . , q(r)), then 
Jk(P 0 $)((ci, n(r)), . . . , (a,, n(4)> E ~v,‘K Cl 
and by hypothesis ,jk(/3 0 $) is transverse to W,‘(Z, C) in (Jk(l x E, I$))?. Now we apply 
Lemma 6.1 by letting 
I’ =(I x C)“‘, Q, = I’ x (Jk(n + 1, l),)‘, Q2 = Z’, 
vi = I’ x W4(i) x . . * x wqc,, , 
U, = A, and V;,f2) = ,jk(/3 0 $>. Thenf, is transverse to U, in Q, because X satisfies condi- 
tion Land 
f,_i(U,) = W’(I-,,,,(X)) x *. . x ti- V,,,,Wl n (1 x w. 
Also, f2 is just the r-fold product 
(rrx .*. x 7r) 1 (I x C)“’ 
where TI here denotes the projection I x C -+ C. Thus by Lemma 6.1, 
(xx ..* x 41 W’(L&W) x ... x V’(r,,r,w>)l 
is transverse at ((a,, n(5)), . . . , (br, X(T))) to A, in C’. It is easy to check that this last state- 
ment is equivalent to condition G(t). 
LEMMA 6.3. Let P be a manifoldsuch that there is a d@eomorphism h: P -+ M andsuppose 
Z E S?(P) satisfies condition G. Then 
ThoZoh-‘E%-(M) 
also satisfies condition G. 
Proof. It is clear that Th 0 i! 0 12-l is transient and by Lemma 2.4 it satisfies condition L. 
Looking at Lemma 2.4 again, we see that T,(Th o 2 o /I-') = h(T,(Z)) for each non-negative 
integer k. Since h takes trajectories of Z to trajectories of T/I 0 Z 0 h-‘, it follows that h 
takes the set swept out by l?,(Z) to the set swept out by rk(TII 0 Z 0 /I-‘). Thus Th 0 Z 0 h-’ 
satisfies condition G(r) for every trajectory r because diffeomorphisms preserve normal 
crossings. 
THEOREM 6.4. The set of cector Jields which satisfy condition G is dense in the set of all 
transient vector fields on M. 
Proof. By Theorem 2.5 it is enough to show that the set of vector fields on M satisfying 
condition G is dense in the open set of transient vector fields on M which SatisfyconditionL. 
Suppose X E .%5(M) is transient and satisfies condition L. Let r? be an extension of X to N. 
Using Lemma 3.1, let T,(x, I,, El), . . . , T,(I?, I,, C,) be a cover of M by finitely 
many flow tubes whose ends are outside of M. Suppose p is a function on IV satisfying (1.1). 
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It follows from the variant of the Thorn transversality theorem for multijets that we can 
approximate /I arbitrarily closely by functions 7 such that for all i = 1, . . . , s and all finite 
tuples q of non-negative integers, the multijet extension ,jky is transverse to W,‘(z, Ii, Xi). 
By the Transversal Isotopy Theorem [l], there is a neighborhood ?/ of P in C”(N, R) and a 
continuous map 
H: 42 + Diff”(N) 
such that if y E q, then H(y)(;t-‘(0)) = p-‘(O) = T/. It is clear that if /I is sufficiently close 
to the identity then the sets Ti(X, Ii, I,), i = 1, . . . , s, are a cover of A-‘(M) by flow tubes 
with ends outside of h-‘(M) and 81h-‘(M) is transient and satisfies condition L. Thus it 
follows from Lemma 6.2 that there are diffeomorphisms h of N arbitrarily close to the iden- 
tity such that r?I/r-‘(M) satisfies condition G. We are now finished because 
Th 0 (jf[h-l(M)) 0 (h-l JM) E .F(M) 
is close to X since h is close to the identity and, by Lemma 6.3, it satisfies condition G. 
LEMMA 6.5. Let P, and P, be arbitrary manvolds and let X, E x(Pl) and X2 E .?Z(P,) 
be equivalent nowhere vanishing vector fields. Then there is a d/~eomorphism II : P, -+ P, and 
a smooth (nowhere vanishing) function f: P, -+ R such that 
X2 =f~(ThoX1~h-‘). 
Proof. Because X, and X2 are equivalent it is possible to pick /I : P, --) P2 to be a dif- 
feomorphism taking trajectories of X, to trajectories of X, . It follows that Th 0 X, 0 h-’ 
and Xz are linearly dependent at each point in P, because their families of trajectories 
are the same (/z also takes trajectories of X, to trajectories of Th 0 X, 0 /I-‘). Thus, since 
Th 0 X, 0 h-I never vanishes, we can let f be the function obtained by “dividing” Xz by 
Th 0 X, o h-‘. The functionfis smooth because it is the “ quotient of smooth functions and 
the denominator never vanishes”. 
LEMMA 6.6. IJX and Y are equivalent nowhere vanishing vectorfields on M and X satisjes 
condition G, then Y also satisfies condition G. 
Proof. By Lemma 6.5 there exist a diffeomorphism /r of M and a nowhere vanishing 
functionfon M such that 
Y=f.(ThoXoh-‘). 
We have already shown in Lemma 6.3 that Th 0 X o h-’ satisfies condition G. Thus all we 
have to do is check that condition G is preserved by the operation of multiplication by a 
nowhere zero function. But it follows by an argument similar to the proof of Lemma 1.3 
that this operation preserves condition Land it is clear that the operation preserves condition 
G(7) and the property of being transient. 
COROLLARY 6.7. If X E 5?(M) is transient and sttxctwall_~ stable, then X satisfies 
condition G. 
Proof. Since X is structurally stable, it follows from Theorem 6.4 that there is a vector 
field which satisfies condition G and is equivalent to X. Thus the result follows from 
Lemma 6.6. 
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