We show that on the four-symbol full shift, there is a finitely generated subgroup of the automorphism group whose action is (set-theoretically) transitive of all orders on the points of finite support, up to the necessary caveats due to shift-commutation. As a corollary, we obtain that there is a finite set of automorphisms whose centralizer is Z (the shift group), giving a finitary version of Ryan's theorem (on the four-symbol full shift), suggesting an automorphism group invariant for mixing SFTs. We show that any such set of automorphisms must generate an infinite group, and also show that there is also a group with this transitivity property which is a subgroup of the commutator subgroup and whose elements can be written as compositions of involutions. We ask many related questions and prove some easy transitivity results for the group of reversible Turing machines, topological full groups and Thompson's V .
Introduction
When Σ is a finite set, Σ Z is homeomorphic to the Cantor set and under the self-homeomorphism σ(x) i = x i+1 becomes a dynamical Z-system called the full shift. Our main result is about the full shift with Σ = {0, 1, 2, 3}, but the motivation comes from the more general setting of sofic shifts and more specifically mixing SFTs, which are the topologically mixing subsystems of full shifts defined by a finite set of forbidden patterns [30] . The automorphism group of a subshift X is the set of homeomorphisms f : X → X that commute with σ. It is indeed a group under function composition, and it acts on X in the obvious way.
Forgetting the action of the automorphism group of a mixing SFT, 1 it becomes an interesting abstract group [19, 9, 25] . Many group-theoretic questions about it are undecidable [25, 24, 40 ]. Ryan's theorem [38] states that the center of this group is as small as it possibly could be, namely the group of shifts σ . since they are preserved by the automorphism group 4 and form a countable set. Our proof is explicit in the sense that we give a finite list of automorphisms, and show how to turn a tuple of nonzero finite points into another one by a finite composition of them. Proving this is equivalent to proving that we can perform any permutation of any finite set of nonzero finite points from different orbits. Thus it is also equivalent to the fact that given any set of nonzero finite points from different orbits, we can transpose two of them without changing the others. (These observations are not used in the proof of the main result, but see Lemma 7.12 for a proof.)
An interesting corollary of this theorem is the following stronger version of Ryan's theorem [38] (on the four-symbol full shift): Theorem 2.2. For Σ = {0, 1, 2, 3} there is a finite set F ⊂ Aut(Σ Z ) such that for g ∈ Aut(Σ Z ), we have g ∈ σ if and only if ∀f ∈ F :
Without further ado, let us prove this using Theorem 2.1.
Proof. Let F be the set of generators of the group in Theorem 2.1 together with all the cellwise symbol-permutations. If g is not a shift, then if g(0 Z ) = 0 Z , g does not commute with some symbol-permutation. Otherwise, there is a nonzero finite point x ∈ {0, 1, 2, 3}
Z such that g(x) is not in the shift orbit of x by Lemma 7.5. Then there exists f ∈ F mapping (x, g(x)) to (σ(x), g(x)) by 2-orbit-transitivity. Then g(f (x)) = σ(g(x)) = g(x) = f (g(x)). Since g does not commute with f , it cannot commute with all maps in F .
We also prove the following stronger version of Theorem 2.1. This is shown in Theorem 7.15. Theorem 2.3. For Σ = {0, 1, 2, 3} there is a finite set F such that F acts ∞-orbit-transitively on the set of nonzero finite points x ∈ Σ Z , and each element of F is a commutator of two automorphisms, and a composition of involutive (= order two) automorphisms.
We also prove a version of Ryan's theorem for such a set, see Theorem 7.16. While F is finite in the statement of the theorem, the group F is infinite. This is necessary by the following result, whose proof we give in Theorem 7.2.
Theorem 2.4. Let G be any finite group of automorphisms on a mixing SFT X, and Γ any finite alphabet. Then there is an embedding φ : Aut(Γ Z ) → Aut(X) such that φ(f ) commutes with g for all f ∈ Aut(Γ Z ) and g ∈ G.
In the context of finite permutation groups, it is known that the only faithful k-transitive actions for k ≥ 6 are those of symmetric groups and alternating groups [16, Section 7.3] . The proof is a case analysis based on the classification of finite simple groups. For infinite groups, high-order transitivity is presumably quite common. We give two examples of ∞-transitivity in other contexts that have a symbolic dynamical interpretation: Example 2.5. Thompson's V is defined by its action on the interval. This action is well-defined on the countable set of dyadic rationals, and on this set the action is ∞-transitive.
Example 2.6. The topological full group of a minimal subshift is defined by its action on the subshift. This action is well-defined on the (countable) shift-orbit of every point. There is a finitely generated subgroup of this group, namely its commutator subgroup, that is ∞-transitive on every shift-orbit.
See Section 7 for the (easy) proofs, and [11] for a reference for Thompson's V . As an auxiliary result, in Lemma 5. 4 we also prove that a certain natural group of homeomorphisms on the full shift A Z called G 0 , which corresponds to the reversible one-state oblivious Turing machines of [1] , acts ∞-transitively on finite points.
Questions
A result similar to Theorem 2.2 is known for the endomorphism monoid of a full shift [43] , elaborated on in [39, page 151] , namely that there is a finite set of endomorphisms of any full shift Σ Z with |Σ| ≥ 3 whose common centralizer consists of the shift maps. 5 Note that on any mixing SFT, the set F ⊂ Aut(Σ Z ) in Theorem 2.2 must be of size at least 2 and that the minimal cardinality of such F is an isomorphism invariant for Aut(X), implying that computing it could theoretically separate Aut(X) and Aut(Y ) for some non-flip-conjugate mixing SFTs X, Y without roots (which is an open problem [7] ). Definition 3.1. For a subshift X, let k(X) ∈ N ∪ {∞, ⊥} be the minimal cardinality of a set F such that for g ∈ Aut(Σ Z ), we have g ∈ σ if and only if ∀f ∈ F : f • g = g • f , if such a set exists, and k(X) = ⊥ otherwise.
Our result implies that k({0, 1, 2, 3} Z ) ∈ N. See Section 7 for a discussion of this invariant and related questions.
In particular with this application in mind, it is interesting to ask how small we can make the subgroup of Aut(Σ Z ) in the proof of Theorem 2.1. The one in our proof has a reasonable 6 number of generators, but presumably more than are needed. Question 3.2. In Theorem 2.1, how many generators do we need? Can we pick the finitely generated subgroup to have only two generators?
One automorphism is not enough, and more generally abelian actions cannot be ∞-orbit-transitive (see Proposition 7.1). In fact, no individual automorphism is even transitive on nonzero finite points, 7 but we cannot show that one cannot be transitive on the set of orbits of nonzero finite points. 5 In [39] , it is shown that a set of size |Σ| suffices to get a trivial centralizer, but a trivial modification of the proof gives an upper bound of 3.
6 At most eight, see Section 7.
7 If f p (x) = σ(x) for some p, then {f n (x) | n ∈ Z} intersects finitely many σ-orbits.
Question 3.3. Does there exist an infinite pointed mixing SFT X and f ∈ Aut(X) such that σ, f acts (set-theoretically) transitively on the set of nonzero finite points?
A transitive action of σ, f on nonzero finite points would look rather interesting. It would necessarily have to be free, and would give every nonzero finite point y a unique coordinate (m, n) ∈ Z 2 by y = σ m • f n (...000w000...), where ...000w000... ∈ X is chosen arbitrarily.
In this context, we should mention the closely related result of Kari that, up to shifting, automorphisms can be topologically transitive on the set of nonzero finite points: 23] ). Let Σ = {0, 1, 2, 3, 4, 5}. Then there exists f ∈ Aut(Σ Z ) such that σ, f acts topologically transitively on the set of nonzero finite points.
Just like our proof requires the alphabet size to be composite, 6 here comes from the fact that it is the smallest product of distinct primes, and the result seems to be open for the binary full shift and non-full mixing SFTs.
Theorem 3.4 says in particular that a Z 2 -action by automorphisms can be topologically transitive on the set of nonzero finite points. It is an open question whether the Z-action given by an individual automorphism can do the same. We ask the question more generally for pointed mixing SFTs.
Question 3.5 ([23])
. Does there exist an infinite pointed mixing SFT X and f ∈ Aut(X) such that f acts topologically transitively on the set of nonzero finite points?
Often results about finite points are really results about pairwise asymptotic points in disguise (or the other way around). We note that Theorem 2.1 is not equivalent to being able to perform an arbitrary permutation on a set of points all (left and right) asymptotic to a given point; in fact even the full automorphism group cannot have this property since if (x 1 , . . . , x k ) are all asymptotic to a point whose forward orbit is dense, then any nontrivial permutation of the points will necessarily change the tails. Of course one can ask whether we could take any set of mutually asymptotic points and have transitivity up to this 'obvious' restriction: Question 3.6. Let X be a mixing SFT. Is there a finitely generated subgroup G ≤ Aut(X) such that if (x 1 , . . . , x k ) are pairwise asymptotic and each x i contains a word w i that occurs only once in x i and does not occur in x j for j = i, every permutation of the x i can be performed by the G-action?
Our construction fails to prove this result for at least two reasons. First, we use the fact that the four-symbol full shift is decomposable into a Cartesian product in a nontrivial way, as we use this in the proof for introducing Turing machine heads. Some 8 mixing SFTs, in particular the two-symbol full shift, do not have this property [29, 10] . Another difficulty is that in the proof that the action of the group G 0 is transitive on finite points (see Definition 5.3 and Lemma 5.4), we use the fact that the full shift is closed under permutations of cells -a property that characterizes full shifts among transitive subshifts. It seems likely that these difficulties can be addressed with careful application of marker methods. A more natural way to prove Theorem 2.1 would be to find a natural subgroup of Aut(X) (in terms of the action or properties as a subgroup), and separately show finitely-generatedness and the transitivity property as theorems. To the best of our knowledge, the commutator subgroup could be a candidate for this. It is not difficult to show that the commutator subgroup satisfies the statement of Theorem 2.1, and we show this in Theorem 7.14. However, we do not know if it is finitely generated.
Question 3.7. For which mixing SFTs X is the commutator subgroup of Aut(X) finitely generated?
Definitions and conventions
Our convention is 0 ∈ N. We do not need real intervals, so by [a, b] we mean the discrete interval [a, b] ∩ Z. Positions in words are indexed starting from 0.
A word is a (possibly empty) list of symbols over a finite set, or alphabet Σ. Formally, we think of words as elements of the free monoid Σ * generated by Σ, with concatenation as the monoid operation. Elements of Σ Z (functions from Z to Σ) are called configurations or points and for x ∈ Σ Z and i ∈ Z we write x i instead of x(i). For a, b ∈ Z we write x [a,b] for the subword x a x a+1 · · · x b of x. A point x ∈ Σ Z is sometimes denoted as y.z where y ∈ Σ (−∞,−1] and z ∈ Σ N , and x i = y i and x i = z i on the respective domains. If a ∈ Σ and w ∈ Σ * , we write |w| a = |{i | w i = a}|.
All groups in this paper are countable discrete groups, unless otherwise mentioned. If G is a group, a G-set is a set X equipped with a (left) action of G by bijections. A G-set where all g ∈ G act by continuous maps is a (dynamical) G-system. Definition 4.1. Let X be any topologically closed subset of Σ Z in the product topology, where Σ is finite, such that σ(X) = X where σ is the shift defined by σ(x) i = x i+1 for all i ∈ Z. Then X is called a subshift, and the homeomorphism σ makes it a Z-system. If a homeomorphism f : X → X commutes with σ, we call it an automorphism of X. We write Aut(X) for the automorphism group of a subshift X. A pointed subshift is a pair (X, x) where x = a Z ∈ X for some a ∈ Σ. Then a is called the zero (symbol) and x the zero (point). Automorphisms of pointed subshifts are the automorphisms of the underlying subshift that additionally preserve the zero point.
Our zero a will be 0 in text and in figures.
Definition 4.2. Let 0 ∈ Σ and let X ⊂ Σ Z be a pointed subshift with zero 0 Z . A point x ∈ X is called finite 9 if the support {i | x i = 0} is a finite set. Write X 0 = {x ∈ X | x is finite and x = 0 Z } for the set of nonzero finite points and
Z } for all finite points.
We now define our notions of transitivity for Theorem 2.1. If H is a group, X is an H-set and Z ⊂ X, then write
Thus Z (k) is the kth Cartesian power of Z with the additional restriction that coordinates should be from different H-orbits (and H and its action are clear from context). Definition 4.3. Let X be an H-set, and let G act on X by H-commuting maps and Z ⊂ X. We say the action of G is transitive around Z if ∀y, z ∈ Z : y ∈ Gz.
. If the action of G is k-orbit-transitive (around a set) for all k, then we say it is ∞-orbit-transitive (around that set).
Note that when we say G is transitive around Z we do not necessarily imply that G has a well-defined action on Z, but on some X ⊃ Z. This is a technical notion that is useful for stating the intermediate steps of the proof -our main result will be about the usual kind of (set-theoretic) transitivity: G acts transitively on Z if GZ ⊂ Z and G acts transitively around Z.
In our application, X is the subshift, the group H is the Z-action of σ, and G the finitely generated subgroup of the automorphism group. For x ∈ Σ Z , write the σ-orbit of x as O(x) = {σ n (x) | n ∈ Z} instead of Zx. For a set of points Y , write O(Y ) = y∈Y O(y).
In the proofs, we deal with many subgroups of Aut(X), and for F 1 , F 2 , . . . , F ℓ individual automorphisms or sets of them, we write F 1 , . . . , F k for the smallest subgroup of Aut(X) containing all automorphisms in the list, or in the sets F i . We do not need presentations, so we use the following non-standard 'groupbuilder notation' when F is a set of elements of a group and P is a property of elements of that group: a | a ∈ F, P (a) = {a | a ∈ F, P (a)} instead of the usual meaning of A | R where R is a set of relations. This should cause no confusion.
The generators and transitivity results
In this section, we define the finite set of automorphisms generating the group G acting ∞-orbit-transitively in Theorem 2.1. We also prove some auxiliary transitivity results. Namely, we prove that the automorphism group of a full shift is transitive around certain marked configurations, and we also define the 'reset system', a transitive monoid action used in the proof of the main theorem.
Most of the hard work in the main proof is performed by the action of the group G s , which is constructed in several steps in the subsections below but we will also need the following simpler transformations:
Definition 5.1. Let A, B be finite alphabets. The (A, B)-particle rule is the automorphism P of (A×B)
'Gates and Turing machines'
The idea of transitivity around marked configurations, which we will prove in the next section, comes from [1] , where it was (implicitly) shown that there is a finitely generated subgroup of the group of reversible (generalized) Turing machines which acts ∞-transitively around configurations where the head of the machine is at the origin. This is further based on the study of 'reversible clones' [3, 2] or equivalently 'monoidal groupoids' [28, 44] of bijections on A * , where A is a finite alphabet.
We assume no familiarity with these notions, and to keep terminology to a minimum, in this section we only deduce the necessary facts, based on the following lemma, which is a direct corollary of [ 
In [3, Theorem 20] , this is proved with n = 4. In the case when |A| is odd, n = 2 suffices [2, 44] .
is called a local permutation with neighborhood N . Define
Thus by G 0 we denote group of self-homeomorphisms of A Z generated by σ and the local permutations (of all finite neighborhoods).
Note that
when |A| is even, since every permutation becomes even when its neighborhood is increased. On the other hand, when |A| is odd, one can consistently assign a parity to each g ∈ G In the terminology of [1] , the group G 0 is denoted OB(Z, n, 1) and is called the group of oblivious one-state Turing machines in the moving tape model. • G 0 is finitely generated, Proof. First, we prove finitely generatedness of G 0 . Let H be the subgroup of G 0 generated by σ and the local permutations with neighborhood {0, 1, . . . , n − 1}, where n satisfies the claim of Lemma 5.2 and n ≥ 2.
We will show H = G 0 . It is enough to show that our generators generate G ′ 0 , as σ is in our generating set. For this, first let π : A N → A N be any even permutation, where N = {0, 1, . . . , m − 1} for some m ≥ n. We can apply arbitrary finite support permutations to the coordinates of a point, because the swaps (n n + 1) generate the symmetric groups, and because our set of generators contains the shift map and the 'coordinate swap' P γ , where γ :
is defined by γ(ab) = ba for all a, b ∈ A. By conjugating with a permutation of coordinates, we can apply any permutation of A n to any ordered subset of coordinates in N with size at most n. Since π is even, by Lemma 5.2, π can be decomposed into such permutations, and thus so can P π .
Suppose then that π : A N → A N is an odd permutation. If |A| is even, π can be seen as an even permutation on A N ∪{m} by ignoring the coordinate m, and is thus in H. If |Σ| is odd, then let a = b be two elements of A, and consider the transposition (a b) on Σ. Extending this to a permutation π ′ : A N → A N by permuting only the 0th coordinate, we obtain an odd permutation that is clearly in H. Then π • π ′ : A N → A N is even, and thus in H. This concludes the proof that H = G 0 .
Next, we show
is an even permutation and |N | ≥ 3. Then π is in the commutator subgroup of the symmetric group on A N , from which it easily follows that
where g ′′ and h ′′ are conjugate by a power of the shift to g ′ and h ′ , respectively, and
If |A| is even, and we pick |N ′ | large, then this is an even permutation, and we are done. If |A| is odd, then g ′′ and h ′′ have the same parity as permutations on A N ′ as g ′ and h ′ , respectively, and again
′ as a composition of conjugates of π. It follows that the same is true for any
k be such that the components of x are pairwise distinct, and assume the same for y. Let r be such that the supports of x i and The existence and uniqueness of ψ : G 0 → Z is proved as follows: To g ∈ G 0 associate j ∈ Z such that g(x) i = x i+j for all large enough |i| and all x ∈ A Z . Clearly the choice of such j is unique, and this becomes a homomorphism from G 0 → Z with the required properties. Uniqueness follows because σ and G ′ 0
Transitivity on marked configurations
The idea is next to apply the previous lemma to show that the automorphism group of Σ Z acts ∞-transitively around configurations where for some s ∈ Σ, there is only one occurrence of s, which is at the origin. To do this, we will think of s as the head of a Turing machine (so that it marks the zero-cell of a configuration of (Σ \ {s})
Z where G 0 acts), translate local permutations to local changes near s, and turn σ ∈ G 0 into movements of the head s. The difficult part is moving s with an automorphism, and most of the work in this section is about proving Lemma 5.8 which accomplishes this.
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Let Σ = {0, 1, . . . , n − 1} and let u, v ∈ Σ k . Then u and v are ℓ-boundary-
Definition 5.5. Let X ⊂ Σ Z be an SFT with window size at most h − 1. Let U ⊂ Σ k and V ⊂ Σ h for some h ≤ k. Then U is V -safe (for X) if the following three conditions hold: First, every word u ∈ U contains a word of V as a subword. Second, whenever u, v ∈ U are (h − 1)-boundary-equivalent and
Third, for each u ∈ U there is at least one point x ∈ X such that χ U (x) = {0},
Note that in particular U must be contained in the language of X by the third condition.
If
Safe bijections on safe sets of words give rise to automorphisms by local rewriting, provided that we are very selective in where we apply the rewriting rule:
Z be an SFT with window size at most h − 1. Let U ⊂ Σ k and V ⊂ Σ h for some h ≤ k, and suppose U is V -safe. Let Γ be the group of (h − 1)-safe permutations of U . Then there is a group monomorphism γ : Γ → Aut(X) such that, letting
Proof. It is enough to construct a homomorphism with this property, as it is then automatically an embedding by the third condition of safety.
We will define a local rule χ : X → 2 Z that picks a set of coordinates where the rule can be safely applied. We need to ensure that χ(x) ⊂ χ U (x) for all x, so that we can apply each rule π at this coordinate. The same local rule χ is used when defining each γ(π), and we also ensure that χ(γ(π)(x)) = χ(x) for all x ∈ X and π ∈ Γ, so that we obtain a group homomorphism. We also have to make sure that the behavior on Y 1 is correct.
Let |Σ| = n. We pick m, ℓ ∈ N with ℓ > n h and m ≥ ℓ + 2k + h.
basic idea is the same, but we transpose different kinds of word pairs. The construction is written in much more detail than in the previous version, because there was a mistake. 11 The reason we need n k is that since we allow V to be any set of words in the definition, it is possible that a word that does not contain V has only continuations containing V , and a padding of n h is sufficient to get around this. In our application V consists of a single word of length one, and in this special case one could simplify the construction, and reduce the radius.
We let i ∈ χ(x) if and only if
We can now define the map γ(π): if i ∈ Z and 0 ≤ j < k, then
and γ(π)(x) i = x i otherwise. This clearly defines a continuous shift-commuting function, and it is well-defined since m ≥ k, and thus for each i ∈ Z the first defining rule can apply to at most one j.
With this definition, we already have the correct behavior on Y 1 . To show that the rules γ(π) are automorphisms and γ is a group homomorphism, it is sufficient to prove that
Then the symbols at coordinates [i−m+k
by a pigeonhole argument, we could then find a point y which is eventually periodic both left and right,
, and the fact we obtain two occurrences of words in U when changing the word
do not change when a rewrite happens at i, and
We do not necessarily have
, as i ∈ χ U (x) prevents rewritings affecting j ∈ χ V (γ(π)(x)) (by a similar argument as above).
Clearly being V -safe is a decidable condition for any V ⊂ Σ h , but a precise characterization would presumably involve some intricate combinatorics on words. In our application, we have X a full shift, V = {s}, and we will guarantee safety by assuming no words in U contain s at their border, and the following sufficient condition for a set of words to be safe is sufficient for our purposes.
k be a set of words such that every word in U contains s, and if u, v ∈ U and |u| s = |v| s , then the leftmost occurrence of s is in the same coordinate in u and v. Then U is an {s}-safe set of words on the full shift Σ Z .
Proof. The first condition of the definition of safety is trivial. For the second, let V = {s} and suppose that x satisfies
Since only the middle third of each of v and w contains ss and χ V (x) ⊂ [k, 2k − 1], it is easy to see that |i| < k, and thus v and w contain the same number of ss. This is a contradiction, since i = 0 so the leftmost s is not in the same coordinate in these two words.
The third condition of the definition is satisfied by ..000.u000... by a similar argument.
Z be the set of configurations containing s at the origin and having no other occurrence of s. Then there is an automorphism f ∈ Aut(Σ Z ) with the property
Proof. Let A = Σ \ {s}. Intuitively, the solution is that we first perform an involution that changes every occurrence of s (that is suitably isolated) preceded by a ∈ A into an occurrence of sws, where the distance between the ss codes a, and w is taken from the configuration (so no information is lost). Another involution changes this to sa, so that composing the two involutions, we effectively move s to the left or right, depending on the order of composition.
. . , n − 2}}. Observe that U 1 and U 2 are disjoint, both have (n − 1)
2m elements, and all words in these sets are of length 2m + 1. Let U = U 1 ∪ U 2 and pick any bijection
This gives us an involution π : U → U defined by π| U1 = π ′ and π| U2 = (π ′ ) −1 . If we pick m large enough, and such that 2m + 1 is divisible by 3, then the assumptions of Lemma 5.7 are satisfied, and there is a homomorphism γ from the group of 0-safe bijections (that is, all bijections) on U to Aut(Σ Z ) which satisfies the conclusion of Lemma 5.6. Let f π = γ(π).
Pick now
Construct the automorphism f τ as above, using the involution τ .
It is now easy to verify that f = f π • f τ acts correctly on Y 1,s .
Let s ∈ Σ \ {0}, and let Y 1,s be as in the previous lemma. Let A = Σ \ {s} and Y 0,s = A Z .
Lemma 5.9. Let s ∈ Σ \ {0}. Then there is a finitely generated subgroup G s of Aut(Σ Z ) that acts trivially on Y 0,s , and is ∞-orbit-transitive around Y 1,s .
Proof. Let A = Σ \ {s}. We define a map φ : G 0 → Aut(Σ Z ) with the following properties:
• for all g ∈ G 0 , φ(g)(x) i = x i unless x contains s at a bounded distance from i (the bound depending on g), and
• for g ∈ G 0 and for all x ∈ A −N , y ∈ A N we have
where ψ : G 0 → Z is the homomorphism from Lemma 5.4. From these properties it will follow that if F is a finite generating set for G 0 , then φ(F ) generates a finitely generated subgroup of Aut(Σ Z ) with the required properties: the first implies that φ(g) acts trivially on Y 0,s and ∞-orbit-transitivity around Y 1,s comes from the second, since the action of
We remark that these properties also imply that if we let Y be the and indeed f σ,s (x.say) = x.asy. Now, if F is a finite set of permutations π : Σ N → Σ N such that G 0 is generated by σ and {P π | π ∈ F }, then
is a finitely generated subgroup of Aut(Σ Z ) with the required properties.
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The reset system
We also define the following somewhat peculiar monoid action that is helpful for book-keeping in the proof of our main theorem.
Definition 5.10. Let M be the free (noncommutative) monoid generated by
One may think of the reset system as a dynamical system modeling a finite set of alarm clocks that, when they buzz, are reset to buzz at a later time. In addition to the counter N, the alarm clocks carry a position in Z indicating where they buzz next.
Lemma 5.11. The reset system is transitive. In particular, for all v ∈ (Z× N)
ℓ ∈ M and u, v were arbitrary.
In the proof of the main theorem, the positions Z will be eventual positions of heads, and N will represent the times when heads first appear in those positions when a suitable particle rule P is applied repeatedly. We can simulate the (highly non-reversible) action of the reset system by automorphisms, as we only need to act in a controlled way on a finite set of points.
We remark that in the proof of the main theorem, most of the real work happens when a (simulated) clock is snoozed, that is, when the second component of some y i reaches zero and ( x · y) i = x i . If one wants 'efficient transitivity' (where the transporter has small word norm in the group) in the proof of the main theorem, one might prefer a more elegant proof of the previous lemma. With a bit of arithmetic, one can prove the lemma without snoozing any clock more than once.
Proof of the main result
In this section, we prove the main result Theorem 2.1. For this section, fix X = Σ Z where Σ = {0, 1, 2, 3} Z . Let P be the particle rule with the decomposition Σ ∼ = {0, 1} × {0, 1} given by n → (n mod 2, ⌊n/2⌋).
The ∞-orbit-transitive action will be given by the group G = G 3 , P, g (13) , g (23) where g (13) is the symbol-permutation (1 3), g (23) the symbol-permutation (2 3), and the group G 3 is that from Lemma 5.9. We call 1 a particle and 2 a wall. We call 3 a head, also understanding it as a particle on top of a wall. By a collision, we refer to the intuitive concept of the appearance of a head due to the particle rule (or its inverse) moving a particle on top of a wall. Note that P moves particles to the left and keeps walls fixed.
Though in the proofs we only use these numbers and names, we fix the following pictorial presentation as well: 0 = , 1 = , 2 = , and 3 = .
We refer to tuples x ∈ X (k) 0 as vectors, and the points x i , i ∈ [1, k] are called its components. • pregood if it is prepregood and contains a particle,
• good if it is pregood and contains a wall, and
• great if it contains exactly one head which is at 0.
For any of these properties P, a vector is P if all its components are.
Note that great points are just the points in Y 1,3 . Note that prepregood points are pregood and pregood points are good, but good points are never great and great points are never good.
Outline and example
Suppose k = 3, and begin with the following vector x of configurations: x = Since we are dealing with a group action, it is enough to transform x into a fixed vector y, as the inverse steps of such transformations can be used to transform y into any other vector. We use the great vector y = The outline of the proof is that we first make x prepregood, then pregood, then good, by a few applications of the particle rule and symbol-permutations. We then simulate the reset system using Lemma 5.9 to make x great. A final application of Lemma 5.9 finishes the proof, turning x into y. Figure 1 shows how to do this, using Lemma 5.9 as a black box. We have taken some artistic liberties in Figure 1 ; it does not follow the proof to the letter. Intuitively, Lemma 5.9 allows us to do anything around any individual head, as long as the relative movement of every head is the same.
Apply P t for some t such that x becomes prepregood. In the case of x above, we use t = 3:
Apply the symbol-permutation ↔ and repeat the particle rule to make the vector pregood:
Our vector is now pregood. Were it not good, we would apply the symbolpermutation ↔ and apply the particle rule again. It happens to be good, so we omit this step. Next, we apply the inverse of the particle rule, and wait for collisions to happen in some of the components:
A collision happens in the third component. Applying Lemma 5.9, we organize a new collision to happen at the origin of the third component after 4 applications of P −1 :
Apply P −1 until the next collision (that is, once):
Applying Lemma 5.9, we organize new collisions to happen at the origin of the first and second components after 3 applications of P −1 :
Apply P −1 repeatedly until simultaneous collisions happen at the origin in all three components, to get a great vector: Applying Lemma 5.9, change the vector to y:
In summary, for some T 1 , T 2 , T 3 provided by Lemma 5.9, we have obtained 
Making vectors good
The first step in the proof is showing that we can always make our vector of configurations good. This is done in three steps: we first make the vector prepregood, then pregood, and then good.
Then there is an element g ∈ g (13) , g (23) , P such that g x is good.
Proof. Applying P moves particles to the left while keeping walls still. Clearly after some amount of steps of P on x, there are no heads and all particles are to the left of all the walls in all components of x, so x can be transformed to a prepregood vector x 2 . Now, apply g (23) to the prepregood vector x 2 , turning walls into heads, and repeatedly apply P until all particles are again to the left of all the walls. Note that after this, every component of x 2 contains a particle: if a component x = x 2 i contains a particle before applying g (23) , it still does after applying it and repeating P . If it contains a wall, then a head is introduced, giving a particle after the application of P . Note that x must contain either a particle or a wall, since x ∈ X 0 and 0 Z / ∈ X 0 . We obtain that x 2 can be transformed to a pregood vector x 3 . By the same argument, by applying g (13) and then repeating P , we eventually turn x 3 into a good vector x 4 .
Making vectors great
We give a precise connection between the reset system and our automorphism action. For this we need to measure when and where our points are great, and we give the following definition: A point x ∈ Σ Z is clock-like if there exists (a, t) ∈ Z × N such that σ a (P −t−1 (x)) is great (in particular P −t−1 (x) a = s) and for 0 ≤ t ′ < t, P −t ′ −1 (x) does not contain a collision. Note that we do not require that x not contain a head (it typically will contain one in our application). A vector x is clock-like if all its components are. Write C ⊂ X 0 for the set of finite clock-like points.
Define φ : C (k) → (Z×N) k by associating to a clock-like point x the pair (a, t) as defined above. Note that the time value t in the reset system corresponding to a component in a vector x is one less than the actual collision time when applying P −1 . The following lemma gives a natural correspondence between the action of automorphisms on C (k) , and the action of the reset system with k clocks.
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Lemma 6.3. Let x ∈ C (k) and v ∈ (Z×N) k . Then there exists g ∈ G 3 such that gP −1 ( x) ∈ C (k) and φ(gP −1 ( x)) = v if and only if there exists m ∈ (Z × N)
Proof. We show that applying an element of the form gP −1 where g ∈ G 3 to a vector x ∈ C (k) either takes x out of C (k) or corresponds to a translation in the reset system: Consider the application of some element gP −1 to x such that gP −1 ( x) ∈ C (k) . If φ( x) i = (a, t) with t > 0, we necessarily have φ(gP −1 ( x)) i = (a, t − 1), since no collision happens when P −1 is applied, and g behaves as identity on points without heads. We simply choose m ∈ (Z × N) k so that the action is correct on other components.
We now show a converse, namely that maps of the form gP −1 implement all possible transitions in the reset system. More precisely, that for all x ∈ C (k) and m ∈ (Z × N) k , there is an element g ∈ G 3 such that φ(gP −1 ( x)) = m · φ( x). For this, let I ⊂ [1, k] be the set of those i ∈ [1, k] such that there is a great point in the σ-orbit of x = P −1 ( x i ). We need to find an element of G 3 that resets the next buzz times and positions of these clocks according to the corresponding coordinates of m i . Let m i = (n i , t i ) for all i.
The fact that the points come from different σ-orbits means that we can really do any transformation we like using Lemma 5.9, as long as the relative positions of the heads do not change. However, since Lemma 5.9 cannot get rid of heads, and heads dissolve into a wall and a particle when P −1 is applied, we need to be careful so that the particle they introduce does not lead to sporadic collisions. Thus, we make the heads the rightmost symbols of the support, so that particles simply escape to infinity when we start applying P −1 . We describe this in more detail. Note that automorphisms of the form f π, 3 and f σ,3 act trivially on Y 0,3 , and thus only modify components P −1 ( x) i where i ∈ I, so we can ignore coordinates i / ∈ I: they are already handled correctly, as P −1 decrements the right components of their φ-images.
On the components P −1 ( x) i where i ∈ I, first apply f k σ,3 for some large k so that all heads are at least two steps to the right of the values n i . Let the head on y i = f k σ,3 (P −1 ( x) i ) be in coordinate k i for all i ∈ I. Note that the points y i , i ∈ I 1 , are from different σ-orbits by the definition of C (k) , and since automorphisms preserve orbits. Now, use the ∞-transitivity of the action of f π,3 and f σ,3 around Y 1,3 given by Lemma 5.9 to, for all i ∈ I 1 , transform y i to the vector z i where
, and 0, otherwise.
Here, the particle in coordinate n i − t i − 1 and the wall at n i generate the collision at n i after t i + 1 steps of applying P −1 . The particle at k i + i + 1 is included so that we are sure that these points are from distinct orbits.
14 Let f ∈ G 3 be the transformation mapping y i → z i . Then
14 Omitting this particle was the main 'artistic liberty' taken in Figure 1 .
for i / ∈ I and
for i ∈ I, which concludes the proof.
Lemma 6.4. If x is good, there exists g ∈ G ′ = G 3 , P ≤ G such that g x is great.
Proof. It is clear that every good vector is clock-like. The reset system is transitive, so by the previous lemma for every x ∈ C (k) there is a group element
Proof of ∞-orbit-transitivity
Let y be the vector where the support of y i is {0, i}, ( y i ) 0 = 3 and ( y i ) i = 1.
Lemma 6.5. If x is great, then there exists g ∈ G 3 such that g x = y.
Proof. This is a direct corollary of Lemma 5.9.
We can now prove our main theorem.
be arbitrary. Then
• by Lemma 6.2 there exists g ∈ G such that x ′ = g x is good,
• by Lemma 6.4, there exists g ′ ∈ G such that x ′′ = g ′ x ′ is great, and
• by Lemma 6.5, there exists g ′′ ∈ G such that g ′′ x ′′ = y.
Since x and k ∈ N were arbitrary, and y is a function of k only, this proves ∞-orbit-transitivity.
Notes
The number of generators
We have made little effort to minimize the generating set. The group G 3 requires at most 5 generators, as one can extract from the fact that four gates are enough to generate the ternary reversible clone [2] . Thus, we need at most 8 generators for the group G. It is difficult to make the set essentially smaller without a new idea.
It is theoretically possible to find smaller generating sets by computer search -any set of automorphisms generating our generators will naturally satisfy the conclusion of Theorem 2.1. We have not attempted this. The radius of our generators is small, and within reach of complete enumeration of rules, apart from f σ,3 , whose neighborhood size (if obtained abstractly from our proof) is big.
Abelian actions are not 2-orbit-transitive
As mentioned in the introduction, at least two automorphisms are needed for ∞-orbit-transitivity. We obtain this from the following more general proposition.
Proposition 7.1. No action of a finitely generated abelian group G on an H-set X with infinitely many orbits is 2-orbit-transitive.
Proof. Assume G acts 2-orbit transitively on X. We may assume G acts freely: If G 0 is the stabilizer of some x, then it is the stabilizer of every element of X, since G is abelian and its action is transitive. Thus, the group G/G 0 acts 2-orbit-transitively on X with trivial stabilizers.
Let x, y ∈ X be representatives of two distinct H-orbits. Then there exists g such that (x + g, y + g) = (y, x), so that x + 2g = x. It follows that the torsion subgroup of G acts transitively on X.
Since every subgroup of a finitely generated abelian group is finitely generated, the torsion subgroup of G is finitely generated, and thus finite. From the freeness of the action, it follows that G is finite, contradicting the fact that X has infinitely many orbits.
Finite groups of automorphisms have big centralizer
In [43] , it was shown that on every large enough full shift, there is a finite set of cellular automata having a trivial centralizer. A crucial difference between the monoid and group case is that the cellular automata of [43] in fact generate a finite monoid, while in the case of group actions, any group of cellular automata having a trivial centralizer has to be infinite, according to the following theorem. We follow [40] , but this is a modest elaboration of [25] . Theorem 7.2. Let G be any finite group of automorphisms on a mixing SFT X, and Γ any finite alphabet. Then there is an embedding φ : Aut(Γ Z ) → Aut(X) such that φ(f ) commutes with g for all f ∈ Aut(Γ Z ) and g ∈ G.
Proof. Without loss of generality, we may assume Γ = {0, 1}, since the automorphism groups of full shifts embed into each other [25] . (Alternatively, one can directly modify the proof below.) Let X ⊂ Σ Z . Without loss of generality, we can assume G acts by cellwise symbol-permutations. Namely, by the conjugacy mapping x ∈ X to y ∈ (Σ G )
Z by (y i ) g = g(x) i , the action of G becomes a cellwise symbol-permutation. We may of course also assume the action is faithful. Since X is mixing, there exists a point x ∈ X on which the action of G is free (|Gx| = |G|) and thus there exists a word w ∈ X such that whenever w appears in a point, the action is free on that point. Using a higher block presentation [30] , 15 we can thus further assume that there is a symbol a ∈ Σ such that |A| = |G| where A = Ga (where by Ga we mean the orbit of a under the symbol permutations by which G acts). We may further assume that the subshift Y of points x ∈ X where no element of A appears has positive entropy, by possibly passing to yet another higher block presentation. We may assume that the forbidden patterns defining X are of size 2, again by passing to a higher block presentation.
Since X is mixing and Y has positive entropy, there exist v, v ′ ∈ Σ * such that for any large enough m there are many words avwv ′ a and w ∈ (Σ \ A) m . To see this, observe that by mixing and positive entropy of Y , for some symbols b, c ∈ A and for all large enough m = |w| there are many words of the form bwc which occur in X, such that w does not contain symbols in A. By mixing of X, there are then many words of the form aubwcu ′ a where u and u ′ are two fixed words. By picking a large m, performing yet another block coding and replacing a by cu ′ aub, we may assume there are at least 4 words occurring in X of the form awa where |w| = m and w contains no symbol in A, and enumerate them as
Now, all words of the form aw i1 aw i2 a · · · aw i ℓ a for i j ∈ B occur in X. Write ψ for the obvious bijection between words of this form and words over the alphabet B. A word of length ℓ over the alphabet B represents an element of {0, 1} 2ℓ through the bijection π :
If f ∈ Aut({0, 1} Z ), abusing notation we define an action of f on words of the form v = aw i1 aw i2 a · · · aw i ℓ a by
where by π(ψ(v)) Z we denote the unique point y with σ-period 2ℓ and y [0,2ℓ−1] = π(ψ(v)). Intuitively, this means applying the local rule of f 'on the top track' of the word ψ(v), the left-right reverse of its local rule on the bottom track, and turning around corners in a natural way, to simulate an action of f on a periodic point of period 2ℓ. Then φ is a homomorphism from Aut({0, 1} Z ) to the permutation group of {0, 1} 2ℓ . We now define φ(f ) to X by applying φ(f ) as defined above to maximal subwords of the form aw i1 aw i2 a · · · aw i ℓ a (extending to the infinite case in the only possible consistent way), obtaining a homomorphism from Aut({0, 1} Z ) to Aut(X).
The images of this homomorphism do not commute with the action of G. To make them commute, note that the set positions of a point x ∈ X where a symbol from A appears is preserved under the action of G. In particular, words of the form bu i1 bu i2 b · · · bu i ℓ b that are in the G-orbit of a word aw i1 aw i2 a · · · aw i ℓ a 15 Note that this preserves the property of G acting cellwise.
have no nontrivial overlaps for distinct b, ℓ and i j . Thus, we modify the definition of the maps φ(f ), and define them on such words bu i1 bu i2 b · · · bu i ℓ b by conjugating by the unique g ∈ G such that gb = a.
Note that centralizers of finite groups of automorphisms are precisely the automorphisms of G-SFTs [5] where G is finite and acts faithfully (though not necessarily freely), if a G-SFT is considered as a (G × Z)-dynamical system.
One may wonder if there is a compactness result about Ryan's theorem stating that any set of automorphisms having trivial centralizer in fact has a finite subset with this property. This is doubtful, as if there exists a locally finite group acting by automorphisms and having a trivial centralizer, then there is no such compactness result by the previous theorem. However, we do not attempt to construct such an action here.
Full shifts on other groups
In the introduction we emphasized the mixing SFTs as a natural setting for the result. Another natural setting are full shifts on more general groups [12] . There are technical difficulties with generalizing the result to torsion groups (already in the abelian case). Namely, finite points can have nontrivial stabilizers when G has torsion elements: Proposition 7.3. Let G be a countable group and Σ ∋ 0 a nontrivial alphabet. Then there is a nonzero finite point x ∈ Σ G with a nontrivial stabilizer if and only if G has a torsion element. In particular the automorphism group of a full shift on a non-torsion-free group never acts transitively on nonzero finite points.
Proof. For the first claim, let x be a finite nonzero point with a nontrivial stabilizer, and suppose g = 1 and gx = x. Let A ⊂ G be the support of x, so that the support of gx is gA = A. Then g acts bijectively on the finite set A ⊂ G by a → g · a, so that g n · a = a for some n and a ∈ A. It follows that g n = 1, and g is a torsion element. Conversely, if
For the second claim, defining y h = 1 ⇐⇒ h = 1 we have gy = y for any g = 1. If gx = x, then no automorphism can take x to y.
As for torsion-free groups, the proof of the main theorem seems to generalize directly to Z d and the same idea seems to work more generally on biorderable groups, but the general case is harder, since it is hard to make heads appear in a controlled way without knowing the geometry of the group. Question 7.4. Let Σ = {0, 1, 2, 3}, and let G be finitely generated and torsionfree. Is there a finitely generated subgroup of Aut(Σ G ) that acts ∞-transitively on the nonzero finite points?
In the case of nontrivial torsion, one could of course require only transitivity between finite points with the same stabilizer, or alternatively only consider finite points with a trivial stabilizer, to get a definition for an action to be 'as transitive as possible', and ask similar questions.
Finite witnesses for not being a shift map
The following lemma was needed in the introduction.
Lemma 7.5. Let X be a pointed mixing SFT and g ∈ Aut(X) \ σ . Then there is a nonzero finite point x ∈ X such that g(x) / ∈ O(x).
Proof. We may suppose g(0 Z ) = 0 Z , as the claim is trivial otherwise. Let r be the radius of g, that is, the minimal r ∈ N such that g(x) i is uniquely determined by x [i−r,i+r] . Consider a point where a pattern 0 m u0 m occurs, where m ≥ 2r and u is nonzero. Since g is an automorphism, there must be a nonzero symbol at distance at most r from the support of u, since otherwise ...000.u000... is mapped to 0 Z . It follows that for any point x = . . . 000.u0 m v000 . . ., if g(x) = σ k (x), then necessarily |k| ≤ r + |u|. If g / ∈ σ , then there is a point y ∈ X such that g(y) / ∈ {σ j (y) | j ∈ [−r − |u|, r + |u|]}. Picking x = . . . 000.u0 m v000 . . . so that v contains a large central pattern of y, we obtain that g(x) cannot be in the σ-orbit of x.
Basic facts about k
We defined the invariant k(X) for a subshift X in Definition 3.1. Here we make some easy observations and ask some questions.
First, note that the automorphism group is always countable, so that we need not distinguish between infinities, justifying the a priori sloppy notation k(X) = ∞. The case k(X) = 1 cannot happen for any subshift X: if we can take F = {f }, then since f • f = f • f , f is a power of the shift. But then F = {} suffices since every automorphism commutes with the shift. The case k(X) = 0 is equivalent to shift maps being the only automorphisms, which is common for minimal subshifts [37, 14, 15, 17] . It can also happen for trivial reasons, and in particular it is true for the minimal SFTs, that is, subshifts consisting of the orbit of one periodic point. The case k(X) = ⊥ is equivalent to the center of the automorphism group containing an automorphism that is not a power of a shift, which is again common for minimal systems [9, 42, 20, 17] and can also happen for SFTs for trivial reasons, as it happens in the two-point subshift X = {0 Z , 1 Z }. By Ryan's theorem, k(X) = ⊥ for all mixing SFTs. For the finite SFT X n = {0 Z , 1 Z , . . . , (n − 1) Z } where n ≥ 3 (in other words, the identity function on {0, . . . , n − 1}), we have k(X n ) = 2 since symmetric groups are generated by two permutations and have trivial center. (For the general case of a finite subshift see Proposition 7.9.) Question 7.6. What is k(X) for an infinite mixing SFT X? Is it computable? Is it always finite? Is it always 2? Is k(Aut({0,
In the proof of Theorem 2.2, we needed symbol-permutations in addition to the generators of G to ensure g fixes 0 Z . Two symbol-permutations suffice for this, so k({0, 1, 2, 3} Z ) ≤ 10. For a group G, write k(G) for the cardinality of the smallest subset F of G that has trivial centralizer, that is, g∈F C G (g) = {1 G } if such F exists, and k(G) = ⊥ otherwise (that is, when G has nontrivial center).
Lemma 7.7. For every finite group G, there exists a minimal subshift X G with k(X G ) = k(G).
Proof. Let X G be a minimal subshift with Aut(X G ) ∼ = G × Z where the Z corresponds to powers of the shift. Such a subshift exists by [20, 17] . Then if F ⊂ G is such that g∈F C G (g) = {1 G }, there is clearly a corresponding set of automorphisms of size F , so that In the category of countable subshifts, we can have k(X) = ∞:
Z be the (Cantor-Bendixson rank 3 countable sofic) subshift where every word with at least 3 symbols 1 is forbidden. Then up to a shift, every automorphism is simply a finite-support permutation of N (as it permutes the distance of two 1s). Thus if F is any finite set of automorphisms, we can assume it to come from a finite set of finite-support permutations P of N. Any permutation π that is the identity on the support of the permutations in P commutes with them, and automorphisms corresponding to such π need not be shift maps. On the other hand, the automorphism group is easily seen to have only shifts in its center, so k(X) = ∞.
In the category of finite subshifts (which are just permutations on a finite set), it is easy to solve the possible values of k(X) by a bit of case analysis.
If X is a nonempty finite subshift, then the shift map σ : X → X is a permutation. Let c i be the number of cycles of length i in the cycle decomposition of σ. Let P = {i | c i ≥ 1} and n = |P ∩ [2, ∞)|. If P ∩ [2, ∞) = {ℓ} let c = c ℓ and otherwise let c = ⊥. Proposition 7.9. Let X be a nonempty finite subshift, and let c i , P, n, c be as above. Then k(X) ∈ {⊥, 0, 2} and
Proof. We perform a case analysis based on the values of c 1 , n and c. The Boolean formulas in the statement are obtained by picking the corresponding rows. 
, so f does not commute with a. It follows that f preserves orbits, that is, f (n, i) ∈ Z ℓ × {i} for all n, i. Commutation with b implies that f is a power of σ.
We also have k(X) = 2 for larger c: define F = {a, b} where a and b are defined as follows: a(n, 0) = (n, 1), a(n, 1) = (n, 0) and a(n, i) = (n, i) for i ≥ 2, and b(n, i) = (n, i + 1) for all n, i. Consider any bijection f : X → X commuting with a, b and σ. Observe that every permutation of the second component can be implemented with a and b. This implies that for all n, i, we have f (n, i) = (n ′ , i) for some n ′ , since the symmetric group on c elements has trivial center. By commutation with b, again f is a power of σ.
Other examples of ∞-transitivity
We gave two examples of ∞-transitivity in infinite groups in the introduction. . This action is well-defined on the countable set of dyadic rationals, and on this set the action is ∞-transitive.
Proof. We assume familiarity of the action of V on binary trees [11] . Let x 1 , x 2 , . . . , x k be distinct dyadic rationals, and take n such that
n for all i and some k i ∈ [0, 2 n ). Then a permutation π of the x i can be implemented by permuting the nth level of the full binary tree. Every such permutation is in V .
Example 7.11. The topological full group of an infinite minimal subshift X is defined by its action on X. This action is well-defined on the (countable) shift-orbit of every point. There is a finitely generated subgroup of this group, namely its commutator subgroup, that is ∞-transitive on every shift-orbit.
Proof. The commutator subgroup is finitely generated [33] . We sketch a proof that the commutator subgroup is ∞-transitive on orbits directly, only using the assumption that X is aperiodic. Fix a point x ∈ X. Let k be arbitrary and let n ∈ N. We show that we can permute the points x i = σ −i (x) where i ∈ [1, n] arbitrarily by an element of the commutator subgroup, proving ∞-transitivity. Let π be any permutation of [1, n] .
First, we note that there exists a clopen set C such that x ∈ C, and y ∈ C implies σ −ℓ (y) / ∈ C for all ℓ ∈ [1, n + 2]. Namely, consider the word
for some ℓ, then x has a central pattern with period ℓ of length t ′ − ℓ. Since X contains no ℓ-periodic points for any ℓ, for any individual ℓ there must be an upper bound t ℓ on t ′ . Pick t to be the maximum of the t ℓ for ℓ ∈ [1, n + 2]. Then C = {y ∈ X | y [−t,t] = x [−t,t] } is the desired clopen set for some large enough t.
Extend π to an even permutation of [1, n + 2] by acting either as a transposition or as identity on the two new elements. Given a point y, let j(y) ∈ N be minimal such that σ j(y) (y) ∈ C if such j(y) exists (in the minimal case it always does) and otherwise j(y) = ∞. If j(y) ∈ [1, n + 2], define
and otherwise define f π (y) = y, so that f π permutes the points σ −i (y) for i ∈ [1, n + 2] according to π whenever y ∈ C. Since the commutator subgroups of symmetric groups are the corresponding alternating groups, f π is easily seen to be in the commutator subgroup of the topological full group of X.
Note that these examples are not about 'orbit'-transitivity but normal transitivity. Orbit-transitivity is very specific to automorphism groups of dynamical systems (or more generally automorphisms of group-sets), and other types of groups would have their own 'obvious restrictions'. For example, for linear groups we would require transitivity on linearly independent sets only, and for Thompson's F and Thompson's T we might only require transitivity on ordered sets of dyadic rationals rather than all tuples.
Commutator subgroup action on pointed mixing SFT
We sketch the proof that the commutator subgroup of the automorphism group of a pointed mixing SFT acts ∞-orbit transitively on the set of nonzero finite points. Here it is useful to have a characterization of ∞-orbit-transitivity in terms of permutations.
Lemma 7.12. Let G and H be groups whose actions commute on a set X, and let X 0 ⊂ X be a subset of X 0 closed under the action of H and containing infinitely many H-orbits. Then G acts ∞-orbit-transitively on X 0 if and only if for every finite set (x 1 , . . . , x k ) where the points x i are from different H-orbits and every even permutation π : {1, . . . , k} → {1, . . . , k} there exists g ∈ G such that g(x i ) = x π(i) for all i.
Proof. Let (x 1 , . . . , x k ) and (y 1 , . . . , y k ) be k-tuples of elements of X 0 such that the elements x i are pairwise in different H-orbits, and the same holds for the y i as well, and we want to map x i to y i for all i. Since there are infinitely many disjoint H-orbits, we may assume k is even.
Let (z 1 , . . . , z k ) be points with H-orbits distinct from those of the points x i and y j . The transformation (x 1 , . . . , x k ) → (z 1 , . . . , z k ) is a restriction of the even permutation of (x 1 , . . . , x k , z 1 , . . . , z k ) that transposes x i and z i for all i, and thus by the assumption there exists g ∈ G such that g(x i ) = z i for all i. We can deal with the transformation (z 1 , . . . , z k ) → (y 1 , . . . , y k ) similarly, showing that G is ∞-orbit-transitive on X 0 . While g (13) and g (23) are not in the commutator subgroup, we note that the only important property of g (23) is that it allows turning prepregood vectors into pregood ones. For this we need that in a word containing only walls it introduces at least one particle, does not remove every wall, and does not eliminate every particle in a word containing only particles.
We can reproduce the behavior of g (23) as follows: Consider a prepregood vector x ∈ X (k) 0 . First, apply the automorphism that performs the permutation (0200 0210) • (0220 0230) in every coordinate where it applies. A short case analysis shows that this rule gives a well-defined involutive automorphism, which can be written as a commutator as in the second paragraph of the proof. When applied to a subword w ∈ {0, 2} * of a configuration, it introduces a particle to the right of, or on top of, the rightmost wall, unless there are three walls at the right end of the word. We then repeatedly apply the particle rule. After this, all points that contain walls and do not contain at least three walls as their rightmost symbols contain particles, and still every coordinate of x is prepregood. Then use the automorphism implementing the permutation (22000 22010) • (22020 22030). This is again well-defined and is a commutator, and it introduces particles in all coordinates of x that contain(ed) at least two walls as their rightmost symbols. After again applying the particle rule, we get that every coordinate of the resulting vector contains a particle, giving a pregood vector. To get good vectors, we replace g (13) by two automorphisms in a symmetric way.
As for the replacement of G 3 , we know that it is enough to take f π,s with π : A ℓ → A ℓ taken from a finite set of even permutations, by Lemma 5.2 and a slight modification of the proof of Lemma 5.4. The only problem is that the coordinate swap (ab ba), which is needed to apply rules to arbitrary subsequences, does not give an even permutation of words (since our alphabet is of odd cardinality). However, one can use even coordinate permutations to obtain a finite generating set for G ′′ 0 , σ , and G ′′ 0 already acts ∞-transitively by Lemma 5.4. Even permutations are generated by pairs of disjoint two-cycles when ℓ is large enough, since large enough alternating groups are simple and cycle type is conjugacy invariant, so each f π,s can be written as a composition of involutions that are in the commutator as in the second paragraph of the proof.
Finally we replace f σ,s by a map that is a composition of involutions that are commutators. For this, we retrace the steps of the proof of Lemma 5.8, but when defining π we pick a large m and use four sets: U 1 = {A m+1 sA m−1 }, U 2 = {A m sA k sA m−1−k | k ∈ {0, . . . , n−2}}, U 3 = {A m sA n+k sA m−n−1−k | k ∈ {0, . . . , n − 2}}, and U 4 = {A m sA 2n+k sA m−2n−1−k | k ∈ {0, . . . , n − 2}}. All of these sets have cardinality (n − 1) 2m , and are disjoint. Now we can have π act on U 1 ∪ U 2 as an involution, mapping π(U i ) = U 3−i , and similarly defining π on U 3 ∪ U 4 in an involutive way, to get an involution π on U 1 ∪ U 2 ∪ U 3 ∪ U 4 .
The lengths 2m + 1 can be chosen to be divisible by three, and for large enough m, Lemma 5.7 applies, and we can perform π by a local rule by Lemma 5.6. On U , π can be written as a composition of pairs of cycles, and thus as a com-position of involutions that are also commutators, as in the second paragraph of the proof. Thus the automorphism f π , obtained from Lemma 5.6, can be written in terms of automorphisms that are involutions and commutators because the map γ obtained from the lemma is a group homomorphism. We deal with τ similarly, obtaining a map f which is a composition of involutions that are commutators, and acts as f σ,s on Y 1,s .
We also obtain a version of Theorem 2.2 in this setting.
Theorem 7.16. For Σ = {0, 1, 2, 3} there is a finite set F ⊂ Aut(Σ Z ) such that each element of F is a commutator of two automorphisms, and a composition of involutive automorphisms, and if f commutes with every g ∈ F , then f ∈ σ .
Proof. If f commutes with the cellwise symbol-permutation (1 2 3) (which is a commutator of two automorphisms and a composition of involutive automorphisms), then it maps 0 Z to 0 Z . We conclude as in the proof of Theorem 2.2 using Theorem 7.15.
