(1) Incomplete knowledge of the radicand due to inspecting only part of it, and (2) Reading out a value that is not a full-width word. These two elements must be carefully chosen to minimize the table size (Fig. 1) .
Introduction
Like division, the most common implementations of square-rooting are based on digit-recurrence or convergence schemes [ParhOO] . In digit-recurrence schemes, digits of the square root are determined one at a time, beginning with the most significant one. The latency is proportional to the number k of digits in the square root, with the constant of proportionality ranging from a few gate delays, for schemes based on redundant digit sets and carry-save addition, to slightly more than the delay of a k-bit adder, when a full additionlsubtraction is required in each cycle.
Convergence schemes, on the other hand, often require fewer (say, O(1og k)) cy,cles, but each cycle typically involves multiplications and/or divisions. To make such schemes competitive for common word widths, a table lookup step is used to produce an initial approximation to the root, thus reducing the latency by ensuring faster convergence. Proof: Suppose 2h digits of z are inspected to deduce q(h). From the conditions being within r h of the correct value, from either side).
The main notation used is defined below and in Fig. 1 
Looking up the First h Digits of q
We first focus on the problem of determining the first h These inequalities yield the following bounds for q(h)rk -digits of q = 4 z via table lookup. The resulting digits (i.e.,
9-1 through 4-h)
provide an approximation to q that is guaranteed to be in the interval (q -rh, 41. Note, however, that an appr0,ximation guaranteed to be within the one-sided interval (q -r h , q] does not imply agreement in h digits and is, therefore, a laxer condition than the latter. Still laxer is the requirement that the approximation have an error of less than rh, as this would allow the approximate value to lie in (q -rh, q + rh). This last type of approximation will be discussed in Section 3.
Radicand

Fig. 2. Requirements for approximation to
matching the exact value in h digits.
Note that the width of the permissible interval for q(h)rh, defined by the inequalities above, is strictly less than 1, so the existence of an integer q(h)rh in the interval is not automatically guaranteed. A necessary and sufficient condition for the existence of an integer @)rh between the bounds given above is:
Let z(2h) = (q(h))2 + 6, where 6 satisfies 0 5 6 5 2q(h)r-h.
The upper bound provided for the residual 6 is justified by noting that 6 is a 2h-digit number and that increasing its value beyond 2q(h)r-h, even by only r2h, would make z(2h) 2 (q@) + rrh)2, thus contradicting the premise that q(h) matches the first h digits of q. The right-hand side of our preceding necessary and sufficient condition is q(h)rh, thereby turning the condition into
which is always satisfied (proof via squaring). To show that 2h digits are necessary, consider a radicand z such that:
The lookup table supplying the first h digits of 4 (Or 4(*)) must, of course, be h digits wide. Theorem 1 provides a lower bound of r2h on the length of the lookup table and shows that this bound can be matched, thus solving the problem completely. Note that the need for using 2h digits of the radicand to determine h digits of the square root is
AS an example, for h = 3 and r = 10, we might choose z(4) = .2034, lading to q(2) = -45 and 6 = .~0 9 .
If the next two digits of z are 00 (i.e., Z-2h+l = 2-2h = 0), we have:
Hence, 4(h) = q(h-l), as expected. On the other hand, if the implicit in the workings of the pencil-and-paper square root next two digits of z are 0 1 , the identities
suggest that q(h) = q(h-l) + rh. it is sufficient to inspect h digits of P. Furthermore, the resulting rh-entry table of h-digit words is optimal for r 2 3 (for r = 2, see Theorem 3).
Proof: Let the table entry q' for z("') be the h-digit rounded version of the midpoint m defined as:
Since the rounding error for m is upper bounded by r h / 2 , it suffices to choose w such that m is less than rWh/2 away from the extremes m) and w. Achieving this goal requires that 4 -
which can be written as:
In view of the following inequality (easily proven by squaring both sides)
it is sufficient to guarantee r W / 2 s r-h. This last inequality is clearly satisfied for w = h.
We have already discussed why the table width cannot be reduced below h digits (see the first paragraph in Section 3). We now show that the table length cannot be reduced below rh words for r 2 3, when digits of z must be dealt with in their entirety; that is, q' cannot be properly chosen based on h -1 digits of z , no matter how wide the table (i.e., even when the rounding error is zero). For this, it is sufficient to show that for some value of z(~-~), we have:
Choosing z(*-l) = l/r2, turns the preceding inequality into r/4 2 r-1 + rh which always holds for r 2 3. This concludes the proof that an rh-entry table of h-digit words is optimal for r 2 3.
Theorem 3 shows that in most cases, the table size of rh words by h digits can be reduced by a factor of 2, including in the important special case of r = 2 for which the table size becomes 2h-1(h -1) bits, given the aforementioned factor-of-2 reduction in length combined with the fact that the leading bit 4-1 = 1 need not be storzd. ,4 is necessary and sufficient to inspect h rlogp-1-1 bits of the binary encoding of z, where each radix-r digit of z is separately encoded as a flog2rl-bit binary number.
Proof: We proceed as in the proof of Theorem 2, except that we assume the inspection of w -1 whole digits and the most-significant flogp-1-1 bits of the encoding of the wth digit in z. Everything remains the same, except that the uncertainty in the value of z becomes about 2 r W (one rw contributed by all the uninspected digits beyond the wth and another by the ignored least significant bit of z-~). Our sufficient condition then becomes
where z' is the, value of z based on the first h f logy1 -1 bits in its binary encoding (note that here we cannot use the
given that the first w digits of z are not inspected in full).
Proceeding in the same way as in the proof of Theorem 2, we get the sufficient condition rW I r h , which is clearly satisfied for w = h.
The proof that the table size cannot be further reduced is similar to that in Theorem 2. Ignoring one more bit of the encoding of z in the table lookup increases the uncertaintly in the value of z to about 4 r w . Thus, the optimality of the preceding result on lookup table size would follow from proving that the following inequality holds for some z':
A---fi 2 2 r h Choosing z' = 1/r2 turns the preceding inequality into:
This last inequality cannot hold for r 2 3 or for r = 2 if we exclude the uninteresting case of h = 1.
Based on Theorem 3, in the common case when radix-r digits are encoded in binary, the table size can be reduced by a factor of 2 relative to what Theorem 2 suggests. Interestingly, the fact that for r = 2, the table length can be rcduced to 2h-1 (as observed in the proof of Theorem 2) also fcllows as a corollary to Theorem 3.
Conclusion
Using interval analysis, we have derived the minimal lookup table size for obtaining an initial approximation to the square root function that provides the first h digits of the root (Theorem 1) or that offers h digits of convergence (Theorems 2 and 3) . Contents of the required tables are also explicitly given in the respective proofs.
An interesting question that might be considered for further research is whether a maximum error of E that is not a negative integral power of r could lead to a smaller table. This might be useful, for example, in iterative schemes for word widths that are not powers of 2. 
