of the standard FFT (for N < 16, the Dirichlet kernel interpolation is always more efficient). It is also worth noting that for these values, and small N , the CP is more attractive than the Yaroslavsky; otherwise, there is little computational difference between the two FFT-based methods. In addition, as N decreases, the computational saving introduced by using the Dirichlet kernel, instead of an FFT-based method, increases. However, it should be noted that the complexity of the FFT-based algorithms may be improved by "pruning" [7], [14] (the elimination of operations on zeros) but requires further careful programming. In light of this, the Dirichlet kernel interpolation method appears to be the most straightforward to implement and the least computationally complex, numerically stable method.
I. INTRODUCTION
In recent years, a lot of work has been done on the multiresolution analysis (MRA) and representation of stochastic processes. The primary approach has been to study and model the random coefficients in the wavelet transform of random processes. For example, see Dijkermann and Majumdar [4] , Flandrin [5] , Tewfik and Kim [10] , Wornell [11] , Zhang [12] , and the references therein. On a different note Benassi and Jaffard [1] have shown that a large class of Gaussian processes can be synthesized as X(t) = 6 j;k c j;k j;k (t), where fc j;k g are i.i.d. N (0; 1) random variables, and j;k (t) is obtained from a wavelet j;k (t) by the application of a suitable operator. In particular, their class includes Gauss-Markov processes and fractional Brownian motion (fBm). Recently, Sellan [9] obtained a similar synthesis of fBm but with the choice of an initial wavelet such that (1) is also a wavelet.
In this correspondence, we show that for processes synthesized by fractional integration of white process, the MRA of the reproducing kernel Hilbert space associated with the process leads to an orthogonal decomposition similar to that obtained by Benassi and Jaffard [1] and Sellan [9] . We prove that the decomposition converges almost surely and uniformly in t over all finite intervals (Lemma 1). This strong property enables us to make statements about the sample path properties of the components of the process at different scales. This sheds light on the multiresolution structure of the process (Theorem 2). We also show that the random coefficients in the decomposition can be evaluated almost surely (Theorem 3). This is a feature that distinguishes between multiresolution synthesis and multiresolution analysis, and from this point of view, the work of Benassi and Jaffard [1] and Sellan [9] may be considered to belong to the former category, whereas our work belongs to the latter. We also indicate the possible use of such a decomposition for local analysis (Theorem 4).
The correspondence is organized as follows. Section II establishes the notation and discusses preliminaries required in this correspondence. The main results are stated in Section III, whereas Section IV presents the conclusion.
II. NOTATION AND PRELIMINARIES
Following [7] , fractional integration of order q > 0 is defined by Note that when q is a positive integer, (1) is a q-fold integral expressed as a single integral using integration by parts. The definition can be extended for any real q (see [7] ), where for negative integer values of q, d 0q f(x) correspond to the qth derivative. In the general case, d q is referred to as differintegration [7] of order q: We will often use f (q) to
Consider the Gaussian process obtained by fractional integration of white process X(t) = t 0 (t 0 y) 01 dB(y); > 0:5; t 0 (2) where B(t) is the standard Brownian motion, and the integral is understood in the mean squared sense. For = 1, X(t) is a Brownian motion. By HX, we denote the Hilbert space of second-order random variables spanned by fX(t);t 0g; endowed with the usual inner product hx; yi := E(xy): By H , we denote the reproducing kernel 1) , we refer to the edge adapted wavelets in [2] . In this correspondence, the distinction in notation between the edge and interior functions is understood implicitly and is dropped for simplicity. We will use and to denote the wavelet and the scaling function respectively. 2) \j Vj = f0g: Proof: The proof follows directly from the comments in the previous section and will not be presented here (see [3] for details).
III. MAIN RESULTS

Theorem
Remark 1: In Sellan [9] , fc 0;k ; k 2 Zg is an ARIMA process while it is an i.i.d. sequence in (3) . By allowing correlation between fc 0;k ; k 2 Zg, we can use wavelets for the orthogonal decomposition of fBm [9] . Now, we will prove that, under some mild conditions, (3) converges almost surely.
Lemma 1: Let 1 , and let the wavelet and the scaling function be such that a) they have compact support, and b) they are differintegrable, then the series in (3) converges almost surely and the convergence is uniform in t on every finite interval.
Proof:
We need to prove the result for = 1 only. The result for > 1 follows from the fact that term-by-term fractional integration of a uniformly convergent series of differintegrable functions converges uniformly (see [7] ). Now, the proof for the case of Brownian motion ( = 1) will be presented. The process can be written as B(t) = 6 1 k=0 c 0;k fd 01 0;k g(t) + 6 1 j=0 6 1 k=0 d jk jk (t), where jk = fd 01 j;k g(t) Further, for any point t, due to the compactness of support, a maximum of, say, n basis functions contribute. This number does not depend on j: Hence, e j := k6 k d jk jk (t)k 1 2 0j=2 Mn max k jd jk j: From this point on, the proof is the same as in [6] for the special case of a Haar basis.
This type of convergence is not mentioned in neither [1] nor [9] . As we will see, Lemma 1 has some strong implications. Then, under the assumptions of Lemma 1, we have the following. 1) Xj+1(t) = Xj(t) + Zj(t):
2) fX j (t)g is orthogonal to the processes fZ k (t)g for k j: 3) X j (t) ! 0 almost surely as j ! 01: 4) fXj(t);t 2 [0; T]g ! fX(t);t 2 [0; T]g almost surely as j ! 1, and the convergence is uniform in t for all 0 < T < 1: Proof: This result follows directly from Theorem 1 and Lemma 1. The details can be found in [3] .
Remark 2: Property 5 in Theorem 2 is the equivalent of Property 3 in Theorem 1 for the collection of sample paths of the process. It is not difficult to see that the other properties are similar to the properties of MRA of function spaces. Thus, Lemma 1 entails a MRA-like structure on the collection of sample paths of the process.
We now address the issue of computation of the random coefficients in the decomposition (3) . where the interchange of summation and integral is justified by the uniform convergence of the series, and in going from the first line to the second, we have used integration by parts.
In practice it is difficult to use (4) directly. However, simulation results in [3] indicate that the discretized version of (4) may be used to estimate the true coefficient values. Due to space constraints, we omit the details. The purpose of the next result is to show that the decomposition (3) may be useful for local analysis. 
IV. CONCLUSION
We showed that the MRA of the RKHS associated with a processes synthesized by fractional integration of white process has desirable consequences on the process. In particular, it leads to an orthogonal, multiscale decomposition that converges almost surely and uniformly in t on finite intervals. This decomposition entails an MRA-like structure for the collection of sample paths of the process. Further, we showed that the random coefficients in the decomposition can be computed almost surely. Finally, we proved that to obtain more localized basis functions for the decomposition, we needs to choose a wavelet with sufficiently high number of vanishing moments.
