A virtual source model for Monte Carlo simulations of helical TomoTherapy has been developed previously by the authors. The purpose of this work is to perform experiments in an anthropomorphic (RANDO) phantom with the same order of complexity as in clinical treatments to validate the virtual source model to be used for quality assurance secondary check on TomoTherapy patient planning dose. Helical TomoTherapy involves complex delivery pattern with irregular beam apertures and couch movement during irradiation. Monte Carlo simulation, as the most accurate dose algorithm, is desirable in radiation dosimetry. Current Monte Carlo simulations for helical TomoTherapy adopt the full Monte Carlo model, which includes detailed modeling of individual machine component, and thus, large phase space files are required at different scoring planes. As an alternative approach, we developed a virtual source model without using the large phase space files for the patient dose calculations previously. In this work, we apply the simulation system to recompute the patient doses, which were generated by the treatment planning system in an anthropomorphic phantom to mimic the real patient treatments. We performed thermoluminescence dosimeter point dose and film measurements to compare with Monte Carlo results. Thermoluminescence dosimeter measurements show that the relative difference in both Monte Carlo and treatment planning system is within 3%, with the largest difference less than 5% for both the test plans. The film measurements demonstrated 85.7% and 98.4% passing rate using the 3 mm/3% acceptance criterion for the head and neck and lung cases, respectively. Over 95% passing rate is achieved if 4 mm/4% criterion is applied. For the dose-volume histograms, very good agreement is obtained between the Monte Carlo and treatment planning system method for both cases. The experimental results demonstrate that the virtual source model Monte Carlo system can be a viable option for the accurate dose calculation of helical TomoTherapy.
Introduction
The convolution/superposition (C/S) algorithm used in the TomoTherapy treatment planning system (TPS) for the dose calculation uses a point kernel calculated in water. 1 The algorithm inherently assumes equilibrium condition throughout the volume, and therefore under the circumstances that the assumption does not hold, large deviations (5%-7%) may occur. [2] [3] [4] [5] [6] Detailed Monte Carlo (MC) modeling, as the most accurate possible dose calculation method, simulates primary and scattered photons from the linac head and multileaf collimator (MLC) and contamination electrons. [7] [8] [9] [10] As a result of detailed modeling of individual component, large phase space files (PSFs)-containing particle information such as energy, position, direction, charge, regions of creation, or interaction of particles at different scoring planes is generated to facilitate the patient dose calculations. However, in the case that the complete mechanical drawing is not available or the PSFs are not achievable, the virtual source model (VSM) can be a good approximation. 11 Actually, most of the commercial TPS including TomoTherapy uses the VSM approximation for the source modeling. [12] [13] [14] [15] [16] [17] [18] [19] In the VSM, it is assumed that the particles originate from a single or multiple source locations. For TomoTherapy, the common multisource approximation as seen in the source modeling of conventional linacs can be reduced to a single-source approximation in view of the fact that the contribution of scattered photons for tomotherapy is much lower than conventional linacs due to its unique design. Previously, we have developed an MC simulation system based on the single-source VSM model for the purpose of developing a patient dose verification tool. 11 We have demonstrated in our previous work that the single-source VSM can achieve an agreement of <2% compared with the published full MC model for heterogeneous media.
In this work, we apply our MC simulation system for TomoTherapy to an anthropomorphic phantom with similar dose constraints and planning settings as in real clinical plans and perform thermoluminescence dosimeter (TLD) point dose and film measurements to compare with the TPS and MC results. The main purpose of this work is to validate the simulation system in the real clinical environment and to evaluate the VSM to be used as a viable option for quality assurance secondary check on dose distributions calculated by TomoTherapy TPS.
Materials and Methods

Tomotherapy VSM
The MC simulation system for TomoTherapy was established and commissioned as reported in our previous work. 11 For completeness, we describe briefly here. The MC system uses the VSM based on the machine commissioning data that were exported from the TPS in the format of eXtensible Markup Language. In building the VSM model, the scattered photons from the linac head and beam limiting devices such as jaws and MLCs were measured together with the primary photons. With the single-source approximation, the scattered photons were assumed to originate from the primary photon source. Electron contamination was excluded from calculation due to its negligible effect as demonstrated in the full MC model of tomotherapy. 9, 10 To account for the difference in penumbra and fluence of different jaw size (1, 2.5, and 5 cm), the 1-dimensional transverse profile (ie, cone profile) and 2D longitudinal profile (ie, jaw profile or jaw penumbra) for each individual jaw size were kept as part of the VSM. The effect of MLC modulation has been modeled by a transfer function called the ''leaf filter.'' The leaf filter is a profile that represents the fluence distribution for a given open/closed leaf configuration. Due to the tongueand-groove and penumbral blur effect, the actual fluence transmitted to a point under the direct path of a leaf of interest (LOI) is dependent on the state of its adjacent leaves, and the state of the 2 direct adjacent leaves (1 on each side) impacts the fluence profile of an LOI. Each leaf has its own leaf filter, and thus, the VSM contains 64 leaf filters as each leaf filter represents 1 MLC leaf. Taking the beam limiting devices (primary collimator, jaws, and MLC) into account, the 2D fluence map for each projection under the MLC can be modeled as f js ðs; x; yÞ ¼ CðxÞ Â J js ðx; yÞ Â L F ðs; xÞ; ð1Þ
where C(x) is the 1D transverse profile that is independent of the Y direction, and J js (x, y) is the 2D longitudinal profile. L F (s, x) is the fluence profile of a leaf configuration s¼ (s 1 , s 2 , . . . s i ) for a given projection. The sampling of a source particle was as follows: Its initial position was sampled from the fluence map f js (s, x, y), as shown earlier, at the MLC exit plane. The origin of the particle was sampled from the double Gaussian distribution at the target plane. 20 The direction of the particle was determined as the vector connecting the origin with the initial position. The transport of the particles was carried out using our in-house MC code, 21 which has been described in our previous work.
Measurements in an Anthropomorphic Phantom
To evaluate the accuracy of the VSM and the MC system, experiments were performed in an anthropomorphic RANDO phantom (The Phantom Laboratory, Salem, New York), which presents inhomogeneities as in clinical situations. The phantom is made of materials that emulate the different tissues in a human body, such as bone, muscle, and lungs. The phantom is sliced into 2.5 cm interval, and each slice of phantom material has a grid of holes that allows the insertion of TLDs. Treatment plans in the RANDO phantom were created as clinical plans with the same planning protocol. We used the fine grid option for both TPS and MC calculations in which the computed tomography (CT) image with original resolution of 512 Â 512 pixels was downsampled to 256 Â 256. To convert CT number to an MC phantom, an image value-to-density table with 4 materials (air, lung, soft tissue, and bone) was used. The material was assigned to each voxel by the predefined material density range. The uncertainty of material and density assignment was expected to introduce small dosimetric difference (<1.5%), 22 which was not considered in this study.
Dose Measurements With TLD
Twenty lithium fluoride (LiF:MgTi) TLD-100 chips (Model 168; Radiation Products Design, Albertville, Minnesota) and a Harshaw TLD reader (Model 3500; Thermo Scientific, Waltham, Massachusetts) were used for this study. The dimension of the TLD is 3.2 Â 3.2 Â 0.9 mm 3 . According to the manufacturer specification, repeatability can be within 2% or better and it was verified at initial use in our institution. The full anneal of the TLDs was performed with 400 for 1 hour, followed by 2 hours at 100 before irradiation. The element correction coefficient (ECC) for each TLD was determined by exposing the TLDs to a calibration dose of 200 cGy performed against an Exradin A1SL ion chamber (Standard Imaging, Middleton, Wisconsin) using an Elekta accelerator. The ECC was used to take into account the efficiency of each TLD, and the variation in efficiency can be reduced to 1% to 2%. The TLDs were wrapped with preservative film to avoid any contamination from the phantom in irradiation. The TLDs were removed from the phantom after irradiation and set at room temperature for 3 days in order to allow time for low-energy traps to decay. They were then read with a Harshaw TLD reader. Previous studies and observations made by other authors have shown that deviations between MC and C/S dose algorithm are more likely to occur at the regions close to air cavities or low-density tissues, bones, or high-density materials. 2, 6, 23 Therefore, we intentionally allocated some TLDs inside or on the border of these regions in an attempt to detect the difference when comparing the measurement to the 2 dose algorithms. Figure 1A and B shows an overview of the 20 TLD locations for the head and neck (H&N) and lung case, respectively. The planning target volume (PTV) contours were included in the figures to indicate the regions of large dose gradient.
Radiochromic Film Measurements
Relative dose distributions were measured in the same axial plane as TLDs in the RANDO phantom with EBT3 radiochromic films (Advanced Materials, Wayne, New Jersey). The films at the axial plane were carefully aligned in parallel to the beam rotation plane. The films were scanned with a VIDAR ProDosimetry film digitizer (VIDAR Systems Corporation, Herndon, Virginia). To create a calibration curve, we delivered known doses from 0.4 to 5 Gy to the cut film pieces using TomoTherapy machine. Then, the irradiated film piece was scanned to obtain the scanner response. 24 We used Radiological Imaging Technology (Colorado Springs, Colorado) film analysis software to calculate the g index 25, 26 between measurement and calculation with its other built-in functions such as autoregistration.
Head and Neck Case Plan
We created a treatment plan in the RANDO phantom by mimicking a clinical case of tongue squamous cell carcinoma plan. There were 2 PTVs that include the oral cavity. The prescription was 63 Gy to the 98% of PTV1 and 56 Gy to the 95% of PTV2 volume in 30 fractions. The critical structures were the brainstem, the spinal cord, the parotids, the optic nerves, and chiasm. The planning constraints used in the planning were (1) the maximum dose to the brainstem should be less than 54 Gy, (2) the maximum dose to the spinal cord should be less than 45 Gy, (3) at least 50% of both parotids should receive dose of less than 30 Gy, and (4) the maximum dose to the optic nerves and chiasm should be less than 10 Gy. We used 2.5 cm jaw size and 0.3 pitch for planning. The modulation factor (MF) was set to 2.0, and the actual MF was 1.76. The generated plan had 28.1 active rotations (1433 projections), and the treatment duration was 337.2 seconds for each fraction.
Lung Case Plan
For the lung case, we simulated a treatment plan in the RANDO phantom with a stereotactic body radiotherapy dose regimen. A large-size PTV was drawn inside the right lung, and the prescription was 50 Gy to 98% PTV in 5 fractions. The critical structures were the spinal cord, heart, and left lung. Dose constraints were used as in the clinical setting. The field width was 2.5 cm, and the pitch was set to 0.2. The actual MF was 1.74. The generated plan had 13.2 active rotations (673 projections), and the treatment time was 286.4 s for each fraction. In order to compare with TLD measurement, point dose has to be found out from the calculated dose distribution with the TPS and MC. As it is impossible to identify the exact position because the TLD has finite size, we contoured each TLD on the slice as a circle with the radius of 3 mm. The minimum, maximum, and mean values were calculated for the dose value inside the circle. Large difference among those values indicated large dose gradient at the contoured TLD location.
Results
Results for H&N Case Plan
We repeated the TLD dose measurements 3 times using the same TLD batch to decrease the measurement uncertainty. The average of 3 measurements was taken as the point dose value as shown in Figure 2A . The dose rate of each delivery was recorded and used for output fluctuation correction for the measurements. The minimum and maximum values at the TLD location were drawn as error bar in the figure, and the mean value was used to compare with measurement. As we can see, TLD 11, 14 , and 16 were located close to the PTVs, and thus, they were at the fast dose fall-off region. The maximum difference between the minimum and maximum value within the TLD circle was as large as 7.1 Gy. Nevertheless, the mean values were within 3% of the TLD measurement. The MC and TPS results at all these 20 locations agree with the TLD measurement within 5% relative difference as shown in Figure 2B . The root mean square (RMS) difference, calculated as ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi P i ðRDÞ 2 =20 q , where RD is the relative difference, was 1.8% and 2.8% for MC and TPS results, respectively. The isolines of 40, 50, and 60 Gy calculated by VSM MC and TPS are compared with the film measurement, as shown in Figure 3A and B, respectively. The film was placed at the distal end of oral cavity in the phantom slab, the same CT axial plane as shown in Figure 1A . The corresponding g maps with 3%/3 mm criterion are shown in Figure 4A and B. The dose threshold was set to 20 cGy in order to trim out the outside region of head because the film was cut to fit in the phantom. We can see that both MC and TPS results agree with measurement in most regions. Differences are seen in the oral cavity, mandible, and dental region. Table 1 shows the passing rates using different g index criteria. The passing rate is defined as the ratio of the number of pixels having g index less than 1 to the total number of pixels. As we can see, the passing rates calculated by the MC method are very similar to those calculated by TPS. The high-dose gradients make the distance to agreement (DTA) very sensitive to the film registration, as we can see that the passing rate increased from 85% to 91% by increasing the DTA from 3 to 4 mm. Good agreement between the MC and TPS method was obtained for both PTVs and other critical structures except left parotid as shown in Figure 5 . 
Results for Lung Case Plan
The point doses for the 20 TLD locations from the MC and TPS calculations compared with TLD measurements are shown in Figure 6A . The large error bars measuring the uniformity within the TLD location are shown for TLD 14, 15, and 18, as they are close to the PTV. However, for the mean values, both MC and TPS results are within 4% of the TLD measurement for all these 20 locations as shown in Figure 6B . The RMS of MC and TPS results is 1.1% and 1.6%, respectively. The results of isodose lines and g index maps are shown in Figure 7A and B and Figure 8A and B. Very good agreement (passing rate > 97.8%) is obtained between the results with MC and TPS calculations and film measurement, even to the lowdose region (12 Gy, 24% of prescription). The MC presents an area in PTV having statistical noise as we show the isodose line for the prescription dose (50 Gy). The corresponding g map shows slightly larger g values in this area. The statistical uncertainty achieved in the simulation was 0.5%. If the statistical uncertainty is decreased further, we expect the noise can be reduced, and thus, the g index values for that region will be improved. Comparing with measurement, the TPS, on the other hand, shows disagreement at the interface region of the chest wall and lung. The passing rates using 3 mm/3%, 4 mm/4%, and 5 mm/5% for the MC and TPS are 98.4% versus 97.8%, 99.8% versus 99.3%, and 100% versus 100%. For the dosevolume histograms, excellent agreement is obtained between the MC and TPS method for all structures except a slight difference in the left lung as shown in Figure 9 .
Discussion
An independent second check on the TPS-calculated dose or monitor units is common practice and recommended by international guidelines in radiation oncology. [27] [28] [29] [30] [31] [32] [33] [34] Tools such as in-house developed or commercial packages have been used for different modalities for the years past. For TomoTherapy, 3 approaches have been seen in such endeavors. One approach uses common dosimetric functions such as tissue phantom ratio and output factor (S cp ) for the central axis combined with lateral and longitudinal profiles (off-axis ratio) to calculate point doses. 27, 29 The advantage of the simple analytical correctionbased method is that the calculation can be very fast (within 1 minute). The other approach 28 uses the same dose algorithm (collapsed cone convolution) as in the TPS to calculate the patient 3D dose distribution, as in the ''final dose'' step in the TPS. The third approach 9,10 uses rigorous MC simulations, which takes the detailed machine information into account. This method provides the most accurate patient dose in 3 dimensions as the expense of speed as expected.
Since neither the mechanical drawing of the machine components nor the PSF was available to us, we developed a VSM in MC simulation for the dose calculation. The system automatically reads the exported DICOM CT images, radiotherapy (RT) plans, RT structures, and RT dose from the TPS and computes dose on the same CT image. Message Passing Interface (MPI) was implemented in the program so that it can run on multiple processors. Graphical user interface (GUI) was also developed for ease of use. Computing technologies such as secure shell and secure file transfer protocol were integrated so that the GUI is able to remotely execute the MC simulation in the cluster.
Good agreement (3 mm/3% criterion) was found for planar dose distributions for the lung case compared with measurement with 98% passing rate. For the H&N case, the comparison between the MC result and measurement was a little worse with the passing rate of 85.7% using the rigid criterion of 3 mm/3%, whereas the TPS gave a similar pass rate of 85.2%. By increasing the DTA to 4 mm, the passing rate was improved to 91% for both MC simulation and TPS. This indicates the alignment of calculated dose planar distribution to the film is essential as a slight shift in the high-dose gradient regions due to the apparent heterogeneity round the oral cavity could increase the g value. The other cause may come from the slight misalignment of the film plane to the CT plane. With 4 mm/4% criterion, the passing rate for both MC simulation and TPS reached 95.5%. Large discrepancy of the dose to PTVs encompassing lung tissue between MC simulation and TPS was not observed in our lung case. This could be due to the relatively large lung PTVs in our case as the discrepancy between the collapsed cone convolution and MC dose algorithm only becomes pronounced for the small fields. The agreement was very good with deviation within 0.5% for D95 for the PTV and slightly larger difference in the contralateral lung. However, from the g map at the measured dose plane, we did observe the larger difference between TPS and measurement at the interface region of the chest wall and lung, whereas the difference is much smaller for the MC result, although the MC simulation showed noises at the center of the PTV.
In our VSM MC method, the fluence map through the MLC is created with leaf filters, and thus, the calculation time spent Figure 8 . A, The g index map between MC-calculated planar dose and the film measurement. B, The g index map between the TPS-calculated planar dose and the film measurement. The g index was calculated with 3%/3 mm criterion. MC indicates Monte Carlo; TPS, treatment planning system. Figure 9 . The cumulative DVH comparisons for PTV and ROI structures calculated by TPS and MC method for the lung case plan. Dashed lines represent MC and solid lines TPS. DVH indicates dosevolume histogram; MC, Monte Carlo; PTV, planning target volume; TPS, treatment planning system. on the particle generation is negligibly small comparing the calculation time due to the simulation inside the patient volume. We used 10 processors in a cluster to carry out the calculation; 10 11 particles were simulated for both cases, and the statistical uncertainty was achieved at 0.16% and 0.17% after 1142 minutes and 1184 minutes running time for the H&N and lung test case, respectively. If the statistical uncertainty is increased to the clinically acceptable level of 2%, we expect the simulation time reduced by 100 times, which is around 12 minutes. This time frame is clinically acceptable for performing a secondary check on TPS dose. To further facilitate the usage of our MC system on a daily basis, the implementation of the MC code with graphics processing unit acceleration is currently under development.
