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Abstract
En este proyecto hemos estudiado un tipo muy importante de subvariedad dentro de la geo-
metr´ıa lorentziana: las subvariedades nulas. Esta clase de subvariedades es el objeto matema´tico
que permite el estudio de objetos f´ısicos de gran importancia, como los agujeros negros o los
horizontes de Killing. El presente trabajo esta´ dividido en tres partes principales. Primero, estu-
diamos todas las herramientas de las Matema´ticas y la F´ısica que necesitaremos para trabajar
con las subvariedades nulas en el espacio-tiempo. Para ello, exponemos definiciones y resultados
propios de la Geometr´ıa diferencial que nos permiten establecer el ambiente de trabajo: la geo-
metr´ıa lorentziana. Adema´s, estudiamos brevemente los postulados de la Relatividad especial
para ser capaces de entender la necesidad de su generalizacio´n: la Relatividad General. Una vez
establecidas las herramientas necesarias de la Relatividad General, como son el espacio-tiempo y
la causalidad, pasamos a estudiar las subvariedades nulas. En este cap´ıtulo hacemos un ana´lisis
sobre este tipo de subvariedades, en especial de las hipersuperficies nulas, viendo propiedades
importantes y mostrando algunos ejemplos de ellas. Por u´ltimo, tras haber revisado todas las
herramientas necesarias, estudiamos los agujeros negros. Para ello, vemos la definicio´n formal
y estudiamos diferentes me´tricas relevantes que representan este tipo de objetos f´ısicos.
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1. Introduccio´n
1.1 Motivacio´n del trabajo
Tras la reciente imagen de este an˜o del agujero negro supermasivo del centro de M87, una
galaxia a 55 millones de an˜os luz de la Tierra que permitio´ confirmar lo predicho por las ecua-
ciones de Einstein, la teor´ıa de la Relatividad General se encuentra entre el state-of-the-art en
investigacio´n cient´ıfica. De hecho, tomar una imagen como la de este an˜o marca el comienzo
de una nueva era en la astrof´ısica en la que se comprobara´ de forma muy exquisita la validez
de las ecuaciones de Einstein para la gravedad. As´ı, la Relatividad General se convierte en un
campo experimental y no solo teo´rico.
Figura 1: Primera imagen de la historia de un agujero negro [Fuente: [31]]
Es importante recordar que los agujeros negros son capaces de atrapar no solo la luz, sino tam-
bie´n la materia y el propio espacio-tiempo en su interior. Por tanto, los agujeros negros en s´ı
mismos son objetos completamente negros y carentes de rasgo alguno, as´ı que hasta ahora solo
se han “captado”por los inmensos efectos que provocan a su alrededor y la enorme energ´ıa que
desprenden. No veremos nada dentro de la “negrura”, sino que lo que observamos es la huella
de la energ´ıa liberada por el gas supercaliente que gira en su entorno y la radiacio´n que emiten.
Esta “sombra”luminosa es lo que nos dara´ informacio´n sobre co´mo se dobla el espacio-tiempo
en las proximidades del agujero negro. Tales son los avances, que recientemente la NASA ha
publicado una espectacular simulacio´n que muestra co´mo un agujero negro deforma el espacio-
tiempo:
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Figura 2: Simulacio´n de la NASA mostrando co´mo un agujero negro deforma el espacio [Fuente:
[31]]
Los agujeros negros se distinguen por un campo gravitacional tan fuerte que nada, ni siquiera
la luz, consigue escapar de ellos. La espectacular visualizacio´n realizada por la NASA ilustra
co´mo la brutal gravedad de estos pozos co´smicos deforma su entorno. Justo despue´s esta´ el
horizonte de sucesos. Pero no podemos esperar ver ninguna luz a la que podamos sen˜alar, pues
se trata de una frontera imaginaria. De hecho, si pudie´semos atravesar el horizonte de suce-
sos, no notar´ıamos ningu´n cambio, ya que no es una superficie natural, sino el punto de “no
retorno”del agujero. Pasando el horizonte de sucesos solo puede ocurrir una cosa: que sigamos
cayendo hacia el interior del agujero, sin posibilidad de dar marcha atra´s.
El horizonte de sucesos de un agujero negro esta´ vinculado a la velocidad de escape del objeto,
la velocidad que esa persona hipote´tica que se adentra en el agujero negro tendr´ıa que supe-
rar para escapar de la atraccio´n gravitacional del monstruo co´smico. Cuanto ma´s se acercara
alguien a un agujero negro, mayor ser´ıa la velocidad que necesitar´ıan para escapar de esa grave-
dad masiva. El horizonte de sucesos es el umbral alrededor del agujero negro donde la velocidad
de escape supera la velocidad de la luz.
Segu´n la teor´ıa de la Relatividad Especial de Einstein, nada puede viajar ma´s ra´pido a trave´s
del espacio que la velocidad de la luz. Esto significa que el horizonte de eventos de un agujero
negro es esencialmente el punto desde el cual nada puede regresar. Dentro del horizonte de
sucesos, se encontrar´ıamos la singularidad del agujero negro, que es el lugar donde la teor´ıa
afirma que toda la masa del objeto se ha colapsado en una extensio´n infinitamente densa. Esto
significa que el tejido del espacio-tiempo en torno a la singularidad tambie´n se ha curvado en
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un grado infinito, por lo que las leyes de la f´ısica tal y como las conocemos actualmente se
rompen.
Hasta ahora, sin embargo, la tecnolog´ıa no ha sido capaz de detectar directamente el horizonte
de sucesos de ningu´n agujero negro. Solo se ha podido observar la materia que se arremolina
en su entorno y que gira a grandes velocidades, o bien detectar los estallidos de radiacio´n que
emiten cuando algo es engullido por estas masas.
A pesar de ello, los cient´ıficos han trabajado duro para intentar confirmar la teor´ıa de la Re-
latividad de Einstein. De hecho, gracias a los datos del seguimiento efectuado durante 26 an˜os
sobre la estrella S2, en las inmediaciones de Sagitario A*, el agujero negro supermasivo que vive
en el centro de nuestra galaxia, los cient´ıficos han podido demostrar que en su punto de ma´ximo
acercamiento, la estrella sufre una pe´rdida de energ´ıa. La teor´ıa de la Relatividad General de
Einstein predice que los fotones deber´ıan sufrir una pe´rdida de energ´ıa, lo que se conoce como
desplazamiento al rojo gravitatorio. Eso es lo que ha conseguido medir el equipo cient´ıfico del
Consejo Superior de Investigaciones Cient´ıficas (CSIC), confirmando este resultado de la teor´ıa
de Einstein.
Los cient´ıficos no estaban muy seguros de que la teor´ıa de Einstein funcionara igual de bien en los
ambientes ma´s extremos de las galaxias, como los entornos de los agujeros negros supermasivos.
Sin embargo, como podemos ver, las recientes observaciones, el descubrimiento de las ondas
gravitacionales en 2017 y la imagen del primer agujero negro de este mismo an˜o, la teor´ıa de
la Relatividad General de Einstein se resiste a todas las experiencias que la ponen a prueba.
1.2 Visio´n general del estudio
En 1905, Albert Einstein propuso su teor´ıa de la Relatividad Especial. Esta teor´ıa conciliaba
la f´ısica de los cuerpos en movimiento, desarrollada por Galileo Galilei y Newton, con las leyes
de la radiacio´n electromagne´tica, obtenidas por Maxwell. Su principal postulado afirma que la
velocidad de la luz es siempre la misma, independientemente del observador. As´ı, la Relatividad
Especial permite que el espacio y el tiempo se entrelacen en un grado nunca antes imaginado.
A partir de 1907, Einstein comenzo´ a trabajar para ampliar la teor´ıa de la Relatividad Especial
para incluir la gravedad, o lo que llego´ a ver que era equivalente, sistemas acelerados. En 1915,
tras 10 an˜os de trabajo, el f´ısico alema´n Albert Einstein publico´ su famosa teor´ıa de la Teor´ıa de
la Relatividad en la que mostro´ que el espacio y el tiempo no eran dos entidades diferenciadas,
sino que formaban en realidad una entidad u´nica: el espacio-tiempo. Una especie de tejido en
el que se desarrollan todos los eventos f´ısicos del universo y que adema´s es maleable, ya que se
curva en presencia de la materia. Esta idea de co´mo la distribucio´n de masa-energ´ıa deforma
la curvatura del espacio-tiempo viene recogida en las ecuaciones de Einstein.
Como ocurre con toda teor´ıa de la F´ısica, es esencial definir y estudiar las herramientas de
las Matema´ticas que permitira´n modelizar nuestra realidad f´ısica. En este caso, la rama de las
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Matema´ticas que permitir´ıa desarrollar toda la teor´ıa de la Relatividad General es la Geometr´ıa
diferencial. La Geometr´ıa diferencial es el estudio de la geometr´ıa usando las herramientas del
Ana´lisis matema´tico y del A´lgebra multilineal. Los objetos de estudio de este campo son las
variedades diferenciables, sobre las que se pueden realizar construcciones te´cnicas muy u´tiles
como son los fibrados vectoriales, las derivadas (de Lie, interior, exterior, ...) o la conexio´n, que
sera´n el objeto de estudio del cap´ıtulo 2. Sin embargo, estos objetos no son suficiente para poder
modelizar el espacio-tiempo del que hablaba Einstein. Es necesario an˜adir otra herramienta que
enriquezca esta estructura matema´tica y nos permita modelizar la curvatura producida por la
materia: la me´trica.
Las me´tricas con las que hemos trabajado hasta ahora son me´tricas riemannianas. La geometr´ıa
de Riemann es el estudio de las variedades diferenciales con me´tricas de Riemann, es decir, una
aplicacio´n que a cada punto de la variedad le asigna una forma cuadra´tica definida positiva
en su espacio tangente. Gracias a esta herramienta es posible definir propiedades me´tricas que
nos permiten estudiar las propiedades de las variedades, como la distancia, el a´ngulo, etc. y
definir nuevas herramientas como el tensor de Ricci, el escalar de curvatura, las geode´scias, ...
Este tipo de me´trica, al ser positiva definida, trata todas las direcciones de la variedad de la
misma forma. Sin embargo, en el espacio-tiempo contamos con una direccio´n con propiedades
especiales: el tiempo. Por lo tanto, necesitamos considerar una herramienta que nos permita
distinguir una direccio´n del espacio-tiempo: la me´trica semi-riemanniana.
Una me´trica semi-riemanniana tiene la particularidad de no ser necesariamente positiva defini-
da, sino que simplemente es no-degenerada. En concreto, las me´tricas semi-riemannianas que
permiten distinguir una u´nica direccio´n se conocen como me´tricas lorentzianas. De esta forma,
podr´ıamos modelar el espacio-tiempo definido por Einstein como una variedad 4-dimensional
dotada de una variedad lorentziana, tal y como vemos en el cap´ıtulo 3.
Una de las principales caracter´ısticas que diferencian a la geometr´ıa lorentziana de la geometr´ıa
riemanniana es la existencia de lo que llamaremos subvariedades nulas. La clave para el estudio
de este tipo de subvariedades es el hecho de que una subvariedad inmersa en una variedad
lorentziana, en general, no herederara´ la estructura me´trica de su espacio ambiente. Al elimi-
nar la restriccio´n de no-negatividad de la me´trica, la herencia de la me´trica lorentziana en la
subvariedad puede producir degeneracio´n. Cuando la restriccio´n de la me´trica sobre una varie-
dad es degenerada decimos que la subvariedad es nula. En este caso, resulta imposible definir
construcciones geome´tricas necesarias para trabajar con el espacio-tiempo. La gravedad de la
situacio´n es tal que las ecuaciones de Einstein no esta´n bien definidas, pues al ser la me´trica
degenerada es imposible calcular su inversa y, consecuentemente, tambie´n el escalar de curva-
tura, implicado en las ecuaciones de Einstein.
Por tanto, nos encontramos con la imposibilidad de estudiar las subvariedades nulas con las he-
rramientas de las que disponemos. Podr´ıamos pensar que no es necesario estudiar este tipo tan
singular de subvariedades ya que no presenta intere´s f´ısico. Sin embargo, conceptos relevantes
de la f´ısica de la Relatividad General encuentran realizacio´n matema´tica en subvariedades nulas
del espacio-tiempo. Por ejemplo, las part´ıculas en ca´ıda libre esta´n modeladas por geode´sicas
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nulas y los horizontes de sucesos de agujeros negros por hipersuperficies nulas. Otros objetos
relacionados con la causalidad del espacio-tiempo, como son los horizontes de Cauchy o los
Killing horizons tambie´n pueden contener porciones nulas.
El estudio de las subvariedades nulas en la teor´ıa de la Relatividad General es, entonces, algo
crucial. A pesar de la gran importancia de la geometr´ıa nula, no fue hasta mediados de los an˜os
80 que se formalizo´ su estudio por parte de la comunidad matema´tica. En particular, el estudio
de superficies espaciales dentro de subvariedades nulas ha sido de gran importancia, pues mo-
dela la superficie de un agujero negro dentro de su horizonte de sucesos. Hasta la fecha, existe
una gran cantidad de investigacio´n dedicada al estudio de la geometr´ıa de variedades semi-
riemannianas con la intencio´n de relacionarla estrechamente con sus ana´logos riemannianos.
En esta l´ınea, Kupeli desarrolla en su art´ıculo [17] la geometr´ıa intr´ınseca de las subvariedades
nulas, prestando especial atencio´n a las curvas nulas y las hipersuperficies. Usando la construc-
cio´n matema´tica de paso al cociente, Kupeli muestra co´mo es posible lidiar con la singularidad
y ser capaces de estudiar la subvariedad nula como si de una subvariedad riemanniana se tra-
tase. Alternativamente, Bejancu y Duggal [3] desarrollaron un me´todo extr´ınseco que permite
estudiar hipersuperficies nulas inmersas en una variedad semi-riemanniana. Este ana´lisis, ba-
sado en la construccio´n de un fibrado vectorial nulo transversal, permite encontrar lo que se
conoce como screen distribution para ser capaces de estudiar superficies espaciales inmersas en
hipersuperficies nulas.
El estudio de las screen distributions presenta una arbitrariedad propia de la f´ısica. En nuestro
trabajo, hemos querido toda arbitrariedad, por lo que hemos desarrollado el enfoque de Kupeli,
tal y como veremos en el cap´ıtulo 4, pues se trata de un me´todo riguroso y nada arbitrario
que permite dar una solucio´n elegante al problema. En este desarrollo, vemos que toda hiper-
superficie nula es una subvariedad geode´sica nula. De esta forma, es posible pasar al cociente
y construir una subvariedad riemanniana que nos permita poner solucio´n al problema de la
degeneracio´n de la me´trica. De hecho, veremos que las hipersuperficies nulas no son ma´s que
un ejemplo particular que verifica unas propiedades generales que son necesarias para poder
realizar dicha construccio´n de paso al cociente. Aparte de estudiar el ana´lisis realizado por
Kupeli, mostraremos ejemplos relevantes de ca´lculo de ciertas subvariedades importantes en el
desarrollo del estudio. Adema´s, haremos un ana´lisis de un ejemplo muy importante de subva-
riedad nula: los horizontes de Killing.
Una vez analizado y resuelto el problema de la degeneracio´n de la me´trica para las subvarie-
dades nulas, disponemos de todas las herramientas necesarias para poder comenzar el ana´lisis
de un objeto central en la teor´ıa de la Relatividad General: los agujeros negros. Estos objetos
salen de forma natural al estudiar soluciones de las ecuaciones de Einstein. Las ecuaciones de
Einstein nos permiten relacionar la distribucio´n de masa y la curvatura de la me´trica. Son un
sistema de ecuaciones en derivadas parciales complicado, por lo que en el cap´ıtulo 5 nos centra-
mos en las soluciones anal´ıticas esfe´ricas. Del ana´lisis de las singularidades de las soluciones a
las ecuaciones de Einstein, aparece la nocio´n de agujero negro. Veremos que una caracter´ıstica
que nos permite definir la presencia de un singularidad en el espacio-tiempo es el hecho de tener
geode´sicas que se acaban en un intervalo finito de tiempo. Por el contrario, en la regio´n donde
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no haya singularidad, la geode´sica puede ser extendida al infinito.
Para ser capaces de entender el “infinito 2as´ı poder conocer la causalidad de todo el espacio-
tiempo de nuestra solucio´n a las ecuaciones de Einstein necesitaremos introducir los diagramas
de Penrose-Carter. Estos diagramas nos permiten obtener un representacio´n acotada de nues-
tro espacio-tiempo, acercando el infinito. Este diagrama sera´ muy u´til ya que representara´ la
causalidad de nuestro espacio-tiempo.
Una de las soluciones ma´s importantes es la solucio´n de Schwarzschild, que permite describir
el campo generado una masa esfe´rica. Realizando los cambios de coordenadas necesarios, hasta
obtener las que se conocen como coordenadas de Kruskal-Szekeres, es posible estudiar toda la
causalidad del espacio-tiempo. De esta forma, se puede identificar la singularidad y estudiar
tanto el agujero negro como el horizonte de sucesos. Sin embargo, aunque esta solucio´n es muy
u´til ya que muestra muchas caracter´ısticas generales de los agujeros negros y la causalidad del
espacio-tiempo que los rodea, no es una solucio´n realista para un agujero negro. El motivo de
esta idea es el “No hair theorem”, que permite caracterizar a un agujero negro simplemente
por tres magnitudes f´ısicas: la masa, M ; la carga, Q; y su momento angular, J . Por lo tanto,
es necesario estudiar un agujero negro caracterizado por estas tres magnitudes, que se conoce
como agujero negro de Kerr-Newman. Esta solucio´n, al an˜adir el momento angular, representa
un agujero negro mucho ma´s realista que rota en torno a un eje al dirigirse hacia el colapso
gravitacional.
En todo el desarrollo de los agujeros negros, usamos el diagrama de Penrose-Carter para estu-
diar la causalidad, que supone que es posible obtener una compactificacio´n del espacio-tiempo
cuya frontera representa el infinito. Por lo tanto, en todo momento estamos suponiendo que la
subvariedad tiene frontera. Por eso, al final del cap´ıtulo damos una definicio´n alternativa para
el agujero negro. La idea es que seremos capaces de detectar si existe un agujero negro en el
espacio-tiempo, no por la existencia de un horizonte de sucesos, sino de lo que se conoce como
superficie atrapada. Una superficie atrapada en el espacio-tiempo es un tipo de superficie en el
que la me´trica heredada sufre una contraccio´n.
1.3 Objetivos
El principal objetivo de este trabajo es conocer co´mo trabajar con las subvariedades nulas,
pudiendo solucionar la degeneracio´n causada por la me´trica, para as´ı ser capaces de estudiar
los agujeros negros.
Otros objetivos impl´ıcitos en el desarrollo del trabajo es un estudio profundo de las herramientas
matema´ticas necesarias para la Relatividad General, as´ı como una buena comprensio´n de esta
teor´ıa.
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2. Herramientas Matema´ticas: Geometr´ıa
diferencial
2.1 Introduccio´n: Notacio´n indexada
Como todo buen f´ısico, para poder trabajar con los modelos de la realidad es necesario saber
trabajar con las herramientas matema´ticas necesarias. En nuestro caso, la teor´ıa de la Relati-
vidad General de Einstein se nutre de la Geometr´ıa diferencial, por lo que es conocida como la
teor´ıa geome´trica de la gravitacio´n. Por este motivo, el principal objetivo de este cap´ıtulo sera´
mostrar todas las herramientas matema´ticas que nos sera´n necesarias para poder trabajar con
la f´ısica de la Relatividad General, para as´ı poder comprender co´mo trabajar con las superficies
nulas.
Durante todo el desarrollo del trabajo usaremos la notacio´n indexada para trabajar de for-
ma ma´s fa´cil y compacta con tensores. Esta notacio´n, introducida por Roger Penrose, es una
notacio´n matema´tica para tensores que aprovecha el uso de los ı´ndices para as´ı indicar de que´
tipo es el tensor. De esta forma, los ı´ndices pasan a ser u´nicamente marcadores y no esta´n
relacionados con la representacio´n del vector en una base determinada. A modo de ejemplo, si
consideramos un espacio vectorial, E, y su espacio dual correspondiente, E∗, podemos consi-
derar el producto tensorial E ⊗ E ⊗ E∗ ⊗ E ⊗ E∗, cuya representacio´n en notacio´n indexada
ser´ıa Eabdce . Cada letra latina indica un elemento del producto tensorial por orden alfabe´tico,
de forma que si es un super´ındice se trata de un factor contravariante, E, y si aparece como
sub´ındice es un factor covariante, E∗.
En esta primera parte, a modo de marco teo´rico, hemos extra´ıdo las definiciones y conceptos
ma´s importantes basa´ndonos en las referencias [1],[15],[18] y [20] a las que se puede acudir si
se necesita mayor extensio´n.
2.2 Variedades diferenciables
Para empezar, debemos definir la herramienta con la que trabajaremos y sobre la que
desarrollaremos nuestro estudio. La idea es introducir un objeto matema´tico que nos permita
generalizar la idea de variedad en el espacio vectorial Rn y que permita extender las nociones
del ca´lculo diferencial. Para ello, trabajaremos con una serie de definiciones que nos permitira´n
definir lo que llamaremos variedad diferencial o diferenciable. En nuestra definicio´n, partiremos
de un espacio topolo´gico M , aunque tambie´n podr´ıa hacerse partiendo de un conjunto o una
variedad topolo´gica.
Para ello, en primer lugar, analizaremos y veremos ejemplos de lo que se conoce como atlas.
Definicio´n 2.2.1. Sea M un espacio topolo´gico de dimensio´n n. Diremos que una carta (o
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carta local) de dimensio´n n y de clase r es un par (U, φ) donde U ⊂ M es un subconjunto
abierto y la aplicacio´n φ : U → φ(U) ⊂ Rn es un homeomorfismo de clase Cr entre U y un
subconjunto abierto de Rn.
Dado un espacio topolo´gico M , es posible tener ma´s de una carta con diferentes abiertos de
M . Por lo tanto, necesitamos poder establecer una relacio´n entre cartas diferentes de un mismo
espacio topolo´gico M . En particular:
Definicio´n 2.2.2. Sea M un espacio topolo´gico de dimensio´n n. Dadas dos cartas cualesquie-
ra (Uα, φα) y (Uβ, φβ) sobre M tal que Uα ∩ Uβ 6= ∅, definimos la aplicacio´n de cambio
de coordenadas como φβα = φβ ◦ φ−1α |φα(Uα∩Uβ), donde φ−1α |φα(Uα∩Uβ) es la restriccio´n de la
aplicacio´n φ−1α al conjunto φα(Uα ∩ Uβ). Adema´s, si imponemos que el conjunto φα(Uα ∩ Uβ)
sea abierto y la aplicacio´n φβα sea un difeomorfismo de clase Cr, diremos que las cartas son Cr
compatibles .
En la mayor´ıa de los casos, una sola carta local no permite enviar todos los puntos de nuestro
espacio M a abiertos de Rn. Por este motivo, es necesario usar ma´s de una carta local que nos
permita recubrir todo nuestro espacio topolo´gico. Este hecho nos lleva a la siguiente definicio´n.
Definicio´n 2.2.3. Sea M un espacio topolo´gico de dimensio´n n. Un atlas n-dimensional de
clase r sobre M es un conjunto de cartas A = {(Uλ, φλ)|λ ∈ Λ} n-dimensionales tal que sus
dominios recubren completamente a M y dos cartas cualesquiera son Cr compatibles, es decir:
1. M =
⋃
λ∈Λ Uλ.
2. ∀λ1, λ2 ∈ Λ, la aplicacio´n de cambio de coordenadas φλ2 ◦ φ−1λ2 es de clase Cr.
De la misma forma que establecimos relacio´n entre diferentes cartas, es posible relacionar atlas
diferentes.
Definicio´n 2.2.4. Sea M un espacio topolo´gico sobre el que tenemos definido dos atlas A1 y
A2 ambos de clase Cr. Diremos que los atlas son Cr-equivalentes si el atlas A1 ∪A2, formado
por la unio´n de todas las cartas de ambos atlas, es de clase Cr.
Esta forma de relacionar diferentes atlas de un mismo espacio topolo´gico nos sera´ de gran
importancia, pues nos permitira´ clasificar todos los atlas del espacio. De hecho:
Proposicio´n 2.2.5. Sea M un espacio topolo´gico y sea Φ el conjunto de los atlas de clase Cr.
Dados dos atlas A1, A2 cualesquiera, la relacio´n A1 es Cr-equivalente a A2 es una relacio´n de
equivalencia para el conjunto Φ.
Esta relacio´n de equivalencia nos permite definir la estructura diferenciable de un espacio to-
polo´gico.
Definicio´n 2.2.6. Sea M un espacio topolo´gico. Una estructura diferenciable de orden
Cr sobre M , D, es una clase de equivalencia sobre el conjunto de atlas de M . La unio´n de todos
los atlas dentro de una misma estructura diferenciable, AD =
⋃{A|A ∈ D}, se define como
atlas maximal de D. Una carta de dicho atlas maximal, (U, φ) ∈ AD, se denomina carta
local admisible .
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Ve´amos ahora algunos ejemplos de atlas a modo de aclaracio´n:
Ejemplos 2.2.7. 1. El espacio vectorial Rn, considerado como un espacio topolo´gico admite
un atlas formado por una u´nica carta (Rn, Id), donde la aplicacio´n Id es la aplicacio´n
identidad. De forma general, en cualquier espacio de Banach, F , se puede considerar el
atlas (F, Id).
2. La proyeccio´n estereogra´fica . En el espacio Rn+1 consideremos la esfera n-dimensional,
Sn = {x ∈ Rn+1 | ||x|| = 1}, donde || · || denota la norma euclidiana de Rn+1. La idea es
proyectar todos los puntos de la esfera sobre Rn. Para ello, consideraremos dos biyeccio-
nes desde la esfera menos el polo norte N = (1, 0, · · · , 0) a Rn y desde la esfera menos
el polo sur S = (−1, 0, · · · , 0) a Rn. A estas aplicaciones las llamaremos proyecciones
estereogra´ficas y vienen dadas por la siguiente expresio´n:
φN : U = Sn \ {N} → Rn, φN(x1, · · · , xn+1) = ( x
2
1− x1 , · · · ,
xn+1
1− x1 )
φS : V = Sn \ {S} → Rn, φS(x1, · · · , xn+1) = ( x
2
1 + x1
, · · · , x
n+1
1 + x1
)
Estas dos aplicaciones nos proporcionan dos cartas locales para la esfera Sn: (φN , U) y
(φS, V ). Para verlo, simplemente necesitamos considerar la aplicacio´n de cambio de coor-
denadas, φS ◦φ−1N : Rn\{0} → Rn\{0} cuya expresio´n viene dada por (φS◦φ−1N )(z) = z||z||2 ,
que claramente se trata de un difeomorfismo de clase C∞ de Rn \ {0} hacia e´l mismo.
Por lo tanto, acabamos de ver que las cartas {(U, φN), (V, φS)} son un atlas para Sn ya
que los abiertos U y V claramente recubren toda la esfera Sn = U ∪ V y las aplicaciones
φN , φS son cartas compatibles, puesto que la aplicacio´n de cambio de coordenadas es C∞.
Gracias a las definiciones de atlas y estructura diferencial sobre un espacio topolo´gico M , ya
disponemos de las herramientas necesarias para poder dar una definicio´n formal de variedad
diferenciable:
Definicio´n 2.2.8. Llamaremos variedad diferenciable , M , al par (S,D) donde S es el
espacio topolo´gico sobre el que definimos nuestra variedad y D es una estructura diferenciable
de orden Cr definida sobre el espacio S.
Observacio´n. Por abuso de notacio´n, la variedad diferenciable se suele identificar con el espacio
topolo´gico subyacente, por lo que al par (M,D) simplemente se le denota como M .
Segu´n el orden de diferenciabilidad de la estructura diferencial diferenciamos entre diferentes
tipos de variedades:
Definicio´n 2.2.9. Dada una variedad M , diremos que es una variedad topolo´gica si es de
orden C0, una variedad anal´ıtica si es de orden Cω y una variedad diferenciable si es de
orden C∞.
De ahora en adelante consideraremos que las variedades sobre las que trabajamos son variedades
diferenciables. Veamos a continuacio´n algunos ejemplos de variedades diferenciables:
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Ejemplos 2.2.10. 1. Sea E un R-espacio vectorial de dimensio´n n. Consideremos el espacio
topolo´gico dado por el espacio E dotado de su topolog´ıa cano´nica. De esta forma, cualquier
isomorfismo φ : E → Rn es una carta global del espacio y (E, φ) proporciona un atlas
que permite definir una estructura diferenciable sobre E. Obse´rvese que dicha estructura
diferenciable es independiente del isomorfismo considerado.
2. Retomemos el ejemplo de la esfera n-dimensional, Sn. Vamos ahora a considerar otro
atlas diferente. Alternativamente, podemos escoger el atlas formado por las 2(n + 1)
cartas siguientes:
(U±α , ψ
±
α ) tal que U
±
α = {x ∈ Sn| ± xα > 0}, ψ±α : U±α → {y ∈ Rn | ||y|| < 1}
para α tomando valores entre 1 y n + 1 y donde las aplicaciones ψ±α esta´n definidas por
la expresio´n:
ψ±α (x
1, · · · , xn+1) = (x1, · · · , xα−1, xα+1, · · · , xn+1)
donde se ha omitido la coordenada xα. Geome´tricamente, las aplicaciones ψ±α proyectan
el hemisferio que contiene al polo (0, · · · ,±1, · · · , 0) asociado a la coordenada xα sobre
la bola unidad de la hipersuperficie tangente a la esfera en el polo considerado.
Para poder afirmar que, efectivamente, (U±α , ψ
±
α ) es un atlas para la esfera Sn necesita-
mos verificar que los abiertos U±α recubren toda la esfera y la aplicacio´n de cambio de
coordenadas es una aplicacio´n Cr. Es fa´cil ver que la primera afirmacio´n es cierta, pues
todo x ∈ Sn tiene una coordenada no nula, por lo que debe estar contenido en algu´n
hemisferio U±α . Por otro lado, la aplicacio´n de cambio de coordenadas viene dada por la
expresio´n
(ψ±β ◦ (ψ±α )−1)(y1, · · · , yn) = (y1, · · · , yβ−1, yβ+1, · · · , yα−1,±
√
1− |y|2, yα, · · · , yn)
donde β > 1. Claramente dicha aplicacio´n es C∞ y, por lo tanto, (U±α , ψ±α ) es un atlas al-
ternativo para la esfera Sn, el cual es equivalente al estudiado previamente. Es un ejercicio
interesante para el lector probar que este atlas pertenece a la estructura diferenciable de
Sn dada por la proyeccio´n estereogra´fica. Para ello, simplemente habr´ıa que comprobar
que las cartas ψ±α son equivalentes a las cartas de la proyeccio´n estereogra´fica φ1, φ2.
3. Un mismo conjunto puede presentar diferentes estructuras diferenciables segu´n la carta
local que consideremos. Por ejemplo, si consideramos el conjunto de los nu´meros reales R
como espacio topolo´gico podemos definir sobre e´l las dos cartas locales siguientes:
(U1, φ1) : U1 = R, φ1(x) = x3 ∈ R
(U2, φ2) : U2 = R, φ2(x) = x ∈ R
Estas dos cartas son incompatibles entre ellas ya que la aplicacio´n φ2 ◦ φ−11 no es una
aplicacio´n diferenciable en el origen. Por lo tanto, estas cartas otorgan al conjunto R
estructuras diferenciables diferentes.
Por u´ltimo, nos sera´ u´til definir los subconjuntos abiertos de una variedad, ya que nos propor-
cionara´ sobre la variedad una topolog´ıa.
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Definicio´n 2.2.11. Sea M una variedad diferenciable. Diremos que un subconjunto N ⊂ M
es un subconjunto abierto de la variedad si para cada x ∈ N es posible encontrar una carta
local admisible (U, φ) tal que x ∈ U y U ⊂ N .
Proposicio´n 2.2.12. El conjunto de abiertos de la variedad M define sobre ella una topolog´ıa.
Demostracio´n. Simplemente basta con escoger como base de la topolog´ıa la familia finita for-
mada por las intersecciones de los dominios de las cartas.
En la definicio´n que hemos dado hasta ahora de variedad diferenciable no hemos realizado nin-
guna suposicio´n sobre la topolog´ıa en dicha variedad. Sin embargo, existen ciertas condiciones
topolo´gicas sobre el conjunto M que suelen imponerse:
M ha de ser un espacio de Haussdorf.
La base de abiertos de la topolog´ıa del conjunto M ha de tener un nu´mero contable de
elementos, es decir, M necesita ser un espacio paracompacto.
Ejemplo 2.2.13. Si tenemos en cuenta las caracter´ısticas topolo´gicas mencionadas anterior-
mente, se puede ver que las u´nicas variedades paracompactas y conexas de dimensio´n 1 son el
conjunto de nu´meros reales R y la circunferencia unidad S1. Esto quiere decir que cualquier
otra variedad de dimensio´n 1 es difeomo´rfica bien a los nu´meros reales R o bien a la circunfe-
rencia S1. Por ejemplo, es fa´cil ver que la circunferencia con un nudo es difeomorfa a S1 o que
cualquier intervalo abierto es difeomorfo a todos los nu´meros reales.
Figura 3: El nudo y la circunferencia S1 son difeomorfos [Fuente: [16]]
2.2.1 Subvariedades. Variedad producto y cociente
Hasta ahora hemos definido el objeto matema´tico con el que trabajaremos: la variedad
diferenciable. De forma ana´loga al a´lgebra lineal, nos va a interesar trabajar con subconjuntos
de nuestra variedad y con aplicaciones entre ellas. Por eso, en esta seccio´n introduciremos las
subvariedades diferenciables, como la analog´ıa no lineal de los subespacios vectoriales en a´lgebra
lineal.
Definicio´n 2.2.14. Sea M una variedad diferenciable n-dimensional. Diremos que un subcon-
junto N ⊂ M es una subvariedad diferenciable si verifica que para todo x ∈ N existe
una carta admisible con la estructura diferenciable de M , (U, φ), tal que x ∈ U y la aplicacio´n
φ : U → V verifica que φ(U ∩N) = V ∩ (M × {0}).
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Observacio´n. Si llamamos U¯ = U ∩ N al entorno abierto de x en N y V¯ = V ∩ (M × {0})
al abierto imagen de U en M , entonces la aplicacio´n restriccio´n de φ sobre estos abiertos,
φ¯ : U¯ → V¯ es una carta n-dimensional de N y el conjunto de estas cartas define sobre N una
estructura de variedad diferenciable.
Una vez definido el concepto de subvariedad diferenciable, es conveniente estudiar dos variedades
importantes que se pueden construir a partir de otras variedades: la variedad producto y la
variedad cociente.
Variedad producto
Definicio´n 2.2.15. Sean (S1,D1) y (S2,D2) dos variedades diferenciables generadas por los
atlas (U1, φ1) y (U2, φ2) respectivamente. La variedad producto (S1 × S2,D1 × D2) es la
variedad que viene dada por el conjunto S1×S2 dotado de la estructura diferenciable D1×D2
generada por el atlas (U1 × U2, φ1 × φ2).
Observacio´n. 1. La topolog´ıa sobre la variedad producto es, como es de esperar, la topolog´ıa
producto.
2. Inductivamente, es posible definir el producto de un nu´mero finito de variedades diferen-
ciables. Un ejemplo cla´sico de variedad producto de n variedades es el toro n-dimensional,
generado por el producto de n circunferencias unidad: Tn = S1 × n· · · × S1.
Variedad cociente
De forma ana´loga al a´lgebra lineal, para construir la variedad cociente necesitaremos una
variedad diferenciable y una relacio´n de equivalencia. Sin embargo, dada una variedad y una
relacio´n de equivalencia cualesquiera, no siempre es posible construir el espacio cociente, sino
que necesitamos que la relacio´n de equivalencia cumpla ciertas condiciones. En particular, nos
interesan un tipo concreto de relacio´n de equivalencia, que sea compatible con nuestra definicio´n
de variedad. Vea´moslo a continuacio´n:
Definicio´n 2.2.16. Sea (M,D) una variedad y sea R una relacio´n de equivalencia sobre dicha
variedad. Diremos que la relacio´n de equivalencia R es una relacio´n regular sobre M si el
espacio cociente tiene estructura de variedad diferenciable para la cual la proyeccio´n cano´nica
pi : M → M/R es una inmersio´n, es decir, su aplicacio´n diferencial es exhaustiva en todo su
dominio.
En tal caso, podemos definir la variedad cociente de la siguiente forma:
Definicio´n 2.2.17. Sea M una variedad y R una relacio´n de equivalencia regular sobre M .
Entonces, diremos que (M/R, Dˆ) es la variedad cociente de M por R y la estructura diferen-
ciable Dˆ es la que viene dada por el atlas obtenido al componer el atlas de D con la aplicacio´n
de paso al cociente, que se obtiene de forma natural (y u´nica) gracias a la propiedad universal
del cociente.
14
Observacio´n. La estructura de variedad cociente, si existe, es u´nica.
Vea´mos a continuacio´n uno de los ejemplos cla´sicos de variedad cociente:
Ejemplo 2.2.18. Sea T el toro unidimensional , el conjunto obtenido al enrollar la recta
real alrededor de la circunferencia unidad. Formalmente, el toro unidimensional T es el conjunto
de los nu´meros reales R mo´dulo 1, es decir, el espacio cociente R/Z de R por la relacio´n de
equivalencia x ∼ x′ ⇔ x− x′ ∈ Z. Considerando la aplicacio´n proyeccio´n cano´nica pi : R→ T,
es posible obtener cartas locales para el toro unidimensional dado cualquier intervalo abierto
I de R. En efecto, si llamamos φ : I → T a la carta de dominio U ⊂ R y consideramos el
homeomorfismo inducido por la aplicacio´n cociente piI : I → pi(I), podemos definir la carta
local φ¯ = φ ◦ pi−1I de dominio el conjunto abierto pi(I). Por lo tanto, hemos obtenido as´ı otra
carta equivalente φ¯ cuyo dominio es otro intervalo abierto.
Veamos ahora, escogidos dos conjuntos abiertos de R apropiados y considerando la coordenada
cano´nica de R, co´mo llevar a cabo una construccio´n expl´ıcita de un atlas del toro unidimensio-
nal. En este caso, nuestra carta φ : R→ R es tal que φ(x) = x ∈ R. Por tanto, si consideramos
los intervalos I = (0, 1) y J = (1
2
, 3
2
) tendremos que la carta coordenada φ con dominio I
vendra´ dada por φ¯I = (piI)
−1 : pi(I) → (0, 1), φ¯I([x]) = x mientras que la carta coordenada φ
con dominio J vendra´ dada por φ¯J = (piJ)
−1 : pi(J)→ (1
2
, 3
2
), φ¯J([y]) = y. Gracias a que piI , piJ
son homeomorfismos dados por la aplicacio´n de paso al cociente, sus inversas son cartas unidi-
mensionales del espacio topolo´gico T y, en particular, pi(I) y pi(J) recubren T. Para comprobar
que ambas cartas forman un atlas de T solo faltar´ıa ver que, en efecto, la aplicacio´n de cambio
de coordenadas φ¯J ◦ φ¯I es una aplicacio´n de clase C∞. Vea´moslo:
φ¯J ◦ φ¯I−1 : (0, 1) \ {1
2
} → (1
2
,
3
2
) \ {1},
x 7→
{
x+ 1 si 0 < x < 1
2
x si 1
2
< x < 1
}
Esta aplicacio´n, claramente, es una aplicacio´n C∞. Realizando un argumento ana´logo para
φ¯I ◦ φ¯J−1 llegamos a la conclusio´n de que la aplicacio´n de cambio de coordenadas es C∞ y, por
lo tanto, tenemos que {(pi(I), φ¯I), (pi(J), φ¯J) es un atlas de T.
2.2.2 Aplicaciones entre variedades. Pull-back y push-forward
En la seccio´n anterior hemos visto dos construcciones importantes que se pueden hacer
con las variedades. Sin embargo, en esta seccio´n estamos interesados en definir y conocer las
aplicaciones entre variedades. De forma ana´loga al a´lgebra lineal con las aplicaciones lineales,
dispondremos de aplicaciones entre dos variedades diferenciables, respetando su estructura dife-
rencial. As´ı, podremos obtener una expresio´n de dicha aplicacio´n teniendo en cuenta las cartas
locales de las variedades. Vea´moslo:
Definicio´n 2.2.19. Sean M y N dos variedades diferenciales y sea f : M → N una aplicacio´n
entre dichas variedades. Sean (U, φ) y (V, ψ) dos cartas locales admisibles de M y N , respec-
tivamente, cumpliendo que f(U) ⊂ V . Entonces, podemos definir la expresio´n local de f
entre las cartas (U, φ) y (V, ψ) como la aplicacio´n que viene dada por:
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fφψ = ψ ◦ f |U ◦ φ−1 : φ(U)→ ψ(V )
Figura 4: Representacio´n de la expresio´n local de la funcio´n f [Fuente: [14]]
En general, no siempre es posible encontrar la expresio´n local de una aplicacio´n entre dos varie-
dades. Sin embargo, solo necesitamos imponer continuidad de la funcio´n, en el sentido cla´sico,
en el punto p ∈ M donde se quiera obtener la expresio´n local. Adema´s, la diferenciabilidad
de la funcio´n f se estudiara´ a partir de la diferenciabilidad de fφψ, en el sentido del ca´lculo
diferencial. De forma ana´loga al ca´lculo diferencial, destacaremos unas funciones “especiales”
llamadas difeomorfismos .
Definicio´n 2.2.20. Sean M y N dos variedades diferenciables y sea f : M → N una aplicacio´n
entre ellas. Diremos que la aplicacio´n f es un difeomorfismo si es de clase Cr, es una aplicacio´n
biyectiva y su inversa global f−1 : N →M es tambie´n de clase Cr. En tal caso, diremos que las
variedades M y N son difeomorfas.
As´ı, tenemos una analog´ıa entre las funciones entre variedades diferenciables y las funciones
entre abiertos de Rn. Veamos un ejemplo de una funcio´n entre la esfera n-dimensional para que
sirva de aclaratorio:
Ejemplo 2.2.21. Consideremos la esfera (n+1)-dimensional Sn. Sea f la aplicacio´n antipodal
f : Sn → Sn, f(p) = −p, que queremos ver que se trata de un difeomorfismo. Para comprobarlo,
tan solo hemos de darnos cuenta de que dicha aplicacio´n es una involucio´n, es decir, verifica
que f ◦ f = Id. Por lo tanto, f claramente es una aplicacio´n biyectiva y solo quedar´ıa verificar
que, en efecto, es una aplicacio´n C∞, pues si lo es f tambie´n lo sera´ f−1 por el hecho de ser una
involucio´n. Para probarlo, simplemente hemos de comprobar que la expresio´n local de f para
las cartas del atlas estereogra´fico {(U, φN), (V, φS)} es una funcio´n C∞. La expresio´n local de
f , fφNS , viene dada por:
fφNS(p) = φS(f(φ
−1
N (p))) = φS(−φ−1N (p)) = −p, ∀p ∈ Sn
que se trata de una aplicacio´n C∞. Entonces, queda demostrado que la aplicacio´n f : Sn → Sn
es un difeomorfismo de la esfera (n+ 1)-dimensional en s´ı misma.
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A partir de ahora, nos centraremos en el estudio de otro tipo de funciones sobre las variedades
diferenciables. Consideraremos funciones que env´ıan las variedades a abiertos de Rn, permitien-
do estudiar propiedades sobre ellas, extraer informacio´n relevante de la variedad, etc.
Definicio´n 2.2.22. Sea M una variedad diferenciable. Diremos que una funcio´n de M a un
espacio vectorial n-dimensional es la aplicacio´n f : M → Rn. Adema´s, diremos que dicha
funcio´n es de clase Cr si y solo si existe un atlas de M, {(Uα, φα)}, tal que la expresio´n local
f˜ = f |Uα ◦ φ−1α : φα(Uα)→ Rn es de clase Cr.
La definicio´n es ana´loga al caso de una funcio´n entre variedades. Sin embargo, nos permite
extraer propiedades de las variedades, como veremos en los siguientes ejemplos:
Ejemplos 2.2.23. 1. Sea S ⊂ R3 la esfera tridimensional de radio a dada por los puntos
{(x, y, z) ∈ R3 |x2 + y2 + z2 = a2}. Sobre este conjunto podemos definir una funcio´n
que nos de´ informacio´n sobre S, por ejemplo, la funcio´n altura f(x, y, z) = z, que nos
proporciona para cada punto su coordenada z. Esta funcio´n tan sencilla es claramente
una funcio´n diferenciable de S a los nu´meros reales.
2. Sea Pn el espacio proyectivo real n-dimensional, sobre el que podemos definir un atlas
formado por n+1 cartas considerando las coordenadas homoge´neas del espacio proyectivo:
Ui = {[x0, · · · , xn]|xi 6= 0}, φi : Ui → Rn
φi([x0, · · · , xn]) = (x0
xi
, · · · , xi−1
xi
,
xi+1
xi
, · · · , xn
xi
)
Dado este atlas, podemos considerar la aplicacio´n inversa de la proyeccio´n p : Pn →
Rn+1 \ {0} que env´ıa un punto del espacio proyectivo a su punto en el espacio vectorial
de origen. Esta aplicacio´n se trata tambie´n de una funcio´n diferenciable.
Una vez definido el concepto de aplicaciones entre variedades y funciones de variedades a Rn, es
posible relacionar ambos conceptos a trave´s de la generalizacio´n de la composicio´n o la imagen
rec´ıproca. Por eso, introduciremos a continuacio´n la definicio´n de las funciones pullback , como
generalizacio´n de la composicio´n entre funciones, y pushforward , que permite asociar campos
tensoriales definidos sobre variedades diferentes.
Definicio´n 2.2.24. Sean M y N dos variedades diferenciables y sea φ : M → N una aplicacio´n
diferenciable o suave entre ambas variedades. Supongamos que la funcio´n f : N → R es una
funcio´n suave de la variedad N . Entonces, diremos que el pullback de f por φ es la funcio´n
diferenciable φ∗ : C∞(N)→ C∞(M) tal que φ∗(f) : M → R definida por (φ∗(f))(x) = f(φ(x))
para todo x ∈M arbitrario.
Observacio´n. De forma ma´s general, se puede considerar la aplicacio´n g : N → A de N a otra
variedad diferenciable A. En tal caso, el pullback de g por φ vendr´ıa dado por la aplicacio´n
φ∗ : C∞(N) → C∞(M) tal que φ∗(f) : M → A, (φ∗(f))(x) = f(φ(x)) es un mapa suave entre
las variedades M y A.
Veamos unos ejemplos con coordenadas para ver en que´ consiste exactamente la accio´n del
pullback.
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Ejemplos 2.2.25. 1. Sea F : R2 → R3 la funcio´n definida por F (φ, θ) = (cosφsinθ, sinφsinθ,
cosθ), que es una funcio´n diferenciable. Cons´ıderemos tambie´n la funcio´n g : R3 → R de-
finida por g(x, y, z) = x2 + y2 donde (x, y, z) ∈ R3 son las coordenadas cartesianas de
R3. Entonces, el cambio de coordenadas a esfe´ricas (con radio r = 1) para la funcio´n g
vendr´ıa dado por el pullback F ∗(g):
F ∗(g) = F ∗(x2 + y2) = F ∗(x2) + F ∗(y2) = (cosφsinθ)2 + (sinφsinθ)2 = sin2θ
2. Consideremos la 1-forma (que definiremos formalmente ma´s adelante, pero que ya conoce-
mos del ca´lculo integral), β = xdx+ydy+zdz ∈ Ω1(R3), y sea ι el cambio de coordenadas
a coordenadas esfe´ricas. Entonces, el pullback de β por ι, ι∗(β), se puede calcular de la
siguiente forma:
ι∗(xdx) = (asinθcosφ)d(asinθcosφ) = a2sinθcosφ(cosθcosφdθ − sinθsinφdφ)
ι∗(ydy) = (asinθsinφ)d(asinθsinφ) = a2sinθsinφ(cosθsinφdθ + sinθcosφdφ)
ι∗(zdz) = (acosθ)d(acosθ) = −a2cosθsinθdθ
De esta forma, sumando todos los te´rminos obtenemos que ι∗(β) = ι∗(xdx+ydy+zdz) = 0.
Por tanto, la 1-forma β es nula considerando las coordenadas esfe´ricas.
La aplicacio´n pushforward se define a partir de una aplicacio´n entre variedades diferenciables,
permitiendo asociar campos tensoriales definidos sobre la primera variedad con campos definidos
sobre la segunda variedad. Del ca´lculo diferencial, sabemos que dada una aplicacio´n suave entre
dos variedades diferenciables φ : M → N , la aplicacio´n diferencial de φ, dφ, en un punto x ∈M
proporciona la mejor aproximacio´n lineal de la funcio´n en un entorno de dicho punto. De hecho,
es una aplicacio´n que env´ıa elementos del espacio tangente de M en el punto x a elementos del
espacio tangente de N en el punto φ(x). Es en este sentido que la aplicacio´n “empuja” (push)
los vectores tangentes de M hasta los vectores tangentes de N . La aplicacio´n pushforward
generaliza esta idea:
Definicio´n 2.2.26. Sean M y N dos variedades diferenciables y sea φ : M → N una aplicacio´n
diferenciable o suave entre ambas variedades. Entonces, el pushforward de φ en un punto
x ∈ M se define como la funcio´n diferenciable φ∗ : TxM → Tφ(x)N tal que (φ∗X)(f) =
X(f ◦ φ) = X(φ∗f) para cualquier funcio´n suave f : N → R y donde X ∈ TxM .
2.3 Fibrado vectorial
En Relatividad General necesitaremos trabajar sobre un concepto que va ma´s alla´ de las
variedades diferenciables: el fibrado vectorial de una variedad. Los fibrados vectoriales son
una generalizacio´n del concepto de variedad diferenciable. Para hacernos una idea, un fibrado
vectorial es una construccio´n geome´trica que asigna a cada punto de la variedad un espacio
vectorial, de forma que esta unio´n es compatible y permite que todos los espacios vectoriales
juntos formen otra variedad. Esta idea no es algo nuevo, pues es una herramienta ya conocida
del ca´lculo diferencial, donde estamos acostumbrados a considerar el hiperplano tangente de una
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variedad dado por el nu´cleo de la aplicacio´n diferencial. De hecho, dicha aplicacio´n diferencial
aplicada a un punto nos da su vector tangente a la variedad. Esta idea de “enganchar” vectores
tangentes a puntos de la variedad es la que debemos tener presente en el desarrollo de esta
seccio´n, puesto que lo que haremos sera´ simplemente generalizar este concepto.
Figura 5: Rectas tangentes a la circunferencia S1 en todos sus puntos[Fuente: [16]]
Definicio´n 2.3.1. Sean B y F dos espacios de Banach y U ⊂ B un subconjunto abierto de
B. Un fibrado vectorial consiste en una variedad total, E; una variedad de base, B, y una
funcio´n continua y exhaustiva, pi : E → B, llamada proyeccio´n, tal que las fibras adjuntas a
cada punto de, pi−1({b}), b ∈ B son espacios vectoriales. La topolog´ıa y la estructura diferencial
de E esta´n definidas de forma que, globalmente, E es una variedad producto y diremos que el
producto cartesiano U × F es un fibrado vectorial local :
E =
⊔
b∈B
Eb , pi
−1(U) ∼= U × F
Observacio´n. 1. Aunque lo hemos comentado en la definicio´n de fibrado vectorial, es nece-
sario hacer incapie´ en las siguientes definiciones. Dada la variedad total obtenida a partir
de un fibrado vectorial E = B×F , llamaremos a B el espacio de base y F sera´ el espacio
vectorial adjunto a cada punto de B, que suele denominarse fibra de E. Para cada b ∈ B,
llamaremos fibra de b al conjunto {b} × F , que esta´ dotado de la estructura de espacio
vectorial de F . La aplicacio´n pi : E = B× F→ B que viene dada por pi(b, f) = b es una
aplicacio´n continua y exhaustiva y se llama proyeccio´n. Con esta notacio´n, la fibra sobre
el punto b ∈ B es pi−1(b).
2. En general diremos que la cuaterna (E,B, pi, F ) es el fibrado tangente . A veces sim-
plemente lo denotaremos por E → B.
Dado un fibrado vectorial, hemos visto que es posible pasar de la variedad total a la variedad
de base gracias a la aplicacio´n pi. Sin embargo, en numerosas ocasiones nos sera´ de gran ayuda
poder trabajar con una funcio´n que nos permite pasar de la variedad de base a la variedad
total. Este hecho motiva a la siguiente definicio´n:
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Definicio´n 2.3.2. Dado un fibrado vectorial, (E,B, pi, F ), diremos que una seccio´n del fibrado
vectorial es una funcio´n suave s : B → E tal que pi◦s = IdB. Al conjunto de todas las secciones
de un fibrado vectorial le denotamos como Γ(E).
Observacio´n. Entre todas las posibles funciones (secciones) que se pueden definir entre B y E,
siempre existira´ una seccio´n a destacar, que llamaremos la seccio´n cero. Esta seccio´n env´ıa
cada punto b ∈ B al cero de la fibra correspondiente a Eb.
Con todas estas definiciones ya estamos listos para estudiar diferentes fibrados vectoriales, cuyas
secciones sera´n los elementos con los que trabajaremos en la f´ısica de la Relatividad General.
2.3.1 Principales ejemplos de fibrados vectoriales
1. Fibrado trivial . Si consideramos una variedad diferenciable M como variedad de base
y escogemos como fibra el espacio vectorial de los nu´meros reales R, tenemos que el
fibrado trivial vendr´ıa dado por pi : M×R→ R. Con esta definicio´n, cualquier funcio´n
diferenciable de M a R es una seccio´n del fibrado trivial f ∈ Γ(M × R), por lo que
denotaremos C∞(M) = Γ(M × R) al conjunto de todas las funciones suaves de M a R.
2. Fibrado tangente. Escogiendo como espacio de base a la variedad M , el fibrado tangen-
te , pi : TM → M , es aquel que da como variedad total la unio´n disjunta de los espacios
tangentes a M en cada punto, es decir, el conjunto:
TM =
⊔
p∈M
TpM =
⊔
p∈M
{(p, vp) | p ∈M, vp ∈ TpM}
Con esta definicio´n, cualquier campo vectorial de M es una seccio´n del fibrado tangente
X ∈ Γ(TM), es decir, una aplicacio´n diferenciable V : M → TM tal que pi ◦X = IdM y
Xp ∈ TpM, ∀p ∈M . As´ı, denotaremos X(M) = Γ(TM) al conjunto de campos vectoriales
de M .
3. Fibrado cotangente. Escogiendo como espacio de base a la variedad M , el fibrado co-
tangente , pi : TM → M , es aquel que da como variedad total la unio´n disjunta de los
espacios cotangentes a M en cada punto, es decir, el conjunto:
T ∗M =
⊔
p∈M
T ∗pM =
⊔
p∈M
{(p, αp) | p ∈M,αp ∈ T ∗pM}
Con esta definicio´n, cualquier 1-forma diferencial de M es una seccio´n del fibrado
cotangente α ∈ Γ(T ∗M), es decir, una aplicacio´n diferenciable α : M → T ∗M tal que
pi ◦ α = IdM y αp ∈ T ∗pM, ∀p ∈ M . As´ı, denotaremos Ω1(M) = Γ(T ∗M) al conjunto de
1-formas diferenciales de M .
Observacio´n. a) Siguiendo la notacio´n cla´sica, el espacio T ∗pM es el espacio dual de
TpM . Ana´logamente, T
∗M es el fibrado dual de TM . De esta forma, podemos esta-
blecer una relacio´n de dualidad entre los campos vectoriales y las 1-formas diferen-
ciales de una variedad. En efecto, diremos que Ω1(M) y X(M) son, en cierto modo,
fibrados vectoriales duales en el sentido en que:
α ∈ Ω1(M), α : X(M)→ C∞(M) dada por α(V )(p) = αp(Vp)
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W ∈ X(M), V : Ω1(M)→ C∞(M) dada por W (β)(p) = βp(Wp)
b) Retomando las funciones pullback y pushforward estudiadas en la seccio´n anterior,
debemos tener en cuenta que no siempre es posible calcular el pullback ni el push-
forward de un campo vectorial. Por ejemplo, en el caso de tener un campo vectorial
F : M → N tal que es un difeomorfismo, entonces tenemos que Y = F∗X ∈ X(N)
donde la aplicacio´n F∗ es la diferencial de F y se cumple que X ∈ X(M), pero no
siempre es posible calcularlo para cualquier campo arbitrario. Por el contrario, dada
una 1-forma diferencial siempre se puede obtener su pullback por una funcio´n suave
f : M → N .
4. Fibrado tensorial . El (r,s)-fibrado tensorial de la variedad diferenciable M es una
generalizacio´n de los fibrados tangente y cotangente mediante tensorizacio´n de r espacios
contravariantes tangentes y s espacios covariantes cotangentes:
T r,s(M) = (TM)⊗r
⊗
(T ∗M)⊗s
El fibrado tensorial T r,sp (M) esta´ generado por elementos del tipo v1 ⊗ · · · ⊗ vr ⊗ α1 ⊗
· · ·⊗αs ∈ (TpM)⊗r
⊗
(T ∗pM)
⊗s. Con estas definiciones, un (r, s) campo tensorial de M es
una seccio´n del fibrado tensorial T ∈ Λ(T r,s(M)), es decir, una aplicacio´n diferenciable
T : M → T r,s tal que pi ◦ T = IdM . De esta forma, definiremos Tr,s(M) = Λ(T r,s(M))
como el conjunto de todos los campos tensoriales de orden (r, s) sobre M .
5. Fibrado cun˜a (producto exterior). El fibrado “cun˜a”, definido a trave´s del producto
exterior, viene dado por la siguiente expresio´n:
Λk(T ∗M) =
⊔
p∈M
Λk(T ∗pM)
Efectivamente, se define como el producto exterior de k fibrados cotangentes, por lo que
sus elementos son de la forma α1 ∧ α2 ∧ · · · ∧ αk−1 ∧ αk ∈ T ∗pM ∧
k· · · ∧ T ∗pM = Λk(T ∗pM).
As´ı, es conveniente recordar la expresio´n del producto exterior, que viene dada por:
α1 ∧ · · · ∧ αk := 1
k!
∑
σ∈Sp
(−1)σασ(1) ⊗ · · · ⊗ ασ(k)
donde σ es una permutacio´n del conjunto {1, 2, · · · , k}.
Estos conceptos nos permiten definir las k-formas diferenciales de M como secciones
α ∈ Γ(Λk(T ∗M)), es decir, como aplicaciones diferenciables α : M → Λs(T ∗M) tal que
pi ◦ α = IdM . As´ı, denotaremos Ωk(M) el conjunto de todas las k-formas diferenciales
sobre M y diremos que la forma α ∈ Ωk(M) es de grado |α| := k.
Observacio´n. Hay un caso importante de formas diferenciales cuando el grado, k, es igual a
la dimensio´n de la variedad diferenciable sobre la que esta´n definidas las formas. Vea´moslo:
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Definicio´n 2.3.3. Sea M una variedad diferenciable de dimensio´n n. Diremos que una
forma de volumen es una forma diferencial de grado ma´ximo, n, que no se anula sobre
ningu´n punto de la variedad M . En tal caso, denotaremos a dicho conjunto como:
Vol(M) = {ω ∈ Ωn(M) |ωp 6= 0, ∀p ∈M}
Debido a que el mo´dulo Ωn(M) tiene un u´nico generador, dada una forma de volumen,
ω ∈ Vol(M), y una forma diferencial de orden n, α ∈ Ωn(M), existira´ una funcio´n
diferenciable f ∈ C∞(M) tal que α = fω. Las formas de volumen permitira´n definir la
forma de integrar funciones sobre variedades diferenciables, proporcionando una medida
para la integral de Lebesgue.
6. Fibrado pullback . Dado un fibrado vectorial cualquiera (E,B, pi, F ) y una aplicacio´n con-
tinua f : D → B, podemos definir el fibrado pullback de pi : E → B a trave´s de f como
el fibrado que tiene como espacio total el conjunto:
f ∗E = {(d, e) ∈ D × E | f(d) = pi(e)}
equipado con la topolog´ıa subespacio y la proyeccio´n sobre el primer factor pi1 : f
∗E → D.
De esta forma, obtendr´ıamos otro fibrado vectorial dado por la cuaterna (f ∗E,D, pi1, E)
que llamar´ıamos fibrado pullback por f .
2.3.2 Aplicaciones importantes sobre fibrados vectoriales
Ya hemos visto diferentes ejemplos representativos sobre co´mo son y en que´ consisten los
fibrados vectoriales. De la misma forma que hicimos con las variedades, ahora estaremos intere-
sados en definir funciones entre diferentes fibrados vectoriales. La idea sera´ definir localmente
co´mo enviar elementos de una fibra a otra. As´ı, podremos usar este concepto para generalizar
la funcio´n a todo el fibrado. Adema´s, veremos ejemplos concretos de funciones sobre campos
tensoriales, como son las contracciones, derivaciones, etc.
Figura 6: Funcio´n entre dos fibrados vectoriales [Fuente: [18]]
Definicio´n 2.3.4. Sean (E,B, pi, F ) y (E˜, B˜, p˜i, F˜ ) dos fibrados vectoriales tales que U ⊂ B,
U˜ ⊂ B˜ permiten definir los fibrados vectoriales locales U×F , U˜× F˜ , respectivamente. Diremos
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que una aplicacio´n φ : U ×F → U˜ × F˜ es localmente una aplicacio´n (o mapa) Ck entre
fibrados vectoriales si es de la forma φ(u, f) = (φ1(u), (φ2(u))(f)) donde φ1 : U → U˜ y
φ2 : U → L(F, F˜ ) son aplicaciones Ck. Dicho mapa local env´ıa la fibra {u} × F del fibrado
U × F a la fibra {φ1(u)} × F˜ de U˜ × F˜ .
Con esta definicio´n, podemos usar abiertos del espacio de base y cartas admisibles del espacio
total para poder definir una aplicacio´n definida sobre todo el fibrado.
Definicio´n 2.3.5. Sean (E,B, pi, F ) y (E˜, B˜, p˜i, F˜ ) dos fibrados vectoriales. Diremos que la
aplicacio´n f : E → E˜ es una aplicacio´n (o mapa) entre fibrados vectoriales si para
todo v ∈ E y para toda carta local admisible de E˜, (W,ψ), tal que f(v) ∈ W , existe una carta
local admisible de E, (V, φ), tal que f(V ) ⊂ W cumpliendo que la expresio´n local de f para
dichas cartas, fφψ = ψ ◦ f ◦ φ−1 es localmente una aplicacio´n Ck entre fibrados vectoriales.
Una vez definido el concepto de aplicacio´n entre fibrados vectoriales, es interesante que veamos
algunos ejemplos pra´cticos de aplicaciones entre campos tensoriales que nos sera´n de gran ayuda
para establecer las herramientas con las que trabajaremos en Relatividad General.
Contraccio´n entre tensores
Dada una variedad diferenciable, M , podemos considerar la dualidad entre el conjunto de
campos vetoriales sobre M , X(M), y el conjunto de 1-formas diferenciales sobre M , Ω1(M),
definiendo la siguiente aplicacio´n entre tensores:
C : T1,1(M)→ T0,0(M) = C∞(M) t.q. C(X ⊗ α) = α(X), ∀X ∈ X(M), ∀α ∈ Ω1(M)
ya que podemos considerar un tensor T ∈ T1,1(M) como una aplicacio´n tal que T : X(M) ×
Ω1(M)→ C∞(M). La idea es que podemos generalizar esta operacio´n para tensores de cualquier
orden mediante la siguiente definicio´n:
Definicio´n 2.3.6. Sea T ∈ Tr,s(M) un tensor de orden (r, s) sobre la variedad M . Llamaremos
(p,q)-contraccio´n tensorial de T a la familia de aplicaciones lineales Cpq : T
r,s(M) →
Tr−1,s−1(M) tales que:
(Cpq T )(α1, · · · , αr−1, X1, · · · , Xs−1) = C(T (α1, · · · , αˆk , · · · , αr−1, X1, · · · , Xˆl , · · · , Xs−1))
donde el s´ımbolo ˆ sobre un elemento significa la omisio´n del mismo.
De esta forma, al llevar a cabo una contraccio´n, los ı´ndices utilizados de la contraccio´n desapa-
recen del tensor original. As´ı, podemos obtener tensores de orden menor e, incluso, magnitudes
escalares a partir de los tensores. Veamos un ejemplo sobre cua´ntos tensores diferentes se pueden
obtener a partir de realizar la contraccio´n de otro tensor:
Ejemplo 2.3.7. Dado el tensor T ∈ T2,2(M), que podemos representar con notacio´n indexa
como T ijkl , podemos obtener otros tensores de orden menor realizando una contraccio´n de ı´ndices.
La primera contraccio´n que podemos hacer es a partir de la igualacio´n de los ı´ndices i y k:
T ujul = T
1j
1l + T
2j
2l + T
3j
3l + · · ·+ T njnl = T jl
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Tambie´n, podemos realizar la contraccio´n igualando los ı´ndices internos:
T iuul = T
i1
1l + T
i2
2l + T
i3
3l + · · ·+ T innl = T il
O bien con los dos ı´ndices externos:
T ujku = T
1j
k1 + T
2j
k2 + T
3j
k3 + · · ·+ T njkn = T jk
La cuarta contraccio´n podemos llevarla a cabo igualado los ı´ndices j y l:
T iuku = T
i1
k1 + T
i2
k2 + T
i3
k3 + · · ·+ T inkn = T ik
As´ı, hemos obtenido cuatro tensores diferentes de orden (1, 1). Sin embargo, si aplicamos doble
contraccio´n sobre el tensor T obtenemos en todos los casos los tensores T uvuv y T
uv
vu . Como en
ambos ensores tenemos dos ı´ndices iguales, al volver aplicar la contraccio´n nos produce dos
tensores de orden cero diferentes, es decir, dos escalares. Por lo tanto, dado el tensor T ijkl hemos
podido obtener 6 tensores diferentes a partir de realizar contracciones.
Derivada de Lie
Dado un campo vectorial, X ∈ X(M), sobre una variedad diferenciable M , sabemos que e´ste
define una congruencia de curvas, γX(λ), a trave´s de la ecuacio´n diferencial X i(γX(λ)) = dγ
Xı(λ)
dλ
.
Como es bien conocido, estas son las curvas integrales o l´ıneas de campo del campo vectorial X.
La idea de la derivada de Lie es poder evaluar co´mo var´ıa una magnitud tensorial a lo largo
de un campo vectorial, X, es decir, calcular la derivada direccional en la direccio´n del campo
X, o mejor dicho, la derivada a lo largo de sus curvas integrales. A partir de esa idea intuitiva,
obtenemos la definicio´n formal de la derivada de Lie:
Definicio´n 2.3.8. Sea T ∈ Tr,s(M) una magnitud tensorial definida sobre la variedad diferen-
ciable M y sea X ∈ X(M) un campo vectorial sobre la misma variedad. Dicho campo vectorial
define un flujo sobre M que viene dado por la funcio´n F t : D ⊂ R×M → M . De esta forma,
definiremos la derivada de Lie del tensor T a lo largo del campo X ∈ X(M) como el l´ımite:
LXT =
d
dt
|t=0(F−t)∗T ≡ (LXT )p = l´ım
t→0
(F−t)∗Fp(t)TFp(t) − Tp
t
∈ T r,sp (M)
Observacio´n. 1. La derivada de Lie LX : Tr,s(M) → Tr,s(M) es una derivacio´n de orden
cero, por lo que verifica:
LX(T ⊗R) = (LXT )⊗R + T ⊗ (LXR)
2. La derivada de Lie de funciones diferenciables se define de forma simple como LXf =
X(f).
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3. La derivada de Lie de un campo vectorial Y respecto el campo X viene dada por el campo
vectorial que verifica la siguiente expresio´n:
[X, Y ] := XY − Y X ≡ [X, Y ] : C∞(M)→ C∞(M),
[X, Y ](f) = X(Y (f))− Y (X(f))
que se conoce como corchete de Lie . La derivada de Lie entre campos vectoriales tiene
una interpretacio´n gra´fica muy interesante: dados dos campos vectoriales X, Y ∈ X(M)
podemos definir sus flujos como F tX , F
t
Y respectivamente. En tal caso, la derivada [X, Y ] :=
LXY mide la diferencia entre el camino FXt ◦F Yt y el camino F Yt ◦FXt en el l´ımite cuando
t→ 0.
Ve´amos ahora algunos ejemplos de ca´lculo de la derivada de Lie de diferentes objetos ma-
tema´ticos para entender mejor esta generalizacio´n de la derivada direccional:
Ejemplos 2.3.9. 1. Derivada de Lie de un campo vectorial. Dada la variedad dife-
renciable R3+1, consideremos los campos vectoriales
X =
∂
∂x0
Y = Y α
∂
∂xα
∈ X(R3+1)
de forma que el flujo del campo X viene dado por la aplicacio´n F t : R × R3+1 → R3+1
tal que F (t, x0, x1, x2, x3) = (t, x1, x2, x3). Por lo tanto, el pullback de Y por el flujo de X
vendr´ıa dado por F t∗(Y ) = Y t ∂
∂t
+
∑3
i=1 Y
i ∂
∂xi
y tendr´ıa las mismas coordenadas que el
campo Y . As´ı, al derivar respecto de la variable t y evaluando para t = 0 simplemente
obtendr´ıamos:
LXY =
∂Y t
∂t
∂
∂t
+
∑
i
∂Y i
∂t
∂
∂xi
Es fa´cil probar que, efectivamente, evaluando el corchete de Lie de los campos, [X, Y ],
obtendr´ıamos el mismo resultado [X, Y ] = ∂Y
t
∂t
∂
∂t
+
∑
i
∂Y i
∂t
∂
∂xi
, tal y como era de esperar.
2. Derivada de Lie de una forma diferencial. Consideremos R4 como una variable
diferenciable donde tenemos definido el campo vectorial
X = x0
∂
∂x0
+ x1
∂
∂x1
+ x2
∂
∂x2
+ x3
∂
∂x3
∈ X(R4)
cuyo flujo viene dado por la funcio´n F t(t, x0, x1, x2, x3) = et(x0, x1, x2, x3). Consideremos
tambie´n la 4-forma diferencial sobre la variedad R4
α = dx0 ∧ dx1 ∧ dx2 ∧ dx3 ∈ Ω4(R4)
Aplicando la definicio´n de derivada de Lie tenemos que LXα =
d
dt
|t=0 F t∗(α). Entonces,
necesitamos obtener el pullback de α por F t, que viene dado por:
F t∗(α) = (etdx0) ∧ (etdx1) ∧ (etdx2) ∧ (etdx3) = (et)4dx0 ∧ dx1 ∧ dx2 ∧ dx3
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por lo tanto, derivando esta funcio´n respecto de la variable t y evaluando para t = 0
obtendr´ıamos que la derivada de Lie viene dada por:
LXg =
d
dt
|t=0 F t∗(g) = (4e4tdx0 ∧ dx1 ∧ dx2 ∧ dx3)|t=0 = 4α
3. Derivada de Lie de un campo tensorial. Sea M = R3 la variedad diferenciable sobre
la que definimos el campo vectorial
X = −z ∂
∂y
+ y
∂
∂z
∈ X(R3)
cuyo flujo viene dado por la funcio´n F : R× R3 → R3 tal que
F : (t, x, y, z) 7−→ (x, y cost− z sint, y sint+ z cost)
y el (0, 2)-campo tensorial g = dx⊗dx+dy⊗dy−dz⊗dz ∈ T2,2(M). Se puede comprobar
fa´cilemente que el pullback de g por F t es
F t∗(g) = dx⊗ dx+ cos(2t)(dy ⊗ dy − dz ⊗ dz)− sin(2t)(dy ⊗ dz + dz ⊗ dy)
Con estos ca´lculos, podemos obtener la derivada de Lie por definicio´n,LXg =
d
dt
|t=0 F t∗(g).
Calculemos primero la derivada respecto de la variable t:
d
dt
F t∗(g) = −2sin(2t)(dy ⊗ dy − dz ⊗ dz) + 2cos(2t)(dy ⊗ dz + dz ⊗ dy)
y evaluando para t = 0, obtenemos que LXg =
d
dt
|t=0 F t∗(g) = −2(dy ⊗ dz + dz ⊗ dy).
Derivada interior
La derivada interior es una derivacio´n de grado −1 sobre el a´lgebra exterior de las formas
diferenciales sobre una variedad diferenciable. Veamos la definicio´n rigurosa:
Definicio´n 2.3.10. Sea M una variedad diferenciable sobre la que consideramos el conjunto de
las formas diferenciales de orden k, Ωk(M). La derivada interior se define como la contraccio´n
de una forma diferencial con un campo vectorial. Entonces, si consideramos el campo vectorial
X ∈ X(M) podemos definir la derivada interior de la forma ω ∈ Ωk(M) respecto X como la
aplicacio´n ιX : Ω
k(M)→ Ωk−1(M) tal que:
(ιXω)(X1, ..., Xk−1) = ω(X,X1, ..., Xk−1)
Efectivamente el grado de la derivacio´n es −1 pues dada una forma diferencial de orden k, al
aplicarle la derivada interior obtenemos una forma de orden k−1. Adema´s, por tratarse de una
derivacio´n esta´ claro que (ιX)
2 = 0 y ha de verificar:
ιX(α ∧ β) = (ιXα) ∧ β + (−1)|α|α ∧ (ιXβ)
Para terminar de entender la derivada interior veamos un ejemplo de aplicacio´n:
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Ejemplo 2.3.11. Sea la variedad diferenciable M = R4 \ {0} sobre la que consideramos las
coordenadas cano´nicas. Sobre dicha variedad podemos definir el siguiente campo vectorial y la
1-forma diferencial:
X = x0
∂
∂x1
+ x1
∂
∂x2
+ x2
∂
∂x2
+ x3
∂
∂x3
∈ X(M)
Ω = dx0 ∧ dx1 ∧ dx2 ∧ dx3 ∈ Ω4(M)
σ = x0dx1 ∧ dx2 ∧ dx3 − x1dx0 ∧ dx2 ∧ dx3 − x2dx0 ∧ dx3 ∧ dx1 − x3dx0 ∧ dx1 ∧ dx2 ∈ Ω3(M)
A modo de ejemplo podemos calcular ιXΩ y ιXσ. Para calcularlo, debemos tener en cuenta
que la derivada interior verifica la regla de Leibniz escrita anteriormente y, adema´s que ιXσ =
ιΣxi ∂
∂xi
σ = Σi ιxi ∂
∂xi
σ, por lo tendr´ıamos:
ιXΩ = ιX(dx
0 ∧ dx1 ∧ dx2 ∧ dx3) = ιX(dx0) ∧ dx1 ∧ dx2 ∧ dx3 − ιX(dx1)dx0 ∧ dx2 ∧ dx3+
ιX(dx
2)dx0∧dx1∧dx3−ιX(dx3)dx0∧dx1∧dx2 = x0dx1∧dx2∧dx3−x1dx0∧dx2∧dx3+x2dx0∧dx1∧dx3
−x3dx0 ∧ dx1 ∧ dx2 = σ
donde hemos usado que ιX(dx
i) = ιxi ∂
∂xi
(dxi) = xi. Para el caso de σ necesitar´ıamos calcular
cada te´rmino:
ιx0 ∂
∂x0
σ = −x0(x1dx2 ∧ dx3 + x2dx3 ∧ dx1 + x3dx1 ∧ dx2)
ιx1 ∂
∂x1
σ = x1(x0dx2 ∧ dx3 − x2dx0 ∧ dx3 + zdx0 ∧ dx2)
ιx2 ∂
∂x2
σ = −x2(x0dx1 ∧ dx3 − x1dx0 ∧ dx3 + x3dx0 ∧ dx1)
ιx3 ∂
∂x3
σ = −x3(x0dx2 ∧ dx1 − x0 + 1dx0 ∧ dx2 + x2dx0 ∧ dx1)
y sumando todos estos te´rminos obtenemos que el resultado es ιXσ = 0.
Derivada exterior
En este caso, la derivada exterior es una derivacio´n de grado 1 sobre el a´lgebra exterior de
las formas diferenciales sobre una variedad diferenciable. Para definir dicha derivada, comence-
mos a definir el morfismo d para el caso en que el grado sea k = 0. En este caso, la aplicacio´n
vendr´ıa dada por d : C∞(M)→ Ω1(M), de forma que, dada una funcio´n f ∈ C∞(M), df ser´ıa su
forma diferencial, conocida por el ca´lculo diferencial. Sabemos que si fijamos una carta local con
sistema de coordenadas {xα}α, la diferencial de la funcio´n se podr´ıa escribir como la 1-forma
diferencial df = ∂f
∂xi
dxi.
La idea ahora es generalizar este concepto para formas diferenciales de grado k. Para ello,
utilizaremos una definicio´n axioma´tica de la derivada exterior :
Definicio´n 2.3.12. Dada la variedad diferenciable M , diremos que la derivada exterior
es la u´nica aplicacio´n R-lineal que env´ıa k-formas diferenciales a (k + 1)-formas diferenciales
satisfaciendo las siguientes propiedades:
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1. df es exactamente la diferencial de la funcio´n f ∈ C∞(M), que hemos visto anteriormente.
2. Se verifica que d(df) = 0 para cualquier funcio´n diferenciable.
3. La aplicacio´n d verifica la regla de Leibniz, de forma que d(α∧β) = dα∧β+(−1)k(α∧dβ)
donde α ∈ Ωk(M) es una k-forma diferencial. Esta propiedad equivale a exigir que la
aplicacio´n d sea una antiderivacio´n de grado 1 sobre las formas diferenciales.
Esta definicio´n axioma´tica nos da una forma sistema´tica de verificar si una aplicacio´n entre
formas diferenciales se trata de una derivada exterior. Sin embargo, no somos capaces a trave´s
de ella de entender f´ısicamente en que´ consiste esta derivada. Por eso, veamos una definicio´n es-
quema´tica y poco rigurosa que nos permita entender mejor en que´ consiste la derivada exterior.
Para ello, necesitaremos definir una aplicacio´n: el operador de frontera, ∂k+1.
Definicio´n 2.3.13. Sea M una variedad diferenciable de dimensio´n n y sea N ⊂ M una
subvariedad de M de dimensio´n k + 1. Diremos que el operador de frontera , ∂k+1, es la
aplicacio´n que dada una subvariedad N de dimensio´n k+1 retorna la subvariedad de dimensio´n
k correspondiente a la frontera topolo´gica ∂N ⊂M , es decir, ∂k+1 : N → ∂N .
Entonces, la derivada exterior dk : Ω
k(M) → Ωk+1(M) se puede considerar en este sentido
como la aplicacio´n “dual” del operador de frontera, puesto que dkβ(N) = β(∂k+1N).
Observacio´n. 1. Pensando la derivada exterior como el dual del operador de frontera, po-
demos obtener dos propiedades generales importantes: d2 = 0, puesto que la frontera de
una variedad no tiene frontera, y dn = 0, donde n es la dimensio´n de la variedad donde
tenemos definidas las formas diferenciales, puesto que no puede existir una subvariedad
de mayor dimensio´n a la total.
2. Si una k-forma puede verse como una forma de medir el flujo a trave´s de un paralelep´ıpedo
de dimensio´n k, entonces su derivada exterior puede ser pensada como una medida del
flujo a trave´s de la frontera de un paralelep´ıpedo de dimensio´n k + 1.
3. Si trabajamos con formas diferenciales de cualquier orden sobre una variedad M , se
cumple la siguiente expresio´n:
LfXβ = fLXβ + df ∧ ιXβ
para cualquier f ∈ C∞(M) y β ∈ Ωk(M) para cierto k ∈ N. Adema´s, sobre las formas
diferenciales existe una expresio´n que relaciona la derivada exterior con la derivada de
Lie y el producto interior, denominada fo´rmula ma´gica de Cartan:
LX = d ιX + ιX d
4. La derivada exterior es una aplicacio´n que conmuta con los pullback de funciones y con la
derivada de Lie, por lo que tenemos que en general se cumple df ∗ = f ∗d y LXd = dLX .
28
Para clarificar el ca´lculo de la derivada exterior, retomemos ahora el ejemplo del apartado
anterior, en el que hemos calculado la derivada de Lie de una forma diferencial por definicio´n.
En este caso, hallaremos dicha derivada aplicando las propiedades de la derivada exterior que
hemos visto y mediante la fo´rmula ma´gica de Cartan. Vea´moslo:
Ejemplo 2.3.14. Sobre la variedad diferenciable M = R4 \ {0}, consideraremos la funcio´n
diferenciable, el campo vectorial y las formas diferenciables siguientes:
r = ((x0)2 + (x1)2 + (x2)2 + (x3)2)
1
2 ∈ C∞(M)
X = x0
∂
∂x1
+ x1
∂
∂x2
+ x2
∂
∂x2
+ x3
∂
∂x3
∈ X(M)
ω = dx0 ∧ dx1 ∧ dx2 ∧ dx3 ∈ Ω4(M)
σ = x0dx1 ∧ dx2 ∧ dx3 − x1dx0 ∧ dx2 ∧ dx3 − x2dx0 ∧ dx3 ∧ dx1 − x3dx0 ∧ dx1 ∧ dx2 ∈ Ω3(M)
Si queremos calcular la derivada exterior de σ, dσ, debemos tener en cuenta que, en general,
d2 = 0 y, por lo tanto, d(f dg1∧· · ·∧gk) = df ∧dg1∧· · ·∧dgk. Adema´s, debemos recordar que el
producto exterior de dos formas diferenciales es anticonmutativo. De esta forma, tenemos que:
dσ = dx0∧dx1∧dx2∧dx3−dx1∧dx0∧dx2∧dx3−dx2∧dx0∧dx3∧dx1−dx3∧dx0∧dx1∧dx2 = 4Ω
Por otro lado, para calcular el diferencial de la funcio´n, es decir, su derivada exterior, dr,
tendremos en cuenta que d(r2) = 2rdr, puesto que d(r2) se calcula fa´cilmente de la siguiente
manera:
d(r2) = 2(x0dx0 + x1dx1 + x2dx2 + x3dx3) = 2rdr ⇒ dr = x
0dx0 + x1dx1 + x2dx2 + x3dx3
r
Teniendo este u´ltimo ca´lculo en cuenta, vemos que la forma diferencial ω ∈ Ω4(M) puede es-
cribirse fa´cilmente como ω = dr
r
∧ σ. As´ı, vemos que tanto dσ como dr ∧ σ son dos 4-formas
diferenciales que son mu´ltiplos de ω, puesto que ω es una forma de volumen sobre M . Es fa´cil
ver que se trata de una forma de volumen ya que su orden es 4 = dim(M) y, adema´s, no se
anula para ningu´n punto de M , es decir, para cualquier p ∈ M , tenemos que ωp es una base
del espacio producto exterior T ∗p (M) ∧ T ∗p (M) ∧ T ∗p (M) ∧ T ∗p (M) = Λ4T ∗p (M).
Por u´ltimo, veremos co´mo calcular de manera alternativa (sin usar la definicio´n) la derivada
de Lie de la forma diferencial σ respecto el campo vectorial X. Primero, usaremos que la
derivada de Lie conmuta con la derivada exterior, tenemos que LX(dxi) = d(LXxi) y como
LX(xi) = Lxi ∂
∂xi
(xi) = xi, tenemos que LX(dxi) = dxi. Por lo tanto, para cada sumando de σ
tendremos:
LX(x
0 dx1 ∧ dx2 ∧ dx3) = LX(x0)dx1 ∧ dx2 ∧ dx3 + x0LX(dx1) ∧ dx2 ∧ dx3+
x0dx1 ∧LX(dx2) ∧ dx3 + x0dx1 ∧ dx2 ∧LX(dx3) = 4x0 dx1 ∧ dx2 ∧ dx3
Repitiendo este procedimiento para todos los sumandos y calculando la suma de todos ellos,
obtenemos que, efectivamente, LXσ = 4σ. Otra forma para calcular la derivada de Lie ser´ıa
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usar la fo´rmula ma´gica de Cartan, LX = d ιX + ιX d. Teniendo en cuenta, de los ca´lculos
anteriores, que ιXσ = 0, ιXω = σ y dσ = 4ω, sustituyendo es fa´cil ver que:
LV σ = ιV (dσ) + d(ιV σ) = 4ιV Ω + d0 = 4σ.
tal y como era de esperar.
Derivada exterior covariante y conexio´n
En las secciones anteriores, hemos visto propiedades y operadores diferentes sobre los fi-
brados vectoriales de una variedad diferenciable cualquiera. De esta forma, dado un fibrado
vectorial, hemos aprendido a trabajar con elementos de una misma fibra, pudiendo definir
propiedades geome´tricas sobre ella de forma ana´loga a la que lo har´ıamos sobre un espacio vec-
torial. Sin embargo, no tenemos ninguna manera de relacionar objetos que pertenecen a fibras
diferentes.
Por ejemplo, si consideramos el fibrado tangente de una variedad diferenciable M de dimensio´n
n, TM , tenemos que las fibras ser´ıan los espacios tangentes a cada punto, TpM ∀p ∈M , que se
pueden identificar con Rn. En este caso, si consideramos dos puntos p, q ∈M , sabemos perfec-
tamente co´mo sumar vectores dentro del espacio tangente TpM y dentro del espacio TqM , pero
no sabr´ıamos co´mo poder relacionar vectores v ∈ TpM y u ∈ TqM que pertenezcan a diferentes
espacios tangentes.
Antes de comenzar a estudiar el aparente problema, podr´ıamos preguntarnos si realmente es
necesario trabajar con elementos pertenecientes a diferentes fibras. Si pensamos un poco, no
es nada descabellado querer medir co´mo var´ıa una seccio´n de un fibrado vectorial de una va-
riedad M al movernos por la variedad. En este caso, recurrir´ıamos sin pensarlo a la derivada
para ser capaces de medir dicha variacio´n. Sin embargo, recurriendo a la sencilla definicio´n
de derivada ya nos encontramos con el primer problema: para poder hallar la derivada de la
seccio´n necesitamos conocer no solo el valor de la seccio´n en un punto sino tambie´n el valor de
la seccio´n en un punto infinitesimalmente cercano (pero diferente), lo que nos dara´ elementos de
fibras diferentes que deberemos saber restar. Por lo tanto, solo para calcular una simple deriva-
da, ya tenemos la necesidad de aprender a relacionar elementos que no sean de la misma fibra
con el objetivo de ser capaces de “mover” la geometr´ıa local de las fibras de un fibrado vectorial.
En conclusio´n, necesitaremos tener una forma de “conectar”los vectores de diferentes fibras.
Para ello, necesitaremos definir la nocio´n de transporte paralelo a lo largo de una curva:
Definicio´n 2.3.15. Dada una variedad diferenciableM , sobre la que tenemos definida el fibrado
vectorial (E,M, pi, F ), decimos que el transporte paralelo a lo largo de una curva diferenciable
γ : I →M definida sobre la variedad desde el punto γ(t0) = p ∈M hasta el punto γ(t) = qt ∈M
viene dado por el isomorfismo:
Pγ : Eγ(t0) → Eγ(t)
Este isomorfismo nos permite “transportar” los vectores de la fibra del punto γ(t0) con los
vectores de la fibra de γ(t) con el fin de poder trabajar con ellos como si en un mismo espacio
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vectorial se encontraran. Es fa´cil ver que esta aplicacio´n es lineal y biyectiva y, adema´s, depende
directamente de la curva γ que nos indica co´mo transportar los vectores de una fibra a otra.
En la siguiente imagen podemos ver un ejemplo de co´mo se transporta paralelamente un vector
v ∈ TM (imagen de la seccio´n V ∈ X(M)) a lo largo de una curva γ, que podemos pensar como
la curva integral del campo vectorial U ∈ X(M): De esta forma, una vez capaces de trabajar
Figura 7: Transporte paralelo a lo largo de la curva γ [Fuente: [27]]
con elementos de fibras diferentes, podemos generalizar el concepto de derivada direccional.
Para ello, definiremos la derivada direccional de una seccio´n como:
Definicio´n 2.3.16. Dado un fibrado vectorial (E,M, pi, F ), consideramos el campo vectorial
V ∈ X(M) y la seccio´n s ∈ Γ(E). Entonces, la derivada direccional de la seccio´n s respecto
de la direccio´n dada por el campo V viene dada por el transporte paralelo infinitesimal :
(∇V s)p = limt→0 (Pγ)
−1(sγ(t))− sp
t
donde la curva γ respecto la que se realiza el transporte paralelo es cualquier curva tal que
γ(0) = p ∈M y γ˙(0) = Vp.
Podemos intentar entender en que´ consiste geome´tricamente esta definicio´n de derivada di-
reccional. Dada una direccio´n y una seccio´n definida a lo largo de esta direccio´n, para poder
realizar la derivada direccional, se transporta paralelamente la seccio´n s en el punto γ(t) hasta
el punto p ∈ M con el fin de poder restar vectores de la misma fibra y ejecutar la derivada
ordinaria mediante el cociente infinitesimal. Por lo tanto, lo que obtenemos al realizar esta
derivada es la desviacio´n de la seccio´n s ∈ Γ(E) con respecto el transporte paralelo a lo
largo de la direccio´n dada. Esto nos permite definir una aplicacio´n sobre el fibrado vectorial,
que llamaremos conexio´n, que dada una direccio´n y una seccio´n, nos dara´ la desviacio´n de la
seccio´n con respecto el transporte paralelo a lo largo de dicha direccio´n:
Definicio´n 2.3.17. Dado un fibrado vectorial (E,M, pi, F ), diremos que una conexio´n sobre
E →M es la aplicacio´n bilineal ∇ : X(M)× Γ(E)→ Γ(E) tal que:
∇fV s = f∇V s ∇V (fs) = V (f)s+ f∇V s
para toda funcio´n f ∈ C∞(M), todo campo vectorial V ∈ X(M) y toda seccio´n s ∈ Γ(E).
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Otra forma de abordar el problema podr´ıa ser pensar en el proceso opuesto: conociendo co´mo
derivar direccionalmente, obtener v´ıa integracio´n el transporte paralelo. La idea ser´ıa, conocida
cua´l es la desviacio´n que experimenta la seccio´n respecto a una direccio´n, obtener por integracio´n
la curva que nos indica co´mo se realiza el transporte paralelo. Esta forma de entender esta
derivada direccional es totalmente equivalente y nos sera´ ma´s conveniente para trabajar en
la teor´ıa de la Relatividad General. As´ı, podemos definir el mapa “dual”de la conexio´n, que
llamaremos la derivada exterior covariante:
Definicio´n 2.3.18. Dado un fibrado vectorial (E,M, pi, F ), la derivada exterior covariante
es la aplicacio´n d∇ : Γ(E)→ Ω1(M)⊗ Γ(E) tal que, dada una seccio´n s ∈ Γ(E) obtenemos la
1-forma diferencial d∇s tal que:
d∇s : X(M)→ Γ(E)
V 7−→ (d∇s)(V ) = ∇V s
Observacio´n. 1. En la definicio´n, hemos considerado el conjunto Ω1(M)⊗ Γ(E), es decir, el
conjunto de 1-formas diferenciales con valores en E. Esto quiere decir que los coeficientes
de la 1-forma diferencial, en lugar de ser funciones como hasta ahora estamos acostum-
brados, sera´n secciones de E. Esta definicio´n se puede generalizar para cualquier orden
de forma que Ωk(E) := Ωk(M)⊗Γ(E) es el conjunto de las formas diferenciales con coefi-
cientes en E. Observe´se que para las 0-formas diferenciales Ω0(E) := Γ(E) recuperamos
el conjunto de secciones de E.
2. Es posible generalizar de forma natural la derivada exterior covariante de formas de
cualquier orden: d∇ : Ωk(E)→ Ωk+1(E).
3. La derivada exterior covariante es efectivamente una derivada, pues es fa´cil comprobar
que verifica la Regla de Leibniz :
d∇(α⊗ s) = dα⊗ s+ (−1)|α|α ∧ d∇s ∈ Ωk+1(E), ∀α ∈ Ωk(M), s ∈ Γ(E)
4. Si consideramos el fibrado vectorial trivial, cuyas secciones son las funciones diferenciables,
con la conexio´n trivial obtenemos la derivada exterior que ya hemos estudiado en la seccio´n
anterior.
Por lo tanto, hemos visto co´mo la desviacio´n que sufre una seccio´n a lo largo de una direccio´n,
que es una caracter´ıstica de cara´cter geome´trico, nos lleva a definir dos nuevos operadores equi-
valentes: la conexio´n y la derivada exterior covariante. Para intentar clarificar esta idea, veamos
el caso sencillo en el que la variedad es Rn y las secciones son los campos vectoriales X(M). En
este caso, podemos considerar n campos vectoriales, { ∂
∂x1
, ∂
∂x2
, · · · , ∂
∂xn
} que forman una base
de X(M) y que en cada punto p ∈ Rn forman una base vectorial {e1(p), e2(p), · · · , en(p)} de
Rn que puede depender (o no) del punto. As´ı, cualquier campo vectorial V ∈ X(Rn) se puede
expresar en te´rminos de la base anterior como V = V k ∂
∂xk
y en cada punto p ∈ Rn, tendremos
que el vector Vp puede expresarse como Vp = V
k
p ek(p), donde V
k
p son las componentes del vector
Vp ∈ TpRn en la base {ek(p)}k.
En Rn estamos acostumbrados a trabajar con las coordenadas cartesianas, con la que los vectores
tangentes a las curvas coordenadas, que usaremos como vectores de la base, no dependen del
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punto p ∈ Rn. Por lo tanto, tenemos la misma base vectorial para todos los puntos de Rn, pues
estos no sufren ninguna desviacio´n a lo largo de ninguna direccio´n. As´ı, los espacios tangentes
en todos los puntos de la variedad son isomorfos y presentan las mismas coordenadas, lo que nos
permite calcular la derivada en un punto, pues podemos restar vectores de diferentes espacios
tangentes. Esto hace que tengamos una operacio´n “natural”para derivar campos vectoriales en
Rn respecto a las direcciones tangentes a las coordenadas cartesianas:
∇ ∂
∂xj
V = ∇ ∂
∂xj
V k
∂
∂xk
=
∂Vk
∂xj
∂
∂xk
que no es ma´s que la definicio´n usual de derivada direccional (parcial al tratarse de las direc-
ciones de los ejes coordenados) del campo definida en el ca´lculo diferencial.
Sin embargo, esto en general no es as´ı ya que los vectores tangentes a las curvas coordenadas
pueden depender del punto p ∈ Rn en el que nos encontremos, por lo que los espacios tangentes
no sera´n isomorfos y sera´ imposible trabajar con elementos de diferentes espacios tangentes. Es
por este motivo que necesitamos “conectar”los dos espacios tangentes para poder derivar y es
donde entra en juego la nueva definicio´n de derivada covariante anterior, dada por la conexio´n
del espacio. As´ı, si queremos evaluar la derivada exterior covariante, hemos de considerar tam-
bie´n la variacio´n de orientacio´n de la base vectorial al pasar de un punto a otro. Si consideramos
una base general que dependa del punto, { ∂
∂yj
}j, tal que el campo V ∈ X(Rn) se puede expresar
como V˜ k ∂
∂yk
, tenemos que:
∇ ∂
∂yj
V = ∇ ∂
∂yj
V˜ k
∂
∂yk
=
∂V˜k
∂yj
∂
∂yk
+ V˜ k∇ ∂
∂yj
∂
∂yk
donde hemos usado que la derivada exterior covariante verifica la regla de Leibniz. En este
caso, existe un te´rmino adicional, ∇ ∂
∂yj
∂
∂yk
, donde se recoge la informacio´n de co´mo cambia
la base vectorial al cambiar de punto, es decir, que´ desviacio´n experimenta la base vectorial
al recorrer las curva coordenadas. En el caso de las coordenadas cartesianas, ten´ıamos que el
te´rmino ∇ ∂
∂xj
∂
∂xk
= 0 puesto que la base asociada a estas coordenadas no se desv´ıa a lo largo
de ninguna de las curvas coordenadas.
En resumen, hemos visto que cuando usamos las coordenadas cartesianas en Rn, las curvas
coordenadas son l´ıneas rectas paralelas a los ejes coordenados y en cada punto la base vectorial
es la misma. Por el contrario, en general si usamos unas coordenadas cualesquiera los vectores
tangentes a las curvas coordenadas asociadas (que usamos como base vectorial) cambiara´n de
un punto a otro, pues sufren una desviacio´n al moverse a lo largo de una cierta direccio´n. Por
lo tanto, a la hora de derivar necesitaremos tambie´n ser capaces de medir la variacio´n de dicha
base al moverse a lo largo de una direccio´n y, por lo tanto, cambiar de punto. Adema´s, al
cambiar esta base vectorial, los espacios tangentes dejan de ser isomorfos y nos encontramos
que no es posible trabajar con vectores que viven en diferentes espacios. Para poder solucionar
este inconveniente, es necesario definir una conexio´n que nos permita saber co´mo trabajar
con vectores de diferentes espacios tangentes y as´ı poder conocer co´mo se desv´ıan los vectores
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de la base a trave´s de la derivada. En el caso de Rn y las secciones X(Rn), donde podemos
trabajar con la base { ∂
∂yi
}i, podemos definir localmente dicha conexio´n a trave´s de un conjunto
de coeficientes, que vienen dados por la siguiente caracterizacio´n:
∇ ∂
∂yi
∂
∂yj
:= Γkij
∂
∂yk
Este conjunto de coeficientes se denominan s´ımbolos de Christoffel y definen localmente
la conexio´n. Estos coeficientes no son ma´s que las componentes del campo vectorial que da la
desviacio´n del campo V a lo largo de las curvas coordenadas de la base { ∂
∂yi
}i en esta misma
base. Por lo tanto, uniendo los dos resultados anteriores y usando el convenio de sumacio´n de
Einstein como llevamos haciendo en todo el desarrollo tenemos que:
∇ ∂
∂yi
V = (
∂V˜ k
∂yi
+ ΓkijV˜
j)
∂
∂yk
donde podemos ver que con esta nueva “definicio´n”de derivada aparece un nuevo te´rmino para
medir la desviacio´n de la base. Todo este razonamiento puede extenderse a cualquier variedad
diferenciable M . Veamos co´mo generalizar la definicio´n de los s´ımbolos de Christoffel para una
variedad cualquiera dada su carta local:
Definicio´n 2.3.19. Sea M una variedad diferenciable y sea (U, φ) una carta local de M. Consi-
deremos los campos vectoriales coordenados, ∂
∂xi
, que definen una base sobre el espacio X(M).
Entonces, podemos escribir:
∇ ∂
∂xi
∂
∂xj
= Γkij
∂
∂xk
donde a las componentes Γkij ∈ C∞(U) se les denomina s´ımbolos de Christoffel de la conexio´n
∇ relativos a la base ∂
∂xi
(o la carta (U, φ)) y permiten definir la conexio´n localmente.
Observacio´n. Dada una base cualquiera, siempre es posible encontrar una conexio´n que veri-
fique que ∇ ∂
∂xi
∂
∂xj
= 0, ∀i, j ∈ {1, · · · , n}, es decir, que los vectores de la base no cambien su
orientacio´n al moverse a lo largo de diferentes curvas. Esta conexio´n recibe el nombre de co-
nexio´n trivial y es el equivalente al concepto de formas cerradas para la integral de formas,
que permite que la misma no dependa del camino escogido. En este caso, cuando una conexio´n
es trivial tenemos que el transporte paralelo no depende de la curva γ puesto que los vectores
no sufren desviacio´n.
Antes de pasar al caso general y ver la definicio´n de los s´ımbolos de Christoffel para la derivada
covariante de una seccio´n cualquiera (no necesariamente un campo vectorial), veamos ahora
algunos ejemplos con el objetivo de afianzar y aclarar las ideas que hemos visto sobre conexio´n,
derivada covariante y los s´ımbolos de Christoffel:
Ejemplos 2.3.20. 1. S´ımbolos de Christoffel . Empezaremos con un ejemplo de ca´lculo
de s´ımbolos de Christoffel para entender mejor su definicio´n. Consideremos la variedad
M = R2 con su conexio´n esta´ndar, es decir, aquella conexio´n donde los campos vecto-
riales coordenados cartesianos son paralelos y no cambian segu´n el punto p ∈ R2. En esta
conexio´n, tenemos que:
∇v ∂
∂x
= 0 ∇v ∂
∂y
= 0, ∀v ∈ TR2
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De esta forma, los s´ımbolos de Christoffel de la conexio´n asociados a la base { ∂
∂x1
, ∂
∂x2
}
vendr´ıan dados por Γkij = 0, ∀i, j, k ∈ {1, 2}.
El objetivo de este ejemplo es estudiar la misma conexio´n, pero usando otra base que s´ı que
dependa del punto. Por eso, calcularemos los s´ımbolos de Christoffel asociados a la base
{ ∂
∂r
, ∂
∂φ
}, puesto que as´ı tendremos definida la conexio´n localmente. Por lo tanto, tendre-
mos que calcular las cuatro siguientes derivadas covariantes∇ ∂
∂r
∂
∂r
,∇ ∂
∂r
∂
∂φ
,∇ ∂
∂φ
∂
∂r
,∇ ∂
∂φ
∂
∂φ
.
Para ello, lo primero que haremos sera´ expresar los vectores de la nueva base (asociada
a las coordenadas polares) en funcio´n de la base cartesiana, que es a trave´s de la cual
conocemos la conexio´n, teniendo en cuenta que el cambio de coordenadas viene dado por
(x, y) = (rcosφ, rsinφ). Por lo tanto:
∂
∂r
=
∂x
∂r
∂
∂x
+
∂y
∂r
∂
∂y
= cosφ
∂
∂x
+ sinφ
∂
∂y
=
1√
x2 + y2
(x
∂
∂x
+ y
∂
∂y
)
∂
∂φ
=
∂x
∂φ
∂
∂x
+
∂y
∂φ
∂
∂y
= −rsinφ ∂
∂x
+ rcosφ
∂
∂y
= −y ∂
∂x
+ x
∂
∂y
As´ı, teniendo en cuenta que ∇ ∂
∂xi
∂
∂xj
= 0 y usando las propiedades de la derivada cova-
riante tenemos:
∇ ∂
∂r
∂
∂r
= ∇ 1√
x2+y2
(x ∂
∂x
+y ∂
∂y
)
∂
∂r
=
1√
x2 + y2
(x∇ ∂
∂x
∂
∂r
+ y∇ ∂
∂y
∂
∂r
) = 0
donde hemos usado que
∇ ∂
∂x
∂
∂r
= ∇ ∂
∂x
(
1√
x2 + y2
(x
∂
∂x
+ y
∂
∂y
)) =
∂
∂x
(
x√
x2 + y2
)
∂
∂x
+
x√
x2 + y2
∇ ∂
∂x
∂
∂x
+
+
∂
∂x
(
y√
x2 + y2
)
∂
∂y
+
y√
x2 + y2
∇ ∂
∂x
∂
∂y
=
y2
(x2 + y2)
3
2
∂
∂x
+ 0 +
−xy
(x2 + y2)
3
2
∂
∂y
+ 0
y tambie´n que
∇ ∂
∂y
∂
∂r
= ∇ ∂
∂y
(
1√
x2 + y2
(x
∂
∂x
+ y
∂
∂y
)) =
∂
∂y
(
x√
x2 + y2
)
∂
∂x
+
x√
x2 + y2
∇ ∂
∂y
∂
∂x
+
+
∂
∂y
(
y√
x2 + y2
)
∂
∂y
+
y√
x2 + y2
∇ ∂
∂y
∂
∂y
=
−xy
(x2 + y2)
3
2
∂
∂x
+ 0 +
x2
(x2 + y2)
3
2
∂
∂y
+ 0
Por lo tanto, de este ca´lculo tenemos que Γrrr = Γ
φ
rr = 0. Ana´logamente, podemos calcular
la derivada covariante ∇ ∂
∂r
∂
∂φ
:
∇ ∂
∂r
∂
∂φ
= ∇ 1√
x2+y2
(x ∂
∂x
+y ∂
∂y
)
∂
∂r
=
1√
x2 + y2
(x∇ ∂
∂x
∂
∂φ
+ y∇ ∂
∂y
∂
∂φ
) =
=
x√
x2 + y2
∂
∂y
+
y√
x2 + y2
(− ∂
∂x
) =
1
r
∂
∂φ
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donde hemos usado que
∇ ∂
∂x
∂
∂φ
= ∇ ∂
∂x
(−y ∂
∂x
+ x
∂
∂y
) = 0 + 0 + 1 · ∂
∂y
+ 0 =
∂
∂y
∇ ∂
∂y
∂
∂φ
= ∇ ∂
∂y
(−y ∂
∂x
+ x
∂
∂y
) = −1 · ∂
∂x
+ 0 + 0 + 0 = − ∂
∂x
De este resultado tenemos pues que Γrrφ = 0 y Γ
φ
rφ =
1
r
. Seguimos con el ca´lculo de
derivadas covariantes y obtenemos ahora ∇ ∂
∂φ
∂
∂r
usando los resultados anteriores:
∇ ∂
∂φ
∂
∂r
= ∇−y ∂
∂x
+x ∂
∂y
∂
∂r
= −y∇ ∂
∂x
∂
∂r
+ x∇ ∂
∂y
∂
∂r
=
1
r
∂
∂φ
As´ı, tenemos que Γrφr = 0 mientras que Γ
φ
φr =
1
r
. Por u´ltimo, tenemos que:
∇ ∂
∂φ
∂
∂φ
= ∇−y ∂
∂x
+x ∂
∂y
∂
∂φ
= −y∇ ∂
∂x
∂
∂φ
+ x∇ ∂
∂y
∂
∂φ
= −r ∂
∂r
Por lo tanto, Γrφφ = −r mientras que Γφφφ = 0. En resumen, tenemos que la conexio´n
esta´ndar de R2 en las coordenadas polares, cuya base asociada depende del punto, viene
definida por los siguientes s´ımbolos :
Γrrr = 0, Γ
φ
rr = 0
Γrrφ = Γ
r
φr = 0, Γ
φ
rφ = Γ
φ
φr =
1
r
Γrφφ = −r, Γφφφ = 0
que nos permite verificar que, efectivamente, los vectores de la base se desvian al despla-
zarse a lo largo de las curvas coordenadas.
2. Derivada covariante de un campo vectorial . Consideremos la variedad diferencia-
ble M = R2 con la conexio´n que viene definida por los siguientos s´ımbolos de Christoffel
asociados a las coordenadas cartesianas: Γ112 = Γ
1
21 = 1 y todos los dema´s nulos. Usando
la definicio´n de los s´ımbolos, podemos obtener las derivadas covariantes a partir de la
conexio´n:
∇ ∂
∂x
∂
∂x
= 0, ∇ ∂
∂x
∂
∂y
=
∂
∂x
∇ ∂
∂y
∂
∂x
=
∂
∂x
, ∇ ∂
∂y
∂
∂y
= 0
Por lo tanto, cuando el campo ∂
∂y
se desplaza a lo largo de la direccio´n definida por el
campo ∂
∂x
sufre una desviacio´n que viene dada por el campo ∂
∂x
, de la misma manera que
cuando el campo ∂
∂x
se desplaza a lo largo de la direccio´n asociada al campo ∂
∂y
. Esto nos
permite calcular la derivada covariante de un campo vectorial cualquiera V ∈ X(R2). Por
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ejemplo, si V = x ∂
∂x
+ y ∂
∂y
, podemos conocer co´mo se desv´ıa dicho campo V cuando se
mueve a lo largo de sus curvas integrales calculando ∇V V :
∇V V = ∇x ∂
∂x
+y ∂
∂y
V = x∇ ∂
∂x
V + y∇ ∂
∂y
V
Adema´s, como V = x ∂
∂x
+ y ∂
∂y
, tenemos que:
∇ ∂
∂x
(x
∂
∂x
+ y
∂
∂y
) = 1 · ∂
∂x
+ x∇ ∂
∂x
(
∂
∂x
) + 0 + y∇ ∂
∂x
(
∂
∂y
) = (y + 1)
∂
∂x
∇ ∂
∂y
(x
∂
∂x
+ y
∂
∂y
) = 0 + x∇ ∂
∂y
(
∂
∂x
) + 1 · ∂
∂y
+ y∇ ∂
∂y
(
∂
∂y
) = x
∂
∂x
+
∂
∂y
Uniendo los dos resultados anteriores tenemos que:
∇V V = x(y + 1) ∂
∂x
+ y(x
∂
∂x
+
∂
∂y
) = x(2y + 1)
∂
∂x
+ y
∂
∂y
3. Derivada covariante de una 1-forma diferencial . Para el ca´lculo de derivadas
covariante de 1-formas diferenciales hemos de tener en cuenta que si trabajamos con los
campos coordenados de la carta de la variedad entonces ∇ ∂
∂xi
dxk = −Γkijdxj.
Consideremos ahora la variedad diferenciable M = R2, donde tenemos una conexio´n que
viene definida por los s´ımbolos de Christoffel asociados a las coordenadas cartesianas:
Γxxy = Γ
x
yx = 1 y todos los dema´s cero. La conexio´n nos permite conocer co´mo se calculan
las derivadas covariantes usando la definicio´n de los s´ımbolos:
∇ ∂
∂x
(dx) = −Γxxxdx− Γxxydy = −dy
∇ ∂
∂x
(dy) = −Γyxxdx− Γyxydy = 0
∇ ∂
∂y
(dx) = −Γxyxdx− Γxyydy = −dx
∇ ∂
∂y
(dy) = −Γyyxdx− Γyyydy = 0
De esta forma, dada la conexio´n hemos “aprendido” co´mo derivar covariantemente y
podemos calcular ∇V ω donde ω = −ydx + xdy ∈ Ω1(R2) es una 1-forma diferencial y
V = x ∂
∂x
+ y ∂
∂y
∈ X(R2) es el campo vectorial que nos da la direccio´n respecto la cual
hacemos la derivada covariante. Vea´moslo:
∇V ω = ∇x ∂
∂x
+y ∂
∂y
ω = x∇ ∂
∂x
ω + y∇ ∂
∂y
ω
Teniendo en cuenta que
∇ ∂
∂x
ω = ∇ ∂
∂x
(−ydx+ xdy) = 0− y∇ ∂
∂x
(dx) + 1 · dy +∇ ∂
∂x
(dy) = ydy + dy = (y + 1)dy
y que adema´s
∇ ∂
∂y
ω = ∇ ∂
∂y
(−ydx+xdy) = −1 ·dx− y∇ ∂
∂y
(dx) + 0 +∇ ∂
∂y
(dy) = −dx+ ydx = (y− 1)dx
Por lo tanto:
∇V ω = x(y + 1)dy + y(y − 1)dx
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4. Derivada covariante de una k-forma diferencial . Para generalizar la derivada
covariante de una 1-forma diferencial, simplemente hemos de considerar que la derivada
covariante tambie´n satisface la regla de Leibniz sobre el producto exterior de formas
diferenciales. Entonces, si consideramos en el ejemplo anterior la 2-forma diferencial θ =
dx∧ dy, podemos encontrar su derivada covariante respecto el mismo campo V ∈ X(R2):
∇V (dx∧dy) = ∇V (dx)∧dy+dx∧∇V (dy) = (−xdy−ydx)∧dy+dx∧0 = −ydx∧dy = −yθ
5. Derivada covariante de un tensor . Para el ca´lculo de derivadas covariantes de tenso-
res u´nicamente debemos recordar que la derivada covariante tambie´n satisface la regla de
Leibniz sobre el producto tensorial. Por lo tanto, como ya hemos aprendido a calcular de-
rivadas covariantes de campos vectoriales y k-formas diferenciales, esto no supone ningu´n
problema. Sigamos con la misma variedad R2 y la misma conexio´n que en los ejemplos
anteriores. Entonces, podemos calcular la derivada covariante del tensor T = ∂
∂x
⊗ dy
respecto el campo vectorial V :
∇V ( ∂
∂x
⊗ dy) = ∇V ( ∂
∂x
)⊗ dy + ∂
∂x
⊗∇V (dy)
y calculando
∇V ( ∂
∂x
) = x∇ ∂
∂x
∂
∂x
+ y∇ ∂
∂y
∂
∂x
= y
∂
∂x
∇V ( ∂
∂y
) = x∇ ∂
∂x
∂
∂y
+ y∇ ∂
∂y
∂
∂y
= 0
tenemos que ∇V T = ∇V ( ∂∂x ⊗ dy) = y ∂∂x ⊗ dy.
Una vez aclarados los conceptos de conexio´n y derivada exterior covariante, podemos observar
que hemos obtenido la definicio´n de los s´ımbolos de Christoffel a trave´s de la derivada covariante
de un campo vectorial a lo largo de una direccio´n. Esta idea puede ser generalizada para
cualquier seccio´n si consideramos el operador derivada exterior covariante d∇. La idea es que,
de forma ana´loga a como lo hemos visto para campos vectoriales, existira´ una base local de
secciones {s1, s2, · · · , sn} y una matriz (que dependera´ de la base) de 1-formas diferenciales
Γ∇ = (Γkj ) ∈ gln(Ω1(M)) tal que
d∇sj = Γkj ⊗ sk donde Γkj = Γkijdxi ∈ Ω1(M)
Los coeficientes Γkij ∈ C∞(M) son los s´ımbolos de Christoffel que vimos anteriormente para el
caso de los campos vectoriales, pero esta vez generalizado para cualquier seccio´n de M . De la
misma forma que lo hicimos para los campos, podemos calcular la derivada exterior covariante
d∇ de una seccio´n cualquiera, w = wasa, expresada en la base {sa} de secciones y aplicando la
regla de Leibniz obtenemos:
d∇(wasa) = d∇(wa)sa+wad∇(sa) = d(wa)sa+wad∇(sa) = dwasa+waΓka⊗ sa = (d+ Γ∇∧)wasa
donde podemos ver que el operador derivada exterior covariante localmente se puede expresar
como d∇ = d+ Γ∇∧.
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Una vez expresado el operador derivada covariante exterior en funcio´n de la derivada exterior
usual, d, podemos preguntarnos si dicho operador tambie´n verifica que d2∇ = 0 de la misma
manera que d2 = 0. La respuesta es que no y esto nos llevara´ a unos resultados geome´tricos
interesantes. Dada una seccio´n w ∈ Γ(E), veamos que´ obtenemos al aplicar el operador derivada
covariante dos veces:
d2∇w = (d+ A
∇∧)(d+ A∇∧)w = (d+ A∇∧)(dw + A∇ ∧ w) = d(dw) + d(A∇ ∧ w)+
+A∇ ∧ dw +A∇ ∧ (A∇ ∧ w) = 0 + d(A∇) ∧ w + (−1)|A|A∇ ∧ dw +A∇ ∧ dw +A∇ ∧A∇ ∧ w =
= dA∇ ∧ w + A∇ ∧ A∇ ∧ w = (dA∇ ∧+A∇ ∧ A∇) ∧ w := F∇ ∧ w
donde hemos usado que d2 = 0 y la regla de Leibniz para la derivada exterior. Por lo tanto,
hemos visto que d2∇ 6= 0 y que podemos definir un nuevo operador que nos lleva a la siguiente
definicio´n:
Definicio´n 2.3.21. Dado el fibrado vectorial (E,M, pi, F ) donde tenemos definida la cone-
xio´n ∇, diremos que la forma de curvatura de la conexio´n es la matriz de 2-formas
diferenciales, F∇ ∈ Ω2(M)⊗ Γ(E)⊗ Γ(E)∗, que viene dada por:
F∇ = dA∇ + A∇ ∧ A∇ = dA∇ + (A∇)2
Esta curvatura esta´ asociada a la conexio´n y nos permite conocer cua´l es la variacio´n producida
por el transporte paralelo de la conexio´n a lo largo de un pequen˜o cuadrado. En cierto sentido,
la curvatura es la obstruccio´n que presenta la conexio´n para ser la conexio´n trivial, sin que las
secciones presenten desviacio´n al moverse a lo largo de una direccio´n cualquiera.
Entendida la idea geome´trica de la forma diferencial F∇, ahora nos podemos preguntar si se
trata de la forma de curvatura es una forma cerrada, es decir, si d(F∇) = 0. En general, esto
no sera´ as´ı tal y como podemos ver:
dF∇ = d(dA∇ + A∇ ∧ A∇) = d2A∇ + dA∇ ∧ A∇ − A∇ ∧ dA∇ = (F∇ − A∇ ∧ A∇) ∧ A∇−
−A∇ ∧ (F∇ −A∇ ∧A∇) = F∇ ∧A∇ −A∇ ∧A∇ ∧A∇ −A∇ ∧ F∇ +A∇ ∧A∇ ∧A∇ = −[A,F ]
Por lo tanto, tenemos que dF = −[A,F ], que se suele nombrar como la identidad de Bian-
chi . Sin embargo, es fa´cil comprobar que s´ı que se anula para la derivada covariante, d∇F∇ = 0
y se obtiene la conocida como segunda identidad de Bianchi .
Adema´s de preguntarnos si la forma de curvatura se trata de una forma cerrada, tambie´n
podemos cuestionarnos lo siguiente. Trabajando con funciones diferenciales, C∞(Rn), estamos
acostumbrados a que el orden en el que ejecutamos las derivadas direccionales no importe, es
decir, que el operador ∂x∂y − ∂y∂y = 0, donde ∂j indica la derivada direccional respecto la
direccio´n j ∈ Rn. Sin embargo, no sabemos si es cierto que el operador ∇X∇Y −∇Y∇X para
X, Y ∈ X(M) sea siempre cero. Por eso, tiene sentido que queramos comparar el conmutador
[∇X ,∇Y ] con la derivada covariante a lo largo de la direccio´n dada por [X, Y ], ∇[X,Y ] para
saber si su diferencia tambie´n sera´ cero. La respuesta es que en general no es as´ı y podemos
medir este hecho a trave´s de la curvatura:
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Definicio´n 2.3.22. Dada una conexio´n ∇ sobre un fibrado vectorial pi : E → M , podemos
definir el tensor de curvatura o de Riemann como la u´nica aplicacio´n C∞(M)-multilineal
tal que
Riem∇ : X(M)⊗ X(M)⊗ Γ(E)→ Γ(E)
Riem∇(X, Y,w) = ∇X∇Yw −∇Y∇Xw −∇[X,Y ]w
Este (3, 1)-campo tensorial es muy importante y recoge toda la informacio´n sobre la curva-
tura de la variedad. Si se cumple que este tensor Riem ≡ 0, tendremos que no importa el
orden de las derivadas covariantes y diremos que la conexio´n es plana. Este caso es equivalen-
te al de las formas cerradas para la integral de formas en el siguiente sentido: si la conexio´n
es plana, entonces el transporte paralelo no depende de la curva dentro de una misma cla-
se de homotop´ıa. Recordemos que dadas dos curvas γ0 : [0, 1] → M, γ1 : [0, 1] → M tal
que tienen como origen y final los mismos puntos γ0(0) = γ1(0), γ0(1) = γ1(1) diremos que
pertencen a la misma clase de homotop´ıa si existe una aplicacio´n Γ : [0, 1] × [0, 1] → M
tal que Γ(0, t) = γ0(t), Γ(1, t) = γ1(t), ∀t ∈ [0, 1]. Por otra parte, es fa´cil comprobar que
d2∇w(X, Y ) = Riem
∇(X, Y,w), ∀X, Y ∈ X(M), ∀w ∈ Γ(E).
En lo que queda de esta seccio´n, consideraremos que el fibrado vectorial con el que trabajamos
es el fibrado tangente E = TM . En tal caso, el tensor de curvatura de Ricci ser´ıa una aplicacio´n
tal que Riem∇ : X(M)⊗X(M)⊗X(M)→ X(M). Aunque puede verse que dicho tensor recoge
toda la informacio´n sobre la curvatura, es mucho ma´s fa´cil y nos sera´ ma´s u´til en la teor´ıa de
la Relatividad General trabajar con su traza: el tensor de curvatura de Ricci.
Definicio´n 2.3.23. Dada una variedad diferenciable M , consideramos su fibrado tangente
TM y las secciones del mismo, X(M). Supongamos que tenemos definida sobre la variedad la
conexio´n ∇. Entonces, diremos que el tensor de curvatura de Ricci es la traza del tensor
de curvatura de Riemann:
Ric∇ = C12(Riem
∇) ∈ T(0,2)(M)
tal que
Ric∇ : X(M)⊗ X(M)→ C∞(M)
Ric∇(X, Y ) = Tr(W 7→ Riem∇(X,W )Y )
En esta misma l´ınea, si seguimos trabajando con el fibrado TM , tenemos que la derivada
covariante ∇YX entre campos vectoriales es tambie´n un campo vectorial. En este caso, tiene
sentido pensar que´ relacio´n puede existir entre∇YX y∇XY . Si pensamos en Rn con la conexio´n
natural, tenemos que X = X i ∂
∂xi
, Y = Y j ∂
∂xj
y entonces:{∇YX = Y i ∂Xj∂xi ∂∂xj
∇XY = X i ∂Y j∂xi ∂∂xj
}
=⇒ ∇XY −∇YX = (X i∂Y
j
∂xi
− Y i∂X
j
∂xi
)
∂
∂xj
= [X, Y ]
Por lo tanto, tenemos que en Rn con la conexio´n natural, la diferencia entre las derivadas
covariantes es igual al corchete de Lie, que ya estudiamos al definir la derivada de Lie. Es
entonces natural preguntarnos que´ ocurre en general al comparar ambos te´rminos, lo que nos
lleva a la siguiente definicio´n:
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Definicio´n 2.3.24. Dada una variedad diferenciable M , consideramos su fibrado tangente
TM y las secciones del mismo, X(M). Supongamos que tenemos definida sobre la variedad la
conexio´n ∇. Entonces, la expresio´n
T∇ : X(M)× X(M)→ X(M)
T∇(X, Y ) = ∇XY −∇YX − [X, Y ]
es C∞(M)-bilineal, por lo que equivale a un (1, 2)- campo tensorial. Este campo tensorial se
denomina tensor de torsio´n de la conexio´n.
Este tensor tiene una interpretacio´n geome´trica directa. Recordemos que, cuando vimos la de-
rivada de Lie, el corchete [X, Y ] nos permit´ıa medir la diferencia de caminos entre los flujos de
ambos campos vectoriales. Por ejemplo, si fijamos el punto p ∈M y consideramos los vectores
Xp, Yp para intentar construir un paralelogramo a partir de ellos considerando el flujo de ambos,
entonces el corchete de Lie, [X, Y ], mide la “imposibilidad”de formar el paralelogramo. Ahora,
en lugar de considerar los flujos, intentemos formar el paralelogramo a trave´s del transporte
paralelo. En este caso, la torsio´n es la responsable de medir la “obstruccio´n” existente para for-
mar el paralelogramo, es decir, mide la obstruccio´n de la existencia de coordenadas paralelas.
Adema´s, la diferencia entre la direccio´n obtenida siguiendo el flujo y siguiendo el transporte
paralelo es precisamente la deriada covariante. Para intentar aclarar la situacio´n que estamos
analizando, podemos ver una representacio´n de la misma en la siguiente imagen:
Figura 8: Paralelogramos obtenidos a partir del flujo y el transporte paralelo
Por lo tanto, si se cumple que T∇ ≡ 0, tendremos que existen unas coordenadas que no sufren
desviacio´n ∇ ∂
∂xi
∂
∂xj
= 0, por lo que el transporte paralelo no se desv´ıa y podemos decir que
da lugar a una direccio´n paralela en el sentido cla´sico. En tal caso, diremos que la conexio´n es
sime´trica .
41
Por u´ltimo, tras haber analizado la curvatura y la torsio´n y haber visto sus efectos en el
transporte paralelo, hemos estudiado co´mo los campos vectoriales, en general, se transportan
paralelamente a una direccio´n dada sufriendo una desviacio´n. Ahora queremos caracterizar
aquellos campos vectoriales (o secciones en general) no sufren desviacio´n al desplazarse a lo
largo de una curva. Para ello, imaginemos dada una variedad diferenciable M sobre la que
consideramos el fibrado tangente pi : TM → M y dotada de una conexio´n ∇. Sea γ una curva
suave γ : I →M que nos permite definir el fibrado pullback a trave´s de γ como
γ∗(TM) = {(t, x) ∈ I × TM |γ(t) = pi(x) = p ∈M}
Es posible extender la conexio´n ∇ sobre dicho fibrado, de forma que obtendr´ıamos:
∇ : X(I)× Γ(γ∗(TM))→ Γ(γ∗(TM))
donde las secciones esta´n definidas como Γ(γ∗(TM)) = {X : I → TM |X(t) ∈ Tγ(t)M}. De
esta forma, solo tenemos una direccio´n sobre la que podemos derivar, la direccio´n tangente a la
curva, γ˙(t), siendo capaces entonces de medir la desviacio´n sufrida por el transporte paralelo
asociado a γ. Esto nos lleva a la siguiente definicio´n:
Definicio´n 2.3.25. Dada una conexio´n ∇ sobre el fibrado tangente pi : γ∗(TM)→M asociado
a la curva γ : I →M , diremos que una seccio´n w ∈ Γ(γ∗(TM)) es paralela a lo largo de la
curva γ si ∇γ˙w = 0, t ∈ I.
Las curvas que son paralelas a ellas mismas son de gran importancia en la f´ısica y son las
conocidas como geode´sicas :
Definicio´n 2.3.26. Diremos que una curva γ : I → M tal que γ˙ ∈ Γ(γ∗(TM)) es una curva
geode´sica si ∇γ˙ γ˙ = 0.
Si trabajamos con un sistema de coordenadas sobre el fibrado tangente, { ∂
∂xi
}i, sobre el que
podemos expresar el espacio tangente a la curva como γ˙ = γ˙i ∂
∂xi
, la condicio´n para que la curva
sea geode´sica, que se conoce por la ecuacio´n geode´sica viene dada por:
d2γ˙k
dt2
+ Γkij
dγ˙i
dt
dγ˙j
dt
= 0
Por tanto, la nocio´n de curva geode´sica es un concepto geome´trico que nos permite generalizar el
concepto de “l´ınea recta”que conocemos de la geometr´ıa euclidiana a construcciones geome´tricas
ma´s generales. Se tratar´ıa de la curva que se adapta a la curvatura del espacio donde vive para
moverse por e´l sin sufrir desviacio´n. Desde un punto f´ısico, podr´ıan pensarse como las curvas
de aceleracio´n nula puesto que el vector tangente, que ser´ıa la velocidad, no var´ıa a lo largo de
la curva. Para verlo ma´s claro, imaginemos el caso en el que sobre una hoja plana, que puede
representar el espacio R2, trazamos una l´ınea recta entre dos puntos. Claramente, la l´ınea recta
es la curva que une estos dos puntos sin sufrir “desviacio´n”, puesto que la geometr´ıa de R2 es
plana. Sin embargo, pensemos que doblamos y enrollamos esta hoja de forma que obtenemos
un cilindro, tal y como podemos ver en la siguiente figura:
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Figura 9: Cilindro obtenido al enrollar una hoja [Fuente: [28]]
En este caso, ahora la l´ınea recta que une los dos puntos dir´ıamos que esta´ curvada debido a la
geometr´ıa del cilindro. Aun as´ı, esta ser´ıa “la curva ma´s derecha posible”que podemos trazar
dentro del cilindro para unir estos puntos. El concepto que nos permite realizar esta generali-
zacio´n es la geode´sica.
Al estudiar co´mo var´ıa la l´ınea recta al pasar de vivir dentro del plano R2 al cilindro, hemos
podido vislumbrar que podemos distinguir entre dos tipos de curvatura: la curvatura intr´ınseca
y la curvatura extr´ınseca. Consideremos primero la superficie de un cilindro, la cual como vimos
previamente se obtiene enrollando una hoja plana de papel. Uno puede pensar que la superficie
de un cilindro es curva puesto que dicha superficie esta´ “redondeada” en cierta direccio´n en
torno al eje de simetr´ıa. Sin embargo, esta se trata de una curvatura extr´ınseca, ya que no tiene
relacio´n alguna con el espacio tri-dimensional plano (en la hoja del cilindro) del cual forma
parte. Uno puede formar la superficie de un cilindro con el simple hecho de enrollar un pedazo
plano de papel sin necesidad de tener que cortar o arrugar el papel en lo ma´s mı´nimo, de modo
tal que la geometr´ıa intr´ınseca es la misma es la misma que la del pedazo de papel original, que
es una geometr´ıa plana. As´ı, las l´ıneas paralelas trazadas sobre la hoja plana de papel original
siguien siendo paralelas despue´s de haber sido enrollado el papel para formar un cilindro. Si
pensamos en una persona confinada a vivir sobre la superficie de un cilindro, la superficie del
cilindro ser´ıa una superficie plana en todos sentidos y no tendr´ıa forma alguna de detectar la
curvatura haciendo mediciones sobre dicha superficie.
Por lo tanto, la geometr´ıa intr´ınseca de una hoja n-dimensional considera u´nicamente la relacio´n
que pueda haber entre los puntos de las trayectorias confinados a su superficie, mientras que
la geometr´ıa extr´ınseca proviene del considerar a dicha superficie como parte de un espacio
formado por un mayor nu´mero de dimensiones como lo es el caso de la superficie del cilindro.
De este modo, la geometr´ıa extr´ınseca descansa sobre la suposicio´n de la existencia de espacios
multidimensionales con un mayor nu´mero de dimensiones. En la Relatividad General, como
veremos ma´s adelante, cuando hablamos de la curvatura del espacio-tiempo nos referimos a
una curvatura intr´ınseca, puesto que todas las l´ıneas del mundo esta´n confinadas a permanecer
en un espacio cuatri-dimensional; en la Relatividad General en su formulacio´n original no hay
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espacios de cinco dimensiones o ma´s.
Integracio´n sobre variedades
Dada una variedad diferenciable, M , de dimensio´n n, puede resultarnos de gran intere´s
medir el volumen total de dicha variedad. Para ello, es importante que, tal y como hemos
mencionado ya en secciones anteriores, tengamos bien definida una referencia de co´mo medir
dicho volumen. Al estudiar las formas diferenciales, vimos la existencia de formas de volumen,
que proporcionan una medida para calcular el volumen de una variedad. Por esto, dada una
forma de volumen ω ∈ Ωn(M), nuestro objetivo es encontrar el volumen total de M respecto ω,
que denotaremos como ω(M), o bien,
∫
M
ω.
Sin embargo, como veremos ma´s tarde, no nos sirve cualquier tipo de variedad diferenciable.
Para poder tener bien definida la integral
∫
M
ω y, as´ı, poder obtener el volumen de M respecto
la forma ω, necesitaremos que nuestra variedad M sea orientable.
Definicio´n 2.3.27. Sea M una variedad diferenciable de dimensio´n n. Diremos que dicha
variedad es una variedad orientable si existe una n-forma diferencial sobre M que no se
anule para todo p ∈M . De esta forma, tendremos que el conjunto
Vol(M) = {ω ∈ Ωn(M) |ωp 6= 0, ∀p ∈M}
de las formas diferenciales de orden n sobre M que no se anulan en ningu´n punto es un conjunto
no vac´ıo.
De esta forma, tenemos una definicio´n que nos permite conocer cua´ndo una variedad diferen-
ciable es orientable. Sin embargo, aunque de forma intuitiva sabemos que´ es la orientacio´n
que puede tener una variedad, no tenemos ninguna definicio´n rigurosa sobre dicho concepto.
Veamos co´mo podemos definirlo:
Definicio´n 2.3.28. Sea M una variedad diferenciable orientable, es decir, Vol(M) 6= ∅. Sobre
el conjunto Vol(M) podemos definir una relacio´n de equivalencia:
ω ≡ ω¯ ⇐⇒ ω = f · ω¯ para f ∈ C∞(M) tal que f(p) > 0, ∀p ∈M
La clase de equivalencia de ω ∈ Vol(M) la denotaremos como [ω]. De esta forma, cada una
de las clases de equivalencia se denomina orientacio´n de M . Adema´s, dada una orientacio´n,
[ω], es posible considerar la orientacio´n opuesta, que viene dada por [−ω].
Una vez hemos definido a que´ llamaremos variedad orientable y que´ entendemos por orientacio´n
de una variedad, podemos definir el concepto de variedad orientada, tal y como haremos a
continuacio´n:
Definicio´n 2.3.29. Diremos que una variedad orientada es un par (M, [ω]) formado por
una variedad diferenciable orientable M y una orientacio´n [ω] fijada sobre M .
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Observacio´n. Sea U un abierto no vac´ıo de la variedad orientada (M, [ω]). Entonces, es claro
que U tambie´n es orientable y su orientacio´n es la inducida de forma natural por [ω|U ].
Veamos algunos ejemplos sencillos de orientaciones sobre variedades diferenciables:
Ejemplos 2.3.30. 1. El espacio eucl´ıdeo Rn es una variedad orientable, cuya orientacio´n
esta´ndar viene dada por la n-forma dx1 ∧ · · · ∧ dxn dada por el producto exterior de las
1-formas diferenciales dadas por la base cano´nica.
2. Una curva diferenciable no singular es una variedad orientable de dimensio´n 1. Para fijar
una orientacio´n sobre ella basta con elegir un sentido de recorrido de la curva, es decir,
un sentido de su vector tangente.
3. Dada una superficie orientable de dimensio´n 2, definir una orientacio´n sobre ella consiste
en dar un sentido de giro alrededor de cada punto de dicha variedad. Esto es posible
hacerlo definiendo una aplicacio´n normal, que asocie en cada punto un vector normal a
dicha superficie.
Para intentar definir ahora la integral sobre una variedad, consideremos M una variedad dife-
renciable orientada de dimensio´n n a la que podemos asociar el atlas (Ui, φi). Dada una n-forma
diferencial, ω, cuyo soporte (la clausura sobre M de todos los puntos donde no se anula la forma)
Sop(ω) = Adh({p ∈M |ωp 6= 0}) es un conjunto compacto, queremos definir su integral
ω(M) o bien
∫
M
ω
Antes de empezar a definir dicha integral, recordemos dos propiedades importantes de la integral
que nos sera´n muy u´til posteriormente:
1. Consideremos una funcio´n diferenciable f : U → R definida sobre un abierto U de
Rn. Sabemos que f sera´ integrable si f es continua y su soporte, Sop(f) = Adh({x ∈
U | f(x) 6= 0}) ⊂ V , es compacto. En tal caso, sobre dicho abierto U podemos considerar
su medida de Lebesgue asociada, denotando su integral como∫
U
f dx1 · · · dxn
Lo que es importante recordar es que dado V un abierto de U que contiene al soporte de
f, Sop(f), entonces tenemos que∫
V
f dx1 · · · dxn =
∫
U
f dx1 · · · dxn
2. Si consideramos que (U ;u1, · · · , un) es un abierto coordenado de una variedad diferencia-
ble, podemos denotar como U˜ al abierto de Rn tal que U φ=(u1,··· ,un)−→ U˜ es un difeomorfismo.
De esta forma, es posible definir una medida sobre U , que llamaremos µ, inducida por φ
dada la mesura de Lebesgue en el abierto U˜ . De esta forma, denotaremos∫
U
f dµ =
∫
U
f du1 · · · dun
45
Gracias a lo que hemos visto en la propiedad anterior, tenemos que si V ⊂ U es un abierto
de U que contiene el soporte de f, la integral se puede expresar∫
U
f du1 · · · dun =
∫
V
f du1 · · · dun
Lo importante aqu´ı es concretar el valor de la integral
∫
U
f du1 · · · dun. Sabemos que
dada una aplicacio´n entre variedades, su pullback nos permite definir el isomorfismo φ∗ :
C∞(U˜)→ C∞(U) de forma que existe una u´nica funcio´n diferenciable F = F (x1, · · · , xn)
tal que f = φ∗F = F ◦ φ. De esta forma, si F es integrable en el sentido usual, tenemos
que ∫
U
f(u1, · · · , un) du1 · · · dun =
∫
U˜
F (x1, · · · , xn) dx1 · · · dxn
Teniendo en cuenta estas consideraciones, nos disponemos ahora a definir la integral
∫
M
ω. En
el caso general, el soporte de la forma de volumen, ω, no tiene por que´ estar contenido en
algu´n abierto coordenado Ui. Sin embargo, podemos ver que el caso general puede reducirse a
este u´ltimo. Vea´moslo: consideremos la familia de abiertos coordenados {Ui}i∈I que recubren
la variedad M y consideremos una particio´n de la unidad, {fi}i∈I ⊂ C∞(M), subordinada a
dicho recubrimiento {Ui}i∈I . Entonces, para todo p ∈ M existe un entorno abierto, Vp, que
corta a un nu´mero finito de cerrados de la familia {Sop(fi)}i∈I , puesto que dicha familia es
localmente finita. De esta forma, como Sop(ω) ⊂ M es compacto y tiene un recubrimiento
que puede venir dado por {Vp}p∈Sop(ω), tenemos que existe tambie´n un nu´mero finito de puntos
x1, · · · , xr ∈ Sop(ω) tales que Sop(ω) ⊂ Vp1 ∩ · · · ∩ Vpr . As´ı, queda demostrado que Sop(ω)
corta u´nicamente a un nu´mero finito de cerrados de {Sop(fi)}i∈I . Por lo tanto, existira´ un
subconjunto finito J de los ı´ndices I tal que si i ∈ I pero i /∈ J , tenemos fi · ω = 0. Sea
J = {1, · · · ,m}, entonces se verifica que:
ω = 1 · ω = (
∑
i∈I
fi) · ω =
∑
i∈I
fi · ω =
∑
i∈J
fi · ω
De esta forma, para todas las n-formas f1 ·ω, · · · , fm ·ω se verifica que su soporte esta´ contenido
en algu´n abierto coordenado. Para terminar de hilar este razonamiento, tenemos que demostrar
que dicha definicio´n no depende del recubrimiento ni de la particio´n de la unidad que sea esco-
gida. Para ello, consideremos otro recubrimiento por abiertos coordenados de M , {Vi}i∈I˜ , y una
particio´n de la unidad, {gi}i∈I˜ , subordinada a dicho recubrimiento. Ana´logamente, tendremos
que existe un nu´mero finito de ı´ndices, J˜ = {1, · · · , s}, tal que
ω = g1 · ω + · · ·+ gs · ω
cumplie´ndose que cada forma gi · ω tiene soporte en un abierto coordenado del recubrimiento
{Vi}i∈I˜ .
Fijando el ı´ndice i ∈ {1, · · · , r}, todas las n-formas fig1 ·ω, · · · , figs ·ω verifican que su soporte
esta´ incluido en el mismo abierto coordenado, {Ui}i∈I , aquel que contiene a Sop(fi). As´ı pues,
tenemos que Sop(figj · ω) ⊂ Sop(fi) para j = 1, · · · , s. Por lo tanto, la n-forma suma de estas
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formas tambie´n tendra´ soporte compacto contenido en el mismo abierto coordenado, por lo que
podemos escribir ∫
M
(
s∑
j=1
figj · ω) =
s∑
j=1
∫
M
(figj · ω)
De la misma forma, si fijamos el ı´ndice j ∈ {1, · · · , s}, obtenemos el resultado ana´logo ∫
M
(
∑r
i=1 figj·
ω) =
∑r
i=1
∫
M
(figj · ω).
Por lo tanto, gracias a los dos u´ltimos resultados, podemos concluir que:
r∑
i=1
∫
M
(fi · ω) =
r∑
i=1
∫
M
(fi(
s∑
j=1
gj · ω) =
r∑
i=1
∫
M
(figj · ω) =
=
s∑
j=1
r∑
i=1
∫
M
figj · ω =
s∑
j=1
∫
M
gj(
r∑
i=1
fi · ω) =
s∑
j=1
∫
M
gj · ω
con lo que queda demostrado que la integral no depende ni del recubrimiento ni de la particio´n
de la unidad.
Hasta ahora hemos visto que cualquier caso puede reducirse a aquel en el que el soporte de
la forma, ω, este´ contenido en algu´n abierto coordenado (Ui;ui1 , · · · , uin) de M . Veamos aho-
ra co´mo definiremos la integral en este u´ltimo caso. Para ello, lo primero es tomar “de for-
ma correcta”las coordenadas del abierto coordenado Ui para que las coordenadas ui1 , · · · , uin
definan el sentido correcto de la orientacio´n inducida en Ui por M . Como las componentes
conexas de Ui son abiertas y el Sop(ω) es compacto, dicho cerrado solo corta a un nu´mero
finito de componentes conexas. Por lo tanto, escogiendo un abierto ma´s pequen˜o si fuera ne-
cesario, podemos suponer que el abierto Ui tiene un nu´mero finito de componentes conexas.
En todos estas componentes la orientacio´n inducida esta´ definida por dui1 ∧ · · · ∧ duin o bien
−dui1 ∧ · · ·∧duin = d(−ui1)∧ · · ·∧duin , por lo que cambiando las coordenadas ui1 , · · · , uin por
−ui1 , · · · , uin si fuese necesario podemos suponer que el abierto Ui es tal que dui1 ∧ · · · ∧ duin
define la orientacio´n en Ui inducida por la de M .
Una vez escogida de forma adecuada las coordenadas sobre el abierto Ui, podemos expresar
nuestra n-forma de intere´s en la base {dui1 ∧ · · · ∧ duin} de Ωn(Ui), de forma que
ω = fdui1 ∧ · · · ∧ duin
donde claramente Sop(ω) = Sop(f). En este caso, definimos la integral de ω sobre M como∫
M
ω :=
∫
Ui
f(ui1 , · · · , uin) dui1 · · · duin
Puede verse que claramente esta definicio´n no depende del abierto coordenado que contenga al
soporte de ω, simplemente se ha de considerar otro abierto coordenado (V ; v1, · · · , vn) y consi-
derar la interseccio´n U∩V ⊃ Sop(ω), donde podemos suponer que Ui = V . Entonces, aplicando
47
el Teorema del cambio de variables integral para el cambio de coordenadas ui = hi(v1, · · · , vn)
tenemos que
∫
M
ω =
∫
V
f(h1(v1, · · · , vn), · · · , hn(v1, · · · , vn)) · J · dv1 · · · dvn donde J es el ja-
cobiano del cambio de variables. As´ı, vemos como no depende del abierto coordenado como
consecuencia directa de aplicar el Teorema del cambio de variables integral.
As´ı, hemos definido la integral de una n-forma sobre una variedad en el caso general. Ahora,
a modo de generalizar el Teorema fundamental del ca´lculo, tras haber definido la integral en
variedades enunciaremos (sin demostracio´n) su generalizacio´n: el Teorema de Stokes.
Teorema 2.1. (Teorema de Stokes) Sea M una variedad diferenciable de dimensio´n n,
con borde ∂M y orientada, en la que tenemos definida una orientacio´n. Consideremos una
(n− 1)-forma diferencial con soporte compacto ω ∈ Ωn−1(M). Entonces:∫
M
dω =
∫
∂M
i∗ω
donde i : ∂M →M es la inclusio´n de ∂M en M y ∂M viene dotado de la orientacio´n inducida
de la orientacio´n de M .
2.4 Geometr´ıa (semi-)Riemanniana
Hasta ahora hemos estudiado diferentes estructuras que podemos obtener a partir de las va-
riedades diferenciables y herramientas que nos permiten trabajar con estas. Sin embargo, hemos
definido pocas propiedades geome´tricas y aun no sabemos co´mo medir distancias, volu´menes
ni a´ngulos en nuestra nueva construccio´n geome´trica. Para ello, nos sera´ necesario introducir
el concepto de me´trica sobre una variedad diferenciable, de la misma forma que se introdujo el
producto escalar y la me´trica en los espacios eucl´ıdeos, con el fin de poder estudiar propiedades
me´tricas en los espacios vectoriales.
Definicio´n 2.4.1. Dada una variedad diferenciable M , diremos que un (0, 2)-campo tensorial
sime´trico y suave, g ∈ T0,2, tal que gp ∀p ∈ M es definido positivo define una me´trica Rie-
manniana sobre la variedad M . Al par (M, g) lo nombraremos variedad Riemanniana .
La idea de me´trica es la misma que la ya conocida para los espacios vectoriales. A modo de
aclaracio´n, veamos algunos ejemplos de me´tricas sobre variedades diferenciables:
Ejemplos 2.4.2. 1. El ejemplo ma´s ba´sico y sencillo de me´trica Riemanniana es la me´trica
Eucl´ıdea, g, sobre el espacio vectorial Rn, considerado como una variedad diferenciable.
Dicha me´trica puede expresarse en coordenadas cartesianas como g = δijdx
idxj = (dx1)2+
· · ·+ (dxn)2, que aplicada a dos vectores da el producto escalar ordinario entre ambos.
2. Dentro del espacio vectorial R2 considerado como una variedad diferenciable podemos
considerar la me´trica Riemanniana cano´nica, que viene dada en coordendas cartesianas
por g = dx ⊗ dx + dy ⊗ dy. Dicha me´trica puede expresarse en coordenadas polares
48
si es necesario, dado por el cambio de variable φ : R2 → R2 tal que x = φ(rcosθ)
y y = φ(rsinθ). Entonces, expresando los diferenciales dx, dy en coordenadas polares
tenemos:{
dx = cosθdr − rsinθdθ
dy = sinθdr + rcosθdθ
}
⇒ dx⊗ dx+ dy ⊗ dy = dr ⊗ dr + r2dθ ⊗ dθ
Por lo tanto, tenemos que el pullback φ∗g = dr⊗dr+r2dθ⊗dθ nos da la me´trica expresada
en coordenadas polares.
Gracias a esta construccio´n, tenemos todas las herramientas para poder definir la norma de los
vectores tangente, el a´ngulo entre dos vectores tangentes no nulos, la longitud de un trozo de
curva, etc. de la misma forma que lo hicimos en los espacios eucl´ıdeos.
En nuestra definicio´n de me´trica hemos impuesto que el campo tensorial sea definido positivo
en todos los puntos. Sin embargo, en Relatividad General esta condicio´n a veces puede ser
demasiado restrictiva. Por este motivo, se da una definicio´n alternativa de me´trica en la que no
es necesario que el campo tensorial sea definido positivo, sino simplemente no degenerado. Este
tipo de me´trica se conoce como me´trica semi-riemanniana. Veamos a continuacio´n su definicio´n
formal:
Definicio´n 2.4.3. Una me´trica semi-riemanniana sobre una variedad diferenciable M es
un (0, 2)-campo tensorial sime´trico y suave, η, que es no-degenerado para todo punto p ∈M .
Al par (M, η) se le denomina variedad semi-riemanniana .
En Relatividad General sera´ muy comu´n usar un ejemplo concreto de me´trica semi-riemanniana,
que nos permitira´ definir una direccio´n privilegiada en el espacio-tiempo: el eje temporal. Esta
me´trica se denomina me´trica lorentziana y puede definirse de la siguiente manera:
Definicio´n 2.4.4. Diremos que una me´trica semi-riemanniana es una me´trica lorentziana
sii su signatura es (1, n− 1), o bien, (n− 1, 1).
Dada la definicio´n de me´trica lorentziana, es muy sencillo definir lo que sera´ el objeto ba´sico
de la Relatividad General: la variedad lorentziana.
Definicio´n 2.4.5. Diremos que el par (M, η) es una variedad lorentziana si M es una
variedad diferenciable sobre la que podemos definir la me´trica lorentziana η en todos sus puntos.
As´ı, ahora podemos tener dos construcciones geome´tricas sobre la misma variedad diferenciable.
No obstante, es importante hacer la siguiente observacio´n: dada una variedad diferenciable,
siempre es posible encontrar al menos una me´trica riemanniana que sea compatible con dicha
variedad, es decir, que este´ bien definida para todos sus puntos. Sin embargo, esto no es as´ı,
como veremos, para una me´trica semi-riemanniana. La causa de este hecho es el nuevo aspecto
fundamental de esta construccio´n geome´trica: la me´trica no es positiva definida. Esto lleva a
que puedan existir vectores en el espacio tangente para los que la me´trica degenera, es decir,
η(v, ·) = 0, v ∈ TxM, x ∈ M . De hecho, una condicio´n necesaria y suficiente para que una
variedad diferenciableM admita una me´trica semi-riemanniana es que exista un campo vectorial
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V ∈ X(M) sobre dicha variedad que no se anule en ningu´n punto de la variedad. Adema´s, gracias
a esta nueva caracter´ıstica de la me´trica semi-riemanniana podemos clasificar los vectores del
espacio tangente en funcio´n de su valor al aplicarle la me´trica:
Definicio´n 2.4.6. Sea M una variedad diferenciable y sea p ∈M un punto cualquiera de dicha
variedad. Consideremos el vector x ∈ TpM del espacio tangente a M en p. Entonces, diremos
que dicho vector es:
De tipo espacio, comu´nmente spacelike , si g(x, x) > 0,
De tipo luz, comu´nmente null , si g(x, x) = 0,
De tipo tiempo, comu´nmente timelike , si g(x, x) < 0.
Si el vector x ∈ TpM es timelike o null, entonces diremos que es causal .
Observacio´n. Esta definicio´n puede ser generalizada para cualquier curva regular suave en una
variedad diferenciable M extendiendo las definiciones anteriores para el vector tangente de
dicha curva.
Adema´s, con estas definiciones, para cada punto p ∈M podemos definir los siguientes conjuntos:
Definicio´n 2.4.7. Dada una variedad diferenciable M y un punto cualquiera de ella p ∈ M ,
tenemos que
Sp = {x ∈ TpM | g(x, x) > 0} es el conjunto de vectores spacelike en el espacio tangente
a p,
Ip = {x ∈ TpM | g(x, x) < 0} es el conjunto de vectores timelike en el espacio tangente a
p,
Np = {x ∈ TpM | g(x, x) = 0} es el conjunto de vectores null en el espacio tangente a p.
Por lo tanto, al contrario que para una me´trica riemanniana, existira´ un conjunto de vectores,
Np, sobre los que la me´trica se anula siempre y, por lo tanto, obtenemos que g|Np es una me´tri-
ca degenerada. De esta forma, nos resultara´ imposible estudiar propiedades me´tricas, realizar
proyecciones, etc.
Antes de seguir estudiando propiedades de esta nueva construccio´n geome´trica, veamos un
ejemplo muy importante de me´trica lorentziana: la me´trica de Minkowski . Esta me´trica
permite definir la geometr´ıa del espacio-tiempo de un universo trivial, totalmente sime´trico,
vac´ıo y esta´tico:
Ejemplo 2.4.8. La me´trica de Minkowski , g, en el espacio lineal de R4 es una forma
bilineal sime´trica y no degenerada de signatura (−,+,+,+). Por lo tanto, existira´ una base
vectorial {e0, e1, e2, e3} ⊂ R4 tal que
g(eα, eβ) = gαβ donde α, β ∈ {0, 1, 2, 3}
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en este caso gαβ podemos obtener una representacio´n matricial que viene dada por
g =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

Adema´s, si consideramos el sistema ortogonal de coordenadas (t, x1, x2, x3), la me´trica g se
puede escribir como un (0, 2)-tensor: g = −dt ⊗ dt + dx1 ⊗ dx1 + dx2 ⊗ dx2 + dx3 ⊗ dx3 =
−dt2 + (dx1)2 + (dx2)2 + (dx3)2. Sobre este sistema de coordenadas, podemos estudiar co´mo
caracterizar a los vectores del espacio tangente. Diremos que un vector X ∈ R4, que viene dado
por X = (t, x1, x2, x3) en dicho sistema de coordenadas (considerando c = 1), sobre un punto
p ∈ R4 es:
de tipo tiempo o timelike si t2 < (x1)2 + (x2)2 + (x3)2,
de tipo espacio o spacelike si t2 > (x1)2 + (x2)2 + (x3)2,
nulo o null si t2 = (x1)2 + (x2)2 + (x3)2.
Ana´logamente, podemos clasificar los vectores del espacio tangente al punto p ∈ R4 en los
siguientes conjuntos:
Ip = {X = (t, x1, x2, x3) ∈ TpM | t2 < (x1)2 + (x2)2 + (x3)2}
Sp = {X = (t, x1, x2, x3) ∈ TpM | t2 > (x1)2 + (x2)2 + (x3)2}
Np = {x = (t, x1, x2, x3) ∈ TpM | t2 = (x1)2 + (x2)2 + (x3)2}
De esta forma, es claro que podemos identificar al conjunto de vectores nulos, Np, como el doble
cono cuyo ve´rtice es el punto p ∈ R4, que se suele denominar double null cone: Np = N+p ∪N−p .
Adema´s, el conjunto de vectores de tipo tiempo, Ip, estar´ıa formado por el interior de dicho
cono mientras que el conjunto de vectores de tipo espacio, Sp, ser´ıa todo el exterior de dicho
cono. El conjunto de vectores de tipo tiempo tambie´n puede separarse en dos componentes,
Ip = I+p ∪ I−p , de forma que N+p = ∂I+p y N−p = ∂I−p .
Una vez analizadas las condiciones y propiedades de existencia de una me´trica semi-riemanniana
y visto un ejemplo de ellas, nos gustar´ıa estudiar co´mo una variedad diferenciable “hereda” una
me´trica semi-riemanniana. En el caso riemanniano, tenemos que si j : N →M es una inmersio´n
de la subvariedad N en la variedad riemanniana M con me´trica g, entonces j∗(g) es claramente
una me´trica riemanniana en N. Recordemos que un embedding o inmersio´n es una aplicacio´n
suave tal que j∗ es una aplicacio´n inyectiva y la aplicacio´n j : N → M es un homeomorfismo
entre N considerado como una variedad diferenciable y N considerado como un subconjunto
inmerso en la variedad (M, g). En el caso semi-riemanniano, tal y como veremos a continuacio´n,
no es as´ı de sencillo y en general al restringir una me´trica semi-riemanniana el resultado no
es siempre una me´trica del mismo tipo. Para verlo, vamos a considerar una variedad semi-
riemanniana, formada por el par (M, g) y una variedad diferenciable, M˜ , tal que podemos
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considerar la inmersio´n o embedding j : M˜ → M . De la propia definicio´n, tenemos que la
imagen j(M˜) ⊂ M es una subvariedad diferenciable y, por lo tanto, heredara´ propiedades de
M . Nuestro objetivo es entonces estudiar co´mo podemos restringir la me´trica, g, de la variedad
semi-riemanniana (M, g) sobre la subvariedad M˜ . El problema que encontramos en este caso
es el hecho de que la me´trica semi-riemanniana, g, al no ser necesariamente definida positiva
provoca que al restringir la me´trica sobre (M˜ , g˜ = j∗g), esta pueda resultar riemanniana,
semi-riemanniana o degenerada. Esta caracter´ıstica nos permite definir los siguientes tipos de
subvariedades semi-riemannianas:
Definicio´n 2.4.9. Sea (M, g) una variedad semi-riemanniana y M˜ una variedad diferenciable,
sobre las que es posible definir la inmersio´n j : M˜ →M, j(M˜) ⊂M . Entonces, diremos que la
subvariedad semi-riemanniana (M˜ , g˜ = j∗g) es:
1. de tipo espacio o space-like si la me´trica g˜ es una me´trica riemanniana,
2. de tipo tiempo o time-like si la me´trica g˜ es una me´trica semi-riemanniana,
3. de tipo luz o nula, light-like o null si la me´trica g˜ es degenerada en todo punto.
Veamos un ejemplo para ilustrar estas u´ltimas definiciones:
Ejemplo 2.4.10. Consideremos la variedad semi-riemanniana (de hecho, lorentziana) (R4, g)
donde g es la me´trica de Minkowski. Si consideramos la base vectorial cano´nica sobre R4,
{e1, e2, e3, e4}, podemos expresar la me´trica en forma de matriz:
g =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

De esta forma, podemos identificar diferentes subespacios vectoriales de R4 sobre los que res-
tringir la me´trica:
1. Sea H1 = [e2, e3] un espacio vectorial de R4. Si restringimos la me´trica g sobre este
subespacio g|H1 = g1 obtenemos:
g1 =
(
0 1 0 0
0 0 1 0
)
−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


0 0
1 0
0 1
0 0
 = (1 00 1
)
Por lo tanto, obtenemos que la restriccio´n g1 es una me´trica riemanniana y la subvariedad
(H1, g1) es de tipo espacio o space-like.
2. Sea H2 = [e1, e2] un espacio vectorial de R4. Ana´logamente, si restringimos la me´trica g
sobre este nuevo subespacio g|H2 = g2 obtenemos:
g2 =
(
1 0 0 0
0 1 0 0
)
−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


1 0
0 1
0 0
0 0
 = (−1 00 1
)
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De esta forma, al contrario que en el caso anterior, obtenemos que la restriccio´n g2 es
una me´trica semi-riemanniana y, por lo tanto, la subvariedad (H2, g2) es de tipo tiempo
o time-like.
3. Sea H3 = [e1 + e2, e3] otro espacio vectorial de R4. En este caso, si restringimos la me´trica
g sobre este nuevo subespacio g|H3 = g3 tenemos que:
g3 =
(
1 1 0 0
0 0 1 0
)
−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


1 0
1 0
0 1
0 0
 = (0 00 1
)
por lo que obtenemos una degeneracio´n de la me´trica puesto que la matriz de g3 no tiene
rango ma´ximo. Por lo tanto, diremos que la subvariedad (H3, g3) es nula o null. Este tipo
de subvariedades son de gran intere´s en la Relatividad General y sera´n objeto de estudio
en el cap´ıtulo 4.
En lo que queda de cap´ıtulo, consideraremos que la me´trica inducida es no degenerada. En este
caso, es posible definir un nuevo tipo de fibrado vectorial: el fibrado normal, definido gracias a
la nocio´n de ortogonalidad dada por la me´trica de la misma forma que estamos acostumbrados
en los espacios eucl´ıdeos:
Definicio´n 2.4.11. Sea (M, g) una variedad semi-riemanniana y sea (M˜, g˜) una subvariedad
no degenerada de dicha variedad, tal que es posible definir la inmersio´n j : M˜ → M . Diremos
que el espacio normal en cada punto p ∈ M˜ es el espacio vectorial
T⊥j(p)j(M˜) = {v ∈ Tj(p)M | gj(p)(v, x) = 0, ∀x ∈ j∗TpM˜}
Considerando la unio´n disjunta de los espacios normales a todos los puntos p ∈ M˜ , podemos
definir el fibrado normal como
T⊥j(M˜) =
⊔
p∈M˜
T⊥j(p)j(M˜) ⊂ j∗(TM)
Denotaremos como X⊥j (M) = Γ(T
⊥j(M¯)) ⊂ Γ(j∗(TM)) el conjunto de campos vectoriales
sobre j(M˜) que son normal a la variedad. De la misma forma, denotaremos como X>j (M) ⊂
Γ(j∗(TM)) a los campos vectoriales tangentes a la variedad.
Como hemos mencionado anteriormente, esta definicio´n estara´ bien definida solo en el caso
en que la me´trica sea no degenerada. En tal caso, esta definicio´n nos permite descomponer el
fibrado tangente de M como suma directa de espacios ortogonales
TM = j∗(TM˜)⊕ T⊥j(p)j(M˜)
Adema´s, gracias a esta nueva definicio´n ahora somos capaces de asignar un campo vectorial
normal, ν ∈ X⊥j (M), a una hipersuperficie H ⊂M . Recordemos que, dada una variedad (M, g),
una hipersuperficie H ⊂ M es una subvariedad de codimensio´n 1. Por lo tanto, al menos
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localmente, en un subconjunto U ⊂ H, existira´ un u´nico (llevado de signo) vector unitario,
ν ∈ X⊥j (j(U)), del fibrado normal tal que dicho vector es perpendicular a j(U) ⊂ M . Por ser
un vector unitario, tenemos que para todo campo X ∈ X(H), la derivada covariante cumple
∇Xν ⊥ ν. Esto quiere decir que la variacio´n del campo normal a lo largo de H es tangente
a j(H), es decir, ∇Xν ∈ X>j (M). Si consideramos el vector normal en cada punto, podemos
definir la siguiente aplicacio´n:
Definicio´n 2.4.12. Sea H ⊂ M una hipersuperficie de la variedad semi-riemanniana (M, g)
tal que (H, g¯) es una subvariedad cuya me´trica heredada es no degenerada. Sea ν ∈ X⊥(H) un
campo vectorial normal a la hipersuperficie. La aplicacio´n lineal W : X(H) → X(H) definida
por
j∗(W(X)) = −∇Xν
se denomina aplicacio´n de Weingarten . Adema´s, es posible definir su equivalente me´trico,
K ∈ T0,2(M¯) definida por
K(X, Y ) = g¯(W(X), Y )
Este campo tensorial es conocido como la segunda forma fundamental de ν.
Por lo tanto, esta aplicacio´n nos permite estudiar el ratio de cambio en el espacio ambiente de
un campo vectorial normal unitario ν a lo largo de la direccio´n tangente determinada por el
campo vectorial X ∈ X(M). Adema´s, nos permite caracterizar de forma u´nica a las hipersu-
perficies de la variedad diferencial a trave´s de la asignacio´n del campo normal ν ∈ X⊥(H). Esta
caracterizacio´n nos permite obtener una definir de forma alternativa la clasificacio´n causal de
las hipersuperficies:
Definicio´n 2.4.13. 1. Diremos que una hipersuperficie H es spacelike si el vector normal
νx en cada punto x ∈ H es timelike. En este caso, la me´trica g|TxH es definida positiva.
2. Diremos que una hipersuperficie H es null o lightlike si el vector normal νx en cada
punto x ∈ H es nulo. En este caso, la me´trica g|TxH es degenerada.
3. Diremos que una hipersuperficie H es timelike si el vector normal νx en cada punto
x ∈ H es spacelike. En este caso, la me´trica g|TxH has signature (−,+,+) y, por lo tanto,
es lorentziana.
Si consideramos el ejemplo anterior, el espacio-tiempo de Minkowski (R3+1, η) las hipersu-
perficies nulas, spacelike y timelike pueden ser representadas como:
Isomorfismos musicales
Hasta ahora hemos definido y estudiado la herramienta que nos permitira´ definir ma´s ade-
lante el concepto de espacio-tiempo: la variedad semi-riemanniana (lorentziana). Hemos visto
ejemplos y hemos clasificado las subvariedades utilizando criterios me´tricos. Sin embargo, no
hemos analizado si la me´trica nos permite relacionar de alguna forma las secciones de los fibra-
dos de la variedad semi-riemanniana. Claramente la respuesta es que s´ı y es posible gracias a
los conocidos como isomorfismos musicales.
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Definicio´n 2.4.14. Dada una variedad semi-riemanniana no degenerada, (M, g), consideremos
el campo de vectores sobre M , X(M), y las 1-formas diferenciales sobre M , Ω1(M). Se denomi-
nan isomorfismos musicales a los isomorfismos establecidos entre X(M) y Ω1(M) definidos
a partir de la me´trica de la siguiente forma:
[g : X(M)→ Ω1(M)
([gV )(W ) = g(V,W )
o bien usando la notacio´n indexada de Penrose:
Va := ([gV )a = gabV
b
Ana´logamente tenemos:
]g : Ω
1(M)→ X(M)
α(W ) = g(]gα,W ), para algu´n α ∈ Ω1(M)
o con la notacio´n indexada:
αa := (]gβ)
a = gabαb
donde gab no es ma´s que la me´trica inversa.
Viendo las definiciones es claro denominarlos isomorfismos musicales, puesto que suben y bajan
los ı´ndices de los vectores. Por ejemplo, dado un sistema de coordenadas, un vector del espacio
tangente TM puede escribirse como vi
∂
∂xi
mientras que un covector del mismo se escribir´ıa
como vidx
i, por lo que el ı´ndice i sube y baja en v del mismo modo que los s´ımbolos sostenido
(]) y bemol ([) suben y bajan un semitono.
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Campos vectoriales de Killing
Una vez estudiadas las propiedades de la me´trica en las variedades semi-riemannianas, nos
gustar´ıa saber co´mo esta puede afectar a las funciones entre variedades que vimos en la seccio´n
anterior sobre sendas me´tricas. Las funciones que nos interesara´n son aquellas que mantienen
las propiedades de la me´trica: las isometr´ıas.
Definicio´n 2.4.15. Sean (M1, g1) y (M2, g2) dos variedades semi-riemannianas. Diremos que
una aplicacio´n F : M1 → M2 es una isometr´ıa si es un difeomorfismo entre variedades tal
que F ∗(g2) = g1.
Esta definicio´n puede extenderse de manera natural sobre una sola variedad semi-riemanniana
y tendremos que una isometr´ıa sobre una variedad semi-riemanniana no es ma´s que un difeo-
morfismo sobre la misma variedad que deja la me´trica invariante. Esto nos permite definir un
tipo especial de isometr´ıas que son de gran importancia en la teor´ıa de la Relatividad General
porque permiten definir tanto leyes de conservacio´n como construir otros invariantes u´tiles en
la resolucio´n de problemas f´ısicos: los campos de Killing.
Definicio´n 2.4.16. Dada una variedad semi-riemanniana (M, g), diremos que un campo vec-
torial X sobre M es un campo de Killing si los difeomorfismos F t que define su flujo son
isometr´ıas de M .
Aunque la definicio´n axioma´tica es sencilla, existe una manera mucho ma´s fa´cil y pra´ctica de
determinar si un campo sobre una variedad es de Killing gracias a las herramientas estudiadas
anteriormente:
Proposicio´n 2.4.17. X es un campo de Killing sii LXg = 0.
Por lo tanto, este campo determina la direccio´n a lo largo de la cual la me´trica no cambia. En
general, este campo no existe para una me´trica cualquiera, por lo que nos permite definir una
clasificacio´n:
Definicio´n 2.4.18. Dado una variedad (semi-)riemanniana, (M, g), diremos que se trata de una
variedad estacionaria si admite un campo de Killing. Si, adema´s, dicho campo es irrotacional
y timelike, entonces diremso que es una variedad esta´tica.
La conexio´n de Levi-Civita
En la seccio´n anterior, estudiamos la definicio´n de conexio´n y su relacio´n con el trans-
porte paralelo para acabar estudiando las curvas geode´sicas de dicha conexio´n. Sin embargo,
ahora lo que queremos ver es co´mo, a partir de una variedad (semi-)riemanniana, (M, g), po-
demos construir una u´nica conexio´n que sea coherente con la me´trica. En las variedades (semi-
)riemannianas nos encontramos con dos estructuras: la me´trica y el transporte paralelo. Lo
ideal ser´ıa que ambas fueran compatibles, es decir, que el transporte paralelo dejara invariante
la geometr´ıa (longitudes, a´ngulos, ...). Adema´s, tenemos que las geode´sicas me´tricas, que dan la
distancia ma´s corta entre dos puntos, vienen dadas por los extremos del funcional de distancia
S(α) =
∫
I
ds
√
|gα(s)(α˙(s), α˙(s)), α : I →M
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Ana´logamente, querr´ıamos que las curvas que minimizan la distancia (geode´sicas respecto de
g) coincidan con las curvas de aceleracio´n nula (geode´sicas respecto del transporte paralelo).
En primer lugar, definiremos la nocio´n de una conexio´n compatible con la me´trica:
Definicio´n 2.4.19. Sea (M, g) una me´trica (semi-)riemanniana. Dada una conexio´n ∇ sobre
M , diremos que la conexio´n ∇ es compatible con la me´trica g si para cualquier curva
dentro de la variedad γ : I → M y cualesquiera campos paralelos X, Y ∈ X(M) a lo largo de
la curva γ se verifica que la funcio´n g(X, Y ) es constante.
Una formulacio´n equivalente es la siguiente: diremos que la conexio´n ∇ es compatible con la
me´trica si, para campos cualesquiera X, Y, Z ∈ X(M) tenemos que
∇Xg(Y, Z) = g(∇XY, Z) + g(Y,∇XZ)
De esta forma, el transporte paralelo a lo largo de una curva con respecto a una conexio´n
que sea compatible con la me´trica ser´ıa una isometr´ıa lineal y la conexio´n y la me´trica ser´ıan
coherentes entre ellas.
Tal y como era de esperar, el teorema fundamental de la geometr´ıa riemanniana nos garantiza
la existencia dicha conexio´n: la conexio´n de Levi-Civita .
Teorema 2.2. Dada una variedad (semi-)riemanniana cualquiera, siempre es posible encon-
trar una u´nica conexio´n af´ın, sime´trica y compatible con la me´trica, que llamaremos
conexio´n de Levi-Civita. Adema´s, dicha conexio´n esta´ completamente determinada por la
siguiente expresio´n, conocida como fo´rmula de Koszul:
2g(∇XY, Z) = ∇Xg(Y, Z)+∇Y g(Z,X)+∇Zg(X, Y )−g(X, [Y, Z])−g(Y, [Z,X])−g(Z, [X, Y ])
Observacio´n. Recordemos que una conexio´n ∇ es sime´trica si presenta torsio´n T∇ ≡ 0.
En te´rminos locales, si trabajamos con un sistema de coordenadas, xi, es posible demostrar
que los s´ımbolos de la conexio´n de Levi-Civita vienen completamente determinados por los
coeficientes de la me´trica a trave´s de la siguiente expresio´n:
Γkij =
1
2
gkm(
∂gjm
∂xi
+
∂gim
∂xj
− ∂gij
∂xm
)
A partir de ahora, siempre consideraremos la variedad (semi-)riemanniana (M, g) equipada con
la conexio´n de Levi-Civita, por lo que no sera´ necesario hablar de geode´sicas respecto la me´trica
o respecto la conexio´n. Simplemente hablaremos de geode´sicas, pues ahora las geode´sicas sera´n
curvas α cuya aceleracio´n respecto de la conexio´n de Levi-Civita es cero, dejando invariante las
propiedades geome´tricas.
Antes de estudiar otras propiedades geome´tricas gracias a la definicio´n de la conexio´n de Levi-
Civita, es importante estudiar la herencia de la conexio´n de una variedad y la de sus subvarie-
dades. Dada una variedad (semi-)riemanniana, (M, g), sea N la subvariedad tal que g¯ = g|N
no es degenerada. Entonces, podemos considerar tambie´n su conexio´n de Livi-Civita asociada,
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∇¯ : X(N)×X(N)→ X(N), que nos permite conocer su curvatura intr´ınseca. Adema´s, conside-
rando el embedding j : N →M , tenemos sobre j(N) la conexio´n inducida ∇X(Y ◦j) = ∇j∗XY .
Aunque no lo demostraremos, puede verse que, efectivamente, ambas conexiones coinciden y la
conexio´n se “hereda” correctamente. De hecho, si nos centramos en el caso de hipersuperficies,
podemos considerar la fo´rmula de Gauss :
Lemma 2.3. (Fo´rmula de Gauss) Sea (M, g) una variedad diferenciable dotada de la co-
nexio´n ∇ sobre la que consideramos la hipersuperficie H ⊂ M . Dados dos campos vectoriales
X, Y ∈ X(H), tenemos la descomposicio´n:
∇XY = ∇¯XY +K(X, Y )
donde ∇¯ representa la conexio´n sobre la hipersuperficie H, es decir, es la parte de la conexio´n
de M tangente a ella, mientras que el te´rmino K de la segunda forma fundamental representa
el te´rmino de la conexio´n normal a la hipersuperficie.
De la fo´rmula de Gauss puede deducirse que las geode´sicas de la subvariedad sera´n geode´sicas
de la variedad completa sii K = 0.
Curvatura en geometr´ıa semi-riemanniana
Acabamos de ver co´mo hemos relacionado la conexio´n estudiada en la seccio´n anterior para
variedades cualesquiera con la estructura fundamental de las variedades (semi-)riemannianas:
la me´trica. Ahora podemos considerar la conexio´n de Levi-Civita y retomar otra construccio´n
estudiada en la seccio´n anterior: la curvatura asociada a la conexio´n de Levi-Civita. Veamos
co´mo quedar´ıa la identidad de Bianchi considerando el tensor de curvatura actuando sobre
campos vectoriales tangentes:
0 = d∇Riem(v, w, u) = ∇vRiem(w, u) +∇wRiem(u, v) +∇uRiem(v, w)
Adema´s, como estamos trabajando con la conexio´n de Levi-Civita, la torsio´n es cero y obtene-
mos la siguiente expresio´n:
Riem(w, u)v +Riem(u, v)w +Riem(v, w)u = 0
Siguiendo la misma idea que usamos al estudiar la torsio´n, al formar el paralelogramo formado
por dos vectores, podemos obtener una interpretacio´n geome´trica de esta u´ltima expresio´n si
consideramos el paralelep´ıpedo formado por tres vectores. Tal y como podemos ver en la si-
guiente figura, representa la obstruccio´n existente para obtener el paralelep´ıpedo debido a la
desviacio´n sufrida por la conexio´n: Adema´s, podemos mencionar otro resultado geome´trico de
la curvatura que nos sera´ muy u´til para estudiar la interaccio´n entre part´ıculas que se mueven
bajo un campo gravitatorio en la teor´ıa de la Relatividad General: es la nocio´n de desvia-
cio´n geode´sica. A trave´s de la ecuacion de desviacio´n geode´sica es posible relacionar el tensor
de curvatura de Riemann con la aceleracio´n relativa entre dos geode´sicas inicialmente parale-
las y cercanas, permitiendo conocer como estas se desv´ıan al moverse a lo largo de dichas curvas.
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Figura 10: Interpretacio´n geome´trica de la identidad de Bianchi [Fuente: [28]]
Adema´s, nos gustar´ıa encontrar un invariante geome´trico de la curvatura que poder asociar a
una variedad (semi-)riemanniana (M, g). Esto es posible gracias a la contraccio´n del tensor de
Ricci a trave´s de la me´trica, mediante los isomorfismos musicales:
R = TrgRic = g
ijRicij = Ric
i
i
As´ı, a cada punto de una variedad (semi-)riemanniana, el escalar de curvatura R le asocia un
nu´mero real que viene determinado por la curvatura intr´ınseca de la variedad en un entorno
cercano al punto.
Por u´ltimo, imaginemos que trabajamos localmente con un sistema de coordenadas, xi. Enton-
ces, de la misma forma que vimos que se pod´ıa determinar los s´ımbolos de Christoffel a trave´s
de las componentes de la me´trica, es posible relacionar el tensor de curvatura de Riemann y el
tensor de Ricci con los s´ımbolos (y, por lo tanto, con la me´trica):
Riem∇ = Riemabcd =
∂Γabd
∂xc
− ∂Γ
a
bc
∂xd
+ ΓaecΓ
e
bd − ΓaedΓebc
Ric∇ = Ricab = Riemcacb =
∂Γcbd
∂xc
− ∂Γ
c
bc
∂xd
+ ΓcecΓ
e
bd − ΓcedΓebc
Estas fo´rmulas sera´n las que nos permitan hallar las coordenadas del tensor de Riemman y de
Ricci en un sistema de coordenadas local.
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3. Repaso de F´ısica: fundamentos de Re-
latividad Especial y Relatividad Ge-
neral
Una vez estudiadas las principales herramientas matema´ticas necesarias para formular la
teor´ıa de la Relatividad General, en este cap´ıtulo veremos los postulados que nos permiten
construir dicha teor´ıa. Para poder desarrollar esta seccio´n nos hemos basado en las fuentes [2],
[26] y [29], que pueden ser consultadas en caso de querer profundizar en las ideas que brevemente
expondremos en esta seccio´n.
3.1 Fundamentos de Relatividad Especial: el espacio-tiempo
de Minkowski
A finales del siglo XIX exist´ıan dos grandes teor´ıas que conformaban la mayor parte de la
F´ısica: la meca´nica cla´sica y el electromagnetismo, basadas en las ecuaciones de Newton y
Maxwell, respectivamente. Ambas teor´ıas consegu´ıan explicar de forma rigurosa e independien-
te tanto los feno´menos meca´nicos como los feno´menos ele´ctricos y magne´ticos. Sin embargo, los
postulados de ambas teor´ıas (los cuales junto a la estructura causal asumiremos como conocidos
a lo largo del cap´ıtulo) eran incompatibles entre ellos. Por lo tanto, era necesario reestructurar
las leyes de la f´ısica con el fin de construir una nueva teor´ıa que permita explicar de forma
coherente ambos feno´menos: la teor´ıa de la Relatividad Especial.
Por ello, en 1905 Albert Enstein publica un art´ıculo titulado On the electrodynamics of moving
bodies, en el que describe las relaciones algebraicas que gobiernan el movimiento de observadores
uniformes, de forma que las ecuaciones de Maxwell tienen la misma forma independientemente
del sistema de referencia. Para ello, Einstein modifica los postulados de la meca´nica cla´sica y
establece los postulados de su nueva teor´ıa:
1. Primer Postulado: Principio de Relatividad Especial. Existe un tipo de sistemas
de referencia, denominados sistemas de referencia inerciales, en los que son va´lidas las
leyes de la F´ısica. Los sistemas inerciales se desplazan entre ellos a velocidad constante o
esta´n en reposo relativo.
2. Segundo Postulado: Principio de invariancia de la velocidad de la luz. La ve-
locidad de la luz es una constante universal, por lo tanto, es la misma para todos los
sistemas de referencia y es independiente del movimiento de la fuente y el observador.
Estos nuevos postulados aportan ideas revolucionarias a la F´ısica y rompen con la teor´ıa estable-
cida previamente. La consecuencia ma´s importante que podemos extraer de dichos postulados
es que el tiempo y el espacio dejan de tener un cara´cter absoluto, pues ahora esta´n ligados por
la velocidad de la luz. De esta forma, el Universo es considerado como un cont´ınuo compuesto
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por eventos, donde cada evento puede ser pensado como un punto en el espacio en un cierto
instante de tiempo. A este cont´ınuo es al que referiremos como espacio-tiempo. Con esta
idea, los postulados anteriores pueden ser completados con el siguiente:
Postulado cero: Estructura del espacio-tiempo. El tiempo y espacio no son inde-
pendientes. El espacio-tiempo es un espacio af´ın de dimensio´n 4 dotado de una me´trica semi-
riemanniana de signatura (1, 3).
En la siguiente imagen podemos ver co´mo cambia la percepcio´n newtoniana del espacio-tiempo
al introducir la nueva teor´ıa de la Relatividad Especial:
Figura 11: A la izquierda, la concepcio´n newtoniana del espacio-tiempo. A la derecha, la nueva
percepcio´n de la Relatividad Especial [Fuente: [29]
En 1908, Hermann Minkowski mostro´ que las leyes algebraicas de Einstein y la nueva estructura
del espacio-tiempo pod´ıan ser interpretadas de una forma puramente geome´trica simplemen-
te introduciendo un nuevo tipo de me´trica sobre el espacio R3+1, la conocida como me´trica
de Minkowski, que ya estudiamos en el cap´ıtulo anterior. De esta forma, el espacio-tiempo de
Minkowski es la pareja (M4, η) donde M4 es un espacio af´ın que se identifica con R4 y η es la
me´trica de Minkowski.
A partir de ahora se asumira´n como conocidos los principios de la Relatividad Especial por parte
del lector. Sin embargo, pensamos que no viene mal recordar ciertos conceptos que usaremos
tambie´n en Relatividad General:
Definicio´n 3.1.1. 1. Los puntos del espacioM4 los llamaremos sucesos espacio-temporales
o eventos .
2. Los vectores del espacio tangente TpM4, ∀p ∈M4 los llamaremos cuadrivectores .
3. Las curvas dentro de M4 las llamaremos l´ıneas de universo.
4. Un sistema de referencia inercial sera´ un sistema de referencia ortonormal af´ın del espacio
M4.
5. Un observador en el espacio-tiempo es una curva de tipo tiempo en M4 orientada tem-
poralmente hacia el futuro. Adema´s, diremos que es un observador inercial si este sigue
una trayectoria geode´sica de tipo tiempo en M4 orientada hacia el futuro.
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3.2 Fundamentos de Relatividad General. El principio de
equivalencia
La teor´ıa de la Relatividad General es la teor´ıa del espacio, el tiempo y la gravitacio´n que
concluye el trabajo que Einstein empezo´ con la teor´ıa de la Relatividad Especial. Gracias a ella,
la teor´ıa de Newton de la gravitacio´n es generalizada, hacie´ndola compatible con la Relatividad
Especial. Gracias a esta teor´ıa, se resuelve el asunto pendiente de la Relatividad Especial: los
observadores sujetos a cambios de velocidad. Para resolver y estudiar esta cuestio´n, Einstein
formulo´ un principio sobre el cual descansa toda la Teor´ıa de la Relatividad General: el principio
de equivalencia, que dice lo siguiente:
Principio 3.2.1. (Principio de equivalencia). Es imposible discriminar, al menos local-
mente, entre un sistema acelerado y un sistema inmerso en un campo gravitatorio. No hay
diferencia f´ısicamente observable entre los efectos locales de la gravedad y la aceleracio´n.
Este principio nos dice que una persona que sufre un movimiento acelerado es incapaz de
discernir si dicha aceleracio´n se debe a la gravedad o a alguna otra fuerza que la acelere. Detra´s
de este principio, por tanto, subyace algo muy importante: la equivalencia entre la masa inercial
y la masa gravitacional de un cuerpo. La masa inercial es esencialmente la resistencia que
presenta un cuerpo a ser acelerado, mientras que la masa gravitacional es la medida de la
fuerza de atraccio´n gravitatoria que experimenta una porcio´n de materia ba´sica dentro de un
campo gravitatorio. Este principio implica que la masa gravitacional es igual a la masa inercial
y nos permite partir de la base que ya tenemos, la Teor´ıa de la Relatividad Especial, donde
hemos supuesto que el espacio-tiempo es plano, considerando feno´menos de aceleracio´n dentro
de dicha teor´ıa gracias a la incorporacio´n de la curvatura del espacio-tiempo.
Einstein demostro´ que la mejor forma de estudiar la gravedad ser´ıa considerarla como un
aspecto de la estructura del espacio-tiempo: como la manifestacio´n de la curvatura del espacio-
tiempo. Por lo tanto, el espacio-tiempo de Minkowski no ser´ıa una buena opcio´n para estudiar la
gravedad puesto que no presenta curvatura. As´ı, Einstein llego´ a que la presencia de gravedad es
geome´tricamente equivalente a la presencia de una me´trica, g, con una curvatura no constante.
De esta forma, la presencia de masa provocara´ la aparicio´n de deformacio´n en el espacio-tiempo.
Todas estas ideas y fundamentos de la Relatividad General fueron recogidas en los siguientes
postulados:
Postulados de Relatividad General
Postulado 0: Estructura del espacio-tiempo. El espacio-tiempo es una variedad dife-
renciable 4-dimensional con una me´trica lorentziana (M4, g).
Las definicones de cuadrivectores, eventos, l´ınes de universo, etc. dadas en la seccio´n anterior
son totalmente va´lidas para este nuevo modelo de espacio-tiempo. Ahora podemos re-definir
los conceptos de observador inercial y sistema de referencia inercial :
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Definicio´n 3.2.2. Un observador inercial local es una curva geode´sica de tipo tiempo
orientada hacia el futuro para la me´trica del espacio-tiempo M4. Un sitema de referencia
inercial local es una carta local para la variedad (M4, g) donde la coordenada temporal repre-
senta el tiempo propio y el espacio tangente a M4 en cada punto admite una base ortonormal.
Observacio´n. Recordemos que el tiempo propio entre dos eventos se define como el tiempo
medido en un sistema de referencia S cuando ambos eventos ocurren en el mismo punto espacial
y son medidos por el mismo reloj en S.
Postulado 1: Principio de Relatividad General. Los sistemas de referencia localmente
inerciales son f´ısicamente equivalentes. En ellos son va´lidas las leyes de la f´ısica establecidas en
la Relatividad Especial.
Postulado 2: Principio general de covariancia. Las leyes de la F´ısica han de ser inde-
pendientes a la eleccio´n de un sistema particular de coordenadas. As´ı, las ecuaciones expresando
leyes de la f´ısica deben ser escritas como ecuaciones tensoriales.
Postulado 3: Principio de correspondencia. La Relatividad Especial y la Teor´ıa de la
Gravitacio´n de Newton son casos particulares de la Teor´ıa de la Relatividad General.
3.3 Causalidad en el espacio-tiempo
Una vez presentados los postulados que nos permiten construir las bases de esta nueva
teor´ıa, queremos presentar co´mo relacionar temporalmente eventos del espacio-tiempo. Pa-
ra ello, a continuacio´n definiremos la estructura causal del espacio-tiempo, que dependera´
directamente de la curvatura asociada a la me´trica. Para ello, lo primero que haremos sera´
definir la nocio´n de orientabilidad en el tiempo. Dado un evento en el espacio-tiempo, (M4, g),
que podemos considerar como un punto de la variedad p ∈ M4, trabajaremos con el conjun-
to de vectores de tipo tiempo del espacio tangente a la variedad en dicho punto, es decir,
Ip = {X ∈ TpM4 | g(X,X) < 0}. Nuestro objetivo sera´ diferenciar este conjunto dos clases di-
ferentes, que se correspondera´n al concepto f´ısico de pasado y futuro. Para ello, lo que primero
que necesitamos es establecer una relacio´n de equivalencia sobre dicho conjunto.
Definicio´n 3.3.1. Dado un evento p ∈M4 y dos vectores de tipo tiempo del espacio tangente a
dicho punto, X, Y ∈ Ip, diremos que ambos vectores son equivalentes, X ∼ Y , sii g(X, Y ) < 0.
Gracias a esta relacio´n de equivalencia, podemos dividir los vectores de tipo tiempo en dos
clases complementarias. De forma arbitraria, podemos definir una de las clases como orientada
hacia el futuro y otra como orientada hacia el pasado. F´ısicamente esta designacio´n equivale a
elegir una flecha del tiempo en un punto. Matema´ticamente, podemos expresarlo de la siguiente
forma:
Definicio´n 3.3.2. Dada una variedad lorentziana (M4, g), una orientacio´n temporal de la
variedad es una eleccio´n arbitraria entre las dos clases de equivalencia posibles en el conjunto
de vectores de tipo tiempo del espacio tangente para todo punto p ∈M4. Adema´s, diremos que
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una variedad lorentziana es orientable en el tiempo si se puede obtener una designacio´n
continua del futuro y el pasado para vectores no espaciales que sea va´lida para toda la variedad.
Observacio´n. Por la definicio´n anterior, tendremos que un espacio-tiempo (M4, g) sera´ orientable
si existe un campo vectorial no nulo de tipo tiempo, X ∈ X(M4), que nos permirte definir una
orientacio´n en el tiempo tomando como vectores dirigidos hacia el futuro aquellos que verifiquen
g(v,Xp) ≤ 0, ∀v ∈ TpM4.
Aunque lo lo´gico ser´ıa pensar que todo espacio-tiempo deber´ıa ser orientable, pues a lo que
estamos acostumbrados en nuestra realidad. Sin embargo, esto no es siempre as´ı, pues existen
variedades en las que no es posible definir de forma continua una direccio´n del futuro (o del
pasado). Un ejemplo de una subvariedad en el espacio de Minkowski en la que no es posible
establecer una orientacio´n en el tiempo es el cilindro, como podemos ver en la siguiente ima-
gen: Una vez definido formalmente el concepto de orientabilidad temporal, queremos ver co´mo
Figura 12: Espacio-tiempo cil´ındrico no orientable en el tiempo [Fuente: [16]]
podemos relacionar eventos en una misma variedad. Para ello, a partir de ahora supondremos
que la variedad con la que trabajamos es orientable en el tiempo. En tal caso:
Definicio´n 3.3.3. Dada una variedad lorentziana (M4, g), consideremos p ∈ M4,q ∈ M4 dos
eventos de dicho espacio-tiempo. Entonces:
1. Diremos que el suceso p antecede cronolo´gicamente al suceso q, p  q, si existe una
curva de tipo tiempo (cronolo´gica) orientada hacia el futuro que va desde p a q.
2. Diremos que el suceso p antecede causalmente de forma estricta al suceso q, p < q, si
existe una curva causal (de tipo tiempo o nula) orientada hacia el futuro que va desde p
a q.
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3. Diremos que el suceso p antecede causalmente al suceso q, p ≺ q, si p < q o bien p = q.
Gracias a estas definiciones ya somos capaces de relacionar diferentes eventos dentro de nuestro
espacio-tiempo. Esto nos permitira´ establecer la estructura causal de un evento a trave´s de la
definicio´n de los siguientes conjuntos:
Definicio´n 3.3.4. Dado el evento p ∈M4 del espacio-tiempo, definimos su estructura causal
como los siguientes conjuntos:
1. Diremos que el futuro cronolo´gico del suceso p, I+(p) , es el conjunto de eventos
q ∈ M4 tal que p antecede cronolo´gicamente a q, es decir, que pueden ser alcanzados
por una curva de tipo tiempo orientada hacia el futuro que empieza en p, I+(p) = {q ∈
M4 |p  q}. Ana´logamente, definiremos el pasado cronolo´gico del suceso p como
I−(p) = {q ∈M4 |q p}.
2. De forma similar, diremos que el futuro causal del suceso p, J +(p), es el conjunto
de eventos q ∈ M4 tal que p antecede causalmente a q, es decir, que pueden ser al-
canzados por una curva causal orientada hacia el futuro que empieza en p, J +(p) =
{q ∈ M4 |p ≺ q}. Ana´logamente, definiremos el pasado causal del suceso p como
J −(p) = {q ∈M4 |q p}.
Observacio´n. Estas definiciones pueden ser generalizadas con el fin de definir la estructura
causal de un conjunto S ⊂M4, as´ı, tendremos que:
I±(S) =
⋃
p∈S
I±(p)
J ±(S) =
⋃
p∈S
J ±(p)
A modo de ejemplo, podemos pensar en el espacio-tiempo de Minkowski. En este caso, la
estructura causal de un evento p tiene una sencilla visio´n geome´trica. Consideremos como
espacio-tiempo la variedad M3 = R2+1 y fijemos un punto p ∈ R2+1, que podemos considerar
como un evento del espacio-tiempo. En tal caso, podemos considerar el doble cono nulo que ya
estudiamos en secciones anteriores. Ya vimos que, entonces, los vectores de tipo tiempo eran
aquellos que estaban contenidos dentro del cono de luz mientras que los de tipo espacio eran
aquellos que se encontraban fuera de e´l. Teniendo en mente esta estructura, podemos escoger
arbitrariamente la parte positiva del cono como los vectores de tipo tiempo que apuntan hacia
el futuro mientras que la parte negativa representar´ıa aquellos que apuntan hacia el pasado.
As´ı pues, tendremos que el futuro cronolo´gico del evento p, I+(p), vendr´ıa dado por el interior
de la seccio´n positiva del cono de luz. Por otro lado, su futuro causal, J +(p), ser´ıa la unio´n
del interior del cono de luz junto al mismo cono. En la siguiente imagen podemos ver una
representacio´n de la estructura causal del espacio de Minkowski para un observador dado:
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Figura 13: Estructura causal del espacio-tiempo R2+1 de Minkowski [Fuent: [16]]
Hasta ahora hemos definido y estudiado la estructura causal del espacio-tiempo, definiendo
formalmente lo que consideraremos como futuro y pasado y estableciendo relaciones entre ambos
conjuntos. Ahora queremos mostrar caracter´ısticas de la estructura del espacio-tiempo con
respecto a (un conjunto de) eventos dados. De ahora en adelante, estudiaremos un tipo concreto
de espacio-tiempo, que suelen denominarse como espacio-tiempos fuertemente causales.
Definicio´n 3.3.5. Dado un espacio-tiempo (M4, g), diremos que es fuertemente causal si
alrededor de cada evento p ∈M4 existen entornos tales que ninguna curva causal los cruza ma´s
de una vez.
Aunque pueda parecer una definicio´n abstracta y dif´ıcil de entender, es fa´cil observar que este
tipo de espacio-tiempos fuertemente causales no incluyen ciertos espacio-tiempos “patolo´gicos”,
en los que pueden existir curvas temporales cerradas.
Definicio´n 3.3.6. En un espacio-tiempo M4 llamaremos curva temporal cerrada a la l´ınea
de universo de una part´ıcula material que esta´ cerrada en el espacio-tiempo, es decir, que es
susceptible de regresar al mismo estado del que partio´ en el tiempo.
Un rasgo de estas curvas es que abren la posibilidad de que una l´ınea de universo pueda no
estar conectada a tiempos anteriores y tambie´n de la existencia de eventos que puedan no ser
debidos a una causa anterior a ellos mismos. Sin embargo, la causalidad exige que cada evento
en el espacio-tiempo sea producido por su causa, en todo marco de referencia en reposo. Por lo
tanto, tiene sentido que a partir de ahora centremos nuestro intere´s en los espacio-tiempos que
sean fuertemente causales. Ma´s adelante veremos co´mo este tipo de curvas nos permite definir
regiones “particulares”del espacio-tiempo.
Por otro lado, una forma interesante de caracterizar ciertos subconjuntos del espacio-tiempo es
a trave´s de las condiciones de frontera del conjunto. Estos subconjuntos pueden ser considerados
como generadores desde el punto de vista de relaciones causales entre los eventos. Por ejemplo,
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a partir de uno de estos subconjuntos nos gustar´ıa ser capaces de determinar la estructura del
espacio-tiempo para un intervalo de tiempo arbitrario en el futuro. Por este motivo, necesitamos
ir ma´s alla´ a la hora de caracterizar las curvas causales. Para ello, contamos con la siguiente
definicio´n:
Definicio´n 3.3.7. Diremos que una curva causal, γ, es una curva inextendible orientada
hacia el futuro (resp. hacia el pasado) si es imposible encontrar un evento p ∈ M4 tal que
exista un entorno U ⊂ M4 del punto donde podamos extender la curva γ, es decir, que exista
un t˜ tal que γ(t) ∈ U para todo t > t˜ (resp. t < t˜).
Por lo tanto, lo que quiere decir esta definicio´n es que este tipo de curvas no tienen punto final
futuro (resp. pasado). Podemos formalizar la nocio´n de generador que acabamos de comentar
con la siguiente definicio´n:
Definicio´n 3.3.8. Sea (M4, g) un espacio-tiempo en el que consideramos la subvariedad N ⊂
M4. Entonces, diremos que una curva γ es un generador de la subvariedad N si es una curva
inextendible tangente a la subvariedad.
Sigamos nuestro estudio de la estructura causal de una variedad intentando ahora caracterizar
subvariedades donde los sucesos sean simulta´neos. Desde un punto de vista causal, la simulta-
neidad debe ser entendida como la ausencia de cualquier tipo de relacio´n de orden entre los
sucesos. Para ello, precisamos de la definicio´n del siguiente tipo de conjunto:
Definicio´n 3.3.9. Sea A ⊂M4 una subvariedad del espacio-tiempo. Diremos que A es achro-
nal si no existe ninguna curva de tipo tiempo que interseque A dos veces. De esta forma, para
dos eventos cualesquiera p,q ∈ A tenemos que p /∈ I+(q) y q /∈ I+(p).
Observacio´n. Esta definicio´n es equivalente a pedir que la subvariedad A verifique que A ∩
I+(A) = ∅.
El significado f´ısico de esta definicio´n es que no existe ningu´n tipo de relacio´n causal entre
los eventos dentro de este tipo de subvariedades. Si “relajamos.esta definicio´n y permitimos
que el subconjunto contenga algunos eventos que este´n relacionados casualmente con algu´n
otro, dicha subvariedad dejara´ de ser achronal. Podemos precisar ma´s esta idea a trave´s de la
siguiente definicio´n:
Definicio´n 3.3.10. Dada una subvariedad achronal A ⊂ M4, diremos que un evento p ∈ A¯
es un punto de borde si en un entorno abierto de dicho punto, U , existe una curva de tipo
tiempo γ que conecta los conjuntos I−(p, U) con I+(p, U) de forma que no interseca con A.
Al conjunto de puntos de borde de A se le denomina el borde de A y se denota como E(A).
Observacio´n. Es necesario destacar que los conjuntos I±(p, U) no son ma´s que los conjuntos
I±(p) vistos como subvariedades dentro del abierto U .
Ahora podemos intentar unir las dos definiciones anteriores, definiendo una nueva subvariedad:
Definicio´n 3.3.11. Sea A ⊂ M4 una subvariedad achronal cerrada en el espacio-tiempo. El
conjunto de eventos p tal que toda curva causal inextendible orientada hacia el pasado (resp.
futuro) pasando por el evento interseca con A se denomina dominio de dependencia del
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futuro (resp. del pasado) del conjunto A y se denota como D+(A) (resp. D−(A)). El conjunto
D(A) = D+(A) ∪ D−(A) unio´n de los dominios de dependencia futuro y pasados se denomina
dominio de dependencia de A.
Podemos intentar encontrar la interpretacio´n f´ısica de esta u´ltima definicio´n. Desde un punto
de vista f´ısico, podemos considerar los eventos en el conjunto D+(A) (resp. D−(A)) pueden ser
considerados como los efectos (resp. las causas) de los eventos de la subvariedad A.
Un caso muy importante desde el punto f´ısico es en el que el dominio de dependencia es todo el
espacio-tiempo M4. En tal caso, comenzando en los eventos “simulta´neos”de la subvariedad A,
podemos predecir los eventos del futuro, puesto que todos esta´n determinados causalmente por
los del conjunto A. Adema´s, de la misma forma, tenemos conocimiento completo de los sucesos
del pasado. Por lo tanto, este tipo de subvariedades sera´n de gran importancia en la teor´ıa de
la casualidad, lo que nos lleva a la siguiente definicio´n:
Definicio´n 3.3.12. Sea A ⊂ M4 una subvariedad achronal del espacio-tiempo tal que su
dominio de dependencia esta´ formado por todos los eventos del espacio-tiempo, es decir,D(A) =
M4. En tal caso, diremos que A es una hipersuperficie de Cauchy del espacio-tiempo
M4. Adema´s, un espacio-tiempo M4 que admite una hipersuperficie de Cauchy se le denomina
globalmente hiperbo´lico.
Observacio´n. Se puede probar que una hipersuperficie de Cauchy es un conjunto achronal tal
que el borde es el vac´ıo.
De esta forma, tenemos que en una hipersuperficie de Cauchy toda curva causal inextendible
interseca solo una u´nica vez. Adema´s, la existencia de una hipersuperficie de Cauchy es una
propiedad global del espacio-tiempo. La siguiente proposicio´n nos dira´ que si en nuestro espacio-
tiempo existe una hipersuperficie de Cauchy, Σ, entonces es topolo´gicamente “u´nica”.
Proposicio´n 3.3.13. Si un espacio-tiempo (M4, g) orientable en el tiempo admite dos hiper-
supreficies de Cauchy, entonces estas son homeomorfas.
Demostracio´n. Consideremos que en el espacio-tiempo (M4, g) existen dos hipersuperficies de
Cauchy Σ1,Σ2. Como el espacio-tiempo es orientable en el tiempo, existira´ un campo vectorial
de tipo tiempo que no se anula en ningu´n punto. Entonces, las curvas integrales de dicho campo
intersecan ambas hipersuperficies y son de tipo tiempo. La proyeccio´n de Σ1 sobre Σ2 a trave´s
de las curvas integrales nos permite definir una biyeccio´n continua cuya inversa es la proyeccio´n
de Σ2 sobre Σ1.
Una vez demostrado que la existencia de una hipersuperficie de Cauchy es una propiedad global
para el espacio-tiempo, podemos ver (sin demostracio´n) que la topolog´ıa de un espacio-tiempo
globalmente hiperbo´lico esta´ completamente determinado por la hipersuperficie de cauchy:
Proposicio´n 3.3.14. Si Σ ⊂M4 es una hipersuperficie de Cauchy, entonces el espacio-tiempo
M4 es homeomorfo a Σ× R.
Esta proposicio´n nos permite llegar a la conclusio´n de que existe una funcio´n global asociada al
tiempo t : M4 → R tal que las curvas de nivel de la funcio´n Στ = {t = τ} son hipersuperficies
de Cauchy de tipo espacio. Adema´s, las hipersuperficies Στ definen una foliacio´n de M4.
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Observacio´n. Conviene recordar que una foliacio´n es una particio´n de una variedad diferencia-
ble en subvariedades de dimensio´n constante y menor que la dimensio´n de la variedad original.
Lo u´ltimo que veremos en esta seccio´n es el concepto de horizonte de Cauchy, que retomaremos
en pro´ximas secciones. Hemos estudiado el caso en el que el dominio de dependencia de nuestra
subvariedad era todo el espacio-tiempo, D(A) = M4. Esto en general no tiene por que´ ser as´ı
y nos conduce a la existencia de horizontes de Cauchy . Cuando tenemos que D(A) 6= M4
existira´ horizonte de Cauchy entre D±(A) y regiones de la variedad que no este´ completamente
determinada por informacio´n sobre A. Podemos definir entonces:
Definicio´n 3.3.15. Dado una subvariedad achronal del espacio-tiempo, A ⊂ M4, definiremos
el horizonte de Cauchy orientado hacia el futuro de A, H+(A) como el conjunto:
H+(A) = {p ∈ D¯+(A) | I+(p) ∩ D+(A) = ∅}
El horizonte de Cauchy orientado hacia el pasado de A, H−(A), se define ana´lo-
gamente. El horizonte de Cauchy de A se define como la unio´n de ambos, H(A) =
H+(A) ∪ H−(A).
Los horizontes de Cauchy son unas regiones que sera´n de gran importancia al estudiar los agu-
jeros negros, por lo que retomaremos su estudio ma´s adelante.
Para terminar esta seccio´n sobre la causalidad del espacio-tiempo, retomemos el ejemplo del
espacio-tiempo de Minkowski :
Ejemplo 3.3.16. (Estructura causal del espacio-tiempo de Minkowski). Lo primero
que se nos viene a la cabeza al intentar estudiar la causalidad es pensar si es posible encontrar
una foliacio´n del espacio-tiempo por hipersuperficies espaciales, pues ya hemos visto que este
hecho presenta buenas propiedades. Por eso, inicialmente podr´ıamos considerar la foliacio´n:
φ : Hτ × R→ R3+1
donde las hipersuperficies espaciales son Hτ = {t = τ}. Sin embargo, esta foliacio´n no permite
mostrar las propiedades de las geode´sicas nulas, que sabemos que son de gran importancia. Por
lo tanto, hemos de considerar otra foliacio´n que nos permita incluir estas propiedades geome´tri-
cas: la conocida como double-null foliation.
Consideremos el espacio de Minkowski con el sistema de coordenadas (t, x, y, z) ∈ R4 tal que
la me´trica viene dada por η = −dt2 + dx2 + dy2 + dz2. Una geode´sica temporal viene entonces
dada por una curva α : R → R4 tal que α(t) = (t, 0, 0, 0). Sea p = α(0) ∈ R4 un punto
del espacio-tiempo sobre el que estudiamos el null double-cone del que es ve´rtice. Entonces,
podemos asignar el cono nulo orientado hacia el futuro a la subvariedad:
Cp = {(t, x, y, z) ∈ R4 | t = +
√
x2 + y2 + z2 ≥ 0}
mientras que el orientado hacia el pasado ser´ıa:
C¯p = {(t, x, y, z) ∈ R4 | t = −
√
x2 + y2 + z2 ≤ 0}
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Con el fin de simplificar las expresiones y considerar la simetr´ıa esfe´rica del problema, podemos
tomar las coordenadas esfe´ricas (t, r, θ, φ). As´ı, la me´trica de Minkowski vendr´ıa dada de la
forma:
η = −dt2 + dr2 + r2 · gS(θ, φ)
donde gS(θ, φ) = dθ2 + sin2θdφ2 es la me´trica en la esfera unidad. Adema´s, los dos fragmentos
del null double-cone en cualquier punto q = α(τ) ∈ R4 vendr´ıan dados por:
Cτ = {(t, r, θ, φ) | t− r = τ, τ ∈ R}
C¯τ = {(t, r, θ, φ) | t+ r = τ, τ ∈ R}
Por lo tanto, es claro que podemos aplicar el cambio de coordenadas u = t−r, v = t+r, pudiendo
considerar las conocidas como coordenadas nulas (u, v, θ, φ) tal que v ≥ u y u = v ⇐⇒ r = 0.
Teniendo en cuenta que t = 1
2
(u + v) ⇒ dt = 1
2
(du + dv) y r = 1
2
(u − v) ⇒ dr = 1
2
(du − dv),
podemos expresar la me´trica de la siguiente manera:
η = −dudv + 1
4
(u− v)2 · gS(θ, φ)
y la doble foliacio´n nula quedar´ıa:
Cτ = {(t, r, θ, φ) |u = τ, τ ∈ R}
C¯τ = {(t, r, θ, φ) | v = τ, τ ∈ R}
Podemos ver una representacio´n de dicha foliacio´n en la siguiente imagen:
Figura 14: Doble foliacio´n nula en el espacio de Minkowski de R3 [Fuente: [29]]
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3.4 Ecuaciones de la Relatividad General
Hasta ahora u´nicamente hemos definido los principios y la estructura de nuestro objeto de
estudio: el espacio-tiempo. Hemos visto que la Relatividad General pretende cambiar, a trave´s
de la geometr´ıa, el enfoque cla´sico de la gravitacio´n para hacerlo compatible con la nueva teor´ıa
de la Relatividad Especial.
Hasta entonces, la interaccio´n gravitatoria se hab´ıa considerado desde el punto de vista newto-
niano como una interaccio´n entre masas y eramos capaces de medir dicha interaccio´n gracias al
concepto de campo de fuerzas. Como ya hemos visto, Einstein demostro´ que dicha interaccio´n
pod´ıa ser representada de mejor forma como una manifestacio´n de la curvatura del espacio-
tiempo. La distribucio´n de materia, que es totalmente equivalente a la distribucio´n de energ´ıa
desde un punto de vista relativista, por lo que hablaremos de distribucio´n de materia-energ´ıa,
determina la me´trica y, por lo tanto, la curvatura y la geometr´ıa del espacio-tiempo. Es claro
entonces que necesitamos unas nuevas ecuaciones que nos permitan definir esta relacio´n entre la
geometr´ıa y la distribucio´n de materia-energ´ıa en nuestro espacio-tiempo (M4, g). Estas ecua-
ciones se denominan ecuaciones de Einstein y sera´n las ecuaciones del campo gravitatorio
en Relatividad General. Siguiendo el Principio de Correspondencia, estas ecuaciones deben ser
un caso general de las ecuaciones de Newton del campo gravitatorio. Esto nos permite esta-
blecer la estructura de las ecuaciones, pues debera´n relacionar la geometr´ıa y las fuentes de
materia-energ´ıa:
(Ec. Newton) ∇2φ(t,x) = −4pig(t,x)⇒ Geometr´ıa (curvatura) ∝ Distribucio´n materia-energ´ıa
Adema´s, siguiendo el Principio de Covariancia, las ecuaciones deben ser va´lidas para cualquier
sistema de referencia, por lo que las ecuaciones de la gravitacio´n en Relatividad General deben
ser ecuaciones tensoriales:
G(g) = K · T
donde el tensor G se denomina tensor de Einstein y T es el tensor de energ´ıa-momento
(stress-energy-momentum tensor en ingle´s).
El tensor de energ´ıa-momento
El tensor de tensio´n-energ´ıa es una magnitud tensorial en la teor´ıa de la Relatividad General
que describe el flujo lineal de energ´ıa y de momento lineal. En general, este tensor se define
emp´ıricamente para cada sistema, teniendo en cuenta su interpretacio´n f´ısica:
Definicio´n 3.4.1. El tensor de energ´ıa-momento asociado a un sistema f´ısico es un cam-
po tensorial contravariante de segundo orden cuyas componentes se pueden generalizar de la
siguiente forma:
T µν =
(
3 - densidad de energ´ıa flujo de energ´ıa (2-densidades de corriente de energ´ıa)
c · 3 - densidad de momentos 2 - densidad de corriente de momentos
)
⇒
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⇒ T µν =

E J 1 J 2 J 3
cP1 S11 S12 S13
cP2 S21 S22 S23
cP3 S31 S32 S33

Para desarrollar este tensor, lo primero que se nos ocurre es pensar en la magnitud asociada
a la masa: la densidad de masa. Sin embargo, en relatividad la masa y la energ´ıa son equiva-
lentes, por lo que debemos referirnos a densidad de energ´ıa, E . Sin embargo, la energ´ıa no es
una magnitud tensorial, sino la componente temporal de un tensor 1-contravariante: el cua-
drimomento, definido en Relatividad Especial: P = (E/c, P 1, P 2, P 3). Para poder describir el
sistema en la Relatividad de Einstein es necesario considerar la densidad del cuadrimomento,
P = (E/c,P1,P2,P3). El problema ahora es que la densidad de cuadrimomento no es un cua-
drivector, puesto que sus componentes no se transforman como las de un campo tensorial. Por
lo tanto, la densidad de masa debe ser sustituida por una magnitud tensorial que sea compatible
con las leyes de transformacio´n tensorial para las densidades de P . Para ello, debemos an˜adir
a cada densidad (de energ´ıa o de momento) su correspondiente corriente.
Por lo tanto, tendremos que para la 3-densidad de energ´ıa E hay que an˜adir las 2-densidades
de corriente de energ´ıa: (E ,J 1,J 2,J 3), donde J i = E/c
TSi
. Por otro lado, para la 3-densidad de
los momentos, P i, hemos de considerar tambie´n sus correspondientes 2-densidades de corriente
de momento, Sij = P
i
TSj
. Hemos de tener en cuenta que P
i
T
= F i representa la componente de
una fuerza en la direccio´n espacial i, por lo que las componentes Sij = F i/S pueden entenderse
como un esfuerzo. De hecho, estas componentes se identifican con las componentes del tensor
de esfuerzos de meca´nica de medios continuos.
Gracias a estas consideraciones, es fa´cil comprobar que el tensor de energ´ıa-momento es un
(0, 2)-campo tensorial sime´trico, T µν = T νµ y verifica la condicio´n de conservacio´n div(T ) =
∇µT µν = 0.
El tensor de Einstein
Una vez definido de forma emp´ırica el tensor de energ´ıa-momento, gracias a la relacio´n que
establecimos anteriormente, podemos obtener de forma axioma´tica el tensor de Einstein.
Definicio´n 3.4.2. Llamaremos tensor de Einstein al u´nico (0, 2)-campo tensorial sime´trico,
llevado de producto por constantes, que verifica las siguientes condiciones:
1. Es un tensor puramente geome´trico, por lo que se ha de construir a partir de la me´trica
g y el tensor de curvatura de Riemann Riem∇ asociados al espacio-tiempo.
2. Es lineal en las componentes del tensor de Riemman, con el fin de garantizar un sistema
de EDP’s de primer grado, como las ecuaciones de Newton.
3. Es compatible con la ley de conservacio´n de energ´ıa-momento: ∇µGµν = 0
4. Como consecuencia de 1), es nulo para un espacio-tiempo plano, G = 0.
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Siguiendo las caracter´ısticas que debe cumplir el tensor de Einstein, tenemos que el tensor de
segundo orden ma´s general que se puede construir de forma puramente geome´trica y siendo
lineal en sus componentes es αRicµν + βRgµν + γgµν donde α, β, γ ∈ R. Imponiendo el resto de
condiciones es fa´cil ver que γ = 0 para verificar 4) y que b = − 1
2a
si queremos que la divergencia
sea nula. Por lo tanto, las componentes del tensor de Einstein son:
Gµν = Ricµν − 1
2
Rgµν = Ricµν − 1
2
gµνg
αβRicαβ
Ecuaciones de Einstein
Habiendo estudiado tanto el te´rmino geome´trico, dado por el tensor de Einstein, como el te´rmino
f´ısico, dado por el tensor de energ´ıa-momento, ahora somos capaces de relacionar ambos ele-
mentos gracias a la ecuacio´n de Einstein :
Ricµν − 1
2
Rgµν = KTµν
donde la constante K se denomina constante de acoplamiento y es posible obtener su valor
llevando la ecuacio´n al l´ımite newtoniano, K = 8piG
c4
, donde G es la constante de gravitacio´n
universal. De esta forma, la ecuacio´n de Einstein tendr´ıa el siguiente aspecto:
Ricµν − 1
2
Rgµν =
8piG
c4
Tµν
Observacio´n. En la definicio´n axioma´tica que hemos tomado anteriormente, hemos impuesto
que para el espacio-tiempo plano G = 0 y, por lo tanto, era necesario que γ = 0 en el tensor
gene´rico. Sin embargo, Einstein propuso una modificacio´n a dicha solucio´n con tal de conseguir
una solucio´n que diera un universo esta´tico: Λgµν , donde la constante Λ es la constante cos-
molo´gica. Este te´rmino ha tenido una gran controversia a lo largo de la historia. Experiencias
como la del corrimiento al rojo de las galaxias observados por Edwin Hubble sugerieron que
el universo no era esta´tico, lo que hizo a Einstein rechazar este te´rmino. Sin embargo, el des-
cubrimiento de la aceleracio´n co´smica sobre la expansio´n del Universo volvio´ a poner intere´s
en dicha constante. Esta aceleracio´n podr´ıa explicarse en te´rminos f´ısicos gracias a la presen-
cia de una energ´ıa del vac´ıo diferente de cero, que se suele nombrar como energ´ıa oscura.
Por esta razo´n, aunque Einstein propuso esta constante cosmolo´gica como un te´rmino inde-
pendiente en su ecuacio´n, puede ser incluida en el tensor de momento-energ´ıa si consideramos
T vac´ıoµν = − Λc
4
8piG
gµν . Incluyendo este te´rmino, las ecuaciones de Einstein quedan as´ı:
Ricµν − 1
2
Rgµν + Λgµν =
8piG
c4
Tµν ⇒ Ricµν − 1
2
Rgµν =
8piG
c4
(Tµν + T
vac´ıo
µν )
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4. Subvariedades nulas en el espacio-tiempo
En las secciones anteriores hemos analizado las herramientas matema´ticas y f´ısicas que son
necesarias para estudiar el espacio-tiempo de la Relatividad General. Una de las principales
caracter´ısticas de la nueva geometr´ıa que hemos presentado, la geometr´ıa Lorentziana, es la
existencia de un nuevo tipo de subvariedad muy particular: las subvariedades nulas. Al con-
trario que en geometr´ıa Riemanniana, donde la me´trica es siempre definida positiva, la nueva
me´trica Lorentziana se caracteriza por ser simplemente no degenerada. Como ya vimos en el
cap´ıtulo 2, esto puede hacer que al restringir la me´trica podamos obtener degeneracio´n. Este
tipo de subvariedades son de gran intere´s en el contexto de la Relatividad General, pues con-
ceptos muy relevantes de la f´ısica esta´n modelados por subvariedades nulas del espacio-tiempo.
Por ejemplo, part´ıculas en ca´ıda libre esta´n representadas por curvas geode´sicas nulas o los
horizontes de sucesos, de los que hablaremos ma´s adelante, que son de gran importancia en
los agujeros negros, esta´n representados por hipersuperficies nulas. Otros objetos relacionados
con la causalidad del espacio-tiempo, que ya vimos en el cap´ıtulo anterior, como las fronteras
de subvariedades achronal o los horizontes de Cauchy tambie´n pueden tener partes nulas. Por
lo tanto, dada la importancia de este tipo de subvariedades, el objetivo de este cap´ıtulo es
aprender a estudiar este tipo de subvariedades en el que al restringir obtenemos una me´trica
degenerada.
En este cap´ıtulo trabajaremos con subvariedades nulas, basa´ndonos para su estudio en las refe-
rencias [17], [29] y [25]. Recodremos la definicio´n formal de subvariedad nula y otras definiciones,
que nos permitira´n estudiar las subvariedades nulas:
4.1 Definiciones y propiedades ba´sicas
Definicio´n 4.1.1. Sea (M, g) una variedad Lorentziana conexa, orientada y n-dimensional de
signatura (−++ · · ·+) y sea i : N →M una inmersio´n. Diremos que el par (N , h = i∗g) es una
subvariedad nula (null submanifold) de (M, g) si el tensor h = i∗g, que es el tensor me´trico
inducido en la subvariedad, es degenerado en todos los puntos p ∈ N .
Un caso concreto de subvariedades nulas que nos sera´n de gran intere´s son las hipersuperficies
nulas, que definiremos a continuacio´n:
Definicio´n 4.1.2. Una hipersuperficie nula , H, es una subvariedad diferenciable de codi-
mensio´n 1 sobre la que la me´trica g : TpH× TpH → R, ∀p ∈ H es degenerada.
Esta degeneracio´n significa que existira´ un vector no nulo, Kp ∈ TpN tal que g(Kp, x) = 0, ∀x ∈
TpN . Este vector sera´ el que nos de´ la direccio´n de degeneracio´n y, en particular, cumple:
Kp es un vector nulo, es decir, g(Kp, Kp) = 0. Adema´s, podemos escoger una orientacio´n
temporal del espacio-tiempo tal que Kp este´ orientado hacia el futuro.
Kp sera´ ortogonal a TpN , en efecto, tendremos que [Kp]⊥ = TpN .
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Todo vector no nulo x ∈ TpN que no sea un mu´ltiplo de Kp es un vector espacial.
As´ı pues, este vector nos permitira´ definir sobre nuestra hipersuperficie una direccio´n nula
orientada hacia el futuro. Es importante observar lo siguiente:
Proposicio´n 4.1.3. Dado un punto p ∈ N de una subvariedad nula, consideramos el subespacio
vectorial Kp = TpN ∪ T⊥p N . Este subespacio es el u´nico espacio vectorial nulo 1-dimensional
que contiene vectores que son tangentes y normales al mismo tiempo a la subvariedad.
Demostracio´n. Lo u´nico que hace falta ver es que necesariamente Kp es un espacio vectorial
1-dimensional, pues el resto de afirmaciones vienen dadas por definicio´n. La clave para demos-
trar esto u´ltimo esta´ en la propiedad de la me´trica lorentziana. Para ello, razonaremos por
reduccio´n al absurdo. Consideremos dos vectores v, w ∈ Kp y supongamos que son linealmente
independientes, por lo que Kp no podr´ıa tener dimensio´n 1. En tal caso, tenemos que por ser
linealmente independientes g(v, w) = 0. Adema´s, como los vectores v, w ∈ TpN ∪ T⊥p N perte-
necen al espacio tangente y normal de la subvariedad, son vectores nulos por definicio´n. Por lo
tanto, tenemos que g(v, v) = g(w,w) = 0. Entonces, considerando la desigualdad de Schwarz,
g(v, w) =
√
g(v, v)g(w,w), tendr´ıamos que se cumple la igualdad, pues todos los te´rminos son
ceros. Esto implica que ambos vectores han de ser linealmente dependientes. As´ı, Kp ha de ser
1-dimensional de cualquier forma.
De forma general, sabemos que si una subvariedad nula, N , es de codimensio´n k en un espacio-
tiempo, M, de dimensio´n n, entonces para cada p ∈ N tenemos que los espacios tangente y
normal, TpN y T⊥p N , son espacios vectoriales nulos de dimensio´n k y (n− k), respectivamente.
Adema´s, podemos considerar el subespacio vectorial Kp = TpN ∪ T⊥p N y su espacio ortogonal
k⊥p = TpN+T⊥p N en TpM. Adema´s, Dd la misma forma que es posible definir el fibrado tangente
a partir del subespacio vectorial TpN , podemos definir los siguientes fibrados vectoriales a partir
de los subespacios vectoriales que acabamos de ver:
Definicio´n 4.1.4. Dada una subvariedad nula, N , en un espacio-tiempo M, podemos definir
los siguientes fibrados vectoriales :
1. El fibrado ortogonal se define como T⊥N = ⋂p∈N{v ∈ TpM | g(v, x) = 0, ∀x ∈ TpN}.
2. El fibrado de l´ınea nulo (null line bundle) se define como K =
⋂
p∈N (TpN ∪ T⊥p N ).
3. El fibrado ortogonal deK se define comoK⊥ =
⋂
p∈N K
⊥
p dondeK
⊥
p = {u ∈ TpM | g(u, y) =
0, ∀y ∈ KpN}.
Para clarificar ideas, veamos un ejemplo de ca´lculo para un caso sencillo y comu´n: el espacio-
tiempo de Minkowski, (M, η).
Ejemplo 4.1.5.
Recordemos que el espacio-tiempo de Minkowski se trata de la variedad diferenciable R3+1 do-
tada de la me´trica η = −dt⊗dt+dx⊗dx+dy⊗dy+dz⊗dz = −dt2 +dx2 +dy2 +dz2 ∈ Ω2(R4) .
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En este espacio-tiempo, podemos considerar la hipersuperficie nula N1 = {(t, x, y, z) ∈ R4 | t2 =
x2 + y2 + z2, t > 0}, que es la parte positiva del null double-cone que ya vimos anteriormente.
Fijemos un punto p = (t, x, y, z) ∈ N1 y consideremos Vp = (vt, vx, vy, vz) ∈ TpN1. Para calcular
co´mo deben ser las coordenadas de Vp, observemos que la hipersuperficieN1 puede ser estudiada
como el conjunto de nivel 0 de la funcio´n f : R4 → R4 tal que f(t, x, y, z) = t2 − x2 − y2 − z2.
En tal caso, sabemos que se ha de cumplir que Vp(f) = 0, ∀p ∈ N1. Por lo tanto:
Vp(f) = −∂f
∂t
vt +
∂f
∂x
vx +
∂f
∂y
vy +
∂f
∂z
vz = −2t vt + 2x vx + 2y vy + 2z vz = 0⇐⇒
⇐⇒ −t vt + x vx + y vy + z vz = 0
Esta u´ltima ecuacio´n nos permite hallar una base vectorial para el espacio tangente. Las coor-
denadas de los siguientes vectores verifican claramente la ecuacio´n:
v1 = (x, t, 0, 0), v2 = (y, 0, t, 0), v3 = (z, 0, 0, t)
Claramente estos vectores esta´n bien definidos y son linealmente independientes pues t 6= 0
para cualquier punto p ∈ N1. Por tanto, tenemos TpN1 =< v1, v2, v3 >, ∀p ∈ N1. Para calcular
el espacio normal a N1 en el punto p ∈ N1, TpN1, simplemente hemos de aplicar la definicio´n,
T⊥p N1 = {v ∈ TpR4 | η(u, v) = 0, ∀v ∈ TpN1}. Como cualquier vector v ∈ TpN1 se puede
expresar como combinacio´n lineal de V1, v2, v3 ya que forman una base del espacio tangente,
tenemos que u = (ut, ux, uy, uz) ∈ TpR4 ha de cumplir que η(u, vi) = 0, ∀i ∈ {1, 2, 3}. Esta
condicio´n nos da tres ecuaciones:
η(u, v1) = 0⇐⇒ −ut x+ ux t = 0
η(u, v2) = 0⇐⇒ −ut y + uy t = 0
η(u, v3) = 0⇐⇒ −ut z + uz t = 0
Podemos expresar u ∈ TpR4 en funcio´n de un para´metro libre, u = (ut, xt ut, ytut, ztut). Conside-
rando ut = t, tenemos que T
⊥
p N1 =< (t, x, y, z) >. Si observamos que u = xt v1 + yt v2 + zt v3, se
ve claramente que u ∈ T⊥p N1 puede expresarse como combinacio´n lineal de la base de TpN1.
Por lo tanto, Kp = TpN1 ∪ T⊥p N1 = T⊥p N1 y K⊥p = TpN1. En este caso tenemos que el null
line bundle coincide con el espacio ortogonal y u = (t, x, y, z) ∈ Kp es un vector nulo que es
tangente y ortogonal a la vez.
N2 = N1 ∪ {x = 0}
espiral dentro de N1
Una vez vistos ejemplos sobre los diferentes fibrados con los que trabajaremos en las subvarieda-
des nulas, es importante que veamos ciertas propiedades de estas subvariedades y la importancia
de la causalidad definida en el cap´ıtulo anterior.
Para ello, recordemos que una subvariedad achronal era aquella en la que ninguna curva de
tipo tiempo interseca dos veces a la subvariedad. Esta caracter´ıstica nos ayuda a caracterizar
de forma alternativa una subvariedad nula. Vea´moslo en el siguiente teorema:
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Teorema 4.1. Sea M un espacio-tiempo en el que consideramos una subvariedad localmente
achronal, N , tal que por todo punto p ∈ N pasa una curva regular nula, γp : I →M, γ(0) = p,
contenida en la subvariedad γp(int I) ⊂ N . Entonces, N es una subvariedad nula de M.
Demostracio´n. La demostracio´n este teorema es muy sencilla y puede hacerse por reduccio´n al
absurdo. Supongamos que existe algu´n punto p ∈ N tal que su espacio tangente, TpN , no es
un espacio vectorial nulo. Entonces, como dicho espacio contiene un vector nulo por hipo´tesis,
γ˙p(0), ha de ser un espacio vectorial de tipo tiempo. Por lo tanto, podemos encontrar un vector
de tipo tiempo en x ∈ TpN tal que es el vector tangente a una curva en un entorno del punto
p ∈ N . De esta forma, existe una curva de tipo tiempo que permite unir p con otro punto de
su entorno, entrando en contradiccio´n con el hecho de que N es una subvariedad localmente
achronal.
Hemos visto co´mo caracter´ısticas de la causalidad de la subvariedad nos han permitido dar
condiciones para la nulidad de la misma. Ahora intentaremos encontrar caracter´ısticas causales
dada una subvariedad nula. Para ello, necesitaremos la siguiente proposicio´n sobre el null line
bundle:
Proposicio´n 4.1.6. Dada una subvariedad nula N en un espacio-tiempo (M, g), el null line
subbundle K es orientable.
Demostracio´n. Sea V ∈ X(M) un campo vectorial en M de tipo tiempo orientado hacia el
futuro. Entonces, cualquier campo U ∈ X(K) de K que verifique g(Up, Vp) = −1, ∀p ∈ N es
un campo nulo orientado hacia el futuro. Este campo nos permite definir una orientacio´n sobre
K.
Podemos observar que, adema´s, como K es el u´nico null line subbundle de TN , dicho vector
U sera´ un campo vectorial nulo dirigido hacia el futuro tangente a N definido de forma u´nica
(salvo reescalamiento). Gracias a esta proposicio´n obtenemos el siguiente corolario, de gran
importancia:
Corolario 4.1.1. Toda hipersuperficie nula, N , en un espacio-tiempo (M, g) es orientable.
Demostracio´n. Para demostrarlo, veremos que es posible encontrar una forma de volumen sobre
la hipersuperficie que no se anula en ningu´n punto de la misma. Sea X ∈ X(M) un campo
vectorial unitario de tipo tiempo sobre el espacio-tiempo n-dimensional M y sea ω ∈ Ωn(M)
una forma de volumen en M. Entonces, como N es una hipersuperficie nula, el campo X es
transversal a la misma. As´ı, tenemos que iXω es una (n− 1)-forma diferencial que no se anula
sobre N , por lo que la hipersuperficie N es orientable.
4.2 Generadores y geode´sicas nulas
Con el objetivo de poder caracterizar mejor las subvariedades nulas a trave´s de las construccio-
nes geome´tricas que hemos estudiado y as´ı poder comprender mejor este tipo de subvariedades,
presentamos las siguientes definiciones, que sera´n de gran importancia en lo que queda de
cap´ıtulo:
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Definicio´n 4.2.1. Sea (M, g) un espacio-tiempo en el que consideramos la subvariedad nula
N ⊂M. Sea U ∈ X(N ) un campo vectorial nulo tangente a la subvariedad. Entonces, diremos
que una curva integral inextendible del campo U es un generador nulo (null generator) de
N .
Ya hab´ıamos hablado de generadores al estudiar la causalidad como una forma de caracterizar
ciertos subconjuntos del espacio-tiempo. Ahora simplemente hemos particularizado la definicio´n
para el caso de subvariedades nulas. Veamos ahora la definicio´n de otra propiedad importante:
Definicio´n 4.2.2. Sea (M, g) un espacio-tiempo. Diremos que una subvariedad nula N es una
subvariedad geode´sica nula si ∇UU = fU , donde U ∈ X(N ) es un campo vectorial nulo
tangente a la variedad y f ∈ C∞(N ) es una funcio´n diferenciable.
Podr´ıamos cuestionarnos si esta definicio´n nos da un concepto de subvariedad geode´sica nula que
este´ bien definido. Para ello, simplemente hemos de verificar que para cualquier otro campo
vectorial nulo tangente a la subvariedad, V ∈ X(N ) tambie´n tenemos que ∇V V = hV, h ∈
C∞(N ). Esto claramente es as´ı, pues como V = kU para alguna funcio´n k ∈ C∞(N ), tenemos
que
∇V V = ∇kUkU = k∇UkU = k(U(k)U + k∇UU) = kU(k)U + k2fU = (kU(k) + k2f)U = hU
por lo que esta propiedad esta´ bien definida.
Si intentamos relacionar ambas definiciones, es fa´cil ver que si N es una subvariedad geode´sica
nula, entonces cualquier generador U de esta puede ser parametrizado para ser una geode´sica
nula, es decir, ∇UU = fU para cierta funcio´n diferenciable. Sin embargo, la propiedad de
ser una variedad geode´sica nula no es cierta para cualquier variedad nula. Encontraremos que
existen variedades nulas que no tienen por que´ ser geode´sicas nulas. Veamos un ejemplo:
Ejemplo 4.2.3. Consideremos el espacio-tiempo tridimensional de Minkowski, (R2+1, η) y sea
N ⊂ R3 la subvariedad nula de dimensio´n 1 cuya parametrizacio´n viene dada por:
γ : I = (0, 2pi)→ N ⊂ R3
γ(θ) = (θ, sin(θ), cos(θ)) = (t, x, y)
Podemos ver que claramente se trata de una subvariedad nula, pues si calculamos el vector
tangente a la parametrizacio´n, γ′(θ) = (1, cos(θ),−sin(θ)) tenemos que
η(γ′(θ), γ′(θ)) = −1 · 1 + cos(θ) · cos(θ) + (−sin(θ)) · (−sin(θ)) = −1 + 1 = 0
Intentemos calcular ahora la derivada covariante ∇γ′γ′ considerando la conexio´n de Levi-Civita
en R3. Para ello tenemos que expresar
γ′ =
∂
∂t
+ y
∂
∂x
− x ∂
∂y
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Entonces, teniendo en cuenta que los s´ımbolos de Christoffel cumplen Γkij = 0, ∀i, j, k ∈ {t, x, y}
ya que la me´trica η es constante, tenemos que:
∇γ′γ′ = γ′(1) ∂
∂t
+ γ′(y)
∂
∂x
+ γ′(−x) ∂
∂y
= −x ∂
∂x
− y ∂
∂y
6= fγ′
Por lo tanto, N es una subvariedad nula que no es geode´sica nula.
Vista la definicio´n de geode´sica nula, podemos particularizar el estudio para una hipersuperficie
nula y exponer la siguiente proposicio´n, que sera´ de gran importancia:
Proposicio´n 4.2.4. Sea H una hipersuperficie nula en un espacio-tiempo (M, g) cuya conexio´n
asociada ∇. Sea K ∈ X(H) un campo vectorial sobre H nulo dirigido hacia el futuro. Entonces,
las curvas integrales de K son curvas geode´sicas nulas.
Demostracio´n. Simplemente necesitamos probar que ∇KK = λK, pues en general las curvas
integrales son pre-geode´sicas (es decir, geode´sicas tras una re-parametrizacio´n adecuada). Para
ello, veamos que ∇KK ⊥ TpH, ∀p ∈ H. Basta con verificar que g(∇KK, x) = 0, ∀x ∈ TpH.
Extendiendo el vector x ∈ TpH hacie´ndolo invariante a lo largo del flujo de K, tenemos que
[K, x] = ∇Kx − ∇xK = 0. Adema´s, como x se mantiene tangente en todo momento a la
hipersuperficie, tenemos que g(K, x) = 0. Por lo tanto, derivando esta u´ltima expresio´n tenemos
que:
0 = ∇Kg(K, x) = g(∇KK, x) + g(K,∇Kx)
y podemos calcular entonces
g(∇KK, x) = −g(K,∇Kx) = −g(K,∇XK) = −1
2
∇xg(K,K) = 0
As´ı, para estudiar el “comportamiento”de las hipersuperficies nulas simplemente podemos es-
tudiar co´mo var´ıa el campo vectorial K a lo largo de la hipersuperficie de estudio. Como el
campo K es ortogonal a la hipersuperficie, en cierto modo es paralelo al estudio que hicimos de
las hipersuperficies en geometr´ıa (semi-)riemanniana gracias a la aplicacio´n de Weingarten y la
segunda forma fundamental. Nos gustar´ıa poder estudiar de forma ana´loga estas propiedades
en las subvariedades nulas, introduciendo las analog´ıas nulas de ambas definiciones. Para ello,
tendremos que introducir la siguiente relacio´n de equivalencia entre vectores tangentes a la
hipersuperficie, x, y ∈ TpH:
x = y mod K ⇐⇒ x− y = λK, λ ∈ R∗
y denotemos las clases de equivalencia como x = pi(x), y = pi(y), donde pi : TpH → TpH/K es
la aplicacio´n de paso al cociente. As´ı, podemos definir el fibrado vectorial cociente:
TH/K =
⋃
p∈H
TpH/K = {x |x ∈ TpH}
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que es un fibrado vectorial de dimensio´n n − 1 (n = dim(M)) sobre H y no depende de la
eleccio´n del campo nulo K.
Sobre este fibrado podemos considerar la me´trica, g, una me´trica positiva definida inducida por
g, que viene dada por la expresio´n:
g : TpH/K × TpH/K → R
g(x, y) = g(x, y)
Es fa´cil ver que esta me´trica esta´ bien definida, pues si consideramos x′ = x mod K, y′ =
y mod K tenemos que
g(x′, y′) = g(x+ αK, y + βK) = g(x, y) + βg(x,K) + αg(K, y) + αβg(K,K) = g(x, y)
Tambie´n podemos definir la aplicacio´n de Weingarten nula, WK , sobre H respecto de K como
la aplicacio´n lineal
WK : TpH/K → TpH/K
W(x) = ∇xK
Es fa´cil ver que esta aplicacio´n esta´ bien definida, pues si x = y tenemos queW(x) =W(y). Sin
embargo, el valor de esta aplicacio´n en un punto p ∈ H esta´ determinada por el valor de K en
dicho punto. Si consideramos otro campo tangente nulo dirigido hacia el futuro K = fK, ∀f ∈
C∞(H), f > 0 y estudiamos la aplicacio´n de Weingarten asociada, tenemos que
W(x) = ∇xfK = x(f)K + f∇xK =⇒W(x) = f ∇xK mod K, ∀x ∈ TpH
por lo que tenemos que ambas aplicaciones son las mismas en el fibrado cociente, puesW = fW .
De la misma forma, podemos definir la segunda forma fundamental nula sobre H asociada al
campo K, KK , como la aplicacio´n bilineal:
KK(x, y) = g(W(x), y) = g(∇xK, y)
Con esta definicio´n, diremos que la hipersuperficie H es totalmente geode´sica si y solo si
KK ≡ 0. En tal caso, toda geode´sica que empiece siendo tangente a H permanece en H para
todo instante de tiempo. Esto se debe a que al ser una hipersuperficie totalmente geode´sica,
la restriccio´n de la conexio´n de Levi-Civita del espacio-tiempo M permite definir una conexio´n
sobre H.
Por u´ltimo, veremos la definicio´n de la curvatura media nula de H respecto el campo K, un
campo escalar suave sobre H definido como θ = Tr(W). Esta magnitud permite estudiar la
expansio´n de los generadores nulos de la hipersuperficie H hacia el futuro y nos sera´ de gran
ayuda a la hora de definir los agujeros negros.
Ana´logamente a este desarrollo, podemos definir los fibrados vectoriales cociente asociados a
T⊥p H y K⊥p para todo punto p ∈ H:
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T⊥H = T⊥H/K el fibrado cociente definido por la proyeccio´n cano´nica pi
T⊥H : T
⊥H →
T⊥H.
K⊥ = K⊥/K el fibrado cociente definido por la proyeccio´n cano´nica pi
K⊥ : K
⊥ → K⊥.
En estos espacios cociente se pueden desarrollar las definiciones ana´logas al ejemplo TpH/K.
Hemos visto que toda hipersuperficie nula es una subvariedad geode´sica nula, lo que nos ha
permitido obtener un fibrado vectorial riemanniano donde hemos solucionado la degeneracio´n.
Sin embargo, en general, no toda subvariedad nula cumple la condicio´n de ser geode´sica nula.
Por eso, estamos interesados en poder establecer una condicio´n necesaria que nos permita
averiguar cua´ndo nuestra subvariedad nula sera´ o no geode´sica nula. Para ello, podemos empezar
dando una caracterizacio´n de este tipo de subvariedades, para que lo necesitaremos la siguiente
definicio´n:
Definicio´n 4.2.5. Sea N una subvariedad nula en el espacio-tiempo (M, g) dotado de su
conexio´n de Levi-Civita, ∇, y sea U ∈ X(N ) un campo vectorial nulo tangente a la subvariedad.
As´ı, podemos definir un homorfismo entre fibrados tal que:
∇U : TS → K⊥
(∇U) v := ∇vU
Esta aplicacio´n esta´ bien definida ya que ∇vU ∈ K⊥ para todo v ∈ TS puesto que g(∇vU,U) =
0, ∀v ∈ TS.
Con esta definicio´n ya estamos en condiciones de enunciar el siguiente teorema:
Teorema 4.2. Sea N una subvariedad nula en el espacio-tiempo (M, g). Entonces, N es una
subvariedad geode´sica nula si y so´lo si ∇uX ∈ K⊥ para todo u ∈ K,X ∈ X⊥(N ).
Demostracio´n. Sea U un campo vectorial nulo tangente a N tal que Up = u para un punto
p ∈ N . Sabemos por definicio´n que ∇uU ∈ K si y solo si g(∇uU, x) = 0, ∀x ∈ K⊥p . Entonces,
si consideramos Y ∈ X⊥(N ), tenemos
g(∇UU, Y ) = ∇Ug(U, Y )− g(U,∇UY ) = −g(U,∇UY )
ya que g(U, Y ) = 0 por definicio´n. De este resultado, obtenemos que g(∇UU, Y ) = 0 si y solo si
∇UY ∈ Γ(K⊥). Por otra parte, si tomamos X ∈ X(N ):
g(∇UU,X) = ∇Ug(U,X)− g(U,∇UX) = −g(U,∇UX) = −g(U,∇XU + [U,X]) =
−g(U,∇XU) + g(U, [U,X]) = −g(U,∇XU) = −1
2
∇Xg(U,U) = 0
puesto que g(U,X) = g(U, [U,X]) = g(U,U) = 0. Por lo tanto, tenemos que ∇UU es ortogonal
a cualquier campo de K⊥ (de forma que ∇UU = fU para cierta funcio´n diferenciable) si y solo
si ∇UY ∈ Γ(K⊥) para todo campo Y ∈ X⊥(N ).
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Este teorema nos da una condicio´n necesaria y suficiente para saber si una subvariedad es
geode´sica nula. Sin embargo, esta condicio´n puede ser “aparatosa 2pesada de comprobar,
adema´s de implicar diferentes fibrados vectoriales. Por lo tanto, intentaremos encontrar otra
condicio´n suficiente que nos permita averiguar si una subvariedad es geode´sica nula o no.
Definicio´n 4.2.6. Dada una subvariedad nula, N , en el espacio-tiempo (M, g) dotado de su
conexio´n de Levi-Civita. Diremos que es una subvariedad nula irrotacional si ∇vU ∈
TN , ∀v ∈ TN donde U ∈ X(N ) es un campo vectorial nulo tangente a la subvariedad.
Si queremos comprobar que las subvariedades nulas irrotacionales esta´n bien definidas solo
hemos de comprobar que si V ∈ X(N ) es otro campo vectorial nulo tangente a la variedad
entonces ∇vV ∈ TN , ∀v ∈ TN . De hecho, ana´logamente a como hemos visto anteriormente,
como V = kU para cierta funcio´n k ∈ C∞(N ), tenemos que ∇vV = ∇vkU = v(k)U + k∇vU ∈
TN para todo v ∈ TS.
Observacio´n. Observemos que si consideramos el homeomorfimo entre fibrados vectoriales ∇U :
TS → K⊥ en el caso de un subvariedad nula irrotacional, tenemos que se trata de un homeo-
morfismo de TS a TS.
Para poder relacionar este nuevo tipo de subvariedad nula con las subvariedades geode´sicas
nulas, necesitaremos enunciar el siguiente teorema, el cual no demostraremos, pero cuyos coro-
larios sera´n de gran importancia:
Teorema 4.3. Sea N una subvariedad nula en el espacio-tiempo (M, g) dotado de su conexio´n
de Levi-Civita. Entonces las siguientes afirmaciones son equivalentes:
N es una subvariedad nula irrotacional en M.
∇xX ∈ K⊥, ∀x ∈ TN ,∀X ∈ X⊥(N ).
∇uX ∈ K⊥, ∀u ∈ K, ∀X ∈ X⊥(N ).
∇uU ∈ K⊥, ∀u ∈ K, ∀U ∈ X(N ).
Por lo tanto, como corolarios directos de este teorema tenemos:
Corolario 4.3.1. Toda subvariedad nula, N , irrotacional es una variedad geode´sica nula.
Demostracio´n. La demostracio´n pasa por la unio´n de los resultados de los dos teoremas previos.
Corolario 4.3.2. Toda hipersuperficie nula, H, en un espacio-tiempo (M, g) dotado de su
conexio´n de Levi-Civita, es una subvariedad nula irrotacional.
Demostracio´n. Para demostrarlo, veremos que toda hipersuperficie nula verifica la caracteri-
zacio´n de subvariedad geode´sica nula dada por el teorema 4.2, ∇xX ∈ K⊥, ∀x ∈ TN ,∀X ∈
X⊥(N ). As´ı, por el teorema 4.2 tendremos la equivalencia con ser una subvariedad nula irro-
tacional.
Observemos que si H es una hipersuperficie nula, entonces tenemos que T⊥H = K. Por lo
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tanto, si X ∈ X⊥(H) tenemos que ha de ser mu´ltiplo de U , el campo vectorial nulo tangente a
H, X = fU para cierta funcio´n f ∈ C∞(H) . Por lo tanto, si consideramos un campo vectorial
tangente V ∈ X(H), tenemos:
∇VX = ∇V fU = V (f)U + f∇VU ∈ X(N ) ⊂ Γ(K⊥)
Por lo tanto, como ∇VX ∈ Γ(K⊥), tenemos que H es irrotacional.
En la demostracio´n del u´ltimo corolario hemos visto que ser una hipersuperficie nula es equiva-
lente a ser irrotacional y, como consecuencia, ser subvariedad geode´sica nula. As´ı, tenemos que
una condicio´n necesaria y suficiente que nos permitira´ encontrar fa´cilmente subvariedades nulas
geode´sicas es el hecho de ser una hipersuperficie nula del espacio-tiempo. Este resultado no es
nada nuevo, pues empezamos esta seccio´n demostrando de forma alternativa dicha propiedad.
4.3 Reparametrizacio´n geode´sica y separacio´n causal
Hasta ahora nos hemos centrado en el estudio de subvariedades geode´sicas nulas y hemos
visto que para este tipo de subvariedades todo generador puede ser re-parametrizado para que
sea geode´sico nulo. Sin embargo, nos gustar´ıa poder re-parametrizar este campo vectorial con
tal que sea un campo geode´sico en el sentido estricto. Esto no siempre sera´ posible, a continua-
cio´n intentaremos desarrollar condiciones suficientes para que sea posible este re-escalamiento.
Para ello, comenzaremos con la siguiente definicio´n, que formaliza una propiedad que ya vimos
al estudiar la causalidad del espacio-tiempo en el cap´ıtulo anterior:
Definicio´n 4.3.1. En el espacio-tiempo (M, g) consideramos la subvariedad nula N . Sea H ⊂
N una subvariedad de tipo espacio de codimensio´n 1 en N , que denominaremos por brevedad
hipersuperficie de tipo espacio de N . Diremos que N es causalmente separable por H si
existe un difeomorfismo E : N → H× R tal que para todo p ∈ H tenemos que E−1({p} × R)
es un generador nulo de la subvariedad N .
Ya hab´ıamos estudiado que en los espacio-tiempos globalmente hiperbo´licos, ten´ıamos que era
posible considerar dicha foliacio´n para la hipersuperficie de Cauchy. Adema´s, vimos que la recta
real pod´ıa ser considerada como el eje temporal. Ahora vemos que este tipo de subvariedades son
de gran importancia ya que, como veremos en el siguiente teorema, permetira´n re-parametrizar
el campo vectorial tangente para que sea geode´sico.
Teorema 4.4. En el espacio-tiempo (M, g) consideramos la subvariedad geode´sica nula, N , y
un campo vectorial nulo tangente a N , U . Si N es una subvariedad causalmente separable por
una hipersuperficie H de N de tipo espacio, entonces el campo vectorial U puede ser re-escalado
para ser un campo vectorial nulo en N .
Por eso, es importante intentar obtener previamente condiciones suficientes para que una sub-
variedad sea causalmente separable por una hipersuperficie de tipo espacio:
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Proposicio´n 4.3.2. Sea N una subvariedad nula en un espacio-tiempo (M, g) sobre la que
consideramos una hipersuperficie H de tipo espacial tal que todo generador nulo de N interseca
con H en un u´nico valor. Entonces N es causalmente separable por H.
Demostracio´n. Consideremos un campo vectorial nulo U tangente a la subvariedadN . Podemos
suponer, sin pe´rdida de generalidad, que U es un campo vectorial completo (en efecto, si U no
es completo siempre existira´ una funcio´n diferenciable positiva tal que fU lo es). Recordemos
que decimos que un campo vectorial es completo si todas las curvas de su flujo existen para todo
instante de tiempo. En tal caso, consideremos el flujo del campo U que denotaremos como F tU .
Entonces, podemos definimos la aplicacio´n E−1 : H× R → N tal que E−1(p, t) = F tU(t). Esta´
claro que esta aplicacio´n es un difeomorfismo ya que, por hipo´tesis, todo generador nulo interseca
con H en un u´nico para´metro y las curvas integrales del flujo F tU pueden ser consideradas
generadores nulos de N ya que U es un campo vectorial nulo tangente. Por lo tanto, N es
difeomorfa a H× R y tenemos que N es causalmente separable por H.
Esta proposicio´n nos da una condicio´n suficiente para que una subvariedad sea causalmente
separable, que es lo que nos permitira´ poder re-parametrizar las geode´sicas nulas. Sin embargo,
nos gustar´ıa encontrar una condicio´n menos restrictiva. Para ello, podemos imponer condiciones
topolo´gicas sobre las subvariedades que nos permitira´n relajar la condicio´n de intersecar en
un solo para´metro por que simplemente exista la interseccio´n. Podemos verlo en la siguiente
proposicio´n:
Proposicio´n 4.3.3. Sea N una suvariedad nula simplemente conexa en el espacio-tiempo
(M, g) y sea H una hipersuperficie conexa y cerrada (con la topolog´ıa subespacio en N ) de tipo
espacial en N . Entonces, cualquier generador nulo de N interseca H en un u´nico valor.
Gracias a esta proposicio´n, en la que consideramos propiedades topolo´gicas de las subvariedades,
podemos enunciar el siguiente teorema:
Teorema 4.5. Sea N una subvariedad nula simplemente conexa en el espacio-tiempo (M, g) y
sea H una hipersuperficie conexa y cerrada (con la topolog´ıa subespacio en N ) de tipo espacial
en N tal que todo generador nulo de la subvariedad N interseca con la hipersuperficie H.
Entonces, la subvariedad N es causalmente separable por H y N es difeomorfa a H× R.
Demostracio´n. Si consideramos un campo vectorial nulo, U , tangente a la subvariedad N tene-
mos que, por hipo´tesis, sus curvas integrales (generadores nulos de la suvariedad) intersecan H.
Por la proposicio´n 4.0.15 tenemos que corta en un u´nico valor. Usando entonces la proposicio´n
4.0.14 ya tendr´ıamos que N es separable causalmente por H.
Antes de acabar con la re-parametrizacio´n de subvariedades geode´sicas nulas para obtener
geode´sicas, es interesante observar que no siempre es posible encontrar una hipersuperficie que
permita separar causalmente a la subvariedad. Sin embargo, en el caso de que el espacio-tiempo
en el que trabajemos sea fuertemente causal, es posible encontrar entornos tubulares en los que
la subvariedad nula N es una subvariedad causalmente separable. Definamos formalmente estos
entornos:
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Definicio´n 4.3.4. Sea N una subvariedad nula en el espacio-tiempo (M, g) y sea U un campo
vectorial nulo tangente a N tal que sus curvas integrales, γU , son generadores nulos de la
subvariedad. En tal caso, diremos que un entorno abierto Ωγ en N que contiene al generador
γU es un entorno elemental de γU si existe una hipersuperficie espacial Hγ de N y un
difeomorfismo Eγ : Ωγ → H × R tal que para todo p ∈ Hγ tenemos que E−1({p} × R) es un
generador nulo de N que pasa por el punto p ∈ Hγ.
Con esta definicio´n lo que hemos conseguido es encontrar una subvariedad nula, Ωγ, que he-
mos llamado entorno elemental, sobre el que la hipersuperficie Hγ s´ı separa causalmente la
subvariedad. As´ı, tenemos que, por el Teorema visto anteriormente, es posible re-parametrizar
las curvas γU para que sean geode´sicas en la subvariedad Ωγ. Sin embargo, no sabemos nada
sobre la existencia de este entorno elemental: si existe siempre, si hay subvariedades para las
que no es posible encontrarlo, bajo que´ condiciones existe, etc. Por lo que podemos cerrar este
desarrollo teo´rico con la siguiente proposicio´n sobre la existencia de los entornos elementales:
Proposicio´n 4.3.5. Todo generador nulo de una subvariedad nula N en un espacio-tiempo
(M, g) fuertemente causal tiene un entorno elemental.
4.4 Killing horizons
Nos gustar´ıa terminar este cap´ıtulo sobre subvariedades nulas presentando un tipo muy
importante de hipersuperficies nulas: los horizontes de Killing. Veamos la definicio´n formal:
Definicio´n 4.4.1. Diremos que una hipersuperficie nula, H, en un espacio-tiempo (M, g) es un
horizonte de Killing si admite un vector normal ξ ∈ X(M) tal que es un vector de Killing.
Recordemos que hab´ıamos visto en el Cap´ıtulo 1 que un campo de Killing en el espacio-tiempo
(M, g) verifica que Lξg = 0.
En general, al ser el campo de Killing el vector normal a una hipersuperficie nula, hemos visto
que ha de verificar ser geode´sico nulo, es decir, ∇ξξ = κ ξ. La constante κ ∈ R se denomina
surface gravity . Si el vector de Killing es, adema´s, geode´sico: ∇ξξ = 0, entonces diremos que
H es un horizonte extremal.
Observacio´n. La definicio´n que hemos tomado para nuestro vector de Killing consideraLξg = 0,
donde g es la me´trica en todo el espacio-tiempo (M, g). Podr´ıamos haber considerado la me´trica
restringida a la hipersuperficie nula, H, pero se puede ver que se obtiene de forma equivalente
que K = 0.
Con el objetivo de entender un poco mejor esta estructura geome´trica tan importante, veamos
algunas propiedades de los horizontes de Killing :
1. Anulacio´n de la segunda forma fundamental, K = 0. Tal y como vimos en el
cap´ıtulo anterior, sobre la hipersuperficie nula H podemos definirnos el siguiente (0, 2)-
campo tensorial:
Kξ(x, y) = g(∇xξ, y)
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donde x, y ∈ TpH, p ∈ H son vectores tangentes a la hipersuperficie. Sea K el campo
vectorial nulo tangente a la hipersuperficie H. Ya vimos que, en efecto, este campo era
geode´sico y, adema´s, es normal a la hipersuperficie. Por lo tanto, como el valor de Kξ
depende solo de la restriccio´n del campo ξ a la hipersuperficie (pues opera con vecto-
res tangentes a ella) y sabemos que K es u´nico salvo mu´ltiplos. Por lo tanto, podemos
considerar que
ξ = f ·K
donde f es una funcio´n diferenciable (en particular, sera´ f = −g(ξ,K)). De esta forma,
podemos expresar la segunda forma fundamental restringida a H como
Kξ(x, y) = g(∇xξ, y) = g(∇x(f ·K), y) = g(x(f)K, y)+g(f∇xK, y) = f ·g(∇xK, y) = f ·K(x, y)
Por lo tanto, como la segunda forma fundamental K del espacio-tiempo era un tensor
sime´trico, tenemos que Kξ tambie´n ha de serlo. Sin embargo, debido a que ξ es un campo
de Killing y verifica que Lξg = 0, tenemos que la aplicacio´n
∇ξ : TH → K⊥
∇ξ : X 7→ ∇Xξ
es una aplicacio´n antisime´trica ya que g(∇Xξ, Y ) + g(∇Y ξ,X) = 0 para cualesquiera
dos campos vectoriales X, Y X(M) del espacio-tiempo. As´ı, tenemos que la aplicacio´n Kξ
ser´ıa una aplicacio´n sime´trica y antisime´trica al mismo tiempo. Esto implica que, en
efecto, Kξ ≡ 0. As´ı, como hemos visto la segunda forma fundamental restringida a la
hipersuperficie, Kξ, es un mu´ltiplo de la segunda forma fundamental en todo el espacio-
tiempo, K, tenemos que efectivamente K ≡ 0.
2. “Bifurcate sphere”. Recordemos que, en general, ∇ξξ = κξ y ∇KK = 0 y ξ = f ·K.
Entonces, es fa´cil ver que:
∇ξξ = f∇K(fK) = f(K(f))K + f 2∇KK = K(f)fξ = K(f)ξ
Por lo tanto, tenemos que κ = K(f) y podemos expresar f como:
f(t) = κ · t+ k =⇒ ξ = (κ · t+ k) ·K
donde t es el para´metro af´ın de K y k ∈ R es una constante real. Entonces, si κ 6= 0,
(es decir, no es un horizonte extremal), podemos considerar secciones de H definidas por
t = − k
κ
, que se denominaremos bifurcate sphere . La importancia de estas secciones
reside en que sobre este punto el generador del horizonte se anula, es decir, ξ ≡ 0, en
lugar de ser simplemente nulo.
3. Existe una relacio´n importante entre la derivada covariante y el tensor de curvatura de
Riemann en el caso de trabajar con un vector de Killing. Este resultado viene dado por la
siguiente proposicio´n, la cual no demostraremos pero de la cual obtendremos importantes
resultados:
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Proposicio´n 4.4.2. Dado un vector de Killing ξ del espacio-tiempo (M, g), tenemos que
para dos campos vectoriales X, Y ∈ X(M) se cumple:
∇X∇Y ξ = ∇2(X,Y )ξ = Riem(X, ξ)Y
Nos centraremos en ver los resultados que podemos obtener gracias a esta proposicio´n:
Corolario 4.5.1. Sea ξ un vector de Killing del espacio-tiempo (M, g). Entonces, para
todos dos campos vectoriales X, Y ∈ X(M) tenemos que se cumple la siguiente identidad:
Lξ(∇XY ) = ∇LξXY +∇X(LξY )
Demostracio´n. Sabiendo que LξX = ∇ξX−∇Xξ y usando el resultado de la proposicio´n
4.4.2 se obtiene la identidad.
Otro resultado muy importante de la anterior proposicio´n y que afecta directamente a la
geometr´ıa de nuestro espacio-tiempo es la siguiente:
Corolario 4.5.2. Sea ξ un vector de Killing del espacio-tiempo (M, g), de forma que
podemos definir los tensores Riemm, Ric y el escalar de curvatura R. Entonces:
LξRiemm = LξRic = LξR = 0
Demostracio´n. Ya hemos visto en el anterior corolario que para cualquiera dos vectores
X, Y tenemos que:
LXY = ∇XY −∇YX
Si aplicamos la identidad LξX = ∇ξX −∇Xξ varias veces llegamos a:
Lξ(Riem(X, Y )Z) = Riem(LξX, Y )Z +Riem(X,LξY )Z +Riem(X, Y )LξZ
Por lo que tenemos que necesariamente LξRiem = 0. Por consiguiente, como el tensor
de Ricci, Ric, se obtiene por contraccio´n del tensor con el inverso de la me´trica g−1, la
derivada de Lie conmuta con contracciones siguiendo la regla de Leibniz y Lξg−1 = 0 por
definicio´n de vector de Killing, tenemos que LξRic = 0. Ana´logamente, puede verse que
efectivamente LξR = 0.
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5. Agujeros negros y superficies atrapa-
das
La teor´ıa de la Relatividad General se resume en las ecuaciones de Einstein. Como vimos
en el cap´ıtulo 3, se trata de un conjunto de ecuaciones diferenciales parciales de segundo orden
cuyas soluciones permiten describir la relacio´n existente entre la geometr´ıa y la distribucio´n de
masa-energ´ıa presente en la regio´n de estudio. Obtener soluciones de estas soluciones es una
tarea complicada y que, a la pra´ctica, conlleva un gran trabajo de ca´lculo nume´rico.
En este cap´ıtulo, consideraremos soluciones del espacio-tiempo 4-dimensional que se pueden
obtener de forma exacta y veremos que aparecera´n singularidades. Una de las principales con-
secuencias de la singularidad es que existan geode´sicas que acaben en un tiempo finito, lo que
se conoce como espacio-tiempo geode´sicamente incompleto. Estas singularidades podra´n estar
asociadas a las coordenadas o ser una singularidad “real”del espacio-tiempo. Por lo tanto, para
poder recoger todas las posibles fenomenolog´ıas, debemos establecer una definicio´n precisa de
singularidad.
Adema´s, veremos que la presencia de una singularidad en el espacio-tiempo nos lleva a estudiar
la nocio´n de agujero negro. Un agujero negro es una regio´n del espacio-tiempo en la que
se experimenta una aceleracio´n gravitacional tan fuerte tal que ninguna part´ıcula ni radiacio´n
electromagne´tica puede escapar de ella. Los agujeros negros en el espacio-tiempo se pueden
dividir en dos regiones: la regio´n interior y la regio´n exterior. Ambas regiones esta´n divididas
por una frontera que se conoce como horizonte de sucesos. As´ı pues, el hecho caracter´ıstico
de un agujero negro es la presencia de un horizonte de sucesos. El horizonte de sucesos es un
l´ımite en el espacio-tiempo que la materia y la luz solo pueden atravesar, dirigie´ndose al agujero
negro, donde nada, ni siquiera la luz, puede escapar. Sin embargo, aunque el horizonte de suce-
sos tiene gran importancia en la existencia de un agujero negro, no parece observarse ninguna
caracter´ıstica f´ısica localmente detectable. Por eso, uno de los objetivos de este cap´ıtulo sera´
intentar exponer una definicio´n alternativa de agujero negro, basada en la existencia de lo que
llamaremos superficies atrapadas en el espacio-tiempo.
En el exterior del agujero negro las curvas nulas y temporales pueden ser extendidas al infinito,
por lo que no se trata de una regio´n geode´sicamente incompleta y no habra´ singularidad. Con
el fin de poder estudiarlo, la idea sera´ escoger unas coordenadas adecuadas de forma que sea
posible multiplicar la me´trica por un factor (“conforme”) que nos permita traer el infinito a
puntos de coordenadas finitas. Estos puntos definira´n una frontera en el espacio-tiempo, que
llamaremos infinito conforme , I . As´ı, la regio´n exterior puede ser definida como el pasado
cronolo´gico del infinito futuro, I +, es decir, el conjunto de puntos desde los que se puede
alcanzar el infinito futuro a trave´s de una curva temporal. As´ı, diremos que hay un agujero
negro si todo el espacio-tiempo no esta´ incluido en este conjunto. Adema´s, podremos definir el
horizonte de sucesos como la frontera del agujero negro con la regio´n exterior. Con esta definicio´n
de agujero negro, sera´ crucial tener una definicio´n apropiada de “infinito”, que desarrollaremos
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en este cap´ıtulo.
5.1 Compactificacio´n conforme: diagrama de Penrose
En la “definicio´n”que acabamos de ver de agujero negro hemos visto la necesidad de una
caracterizacio´n apropiada de lo que llamaremos infinito. Tal y como hemos adelantado en la
introduccio´n, la idea es traer los puntos del infinito a puntos con coordenadas finitas, de forma
que obtengamos un espacio-tiempo compacto con frontera. Por lo tanto, esta definicio´n estara´
limitada y solo podra´ ser aplicada sobre aquellos espacio-tiempos en los que sea posible an˜adir
una frontera.
Para poder afrontar este problema del infinito, presentaremos una herramienta muy u´til para
discutir diferentes aspectos de los agujeros negros: el diagrama de Carter-Penrose . Es-
tos diagramas esta´n basados en las transformaciones conformes entre variedades lorentzianas.
Recordemos que una transformacio´n conforme entre variedades lorentzianas es una apli-
cacio´n que preserva los a´ngulos. Este tipo de aplicaciones conservan la estructura causal del
espacio-tiempo y nos permitira´n traer todo el espacio-tiempo a una regio´n finita y acotada. De
esta forma, podremos estudiar propiedades f´ısicas del espacio-tiempo, como son la estructura
de los horizontes, las l´ıneas de universo de diferentes observadores, etc.
Las transformaciones conformes nos permitira´n obtener una variedad conforme con la que
poder estudiar el espacio-tiempo, pues podremos “acercar.el infinito y as´ı conocer el comporta-
miento de las curvas causales en el infinito. Veamos la definicio´n formal de esta nueva herra-
mienta:
Definicio´n 5.1.1. Diremos que una variedad conforme ,M , es una variedad (semi-)riemanniana
equipada con una clase de equivalencia de tensores me´tricos. La clase de equivalencia es tal que
diremos que dos me´tricas, g, h ∈ Ω2(M) son equivalentes si y so´lo si h = f 2g donde f : M → R
es una funcio´n diferenciable definida sobre la variedad.
El infinito juega un papel muy importante en el estudio del espacio-tiempo. La nocio´n de infinito
permite caracterizar el concepto de sistema dina´mico aislado. Veamos que´ implicaciones tiene
en dicho concepto. La idea principal de la Relatividad General es que el espacio-tiempo experi-
menta una curvatura debido a la presencia de una distribucio´n de masa-energ´ıa. Sin embargo,
si estudiamos el espacio-tiempo en una regio´n muy alejada de dicha distribucio´n, la me´trica
deber´ıa aproximarse a la de un espacio-tiempo plano y vac´ıo, es decir, a la me´trica de Minkows-
ki. Matema´ticamente, la definicio´n que recoge este concepto f´ısico es la idea de espacio-tiempo
asinto´ticamente plano. De esta forma, el infinito corresponder´ıa a los puntos del espacio-tiempo
en los que la me´trica se considera indistinguible de la me´trica de Minkowski. Nos gustar´ıa ser
capaces de estudiar la estructura y la causalidad de esta frontera asinto´tica del espacio-tiempo
que describe la geometr´ıa de un sistema aislado.
Para ello, de la misma manera que las transformaciones conformes en el plano complejo cam-
bian las distancias pero conservan los a´ngulos, queremos modificar la me´trica para conseguir
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acortar distancias sin cambiar la causalidad del espacio-tiempo. As´ı, los campos espaciales,
temporales y nulos han de ser mapeados a campos del mismo tipo. Con estas condiciones, la
causalidad de las curvas se conserva, pero no necesariamente las geode´sicas. Esta nueva herra-
mienta con la que trabajaremos es lo que se conoce como diagrama de Penrose-Carter .
Este diagrama sacrifica la informacio´n sobre las distancias entre puntos, permitiendo que la
me´trica de los diagramas de Penrose-Carter sea conformemente equivalente con una restriccio´n
bidimensional de la me´trica real del espacio-tiempo que representan. El factor conforme ha de
ser elegido de modo que todo el espacio-tiempo se proyecte en un diagrama de dimensiones fini-
tas. La frontera de la nueva figura no formara´ parte del espaciotiempo original, pero permitira´
estudiar sus propiedades asinto´ticas y sus singularidades.
Un diagrama de Penrose-Carter comparte varias caracter´ısticas con el espacio-tiempo de Min-
kowski: las l´ıneas oblicuas a 45◦ corresponden a trayectorias luminosas, la dimensio´n vertical
representa una coordenada temporal y la horizontal a las dimensiones espaciales. Con el ob-
jetivo de aprender co´mo realizar dichas transformaciones, estudiaremos un ejemplo relevante:
el diagrama de Penrose para estudiar la estructura causal asinto´tica del espacio-tiempo de
Minkowski.
Ejemplo 5.1.2. (Estructura causal asinto´tica del espacio-tiempo de Minkowski). El
objetivo del diagrama de Penrose es conseguir un diagrama acotado cuyas fronteras representen
el infinito y que respete la estructura causal. Si consideramos las coordenadas nulas (u, v, θ, φ)
que vimos en el cap´ıtulo 3, tenemos que claramente las coordenadas u, v se van a infinito a lo
largo de las subvariedades Cτ , Cτ . Con el fin de traer el punto final de las geode´sicas nulas a una
distancia finita, podemos considerar las siguientes coordenadas:
tan(p) = v
tan(q) = u
de forma que p, q ∈ (−pi/2, pi/2) y p ≥ q. Por lo tanto, teniendo en cuenta que
v = tan(p) =⇒ dv = 1
cos2(p)
dp
u = tan(q) =⇒ du = 1
cos2(q)
dq
y la relacio´n trigonome´trica sin(α − β) = 1
cos(α)cos(β)
(tan(α) − tan(β)) podemos expresar la
me´trica como:
η =
1
cos2(p)cos2(q)
(−dpdq + 1
4
sin2(p− q) · gS(θ, φ))
Como era de esperar, debido a la frontera de p, q, el factor 1
cos2(p)cos2(q)
“estalla.a infinito cuando
p, q → ±pi/2, es decir, en los valores de frontera. Con el fin de poderar superar esta degeneracio´n,
podemos considerar la me´trica conforme a η cuya expresio´n es
η˜ = −dpdq + 1
4
sin2(p− q) · gS(θ, φ)
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que claramente es conforme a η. Adema´s, con esta nueva me´trica los conjuntos
C˜τ = {(p, q, θ, φ) | q = τ, τ ∈ R}
C˜τ = {(p, q, θ, φ) | p = τ, τ ∈ R}
siguen siendo hipersuperf´ıcies nulas. As´ı, si suprimimos alguna direccio´n angular, podemos
representar la variedad (R˜4, η˜) con las coordenadas (p, q, θ, φ): Es posible ahora caracterizar la
Figura 15: Variedad finita conforme al espacio-tiempo de Minkowski R3+1 [Fuente: [10]]
causalidad en el diagrama definiendo:
El infinito nulo orientado hacia el futuro, I +, (resp. pasado, I −) como los puntos
finales de todas las geode´sicas nulas orientadas hacia el futuro (resp. pasado) a lo largo
de r →∞.
El infinito temporal orientado hacia el futuro, i+, (resp. pasado, i−) como los
puntos finales de todas las geode´sicas temporales orientadas hacia el futuro (resp. pasado).
El infinito espacial , i0, como el punto final de todas las geode´sicas espaciales. Este
infinito, de hecho, es un punto y no una esfera como en los casos anteriores (pues estamos
reduciendo la dimensio´n del diagrama considerando simetr´ıa esfe´rica). Puede considerarse
como el punto generado por la compactificacio´n de la hipersuperficie t = 0.
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Con estas definiciones, podemos estudiar la causalidad del espacio-tiempo de Minkowksi gracias
a la compactificacio´n, que podemos agrupar en la siguiente imagen: Si estudiamos un obser-
Figura 16: Identificacio´n de la frontera del diagrama de Penrose
vador que se mueve en el espacio-tiempo a trave´s del diagrama de Penrose, podemos ver que
cuando t → ±∞ para r finito el observador se dirige a i± mientras que cuando r → ∞ para t
finito va hacia i0. Sin embargo, cuando t r → ±∞ el observador alcanza el infinito nulo I±.
Si en lugar de suprimir una sola direccio´n angular, suprimimos todas las direciones angulares
podemos simplicar aun ma´s el diagrama de Penrose. Formalmente, lo que hacemos es considerar
el cociente R˜3+1/SO(3). De esta forma, la me´trica simplemente ser´ıa g = η˜cociente = −dpdq, que
coincide con la me´trica de Minkowski de R1+1. En este caso, obtenemos un diagrama plano en
el que los conos colapsan en rectas como podemos ver en la siguiente imagen: As´ı, gracias a este
diagrama hemos visto que el pasado del futuro nulo, I +, es todo el espacio-tiempo completo.
Esto quiere decir que cualquier punto puede enviar sen˜ales y esta´ comunicado con I +. Sin
embargo, esto no tiene por que´ ser siempre as´ı, pueden existir puntos del espacio tiempo que
no este´n comunicados con el infinito nulo. En este caso decimos que existe un agujero negro.
Por tanto, de forma general, es posible definir el diagrama de Penrose de un espacio-tiempo
esfe´ricamente sime´trico como la imagen de una transformacio´n conforme acotada del espacio-
tiempo cociente por el grupo ortogonal, SO(4), en el espacio-tiempo de Minkowski R1+1. La
idea se puede generalizar para cualquier me´trica con simetr´ıa esfe´rica donde la me´trica viene
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Figura 17: Diagrama de Penrose y estructura causal para g = −dp− dq [Fuente: [10]]
dada por:
dΩ2 = gαβdx
αdxβ + r2(dθ2 + sin2θdφ2), r = r(x0, x1)
donde gαβdx
αdxβ es una me´trica Lorentziana definida sobre la variedad cociente de dimensio´n
2 con frontera. Entonces, esta me´trica es conformal a la me´trica de Minkowski:
gαβdx
αdxβ = −Ω2dudv, Ω = Ω(u, v)
As´ı, cualquier me´trica con simetr´ıa esfe´rica puede expresarse como
dΩ2 = −Ω2dudv + r2(dθ2 + sin2θdφ2), Ω = Ω(u, v), r = r(u, v)
siendo posible representar el diagrama de Penrose-Carter asociado a dicha me´trica.
Para acabar la seccio´n, veamos el procedimiento general que hemos seguido para encontrar
el diagrama de Penrose. Sea (M, g) una variedad riemanniana solucio´n de las ecuaciones de
Einstein cuya causalidad global estamos interesados en conocer. Los pasos para realizar la
compactificacio´n conforme son los siguientes:
1. Realizar un cambio de coordenadas que traiga el infinito a una distancia finita de forma
que obtengamos una regio´n compacta de nuestra variedad. Con este cambio de coordena-
das, la me´trica debe tener la siguiente forma:
g(xµ) =⇒ g(yµ) = f(yµ)g∗(yµ)
donde f(yµ) es una funcio´n positiva de las nuevas coordenadas y g∗(yµ) es una me´trica que
podr´ıamos asociar a otro espacio-tiempo (M∗, g∗), cuya me´trica no tiene por que´ cubrir
todo el espacio-tiempo M∗.
93
2. Efectuar una transformacio´n conforme de forma que obtengamos g∗(yµ) = [f(yµ)]−1g(yµ)
y nos permita obtener un rango acotado de las coordenadas para M∗. Recordemos que
M∗ no tiene por que´ ser un espacio-tiempo f´ısico, simplemente es un objeto matema´tico
fa´cil de analizar que presentara´ la misma estructura causal que el universo f´ısico (M, g).
3. En lo que nos conscierne, trabajaremos con espacio-tiempos ma´ximamente sime´tricos, por
lo que podremos omitir las coordenadas (θ, φ). De esta forma, obtenemos una subvariedad
bidimensional acotada de M∗ que extenderemos sobre un plano. Esta representacio´n es la
que hemos llamado diagrama de Penrose-Carter del espacio-tiempo (M, g).
A continuacio´n, estudiaremos otros espacio-tiempos esfe´ricamente sime´tricos cuya me´trica es
una solucio´n exacta de las ecuaciones de Einstein sin la constante cosmolo´gica.
5.2 Me´tricas esfe´ricamente sime´tricas. La me´trica de Sch-
warzschild
Tal y como comentamos en la introduccio´n, existen muy pocas soluciones exactas de las
ecuaciones de Einstein. Una de las ma´s conocidas es la solucio´n obtenida por Schwarzschild,
la cual representa un espacio-tiempo esta´tico con simetr´ıa esfe´rica. Podr´ıamos preguntarnos
cua´ntas posibles soluciones esfe´ricamente sime´tricas son solucio´n de la ecuacio´n de Einstein en
el vac´ıo. La respuesta a esta pregunta nos la da el teorema de Birkhoff . Este teorema nos
dice que la solucio´n de Schwarzschild es la u´nica solucio´n esfe´ricamente sime´trica que verifica
las ecuaciones de Einstein en el vac´ıo.
Antes de continuar con el estudio de este tipo de soluciones, definamos de forma precisa el
concepto de solucio´n esfe´ricamente sime´trica:
Definicio´n 5.2.1. Diremos que el espacio-tiempo (M, g) es esfe´ricamente sime´trico si el
grupo SO(3) actu´a como isometr´ıa y las o´rbitas de este grupo son esferas 2-dimensionales.
Adema´s de esta simetr´ıa espacial, tambie´n podemos considerar en dicho espacio-tiempo otro
tipo de simetr´ıas. Por ejemplo, si consideramos simetr´ıas respecto la causalidad del espacio-
tiempo (como vimos en el cap´ıtulo 3), tenemos las siguientes definiciones:
Definicio´n 5.2.2. Diremos que un espacio-tiempo (M, g) es estacionario si admite un campo
de Killing temporal. Si adema´s existe una hipersuperficie temporal tal que es ortogonal al vector
de Killing, diremos que el espacio-tiempo es esta´tico.
De esta forma, si consideramos un espacio-tiempo esta´tico y sime´trico, como SO(3) actu´a
por isometr´ıa, tenemos que existira´n cuatro vectores de Killing linealmente independientes:
T,X, Y, Z ∈ X(M). El campo de Killing asociado al tiempo sera´ T ∈ X(M), mientras que
X, Y, Z ∈ X(M) corresponden a las simetr´ıas espaciales y verifican las siguientes relaciones de
conmutacio´n:
[X, Y ] = Z
[Y, Z] = X
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[Z,X] = Y
As´ı, el teorema de Frobenius implica que las curvas integrales de estos campos vectoriales esta´n
restringidas a la subvariedad. En este caso, las subvariedades asociadas a los campos X, Y, Z
son dos esferas que permitir´ıan definir una foliacio´n de (casi) todo el espacio-tiempo en dos
esferas centradas en el origen. Esta foliacio´n basada en simetr´ıas de la variedad permite definir
un sistema de coordenadas: ui que permite moverse dentro de una de las subvariedades y vI
para moverse entre las subvariedades. Se puede demostrar (aunque no lo haremos) que si las
subvariedades son totalmente sime´tricas, la me´trica del espacio-tiempo se puede escribir como
g = gµνdx
µdxν = gIJ(v)dv
IdvJ + f(v)γij(u)du
iduj
As´ı, podemos ver que la me´trica sobre las subvariedades es la misma en diferentes subvarieda-
des pues gIJ(v), f(v) no dependen de u y los te´rminos cruzados pueden eliminarse. Para una
variedad sime´tricamente esfe´rica tenemos:
dΩ2 = gaada
2 + gab(a, b)(dadv + dbda) + gbb(a, b)db
2 + r2(a, b)dgS(θ, φ)
donde dgS(θ, φ) = dθ2 + sin2(θ)dφ2.
Nuestro objetivo ahora es cambiar las coordenadas (a, b) por (t, r) para as´ı encontrar los co-
eficientes de la me´trica de Schwarzschild. Para ello, empezaremos cambiando las coordenadas
(a, b) por (a, r) gracias a invertir r(a, b):
dΩ2 = gaa(a, r)da
2 + gar(a, r)(dadr + drda) + grr(a, r)dr
2 + r2gS(θ, φ)
Ahora, queremos cambiar las coordenadas (a, r) a (t, r) de forma que la me´trica no tenga
te´rminos cruzados dtdr + drdt. Es decir, queremos que la coordenada t sea tal que la me´trica
tenga la expresio´n:
dΩ2 = m(t, r)dt2 + n(t, r)dr2 + r2gS(θ, φ)
Por lo tanto, si la coordenada deseada es t(a, r), tenemos que:
dt =
∂t
∂a
da+
∂t
∂r
dr =⇒
=⇒ dt2 = ( ∂t
∂a
)2da2 + (
∂t
∂a
)(
∂t
∂r
)(dtdr + drdt) + (
∂t
∂r
)2dr2
Si sustituimos en la expresio´n de la me´trica “deseada”, tenemos:
dΩ2 = m(t, r)(
∂t
∂a
)2da2 + (
∂t
∂a
)(
∂t
∂r
)(dtdr + drdt) + (
∂t
∂r
)2dr2 + n(t, r)dr2 + r2gS(θ, φ)
que relacionando con los coeficientes de la me´trica en coordenadas (a, r) podemos obtener las
siguientes ecuaciones para las funciones t(a, r), n(a, r),m(a, r):
m(a, r)(
∂t
∂a
)2 = gaa
n(a, r) +m(a, r)(
∂t
∂r
)2 = grr
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m(a, r)(
∂t
∂a
)(
∂t
∂r
) = gar
Este sistema de ecuaciones en derivadas parciales siempre tiene solucio´n para las funciones
t(a, r), n(a, r),m(a, r). Por lo tanto, siempre sera´ posible escribir la me´trica de un espacio-
tiempo esfe´ricamente sime´trico de la forma que hemos visto con las coordenadas (t, r). Sin
embargo, debido a la signatura de la me´trica lorentziana, una de las funciones n(t, r) o m(t, r)
debe ser negativa. Podemos escoger el coeficiente de dt2 como negativo sin pe´rdida de gene-
ralidad. Si reescribimos la me´trica en te´rminos de exponenciales podemos obtener la siguiente
expresio´n:
dΩ2 = −e2α(t,r)dt2 + e2β(t,r)dr2 + r2gS(θ, φ)
As´ı pues, lo u´ltimo que faltar´ıa es determinar las funciones α, β que permiten que dicha me´trica
sea solucio´n de las ecuaciones de Einstein en el vac´ıo. Por lo tanto, necesitamos encontrar el
tensor de Ricci de la me´trica. Para ello, usaremos las expresiones que estudiamos en el Cap´ıtulo
1 que nos permiten calcular el tensor de Ricci en coordenadas. Primeramente, necesitaremos
calcular los s´ımbolos de Christoffel de la conexio´n de Levi-Civita asociada a la me´trica dΩ2.
Teniendo en cuenta la expresio´n de dΩ2, es fa´cil encontrar que los u´nicos s´ımbolos de Christoffel
no nulos sera´n:
Γttt =
1
2
gtm(
∂gmt
∂t
+
∂gmt
∂t
− ∂gtt
∂xm
)
como el u´nico valor no nulo de la inversa del tensor me´trico, gij, de la forma gtm es gtt, tenemos
que:
Γttt =
1
2
gtt(
∂gtt
∂t
+
∂gtt
∂t
− ∂gtt
∂t
) =
1
2
(−e−2α)(−e2α)2∂α
∂t
=
∂α
∂t
Usando el mismo razonamiento y usando la simetr´ıa de los s´ımbolos tenemos que el resto de
s´ımbolos de Christoffel no nulos vienen dados por:
Γttr = Γ
t
rt =
1
2
gtt(
∂gtt
∂r
+
∂gtr
∂t
− ∂gtr
∂t
) =
1
2
(−e−2α)(−e2α)2∂α
∂r
=
∂α
∂r
Γtrr =
1
2
gtt(
∂gtr
∂r
+
∂gtr
∂r
− ∂grr
∂t
) =
1
2
(−e2α)(−e2β2∂β
∂t
) = e2(β−α)
∂β
∂t
Γrrr =
1
2
grr(
∂grr
∂r
+
∂grr
∂r
− ∂grr
∂r
) =
1
2
e−2βe2β2
∂β
∂r
=
∂β
∂r
Γrtr = Γ
r
rt =
1
2
grr(
∂grt
∂r
+
∂grr
∂t
− ∂gtr
∂r
) =
1
2
e−2βe2β2
∂β
∂t
=
∂β
∂t
Γrtt =
1
2
grr(
∂grt
∂t
+
∂grt
∂t
− ∂gtt
∂r
) =
1
2
e−2βe2α2
∂α
∂r
= e2(α−β)
∂α
∂r
Γrθθ =
1
2
grr(
∂grθ
∂θ
+
∂grθ
∂θ
− ∂gθθ
∂r
) =
1
2
e−2β(−2r) = −re−2β
Γθθr = Γ
θ
rθ =
1
2
gθθ(
∂gθθ
∂r
+
∂gθr
∂θ
− ∂gθθ
∂θ
) =
1
2
r−22r =
1
r
Γrφφ =
1
2
grr(
∂grφ
∂φ
+
∂grφ
∂φ
− ∂gφφ
∂r
) =
1
2
e−2β(−2r)sin2(θ) = −re−2βsin2(θ)
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Γθφφ =
1
2
gθθ(
∂gθφ
∂φ
+
∂gθφ
∂φ
− ∂gφφ
∂θ
) =
1
2
r−2(−r2)2sin(θ)cos(θ) = −sin(θ)cos(θ)
Γφφθ = Γ
φ
θφ =
1
2
gφφ(
∂gφφ
∂θ
+
∂gφθ
∂φ
− ∂gφθ
∂φ
) =
1
2
r−2sin−2(θ)r22sin(θ)cos(θ) =
cos(θ)
sin(θ)
Usando estos s´ımbolos de Christoffel, podemos calcular las componentes del tensor de Riemann.
Si queremos que nuestra me´trica sea solucio´n de las ecuaciones de Einstein en el vac´ıo, entonces
ha de cumplir Ricab = 0. Por lo tanto, si imponemos esto al tensor de Ricci obtenido:
Rtr = Rrt =
∂β
∂t
= 0 =⇒ β = β(r)
Adema´s, si Ricθθ = 0 =⇒ ∂Ricθθ∂t =⇒ ∂∂t(∂α∂r ) = 0. Por lo tanto, la funcio´n α(t, r) se puede
expresar como:
α(t, r) = f(r) + g(t) =⇒ e2α(t,r) = e2f(r)e2g(t)
y si redefinimos el valor de t, de forma que dt → e−g(t)dt, obtenemos que la me´trica se puede
expresar como
dΩ2 = −e2α(r)dt2 + e2β(r)dr2 + r2gS(θ, φ)
donde podemos ver que efectivamente la me´trica es independiente del tiempo, por lo que existira´
un vector de Killing de tipo tiempo. Esto es acorde con el hecho de que el espacio-tiempo sea
estacionario.
Si queremos encontrar los valores de las funciones α(r), β(r), simplemente hemos de seguir
imponiendo Ricab = 0. En efecto, si tenemos en cuenta que Rtt = 0 y Rrr = 0, podemos
desarrollar la siguiente expresio´n:
Rictt = 0, Ricrr = 0 =⇒ e2(α−β)Rictt+Ric11 = 0 =⇒ 2
r
(
∂α
∂r
+
∂β
∂r
) =⇒ α(r) = −β(r)+k, k ∈ R
y redefiniendo las coordenada r de forma que dr absorba este te´rmino, la me´trica se puede
expresar:
dΩ2 = −e2α(r)dt2 + e−2α(r)dr2 + r2gS(θ, φ)
Para intentar encontrar el valor de α(r), tenemos en cuenta de nuevo que Ricθθ = 0 (que ahora
habra´ cambiado de expresio´n) y por lo tanto obtenemos la siguiente ecuacio´n diferencial:
1−e2α(r)−2e2α(r)rα′(r) = 0 =⇒ e2α(r)(2rα′(r)+1) = 1 =⇒ d
dr
(re2α(r)) = 1 =⇒ re2α(r) = r+µ =⇒ e2α(r) = 1+µ
r
, µ ∈ R
Sustituyendo en la me´trica, tenemos que la expresio´n final es:
dΩ2 = −(1 + µ
r
)dt2 + (1 +
µ
r
)−1dr2 + r2dθ2 + r2sin2(θ)dφ2
que representa el caso ma´s general de un espacio-tiempo esfe´ricamente sime´trico y estacionario.
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La me´trica de Schwarzschild
Hemos visto que la me´trica de Schwarzschild es la u´nica solucio´n de las ecuaciones de
Einstein en el vac´ıo. Para hallar esta solucio´n, hemos visto que la solucio´n general para una
me´trica esfe´ricamente sime´trica viene dada por:
dΩ2 = −(1 + µ
r
)dt2 + (1 +
µ
r
)−1dr2 + r2dθ2 + r2sin2(θ)dφ2
Podemos encontrar el valor de la constante arbitraria µ ∈ R considerando el l´ımite asinto´tico
cuando r →∞, de forma que:
gtt(r →∞)→ −1− µ
r
grr(r →∞)→ 1− µ
r
que comparando con el l´ımite newtoniano, tenemos
gtt = −1− 2Φ
grr = 1− 2Φ
donde Φ = −GM
r
es el potencial gravitatorio, por lo que claramente podemos fijar µ = −2GM
con M la masa medida a largas distancias. As´ı, obtenemos finalmente la me´trica de Schwarzs-
child :
g = −(1− 2GM
r
)dt2 + (1− 2GM
r
)−1dr2 + r2(dθ2 + sin2(θ)dφ2)
y podemos comprobar que efectivamente, dicha me´trica cuando r →∞ se reduce a la me´trica
de Minkoswki.
Una vez hemos obtenido de forma general el valor de la me´trica de Schwarzschild como solucio´n
exacta de las ecuaciones de Einstein, podemos analizar las posibles singularidades. Aparente-
mente, las singularidades de la me´trica sera´n r = 0 y r = 2GM . El valor r = rs = 2GM suele
denominarse el radio de Schwarzschild . Este valor divide el espacio-tiempo de Schwarzs-
child aparentemente en dos regiones desconexas: el exterior (r > rs) y el interior (0 ≤ r < rs) de
la solucio´n de Schwarzschild. La solucio´n exterior representa el campo gravitacional de estrellas
y planetas, cuerpos gravitacionales cuyo radio cumple R > rs, mientras que la solucio´n interior
contiene la singuralidad r = 0 y esta´ aparentemente desconectada de la solucio´n exterior. Sin
embargo, usando otras coordenadas, como las de Eddington–Finkelstein o Kruskal–Szekeres, po-
demos ver que es posible conectar ambas regiones, obteniendo una me´trica regular para r = rs.
Esto se debe a que, como ya adelantamos anteriormente, existen singularidades que esta´n li-
gadas a las coordenadas utilizadas. Por ejemplo, si consideramos la me´trica de Minkowski,
tenemos una aparente singularidad para r = 0, que desaparece al utilizar las coordenadas car-
tesianas. Esto muestra que, efectivamente, no se trata de una singularidad f´ısica sino asociada
a las coordenadas utilizadas. Por lo tanto, si queremos obtener las singularidades que son in-
dependientes de las coordenadas podemos estudiar si existen singularidades para el escalar de
curvatura o alguna magnitud escalar obtenida a partir del tensor de Riemann. Para el caso de
la me´trica de Schwarzschild, si calculamos:
RiemabcdRiemabcd =
12G2M2
r6
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podemos ver que r = 0 es una singularidad propia de la geometr´ıa, mientras que podemos decir
que r = 2GM es una singularidad asociada a las coordenadas utilizadas. En el punto r = 0
la curvatura se hace infinita de forma que la me´trica (y, por tanto, el espacio-tiempo) dejan
de estar bien definidos. As´ı, la solucio´n que obtenemos para r > 0 es lo que se conoce como
agujero negro de Schwarzschild . Este espacio-tiempo tiene propiedades curiosas, como
veremos a continuacio´n. Si estudiamos el comportamiento de los conos de luz para a´ngulos
constantes, es decir:
g = 0 = −(1− 2GM
r
)dt2 + (1− 2GM
r
)−1dr2 =⇒
=⇒ ( dt
dr
)2 = (1− 2GM
r
)−2 =⇒ dt
dr
= ±(1− 2GM
r
)−1
podemos ver que si r → 2GM , entonces dt
dr
→∞. Esto quiere decir que con estas coordenadas
alcanzar el horizonte de sucesos r = 2GM lleva una coordenada de tiempo t infinito. Esto no
quiere decir que el tiempo propio para alcanzar la hipersuperficie sea infinito, lo que ocurre es
que la coordenada de tiempo t va muy ra´pido al acercarse a r = 2GM . Para intentar solucionar
este problema podemos usar las coordenadas de Tortoise :
r∗ = r + 2GMlog| r
2GM
− 1|
de forma que dt
dr
= ±(1− 2GM
r
)−1 tenga la solucio´n t = ±r∗+constante. Entonces, para calcular
la me´trica en estas coordenadas tenemos:
dr∗ =
∂r∗
∂r
dr = 1+2GM
1
r
2GM
− 1
1
2GM
dr = 1+
2GM
r − 2GMdr =
r − 2GM + 2GM
r − 2GM dr =
r
r − 2GMdr
=⇒ dr = r − 2GM
r
dr∗ = (1− 2GM
r
)dr∗ =⇒ dr2 = (1− 2GM
r
)2(dr∗)2
donde la coordenada r se puede expresar en funcio´n de r∗ teniendo en cuenta la definicio´n de
la coordenada de Tortoise. Podemos expresar la me´trica de Schwarzschild como:
g = (1− 2GM
r
)(−dt2 + dr∗2) + r2gS(θ, φ)
de forma que la hipersuperficie r = 2GM ha sido enviada a r∗ = −∞. Como ahora nuestro
objetivo es estudiar la regio´n r < 2GM , donde se encuentra la singularidad, estas coordenadas
no son suficientes, por lo que necesitamos aplicar ma´s cambios de coordenadas.
Coordenadas ingoing de Eddington-Finkelstein
Para estudiar la regio´n de la singularidad, podemos cambiar la coordenada t por la coorde-
nada nula
v = t+ r∗ =⇒ dv = dt+ dr∗ = dt+ (1− 2GM
r
)−1dr =⇒
=⇒ dt = dv− (1− 2GM
r
)−1dr =⇒ dt2 = dv2 + (1− 2GM
r
)−2dr2− (1− 2GM
r
)−1(dvdr+ drdv)
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Por lo tanto, sustituyendo en la me´trica tenemos que, usando las coordenadas (v, r, θ, φ), la
me´trica tiene la expresio´n:
g = −(1−2GM
r
)(dv2+(1−2GM
r
)−2dr2−(1−2GM
r
)−1(dvdr+drdv))+(1−2GM
r
)−1dr2+r2gS(θ, φ) =
= −(1− 2GM
r
)dv2 − (1− 2GM
r
)−1dr2 + (dvdr + drdv) + (1− 2GM
r
)−1dr2 + r2gS(θ, φ) =⇒
=⇒ g = −(1− 2GM
r
)dv2 + (dvdr + drdv) + r2gS(θ, φ)
donde podemos ver que la me´trica es completamente regular para r = 2GM aunque perma-
nece la singularidad en r = 0. Estas coordenadas se conocen como las coordenadas “in-
going”de Eddington-Finkelstein pues las curvas v = const. representan las trayectorias
radiales geode´sicas nulas ingoing, mientras que las curvas u = const. son trayectorias radiales
geode´sicas nulas outgoing.
Con estas coordenadas podemos observar co´mo al pasar por el radio de Schwarzschild el espacio
y el tiempo se invierten: las coordenadas radiales r se convierten en coordenadas temporales,
mientras que la coordenada temporal t se convierte en espacial. Esto implica que una curva con
r = cte dentro de la regio´n r < 2GM ya no es una posible l´ınea de universo, pues esta coor-
denada avanza irremediablemente en una u´nica direccio´n: la singularidad. Efectivamente, las
trayectorias nulas outgoing que empiezan en r > 2GM finalmente escapan a infinito, mientras
que las que empezaron en r < 2GM permanecen en esa regio´n y se dirigen irremediablemente
hacia la singularidad r = 0. Por otro lado, las trayectorias nulas outgoing emitidas en r = 2GM
permanecen en r = 2GM para siempre. Por esto, llamamos a r = 2GM el horizonte de sucesos
y la regio´n r < 2GM el agujero negro, pues todo lo que se encuentra en dicha regio´n jama´s
puede escapar de ella.
Coordenadas outgoing de Eddington-Finkelstein
Antes hemos considerado el cambio t → v = t + r∗. Otra posibilidad es considerar la
coordenada u = t−r∗ =⇒ du = dt−dr∗ = dt−(1− 2GM
r
)−1dr. Entonces, si queremos considerar
las coordenadas (u, r, θ, φ), conocidas como las coordenadas “outgoing”de Eddington-
Finkelstein , podemos expresar dt2 como:
dt = du+ (1− 2GM
r
)−1dr =⇒ dt2 = du2 + (1− 2GM
r
)−2dr2 + (1− 2GM
r
)−1(dudr + drdu)
Con estas coordenadas, la me´trica viene dada por:
g = −(1−2GM
r
)(du2+(1−2GM
r
)−2dr2+(1−2GM
r
)−1(dudr+drdu))+(1−2GM
r
)−1dr2+r2gS(θ, φ) =
= −(1− 2GM
r
)du2 − (1− 2GM
r
)−1dr2 − (dudr + drdu) + (1− 2GM
r
)−1dr2 + r2gS(θ, φ) =⇒
=⇒ g = −(1− 2GM
r
)du2 − (dudr + drdu) + r2gS(θ, φ)
100
En este caso, las trayectorias nulas ingoing emitidas en las regiones r < 2GM o r > 2GM
nunca cruzar la hipersuperficie r = 2GM , pues si la alcanzan permanecen en ella para siempre.
Por el contrario, las geode´sicas nulas outgoing escapan siempre al infinito. Toda trayectoria
nula que se encuentre en r < 2GM sera´ expulsada por lo que dicha regio´n se conoce como
agujero blanco y r = 2GM es el horizonte del agujero blanco. Esta situacio´n es exactamente
la inversio´n temporal de la situacio´n anterior.
Por tanto, hemos visto que el comportamiento del espacio-tiempo descrito por las coordenadas
de Eddington-Finkelstein son muy diferentes. Esto puede parecer contradictorio trata´ndose
ambos casos de transformaciones del espacio-tiempo de Schwarzschild. Para comprender mejor
esta aparente incongruencia, estudiaremos las siguientes coordenadas.
Coordenadas de Kruskal-Szekeres
Con el objetivo de solucionar la aparente contradiccio´n al estudiar las coordenadas ante-
riores, presentaremos las coordenadas de Kruskal-Szekeres , que presentan la ventaja de
recoger todo el espacio-tiempo de la solucio´n maximal de Schwarzschild y esta´ bien definida en
todo punto fuera de la singularidad r = 0. Para obtener estas coordenadas, comenzaremos por
sustituir las coordenadas (t, r) por (u, v) = (t − r∗, t + r∗). Para ello, tenemos en cuenta que
podemos expresar las coordenadas (t, r) en funcio´n de las nuevas coordenadas (u, v) como:
t =
1
2
(u+ v) =⇒ dt = 1
2
(du+ dv) =⇒ dt2 = 1
4
(du2 + dv2 + dudv + dvdu)
r∗ =
1
2
(u−v) =⇒ dr∗ = 1
2
(du−dv) =⇒ (dr∗)2 = 1
4
(du2+dv2−dudv−dvdu) = (1− 2GM
r
)−2dr2
Sustituyendo estos valores en la me´trica de Schwarzschild tenemos que:
g = −(1−2GM
r
)
1
4
(du2+dv2+dudv+dvdu)+(1−2GM
r
)−1(1−2GM
r
)2
1
4
(du2+dv2−dudv−dvdu)+
+r2gS(θ, φ) = −(1− 2GM
r
)
1
2
(dudv + dvdu) + r2gS(θ, φ) =⇒
=⇒ g = −1
2
(1− 2GM
r
)(dudv + dvdu) + r2gS(θ, φ)
donde la coordenada r = r(u, v) se puede expresar en funcio´n de (u, v) teniendo en cuenta que
r = r∗ − 2GMlog| r
2GM
− 1| y que r∗ = v−u
2
. Sin embargo, esta me´trica sigue presentando la
singularidad r = 2GM , por lo que podemos definir las coordenadas
U = −e −u4GM =⇒ dU = 1
4GM
e
−u
4GM du
V = e
v
4GM =⇒ dV = 1
4GM
e
v
4GM dv
con las que podemos expresar el producto dudv como
dudv = (4GMe
u
4GM dU)(4GMe
−v
4GM dV ) = 16G2M2e
u−v
4GM dUdV = 16G2M2e−
−r∗
2GM dUdV =
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= 16G2M2e−
r
2GM elog|
r
2GM
−1|−1dUdV = 16G2M2(
r
2GM
− 1)−1e r2GM dUdV
y, por tanto, la me´trica se puede expresar como
g = −1
2
(1− 2GM
r
)16G2M2(
r
2GM
− 1)−1e r2GM (dUdV + dV dU) + r2gS(θ, φ) =
= −1
2
r − 2GM
r
2GM
r − 2GM 16G
2M2e
r
2GM (dUdV + dV dU) + r2gS(θ, φ) =⇒
=⇒ g = −16G
3M3
r
e−
r
2GM (dV dU + dUdV ) + r2gS(θ, φ)
As´ı, con estas coordenadas la me´trica no presenta singularidad para ninguna geode´sica pasando
a trave´s de r = 2GM , que viene dado por la ecuacio´n UV = 0, mientas que la singularidad
r = 0 viene dada por UV = 1. Las geode´sicas nulas outgoing e ingoing vienen dadas por
U = const. y V = const., respectivamente.
Ahora, el siguiente paso es obtener una u´nica coordenada temporal y otra u´nica espacial,
obteniendo lo que se conocen como las coordenadas de Kruskal-Szekeres :
T =
1
2
(V − U) = 1
2
(e
v
4GM − e −u4GM ) = 1
2
(e
t+r∗
4GM − e−t+r
∗
4GM ) =
=
1
2
(e
t
4GM e
r
4GM elog|
r
2GM
−1|1/2 − e −t4GM e r4GM elog| r2GM−1|1/2)=( r2GM−1)1/2e
r
4GM ( e
t
4GM −e
−t
4GM
2
)=⇒
=⇒ T = ( 1
2GM
− 1)1/2e r4GM sinh( t
4GM
)
X =
1
2
(V + U) =
1
2
(e
v
4GM + e
−u
4GM ) =
1
2
(e
t+r∗
4GM + e
−t+r∗
4GM ) =
=
1
2
(e
t
4GM e
r
4GM elog|
r
2GM
−1|1/2 + e
−t
4GM e
r
4GM elog|
r
2GM
−1|1/2)=( r
2GM
−1)1/2e r4GM ( e
t
4GM +e
−t
4GM
2
)=⇒
=⇒ X = ( 1
2GM
− 1)1/2e r4GM cosh( t
4GM
)
para la regio´n del espacio-tiempo cumpliendo r > 2GM , mientras que para la regio´n r < 2GM ,
tenemos:
T = (
1
2GM
− 1)1/2e r4GM sinh( t
4GM
)
X = (
1
2GM
− 1)1/2e r4GM cosh( t
4GM
)
Por lo tanto, tenemos que tanto para la regio´n interior y exterior como para el horizonte de
sucesos la coordenada radial de Schwarzschild r esta´ un´ıvocamente determinada por la ecuacio´n:
T 2 −X2 = (1− r
2GM
)e
r
2GM , T 2 −X2 < 1
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cuya solucio´n puede ser expresada gracias a la funcio´n Lambert, W :
r = 2GM(1 +W0(
X2 − T 2
e
))
Adema´s, para la regio´n exterior tenemos que
T 2 −X2 < 0, t = 4GMarctanh(T/X)
mientras que para el interior
0 < T 2 −X2 < 1, t = 4GMarctanh(X/T )
Para poder obtener la me´trica en estas coordenadas, necesitamos obtener el producto de formas
dV dU , dUdV en funcio´n de las formas dT, dX:
dV dU = (dT + dX)(dT − dX) = dT 2 − dTdX + dTdX − dX2
dUdV = (dT − dX)(dT + dX) = dT 2 + dTdX − dTdX − dX2
entonces:
dV dU + dUdV = 2(dT 2 − dX2)
y, por lo tanto, la me´trica de Schwarzschild en las coordenadas de Kruskal-Szekeres queda:
g =
32G3M3
r
e−
r
2GM (−dT 2 + dX2) + r2gS(θ, φ)
De esta forma, hemos obtenido unas coordenadas para las cuales las geode´sicas nulas radiales
vienen dadas por T = ±X para a´ngulos (θ, φ) constantes. Adema´s, ahora el horizonte de suce-
sos r = rs = 2GM viene dado por T
2 −X2 = 0, donde la me´trica esta´ perfectamente definida,
mientras que la singularidad de la curvatura, r = 0, se encuentra en T 2 −X2 = 1.
Al considerar esta solucio´n maximal de Schwarzschild, no solo estamos teniendo en cuenta el
rango r > 2GM para −∞ < t < +∞, sino que al ser r una funcio´n anal´ıtica de T y X para
todos los valores excepto r = 0, podemos extender dicha solucio´n al menos hasta T 2 −X2 = 1
(donde tiene lugar la singularidad). As´ı pues, los valores permitidos para las nuevas coordenadas
son:
−∞ < X < +∞
−∞ < T < 1
De esta forma, podemos encontrar dos singularidades en r = 0, una para valores positivos de
T y otra para valores negativos. La singularidad para T negativo es el inverso temporal del
agujero negro, lo que anteriormente hemos denominado agujero blanco. Las part´ıculas pueden
escapar del agujero blanco pero nunca ma´s pueden regresar a e´l. Por lo tanto, el espacio-tiempo
de la solucio´n de Schwarzschild realmente representa un agujero negro y un agujero blanco
sime´tricos que esta´n unidos por una estrecha garganta, que se denomina agujero de gusano
de Schwarzschild . Hasta la fecha no se ha hallado ninguna evidencia de que el espacio-tiempo
conocido contenga estructuras de este tipo, por lo que en la actualidad es solo una posibilidad
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teo´rica en la ciencia.
De hecho, la geometr´ıa de la entensio´n ma´xima de Schwarzschild puede dividirse en 4 regiones,
de forma que todas las regiones esta´n cubiertas por las coordenadas de Kruskal-Szekeres:
Regio´n I: exterior al agujero negro, r > 2GM ⇐⇒ −X < T < +X.
Regio´n II: interior del agujero negro, 0 < r < 2GM ⇐⇒ |X| < T < √1 +X2.
Regio´n III: exterior al agujero blanco, paralela a la regio´n I, r > 2GM ⇐⇒ +X < T <
−X .
Regio´n IV: interior del agujero blanco, 0 < r < 2GM ⇐⇒ √1 +X2 < T < −|X|.
Definiendo las diferentes regiones, podemos ver a relacio´n de los diferentes sistemas de coor-
denadas de Schwarzschild. Las coordenadas originales (t, r, θ, φ) permiten estudiar la regio´n I.
Al cambiar a las coordenadas de Eddington-Finkelstein (ingoing y outgoing), extendemos el
espacio-tiempo a las regiones II y III, respectivamente. La regio´n que u´nicamente puede verse
con las coordenadas de Kruskal-Szekeres es la regio´n IV. Esta regio´n es un espejo de la regio´n
I. En efecto, ambas regiones son isome´tricas y, por lo tanto, son f´ısicamente ide´nticas. Para
entender mejor este espacio-tiempo, podemos estudiar el diagrama de Penrose-Carter para las
coordenadas de Kruskal-Szekeres.
Diagrama de Kruskal-Szekeres
Para obtener el diagrama de Penrose para las coordenadas de Kruskal-Szekeres hemos de
considerar las coordenadas nulas ingoing y outgoing, (U, V ), de forma que la me´trica se puede
escribir como
g = −16G
3M3
r
e−
r
2GM (dUdV + dV dU) + r2gS(θ, φ)
Entonces, debemos definir unas coordenadas que nos acerquen el infinito, tal y como ya vimos
anteriormente:
U = tan(U˜) =⇒ dU = dU˜
cos2(U˜)
V = tan(V˜ ) =⇒ dV = dV˜
cos2(V˜ )
pudiendo expresar entonces la me´trica como:
g = −16G
3M3
r
e−
r
2GM (cos−2(U˜)dU˜cos−2(V˜ )dV˜ + cos−2(V˜ )dV˜ cos−2(U˜)dU˜) + r2gS(θ, φ) =
= cos−2(U˜)cos−2(V˜ )(−16G
3M3
r
e−
r
2GM (dU˜dV˜ + dV˜ dU˜) + cos2(U˜)cos2(V˜ )r2gS(θ, φ))
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As´ı, podemos realizar la transformacio´n conforme usual, obteniendo una me´trica que es con-
formemente equivalente:
g˜ = (cos2(U˜)cos2(V˜ ))g = −16G
3M3
r
e−
r
2GM (dU˜dV˜ + dV˜ dU˜) + r2gS(θ, φ)
Con estas coordenadas tenemos que la singularidad de curvatura UV = 1 ahora corresponde:
tan(U˜)tan(V˜ ) = 1⇐⇒ sin(U˜)sin(V˜ ) = cos(U˜)cos(V˜ )⇐⇒ cos(U˜ + V˜ ) = 0
cuyos valores dan la solucio´n U˜ + V˜ = ±pi/2. Con estas coordenadas, podemos obtener el dia-
grama de Kruskal: En este diagrama, podemos observar que las geode´sicas nulas radiales (l´ıneas
Figura 18: Diagrama de Penrose-Carter para el espacio-tiempo de Schwarzschild con las coor-
denadas de Kruskal-Szekeres
de universo de los rayos de luz que se muevan en direccio´n radial) esta´n dibujadas a 45◦, pues
corresponde a dX = ±dT de las coordenadas de Kruskal-Szekeres. De esta forma, los conos de
luz para cada punto son los mismos que en el caso de Minkowski.
Los horizontes de sucesos que delimitan el agujero negro y las regiones interiores del agujero
blanco tambie´n son un par de l´ıneas rectas a 45◦. Este hecho refleja que un rayo de luz emitido
en el horizonte de sucesos en direccio´n radial (dirigido hacia afuera en el caso del agujero negro
o bien hacia adentro en el caso del agujero blanco) permanecer´ıa en el horizonte para siempre.
Por lo tanto, los dos horizontes de agujeros negros coinciden con las generatrices del cono de
luz orientado hacia el futuro para un evento en el centro del diagrama, mientras que los dos
horizontes de agujeros blancos coinciden con las del cono de luz orientado hacia el pasado de
este mismo evento. Adema´s, cualquier evento que este´ en el interior del agujero negro tendra´
un cono de luz orientado hacia el futuro que permanecera´ en esta regio´n As´ı, cualquier l´ınea de
universo dentro del cono de luz orientado hacie el futuro de dicho evento acabara´ en la singula-
ridad del agujero negro. Esto se representa como una hipe´rbola limitada por los dos horizontes
del agujero negro. Por el contrario, cualquier evento dentro de la regio´n interior del agujero
blanco tendra´ un cono de luz pasado que permanece en esta regio´n. De este modo, cualquier
l´ınea de universo de dentro del cono de luz orientado hacia el pasado debe haberse originado
en la singularidad del agujero blanco. En este caso, se representa por una hipe´rbola limitada
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por los dos horizontes del agujero blanco.
Con este diagrama tambie´n podemos estudiar co´mo son las curvas de la coordenada constante
en el espacio-tiempo de Schwarzschild. Las curvas de coordenada r constante en las coordenadas
de Schwarzschild siempre se parecen como hipe´rbolas delimitadas por un par de horizontes de
sucesos a 45 grados, mientras que las curvas con coordenada t constante en las coordenadas
de Schwarzschild siempre se ven como l´ıneas rectas que pasan por el centro del diagrama con
diferente pendiente. El horizonte de sucesos del agujero negro que limita con la regio´n exterior
coincidir´ıa con una coordenada t → +∞ de Schwarzschild mientras que el horizonte de even-
tos del agujero blanco que limita con esta regio´n coincidir´ıa con una coordenada t → −∞ de
Schwarzschild. Este hecho refleja que en las coordenadas ingoing de Schwarzschild la part´ıcula
tarda un tiempo infinito para alcanzar el horizonte (es decir, la distancia de la part´ıcula desde
el horizonte se aproxima a cero cuando la coordenada t de Schwarzschild se acerca al infinito),
y una part´ıcula que se aleja del horizonte, para cruzar a trave´s de e´l, debe haber pasado un
tiempo de coordenadas infinito en el pasado.
Para terminar esta seccio´n sobre el agujero negro de Schwarzschild, podemos reflexionar sobre
el hecho de que, a priori, no existe una restriccio´n por la que M tenga que ser positiva. En
realidad, podemos considerar el caso en el que M < 0, sin tener en cuenta el significado f´ısico de
este hecho. De esta forma, el te´rmino (1− 2M
r
) = (1+ 2|M |
r
) ser´ıa siempre positivo y, por lo tanto,
no existir´ıa singularidad en la me´trica excepto para el caso en que r = 0. En este caso, podemos
hacer el mismo estudio del diagrama de Penrose que para el caso M > 0 y obtendr´ıamos: En
Figura 19: Diagrama de Penrose para un agujero negro de masa negativa [Fuente: [23]]
este caso, podemos ver que esta singularidad es diferente a la del agujero negro, puesto puede
ser observada desde J + mientras que para el agujero negro la singularidad esta´ oculta ma´s
alla´ del horizonte de sucesos r = rs. Este tipo de singularidad de suele denominar singularidad
desnuda.
106
5.3 No hair theorem: la solucio´n de Kerr-Newman
En la seccio´n anterior hemos estudiado la estructura del espacio-tiempo de Schwarzschild,
que permite describir el campo gravitacional generado fuera de una masa esfe´rica. Vimos que
un agujero negro de Schwarzschild se puede describir con una extensio´n de la me´trica y esta´
determinado por su masa. Sin embargo, podemos preguntarnos si es posible determinar un
agujero negro por otras magnitudes, como podr´ıa ser la carga ele´ctrica, la velocidad, el mo-
mento magne´tico, etc. El No-hair theorem (teorema de no pelo en castellano) nos permite
encontrar respuesta a esta pregunta. Aunque aun no se ha encontrado una demostracio´n rigu-
rosa del enunciado de este teorema, por lo que deber´ıamos hablar de conjetura, hay resultados
experimentales hallados por el LIGO que aportan evidencia experimental a este teorema. Por
tanto, podemos postular el teorema como:
Teorema 5.1. Todas las soluciones de agujero negro de las ecuaciones de Einstein-Maxwell
de la gravitacio´n y el electromagnetismo en la teor´ıa de la Relatividad General pueden ser
caracterizadas por solo tres para´metros observables de manera externa: su masa M , su carga
Q y su momento angular J .
El principal resultado de este teorema es que cualquier informacio´n sobre la materia que provoco´
el agujero negro o que cae dentro de e´l desaparece y solo permanece la informacio´n relacionada
con la masa, la carga y/o el momento angular. As´ı, tenemos que cualquier agujero negro estable
puede ser completamente descrito por once variables: la distribucio´n de masa-energ´ıa,M; el
momento lineal, P; el momento angular, J; la posicio´n en el espacio-tiempo, X; y la carga
ele´ctrica, Q. Sin embargo, es posible encontrar un sistema de referencia tal que la posicio´n y el
momento lineal sean cero. Adema´s, se puede orientar el momento angular a lo largo del eje Z,
por lo que solo tendr´ıamos componente Z. De esta forma, podr´ıamos pasar de once magnitudes
a tan solo 3, tal y como dice el teorema: la masa, la carga ele´ctrica y la magnitud del momento
angular.
Por lo tanto, la solucion de Schwarzschild es de gran utilidad teo´rica ya que, adema´s de su
sencillez, nos permite introducir conceptos muy relevantes sobre los agujeros negros. Sin em-
bargo, no es una solucion f´ısicamente realista, ya que un objeto esta´tico cuya u´nica magnitud
es la masa no ser´ıa un buen modelo de agujero negro segu´n nos indica el “no hair-theorem”.
Consecuentemente, necesitamos encontrar una me´trica ma´s sofisticada con la que describrir el
espacio-tiempo generado por objetos en rotacion que presentan masa y carga. Dicha solucio´n
se conoce comu´nmente como agujero negro de Kerr-Newman .
Solucio´n de Kerr-Newman
La me´trica de Kerr-Newman es la solucio´n ma´s general de un espacio-tiempo asinto´tica-
mente plano y estacionario de las ecuaciones de Einstein-Maxwell en la Relativida General.
Esta solucio´n permite describir la geometr´ıa del espacio-tiempo en una regio´n donde existe una
pequen˜a masa M cargada con carga Q y que se encuentra rotando con un momento angular
J = Ma, donde a representa el momento angular por unidad de masa.
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Antes de exponer la solucio´n de la me´trica de Kerr-Newman, veamos que´ aspecto tienen las
ecuaciones de Einstein-Maxwell. Esta ecuacio´n permite estudiar una regio´n en presencia
tanto de un campo gravitatorio como de un campo ele´ctrico. En tal caso, podemos definir la
accio´n de Einstein-Maxwell que permite estudiar la gravedad junto al campo electromagne´tico:
S =
1
16piG
∫ √−g(R− FµνF µν)d4x
donde el tensor Fµν = ∇µAν − ∇νAµ, siendo Aµ el (cuadri -)potencial electromagne´tico. La
constante de normalizacio´n es tal que permite que la fuerza de Coulomb entre dos cargas Q1,
Q2 separadas por una distancia r viene dada por G
|Q1Q2|
r2
.
A partir de esta accio´n, se pueden obtener las siguientes ecuaciones de movimiento:
Ricµν − 1
2
Rgµν = 2(FµλF
λ
ν −
1
4
gµνFσF
σ)
∇µF µν = 0
Con estas ecuaciones y haciendo uso de las coordenadas de Boyer-Lindquist, (t, r, θ, φ), para las
que el agujero negro rota sobre el eje polar, tenemos que la me´trica solucio´n se puede expresar
como
g = −(∇− a
2sin2(θ)
Σ
)dt2 +
Σ
∇dr
2 − 2asin
2(θ)
Σ
(r2 + a2 −∇)dtdφ+
Σdθ2 + (
(r2 + a2)2 −∇a2sin2(θ)
Σ
)sin2(θ)dφ2
donde hemos definido Σ = r2 + a2cos2(θ) y ∇ = r2 − 2Mr +Q2 + a2.
Observacio´n. En lo que queda de cap´ıtulo, fijaremos G = 1 y usaremos coordenadas geometri-
zadas tambie´n para G (recordemos que en todo el trabajo estamos suponiendo c = 1.
Adema´s, con esta notacio´n tenemos que las componentes del potencial electromagne´tico
vienen dadas por:
At =
Qr
Σ
, Aφ = −Qarsin(θ)
Σ
, Ar = Aθ = 0
No podemos decir que esta solucio´n sea esfe´ricamente sime´trica, pero s´ı que presenta simetr´ıa
para φ→ −φ.
Podr´ıamos preguntarnos si existe algu´n teorema ana´logo al teorema de Birkhoff para este tipo
de solucio´n. La respuesta es negativa, pues al presentar rotacio´n no podemos pensar las cosas
como en el caso esfe´ricamente sime´trico.
Para investigar la estructura de un agujero negro ma´s simple pero que nos permita obtener
resultados, consideraremos los casos en los que J = 0 y Q = 0, que corresponder´ıan a los
agujeros negros de Reissner–Nordstro¨m y Kerr, respectivamente.
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Solucio´n de Reissner-Nordstro¨m
Si en la solucio´n anterior consideramos el caso l´ımite en el que J = 0, es decir, el agujero
negro no presenta rotacio´n, obtenemos la conocida como solucio´n de Reissner-Nordstro¨m .
Esta solucio´n de las ecuaciones de Einstein-Maxwell anteriormente descritas permite estudiar
un agujero negro de masa M y carga Q. De esta forma, se puede demostrar que la ecuacio´n
admite la siguiente ecuacio´n esfe´ricamente sime´trica:
g = −(1− 2M
r
+
Q2
r2
)dt2 + (1− 2M
r
+
Q2
r2
)−1dr2 + r2gS(θ, φ)
que como puede verse no es ma´s que el caso concreto en que J = 0 para la solucio´n de Kerr-
Newman. En este caso el potencial electromagne´tico u´nicamente tiene componente temporal
At =
Q
r
. En este caso, s´ı que existe el teorema ana´loga al de Birkoff y podemos decir que la
solucio´n de Reissner-Norsdtro¨m es la u´nica solucio´n esfe´ricamente sime´trica de las ecuaciones
de Einstein-Maxwell.
Usando la misma notacio´n que en la me´trica anterior, podemos definir ∇ = Q2 − 2Mr + r2 =
(r− r+)(r− r−) tal que r± = M ±
√
M2 −Q2. Por lo tanto, en funcio´n de los valores de Q,M
tenemos tres casos diferentes: Q > M , Q = M y Q < M .
Super-extremal RN: Q > M
En el caso en que Q > M , el factor ∇ no tiene ra´ıces reales por lo que la me´trica es regular
para todo valor r > 0. En este caso, la u´nica singularidad ser´ıa r = 0 y ser´ıa una situacio´n
ana´loga a la del agujero negro de masa negativa. Esta solucio´n presentar´ıa, por tanto, el mismo
diagrama de Penrose que el de M < 0.
Extremal RN: Q = M
Si consideramos el caso en que la masa y la carga son iguales, el te´rmino ∇ presentar´ıa una
solucio´n doble r = r+ = r− = M . En este caso, la solucio´n de la me´trica vendr´ıa dada por:
g = −(1− M
r
)2dt2 + (1− M
r
)−2dr2 + r2gS(θ, φ)
por lo que es fa´cil ver de que dicha me´trica presentara´ una singularidad para el valor r = M .
Procediendo ana´logamente que con la me´trica de Schwarzschild, podemos definir la coordenada
de Tortoise de forma que:
dr∗ = (1− M
r
)dr
As´ı, la me´trica tomar´ıa la forma:
g = −(1− M
r
)2(dt2 − (dr∗)2 + r2gS(θ, φ)
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Si cambiamos de nuevo y consideramos las coordenadas ingoing de Eddington-Finkelstein,
(v, r, θ, φ) con v = t+ r∗, obtenemos la me´trica:
g = −(1− M
r
)dv2 + 2dvdr + r2gS(θ, φ)
en la que la aparente singularidad r = M desaparece y u´nicamente permance r = 0.
Sub-extremal RN: Q < M
Para estos posibles valores de Q y M tenemos dos soluciones reales r+ > r− para el te´rmino
∇, por lo que tenemos dos singularidades de las coordenadas. Ana´logamente al caso anterior,
podemos quitar dichas singularidades considerando un sistema de coordenadas adecuado:
∇
r2
(dr∗)2 =
r2
∇dr
2 ⇐⇒ g = −∇
r2
(dt2 − (dr∗)2) + r2gS(θ, φ)
Es posible encontrar una solucio´n para la coordenada r∗ mediante integracio´n y obtenemos:
r∗ = r +
1
2κ+
log(
r − r+
r
) +
1
2κ−
log(
r − r−
r
)
donde hemos definido los valores κ+ =
r+−r−
2r2+
> 0 y κ+ =
r−−r+
2r2−
< 0. Ahora, definiendo las
coordenadas de Eddington-Finkelstein, u = t− r∗ y v = t+ r∗, podemos tomar las coordenadas
(v, r, θ, φ) para las que la me´trica se expresa
g = −∇
r2
dr2 + drdv + r2gS(θ, φ)
Como podemos ver, para estas coordenadas la me´trica no presenta singularidad. Nuevamente,
las singularidades r = r± son singularidades asociadas a la me´trica y la u´nica singularidad f´ısica
real es r = 0. Para estudiar que´ es lo que ocurre para r = r±, tal y como hicimos en el caso de
r = rs, podemos recurrir a coordenadas del tipo Kruskal. En este caso, las nuevas coordenadas
ser´ıan:
U± = −e−κ±u
V± = eκ±v
Con estas extensio´n se puede demostrar, aunque no lo haremos debido a que no es este el
objetivo del trabajo, que el diagrama de Penrose que permite estudiar la causalidad de este
espacio-tiempo es el siguiente: Ahora pasaremos a estudiar la solucio´n general de Kerr-Newman
Figura 20: Diagrama de Penrose para la solucio´n sub-extremal de Reissner-Nordstro¨m [Fuente:
[9]]
para el caso concreto en que la carga Q = 0, que se conoce simplemente como agujero de Kerr.
Esta solucio´n representa una solucio´n de un agujero negro que rota alrededor de un eje. Esto
permitir´ıa describir el feno´meno de materia girando durante el colapso gravitatorio.
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Solucio´n de Kerr
Todas las soluciones que hemos estudiado ma´s en detalle hasta ahora, Schwarzcshild y
Reissner-Nordstro¨m, son soluciones que presentaban simetr´ıa esfe´rica. La solucio´n de Kerr es
un caso concreto de la solucio´n de Kerr-Newman en la que la carga se considera nula y no se
tiene en cuenta el efecto electromagne´tico. Por lo tanto, tal y como adelantamos al introducir
esta u´ltima solucio´n, al existir un momento angular, el espacio-tiempo deja de ser sime´trico y
no es va´lido el teorema de Birkhoff.
Si fijamos Q = 0, tenemos que la expresio´n de la me´trica se simplifica y queda
g = −(1− 2Mr
Σ
)dt2− 4aMrsin
2(θ)
Σ
dtdφ+
Σ
∇dr
2 + Σdθ2 + (r2 + a2 +
2a2Mrsin2(θ)
Σ
)sin2(θ)dφ2
donde ahora las variables Σ,∇ toman los valores Σ = r2 + a2cos2(θ), ∇ = r2 − 2Mr + a2.
Recordemos que a = J/M es el para´metro que describe la rapidez relativa de la rotacio´n.
Podemos ver fa´cilmente que, en este caso, la singularidad vendra´ dada por los valores:
∇ = 0⇐⇒ r = r± = M ±
√
M2 − a2
Σ = 0⇐⇒ r = 0, cos(θ) = 0⇐⇒ r = 0, θ = pi
2
Por lo tanto, vemos que aparentemente tenemos tres singularidades, r = r±, que como veremos
ma´s adelante son singularidades asociadas a la me´trica y r = 0, θ = pi
2
. A diferencia que en los
ejemplos anteriores, ahora la singularidad asociada a la curvatura del espacio-tiempo no es el
valor r = 0. Por el contrario, en este caso el a´ngulo θ ha de valer pi/2, por lo que u´nicamente
habra´ singularidad cuando nos acerquemos al valor r = 0 a lo largo del ecuador.
Ana´logamente al caso de Reissner-Nordstro¨m, existen tres casos a considerar M < a, M = a
y M > a, recibiendo el mismo nombre que en el caso anterior: sobre-extremal, extremal y sub-
extremal, respectivamente. Nosotros nos centraremos en el estudio de la solucio´n para M > a,
pues es el que presenta resultados f´ısicos relevantes. Por lo tanto, si fijamos M > a, tal y
como hemos visto tendremos dos singularidades asociadas a la me´trica y una a la curvatura.
Es posible lidiar con las singularidades de la me´trica realizando un cambio de coordenadas, que
comu´nmente reciben el nombre de ingoing Kerr coordinates . :
(t, r, θ, φ)→ (v, r, θ, χ)
donde tomamos la definicio´n habitual para v = t + r∗ para dr∗ = r
2+a2
∇ dr y definimos χ tal
que dχ = dφ+ a∇dr. Esta nueva coordenada χ permite recoger situaciones f´ısicas relevantes. Si
pensamos que´ implica el hecho χ = const., podemos ver por la definicio´n que claramente no
corresponde a φ = const.. Para entender mejor en que´ consiste, podemos pensar que´ significa
χ = const. cuando una part´ıcula se precipita (dr < 0). En este caso, φ no es constante, sino
que necesita rotar de forma que dφ = − a∇dr. Por tanto, el observador cae a r = 0 en el plano
ecuatorial rotando a lo largo del eje polar.
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Si queremos expresar la me´trica en estas nuevas coordenadas, tenemos que:
dt = dv − dr∗ =⇒ dt2 = (dv − dr∗)(dv − dr∗) = dv2 + (dr∗)2 − dvdr∗ − dr∗dv =
= dv2 + (
r2 + a2
∇ )
2dr2 − r
2 + a2
∇ dvdr −
r2 + a2
∇ drdv
dφ = dχ− a∇dr =⇒ dφ
2 = (dχ− a∇dr)(dχ−
a
∇dr) = dχ
2 +
a2
∇2dr
2 − a∇dχdr −
a
∇drdχ
Por lo tanto, sustituyendo en la me´trica:
g = −(1− 2Mr
Σ
)(dv2 + (
r2 + a2
∇ )
2dr2 − r
2 + a2
∇ dvdr −
r2 + a2
∇ drdv)−
−4aMrsin
2(θ)
Σ
(dv − r
2 + a2
∇ dr)(dχ−
a
∇dr) +
Σ
∇dr
2 + Σdθ2+
+(r2 + a2 +
2a2Mrsin2(θ)
Σ
)sin2(θ)(dχ2 +
a2
∇2dr
2 − a∇dχdr −
a
∇drdχ)
operando todos los productos de esta expresio´n y simplificando lo necesario, obtenemos que la
expresio´n de la me´trica en las coordenadas ingoing de Kerr se expresa:
g = −(∇− a
2sin2(θ)
Σ
)dv2 + 2dvdr − 2asin
2(θ)
Σ
(r2 + a2 −∇)dvdχ
−2asin2(θ)dχdr + (r
2 + a2)2 −∇a2sin2(θ)
Σ
sin2(θ)dχ2 + Σdθ2
As´ı, puede verse fa´cilmente que las anteriores singularidades de la me´trica, r = r± han sido
resueltas, pues ∇ no aparece ma´s en el denominador. Sin embargo, la singularidad asociada a
Σ = 0 sigue permaneciendo.
Si quisie´ramos estudiar el diagrama de Penrose, tedr´ıamos que tener en cuenta que es muy
diferente acercarse a r = 0 por pi/2 que por el ecuador θ = pi/2. En el primer caso encontrar´ıamos
que no existe singularidad mientras que para el segundo caso r = 0 ser´ıa una singularidad de
la curvatura del espacio-tiempo. Por lo tanto, el diagrama de Penrose total deber´ıa recoger
la unio´n de ambos. Se podr´ıa estudiar ambos diagramas para los valores θ = 0 y θ = pi/2
efectuando como hemos hecho hasta ahora el cambio de coordenadas a las del tipo Kruskal. Si
se realiza el estudio completo, se obtiene el siguiente diagrama: Una vez visto esto sobre los
agujeros negros de Kerr, podemos nombrar algunas diferencias destacables de este objeto f´ısico:
1. Si llamamos a los valores r = r+, r = r− horizontes de sucesos exterior e interior, res-
pectivamente, tenemos una nueva frontera antes de llegar al horizonte r+ en la que la
coordenada radial r pasa a ser de tipo tiempo: el horizonte de Killing. La regio´n que se
encuentra entre estos dos u´ltimos horizontes se suele denominar hergoesfera. Esta zona
es muy peculiar: la hergoesfera delimita una zona en la que los observadores no pueden
permanecer esta´ticos: sus sistemas de referencia son irremediablemente arrastrados por
la rotacio´n del espacio-tiempo. Sin embargo, esta zona es intermedia entre el exterior y el
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Figura 21: Diagrama de Penrose para el sub-extremal agujero negro de Kerr [Fuente: [22]]
horizonte de sucesos, por lo que los observadores pueden permanecer o salir de esta zona,
sin caer necesariamente hacia la singularidad. De hecho, una part´ıcula que entre y salga
de esta zona puede extraer energ´ıa del agujero negro en rotacio´n. Esta extraccio´n se hace
posible debido a que la energ´ıa rotacional de un agujero negro no esta´ localizada dentro
del horizonte de sucesos, sino que se encuentra en la hergosfera. Este proceso teo´rico se
denomina proceso de Penrose .
2. La singularidad central r = 0, θ = pi/2 no esta´ concentrada en un punto como en los casos
que hemos estudiado anteriormente. El motivo por el que solo aparece una singularidad
para una direccio´n de θ es porque dicha singularidad tiene la forma topolo´gica de un
{anillo. De hecho, si fijamos las coordenadas v, r, θ, la me´trica con las coordenadas ingoing
de Kerr quedar´ıa
g =
(r2 + a2)2 − sin2(θ)(r2 − 2Mr + a2)a2
a2cos2(θ)
sin2(θ)dχ2
y si tomamos l´ımite cuando r → 0 para θ = pi/2 tenemos que g → a2dχ2. Efectivamente
esta es la me´trica de un anillo de radio a. Por lo tanto, si te acercas a r = 0 con otra
direccio´n del a´ngulo θ no encontrara´s la singularidad, pero caera´ en el interior del anillo
y aparecera´s en una una regio´n del espacio-tiempo.
3. Recordando un concepto sobre causalidad que vimos en el cap´ıtulo 3, las curvas tempora-
les cerradas, es posible encontrar este tipo de curvas “ano´malas”dentro del espacio-tiempo
que da esta solucio´n. Si fijamos el valor de t y consideramos los valores θ = pi/2 y r < 0,
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tenemos que la me´trica se puede expresar como
g = (r2 + a2 +
2Ma
r
)dχ2
Si nos acercamos mucho a la singularidad de forma que r < 0 y |r| < 2Ma
r2+a2
, entonces
tenemos que la curva ser´ıa temporal. Como, adema´s, la coordenada χ es 2pi-perio´dica,
tenemos que la curva es, en efecto, una curva temporal cerrada (CTC).
5.4 Superficies atrapadas
Para acabar este cap´ıtulo veremos brevemente una definicio´n alternativa de agujeros ne-
gros. La definicio´n que expusimos en el comienzo de este cap´ıtulo, se basaba en la existencia
del horizonte de sucesos. Sin embargo, hasta que no somos capaces de estudiar que´ ocurre en
el infinito no podemos identificar el horizonte de sucesos, puesto que no puede ser observado.
Para conocer lo que ocurre en el infinito hemos de recurrir al diagrama de Penrose-Carter que,
como hemos visto, supone que trabajamos con variedades que pueden tener frontera. Por eso,
se hace necesario una definicio´n alternativa de agujero negro y es aqu´ı donde entran en juego
las superficies atrapadas.
Para exponer la nocio´n de superficie atrapada, trabajaremos con las subvariedades espaciales
de co-dimensio´n 2, Σ, de un espacio-tiempo (M, g). De esta forma, cada espacio normal de la
subvariedad TpΣ, p ∈ Σ tiene dimensio´n 2 y podemos considerar dos direcciones nulas orientadas
hacia el futuro que sean ortogonales a Σ. Llamemos a estas direcciones l±, a las que podemos
asociar su segunda forma fundamental nula, K±, definidas
K± : TpΣ× TpΣ→ R
K±(X, Y ) = g(∇X l±, Y )
Si recordamos las definiciones que vimos en el cap´ıtulo 4, podemos definir asociadas a estas
formas fundamentales los curvaturas medias nulas, θ± = Trg(W±) realizando la traza respecto
la me´trica inducida, g. F´ısicamente, estas magnitudes miden la divergencia que presentan los
rayos de luz outgoing, en el caso de θ+, o bien ingoing, para θ−, que salen perpendiculares a Σ.
Con estas definiciones tenemos que:
Definicio´n 5.4.1. Diremos que Σ es una subvariedad atrapada si y solo si ambas curvarturas
medias nulas verifican θ± < 0 o bien θpm > 0. En el primer caso diremos que esta´ atrapada en
el futuro, mientras que en el segundo en el pasado.
Una vez definido lo que es una superficie atrapada, veamos para que´ son u´tiles. Segu´n los
resultados de los teoremas de Penrose y Hawking, las condiciones f´ısicas de una superficie
atrapada conduce a obtener regiones del espacio-tiempos geode´sicamente incompletos. Por lo
tanto, se puede predecir la singularidad en el futuro de una superficie atrapada. El resultado
se recoge en el siguiente teorema:
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Teorema 5.2. La presencia de una superficie atrapada en una regio´n del espacio-tiempo indica
que un agujero negro se ha formado en las proximidades de dicha regio´n, aunque la evolucio´n
exacta del espacio-tiempo es desconocida.
con el que terminamos el ana´lisis de los agujeros negros.
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6. Conclusio´n
El objetivo principal de este trabajo es definir las herramientas matema´ticas y comprender
los principios f´ısicos sobre los que se desarrolla la teor´ıa de la Relatividad General. Para ello, se
ha desarrollado la teor´ıa sobre geometr´ıa semi-riemanniana, un tipo de geometr´ıa con propie-
dades muy curiosas, que no ha sido abordada en ninguna asignatura del grado. La comprensio´n
de este tipo de geometr´ıa y su relacio´n con la teor´ıa f´ısica ha sido uno de los puntos principales
de trabajo.
El estudio de este tipo de geometr´ıa es el que nos ha permitido guiarnos en el desarrollo de la
teor´ıa de los agujeros negros, para poder conocer su relevancia y su utilidad. De esta forma,
hemos podido estudiar diferentes me´tricas del espacio-tiempo en las que aparecen agujeros ne-
gros. Desde la ma´s sencilla pero muy importante conceptualmente, en la que solo interviene
la masa, M , del agujero negro (me´trica de Schwarzschild) hasta la ma´s completa, en la que
intervienen las tres magnitudes posibles segu´n el “No hair theorem”, la masa, M ; la carga, Q;
y el momento angular, J (me´trica de Kerr-Newman). Sin embargo, en todo el desarrollo de las
soluciones a las ecuaciones de Einstein hemos considerado que la constante cosmolo´gica, Λ, de
la que hablamos en el cap´ıtulo 3 es nula.
La constante cosmolo´gica fue introducida por Einstein en 1917 para lograr un universo esta´ti-
co. Sus ecuaciones originales de 1915 no permit´ıan un universo esta´tico: la gravedad lleva a un
universo inicialmente en equilibrio dina´mico a contraerse. Sin embargo, despue´s de desarrollar
su solucio´n esta´tica, Edwin Hubble sugirio´ en 1929 que el universo parec´ıa estar en expansio´n.
Esto era perfectamente consistente con las soluciones a las ecuaciones originales.
Por lo tanto, un ana´lisis que ha quedado fuera de nuestro estudio es el efecto de dicha constante
cosmolo´gica en el espacio-tiempo. Para ello, se define lo que se conoce como universo de Sitter.
Este universo no es ma´s que otra solucio´n de las ecuaciones de Einstein en la que u´nicamente
se considera el efecto de la constante cosmolo´gica. De esta forma, la dina´mica del universo esta´
dominada por dicha constante, que se piensa que esta´ relacionada con la energ´ıa oscura del
universo o la inflacio´n co´smica en el universo temprano.
Adema´s de este tipo de soluciones, existen otras soluciones de las ecuaciones de Einstein que
presentan tambie´n simetr´ıa esfe´rica y son de gran importancia, como es el caso de la me´trica
de Vaidya, que describe el espacio-tiempo no vac´ıo del exterior de una estrella no giratoria y
con simetr´ıa esfe´rica que emite o absorbe radiacio´n.
El ana´lisis de todas estas otras soluciones de gran relevancia y la comprensio´n tanto de la
meca´nica de los agujeros negros como de las ondas gravitacionales son los siguientes pasos a
desarrollar en la l´ınea de trabajo de nuestro proyecto.
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