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Linearization of the initial value problem associated with the special second Painleve
equation is discussed using a different isomonodromic spectral problem than the
one used in [1]. Further properties of the monodromy data [2, 3] are detected and
these properties are used to reduce the problem to a linear singular integral equation
via a RiemannHilbert boundary value problem on an imaginary line. A special
asymptotic increasing solution of the Painleve equation is constructed for x  &
from the above integral equation. Moreover, failure to extract asymptotics for
x  + is also mentioned.  1998 Academic Press
1. INTRODUCTION
The Painleve equations were first studied by P. Painleve [4] and B. Gambier
[5] by investigating which second-order equations of the form
d 2qdx2=F(dqdx, q, x) (1.1)
where F is rational in dqdx, algebraic in q and locally analytic in x, have
no moveable critical points, i.e., the locations of singularities of any of the
solutions other than poles are independent of the particular solution chosen
and are dependent only on the equation. This property is now known as
the Painleve property and ordinary differential equations which possess it
are said to be of Painleve type. Painleve and Gambier showed that out of
all ordinary differential equations of the form (1.1), there are only fifty
canonical types whose solutions have no moveable critical points. Distinguished
amongst these fifty equations are the six equations which cannot be
reduced to linear equations, i.e., their general integral is not expressible
in terms of known special functions. These six equations are called the
Painleve equations. Linearization problems of such equations have recently
been considered by some authors.
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For example, Flaschka and Newell [6] and Fokas and Ablowitz [7]
introduced new powerful approaches to integrate Painleve equations. They
considered the Painleve equations as isomonodromic conditions for linear
systems possessing both regular and irregular singular points. Following
[6, 7], Khan and Can [3] and Mugan [2] have also solved the second
Painleve equation by using different isomonodromic spectral problems,
respectively. The central idea of the isomonodromic deformation method is
to associate with the initial nonlinear differential equation of the form (1.1),
a suitable system of the type
Yz(z)=A(z) Y(z), (1.2)
where the matrix function A(z) is a polynomial in z. If z= is an irregular
singular point then typically only formal solutions [8]
Y(z)=eP(z)z&[I+c1z&1+c2z&2+ } } } ] (1.3)
are available near z=. A formal series, such as (1.3), is in fact asymptotic
[8] to true solutions Yj , Yk in different sectors Sj , Sk , respectively. The
discontinuity of asymptotic expansions is known as the Stokes phenomenon
and the matrices which connect different true solutions with such fixed
asymptotic expansions in the various sectors are called Stokes multiplier
matrices, Yj=YkDkj . The deformation problem is to change the coefficients in
(1.2) so that the matrices Dkj remain constant.
The main focus of this article is to study the deformation problem for
a particular 2_2 linear system which leads to the special second Painleve
equation
qxx=2q3+xq+12 (1.4)
as an integrability condition. Although this problem follows Its and
Novokshenov [1] in the inverse monodromy, their 2_2 linear system as
well as the special second Painleve equation were different than those
utilized here. The 2_2 linear system used in this article relates to a special
case of the linear system used in [2, 3]. So, this linear system demonstrates
further properties of the Stokes multipliers [2, 3]. These properties are
employed to simplify the RiemannHilbert (RH) problem on several inter-
secting lines to a RH-problem on an imaginary line which is equivalent to
a linear singular integral equation. This integral equation for a special choice
of the monodromy parameters yields the special asymptotic increasing
solution of the Painleve equation for x  &. Unlike the observation in
[1], the endeavour to seek asymptotics for x  + has not succeeded
within the scope of existing saddle point method.
243BEHAVIOUR OF THE SECOND PAINLEVE EQUATION
File: DISTL2 339803 . By:CV . Date:24:04:98 . Time:13:05 LOP8M. V8.B. Page 01:01
Codes: 2061 Signs: 1011 . Length: 45 pic 0 pts, 190 mm
2. THE DIRECT PROBLEM
The special second Painleve equation
qxx=2q3+xq+12
is the integrability condition (Yzx=Yxz) of the two linear 2_2 system:
Yz(z)=[(z2+(u2+x)2)_3+iuz_2&uq_1 ]Y(z), (2.1a)
and
Yx(z)=[z_3 2+iuz_2 2] Y(z), (2.1b)
qx=u22+q2+x2, ux=&uq,
(2.2)
qxx=2q3+xq+12,
where _1 , _2 , and _3 are the Pauli matrices:
_1=_01
1
0& , _2=_
0
i
&i
0 & , _3=_
1
0
0
&1& .
Equation (2.1a) possesses only one singularity at z=. Indeed, z=
is an irregular singular point of rank 3. A formal asymptotic analysis of
(2.1a) near z= will show that the two linearly independent solutions
have the expansions
Y (1) (z)=exp(z
33+xz2) {_10&+_
&H
&u2& (1z)+ } } } = , (2.3a)
Y (2) (z)=exp(&z
33&xz2) {_01&+_
&u2
H & (1z)+ } } } = , (2.3b)
where H=u44+(q+x2)u22.
The growth and decay of the two formal asymptotic expansions Y (1) and
Y (2) as |z|   is determined by the exponential factor exp(z
33); (2.3a)
is exponentially growing, i.e., dominant as |z|   in sectors S1 , S3 , and
S5 , exponentially decaying in sectors S2 , S4 , and S6 as shown in Fig. 1
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Figure 1
below. (2.3b) is exponentially decaying, i.e., recessive as |z|   in sectors
S1 , S3 , and S5 , and dominant in sectors S2 , S4 , and S6 .
Sk=[z: |z|>\, some \>0, (2k&3)?6arg z<(2k&1)?6]
k=1, 2, 3, ..., 6.
The initial lines of sectors Sk are called anti-Stokes lines. The lines on which
the solutions are maximally dominant or recessive are called Stokes lines. In
the preceeding case, the Stokes lines are arg z=k?3, k=0, 1, 2, ..., 5.
Let us denote the fundamental solution matrix in sector Sk by Yk=
[Y (1)k Y
(2)
k ] and suppose that Y is the asymptotic expansion of Y1 for
large z in S1 . According to the Stokes phenomenon, the asymptotic expan-
sion of Y1 in sector S2 is given by YD [8] where D is a constant matrix.
Alternatively, one may introduce different solutions Y1 , Y2 , ..., Y6 such that
Yk is asymptotic to Y in sector Sk . Then, for example, since both Y1 , Y2
solve (2.1a), it follows that Y2=Y1 D, or in general,
Yk+1=YkDk , (2.4)
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where Dk are Stokes multiplier matrices. Following the procedure suggested
by G. D. Birkhoff [9], it can be shown that D1 , D2 , ..., D6 has the form:
D1=_1a
0
1& , D2=_
1
0
b
1& , D3=_
1
c
0
1& ,
(2.5)
D4=_10
d
1& , D5=_
1
e
0
1& , D6=_
1
0
f
1& .
Y7 is defined on sector S7 : 2?&?6arg z<2?+?6. The formal solution
Y implies that
Y7(ze2i?)=Y1(z), z # S1 , |z|>\. (2.6)
The entries a, b, c, d, e, f of the matrices Dk are sometimes called Stokes
multipliers and they constitute the set of monodromy data.
2.1. Properties of the Monodromy Data
The Stokes multiplier matrices Dk have certain symmetry properties which
follow from the symmetry properties of (2.1a). If Y(z) is a solution of (2.1a),
so is MY(&z), where
M=_01
&1
0 & .
It is, therefore, possible to verify that solution Yk(z)=[Y (1)k (z) Y
(2)
k (z)]
satisfies the relations:
&Y (1)k+3(z)=MY
(2)
k (&z), Y
(2)
k+3(z)=MY
(1)
k (&z), k=1, 2, 3, 4.
(2.7)
Let us exploit these symmetry properties to show that d=&a, e=&b,
f=&c. The relation Y (1)2 (z)=Y
(1)
1 (z)+aY
(2)
1 (z) follows from (2.4) when
k=1. So, one has
MY (1)2 (&z)=MY
(1)
1 (&z)+aMY
(2)
1 (&z),
which, on using appropriate relations from (2.7), becomes
Y (2)5 (z)=Y
(2)
4 (z)&aY
(1)
4 (z) (2.8)
when k=4. Equation (2.4) implies the relation
Y (2)5 (z)=dY
(1)
4 (z)+Y
(2)
4 (z). (2.9)
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Comparison of (2.8) with (2.9) gives d=&a. The remaining relations
(e=&b, f=&c) follow similarly. Equations (2.4)(2.6) display the relation
>6k=1 Dk=I. Therefore, we obtain the following constraint on a, b, c:
a&b+c+abc=0. (2.10)
Constraint (2.10) and relations (a=&d, b=&e, and c=&f ) show that all
the monodromy data can be recovered if any two of the Stokes multipliers
a, b, and c are known. Two such Stokes multipliers serve as parameters of
the monodromy data.
3. THE INVERSE PROBLEM
The inverse problem consists of finding Yk , which gives rise to a prescribed
set of monodromy data. Here we will derive the linear singular integral
equation via the RH-problem. First, we define matrix-valued functions
Wk(z), k=1, 2,..., 6 as follows:
Wk(z)=Yk(z) exp(&z3_3 3&xz_3 2), W7=W1 . (3.1)
Functions Wk(z) are in fact entire functions of z, tending to unity as |z|  
in corresponding sectors Sk , i.e.,
Wk(z)  I as |z|  , z # Sk . (3.2)
Moreover, they are conjugated with one another by the equation
Wk+1(z)=Wk(z) Gk(z), z # Ck , (3.3)
where Gk(z)=exp(z3_33+xz_3 2) Dk exp(&z3_3 3&xz_3 2).
Equations (3.1)(3.3) define a homogeneous RH-problem for the sectionally
analytic matrix valued function W(z), which has different representations
W1(z), W2(z), ..., W6(z) in different sectors S1 , S2 , ..., S6 , respectively, of
the complex z-plane over the complicated contour C=C1+C2+ } } } +C6
as shown in Fig. 1.
The following conjugation equation holds on the imaginary line:
Y4=Y1G0 ,
where
G0=D1 D2D3=D&16 D
&1
5 D
&1
4 =_1+bcb
b
1+ab& .
247BEHAVIOUR OF THE SECOND PAINLEVE EQUATION
File: DISTL2 339807 . By:CV . Date:24:04:98 . Time:13:05 LOP8M. V8.B. Page 01:01
Codes: 2488 Signs: 1473 . Length: 45 pic 0 pts, 190 mm
Introducing the piece-wise analytic functions,
W(z)={Y1(z) exp(&z
3_3 3&xz_32),
Y4(z) exp(&z3_3 3&xz_32),
Re z0
Re z0
and denoting W(z) by W
+
(z) and W
&
(z) when z approaches a point on the
imaginary line from the right and the left half-planes, respectively.
We conclude that it solves the following RH-problem on the imaginary
line:
1. W(z) is analytic as Re z>0 or Re z<0,
2. W
&
(z)=W
+
(z) G(z), Re z>0, where
G(z)=exp(z3_3 3+xz_32) G0 exp(&z3_3 3&xz_3 2)
=_ 1+bcb exp(&2z3 3&xz)
b exp(2z33+xz)
1+ab & ,
3. W(z)  I as z  , Re z{0.
Using the Plemelj formula [10], it follows that the RH-problem, 13
above, is equivalent to the following linear singular integral equation.
W
+
(z)=I+(12?i) |
i
&i
(G( y)&I ) W
+
( y) dy( y&z). (3.4)
From (2.2), (2.3), and (3.1), we write the following results:
Lim
|z|  
z(Wk(z)&I )2, 1=&u2, ux=&uq, (3.5)
where the subscripts refer to the component.
4. SPECIAL ASYMPTOTIC SOLUTIONS
The global asymptotic behaviour of solution q(x) to the second Painleve
equation requires appropriate asymptotic analysis of the linear singular
integral equation (3.4) in terms of general monodromy parameters which
to our experience is extremely complex within the framework of relevant
mathematical tools. Thus, the thorough structure of the Painleve equation,
in our opinion, does not seem possible to be explored in a simple manner
via the aforementioned integral equation. However, we are able to establish
the special asymptotic behaviour of the Painleve equation for a particular
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choice of the monodromy parameters. Therefore, if we set a=0 then condi-
tion (2.10) implies b=c.
4.1. Special Asymptotic Behaviour of q(x) as x  +
Rescaling the variables in (3.4) through the substitution:
z=z0 x12 and y=tx12, (4.1)
and writing the system of scalar integral equations on the matrix elements,
we have
W
+
11
(z0)=1+(b22?i ) |
i
&i
W
+
11
(t) dt(t&z0)
+(b2?i) |
i
&i
W
+
21
(t) ex 32g(t) dt(t&z0), (4.2a)
W
+
21
(z0)=(b2?i) |
i
&i
W
+
11
(t) e&x 32g(t) dt(t&z0), (4.2b)
where g(t)=2t33+t.
The solution q(x) of the PII equation may be expressed due to (3.5) and
the change of variables (4.1) in the form
q(x)=(&1u(x))(du(x)dx), (4.3a)
where
u(x)=(bx12?i) |
i
&i
W
+
11
(t) e&x 32 g(t) dt. (4.3b)
Thus we need the asymptotics of W
+
11
(t) as x  +. However, attempting
to obtain asymptotics by the usual saddle point method fails because
equality dg(t)dt=0 implies that the saddle points (t=\i- 2) approach
the singularities on the imaginary line.
4.2. Special Asymptotic Behaviour of q(x) as x  &.
To construct the asymptotics of q(x) as x  &, we replace x on &x
and g(t)=2t33+t on h(t)=2t33&t in the right-hand side of (4.2) and (4.3).
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So, we have
W
+
11
(z0)=1+(b22?i) |
i
&i
W
+
11
(t) dt(t&z0)
+(b2?i) |
i
&i
W
+
21
(t) e(&x) 32 h(t) dt(t&z0), (4.4a)
W
+
21
(z0)=(b2?i) |
i
&i
W
+
11
(t) e&(&x)32 h(t) dt(t&z0), (4.4b)
q(x)=(1u(&x))(du(&x)dx), (4.5a)
u(&x)=(b(&x)12?i) |
i
&i
W
+
11
(t) e&(&x) 32 h(t) dt. (4.5b)
Equation (4.4b) implies, after using the residue theorem, that
W
+
21
(z0)=&bW
+
11
(z0) e&(&x)
32 h(z0 ). (4.6)
Estimate (4.6) can be strengthened via application of the saddle-point
method which suggests that after the deformation of contour of integration
through the saddle-point &1- 2, one obtains
W
+
21
(z0)=&bW
+
11
(z0) e&(&x)
32 h(z0 )+(b234 - ?)((W
+
11
(&1- 2)(1- 2+z0))
_(&x)&34 e
&
- 2
3
(&x) 32
(1+o(1)) x  &.
Substitution of the above equality in (4.4a) gives the following asymptotic
representation for W
+
11
(z0),
W
+
11
(z0)=1&(ib2294? - ?) W
+
11
(&1- 2)
_(&x)&34 e
&
- 2
3
(&x) 32
(F(z0 , x)+o(1)) x  &,
where
F(z0 , x)=|
i
&i
e(&x) 32 h(t) dt((1- 2)+t)(t&z0).
Asymptotic evaluation of the above integral demands, according to
saddle-point method, to deform the contour of integration into the right
half plane where there is no singularity of integrand, i.e., around the saddle
point t=1- 2:
F(z0 , x)=O((&x)&34 e
&
- 2
3
(&x) 32
(1(1- 2&z0))) x  &.
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Thus the following exponentially decreasing asymptotics represetation
for W
+
11
(z0) appears, which is uniform in z0 # [&i, i]:
W
+
11
(z0)=1+o((&x)&34 e
&
- 2
3
(&x) 32
) x  &.
Substituting the above asymptotics into Eq. (4.5b) leads to the expression,
u(&x)=(b(&x)12?i ) |
i
&i
e&(&x) 32 h(t) dt
+o((&x)&14 e
&
- 2
3
(&x) 32
) x  &.
Evaluating the integral in the R.H.S. of the above equation by saddle-point
method gives
u(&x)=&(b(&x)&14214?) e
&
- 2
3
(&x) 32
+o((&x)&14 e
&
- 2
3
(&x) 32
)
x  &.
Substituting this equality into Eq. (4.5a), we conclude that the following
asymptotic increasing solution for the special second Painleve equation
occurs,
q(x)=&(1- 2)(&x)12+O(&x)&1+o(&x)&1 x  &.
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