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Abstract. The localization properties of eigenfunctions for two interacting particles in the one-dimensional
Anderson model are studied for system sizes up to N = 5000 sites corresponding to a Hilbert space of
dimension ≈ 107 using the Green function Arnoldi method. The eigenfunction structure is illustrated in
position, momentum and energy representation, the latter corresponding to an expansion in non-interacting
product eigenfunctions. Different types of localization lengths are computed for parameter ranges in system
size, disorder and interaction strengths inaccessible until now. We confirm that one-parameter scaling
theory can be successfully applied provided that the condition of N being significantly larger than the one-
particle localization length L1 is verified. The enhancement effect of the two-particle localization length L2
behaving as L2 ∼ L21 is clearly confirmed for a certain quite large interval of optimal interactions strengths.
Further new results for the interaction dependence in a very large interval, an energy value outside the
band center, and different interaction ranges are obtained.
PACS. XX.XX.XX No PACS code given
1 Introduction
The phenomenon of Anderson localization of quantum
eigenstates of non-interacting particles moving in a ran-
dom potential [1] is well-understood from powerful numer-
ical tools combined with scaling theory [2,3,4] and also
by analytical approaches such as the supersymmetric non-
linear σ-model [5,6] or the Fokker-Planck approach for the
transfer matrix [7] which have been shown to be equiva-
lent [8] for the particular case of quasi one-dimensional
geometries (with many transverse channels) where local-
ization even persists for arbitrarily small disorder. Also
the exact one-dimensional Anderson model (with only one
transverse channel) of non-interacting particles is well-
understood with a localization length L1 = 105t
2/W 2 [4]
in the band center expressed in terms of the width W of
the distribution of the disorder potential and the hopping
matrix element t.
Dorokhov [9] considered two interacting particles (TIP)
in one dimension with an attractive long range potential
which he mapped to the transfer matrix Fokker-Planck ap-
proach using some approximations and assumptions about
the statistics and correlations of the effective disorder po-
tential. He found a strong enhancement of the two-particle
localization length L2 if compared to the localization length
L1 of one particle without interaction. Shepelyansky [10]
considered two particles in the one-dimensional Anderson
model coupled by a repulsive or attractive local Hubbard
interaction of strength U , a type of systems which are po-
tentially accessible by experiments on cold atoms similar
as in [11]. It came as a surprise when he found for this case
the enhancement L2/L1 ∼ (U/t)2L1 using an assumption
of random phases of the one-particle wave functions inside
the localized domain and mapping the initial model to a
different random band matrix with preferential basis for
which he numerically extracted an analytic expression of
the localization length. The enhancement effect was soon
confirmed [12] by a different argument based on the Thou-
less scaling block picture [13] and by direct numerical com-
putations using a finite size transfer matrix [14] and exact
diagonalization [15].
At the same time also the understanding of the random
band matrix used in [10] was substantially improved [16]
and even analytically solved by mapping it onto the one-
dimensional supersymmetric σ-model [17,18]. This pro-
vided analytical expressions [16,17,18] for the localization
length, the inverse participation ratio (IPR) and estab-
lished a Breit-Wigner regime. The latter is characterized
by an energy scale Γ , called the Breit-Wigner width, corre-
sponding to the inverse life time of an unperturbed eigen-
state in absence of interaction and the energy interval over
which these unperturbed states are mixed by the interac-
tion.
The enhancement effect also appears in related models
of two interacting kicked rotors for which it is possible to
determine directly the quantum time-evolution [10,19,20]
or a bag model [10,14,21] corresponding to an attractive
long range interaction and for which the standard trans-
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fer matrix method is well suited. An efficient method to
calculate the two-particle Green function projected onto
the subspace of states with both particles on the same
site was introduced by von Oppen et al. [22] who pro-
posed the scaling relation L2/L1 ≈ 0.5 + 0.054 |U |L1 (for
t = 1) with a linear dependence on |U | contradicting the
quadratic behavior predicted in [10].
An explanation of this was given by Jacquod et al.
[23] who calculated analytically to all orders in the in-
teraction the Breit-Wigner width for the limit of van-
ishing disorder suggesting the modified behavior L2 ∼
L21|U |/
√
t2 + (U/4)2. The physical picture behind this re-
sult is that for weak disorder the behavior of the one-
particle wave functions is essentially ballistic inside the lo-
calization domain. This provides well correlated phases of
plane waves due to a rather well defined quasi-momentum
thus modifying the initial estimation of the Breit-Wigner
width or typical interaction matrix elements used in [10,
12] [16,24] obtained from the random phase approxima-
tion (or an ergodic hypothesis).
The effect of well defined quasi-momenta was also inde-
pendently investigated in detail by Ponomarev et al. [25]
who showed by analytical arguments that the interaction
matrix elements have a long tail distribution with max-
imum values corresponding to approximate momentum
conservation with uncertainty ∼ 1/L1. Based on this they
proposed and studied a modified random matrix model
confirming the enhancement but suggesting a power law
L2/L1 ∼ Lγ1 with 0.56 ≤ γ ≤ 0.95 dependent on a certain
model parameter. A numerical study of the interaction
matrix elements confirmed the long tail distribution [26].
It is worth mentioning that in [27,28] a sophisticated
random matrix model was proposed and solved by the su-
permatrix non-linear σ-model which works for arbitrary
space dimension and takes properly both particle coor-
dinates (relative and center of mass coordinate) into ac-
count. Later a different random matrix model for quasi-
one-dimensional geometries (with many transverse chan-
nels already for non-interacting particles) was introduced
and investigated by the σ-model [29,30]. Other work was
concerned with the role of the level statistics [31], level
curvatures [32] or with the fractal structure of the in-
teraction matrix elements [33,34,35]. The arguments of
a claim that the effect completely vanishes in the limit of
infinite system size [36,37] were shown to be specific for a
certain intermediate disorder value where the modest en-
hancement effect (of a factor of ∼ 2) can only be measured
by the Green function approach but not by the finite size
transfer matrix method [38,39].
Further numerical work [39,40,41,42] based on differ-
ent methods to compute the Green function confirmed
the enhancement but they were mostly limited to sys-
tem sizes N between 200 and 300 [39,40,41]. Up to now
only reference [42] has considered large systems sizes up
to N = 1400 for disorder values down to W = 1 with
L1 = 105 using finite size extrapolation to determine the
infinite size localization lengths. Based on these numerical
data combined with an extension of the analytical calcu-
lation of the Breit-Wigner width of [23] the approximate
expression L2/L1 ≈ 0.5 + 0.074L1|U |/(1 + |U |) was sug-
gested [42]. In [40,41] the method of finite size scaling,
which is in principle a more powerful tool than the finite
size extrapolation, was applied to disorder values down to
W = 0.5 (or even W = 0.4 in [41]). However, at this dis-
order value all considered system sizes (N ≤ 200 [40] or
N ≤ 251 [41]) are below L1 = 420 and therefore clearly
outside the range of validity of one-parameter scaling the-
ory requiring that N is significantly larger than all other
typical length scales in the system [2,3,4], especially L1
which somehow plays the role of the mean free path for
TIP (see our discussion below in Appendix C for more
details on this point). In view of this the results of [40,
41] obtained by finite size scaling for small disorder values
appear to be invalid and therefore there are no published
reliable numerical data available for W < 1.
The situation concerning numerical calculations of ex-
act eigenfunctions such as in [15] is similar with results
only available for system sizes up to a few hundred sites.
New claims [43,44] disputing the existence or size of the
enhancement effect have recently surfaced based on nu-
merical data for eigenfunctions with limited parameters
in system size (N ≤ 234) and disorder (W ≥ 2).
Recently a very powerful new method to compute ex-
act eigenfunctions of TIP in one-dimensional systems, the
Green function Arnoldi method, was developed and ap-
plied in the context of TIP in a quasi-periodic potential
for system sizes up to N ≈ 105 [45] (see references therein
for the physics and history of this model). This confirmed
and extended previous results for smaller systems [46] for
this model about eigenstates being completely delocalized
over the full system size for certain particular values of
energy and interaction strength even though L1 ≈ 4.5 for
the chosen parameters.
In this work we apply this method to TIP for the
disordered case of the one-dimensional Anderson model
and we will present results for exact eigenfunctions up
to systems sizes N = 5000 for some individual samples
and N = 2000 for a systematic study of disorder values
down to W = 0.75 and interaction values up to U = 12
for different disorder realizations. Furthermore we also
employ the projected Green function method [22] imple-
mented very efficiently in [42] together with a new opti-
mization allowing to treat many different interaction val-
ues simultaneously without additional effort. Here we use
system sizes up to N = 2000, disorder values down to
W = 0.5 (with at least 7 data points respecting the con-
dition N ≥ 1.5L1) and a very large range of positive and
negative interaction values covering 6 orders of magnitude.
In most cases two energy values E = 0 (in the band cen-
ter) and E = 1 (outside the band center) are considered.
Our results for both methods clearly confirm a scaling of
the type L2/L1 ∼ L1+const. for a rather wide range of
optimal interaction values.
In Section 2 we introduce the model and remind the
basic ideas of the two numerical methods. In Section 3 and
4 results for eigenfunctions computed by the Green func-
tion Arnoldi method are presented. Section 3 discusses
some of their general properties and introduces three types
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of inverse participation ratios while Section 4 provides re-
sults of finite size scaling for them. Section 5 presents re-
sults of finite size scaling for the Green function localiza-
tion length. Section 6 discusses the internal structure of
TIP eigenfunctions inside the localization domain in en-
ergy representation while Section 7 provides the discussion
of the main results. Appendix A describes some details of
our particular implementation of the scaling procedure,
Appendix B provides a separate discussion of the differ-
ent two-particle localization lengths at vanishing interac-
tion, and Appendix C discusses various scenarios of finite
size scaling using insufficient system sizes and establishes
that data in the regime N < L1 clearly do not obey one-
parameter scaling.
2 Model and numerical methods
The Hamiltonian of the TIP 1d-disorder problem is given
by
H = h(1) + h(2) + Uˆ (1)
where
h(j) = −
∑
<x,y>
|x>j <y|j +
∑
x
V (x) |x>j <x|j (2)
is the one-particle Hamiltonian of the particle j corre-
sponding to the 1d-Anderson model with hopping matrix
element t = −1 between nearest neighbor sites x and y and
V (x), uniformly distributed in [−W/2, W/2] and uncorre-
lated for different values of x, is the random disorder po-
tential with W being the disorder parameter. We consider
systems of finite size N with sites x = 0, 1, . . . , N − 1.
The interaction operator in (1) can be written as Uˆ = UP
with the projector
P =
∑
|x1−x2|<UR
|x1, x2><x1, x2| (3)
on sites with |x1 − x2| < UR and the notation |x1, x2>=
|x1>1 |x2>2 for the two particle basis states in position
representation. The number U is the overall interaction
strength and UR is the interaction range where UR = 1
corresponds to the case of the Hubbard on-site interac-
tion. In Sections 3 and 4, where we study eigenfunction
properties of the TIP Hamiltonian (1), we assume periodic
boundary conditions for the hopping matrix elements and
also the interaction, i. e. the condition |x1 − x2| < UR in
(3) is understood to be true also if N − |x1 − x2| < UR.
For the case UR > 1 the second condition corresponds to
a situation where one particle is close to one boundary
and the other one to the other boundary. In this work we
only consider the case of a uniform interaction strength
U for distances smaller then UR. In Section 5 where we
study the localization length determined by the exponen-
tial decay of the two-particle Green function we will limit
ourselves to the Hubbard interaction case (UR = 1) and
use open boundary conditions.
The eigenfunctions of the one-particle Hamiltonian (2)
are exponentially localized for W > 0 with a localization
length at the band center  = 0 given by L1 = 105/W
2 [4],
an expression which is ideally valid for small disorder val-
ues but even for W = 7 the error is only ∼ 7% (and 3.5%
for W = 5). Throughout this work we will use this expres-
sion of L1 as a disorder dependent reference length scale
representing the one-particle localization length and reg-
ularly express other length scales, especially two-particle
localization lengths, in units of L1.
In the following of this section we remind the basic
ideas of the two numerical methods, the Green function
Arnoldi method [45] to compute a certain number of eigen-
functions close to a given energy value E and the pro-
jected Green function method [22] implemented efficiently
in [42] to determine the exponential decay of the two-
particle Green function along the diagonal of doubly oc-
cupied sites. A reader not interested in the details of these
methods may skip the remainder of this section and di-
rectly continue with Section 3 where the first eigenfunc-
tion results are discussed.
The Hilbert space associated to the TIP Hamiltonian
(1) is of dimension N2 = N(N − 1)/2 + sN ≈ N2/2 with
s = 1 for bosons or s = 0 for fermions. Therefore a direct
numerical computation of all eigenfunctions is only feasi-
ble for relatively small systems with sizes up to N = 200-
300. Due to the sparse matrix structure one can try to
apply the Arnoldi-Method [47,48] (or the Lanczos method
which is similar in spirit for hermitian matrices). The basic
idea of this method is to choose some normalized initial
vector and then to apply an iterative scheme of matrix
multiplication and orthogonalization to construct an or-
thonormal basis on a Krylov space of modest Arnoldi di-
mension nA with typically 1  nA  N2. During this
scheme one obtains a representation matrix of H on this
Krylov space and it is necessary to neglect a last coupling
element to the next vector of index nA+1 [47,48] which in-
troduces a mathematical approximation. It turns out that
the largest eigenvalues of the rather small representation
matrix of size nA×nA are typically very good approxima-
tion to the largest eigenvalues of H. Furthermore it is also
possible to compute the corresponding eigenvectors of H
by first calculating the eigenvectors of the representation
matrix and transforming them to the full eigenvectors of
H using the orthonormal basis of the Krylov space.
The method allows for much larger matrix sizes but in
its most simple variant it has the flaw that it concentrates
on the largest eigenvalues of H (in modulus). To obtain
some accurate eigenvalues close to some given energy E
in the middle of the spectrum of a large sparse matrix
one may use a different quite complicated variant called
the implicitly restarted Arnoldi method [47] where the
initial vector is iteratively modified/improved by a subtle
procedure based on implicit QR-steps. Even though this
method can be applied to the Hamiltonian (1) for system
sizes up to N = 700-1000 (with a considerable effort) we
did not use it.
Instead we used a still more efficient method, the Green
function Arnoldi method, which exploits more clearly the
particular TIP-structure of (1). The details of this method
are given in [45] where it was applied to a Hamiltonian
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similar to (1) but with a quasi-periodic one-particle po-
tential V (x). Here, we will only remind its main ideas.
The key for this method is the efficient numerical evalua-
tion of the matrix vector product of the Green function or
resolvent G = (E−H)−1 applied to some arbitrary vector
of the Hilbert space using the following formula :
G = G0 +G0(1− UˆG¯0)−1UˆG0 (4)
where G0 = (E − H0)−1, H0 = h(1) + h(2) is the TIP
Hamiltonian in absence of interaction, and G¯0 = PG0P
with P being the projector (3). This expression is exact
and details of its demonstration can be found in [45].
Let us denote by φν(x) the eigenfunctions of the one-
particle Hamiltonian (2) with eigenvalues ν which we use
to construct a basis of the two-particle Hilbert space using
product states |φν1 φν2 > which are also eigenvectors of
H0 with eigenvalues ν1 + ν2 . Let |ψ> be some arbitrary
vector of the TIP Hilbert space which can be expanded
either in position representation :
|ψ>=
∑
x1, x2
ψ(x1, x2) |x1, x2> (5)
or in energy representation :
|ψ>=
∑
ν1, ν2
χν1, ν2 |φν1 φν2> (6)
in terms of non-interacting product eigenfunctions. In (5)
and (6) we use for simplicity a non-symmetrized represen-
tation of two-particle states but the wave functions must
of course satisfy the (anti-)symmetry for bosons (fermions)
with respect to exchange of x1 with x2 or of ν1 with ν2.
In the following we omit the details due to the compli-
cations of (anti-)symmetrization of the two-particle states
but of course such details need to be dealt with care and
precision in a concrete implementation of the method.
Let us assume we know a vector |ψ> in energy repre-
sentation, i. e. the vector of coefficients χν1, ν2 is known.
First we compute G0|ψ> (with N2 operations) and then
we transform the resulting vector into position represen-
tation (5) which can be done with 2N3 operations by first
applying the orthogonal transformation (corresponding to
|φν >→ |x >) to the first particle for all values of the
second particle index and then transforming the second
particle for all values of the first particle index. Once this
is done we can efficiently apply the factor (1− UˆG¯0)−1Uˆ
(with U2RN
2 operations) to the resulting vector where the
matrix inverse is done once in advance (for some fixed
value of the energy E) and concerns only a matrix of ef-
fective size URN × URN (due to the projector in G¯0 =
PG0P ). Then the vector is transformed back in energy
representation, also with 2N3 operations, and in total this
gives an efficient algorithm to compute G|ψ > with the
help of (4).
It remains to clarify how to calculate G¯0 efficiently
which is possible by [42,45] :
<x1, x2| G0 |y1, y2>=
=
∑
ν,µ
φν(x1)φµ(x2)φµ(y2)φν(y1)
E − ν − µ (7)
=
∑
ν
φν(x1) g(E − ν ;x2, y2)φν(y1), (8)
g(E;x, y) =
∑
µ
φµ(x)φµ(y)
E − µ =<x|(E − h)
−1|y> (9)
where g(E;x, y) is the one-particle Green function. To
determine G¯0 one needs to compute U
2
RN
2 matrix el-
ements of G0. A naive application of (7) would require
O(U2RN4) operations but using (8) the effort can be re-
duced toO(U2RN3) operations since the one-particle Green
function, as inverse of a tri-diagonal matrix, can be com-
puted by O(N2) operations (for each value of E − ν).
At this point we mention that the eigenfunctions φν(x)
can be computed efficiently and with great accuracy even
for the case |φν(x)|  10−15 by inverse vector iteration
[49] for tridiagonal matrices, and both expressions (7) and
(8) provide correct exponential tails far below 10−15 for
the matrix elements of G¯0 far away from its diagonal.
In summary this provides a method to compute each
product G|ψ > with O(N3) operations (as long as the
value of the Green function energy E is not changed) and
the initial preparation steps to compute G¯0 and the fur-
ther matrix inverse in (4) for a given value of E in advance
cost O(U3RN3) operations [45]. Using this algorithm one
can implement the simple variant of the Arnoldi method
to compute the eigenvectors of G = (E−H)−1 with largest
eigenvalues gj which correspond exactly to the eigenvec-
tors of H with eigenvalues Ej = E − g−1j closest to some
fixed energy value E which can be arbitrarily chosen in ad-
vance. Finally, the quality of obtained eigenvectors |ψj >
is tested by a completely independent computation of the
energy variance :
δ2Ej =<ψj | (Ej −H)2 |ψj> (10)
and only eigenvectors with δ2Ej < 10
−8 are accepted.
For reasonable values of the Arnoldi dimension nA, e. g.
between 100 and 2000, the method selects typically 2/3
of the nA initial eigenvectors, those whose eigenvalues
are closest to E. The non-selected eigenvectors are either
purely artificial due to the mathematical approximation of
the Arnoldi method or their quality is too low because the
corresponding eigenvalue is too far away from E. It turns
out that most of the selected eigenvectors have actually
a much better quality with typical values of δ2Ej below
10−20 and only very few eigenvalues close to the energy
borders provided by the method correspond to values of
δ2Ej close to 10
−8.
Using this method with nA = 1000 we have been able
to compute about ∼ 650 eigenvectors for system sizes
up to N = 5000 for a few individual samples and up to
N = 2000-3000 for a systematic study with several differ-
ent parameter values (for W , U , E, etc.) and 10 disorder
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realizations for each case. In [45] it was even possible to
consider values up to N ∼ 104 using a possible reduction
of the Hilbert space dimension in energy representation by
removing non-interacting product eigenstates where both
particles are localized so far away such that their numeri-
cal contribution in (4) is below 10−17 which typically hap-
pens at particle distances larger then 40L1 (with L1 ≈ 4.5
in [45]). However, here with larger values of L1 this opti-
mization has at best only a modest effect and concerns a
small fraction of non-interacting product eigenstates with
particularly small values of L1 (due to statistical fluctua-
tions or one particle energies close to the band edge). For
too small ratios N/L1, in particular for small disorder,
there is even no optimization effect at all.
In the next two sections we will discuss different prop-
erties of eigenstates of the TIP Hamiltonian (1) computed
by the Green function Arnoldi method for the case of pe-
riodic boundary conditions.
Another method to study the localization length is
to compute directly the two-particle Green function G =
(E−H)−1 or more precisely the projected Green function
G¯ = PGP using the expression [22]
G¯ = G¯0(1− UˆG¯0)−1 (11)
which can also be directly derived from (4). Let us assume
for simplicity the boson case with the Hubbard interac-
tion (UR = 1). Then from G¯ one gets access to all Green
function matrix elements of the type <x, x|G |y, y > de-
scribing the propagation amplitudes between configura-
tions with both particles on the same position. Assuming
an exponential decay between x and y one can define a
two-particle localization length L2 (see Section 5 for de-
tails) and this quantity has been used in various works by
different methods to compute the projected Green func-
tion, either by the decimation method [41], the recursive
Green function method [39,40], or a direct application of
(11) combined with the expression (8) to determine effi-
ciently G¯0 [42]. One should mention that both decimation
and recursive Green function method are of complexity
O(N4) and in [39,40,41] only system sizes up to ∼ 300
were considered while the method based on (11) and (8)
is of complexity O(N3) (for UR = 1) and has allowed to
study system sizes up to N = 1000 (or even N = 1400 for
a few data points) in [42].
The difference of the algorithmic complexity can be un-
derstood by the fact that decimation and recursive Green
function method can be applied to generic 2d-tight bind-
ing models with arbitrary potential configurations in two
dimensions while the method based on (11) and (8) ex-
ploits very efficiently the particular TIP structure of dis-
order and interaction potential.
Actually (11) allows for further optimizations if one
considers simultaneously several values for the interaction
strength U . In this case the quite expensive computation
of G¯0 by (8) needs to be done only once providing a con-
siderable reduction of the computational effort.
If one limits the number of needed values of x and y,
e. g. with a few values of x close to one boundary and
of y to the other boundary, one can apply an even better
optimization to (11) by diagonalizing the symmetric ma-
trix G¯0 which provides its normalized eigenvectors Oj(x)
and corresponding eigenvalues λj . Then the computation
of individual matrix elements
<x, x|G |y, y>=
∑
j
Oj(x)
λj
1− UλjOj(y) (12)
is only of complexity O(N). Therefore the simultaneous
computation of (12) for many different interaction values
(∼ 250) and a modest number of x and y values is nearly
free of charge if compared to the diagonalization of G¯0 or
the matrix inverse in (11) both with complexity O(N3).
This method has however a certain numerical short-
coming if applied to the case where N/L1 is so large that
the exponential decay of one-particle eigenfunctions (and
therefore also of the matrix elements of G¯0 far away from
the diagonal) leads to values below ∼ 10−15. Normally
when using directly (11) the direct matrix inverse pro-
duces correct exponential tails well below 10−15 if done
properly by a stable implementation of Gauss algorithm.
However, when computing the eigenvectors Oj(x) of the
full matrix G¯0 with complexity O(N3) the obtained eigen-
vectors are not reliable for the exponential tails below
10−15. Therefore we have used the very efficient variant
(12) only for the case N ≤ 20L1 (i. e. e−N/L1 ≥ 2× 10−9)
which is most important for the small disorder values
where many disorder realizations are needed. The few par-
ticular cases with N > 20L1 for rather strong disorder val-
ues, which require less disorder realizations, were treated
in a more stable way using directly (11) but still with the
optimization of a single computation of G¯0 for the simul-
taneous calculation for many different U -values.
We have compared both variants and verified that for
N ≤ 20L1 the numerical errors induced by (12) are several
orders of magnitude below the statistical errors arising
from different disorder realizations. Furthermore, we have
also numerically verified the general validity of (11) and
(8) for a few cases with sufficiently small system sizes N
by directly comparing with G computed from a full matrix
inverse of E−H (on the full two-particle Hilbert space of
dimension N2 ≈ N2/2).
In Section 5 and Appendix C we present an exten-
sive discussion of the results for the localization length
obtained from the Green function, also in relation with
previous work [39,40,41,42] and concerning details for the
precise definition of L2 in terms of the matrix elements of
G¯ and the finite size scaling. For this method we limit our
studies to the Hubbard interaction case UR = 1 and for
obvious reasons we consider open boundary conditions (in-
stead of periodic boundary conditions used for the eigen-
function computations in Sections 3 and 4).
3 Eigenfunction structure
Let |ψ > be an eigenvector of the TIP Hamiltonian (1)
with ψ(x1, x2) and χν1,ν2 being the corresponding wave-
functions in position representation (5) or energy repre-
sentation (6). To characterize the localization properties
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of such eigenstates we will use three variants of the inverse
participation ratio (IPR) and one further length scale for
the relative distance between the two particles. The first
IPR type length scale is given by:
ξx =
(∑
x
ρ21(x)
)−1
, ρ1(x) =
∑
x2
|ψ(x, x2)|2 (13)
where ρ1(x) is the one-particle density corresponding to
the probability to find a particle at position x and obeying
the normalization
∑
x ρ1(x) = 1. The quantity ξx is the
inverse participation ratio in position representation and
corresponds roughly to the number of sites x contributing
in ρ1(x). In a similar way we introduce also an inverse
participation ratio for the center of mass by:
ξCM =
(
2N−1∑
s=0
ρ2CM(s)
)−1
(14)
ρCM(s) =
∑
−N/2<r≤N/2
|ψ(X1(s, r), X2(s, r))|2 (15)
where s corresponds to twice the center of mass x1+x2 and
r to the relative coordinate x1−x2 between the two parti-
cles. However, the exact translation from (x1, x2) to (s, r)
is somewhat tricky due to the periodic boundary condi-
tions. The sum over s in (14) runs over all integer values
0 ≤ s < 2N while the sum over r in (15) runs over all
integer (or half-integer) values for the case of even (odd)
s such that −N/2 < r ≤ N/2. The mapping functions X1
and X2 are given by
X1(s, r) =
(
(s+ r)/2 +N
)
mod N, (16)
X2(s, r) =
(
(s− r)/2 +N
)
mod N (17)
using the integer modulo operation to map the final values
to the set {0, . . . , N − 1}. Using these mapping functions
in (15) implies that we take the difference x1 − x2 with
respect to the periodic boundary conditions, e. g. if x1 is
close to one boundary and x2 to the other boundary we
map x2 behind the first boundary by adding or remov-
ing N and compute the difference r = x1 − x2 after the
mapping such that r always obeys −N/2 < r ≤ N/2. In
other words the square domain for (x1, x2) is mapped to a
rectangle with its longer side parallel to the diagonal and
its constant width orthogonal to the diagonal such that
points outside the initial square have been mapped from
the square to the rectangle by periodic boundary condi-
tions. We choose for s twice the center of mass in order
to assure integer values for this quantity. Therefore for a
typical cigar-shape state, rather strongly delocalized in s
along the diagonal but stronger localized in r orthogonal
to the diagonal, we expect roughly ξCM ≈ 2 ξx but this re-
lation does not need to hold for other shapes of localized
states.
We furthermore introduce the average particle distance
by the expectation value :
drel =
2N−1∑
s=0
∑
−N/2<r≤N/2
|r| |ψ(X1(s, r), X2(s, r))|2 (18)
and due to the use of the mapping functions (16) and (17)
this quantity also takes into account the periodic bound-
ary conditions when measuring the distance between the
two particles.
Finally we introduce the inverse participation ratio in
energy representation by
ξE =
(
s
∑
ν
|χν,ν |4 + 4
∑
ν1>ν2
|χν1,ν2 |4
)−1
(19)
with s = 1 for bosons and s = 0 for fermions, and us-
ing the wave function in energy representation (6). The
factor 4 for ν1 > ν2 is due to the modified coefficient√
2χν1,ν2 associated to the (anti-)symmetrized basis states
(|φν1 φν2 > ±|φν2 φν1 >)/
√
2 when rewriting (6) in its
(anti-)symmetrized form. The quantity ξE essentially mea-
sures the number of non-interacting product eigenstates
(of H0) which contribute to the state |ψ>. Note that ξE
is defined in terms of a two-particle density while ξx uses
a one-particle density.
As explained in the last section we employ the Green
function Arnoldi method for various system sizes N , dis-
order strengths W with the Arnoldi dimension nA = 1000
to compute about ∼ 650 eigenstates with energies either
close to E = 0 or E = 1. In this section we limit ourselves
to U = 2 and the case of the Hubbard interaction UR = 1.
Figure 1 shows for certain cases with 200 ≤ N ≤ 5000
color density plots of typical rather strongly delocalized
two-particle eigenfunctions of the TIP Hamiltonian (1)
with values of ξx and ξCM rather close to the system size
N despite the fact that the choice of the disorder param-
eter implies approximately N ≈ 11L1 (for the cases with
N ≤ 1000) or even N ≈ 27L1 (for the case N = 5000).
These states are more concentrated close to the diagonal
which is confirmed by the observation that their values of
drel are comparable to L1. Furthermore, the internal struc-
ture of the eigenfunctions is quite complicated with many
holes also close to the diagonal. Sometimes, especially for
E = 1, one can see certain horizontal and vertical struc-
tures which indicate a contribution of a non-interacting
product eigenstate where L1 for one particle is consider-
ably stronger or weaker than L1 for the other particle. The
values of ξE are always very clearly above unity, indicat-
ing a strong mixing or delocalization, We mention that the
precise form for other examples of delocalized eigenstates
varies very strongly, with a rich structure and sometimes
even the overall cigar-shape along the diagonal is not very
clearly visible.
For comparison we show in Figure 2 for the same pa-
rameters as in Figure 1 typical localized product eigen-
states where ξE is rather precisely unity and where both
particles are localized far away such that the interaction
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Fig. 1. Density plot of typical delocalized eigenfunctions of
(1) for U = 2, UR = 1, energies close to E = 0 (left) or
E = 1 (right), and W = 0.75, N = 5000 (first row), W = 1,
N = 1000 (second row), W = 1.5, N = 500 (third row),
W = 2.5, N = 200 (fourth row). The values of ξx, ξCM, ξE ,
and drel are: first row: left: ξx = 3044.00, ξCM = 4993.33, ξE =
221.53, drel = 288.11, right: ξx = 2977.21, ξCM = 6033.04,
ξE = 167.82, drel = 344.77, second row: left: ξx = 773.54,
ξCM = 1336.25, ξE = 100.99, drel = 99.65, right: ξx = 804.24,
ξCM = 1623.51, ξE = 94.32, drel = 129.13, third row: left:
ξx = 305.00, ξCM = 505.15, ξE = 55.83, drel = 55.94, right:
ξx = 215.75, ξCM = 378.44, ξE = 55.35, drel = 57.65, fourth
row: left: ξx = 79.89, ξCM = 108.19, ξE = 38.10, drel = 19.01,
right: ξx = 95.11, ξCM = 158.41, ξE = 42.09, drel = 16.21. The
two axes correspond to the two particle positions x1 and x2.
Red/green/blue corresponds to maximum/medium/minimum
values of |ψ(x1, x2)|.
Fig. 2. Density plot of typical localized product eigenfunctions
of (1) with ξE = 1 (with a numerical error below 10
−7) for
U = 2, UR = 1, energies close to E = 0 (left) or E = 1 (right),
and same values of W and N as in Figure 1 for corresponding
rows. The values of ξx, ξCM, and drel are: first row: left: ξx =
125.35, ξCM = 395.36, drel = 1947.08, right: ξx = 57.42, ξCM =
264.38, drel = 1898.33, second row: left: ξx = 51.81, ξCM =
73.02, drel = 290.64, right: ξx = 27.80, ξCM = 105.41, drel =
408.16, third row: left: ξx = 18.40, ξCM = 23.67, drel = 133.56,
right: ξx = 32.86, ξCM = 92.06, drel = 231.51, fourth row:
left: ξx = 8.20, ξCM = 9.24, drel = 80.91, right: ξx = 10.59,
ξCM = 11.82, drel = 92.01. The two axes correspond to the two
particle positions x1 and x2. Red/green/blue corresponds to
maximum/medium/minimum values of |ψ(x1, x2)|.
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does not significantly influence these type of states. The
Green function Arnoldi method has apparently no prob-
lem in correctly identifying such states, which form actu-
ally the majority of found eigenstates for N  L1. Their
values of ξx and ξCM are comparable to L1 while now drel,
the average particle distance, is significantly larger than
L1. Sometimes, especially for E = 1, one can see that the
one-particle localization length for one particle is consid-
erably larger than for the other particle. We mention that
for these kind of states the values of ξx and ξCM exhibit
still quite large statistical fluctuations (but still compa-
rable to L1) due to the fluctuations of the IPR for the
one-particle 1d-Anderson model without interaction.
We also determined the wave function ψ¯(k1, k2) in mo-
mentum representation obtained by a standard 2d-discrete
Fourier transform from ψ(x1, x2) and with discrete values
kj = 2pipj/N , pj = 0, . . . , N − 1 for the momenta. Fig-
ure 3 shows density plots of this quantity for the same
eigenstates of Figure 1 (for corresponding panels). The
amplitudes in momentum representation are maximal for
momenta close to the Fermi surface of the 2d tight-binding
model (without disorder/interaction), i. e. −2 cos(k1) −
2 cos(k2) ≈ E for the two cases E = 0 (square form with
sides parallel to the diagonals) or E = 1 (a closed curve a
bit similar to but still different from a circle).
To understand this we remind that in the weak dis-
order limit the one-particle eigenfunctions φν(x) of the
1d-Anderson model (2) have quite well defined momenta
k with ν ≈ −2 cos(k) and the momentum fluctuations
due the finite localization length ∼ L1 are of order ∆k ∼
1/L1 [25] implying a one-particle (disorder-induced) Breit-
Wigner width ΓW ∼ 1/L1 such that momenta with |ν +
cos(k)| < ΓW contribute to the discrete Fourier expan-
sion of φν(x). Furthermore, in energy representation (6) of
a two-particle eigenstate essentially only non-interacting
product eigenstates with |E− (ν1 + ν2)| < ΓU contribute
where ΓU is the (interaction induced) Breit-Wigner width
roughly given by ΓU ∼ c(U)/L1 with a function c(U) ∼
|U | for small to modest values of |U | [23,42].
In total this implies that in momentum representation
momenta obeying |E + 2 cos(k1) + 2 cos(k2)| < Γtot con-
tribute to the two-particle eigenstate of (1) where Γtot ≈
ΓU + 2ΓW ∼ 1/L1 ∼ W 2 is somewhat the total momen-
tum Breit-Wigner width. The dependence of this width
on L1 or W is very clearly visible in Figure 3 with quite
sharply defined curves for W = 0.75 (top panels in Fig-
ure 3) and quite thick curves for W = 2.5 (bottom panels
in Figure 3). For the case E = 0 the effective width close
to the corners of the square (with one momentum close to
pi and the other one close to 0 or 2pi) seems strongly en-
hanced which can be understood by the strongly reduced
one-particle localization length L˜1 ≈ L1 sin2(k1,2)  L1
for both particles implying a strongly enhanced momen-
tum uncertainty and therefore increasing the effective value
of ΓW .
To illustrate the effect of the interaction induced Breit-
Wigner width ΓU we show in Figure 4 density plots of the
wave function in energy representation (6) for the same
eigenstates of Figure 1 (for corresponding panels). The
Fig. 3. Density plot in momentum representation of the eigen-
states of (1) of Figure 1 (same eigenstates for correspond-
ing panels). The two axes correspond to the two particle
momenta k1 and k2. Red/green/blue corresponds to maxi-
mum/medium/minimum values of |ψ¯(k1, k2)| with ψ¯(k1, k2)
being the discrete Fourier transform of ψ(x1, x2).
two axes correspond the one-particle energies ν1 and ν2
with a pixel size corresponding to the average level spacing
of ν in the band-center of (2) for the three bottom panels
with N ≤ 1000. In this way in average a pixel corresponds
approximately to one value of ν . However, due to fluc-
tuations of the one-particle energies and a reduced level
spacing at the band edges there is a slight coarse-graining,
with either some empty cells or a few values of ν for other
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Fig. 4. Grey scale density plot in one-particle energy represen-
tation (6) of the eigenstates of (1) of Figure 1 (same eigenstates
for corresponding panels). Both axes correspond to the (one-
particle) energies ν1 and ν2 of the two particles. The pixel size
corresponds to the average level spacing in the band center of
non-interacting one-particle energies ν (cases with N ≤ 1000,
second to fourth rows). This representation implies a slight
coarse-graining if due to fluctuations several one-particle en-
ergies correspond to the same cell. The pixel size for the case
N = 5000 (top row) corresponds to 5 times the average level
spacing in the band center implying a stronger coarse-graining
for a better visibility. Black/grey/white corresponds to maxi-
mum/medium/minimum values of |χν1,ν2 |.
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Fig. 5. Pairwise cross dependence of the four quantities ξx/L1,
ξCM/L1, drel/L1 and ξE computed for the 657 eigenstates with
energies closest to E = 0 for one particular disorder realization
of the Hamiltonian (1) for U = 2, UR = 1, N = 2000 and
W = 1. L1 is the corresponding one-particle localization length
L1 = 105. Each of the panel shows the dependence of one
of these four quantities on one of the other three quantities
providing 6 combinations.
cells. For the case N = 5000 with such a representation
the black pixels for maximum values would only be barely
visible. Therefore we have applied for this case (shown in
the top panels) a somewhat stronger coarse-graining us-
ing a pixel size of 5 times the average level spacing in the
band center.
One can clearly see that the maximal contributions in
energy representation correspond to the lines E ≈ ν1+ν2
confirming the expected condition |E − (ν1 + ν2)| < ΓU
with the interaction induced Breit-Wigner width ΓU . Fur-
thermore, one can also observe that the effective width
of the lines increases with decreasing values of L1 (or in-
creasing values of W from top to bottom panels) which
is in qualitative agreement with ΓU ∼ 1/L1 ∼ W 2 which
is similar to the width Γtot visible in Figure 3 but still
with a considerably smaller numerical prefactor for ΓU
as compared to Γtot. We note that in principle, and with-
out the coarse-graining, the quantity ξE would correspond
the number of black pixels in Figure 4. This figure clearly
confirms the Breit-Wigner type “energy space localiza-
tion” one can find in random band matrix models with
a strong diagonal [16,17,18] even though the interaction
dependence of ΓU for the TIP problem is different as pre-
dicted in such models due to the (somewhat incorrect) as-
sumption of random uniform distributions of interaction
coupling matrix elements for the latter.
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The physical picture of the TIP delocalization effect
described in [10] is that the delocalized TIP eigenstates in
position representation show also a strong delocalization
in energy representation and contain only non-interacting
pair eigenstates where both particles have a typical dis-
tance ∼ L1. Other non-interacting pair eigenstates with
particles distances  L1 are essentially untouched by the
interaction and are therefore perfectly localized in en-
ergy representation with ξE = 1. Figure 5 illustrate these
points rather clearly by showing the cross-dependencies of
all combinations between two of the four quantities ξx/L1,
ξCM/L1, drel/L1 and ξE obtained from 657 eigenstates
with energies close to E = 0 for one particular disorder re-
alization of the Hamiltonian (1) for N = 2000 and W = 1.
The two quantities ξx and ξE seem to be loosely corre-
lated in the sense that large values of ξE imply larger val-
ues of the ratio ξx/L1 but there are statistical fluctuations
with ξx/L1 being large for modest values of ξE and vice-
versa. For example the eigenstate with maximal ξE ≈ 120
corresponds to ξx ≈ 11L1 while there is another eigen-
state with a considerably smaller value ξE ≈ 25 and still
ξx ≈ 12L1. Localized pair states with ξE ≈ 1 correspond
to small values of ξx/L1 of order unity but statistical fluc-
tuations of the one-particle IPR allow for values up to 4-5
of the latter. The behavior for the dependence of ξCM on
ξE is rather similar with values of ξCM that are roughly
twice the values of ξx.
The dependence of the average particle distance drel on
ξE is rather clear. Large values of drel  L1 are only possi-
ble for ξE ≈ 1 corresponding to pair localized eigenstates
and large values of ξE imply values of drel/L1 between 1-2.
The two quantities ξCM and ξx are rather well cor-
related and the expected behavior ξCM ≈ 2ξx is indeed
quite well verified in average. However, also here we ob-
serve some significant statistical deviations, probably due
to some particular effects of the shape of the eigenstate,
if it is closer to a cigar form or a more bulky shape.
The dependence of ξx (ξCM) on drel is somewhat sim-
ilar to the dependence of ξE on drel, i. e. large values
ξx  L1 (ξCM  L1) require drel ∼ L1 and large values
drel  L1 correspond to ξx ∼ L1 (ξCM ∼ L1). However,
the statistical fluctuations with respect to these two limits
are considerably stronger as compared to the dependence
of ξE on drel.
The results for exact eigenstates of large TIP systems
shown in this section illustrate and confirm quite clearly
many of the physical properties concerning the TIP en-
hancement of the one-particle localization length as de-
scribed in the early work [10,16,17,18] provided that the
functional dependence of the Breit-Wigner width is cor-
rected taking into account realistic distributions of the
interaction coupling matrix elements [23,25,42].
Higher quality gif files for the different panels of Fig-
ures 1 to 4 including color versions for the panels of Fig-
ure 4 are available for download at [50].
4 Scaling of IPR
In this section we present and discuss results for the pa-
rameter dependence on disorder, interaction strength and
range of the three IPR quantities ξx, ξCM and ξE ob-
tained from effective averages and finite size scaling of
several disorder realizations. For this we compute appro-
priate finite size (harmonic) averages of these quantities
for a selection of relevant TIP eigenstates corresponding
to particle distances ∼ L1 for which the interaction in-
duced enhancement effect is expected to be best visible
[10]. Explicitely, the relevant eigenstates are selected as
the fraction L1/N of eigenstates with maximal values of
ξE , the IPR in energy representation. This choice seems
preferable to us since ξE measures most directly the inter-
action induced delocalization effect while ξx and ξCM are
also influenced by the rather considerable statistical fluc-
tuations of the one-particle localization lengths of the non-
interacting product eigenstates. Actually Figure 5 shows
that correlations of ξx (or ξCM) with ξE are rather loose
and therefore the eigenstates with maximal ξE are not
exactly the same as those with maximal ξx.
In absence of interaction we have precisely ξE = 1
for all eigenstates and in order to be able to determine
the set of relevant states for this particular case we chose
U = 10−5 and not exactly U = 0 as reference value for
“vanishing interaction strength”. The small interaction
value does not significantly modify the values of the IPR
quantities but it ensures small differences of ξE allowing
to distinguish between the relevant eigenstates with ξE
slightly above unity, typically ξE − 1 ∼ 10−3, and non-
relevant states corresponding to precisely ξE = 1.
For each parameter set of N , W , U , UR and E we com-
puted about ∼ 650 two-particle eigenstates (per disorder
sample) by the Green function Arnoldi method using the
Arnoldi dimension nA = 1000 and for 10 different disor-
der realizations providing ∼ 6500 eigenstates in total per
parameter set. For a fixed value of N and different other
parameters we always chose the same 10 disorder realiza-
tions, with the precision that “same disorder realization”
for two different disorder values W means a uniform scal-
ing factor between the two disorder configurations. Then,
as already explained, we selected for each sample the frac-
tion of L1/N eigenstates with maximal values of ξE as rel-
evant states. Using these selected states we computed the
inverse average (harmonic mean) to obtain the (inverse)
size dependent “average values” for the three quantities
ξx, ξCM and ξE . The corresponding statistical errors are
typically between 1% and 3% and strangely here the rel-
ative errors are somewhat larger for stronger disorder or
smaller interaction values.
For each set of different values of E, U , UR, and even-
tual boson or fermion case, we determined the disorder
dependent “infinite size” IPR by the procedure of one-
parameter finite size-scaling [2,3,4] by fitting the data to
a universal scaling function f by :
ξ(N)
N
= f
(
ξ(∞)
N
)
(20)
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Fig. 6. Illustration of the scaling procedure to determine the
three inverse participation ratios ξx, ξCM and ξE at infinite
system size. Top left panel shows (in a double logarithmic
scale) the rescaled finite size IPR ξx(N)/N versus 1/N (left
set of curves) and versus ξx(∞)/N (right set of curves) with
ξx(∞) determined such that the data points are closest to a
single scaling curve (approximately) shown by the blue curve
corresponding to the fit (32). Top right (bottom left) panel
shows the scaling for ξCM (ξE). The interaction strength is
U = 2, corresponds to the Hubbard short range interaction
and the approximate energy is E = 0. The used disorder val-
ues are W = 0.75, 0.875, 1, 1.25, 1.5, 1.75, 2, 2.5, 3, 4, 5, 6, 7
with W = 0.75 for the top curve and W = 7 for the bot-
tom curve. The range of system sizes is 100 ≤ N ≤ Nmax
with Nmax = 500 (for largest values of W ) or Nmax = 2000
(for smallest values of W ). For W = 0.75 also one data
point with N = 3000 has been computed. For the scaling
procedure only data points with N ≥ 2L1 have been used
and are visible in top and bottom left panels. Bottom right
panel shows (in a double logarithmic scale) the three infi-
nite size IPR quantities obtained by finite size scaling versus
L1 = 105/W
2 (discrete data points). The continuous curves
in this panel correspond to the fits: ξCM = a2 L1 + b2 L
γ2
1
with a2 = 3.10 ± 0.12, b2 = 0.098 ± 0.038, γ2 = 2.01 ± 0.09
(top blue curve), ξx = a1 L1 + b1 L
γ1
1 with a1 = 3.00 ± 0.12,
b1 = 0.043 ± 0.024, γ1 = 2.04 ± 0.12 (middle green curve)
and ξE = a3 + b3 L
γ3
1 with a3 = −7.0 ± 1.6, b3 = 10.4 ± 1.4,
γ3 = 0.35± 0.03 (lower red curve).
where ξ(N) represents one of the three (size and disorder
dependent) IPR quantities (ξx, ξCM or ξE) and ξ(∞) is
the (disorder dependent) infinite size limit of ξ(N) to be
determined by the scaling procedure. Details of our imple-
mentation of this procedure are explained in Appendix A.
Concerning W and N we choose values in the range
0.75 ≤ W ≤ 7 (see caption of Figure 6 for the precise
values) and Nmin = 100 ≤ N ≤ Nmax with Nmax = 500
(for largest values of W ) or Nmax = 2000 (for smallest
values of W ). For W = 0.75 (and U = 2, UR = 1, E = 0)
also one data point with N = 3000 has been computed.
For these parameters the scaling procedure works actually
very well for ξx and ξCM as can be seen in the top panels
of Figure 6 valid for U = 2, UR = 1 and E = 0, and pro-
vided we only use data with N ≥ 2L1, (e. g. N ≥ 380 for
W = 0.75) according to the discussion in Appendix C for
the validity condition of the scaling approach. The scaling
curves for these two quantities are very nice and we ob-
tain reliable results for ξx(∞) and ξCM(∞) with relative
errors between 6% and 8% for the smallest disorder value
W = 0.75 (see Appendix A for the computation method
of these errors). We mention that the few data points with
N < 2L1 (not shown in Figure 6) for the smallest values
of W and N are clearly below/outside the main scaling
curve and do not obey one-parameter scaling.
The scaling for the third IPR quantity ξE only works
approximately for still larger values N ≥ 4L1 (bottom left
panel of Figure 6) but since ξE is not defined in terms of
spatial positions we do not expect the scaling to be perfect.
However, here the data for larger values of N fall well on
the lower linear part of the scaling curve where f(x) ≈
x for small x corresponding to ξE(N) ≈ ξE(∞). Since
the scaling procedure optimizes just for this linear region
it provides therefore correct results for the extrapolated
infinite size values of ξE .
The bottom right panel of Figure 6 shows the depen-
dence of the obtained infinite size IPR values on L1 =
105/W 2 (for U = 2, UR = 1 and E = 0). For the two cases
ξx and ξCM the power law fit with finite size correction:
ξx = a1L1 + b1L
γ1
1 and ξCM = a2L1 + b2L
γ2
1 works very
well with both exponents γ1 = γ2 = 2 within the margin
of error (see caption of Figure 6 for complete fit results)
implying the scaling ξx,CM ∼ L21 for the limit L1 → ∞.
For ξE a modified power law fit with a constant term:
ξE = a3 + b3L
γ3
1 works very well with γ3 = 1/3 (and a
negative value of a3) within the margin of error implying
the scaling ξE ∼ L1/31 for L1 →∞. This scaling is clearly
below the estimation ξE ∼ L21 obtained in [16,17,18] from
the simplified band matrix model with preferential ba-
sis combined with the (incorrect) assumption of random
and uniform distributions for the interaction coupling el-
ements. We will come back to this point in Section 6.
These first results are however specific to the case
U = 2, UR = 1 and E = 0. Figure 7 shows for E = 0 and
E = 1 the dependence of the enhancement factors ξx/L1,
ξCM/L1, and of ξE (all obtained by finite size scaling) on
L1 for UR = 1 and several values of 0 < U ≤ 2 including
the reference value U = 10−5 for “vanishing interaction
strength”. For the energy E = 0 the IPR values increase
with increasing interaction strength and the dependence
ξx,CM/L1 ∼ L1+const. only applies to the strongest inter-
action values U = 1.5 and U = 2 while for smaller interac-
tion values the behavior is sublinear. The behavior of ξE
is always clearly sublinear and for the smallest interaction
values one may even observe a saturation with increas-
ing L1. For the other energy E = 1 the situation is more
complicated. First the dependence of ξx,CM is not clearly
monotonic for all shown interaction values and a linear
behavior is only observed for ξCM/L1 but here for a larger
interval 0.75 ≤ U ≤ 2 of interaction values. Furthermore
both ξx/L1 and ξCM/L1 seem not to depend strongly on
the interaction for this interval. For ξE the behavior is also
sublinear but for U = 2 the exponent γ3 (of the power law
fit with constant term) is close to 1/2 within the margin
12 K. M. Frahm: Eigenfunction structure and scaling of two interacting particles
 0
 2
 4
 6
 8
 10
 12
 14
 0  50  100  150  200
ξ x/
L 1
L1
E=0
U=10-5
U=0.25
U=0.50
U=0.75
U=1.00
U=1.50
U=2.00
 0
 5
 10
 15
 20
 25
 30
 0  50  100  150  200
ξ C
M
/L
1
L1
E=0
U=10-5
U=0.25
U=0.50
U=0.75
U=1.00
U=1.50
U=2.00
 0
 20
 40
 60
 0  50  100  150  200
ξ E
L1
E=0
U=10-5
U=0.25
U=0.50
U=0.75
U=1.00
U=1.50
U=2.00
 0
 2
 4
 6
 8
 10
 12
 14
 0  50  100  150  200
ξ x/
L 1
L1
E=1
U=10-5
U=0.25
U=0.50
U=0.75
U=1.00
U=1.50
U=2.00
 0
 5
 10
 15
 20
 25
 30
 0  50  100  150  200
ξ C
M
/L
1
L1
E=1
U=10-5
U=0.25
U=0.50
U=0.75
U=1.00
U=1.50
U=2.00
 0
 20
 40
 60
 0  50  100  150  200
ξ E
L1
E=1
U=10-5
U=0.25
U=0.50
U=0.75
U=1.00
U=1.50
U=2.00
Fig. 7. Dependence of the three quantities ξx/L1 (top panels),
ξCM/L1 (center panels) and ξE (bottom panels), obtained by
finite size scaling, on the one-particle localization length L1 =
105/W 2 for the same disorder values used in Figure 6, the
interaction values U = 10−5, 0.25, 0.5, 0.75, 1, 1.5, 2 for the
Hubbard interaction and the two energy values E = 0 (left
panels) and E = 1 (right panels).
of error (instead of 1/3 for E = 0). The discussion of the
particular case U = 10−5 ≈ 0 (curve closest to the bottom
of each panel) is given in Appendix B.
We have also studied the case of longer interaction
ranges with 2 ≤ UR ≤ 5 for a uniform interaction strength
U = 2 and both boson and fermion cases with the results
shown in Figures 8 and 9. For comparison both figures
also show data for the reference value U = 10−5 with
UR = 1 (or UR = 2) for bosons (fermions). For bosons
the results are rather similar to the case U = 2 of Fig-
ure 7 with somewhat larger enhancement factors ξx/L1,
ξCM/L1 for longer interaction ranges and a dependence on
L1 between sublinear and linear. For ξE the delocalization
effect happens quite abruptly already for quite small val-
ues of L1 for the largest interaction range UR = 5 and
seems to follow a shifted linear dependence. The power
law fits with constant term, ξE = a3 + b3 L
γ3
1 , provide for
the range 20 ≤ L1 ≤ 200 and for bosons γ3 = 0.62± 0.05
(γ3 = 0.89 ± 0.05) for E = 0 (E = 1). For fermions the
results are a bit similar to the boson case but with the
strongest enhancement corresponding either to UR = 5
or UR = 2. Here the same type of fits for ξE provide
γ3 = 0.50± 0.07 (γ3 = 0.70± 0.09) for E = 0 (E = 1).
In Figure 10 the interaction dependence of the en-
hancement factors ξx(U)/ξx(0), ξCM(U)/ξCM(0), and of
ξE(U) for UR = 1 and several disorder values is shown
where ξx(0) and ξCM(0) have been computed using the
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Fig. 8. Dependence of the three quantities ξx/L1 (top panels),
ξCM/L1 (center panels) and ξE (bottom panels), obtained by
finite size scaling, on the one-particle localization length L1 =
105/W 2 for the same disorder values used in Figure 6, the
interaction value U = 2 with the boson case and interaction
ranges UR = 1, 2, 3, 4, 5 and the two energy values E = 0 (left
panels) and E = 1 (right panels). For comparison also the data
for U = 10−5 and UR = 1 are shown.
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Fig. 9. Same as Figure 8 but for the fermion case with UR =
2, 3, 4, 5 and the additional data for U = 10−5 corresponds to
UR = 2.
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Fig. 10. Interaction dependence of the three quantities
ξx(U)/ξx(0) (top panels), ξCM(U)/ξCM(0) (center panels) and
ξE(U) (bottom panels) obtained by finite size scaling for 0 <
U ≤ 12, the Hubbard interaction and the two energy values
E = 0 (left panels) and E = 1 (right panels). The reference
values ξx(0) and ξCM(0) have been computed using the in-
teraction value U = 10−5 ≈ 0. Note that the corresponding
reference value for ξE at U = 10
−5 is numerically very close
to unity: |ξE(0) − 1| < 10−3. The different curves correspond
to different disorder values (same values as in Figure 6) with
W = 0.75 for the top curve and W = 7 for the bottom curve.
All panels show error bars for data in the range 2 ≤ U ≤ 4.
interaction value U = 10−5 ≈ 0. For E = 0 the interac-
tion induced enhancement sets already in for U ≥ 0.1 with
enhancement factors between 10-15 and ξE ≈ 20. Then
there is a region of maximum enhancement 2 ≤ U ≤ 4
with enhancement factors between 22-30 and ξE ≈ 60.
Then for U > 4 the enhancement factors and ξE decay
(at U = 12) to values between one third and one half of
the maximum values at U = 3-4 in agreement with the
predicted vanishing of the enhancement effect for U  1
predicted in [25]. For E = 1 the overall behavior is similar
but the effect of a strong enhancement already at U = 0.1
is even stronger and the maximum region is extended to
0.5 ≤ U ≤ 4. However, the maximum enhancement fac-
tors are reduced to values 12-13 due to enhanced values of
ξx(0) and ξCM(0). We remind that, according to Figure 7,
the enhancement factor for E = 1 is comparable or even
slightly larger as the case E = 0 when it is measured with
respect to L1 and not to ξx(0) or ξCM(0).
We mention that for U = 2, UR = 1 we also computed
two set of data points at very small disorder W = 0.5 and
W = 0.625 with 100 ≤ N ≤ Nmax = 2000. It turns out
that the scaling for this additional data is very problematic
and the scaling curve for W = 0.5 does not even overlap
(in vertical direction) with the previous curves such at
best one could try a scaling with an extrapolation of the
last scaling curve. Due to this we omit these data sets and
limit ourselves to W ≥ 0.75 as far the IPR quantities are
concerned.
The results of this section clearly that show the inter-
action induced enhancement of the two-particle localiza-
tion length, measured by ξx/L1 and ξCM/L1 using optimal
interaction values, behaves as ∼ L1+const.
5 Green function localization length
In this section we consider the boson case with the Hub-
bard interaction UR = 1 and open boundary conditions
(in contrast to the eigenfunction calculations of the last
two sections with periodic boundary conditions) and we
study the localization length defined by the exponential
decay of the projected Green function G¯(x, y) given as
< x, x|G|y, y > between configurations where both parti-
cles are on the same site x or y. First, one should note that
even though the computational methods for the projected
Green function used in [40,41] are different, less effective
than our method based on Eq. (11) (see Section 2), they
should provide identical results provided that the numer-
ical implementation is stable and sufficiently accurate.
Let us assume that we have computed the projected
Green function for many different disorder realizations of
samples of size N , for identical other parameters (E, U ,
etc.) and for some values x close to one border at 0 and y
being close to the other border at N − 1. Then we define
the rather general length scale LG depending on several
parameters by
1
LG(x, y,N, κ)
= −
〈
1
y − x ln
( |G¯(x, y)|
|G¯(x, x)|κ
)〉
W
(21)
where 〈(· · · )〉W represents the ensemble average with re-
spect to different disorder realizations. The parameter κ
is chosen either 1 or 0 depending if we want to take into
account or not a finite size correction by the extra con-
tribution of |G¯(x, x)| in the denominator. Furthermore,
let L−1av (x,N, κ) be defined as the average of (21) with
respect to 10% of y-values close to the second border
N − 1, i. e.: N − N/10 ≤ y < N . The hope behind this
average in y is to reduce short range fluctuations in the
projected Green function due to the ballistic behavior for
small length scales and small disorder values. In [42] we
used the quantity
L2(N) = Lav(N/20, N, 1) (22)
using the average for y, the position x = N/20 and the
choice with denominator |G¯(x, x)| to define “the” finite
size two-particle Green function localization length called
L2. In [40] the quantity LG(0, N − 1, N, 0) was used, i. e.
using the choice x = 0, y = N − 1 and without the de-
nominator |G¯(x, x)| while in [41] apparently the quantity
LG(p,N − 1 − p,N, 0) (or similar) was used where both
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positions x and y are taken slightly inside the sample (at
x = p and y = N − 1− p for some suitable small value of
p) to reduce possible boundary effects.
In the limit of samples in the strongly localized regime,
with N being much larger than the two-particle localiza-
tion length, and assuming only small particular bound-
ary effects (a problematic assumption as we will see) one
would expect that LG and Lav provide identical localiza-
tion lengths for reasonable parameter choices for the two
positions x, y and the parameter κ = 0 or 1. However,
in realistic situations, when trying to compute the infinite
size localization length by finite size scaling and for small
disorder values, the size N is comparable or even quite
smaller than the two-particle localization length. In this
regime the precise choice of parameters x, y and κ may
indeed have an important impact on the results.
To test the effect of this we have therefore simultane-
ously computed eight quantities LG(0, N − 1, N, κ) (both
positions at the boundary), LG(N/20, N−1−N/20, N, κ)
(both positions 5% inside the boundary), Lav(0, N, κ) (x
at the boundary and 10% average for y at the other bound-
ary), and Lav(N/20, N, κ) (x 5% inside the boundary and
10% average for y at the other boundary), for both values
κ = 0 and κ = 1, several interaction values, and E = 0 or
E = 1.
Then we have applied finite size scaling, using the au-
tomatic procedure described in appendix A, to the raw
data to determine the associated infinite size localization
lengths for each quantity. For this we used 15 disorder
values in the range 0.5 ≤ W ≤ 7 (see caption of Fig-
ure 11 for precise values) and system sizes in the range
Nmin = 50 ≤ N ≤ Nmax with Nmax = 215 (for largest
values of W ) and Nmax = 2000 (for smallest values of
W ). The density of N -values corresponds to an approxi-
mate factor of 1.2 between two neighbor values of N . For
the scaling procedure we also limited ourselves to data
points with N ≥ 1.5L1 since according to the discussion
of Appendix C N must be larger than L1 for the valid-
ity of the one-parameter scaling hypothesis. The average
over different disorder realization has been performed up
to a precision of 1% or better for six interaction values
U ∈ {0.25, 0.5, 0.75, 1, 1.5, 2} which requires 20 samples
for W = 7 at N = 215, E = 0 (minimum number) and
≈ 1.3× 105 samples for W = 0.5, N = 50, E = 1 (maxi-
mum number).
For E = 0 we find that for all eight cases the scal-
ing procedure works very well with well defined scaling
curves. The 4 cases with one or two positions exactly at the
boundary produce (for smallest values of W ) rather con-
siderable variations of the infinite size localization length
while the values for the 4 cases with one or two positions
5% inside the boundary are somewhat smaller but also
closer together. Furthermore, the cases κ = 1 [i.e. “with”
the denominator |G¯(x, y)| in (21)] produce at same sys-
tem size N larger values as the cases with κ = 0 which
is not a problem as such if after finite size scaling the re-
sults are coherent. However, due to this for κ = 1 the
scaling curves for small W are a bit lower (not in the flat
regime of the scaling curve) with stronger slopes such the
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Fig. 11. Illustration of the scaling procedure to determine
the Green function two-particle localization length L2 at
infinite system size for U = 2 and energy values E = 0 (left
panel) and E = 1 (right panel). Both panels show (in a
double logarithmic scale) L2(N)/N versus 1/N (left set of
curves) and versus L2(∞)/N (right set of curves) with L2(∞)
determined such that the data points are closest to a single
scaling curve (approximately) shown by the blue curve corre-
sponding to the fit (32). L2(N) has been computed from (22)
as explained in the text. The used disorder values are W =
0.5, 0.625, 0.75, 0.875, 1, 1.25, 1.5, 1.75, 2, 2.5, 3, 4, 5, 6, 7
with W = 0.5 for the top curve and W = 7 for the bottom
curve. The used values for the system size N are between
Nmin = 50 and Nmax = 215 (for largest values of W ) and
Nmax = 2000 (for smallest values of W ). Only data points
with N ≥ 1.5L1 have been used for the scaling procedure and
are shown in the figure.
scaling is more reliable. For E = 1 the situation is some-
what similar but here the two cases without average for
the y-position and with both positions at the boundary
do not scale correctly and the individual curves cannot be
matched to one scaling function (for U = 2). The other
six cases with either average or positions 5% inside the
boundary produce rather nice scaling curves but here the
condition N ≥ 1.5L1 is indeed important, actually some-
what more important than for the case E = 0. Further-
more, for U = 0 we have the impression that the cases with
average produce a smaller variation for the dependence on
L1 which seems more reasonable to us. Therefore, in sum-
mary we choose for this work (and except the particular
cases studied in Appendix C) the case with average, with
κ = 1 and the x-position 5% inside the boundary, i. e. we
stick to our initial choice [42] with L2 given by (22).
Figure 11 illustrates the scaling procedure for this quan-
tity and the case U = 2 and both energies E = 0 and
E = 1. The quality of the two scaling curves is very im-
pressive and appears even better than the quality of the
scaling curves of the IPR quantities shown in Figure 6. The
two-particle localization lengths L2 for infinite system size
obtained from this coincide (for the case E = 0) within the
margin of error with our previous results [42] for disorder
values 1 ≤ W ≤ 7 and obtained by finite size extrapo-
lation using data with 100 ≤ N ≤ 1400. However, our
results deviate considerably from those of [40,41] which
we attribute to the limited system sizes N . 250 used in
these two works not respecting the condition N > L1 of
the one-parameter scaling approach [4] for smaller disor-
der values. A detailed analysis of this point by simulat-
ing different scaling scenarios for limited system size and
other parameters used in (21) is given in Appendix C. In
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Fig. 12. Enhancement factor L2/L1 versus L1 = 105/W
2
for U = 0, 0.25, 0.5, 0.75, 1, 1.5, 2 and energy E = 0 (E = 1)
for left (right) panel. The used disorder values W are as in
Figure 11.
this appendix also discrepancies between [40] and [41] are
explained by another scaling related problem.
In the following (and except Appendix C) the quan-
tity L2 always denotes the infinite size localization length
obtained by finite size scaling from L2(N) defined in (22).
Figure 12 shows the dependence of the enhancement fac-
tor L2/L1 on L1 for certain selected interaction values
in a similar way as in Figure 7. For E = 0 we see a
linear behavior for larger interaction values and sublin-
ear form for smaller interaction strengths and the over-
all dependence on U is clearly monotonic. We mention
that the approximate formula L2 ≈ L1/2 + c(U)L21 with
c(U) ≈ 0.074 |U |/(1 + |U |) suggested in [42] works rather
well for disorder values W > 1 and |U | ≤ 2 correspond-
ing to the available data of [42]. However for smaller dis-
order values, there are significant deviations due to the
cases of sublinear behavior. For E = 1 the situation is
more complicated with even stronger than linear behav-
ior for certain interaction values and the U -dependence
is not monotonic. In particular the enhancement factor
is quite reduced for U = 1 and U = 1.5 if compared to
U = 2 and U = 0.75. This strange behavior will be bet-
ter clarified below in the discussion of Figure 15. As for
the IPR quantities the discussion of the particular case
U = 0 (curve closest to the bottom of each panel) is given
in Appendix B.
The top panels of Figure 13 compare the dependence
of L2/L1, ξx/L1 and ξCM/L1 on L1 for U = 2. We see a
linear or slightly stronger than linear behavior (for E = 1
and L2/L1) with a slope for ξCM/L1 being larger than for
the other cases, roughly by factor ≈ 2 for E = 0 and a
factor ≈ 3 for E = 1. We attribute this difference between
the two energies to fact that for E = 1 the contribut-
ing non-interacting pair eigenstates to a full two-particle
eigenstates are more likely to have two very different one-
particle localization lengths and for the center of mass IPR
it is the larger of the two who dominates (contrary to ξx
where the smaller of the two dominates; see also the dis-
cussion in Appendix B). The slopes for ξx/L1 and L2/L1
are comparable but there is rather constant shift between
these quantities with ξx/L1 ≈ L2/L1 +3 which can be un-
derstood by the fact that the IPR ξx measures the local-
ization length in the main maximal part of an eigenstate
while L2 measures the exponential decay length of eigen-
states far away from the maximal part. The eigenfunction
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Fig. 13. Top panels: Comparison of the dependence of L2/L1,
ξx/L1 and ξCM/L1 on L1 for U = 2. Bottom panels: L2, ξx
and ξCM versus L1 in double logarithmic scale for U = 0 and
U = 2. The full lines for the data with U = 0 show the power
law fits C Lγ1 with the fit results: for L2, E = 0: C = 0.56±0.01,
γ = 1.02±0.01, for ξx, E = 0: C = 3.05±0.10, γ = 0.67±0.01,
for ξCM, E = 0: C = 2.76 ± 0.04, γ = 0.76 ± 0.01, for L2,
E = 1: C = 0.55 ± 0.01, γ = 0.99 ± 0.02, for ξx, E = 1: C =
3.11± 0.11, γ = 0.70± 0.02, for ξCM, E = 1: C = 2.53± 0.11,
γ = 0.94± 0.02, All panels: The used disorder values W are as
in Figure 6 (ξx and ξCM) or in Figure 11 (L2). The energy is
either E = 0 (left panels) or E = 1 (right panels). For ξx and
ξCM the reference values for vanishing interaction in bottom
panels were computed using the value U = 10−5.
structure close to the main part is indeed very complicated
with strong fluctuations enhancing somewhat ξx (see Fig-
ure 1 and corresponding discussion).
The bottom row of panels of Figure 13 show the de-
pendence of L2, ξx and ξCM on L1 for U = 0 and U = 2 in
a double logarithmic scale confirming the above observa-
tions. The case of vanishing interaction U = 0, including
the results of the power law fits for this case shown in
Figure 13, is discussed in Appendix B.
In previous numerical works (e. g. [40,41]) but also
more recently in [43], a lot of effort was devoted to char-
acterize the enhancement effect (or “absence” of it) by a
simple power law fit L2 = CW
−γ which typically pro-
vides some exponent γ somewhat larger than 2 (behavior
for absence of interaction) but still clearly below 4 (be-
havior expected if L2 ∼ L21). As already discussed in [42]
one must be very careful with such a fit which is not really
justified if there are finite size corrections corresponding
to a different behavior such as L2 = aL1 + bL
2
1 result-
ing actually in L2 ∼ W−4 when taking the formal limit
W → 0 or L1 = 105/W 2 → ∞. However, in numerical
computations such a limit may be difficult to access, es-
pecially if the constant b is rather small as compared to
a, and in order to distinguish between the two scenarios
one must carefully analyze the dependence of L2 on W ,
especially the curvature in double logarithmic scale.
In Figure 14 we show for U = 2 and E = 0 (cases with
linear behavior of the enhancement factor in Figures 7 and
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2
1 (red
line) and the power law fit CW−γ (light blue line, shifted by
a factor of 2) are shown. For the case ξE also the fit a+ bL
1/3
1
(blue curve), the asymptotic formula bL
1/3
1 (red line) and the
power law fit CW−γ (light blue line, shifted by a factor of
0.75) are shown. The fit results are for ξE : a = −8.0 ± 0.3,
b = 11.2 ± 0.2, C = 46.2 ± 1.4, γ = 0.95 ± 0.03, for ξx :
a = 2.97±0.08, b = 0.052±0.004, C = 830±60, γ = 2.60±0.07,
for ξCM : a = 3.08± 0.07, b = 0.104± 0.006, C = 1360± 110,
γ = 2.85±0.07, and for L2 : a = 0.569±0.008, b = 0.047±0.001,
C = 610± 50, γ = 3.31± 0.07.
12) the dependence of the four quantities ξx, ξCM, L2, and
ξE on disorder W in a double logarithmic scale. The case
of ξE is somewhat particular. For the other three quanti-
ties we compare the simple power law fit CW−γ with the
square polynomial fit aL1 + bL
2
1 and show for the latter
also the asymptotic limits aL1 and bL
2
1 for small or large
values of L1. For all three cases there is a clear and signif-
icant non-vanishing curvature and the square polynomial
fit works very well with a ≈ 3 for ξx and ξCM and a ≈ 0.6
for L2 while b ≈ 0.05 for ξx and L2 and b ≈ 0.1 for ξCM
also confirming the observations of Figure 13 (see caption
of Figure 14 for precise fit results).
The overall power law fit for these cases provide expo-
nents γ = 2.61 for ξx, γ = 2.86 for ξCM and γ = 3.31 for
L2. At first sight these fits appear indeed rather close to
the data points (in double logarithmic scale) but the devi-
ations are systematic and not random. Furthermore, when
the lines obtained by power law fits are slightly shifted up
one sees very clearly that the deviations are due to the
non-vanishing curvature of the data. However, if the in-
terval of available data values of W is reduced (e. g. for
2 ≤ W ≤ 5) or if the data for small W are simply invalid
(for example when using finite size scaling for too small
system sizes in the raw data) one may get the wrong im-
pression that the simple power law appears justified.
For ξE the dependence on W is quite different. Mo-
tivated by the fit result of Figure 6 with γ3 = 0.35 we
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Fig. 15. Dependence of L2(U)/L2(0) on U for E = 0 (left
panels) and E = 1 (right panels) and the disorder values W
used in Figure 11 with W = 0.5 for the top red curves and in-
creasing values of W corresponding to decreasing curves. Here
L2(U) represents the infinite size localization length obtained
by finite size scaling for the interaction strength U . Top panels
show the curves on normal scale for−8 ≤ U ≤ 8 with error bars
for data in the range 2 ≤ |U | ≤ 4 and top four curves. Error
bars for other curves are below line size. Center panels show the
zoomed range −0.15 ≤ U ≤ 0.15 (−0.01 ≤ U ≤ 0.01) for E = 0
(E = 1) on normal scale. Bottom panels show L2(U)/L2(0)−1
in logarithmic scale versus U for 10−4 ≤ |U | ≤ 102 in a log-
arithmic scale with sign corresponding to U ≤ −10−4 for the
left half and U ≥ 10−4 for the right half of the U -axis.
use here the fit ξE = a + bL
1/3
1 which gives a = −7.9
and b = 11.2 and is very accurate while the power law
fit ξE ∝ W−γ gives the exponent γ = 0.94 corresponding
ξE ∼ L0.471 and shows quite significant deviations. In all
four cases one sees that the slope of the simple power law
fit is quite different from the slope of the asymptotic be-
havior for large L1 and that the former is not sufficiently
accurate for the full interval of considered disorder values.
Even tough the square polynomial fit in L1 (for the
first three quantities) does not apply to all interaction val-
ues according to Figures 7 and 12 the analysis shown in
Figure 14 illustrates clearly the problems and limitations
associated to the simple power law fit for the disorder de-
pendence of the different types of two-particle localization
lengths.
We also studied the dependence of the infinite size
localization length L2(U) on the interaction strength U
(with L2(U) obtained by finite size scaling and not to
be confused with the finite size quantity L2(N) used in
Figures 11 and 18). Exploiting the optimization of the
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Green function expression (12) we computed simultane-
ously L2(U) with nearly no additional effort for a large
number of interaction values which are the 7 reference
values used in Figure 12, 121 values in the range 10−4 ≤
U ≤ 102 and further 121 values in the range −102 ≤ U ≤
−10−4 giving 249 different values for U . The latter two
groups are uniformly distributed in logarithmic scale for
|U |, i. e. with a constant factor 101/20 ≈ 1.122 between
two neighbor values of |U |. According to the discussion
at the end of Section 2, we used the optimized expression
(12) for the most difficult cases of smallest disorder and
N ≤ 20L1 while for some less difficult cases for large dis-
order and N > 20L1 we directly used the more expensive
matrix inversion in (11) for reasons of numerical stability.
The dependence of L2(U)/L2(0) on U for the two en-
ergies E = 0 and E = 1 is shown in Figure 15. The top
panels show this quantity in normal scale for −8 ≤ U ≤ 8
and with error bars for the top 4 curves (for smallest values
of W ) in the ranges 2 ≤ |U | ≤ 4 close to the maxima. Since
the behavior for very small interaction values appears to
be very particular, we also show (in center panels) the
zoomed region |U | ≤ 0.15 (|U | ≤ 0.01) for E = 0 (E = 1).
In bottom panels the quantity L2(U)/L2(0)− 1 is shown
in logarithmic scale versus a logarithmic scale with sign
for U , i. e. the two regions of positive and negative values
of U are both presented in logarithmic scale of |U | and
they are joined together at U = ±10−4.
For E = 0 the first observation is that the depen-
dence of L2(U)/L2(0) on U is an even function in average
but that there are small statistical fluctuations within the
margin of statistical error that do not respect this symme-
try. This behavior is easily understood theoretically since
a change of sign of U can be taken into account by replac-
ing the disorder potential according to V (x) → −V (x),
which corresponds to a different statistical sample, and by
the transformation ψ(x1, x2)→ (−1)x1+x2ψ(x1, x2) which
accounts for the change of sign of the hopping matrix el-
ement in (1). Furthermore we observe roughly a linear
behavior ∼ |U | for small |U | and a decay ∼ |U |−1 for
large |U |, which is also somehow suggested by the ana-
lytic form of the projected Green function (11) in terms
of U . We therefore confirm our above observation of Fig-
ure 10 that the enhancement effect indeed vanishes for
U  1 not only for ξx, ξCM and ξE but also for L2 in
agreement with the theoretical predictions of [25]. The
curves are maximal in the region 3 ≤ |U | ≤ 4, at least
for the smallest disorder values (top curves) where the
maxima are rather clearly visible. There is a tendency
that the maximum positions are slightly moving closer
to 0 with increasing disorder. The curves increase from
U = 0 to |U | ≈ 0.1 quite abruptly with values up to 4-5
for the two smallest disorder values. Actually, the double
logarithmic scale of bottom panels shows that there are
two different linear regimes for small and medium values
with two different slopes. For example for W = 0.5 the fit
L2(U)/L2(0) = a + b|U | in the range |U | ≤ 0.1 provides
a = 0.999±0.003 and b = 35.7±0.2 while for larger values
0.8 ≤ |U | ≤ 2 it gives a = −3.9 ± 0.4 and b = 18.1 ± 0.3
corresponding to roughly a factor of two between the two
slopes.
For the other energy E = 1 one does not expect a
symmetry between positive and negative values of U and
indeed for positive U there is for small disorder values
(top curves) a well pronounced local minimum close to
U ≈ 1.2 which is completely absent for negative values
of U . Motivated by this finding we have also computed a
few additional data points for 1 < U < 1.5 and E = 1
for the IPR quantities. These data points were included
in Figure 10 where one can see a slight reduction for a
similar U value and smallest disorder but this reduction
is also of the order of statistical fluctuations. The three
IPR quantities do not show the clear local minimum as
the Green function localization length L2 but the region
of maximum values in Figure 10 for E = 1 is quite large
which is coherent with a scenario that the minimum is
somehow smoothed out for the IPR quantities. Apart from
this the overall form of the curves in Figure 10 for E = 1,
with an enlarged U -regime for high values, is coherent
with Figure 15. Furthermore in Figure 15 for E = 1 the
behavior ∼ |U |−1 for large |U | appears to be similar as to
E = 0. For the region |U | ≤ 0.01 there is for E = 1 a slight
sublinear behavior and the power law fit L2(U)/L2(0) −
1 = C|U |γ provides for 0 < U ≤ 0.01 and W = 0.5
the values C = 6.62± 0.10 and γ = 0.830± 0.003 and for
−0.01 ≥ U > 0 the values C = 5.65±0.10 and γ = 0.812±
0.003. The differences between the two cases are due to a
slight asymmetry. Using all positive and negative values in
the range |U | ≤ 0.01 for the fit one obtains C = 6.1± 0.2
and γ = 0.822± 0.006.
Since for the case E = 0 and each value of W the curve
L2(U)/L2(0)− 1 is an even function in U and due to the
above observation that it obeys the limits L2(U)/L2(0)−
1 ∼ |U | for |U |  1 and L2(U)/L2(0) − 1 ∼ |U |−1 for
|U |  1 one can try (for each disorder value W ) the fit
L2(U)/L2(0)− 1 = F (U) (23)
with
F (U) = Fmax
|U |Uw/Umax
(1− |U |/Umax)2 + |U |Uw/Umax (24)
being a rational function in |U | and where the positive
quantities Fmax, Umax and Uw represent the three (disor-
der dependent) fit parameters. One verifies directly that
this function has its maxima at U = ±Umax with the value
F (±Umax) = Fmax. The quantity Uw represents somehow
the (square of the) decay width around the maxima for the
dimensionless quantity |U |/Umax. Furthermore, the ansatz
(24) obeys both limits for small and large |U |-values, and
the duality relation F (U) = F (U2max/U). Let us introduce
the quantity β > 1 such that F (βUmax) = F (β
−1Umax) =
F (Umax)/2, i. e. : β
−1Umax and βUmax are the two values
on the positive U -axis where the value of F (U) is reduced
by a factor 1/2 with respect to its maximum value. From
(24) one finds that β is related to Uw by:
β = 1 + Uw/2 +
√
Uw + U2w/4 . (25)
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Fig. 16. Top and center panels: Comparison of the interac-
tion dependence of L2(U)/L2(0) − 1 (same data as in Fig-
ure 15) with the fit (24) for E = 0 and the disorder values
W = 0.5, 1.5, 3, 7. Note that due to the symmetry of F (U)
data points for U < 0 are mapped to the positive U -axis.
Bottom left: Dependence of Fmax = L2(Umax)/L2(0) − 1 on
the disorder strength W (black squares). The full blue line
shows the power law fit L2(Umax)/L2(0) − 1 = CW−γ with
C = 8.66± 0.10 and γ = 1, 999± 0.017. Bottom right: Depen-
dence of the fit parameters Umax (red squares), Uw (light blue
circles) and the quantity β (blue stars) given by (25) on the
disorder strength W .
Increasing values of Uw and β indicate a larger width
around the maxima of F (U). Performing the fit with the
ansatz (24), using the data of Figure 15, we determined
for each disorder value the three parameters Fmax, Umax,
Uw, and via (25) the related quantity β. The non-linear
fit is a bit tricky and we used stronger weights for larger
data values closer to the maximum. The particular region
U < 0.1 and the limit U  1 are not very precisely cap-
tured but the data close to the maximum are quite accu-
rately represented by the fit as can be seen in Figure 16.
Furthermore, the bottom panels of Figure 16 show the
disorder dependence of the fit parameters. The quantity
Fmax = L2(Umax)/L2(0)− 1 obeys a nearly perfect power
law L2(Umax)/L2(0) − 1 ≈ 8.7W−2.00 and using the be-
havior L2(0) ≈ 0.56L1.021 ≈ 59W−2.04 (see Figure 13) we
find the expression L2(Umax) ≈ 59W−2.04 + 513W−4.04
which is indeed very accurate. A more direct fit with inte-
ger exponents gives a very similar expression: L2(Umax) ≈
54W−2+586W−4. The finite size correction ∼ L1 ∼W−2
is quite important and a (too) simple power law fit with-
out this correction would provide L2(Umax) ≈ 622W−3.49
with rather strong systematic deviations due to a non-
vanishing curvature (in double logarithmic scale) in a sim-
ilar way as in Figure 14 for L2(U = 2). The values of Umax
and the width parameters Uw or β are not constant with
respect to the disorder strength and for smaller values of
W close to 0.5 the width of the curve F (U) around its
maxima is considerably reduced. This point explains that
L2(U)/L1 is below the behavior a + bL1 for U ≤ 1.0 in
the left panel of Figure 12 since for smaller values of W
(larger values of L1) the interaction values U ≤ 1 are al-
ready out of resonance with respect to their optimal value
Umax. However, for U = 2, which is closer to Umax, the
behavior L2(U)/L1 ≈ a+ b L1 is clearly valid for all con-
sidered disorder values W ≥ 0.5.
Another interesting point concerns the duality with re-
spect to U → √24/U predicted in [34]. The fit function
F (U) verifies such a duality relation provided U2max =
√
24
corresponding to Umax ≈ 2.2 which is approximately valid
for W ≥ 2 according to Figure 16. Therefore we can ap-
proximately confirm this duality for such disorder values
but not for the region 0.5 ≤ W < 2. However, in gen-
eral we have a modified duality relation U → U2max/U
with Umax depending on W according to Figure 16. Ac-
tually a more general duality relation U → const./U was
suggested in [25]. Furthermore, the duality relation does
not precisely extend to the extreme regions |U | ≤ 0.1 or
|U | ≥ 50.
We have also applied the fit (24) to the data of Fig-
ure 10 for E = 0 concerning the interaction dependence of
the three IPR quantities ξx, ξCM and ξE . Due to less avail-
able data points the fits are more difficult. We mention
only that we find the following power laws : ξE(Umax)−1 ∼
W−0.88, ξx(Umax) − ξx(0) ∼ W−3.24, and ξCM(Umax) −
ξCM(0) ∼W−3.40. Here the last two exponents for ξx and
ξCM are quite different from −4 found for L2. To under-
stand this we first note that the exponents of the reference
values at U = 0 of ξx(0) ∼ W−1.33 and ξCM(0) ∼ W−1.52
are different from −2 (see the fits for E = 0 and U = 0
of Figure 13). Furthermore for ξx and ξCM the maximum
position Umax moves to quite small values well below 1 for
larger disorder values which changes the functional depen-
dence of ξx,CM(Umax) on W since at small U and large W
the two IPR quantities are relatively enhanced as com-
pared to L2.
In summary, in this section we have established the
behavior L2 = aL1 + bL
2
1 for optimal interaction values,
clarified that a simple power law fit L2 ∼ W−γ is not
well justified and how to understand exponents γ below
4 obtained by such fits. We have also obtained new and
interesting results for the precise interaction dependence,
such as a special regime for very small interaction val-
ues or a well pronounced local minimum at a finite value
U > 0 for E = 1. Furthermore the discussion in Appendix
C shows that the finite size scaling procedure requires a
careful treatment of the condition N > L1 on used data
points, implying that previous results [40,41] obtained for
N ≤ 250 and W ≤ 1.5 are simply invalid. Also the use of
constant offsets (independent of sample size) for the ref-
erence positions when measuring the localization length
by the exponential decay of the Green function must be
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avoided since they imply a non-trivial transformation on
the raw-data tainting completely the results of the scaling
procedure.
6 Internal eigenfunction structure inside the
localization domain
A typical TIP localized eigenstate of length L2 in the cen-
ter of mass coordinate and width L1 in the relative coor-
dinate extends to a domain of potential L1L2 ∼ L31 non-
interacting product eigenstates in energy representation.
Our results of Section 4 clearly indicate that the number
of such states that really contribute to a TIP eigenstate,
which is roughly ξE the IPR in energy representation, is
far below the size of this domain providing therefore a
non-trivial internal eigenfunction structure.
Theoretically it was first expected that only non-inter-
acting product eigenstates in an energy interval ∼ Γ are
mixed where Γ is the Breit-Wigner width implying the
estimate ξE ∼ L1L2Γ/BW where BW ∼ 1 is the total
band width of two-particle energies [16,17,18]. The first
scenario proposed in the initial work [10] assumed that a
typical interaction matrix element (for UR = 1),
Uν1ν2, ν3ν4 = U
∑
x
φν1(x)φν2(x)φν3(x)φν4(x), (26)
behaves as ∼ U/L3/21 if all one-particle wave functions
are localized at roughly the same position with ampli-
tudes ∼ L−1/21 and random phases inside the localiza-
tion domain providing an additional factor ∼ L1/21 due
to the sum of L1 random numbers. Using this assump-
tion the Breit Wigner width is estimated as Γ ∼ U2/L1
(assuming a unit coupling element t = 1 in the initial An-
derson model) leading to the estimates L2 ∼ U2L21 and
ξE ∼ U4L21 [16,17,18]. These two estimates disagree both
with the numerical results of Figures 10 and 15 concerning
the interaction dependence and the expression for ξE also
disagrees strongly for the dependence on L1 with the re-
sults of Figures 6 (lowest curve in bottom right panel) or
7-9 (bottom panels) predicting a power law ξE ≈ a+ bLγ1
with constant term and γ clearly below 1 (e. g. γ = 1/3
for U = 2, E = 0, UR = 1).
The main reason of this discrepancy is that the phases
of the localized one-particle wave functions are (for small
disorder) quite strongly correlated due a plane wave struc-
ture with rather well defined momenta. Therefore the in-
teraction matrix elements strongly fluctuate with maxi-
mum values ∼ U/L1 due to an approximate momentum
conservation with uncertainty ∼ 1/L1 and much smaller
values for non-conserved momenta [25].
The analytical calculation (to all orders in U) of the
Breit-Wigner width for the case of vanishing disorder [23]
and the extension in [42] provide indeed a modified depen-
dence Γ ∼ c(U)/L1 with c(U) ∼ |U | for |U | . 1 resulting
in L2 ∼ c(U)L21. This behavior is closer to the numerical
results but at first sight the modification of the above es-
timate of ξE would provide ξE ∼ c(U)2L21 ∼ U2L21 which
still clearly contradicts our numerical data.
We attribute this to the fact that the Breit-Wigner
width actually depends strongly on the quasi-momenta
kν1 and kν2 of the initial non-interacting product eigen-
state for which it is computed as can be clearly seen in
the calculations of [23,42], i. e. the estimate Γ ∼ c(U)/L1
corresponds to the average Γ = 〈Γ (1)ν1ν2〉ν1,ν2 with respect
to these momenta with Γ
(1)
ν1ν2 for example given by equa-
tion (22) of [42]. The variations of Γ
(1)
ν1ν2 are also visible
in Figure 4 due to the non-uniform structure of the en-
ergy line E ≈ ν1 + ν2 . When determining L2 ∼ ΓL31 the
average Breit-Wigner width seems to produce rather rea-
sonable dependencies of L2 on U and L1 (even though a
more accurate theory is still lacking) but for ξE , requiring
an harmonic average ξE ∼ L2L1〈(BW /Γ (1)ν1ν2)〉−1ν1,ν2 , the
strong fluctuations of Γ
(1)
ν1ν2 with possible quite small val-
ues will considerably reduce ξE thus explaining the lower
exponents γ clearly below unity.
It is interesting to note that for the random matrix
ensembles proposed by Ponomarev et al. [25], which are
modelized by carefully taking into account the strong fluc-
tuations of the interaction matrix elements as well as the
approximate momentum conservation for best coupled sta-
tes, the power law ξE ∼ Lγipr1 is expected with typical
values of γipr clearly below unity according to Figure 1 of
[25] for at least one variant of the modified random matrix
ensembles studied in [25].
The physical picture of strongly fluctuating interac-
tion coupling matrix elements and Breit-Wigner widths
depending on the initial state corresponds to the situation
where among ∼ L1L2 potential non-interacting product
eigenstates in the localization domain one has to select
first states fulfilling the condition
|E − ν1 − ν2 − Udiag + Γ (0)ν1ν2/2| . Γ (1)ν1ν2 (27)
where Udiag =< φν1 φν2 |Uˆ |φν1 φν2 > ∼ U/L1 is a diago-
nal interaction matrix element with the same sign as U
but with considerable fluctuations. Γ
(0)
ν1ν2 is the real part
of the self-energy while the Breit-Wigner width Γ
(1)
ν1ν2 is
the imaginary part as given in equations (14) and (15) of
[42]. The approximate momentum conservation implies an
additional selection criterion
|kν1 + kν2 − kν3 − kν4 | . 1/L1 (28)
(or similar with modified signs for the different momenta)
for two strongly coupled non-interacting product eigen-
states [25]. For the energy E = 0 at the band center, with
an approximate Fermi surface with linear borders in mo-
mentum space (see left panels of Figure 3), both selection
criteria (27) and (28) seem to select rather similar states
but the situation is more complicated due to the shifts
from Udiag and Γ
(0)
ν1ν2/2 and of course due to the strong
fluctuations of Γ
(1)
ν1ν2 . For the energy E = 1 outside the
band center the form of the approximate Fermi surface
is different (see right panels of Figure 3) and the overlap
for both criteria appears to be somewhat reduced. How-
ever, this effect does not seem to reduce ξE for E = 1
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if compared to E = 0 according to results shown in Fig-
ures 7-10. Combining the effects of the strong fluctuations
of the Breit-Wigner width, the shifts due to the diagonal
interaction matrix elements and the real part of the self-
energy, and the additional approximate momentum con-
servation it finally appears that typical TIP eigenstates
select only a rather modest number ∼ ξE ∼ Lγ1  L21 of
non-interacting product eigenstates with γ < 1. However,
due to a complicated spatial distributions of such states
and their large individual values of Γ
(1)
ν1ν2 they still pro-
duce an overall localization length L2 ∼ L21 (for certain
optimal interaction values).
7 Discussion
In this work numerous new numerical results for various
quantities characterizing the localization and other prop-
erties of TIP eigenfunctions for the one-dimensional An-
derson model have been obtained. The dependence of the
three types of localization lengths ξx, ξCM and L2 on L1
can be well fitted by aL1 + bL
γ
1 for a large range of disor-
der and with γ ≈ 2 for a considerable interval of optimal
interaction values.
However, for the interaction dependence the behav-
ior L2/L1 ≈ c(U)L1+const. as suggested in [22,23,42]
with various propositions for the coefficient c(U) is not
completely confirmed by our new results for the full in-
terval of considered disorder values. In the band center
E = 0 the fit (24) of the quantity L2(U)/L2(0) − 1 (see
Figure 15) provides for each disorder value roughly a sim-
ilar form with an approximate behavior ∼ |U | (∼ |U |−1)
for |U |  1 (|U |  1) and the maximal amplitude scales
very precisely as L2(Umax)/L2(0)− 1 ∼ L1. However, the
maximum position Umax and the effective width parame-
ter of (24) depend on disorder according to Figure 16. In
particular the width of these curves decreases considerably
for the smallest disorder values thus explaining the sublin-
ear behavior of L2(U)/L1 in L1 for interaction values not
sufficiently close to Umax. Furthermore, the duality with
respect to U → const./U predicted in [25,34] is roughly
confirmed by our data.
The new claims of [43,44] concerning a strongly re-
duced TIP enhancement are based on numerical data for
limited parameters in system size (N ≤ 234) and disorder
(W ≥ 2) for TIP eigenfunctions and without use of finite
size scaling. Furthermore in [43] the oversimplified power
law fit without finite size correction was used (see our
above discussion of Figure 14). Our numerical results ob-
tained for very large system sizes and by careful finite size
scaling, especially with respect to the condition N > L1
neglected in previous work [40,41], refute very clearly the
new claims of [43,44].
We have also considered the inverse participation ra-
tio in energy representation (of non-interacting product
eigenstates) which clearly demonstrates the interaction in-
duced delocalization by values ξE  1 such as ξE ≈ 222 or
ξE ≈ 168 for the two example eigenstates with N = 5000
shown in Figure 1. This quantity obeys a different depen-
dence on L1 as ξE ≈ a + bLγ1 with γ ≈ 1/3 (for U = 2,
E = 0 and the Hubbard interaction case) and somewhat
larger values with 0.6 ≤ γ ≤ 0.9 for the interaction range
UR = 5. This behavior is indeed unexpected if compared
to the early results based on the random band matrix
model with preferential basis that suggested ξE ∼ L21 [16,
17,18]. As explained in Section 6 this estimate was ob-
tained from an incorrect hypothesis about uncorrelated
phases inside the localization domain of non-interacting
one-particle eigenfunctions. An accurate quantitative an-
alytical theory for this quantity, beyond the random band
matrix model of [16,17,18], is still missing but qualita-
tively it seems that the scaling ξE ∼ Lγ1 with γ < 1 is
related to very strong fluctuations of the Breit-Wigner
width depending strongly on the unperturbed initial state
for which it is computed.
We have also established a particular regime of rather
strong enhancement for quite low interaction values and
obtained new very interesting results for an energy E = 1
outside the band center such as a strong local minimum
in the interaction dependence of L2(U)/L2(0) at the value
U ≈ 1.2 (see Figure 15). Also for these new results a
precise analytical theory is still missing.
The very efficient numerical methods used in this work
allowed to considerably extend the range of parameters in
system size, low disorder values, very small and large in-
teraction values for which results for various quantities
were obtained. These methods are potentially also appli-
cable for TIP in higher dimensions (see e. g. [51]) even
though the efficiency gain will be more moderate, espe-
cially for the computation of the projected Green func-
tion G¯0 at vanishing interaction which is the basic step
for both methods.
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fruitful discussions and Gabriel Lemarie´ for his insight
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ticularly grateful for the access to the HPC resources of
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ing this work.
A Computation of the scaling curve
In this appendix we provide some details on the explicit
procedure we used to compute the scaling curve and to
determine the infinite size localization lengths for the TIP
problem. Our approach is somewhat different from the
scaling fit procedure given in [3] and in particular it also
allows to take into account (and to compute) the statis-
tical errors of the finite (infinite) size localization lengths
in a quite simple way.
Let us assume that we have numerical raw data of fi-
nite size localization lengths ξj(N) dependent on system
size N and on an index j = 0, 1, 2, . . . representing sev-
eral data sets for different disorder values (with increasing
values of j corresponding to decreasing of values of the
disorder strength). The “localization length” ξ may cor-
respond to one of the three IPR-localization lengths ξx,
ξCM or ξE or to the Green function localization length
L2. Typically these localization lengths are obtained by
some kind of averaging procedure which also provides data
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for the statistical errors δξj(N). Furthermore we assume
that all data sets correspond to the same values of other
physical parameters such as energy, interaction strength,
interaction range, boson- or fermion case etc.
Assuming the validity of one-parameter scaling we need
to find a universal scaling function f(x) and “infinite size
localization lengths” ξj(∞) for each data set such that the
data are well fitted by [2,3,4]:
ξj(N)
N
= f
(
ξj(∞)
N
)
. (29)
The scaling function has the obvious limit f(x) = x for
x  1. Furthermore it turns out that f(x) is monotoni-
cally increasing and tends to some limit f∞ for x → ∞
corresponding to the behavior ξj(N) ≈ f∞N ∼ N in the
regime N  ξj(∞). We mention that for the TIP prob-
lem this point requires to exclude data with N < L1 where
L1 = 105/W
2 is the one-particle localization length and
as discussed in Appendix C the validity of one-parameter
scaling indeed requires N to be larger than all other length
scales [3,4], especially L1 which plays in our case somehow
the role of the mean free path.
Usually, to perform the scaling procedure in a graph-
ical way one draws for each data set the logarithm of
ξj(N)/N versus the logarithm of 1/N and applies a hor-
izontal shift on each curve such that all data fall on the
same universal scaling curve where the horizontal shift
provides the (logarithm of the) infinite size localization
length ξj(∞) (see Figures 6 and 11). Below we describe
an explicit, efficient and reliable implementation of this
procedure suitable to treat automatically a large amount
of different data sets for many different cases and to ob-
tain the best possible accuracy together with an estimate
of the statistical error of ξj(∞).
Explicitely, let us define for each available value of N =
Nl and disorder index j : xj,l = 1/Nl and yj,l = ξj(Nl)/Nl.
Furthermore, let yj,max = maxl (yj,l), yj,min = minl (yj,l),
and x¯j the x-value associated to yj,max. First we remove
all data points with xj,l > x¯j and yj,l < yj,max corre-
sponding to data on the right side of (and below) the
maximum in y which are problematic since they clearly
violate the monotonicity between x and y and produce
a partly double valued curve. Such data points are ei-
ther in the problematic flat regime of the scaling curve
for x  1 or indicate that for them the one-parameter
scaling hypothesis is not verified, e. g. if the ratio Nl/L1
is not yet sufficiently large (this may especially happen
for the cases of ξx and ξCM). Let us denote by h(y) the
inverse of the scaling function f(x) such that h(y) = x
is equivalent to y = f(x). Furthermore we translate the
known statistical errors δyj,l = δξj(Nl)/Nl for yj,l to er-
rors δxj,l ≈ (∆x/∆y) δyj,l for xj,l where ∆x/∆y is the
local slope of the (y, x) curve (at given value j) obtained
from the neighbor values of x and y on this curve.
Let us assume that we have for a given value of j al-
ready determined the inverse scaling functions hi(y) for
i = 0, 1, . . . , j−1 of the previous data sets (see below for
details on this). Then the horizontal shift for the data set
j can be determined from the average :
ln[ξj(∞)] = C
j−1∑
i=0
∑
l∈Si
wj,l
(
ln[hi(yj,l)]− ln(xj,l)
)
(30)
with the weights wj,l = (δxj,l/xj,l)
−2 and the l-sum runs
over the set Si containing the values of l such that yi,min ≤
yj,l ≤ yi,max because hi(y) is not defined for y > yi,max or
y < yi,min. The normalization constant C is determined by
the inverse sum of the weights over exactly the same con-
tributions in i and l. It is easy to verify that this average
corresponds to the least square (one-parameter) fit to min-
imize the horizontal differences in logarithmic scale of the
data curve j to the previous already rescaled curves and
using the weights wj,l. We note that the procedure of [3]
is quite different since it performs a single fit to determine
simultaneously all shifts and furthermore it corresponds
to the choice of constant weights. Our choice of weights
proportional to the inverse square of the statistical errors
of ln(xj,l) is quite standard in the context of least square
fits and has the advantage that it automatically takes into
account the quality of individual data points. In particu-
lar in the flat region of the scaling curve the slope ∆x/∆y
is typically quite large thus strongly increasing the errors
in x and reducing the weight of less reliable data in this
problematic region.
We also compute the statistical error δεj of the average
(30) in the standard way as the square root of the averaged
squared deviations of the shifts multiplied by ∼ 1/√d− 1
where d is the number of independent data points used for
the fit. We have chosen for d the number of different l val-
ues which contribute in the sum of (30) even though this
sum runs over more terms due to the sum over i of previous
scaling curves which is only an artificial effect of the nota-
tion. In particular for the case where only one single data
point (d = 1) contribute this implies an “infinite error”, a
case which actually appears in Figure 19. Furthermore, for
j > 0 we increase the error by δεj →
√
δε2j + δε
2
j−1 using
the error δεj−1 of the previous data set j − 1. This takes
into account that also the previous inverse scaling curves
hi(y) are subject to an error of their respective scaling
factors with the most important contribution arising form
the last previous data set j−1. Finally the error of ξj(∞)
is obtained as δξj(∞) = δεj ξj(∞).
Once ξj(∞) is known we replace xj,l → ξj(∞)xj,l and
determine the next piece hj(x) of the inverse scaling func-
tion either by linear interpolation [in ln(x) and ln(y)] or
suitable fits of the rescaled discrete data set j (see below).
At the beginning of this procedure at j = 0, the case
with strongest disorder (W = 7) or smallest localization
length (ξ ≈ 1.5− 4), we choose in (30) the limit h(y) = y
for y  1 as initial scaling curve in order to set approx-
imately the global scale. To improve the precision of the
global scale we choose at the end the first data set j con-
taining values with ξj(N) ≥ 10, which typically happens
at W = 3 and still provides data points with rather small
ratios ξi(N)/N  1, use the fit ξj(N)−1 = A+BN−1 to
determine accurately ξj(∞) = A−1 for this case, and ap-
ply the appropriate correction factor to the other infinite
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size localization lengths. It turns out that the correction of
the global scale due to this improvement is actually quite
small and in particular the condition y  1 is well fulfilled
for the first data set with W = 7.
This scaling procedure depends on the way the rescaled
discrete data points of the set j are translated into a con-
tinuous inverse scaling function hj(y) used in the aver-
age (30). A simple and quite effective choice is linear in-
terpolation using the logarithmic quantities X = ln(x)
and Y = ln(y) which already produces very nice scaling
curves provided that the raw data are of reasonable qual-
ity (good statistical precision of the finite size localization
lengths) and that the validity of one-parameter scaling is
fulfilled. However, if fluctuations of individual data points
are somewhat stronger it is more reasonable to determine
hj(y) by a fit such as a polynomial of degree 3 for the
dependence of X on Y :
X = ln[h(eY )] = a0 + a1 Y + a2 Y
2 + a3 Y
3 . (31)
The degree 3 appears to be a good compromise between
being able to modelize a reasonable curvature and to avoid
artificial minima and maxima when using data sets of typ-
ically 10-20 points. Even though the fit (31) also provides
good scaling curves it can still be improved by incorporat-
ing the singularity of h(y) when y → f∞, with f∞ being
the limit of the scaling function f(x) for x → ∞, using a
modified fit:
X = ln[h(eY )] = a0 + a1 Y + a2 Y
2 +
a3
F∞ − Y (32)
with F∞ = ln(f∞) and f∞ is determined in advance
from the last data set (with smallest disorder) by the fit
y−1 = f−1∞ +Ax
−1. We emphasize that during the scaling
procedure both fits (31) and (32) are used only on the in-
dividual data sets and not on the complete scaling curve
obtained so far. Furthermore the value of F∞ is fixed in
advance such that both fits are linear in the parameters
aj , j = 0, 1, 2, 3 assuring a unique, well defined fit op-
timum. It turns out that the scaling results are not very
sensible to the precise choice of F∞ and are still reason-
able if one chooses a rather large value, e. g. F∞ = ln(2)
in case if the automatic determination using the last data
set fails for some reason.
One might have the idea to use F∞ as an additional
non-linear fit parameter but this works quite badly for the
first data sets that do not allow to extract the informa-
tion concerning the singularity. However, once the scaling
procedure using (32) with a fixed value of F∞ is finished
we performed such a non-linear fit on all rescaled data to
optimize the value F∞ in order to have a full analytical
scaling curve for the purpose of illustration (see full blue
lines shown in the scaling curves of Figures 6, 11 and panel
(a) of Figure 18).
We have also tested modified variants of the scaling
procedure where the least square procedure to determine
ξj(∞) and the linear interpolation or fits to determine
hj(y) are not done in logarithmic scale for X and Y but
rather in the original variables x and y. In this case we
have to minimize the weighted sum of squares of the quan-
tity αjhi(y) − x where αj = 1/ξj(∞) is a (linear) fit pa-
rameter. It is straightforward to work out the details of
the modified fit procedure, and without going into the de-
tails, we mention that it is possible to determine ξj(∞)
as well as its statistical error δξj(∞) by closed formu-
las. The choice between y and Y does not affect the least
square procedure but it modifies the linear interpolation
or fits to determine hj(y). In total we have implemented
many different variants of the scaling procedure, four for
each pairing of x or X with y or Y combined with several
cases to obtain hj(y) either by linear interpolation or the
two fits (31) and (32). It turns that for good quality raw
data all these variants provide coherent results with local-
ization lengths which coincide well within the bounds of
the statistical errors obtained from the scaling procedure.
However, for bad data (e. g. when trying the very small
disorder values W = 0.5 and W = 0.625 also for ξx and
ξCM at U = 2) the different variants may provide differ-
ent results or even partly fail. Therefore, the comparison
of the different variants gives a good indication on the
quality of the data.
Actually, in some cases of “very bad” raw data one
may even have a data set j such that all values of yj,l are
above all y-values of the previous data sets, i. e. where
the curves we want to rescale do not even overlap in y-
direction. In this case one might still try to apply (30)
simply by extending the validity of the fits for hi(y) be-
yond the maximal value of the corresponding curve (“ex-
trapolation mode”) and here the second fit (32) is cer-
tainly superior than the polynomial fit (31). Even though
this might still provide some estimation of the scaling fac-
tors, we did not push this point very far. In particular, all
curves and data shown in this work (except for some of
the particular and problematic cases shown in Figures 18
and 19) correspond to good quality raw data where all of
the above variants of the method as well as the precise
fit procedure of [3], which we also tested, produce rather
precisely the same results (within the margin of errors).
As default method for the scaling procedure we used
the variant with both logarithmic variables X and Y and
the second fit (32).
B Two-particle localization lengths at
vanishing interaction
In this appendix we discuss our numerical results for the
different two-particle localization lengths at vanishing in-
teraction U = 0 (or very small interaction U = 10−5 ≈ 0
for the three IPR quantities). The behavior ξE ≈ 1 (low-
est curve in bottom panels of Figure 7) is rather precisely
confirmed as expected. For the other three localization
lengths scales the ratios ξx/L1, ξCM/L1 (lowest curve of
top and center panels of Figure 7) and L2/L1 (lowest curve
of both panels of Figure 12) are of order unity ∼ 1 but
there are still slight variations in the dependence on L1
due to the effective average in one-particle energy when
measuring these quantities in two-particle space. Also the
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Fig. 17. Comparison of the dependence of L2/L1, ξx/L1 and
ξCM/L1 on L1 for U = 0 and energy E = 0 (E = 1) for left
(right) panel. The used disorder values W are as in Figure 6
(ξx and ξCM) or in Figure 11 (L2). For ξx and ξCM the value
U = 10−5 ≈ 0 was used.
Green function localization length at U = 0 contains im-
plicitly such an average as can be seen from the expression
(7) for G¯0 (see also [41] for a simplified analytical estima-
tion).
In Figure 17 these three ratios are shown again as a
function of L1 but using an increased scale. For ξx,CM/L1
we observe a slight decreasing behavior with L1, i.e. with
strongest values ≈ 2 for smallest values of L1 (largest dis-
order values) and values slightly below unity for largest
values of L1 concerning ξx/L1 (both energies) and ξCM/L1
(for E = 0). For E = 1 the ratio ξCM/L1 is rather constant
with values ≈ 2.2 and with a very modest local minimum
at L1 ≈ 25 and value ≈ 1.9. To understand this we note
that for (nearly) vanishing interaction ξx,CM is computed
from a harmonic mean of non-interacting product eigen-
states with approximate momenta (or energies) close to
the curves (or lines) shown in Figure 3 (or Figure 4). Let
ξ1 and ξ2 be the two IPR values of the two one-particle
eigenstates contributing to such a product state. Then we
have for the case ξ2  ξ1: ξx = 2/(ξ−11 + ξ−12 ) ≈ 2ξ1 and
ξCM ≈ 2ξ2. Furthermore, we may assume that roughly
ξj ∼ L1 sin2(kj) for |kj | > L−1/31 where k1 and k2 are the
approximate momenta of the two one-particle eigenstates.
The harmonic average is dominated (reduced) by contri-
butions from small values of ξj , i. e. kj close to 0, pi, or 2pi
(with uncertainty ∼ L−1/31 ) explaining the slight decrease
of ξx,CM/L1 with increasing L1. However for E = 1 and
ξCM/L1 it is more difficult to have product states where
both approximate momenta produce simultaneously small
values of ξ1 and ξ2 and here the larger of the two con-
tribute stronger thus explaining the absence of decrease
of ξCM/L1 for large L1.
L2/L1 is for U = 0 rather constant with values close
to 0.5 for small L1 and to 0.65 for large L1. Note that in
[40,41] somewhat larger values closer to 1 for large L1 and
U = 0 where found which is due to a different choice of
the parameters used in (21).
The power law fits∝ Lγ1 of the three localization lengths
for U = 0 shown in the bottom panels of Figure 13 pro-
vide exponents close to 1 for both cases of L2. For ξx we
have γ = 0.66 (γ = 0.70) and for ξCM we have γ = 0.76
(γ = 0.94) both for E = 0 (E = 1) (see caption of Fig-
ure 13 for precise fit results). The reduced exponents for
ξx and ξCM are due to quite enhanced values at U = 0 for
small L1 (stronger W ) with values close to 2-2.5.
C Effects of scaling with insufficient system
size
The validity of one-parameter scaling theory very clearly
requires [3,4] that the system size N is significantly larger
than all other typical length scales in the system, espe-
cially the mean free path for the usual case of the Ander-
son model of non-interacting particles. In the case of TIP
the one-particle localization length L1 is certainly such a
length scale and actually plays somehow the role of a mean
free path since the dynamics is ballistic for N < L1 and
diffusive with coherent pair propagation for L1 < N < L2.
Therefore one expects the scaling theory for TIP only to
be valid for N > L1. Also the physical argumentation in
terms of the Thouless scaling block picture [12,13] shows
that it is simply not reasonable to consider values of N
below L1 in the context of scaling.
The results of [40,41] obtained by finite size scaling for
small disorder values, where N < L1 for many or even all
data points (for the data sets with lowest disorder) are
therefore very problematic in this context. Our numerical
results obtained by finite size scaling of the quantity L2,
defined by (22) and shown in the figures of Section 5, are
for small disorder indeed quite different from the results
of [40,41].
For example for E = 0, U = 1 and W = 0.5 we ob-
tain L2 = 3922 ± 102 while from Figure 2(c) of [40] the
corresponding data point provides L2 ≈ 1900 and from
Figure 11 of [41] we get L2 ≈ 6500 (both values were
graphically determined from these figures with the best
possible accuracy). We attribute the discrepancy of more
than a factor of three between the two values of [40,41] to
a particular problem concerning the precise definition of
L2 used in [41] and which will be discussed below in more
detail. Apart from this in [40,41] there are simply no (or
too few) valid data points for the smallest disorder values
and we find indeed significant deviations to our results at
least for values up to W ≤ 1.5. On the other hand, as
can be seen in Figure 11, our data set for W = 0.5 still
contains seven valid data points satisfying the condition
1.5L1 = 630 ≤ N ≤ 2000 which allow for a reliable scaling
of L2 even for this disorder value.
To investigate in more detail the issues of limited sys-
tem size and also of the precise choice for the definition
of the two-particle localization length in terms of the pro-
jected Green function, we computed (with 1% accuracy)
special data sets of smaller system sizes 50 ≤ N ≤ 253,
with an approximate ratio 1.1 between two neighbor val-
ues of N . To be more precise we determined for these
limited system sizes our variant (22) of the two-particle
localization length L2(N) and of some other variants with
different parameters in (21), including the two cases of
[40,41]. The results of this comparative study of “scaling
in the invalid regime” (with N ≤ 253 < L1 = 420 for
W = 0.5) are shown in Figure 18 for the case U = 2 and
E = 0.
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Fig. 18. Comparison of scaling curves shown in the zoomed
region 1 ≤ L2(∞)/N ≤ 1500 for U = 2 and E = 0 for dif-
ferent cases concerning the range of used system sizes and
the determination of L2(N) from the two-particle Green func-
tion. Panel (a) shows the same scaling curve as in the left
panel of Figure 11, i. e. L2(N) is given by (22) and L2(∞)
has been determined from data points with 50 ≤ N ≤ 2000
and N ≥ 1.5L1. However, in panel (a) also the non-used data
points with 50 ≤ N < 1.5L1 are shown. The blue full curve in
panel (a) corresponds to the same fit of the scaling curve shown
in the left panel of Figure 11. In panels (b)-(f) a (denser) set
of data points for smaller system sizes 50 ≤ N ≤ 253 is used.
In panel (b) L2(N) is given by (22) as in panel (a) while in
panels (c)-(f) L2(N) = LG(X,Y,N, 0) as defined in (21) with
X = N/20 and Y = (N − 1) − N/20 [panel (c)], X = 0 and
Y = N − 1 [panel (d)], X = 5 and Y = (N − 1) − 5 using
N as system size for the scaling [panel (e)] and X = 5 and
Y = (N −1)−5 using the reduced effective system size N −10
for the scaling [panel (f)]. The used disorder values and cor-
responding colors are as in Figure 11 but due to the zoomed
range only the data points for the 7-8 smallest disorder values
are visible.
First we present again in panel (a) of Figure 18 the
same “correct” scaling curve of the left panel of Figure 11
in a zoomed presentation and computed with data for
L2(N), given by (22), with 50 ≤ N ≤ 2000 and N ≥
1.5L1. However in addition also the non-used data points
with N < 1.5L1 are shown for illustration but these data
points were not used for the computation of the scaling
curve. We indeed observe that they are clearly outside
(above) the scaling curve thus confirming the condition
N > L1 for the validity of the one-parameter scaling ap-
proach.
In panel (b) the scaling curve of the same quantity (22)
but using the data set for smaller system sizes N ≤ 253
is visible. The quality of the scaling curve appears to be
rather satisfactory but its form is very different from the
scaling curve of panel (a) or Figure 11. In particular it
does not have a finite limit for large L2(∞)/N which is
indeed quite unusual if compared to the standard form of
the scaling curves for the non-interacting Anderson model
in 2 dimensions. The curve (b) can be obtained from (a)
by removing in the latter the “good” data points (with
N > 253) in the lower parts of the individual curves and
then using the “bad” data points (those with N < L1) to
recalculate the scaling parameters. This changes consider-
ably the form of the scaling curve and reduces the values of
infinite size localizations lengths for small disorder values.
Panel (c) shows, also for the case N ≤ 253, the scal-
ing curve of a different quantity L2(N) = LG(N/20, N −
1 − N/20, N, 0) corresponding to two reference positions
5% inside the sample and absence of the denominator
|G¯(x, x)| in (21). The scaling curve of panel (d) is sim-
ilar but for the quantity L2(N) = LG(0, N − 1, N, 0) with
two reference positions exactly at the boundary (and also
absence of the denominator |G¯(x, x)|) which corresponds
exactly to the choice of [40]. We note that the scaling
curves of (b), (c), and (d) have a rather similar form and
slightly increasing values for large L2(∞)/N .
In panel (e) we consider the case of L2(N) = LG(p,N−
1 − p,N, 0) for p = 5 corresponding to reference posi-
tions 5 sites inside the sample which is similar (or even
identical) to the choice of [41]. The scaling curve has a
very different form than the three previous cases. The
matching of the different data points is not very good
and one observes small but clearly significant and system-
atic deviations from a perfect scaling. More importantly
the obtained infinite size localization lengths at smallest
disorder are strongly increased as compared to all previ-
ous cases. The question arises why we observe this strong
difference, especially between the two scenarios (e) and
(c) where for both cases the two reference positions are
slightly inside the sample ? The reason is that for (e) the
distance between the two reference positions is effectively
Neff = N − 10 instead of N and therefore the scaling pro-
cedure should be done with this effective system size which
provides indeed a non-trivial complicated transformation
as can be seen in panel (f) where the same data of (e) is
submitted to a scaling procedure using Neff = N − 10 as
effective system size. The scaling curve of (f) is very dif-
ferent from (e) but quite similar in form to the cases (b),
(c) and (d).
For the case (c) we have also a reduced effective sys-
tem Neff = 0.9N but here the situation is very different
since this transformation corresponds in double logarith-
mic scale to a simple small shift up and to the right of all
data and the scaling curve. Actually this transformation
maps somehow the case of (c) to the case of (d) (with ref-
erence points precisely at the boundaries). Therefore the
resulting infinite size localization lengths are not modified
when using a scaling procedure with Neff = 0.9N instead
of N . However, the transformation Neff = N − 10 affects
seriously in a non-trivial way the form of the individual
data curves (also in double logarithmic scale) and modi-
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Fig. 19. Comparison of L2 obtained by the six different cases
(a)-(f) of finite size scaling illustrated in Figure 18 for E = 0
(all panels), and U = 1 (left panels) or U = 2 (right panels).
Top panels show the enhancement factor L2/L1 versus L1 =
105/W 2 and bottom panels show L2 versus W on a double
logarithmic scale. Top panels also show error bars obtained by
the scaling procedure and the absence or non-visibility of them
indicates errors below point size except in top right panel for
the two data points of curve (e) with largest values of L1 and
L2/L1 which have infinite errors. In the bottom panels errors
are always below point size except in bottom right panel for
the two points of curve (e) with largest values of L1 and L2
corresponding to infinite errors.
fies strongly the obtained infinite size localization lengths.
Therefore it is indeed necessary to be careful when using
offset parameters by choosing reference positions slightly
inside the sample. A constant choice of them independent
of N will produce tainted scaling results and one must
instead choose them proportional to N , for example 5%
inside the sample.
Figure 19 shows the dependence of the infinite size
localization lengths on L1 or W (for E = 0 and two inter-
action values U = 1 and U = 2) obtained by the different
scaling scenarios (a)-(f) of Figure 18. The cases (b), (c),
(d) and (f), all obtained for small system sizes N ≤ 253,
seem to form one group with roughly comparable results
and only slight deviations among them indicating that the
precise choices of L2(N) either by (22) or (21) with dif-
ferent parameters is not very important in this context.
However, they all produce significantly smaller values of
infinite size localization lengths for large L1 (small W )
than the scenario (a) which is the only case with large
system sizes up to N = 2000 ensuring that the important
condition N ≥ 1.5L1 is verified for a sufficient number of
data points. The scenario (e), also valid for small system
sizes, suffers additionally from the constant offset of the
reference points in the definition of L2(N) which seriously
taints the scaling results and produce for large L1 con-
siderably larger values of infinite size localization lengths
than the case (a). Actually, for U = 2 there is only one
(usable) data point in the second last curve having an
overlap with the third last curve and resulting formally
in an infinite margin of error for the two last localization
lengths which are by a factor ∼ 10 larger than for U = 1.
We mention that using the procedure (d) for U = 1,
E = 0, W = 0.5 we find the value L2 = 1863 ± 62 which
coincides very well with the value L2 ≈ 1900 of [40]. Fur-
thermore, using the procedure (e) for the same parameters
we obtain L2 = 6179±576 which also agrees with the value
L2 ≈ 6500 of [41] (within margin of error). These agree-
ments confirm that the raw data for the projected Green
function of [40,41] are in agreement with our raw data
(obtained by a different and more efficient but equiva-
lent method to compute the projected Green function). Of
course both of these values are incorrect since there were
obtained by scaling procedures which suffer from one or
two serious flaws as explained above and the correct value
is L1 = 3922 ± 102 obtained by the procedure (a) using
large system sizes up to N = 2000 and the expression (22)
for the definition of L2(N). In all figures and discussions
of Section 5 and of Appendix B the quantity L2 represents
always the infinite size value obtained by finite size scaling
from L2(N) for the case (a).
We mention that also for the two IPR length scales ξx
and ξCM considered in Section 4 the data with N < 2L1
do not obey one-parameter scaling. In this case these data
produce for small disorder a maximum in the individual
curves and quite strongly decaying values right to this
maximum. This behavior is somewhat different as com-
pared to the increasing curves visible in panel (a) of Fig-
ure 18 but it provides further confirmation that the ap-
plication of one-parameter scaling theory to TIP indeed
requires N being sufficiently larger than L1.
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