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In effect, hj(1) is the vector that has the largest norm. Denote the remainingK − 1 channel vectors other





hi, i < j(1)
hi+1, i ≥ j(1).
We have the following result.
Lemma 1: Conditioned onhj(1) , the vector that has the largest norm, the remaining vectorsh̃1, . . . , h̃K−1
are i.i.d.. Furthermore, asK goes to infinity, conditioned onhj(1) , eachh̃i converges to a complex Gaussian
vector in distribution.
Proof: For two M × 1 complex vectorsz = zr + izi and z′ = z′r + iz′i, we write z 4 z′ if every
element ofzr andzi is less than its counterpart inz′r andz′i, respectively. We have
Pr
{







h̃1 4 z1, . . . , h̃K−1 4 zK−1










z(1) < hj(1) ≤ z(1) + ∆z
} , (1)
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h̃1 4 z1, . . . , h̃K−1 4 zK−1, z(1) < hj(1) ≤ z(1) + ∆z, j(1) = i
}
. (2)
Becausehi’s are i.i.d., Pr
{
h̃1 4 z1, . . . , h̃K−1 4 zK−1,z(1) < hj(1) ≤ z(1) + ∆z, j(1) = i
}
are equal for
all 1 ≤ i ≤ K. Therefore, (2) becomes
Pr
{








hi 4 zi, ‖hi‖ ≤ ‖hK‖, for 1 ≤ i ≤ K − 1,z(1) < hK ≤ z(1) + ∆z
}
. (3)




j=1 (∆zi)j . Let fh(·) be the p.d.f. of the complex Gaussian vectorh ∈ CM . When∆z is
very small, using Taylor expansion, we have [1]
Pr
{
z(1) < hK ≤ z(1) + ∆z
}
= fh(z(1))π(∆z) + O(|π(∆z)|2). (4)




z(1) < hi ≤ z(1) + ∆z, z(1) < hj ≤ z(1) + ∆z
}
= |fh(z(1))π(∆z)|2 + O(|π(∆z)|3).
Consequently, similar to [1, page 11], the probability that at least one vector fromh1, . . . , hK−1 falls into
the interval[z(1), z(1) + ∆z] is of O(|π(∆z)|2). Therefore,
Pr
{















z(1) < hj(1) ≤ z(1) + ∆z
}
= KPr




z(1) < hK ≤ z(1) + ∆z
}
+ O(|π(∆z)|2). (6)
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Using (1) through (6), we have
Pr
{

























hi 4 zi, ‖hi‖ ≤ ‖z(1)‖, for 1 ≤ i ≤ K − 1
}
Pr












































hi 4 zi, ‖hi‖ < ‖z(1)‖
}










where Fh(·) is the CDF of the complex Gaussian vectorh ∈ CM . Henceh̃1, . . . , h̃K−1 are i.i.d. and
converge to complex Gaussians in distribution.
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