In large-scale location-based service, an ideal situation is that self-adapting routing strategies use future traffic data as input to generate a topology which could adapt to the changing traffic well. In the paper, we propose a traffic prediction model for the broker in publish/subscribe system, which can predict the traffic of the link in future by neural network. We first introduced our traffic prediction model and then described the model integration. Finally, the experimental results show that our traffic prediction model could predict the traffic of link well.
Introduction
Location-based services (LBS) have drawn more and more attention, which can provide us with location-aware experiences. Some LBS applications such as E-coupon and Mobile Buddy List were implemented based on publish/subscribe system.
Providing the fast LBS service to millions of users is a big challenge; self-adapting overlay network and reducing traffic based on traffic prediction in publish/subscribe system provide the solution to this problem, which could deliver a message to end user efficiently.
There are two improvements which will be achieved when the underlying infrastructure of the system is incorporated with publish/subscribe paradigm. One is that this paradigm will provide anonymous communication mechanism. The other is that this paradigm will decouple consumers and producers in terms of space, time, and synchronization [1] . As a result, the publish/subscribe paradigm has been researched both in academia and in industry recently.
In publish/subscribe system, producers send notifications, and consumers receive their interested notifications expressed by the subscriptions [2] . The overlay network forwards notifications to consumers according to the match and routing algorithm.
The content-based publish/subscribe system is commonly applied in many scenarios, and its cost of routing depends on the topology of the dispatching network which is usually defined at deployment time and never changes [3, 4] , so it is important to reconfigure the dispatching network at runtime to reduce the overall routing cost. There is always an assumption in the current self-adapting routing strategies [3, 5, 6] ; the assumption is that the traffic of the link at time is equal to traffic of the link at time + 1:
Ideally, if a self-adapting routing strategy could reduce the traffic cost of the overlay network efficiently, V +1 should be used as input data to figure out the appropriate dispatching network at time , but actually it cannot get V +1 at time , so it could only assume that V = V +1 . However, in fact the traffic of the link is constantly changing, so V ̸ = V +1 , which means that the traffic of the link at time which is used to figure out the dispatching network is not real traffic of the link at time 2 Mobile Information Systems + 1. Consequently, the reconfigured overlay network cannot adapt well to the traffic at time + 1.
In the paper, we propose a traffic prediction model which could predict the traffic of the overlay network to overcome the limitation above. We predict V +1 at time and neural network is used in our traffic prediction model to predict the traffic of the link. In this way, the self-adapting routing strategy could use the predicted traffic to reconfigure the dispatching network well.
The paper is organized as follows. Section 2 discusses related work. Section 3 proves that the traffic is predictable. Section 4 presents the traffic prediction model. Section 5 presents the model integration. Section 6 shows and discusses the experimental results. Section 7 presents our conclusion.
Related Work
Several approaches of self-adapting routing strategy and prediction have been researched in the past. We present and discuss these approaches as follows.
In 2014, we proposed a self-adapting routing strategy for frequently changing application traffic in content-based publish/subscribe system and published in the literature [5] . The strategy firstly records the traffic information and then uses it to figure out a new topology. In the end, the strategy reconfigures the topology of the overlay network to reduce the overall traffic cost. Our research is based on assumption (1), so the reconfigured overlay network cannot adapt well to the traffic at time + 1.
A self-organizing algorithm to solve the problem of publish/subscribe overlay decision problem (PSODP) is presented in the literature [6] . In another work [3] , a distributed algorithm to solve the problem of optimal content-based routing (OCBR) was proposed. However, both of these two approaches also are based on assumption (1), so the reconfigured overlay network cannot adapt well to the traffic at time + 1.
A review of neural networks for the prediction and forecasting of water resources variables was summarized in literature [7] . These include the choice of performance criteria, the division and preprocessing of the available data, the determination of appropriate model inputs and network architecture, optimization of the connection weights (training), and model validation. Also, the neural networks prediction theory is applied in other fields, such as traffic flow prediction and stock prediction [8, 9] . However, it is firstly introduced in publish/subscribe system.
Predictability Analysis
We shall first prove that the traffic of the publish/subscribe overlay network is predictable before we introduce our traffic prediction model.
In the overlay network, a broker node, connected by several links which contains the inputs and outputs, is our research object, and we want to predict the traffic of a certain link in the broker node. However, the traffic in the broker node always exhibits complicated, irregular behaviors which are seemingly random, and they are largely determined by the business logic of the upper level, so we can come to the conclusion that it is impossible to make a prediction for the next hour or day traffic. On the other hand, short-term (1-15 minutes) prediction has been analyzed as below. The data was recorded from an air traffic control system which is used to monitor the designated airplane by different terminals, and the communications layer of this system is supported by the publish/subscribe system. A node was chosen randomly in inner brokers, and a link was chosen randomly as well in node . We set the node to record the routing notifications in every 5 minutes, and we call this period as a time-step. We recorded notifications routed by link 1000 time-steps in the node, which comprise a time series ts. The data are shown in Figure 2 .
In Figure 1 , x-coordinate is the number of the timesteps and the y-coordinate is the number of the notifications. From the figure, the curve does not show obvious periodicity or complete randomness, and it is still difficult to determine whether there is a certain rule in this time series ts. However, the subscriptions and the advertisement in the publish/subscribe system certainly have the prediction information, because they indicate what type of notification will be sent or received. To find this order and pattern, we introduced chaos theory into our proof procedure.
In chaos theory, chaos refers to an apparent lack of order in a system that nevertheless obeys particular laws or rules, and it is not disorder but a higher order of the universe [10, 11] . If the time series ts exhibits chaos, the traffic of link could be predictable. The existence of a positive Lyapunov exponent is usually taken as an indication of the chaotic character [12] . In practice, we only need to calculate the largest Lyapunov exponent from this time series ts by small data sets method. If > 0, this time series ts is chaotic [13] .
All calculation procedures will be done in MATLAB, and the input parameters of the largest Lyapunov exponent algorithm should be calculated firstly, which is shown as follows: reconstruction delay is 2 calculated by the fast Fourier transform, mean period is 2 calculated by the fast Fourier transform, and embedding dimension is 3 calculated by C-C algorithm [14] . Now the largest Lyapunov exponent could be calculated, and the result is shown in Figure 2 .
In Figure 2 , x-coordinate is the evolutionary time and the y-coordinate is the ⟨ln(divergence)⟩. The red line is calculated using least-squares fit method. The slope of this red line is the largest Lyapunov exponent . The slope is 0.4363, and the slope is larger than 0, so the time series ts exhibits chaos. We could arrive at the conclusion that the traffic of the publish/subscribe overlay network is predictable.
Publish/Subscribe Traffic Prediction Model
The publish/subscribe traffic prediction model (PSTPM) worked in content-based publish/subscribe system, and the advertisements mechanism is applied in the system. We assume that the subscription routing table and the advertisement routing table are updated by covering-based routing algorithm in the broker node.
In the publish/subscribe overlay network, a broker node is our modeling object, it is connected by several links which contains the inputs and outputs, and the traffic of a certain link in the node is our prediction object.
In Figure 3 , if the traffic of the link at time + 1 is our prediction object, we need to find out which relevant factors the traffic of the link at time + 1 depends on. We consider these factors in two categories. One is the unchanged part which is relevant to the history traffic of link , such as the traffic at time , − 1 or − 2: here we use two history values V and V −1 as the one part of the relevant factors. The other part is changed part which is the traffic that will increase or decrease in the link at time + 1: if the subscription entry ( , ) was added to (deleted from) the subscription routing table at time in node and the destination is node , it denotes that the matching notifications have to (could not) be forwarded to the destination through the link at time + 1. If the advertisement entry ( , ) was added to (deleted from) the advertisement routing table at time in node and the destination is node , it denotes that the notifications might (could not) be received from the destination through the link at time +1. Both cases will lead to traffic change in link at time + 1, so the number of the change values subV and the number of the change values adV are the other two relevant factors. subV is the sum of forwarding notifications matched by in node and adV is the sum of forwarding notifications matched by in node .
In formula (2), the function Num() returns the number of notifications; the function match() returns notification if the notification is matched by filter or ; is the length of the routing table.
In sum, we find out four factors: V , V −1 , subV , and adV , and we use these factors to predict the traffic of link V +1 . We need to find some approaches to represent the relation between these two parts.
Neural networks have become extremely popular for prediction and forecasting in many areas [15, 16] . The advantage of neural networks lies in their ability to represent both linear and nonlinear relationships and in their ability to learn these relationships directly from the data being modeled. Now the neural network is used to model our problem and network parameters are discussed as below.
PSTPM Inputs and Outputs.
As in any prediction model, the selection of appropriate model inputs and outputs is very important. In our prediction model, the inputs and outputs are determined by problem itself, so the inputs and outputs are discussed above.
Inputs: V , V −1 , subV , and adV Outputs: V +1
PSTPM Data Source.
The prediction model is deployed in each broker node, and it is set to record the routing notifications in every minutes and its default setting is 5 minutes. As a result, the recorded data comprise a time series, input data, and target data, which are used in training the network and could be figured out from the time series according to the selection of inputs and outputs. [14] is used in our prediction model to divide the inputs data and targets data into three subsets: a training set which is used for training and accounted for 70%; a validation set which is used to validate that the network is generalizing and to stop training before overfitting and accounted for 15%; a testing set which is used as a completely independent test of network generalization and accounted for 15%.
PSTPM Data Division. Cross-validation technique
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PSTPM Data Preprocessing.
Generally, inputs data and targets data span different ranges. In order to ensure that all the data will be commensurate with the limits of the activation functions, in our prediction model, inputs data and targets data should be normalized to a value between 0 and 1 using formula (3).
In the formula, V is the sample data in the time series at time . V max and V min are the maximum and minimum values in the time series. Obviously, the output results of the network which are between 0 and 1 should be carried out with reductions using formula (3).
PSTPM Network Structure.
Feedforward network is used in our prediction model and it is arranged by three layers: an input layer, a hidden layer, and an output layer. The number of neurons in the input layer is fixed by the number of model inputs: 4; the number of neurons in the output layer equals the number of model outputs: 1; the number of neurons in hidden layer nodes was obtained using trial and error and the initial number of neurons is calculated by formula (4):
In formula (4) , is the number of the neurons in the input layer; is the number of the neurons in the output layer; is one number between 1 and 10.
In addition, we also consider the experience that the number of the hidden nodes in each layer should be between the size of input and output layer.
At last, the number of neurons in the hidden layer is 3.
PSTPM Network Optimization.
In our prediction model, the back-propagation algorithm is used to train network, and the Levenberg-Marquardt (LM) optimization method is used to update the weight and bias. The initial weights are initialized to zero-mean random values in (−1,1). The TanSigmoid transfer function is used in hidden layer and the LogSigmoid transfer function is used in output layer. The learning rate is set to 0.1. The error function is used as the mean squared error function, and it is set to 0.001. The maximum epoch size is set to 1000.
Model Integration
In this section, we show how the traffic prediction model integrates into the self-adapting routing strategy. Many approaches have been presented to solve the publish/subscribe overlay optimization problem [3, 5, 6] . Normally, the main idea of the self-adapting overlay routing strategy is to reduce the distance between brokers that consume a lot of identical notifications. In this process, the brokers need to know which links will forward a lot of the identical messages in the future, and they will reconfigure the topology of the overlay network to reduce the traffic cost according to these pieces of information. In other words, the more precise the prediction for the traffic that could be given by broker, the more the traffic cost reduction that will be achieved. Consequently, the prediction model presented in this paper could be applicable in all the strategies. By the above analysis, we could know that the traffic prediction models are running in each broker node, and the model instances are created for each link. The working procedure figure is shown in Figure 4 .
In Figure 4 , the working procedure contains three procedures: training procedure, prediction procedure, and adapting procedure. In the training procedure, the brokers create the neural network, train the network, and store the trained network for each link. The training procedure runs once a day. In the prediction procedure, the brokers predict the traffic for each link and save the predicted data. In the adapting procedure, the brokers reconfigure the topology of the overlay network using the predicted data. The brokers enter adapting procedure after finishing the prediction procedure; the prediction procedure is triggered after a certain time interval set by system administrator.
Experiments
In this section, our experiments were divided into two parts: one part is to validate the traffic prediction model and the other is to validate self-adapting strategy integrated into the prediction model. For part one, we designed the experiments:
(i) To validate whether the prediction model proposed in this paper has the ability to predict the traffic For part two, we designed the experiments:
(i) To validate whether the strategy integrated into the prediction model has the ability to reduce the traffic cost of the overlay network and to compare with other strategies
The part one experiments were simulated on MATLAB and the part two experiments were simulated on ProtoPeer [17] which is a distributed systems prototyping toolkit.
Part One Experiments.
The part one experiments are to validate whether the prediction model proposed in this paper has the ability to predict the traffic. The data were recorded from the ProtoPeer environment and analyzed in MATLAB. We designed two experiments in this part: one is inner broker case where the traffic is relatively large and the other one is the border case where the traffic is relatively small. The experiment process is as follows.
A node inn was chosen randomly in inner brokers and a link inn was chosen randomly in node inn . We recorded notifications routed by link inn 1000 time-steps. The first few 950 time-steps were used for training the network and the rest were used to test the network. The records were loaded and trained in MATLAB. The training performance figure is shown in Figure 5 . In Figure 5 , -coordinate is the number of the epochs and the -coordinate is the mse. The figure shows that the mse reached 0.0009964 at iteration of 140 epochs, so the convergence speed of the error is very fast with LM algorithm. The regression figure is shown in Figure 6 .
In Figure 6 , -coordinate is the targets and thecoordinate is the network outputs. The best linear fit is indicated by a dashed line. The perfect fit is indicated by the solid line. In this figure, we cannot find out the dashed line and the solid line because they covered by the data points which composed a line. This means that the fit is very good. The results of the prediction are shown in Figure 7 .
In Figure 7 , -coordinate is the number of the timesteps and the -coordinate is the number of the notifications. The symbol "∘" denotes the actual value and the symbol "+" denotes the predicted value. From the figure, we can see that the predicted values series could well fit the actual ones. Next, border broker case was also given. A node brd was chosen randomly in border brokers [18] and a link brd was chosen randomly in node brd . The rest of the environment is identical with the previous. The training performance figure is shown in Figure 8 .
In Figure 8 , the figure shows that the mse reached 0.00099969 at iteration of 73 epochs, so the convergence speed of the error is also very fast in border broker case. The regression figure is shown in Figure 9 . In Figure 9 , the fit is also very good in border broker case. The results of the prediction are shown in Figure 10 .
In Figure 10 , we can see that the predicted values series could well fit the actual ones in border broker case. As a result, we can come to the conclusion that the prediction model proposed in this paper has the ability to predict the traffic. model has the ability to reduce the traffic cost of the overlay network and to compare with other strategies. The traffic prediction model was implemented in ProtoPeer, and then the experiment analysis procedure was run in the ProtoPeer and the analysis results were recorded. Finally, the results were plotted in MATLAB. We designed two experiments in this part: one is PSOO-FCAT strategy and the other one is OCBR strategy. The strategies integrated into our traffic prediction model will be compared with the original ones. The experiment process and parameters are as follows.
An overlay network topology with 5000 nodes has been generated randomly, and 1000 nodes have been deployed on the brokers randomly. We randomly generated 2000 different types of subscription, 10000 different types of events based on the 1500 subscriptions, 8000 advertisements according to 8000 different types of events, 200 producers, 200 consumers, and 50 pairs of the ⟨producer, consumer⟩ that connected to brokers randomly, each producer published 40 types of events, each consumer subscribed to 8 types of events, and the event is sent every 2 simulation ticks by a producer. The simulation experiment was performed in 100 minutes. The results were recorded by us at every 500 ticks. The average value was calculated as shown in Figure 11 .
In Figure 11 , the original OCBR and the predicable OCBR cost are both decreased, but predicable OCBR cost decreases sharper than original OCBR, which indicates that both the original OCBR and the predicable OCBR strategy have the ability to reduce the traffic cost of the overlay network and the efficiency of the predicable OCBR strategy is more obvious.
In Figure 12 , the original PSOO-FCAT and the predicable PSOO-FCAT cost are both decreased, but predicable PSOO-FCAT cost decreases sharper than original PSOO-FCAT, which indicates that both the original PSOO-FCAT and the predicable OCBR strategy have the ability to reduce the traffic cost of the overlay network and the efficiency of the predicable PSOO-FCAT strategy is more obvious. In sum, we can come to the conclusion that the strategy integrated into the prediction model has the ability to reduce the traffic cost of the overlay network.
Conclusion
In the paper, we propose a traffic prediction model for the broker in publish/subscribe system, and it uses neural network to predict the traffic of the link. We first prove that the traffic of the link is predictable by chaos theory and introduce our traffic prediction model and the model integration. Finally, the experimental results show that our traffic prediction model could predict the traffic of link in the broker well and the strategy integrated into our traffic 
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