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MEAN-FIELD DYNAMICS FOR MIXTURE CONDENSATES VIA
FOCK SPACE METHODS
GUSTAVO DE OLIVEIRA AND ALESSANDRO MICHELANGELI
Abstract. We consider a mean-field model to describe the dynamics of N1
bosons of species one and N2 bosons of species two in the limit as N1 and N2
go to infinity. We embed this model into Fock space and use it to describe the
time evolution of coherent states which represent two-component condensates.
Following this approach, we obtain a microscopic quantum description for the
dynamics of such systems, determined by the Schro¨dinger equation. Associated
to the solution to the Schro¨dinger equation, we have a reduced density operator
for one particle in the first component of the condensate and one particle in
the second component. In this paper, we estimate the difference between this
operator and the projection onto the tensor product of two functions that are
solutions of a system of equations of Hartree type. Our results show that this
difference goes to zero as N1 and N2 go to infinity.
1. Introduction
One of the typical experimental realisations of Bose-Einstein condensation (also
called BEC henceforth) concerns the preparation and the dynamical evolution of
the so-called mixture condensates [11, 19]. They consist of a Bose gas formed by two
different species of bosons, with both intra-species and inter-species interactions,
which exhibits condensation in each component. This results in a macroscopic
occupation of some one-body orbital for the first type of bosons and another one
for the second type. Such systems are customarily prepared as a gas of atoms of the
same element, typically 87Rb, which occupy two hyperfine states [26, 21, 12, 13], or
also as heteronuclear mixtures such as 41K-87Rb [24], 41K-85Rb [25], 39K-85Rb [20]
and 85K-87Rb [29]. In the former case, we refer to the part of the experiment in
which no interconversion between particles of different hyperfine states occur. For
a comprehensive review of the physical properties of mixture condensates, we refer
to [34, Chapter 21].
A mixture condensate (with a fixed number of particles) is naturally modeled
as a many-body system of N1 indistinguishable bosons of the first species and N2
indistinguishable bosons of the second species. The Hilbert space for the system is
the tensor product
(1.1) H = L2s(R3N1)⊗ L2s(R3N2),
where L2s(R
3N ) denotes the subspace of functions of L2(R3N ) that are symmetric
with respect to permutation of any pair of variables (which correspond to particles).
The mean-field Hamiltonian of the system has the form
HN1,N2 = hN1 ⊗ I + I ⊗ hN2 + VN1,N2 ,
Date: April 16, 2019.
Partially supported by the 2014-2017 MIUR-FIR grant “Cond-Math: Condensed Matter and
Mathematical Physics” code RBFR13WAET, and by a 2015 visiting research fellowship at the
International Center for Mathematical Research (CIRM), Trento.
1
2 G. DE OLIVEIRA AND A. MICHELANGELI
where, for p = 1, 2,
hNp =
Np∑
j=1
−∆xj +
1
Np
∑
1≤j<k≤Np
Vp(xj − xk)
and
VN1,N2 =
1
N1 +N2
N1∑
j=1
N2∑
k=1
V12(xj − yk).
Here, xj ∈ R3 represents the jth variable corresponding to the first factor of H and
yk ∈ R3 represents the kth variable corresponding to the second factor. We will
describe later the hypothesis on the interaction potentials V1, V2 and V12.
We will consider a mixture condensate with variable number of particles of each
species, where particles can not switch species. In order to do this, we will embed
the model mentioned above into a tensor product of Fock spaces, as described in
Section 2.
The N1, N2-dependent factors in the Hamiltonian HN1,N2 are typical of the
mean-field regime. When N1 → ∞ and N2 → ∞ with N1/N2 → constant, the
factors guarantee that the kinetic and potential terms of the Hamiltonian remain
comparable and thus the many-body dynamics remains non-trivial in the limit. In
fact, there are N1+N2 kinetic terms and
1
2 (N1+N2)(N1+N2− 1) potential terms
in HN1,N2 , but the mean-field factors reduce the order of the potential energy to
1
N1
· N1(N1 − 1)
2
+
1
N2
· N2(N2 − 1)
2
+
1
N1 +N2
·N1N2 = O(N1 +N2).
One could obtain a similar regime, for example, by choosing the factor 1/(N1+N2)
for all potential terms, or by replacing the factor in VN1,N2 by 1/
√
N1N2. Out of
such similar choices, the one that we make here is the physically meaningful one,
for it yields the physically correct weights in the Hartree equations (as suggested
by experiments). A justification for our choice is provided in [22, Section 4].
A natural example of state which models a two-component condensate is a state
ψN1,N2 ∈ H of the form
ψN1,N2(x1, . . . , xN1 , y1, . . . , yN2) =
N1∏
j=1
u(xj)⊗
N2∏
k=1
v(yk)
for some u, v ∈ H1(R3) with ‖u‖L2 = 1 and ‖v‖L2 = 1. If ψN1,N2 represents a
condensate at t = 0, its time-evolution ψN1,N2,t is determined by the Schro¨dinger
equation
(1.2) i∂tψN1,N2,t = HN1,N2ψN1,N2,t with ψN1,N2,0 = ψN1,N2 .
In order to consider systems with variable number of particles, we will embed
states of the form ψN1,N2 into a product of Fock spaces by considering a coherent
superposition of such states. More precisely, we will consider a tensor product of
coherent states as initial state (more on this in Section 2).
The factorization of the initial state is not preserved by the time-evolution.
However, in the mean-field regime, similarly to what happens for one-component
condensates [35], we expect that the solution ψN1,N2,t is approximately factorized
(in a sense describe below) when N1 →∞ and N2 →∞. Schematically, we expect
that
ψN1,N2,t(x1, . . . , xN1 , y1, . . . , yN2) ≃
N1∏
j=1
ut(xj)⊗
N2∏
k=1
vt(yk)
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where ut and vt are the solutions of the system of equations of Hartree type
(1.3)
i∂tut = −∆ut + (V1 ∗ |ut|2)ut + c2(V12 ∗ |vt|2)ut
i∂tvt = −∆vt + (V2 ∗ |vt|2)vt + c1(V12 ∗ |ut|2)vt
with u0 = u e v0 = v. We will specify later the constants c1 and c2.
We now explain in which sense the approximate factorization holds true. When
the mixture of bosons is in the state ψN1,N2,t, condensation in each component can
be inferred by using the density operator
(1.4) γ
(1,1)
N1,N2,t
= TrN1−1,N2−1 |ψN1,N2,t〉〈ψN1,N2,t|,
where |ψN1,N2,t〉〈ψN1,N2,t| denotes the orthogonal projection onto the state ψN1,N2,t
and TrN1−1,N2−1 denotes the trace over N1− 1 variables corresponding to the first
factor of H and N2 − 1 variables corresponding to the second factor. The operator
γ
(1,1)
N1,N2,t
is a non-negative trace class operator on L2(R3) ⊗ L2(R3) with integral
kernel
γ
(1,1)
N1,N2,t
(x, x′; y, y′) =
∫
R3(N1−1)
∫
R3(N2−1)
dx2 · · · dxN1dy2 · · ·dyN2
× ψN1,N2,t(x, x2, . . . , xN1 ; y, y2, . . . , yN2)
× ψN1,N2,t(x′, x2, . . . , xN1 ; y′, y2, . . . , yN2) .
(1.5)
If ‖ψN1,N2,t‖ = 1, we have γ(1,1)N1,N2,t = 1.
For t > 0, the operator γ
(1,1)
N1,N2,t
is not rank-one and is not factorised as a tensor
product of two density operators. The special case of (complete) two-component
BEC with condensate functions ut and vt corresponds to the situation when
(1.6) lim
N1→∞
N2→∞
γ
(1,1)
N1,N2,t
= |ut ⊗ vt〉〈ut ⊗ vt|,
where convergence occurs with respect to the trace norm. The limit expresses the
fact that the actual many-body state has the same occupation numbers of the pure
tensor product u⊗N1t ⊗ v⊗N2t . In fact, γ(1,1)N1,N2,t has non-negative real eigenvalues
that sum up to 1 and that are naturally interpreted as the fraction of the particles
occupying the corresponding eigenstates. Thus, when (1.6) occurs, it means that
there is macroscopic occupation of bosons of the first species in the one-body state
ut and a macroscopic occupation of bosons of the second species in the one-body
state vt. The condition (1.6) is the precise meaning of the approximate factorization
mentioned above.
In the limit, the vanishing of γ
(1,1)
N1,N2,t
− |ut ⊗ vt〉〈ut ⊗ vt| (with respect to the
trace norm) is much weaker than the vanishing of ‖ψN1,N2,t − u⊗N1t ⊗ v⊗N2t ‖H. In
fact, unless the system is non-interacting, even in the regime of condensation there
is an additional inter-particle correlation structure in the typical ψN1,N2,t that can
not be described using only γ
(1,1)
N1,N2,t
(this subject, for one-component condensates,
has been investigated in [18, 17, 27]).
In this work, we are interested in the time-evolution of a two-component mixture
condensate once the gas is prepared in a state of complete condensation in each
component. As in experiments, after the initial state is prepared, we imagine that
the system evolves under the sole effect of the intra- and inter-species interactions.
Under suitable conditions on the density and the interactions of the system, the
two-component condensation persists at later times and the system is condensed
onto two one-body orbitals that are solutions of the system of equations (1.3).
The study of the effective dynamics of Bose-Einstein condensates in various
regimes is a topic of current interest [22, 28, 1, 23]. In [22], a paper by one of
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us and A. Olgiati, effective evolution equations were derived rigorously from the
many-body Schro¨dinger equation by using a method of “counting” the number of
particles in the many-body state that occupy the one-body orbitals, at time t. This
was possible by adapting Pickl’s counting method which was used in the study of
one-component condensates [15, 31, 32, 33]. In [1], a similar result was obtained by
Anapolitanos, Hott and Hundertmark for systems of particles interacting through
the Yukawa potential.
Our paper is related to the analysis done in [22] (see also [23]) and [1]—While
our results are similar to the ones in these articles, we formulate our model in a
different setting, and we use different methods. We derive a system of effective
equations of Hartree type by using methods in Fock space developed by Hepp [14],
Ginibre and Velo [10], Rodnianski and Schlein [35] and others (see also [2]). A
review of these methods for one-component Bose gases can be found in [3]. Our
results hold for coherent states as initial data (Theorem 2.3) and they allow the
Coulomb interaction. In short, the methods in Fock space are based on the idea
of controlling fluctuations of the dynamics with respect to the leading (mean-field)
dynamics. They have been used to study dynamical properties of one-component
condensates [7, 8, 2, 17, 5, 6], and also to study fermionic systems [4, 30]. As
another example of application of Fock space methods, we mention the recent work
of Chen and Soffer [9].
In order to state the main result of this paper (Theorem 2.3), we need to describe
our model in Fock space. This is done in Section 2. The proof of Theorem 2.3
appears in Section 3. In Sections 4 and 5, we prove some propositions that we used
to prove Theorem 2.3.
2. The model in Fock space and the main result
We want to represent our model for a two-component condensate using a tensor
product of Fock spaces. To do this, we will proceed as follows. First, we present the
basic definitions regarding the Fock space and some operators defined on it. Then,
we describe the tensor product of Fock spaces and the tensor products of some
operators. This gives a mathematical model for the two-component condensate.
Spaces and basic operators. The Fock space for bosons over L2(R3), denoted
by F , is the direct sum
F =
⊕
n≥0
L2s(R
3n).
Here, we are using the convention that L2s(R
0) = C. Given ψ ∈ F , we have
ψ = ψ(0)⊕ψ(1)⊕ψ(2)⊕· · · with ψ(n) ∈ L2s(R3n) for n ≥ 0. For ψ, φ ∈ F , the inner
product is given by
〈ψ, φ〉 =
∑
n≥0
〈ψ(n), φ(n)〉.
The vector space F with this inner product is a Hilbert space. The induced norm
on this space is denoted by ‖ · ‖.
We now mention some special states in F which are relevant in our work. First,
the vacuum state 1 ⊕ 0 ⊕ 0 ⊕ · · · , denoted by Ω. Secondly, states with exactly n
particles, denoted by ψn. Thus ψn = 0⊕ 0⊕ · · · ⊕ ψ(n)n ⊕ 0⊕ · · · .
An operator that plays an important role in our work is the number of particles
operator, denoted by N . This is the self-adjoint operator on F defined by
Nψ = 0 · ψ(0) ⊕ 1 · ψ(1) ⊕ 2 · ψ(2) ⊕ · · · ⊕ n · ψ(n) ⊕ · · ·
for any ψ ∈ F such that ∑n≥0 n2‖ψ(n)‖2 < ∞. We observe that a state ψn with
exactly n particles is an eigenvector of N with eigenvalue n.
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Our next step is defining creation and annihilation operators on F . For f in
L2(R3), the creation operator a∗(f) is defined (as the closure of)
(a∗(f)ψ)(n)(x1, . . . , xn) =
1√
n
n∑
j=1
f(xj)ψ
(n−1)(x1, . . . , xj−1, xj+1, . . . , xn)
for n = 1, 2, . . . and (a∗(f)ψ)(0) = 0. Here ψ = ψ(0) ⊕ ψ(1) ⊕ ψ(2) ⊕ · · · and
a(f)ψ = (a(f)ψ)(0)⊕(a(f)ψ)(1)⊕· · · . Similarly, the annihilation operator is defined
(as the closure of)
(a(f)ψ)(n)(x1, . . . , xn) =
√
n+ 1
∫
dx f(x)ψ(n+1)(x, x1, . . . , xn)
for n = 0, 1, . . . and a(f)Ω = 0. The operator a∗(f) is the adjoint of a(f). Both
operators are unbounded, densely defined and closed. For f and g in L2(R3), they
obey the canonical commutation relations
[a(f), a∗(g)] = 〈f, g〉 and [a(f), a(g)] = [a∗(f), a∗(g)] = 0.
Related to a∗(f) and a(f), it is useful to consider the self-adjoint operator
φ(f) = a∗(f) + a(f).
Creation and annihilation operators can be represented using the operator valued
distributions a∗x and ax for x ∈ R3. These are the distributions such that
a∗(f) =
∫
dx f(x)a∗x and a(f) =
∫
dx f(x)ax.
Consequently, for x, y ∈ R3, we have
[ax, a
∗
y] = δ(x− y) and [ax, ay] = [a∗x, a∗y] = 0.
Using the operator valued distributions, we can represent the number of particles
operator as
N =
∫
dx a∗xax.
We now consider two copies of the bosonic Fock space F . In our model, the state
space for the two-component condensate is F ⊗F . Here, we are using the standard
tensor product of two Hilbert spaces (as described in [36], for example).
Having described the state space, let us define operators on it. We will often use
the standard construction of tensor product of operators, as described in [36], for
example.
For f ∈ L2(R3), we define creation and annihilation operators on each factor of
F ⊗ F by
b∗(f) = a∗(f)⊗ I, c∗(f) = I ⊗ a∗(f),
b(f) = a(f)⊗ I, c(f) = I ⊗ a(f).
The corresponding operator valued distributions are given by
b∗x = a
∗
x ⊗ I, c∗x = I ⊗ a∗x, bx = ax ⊗ I, cx = I ⊗ ax.
There are several commutation relations for the operators b∗(f), c∗(f), b(f) and
c(f). The only commutators that are not equal to zero are
[b(f), b∗(g)] = 〈f, g〉 and [c(f), c∗(g)] = 〈f, g〉.
Consequently
[bx, b
∗
y] = δ(x − y) and [cx, c∗y] = δ(x− y).
Using the operator-valued distributions, we can represent N ⊗ I and I ⊗N as
N ⊗ I =
∫
dx b∗xbx and I ⊗N =
∫
dy c∗ycy.
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The creation and annihilation operators are bounded with respect to I ⊗N 1/2,
N 1/2 ⊗ I, etc. The precise statement is given in the following lemma. The proof
of the lemma follows from the corresponding well-known result for creation and
annihilation operators on each factor of F ⊗ F (see [35] for a proof).
Lemma 2.1. Let f, g ∈ L2(R3). For any ψ ∈ F ⊗ F , we have
‖b∗(f)ψ‖ ≤ ‖f‖ ‖((N + 1)1/2 ⊗ I)ψ‖, ‖c∗(g)ψ‖ ≤ ‖g‖ ‖(I ⊗ (N + 1)1/2)ψ‖,
‖b(f)ψ‖ ≤ ‖f‖ ‖(N 1/2 ⊗ I)ψ‖, ‖c(g)ψ‖ ≤ ‖g‖ ‖(I ⊗N 1/2)ψ‖.
The Hamiltonian. We now define the Hamiltonian HN1,N2 acting on F ⊗ F .
First, we observe that the set of all finite sums
∑
k ψk is dense in F . Moreover, the
set of all finite linear combinations of products ψn1 ⊗ φn2 , denoted by D, is dense
in F ⊗ F . We define the Hamiltonian HN1,N2 acting on products ψn1 ⊗ φn2 by
HN1,N2 ψn1 ⊗ φn2 = H(n1,n2)N1,N2 ψn1 ⊗ φn2 where
H(n1,n2)N1,N2 = h
(n1)
N1
⊗ I + I ⊗ h(n2)N2 + T
(n1,n2)
N1,N2
with
h
(np)
Np
=
np∑
j=1
−∆xj +
1
Np
∑
1≤j<k≤np
Vp(xj − xk)
and
T
(n1,n2)
N1,N2
=
1
N1 +N2
n1∑
j=1
n2∑
k=1
V12(xj − yk).
We then extend HN1,N2 to D by linearity. With the hypothesis on V1, V2 and V12
in Theorem 2.3, the Hamiltonian HN1,N2 on D gives rise to a self-adjoint operator
(which we denote by the same symbol HN1,N2) [37, Theorem X.23]. In particular,
the initial value problem i∂tψt = HN1,N2ψt with ψt|t=0 = ψ0 is well-posed.
Using the operator-valued distributions bx and cx, the Hamiltonian HN1,N2 can
be written as
HN1,N2 = HN1 +HN2 + TN1,N2
where
HN1 =
∫
dx∇xb∗x∇xbx +
1
N1
∫ ∫
dxdz V1(x− z)b∗xb∗zbzbx,
HN2 =
∫
dy∇yc∗y∇ycy +
1
N2
∫ ∫
dydz V2(y − z)c∗yc∗zczcy,
and
TN1,N2 =
1
N1 +N2
∫ ∫
dxdy V12(x − y)b∗xc∗ycybx.
The Hamiltonian HN1,N2 conserves the number of particles in each factor of
F ⊗ F . In fact, it is simple to verify that, for j = 1, 2,
[HNj ,N ⊗ I] = [HNj , I ⊗N ] = [TN1,N2 ,N ⊗ I] = [TN1,N2 , I ⊗N ] = 0.
Furthermore, for fixed N1 and N2, the subspace
SN1,N2 = span{ψN1 ⊗ φN2 |ψN1 ∈ L2s(R3N1), φN2 ∈ L2s(R3N2}
is invariant by HN1,N2 , and the Hamiltonian HN1,N2 restricted to SN1,N2 is equal
to HN1,N2 . Therefore, for initial data in SN1,N2 , the time evolution generated by
HN1,N2 reduces to the time evolution generated by HN1,N2.
The reduced density operator. For ψ ∈ F⊗F , we define the reduced density
operator γ
(1,1)
ψ as the operator on L
2(R3)⊗ L2(R3) determined by the kernel
(2.1) γ
(1,1)
ψ (x, y;x
′, y′) =
1
〈ψ,N ⊗Nψ〉 〈ψ, b
∗
x′c
∗
y′bxcyψ〉.
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We observe that Tr1,1γ
(1,1)
ψ = 1. If ψ is in the subspace SN1,N2 of fixed number
of particles, the above definition reduces to the definition of γ
(1,1)
N1,N2,t
given in the
introduction.
Coherent states. For f ∈ L2(R3), the Weyl operator on F , denoted W (f), is
defined by
W (f) = exp(a∗(f)− a(f)).
The state W (f)Ω is called a coherent state. We have
(2.2) W (f)Ω = e−‖f‖
2/2
∑
n≥0
a∗(f)n
n!
Ω = e−‖f‖
2/2
∑
n≥0
1√
n!
f⊗n.
This expression is obtained by using the identities
exp(a∗(f)− a(f)) = e−‖f‖2/2 exp(a∗(f)) exp(a(f))
and a(f)Ω = 0. The first identity is obtained using [a(f), a∗(f)] = ‖f‖2.
For f, g ∈ L2(R3), we define
W(f, g) =W (f)⊗W (g),
which is an operator on F ⊗ F . We set ω = Ω ⊗ Ω (which we also call a vacuum
state). Thus W(f, g)ω is a tensor product of coherent states (which we also call a
coherent state).
In the following lemma, we have some important properties of the operator
W(f, g) and the coherent state W(f, g)ω. These properties follow easily from the
corresponding well-known properties of Weyl operators (see [35], for example).
Lemma 2.2. Let f, g ∈ L2(R3) and ω = Ω⊗ Ω.
(a) The operator W(f, g) is unitary and
W(f, g)∗ =W(f, g)−1 =W(−f,−g).
(b) We have
W(f, g)∗bxW(f, g) = bx + f(x), W(f, g)∗b∗xW(f, g) = b∗x + f(x),
W(f, g)∗cyW(f, g) = cy + g(y), W(f, g)∗c∗yW(f, g) = c∗y + g(y).
(c) For p, q ∈ {0, 1}, we have
〈W(f, g)ω, (N p ⊗N q)W(f, g)ω〉 = ‖f‖2p‖g‖2q.
Schro¨dinger dynamics. For u, v ∈ H1(R3) with ‖u‖L2 = 1 and ‖v‖L2 = 1, we
set
ψN1,N2 =W(
√
N1u,
√
N2v)ω
and denote by t 7→ ψt = e−itHN1,N2ψN1,N2 the solution to the Schro¨dinger equation
i∂tψt = HN1,N2ψt with initial condition ψ0 = ψN1,N2 . We will study the family of
solutions {ψt}N1,N2 as N1 and N2 go to infinity.
We are ready to state our main result:
Theorem 2.3. Suppose that the functions V = V1, V = V2 and V = V12 satisfy
the operator inequality
V 2 ≤ K(1−∆)
on L2(R3) for some constant K > 0. Suppose that (N1) and (N2) are sequences of
positive integers and c1 and c2 are real numbers which obey N1 →∞ and N2 →∞
with
(2.3)
∣∣∣∣ N1N1 +N2 − c1
∣∣∣∣ ≤ DN2 and
∣∣∣∣ N2N1 +N2 − c2
∣∣∣∣ ≤ DN1 ,
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for some constant D > 0, where c1 ≥ 0 and c2 ≥ 0 with c1 + c2 = 1. Let γ(1,1)t be
the reduced density operator associated to the solution
ψt = e
−itHN1,N2W(
√
N1u,
√
N2v)ω
to the Schro¨dinger equation. Then
(2.4) Tr
∣∣∣γ(1,1)t − |ut ⊗ vt〉〈ut ⊗ vt| ∣∣∣ ≤ Ceγt
[
1√
N1
+
1√
N2
]
for all t ≥ 0, where C and γ are positive constants that do not depend on N1 and
N2, and ut and vt are the solutions of the system of equations (1.3) with initial
datum u and v.
We make the following observations about Theorem 2.3:
(1) The hypothesis on the interaction potentials V1, V2 and V12 allow the
Coulomb potential. In addition, the theorem holds for both attractive and
repulsive potentials.
(2) Under the hypothesis on the interaction potentials and the initial datum u
and v, the system of equations (1.3) of Hartree type is globally well-posed
in time. This follows from conservation of mass and energy.
If ψt was equal to the coherent state W(
√
N1ut,
√
N2vt)ω, the left hand side of
(2.4) would vanish identically (and Theorem 2.3 would be true with C = 0). This
observation suggests a strategy to prove Theorem 2.3. Namely, the idea is to show
that ψt ≈ W(
√
N1ut,
√
N2vt)ω in a certain sense. In order to do this, we make a
time-dependent change of variable which transforms the Schro¨dinger equation into
a non-autonomous equation, called the fluctuation equation, whose initial datum
is the vacuum state. Again, if the vacuum state was a stationary solution to this
equation, the left hand side of (2.4) would vanish identically. The vacuum state is
not a stationary solution, but the actual solution to the fluctuation equation has
a property that suffices to obtain Theorem 2.3. Namely, the expected value of the
number of particles for the solution does not grow too fast as N1 and N2 go to
infinity. Below we describe how to implement this strategy to prove Theorem 2.3.
As we mentioned earlier, we will use the methods developed in [35] (see also [2]).
To prove Theorem 2.3, we will proceed as follows: We will consider a tensor
product of coherent states as initial data. The Hartree dynamics emerges as the
main component of the evolution of this initial data (in the mean field limit).
The problem reduces to study fluctuations around this main component. (These
fluctuations are described by a two-parameter unitary group UN1,N2(s, t) called
fluctuation dynamics.) We will prove that the number of fluctuations is controlled,
in certain sense, for large N1 and N2. This implies the statement in Theorem 2.3.
We now turn to the proof of the theorem.
Fluctuation dynamics. We define α(t) =
∫ t
0 FN1,N2(s) ds, where FN1,N2 is a
real-valued function that we will choose later. Let ut and vt be the solutions to the
Hartree system (1.3). For t, s ∈ R, we set
U(t, s) = ei(α(t)−α(s))W(
√
N1ut,
√
N2vt)
∗e−i(t−s)HN1,N2W(
√
N1us,
√
N2vs).
We refer to the operator U(t, s) as the fluctuation dynamics. We abbreviate
Wt =W(
√
N1ut,
√
N2vt) and Ut,s = U(t, s).
Thus, we may write Ut,s = e
i(α(t)−α(s))Wte−i(t−s)HN1,N2Ws. We also define
ωt = e
−iα(t)U(t, 0)ω.
Using the above definitions, it is simple to verify that
ψt =Wt ωt.
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For each s ∈ R, the fluctuation dynamics satisfies the equation
i∂tUt,s = L(t)Ut,s with Us,s = I
where
L(t) = (i∂tW∗t )Wt +W∗tHN1,N2Wt − FN1,N2(t).
We next calculate the first two terms in this expression.
To calculate (i∂tW∗t )Wt, we use the identity
(∂te
−A(t))eA(t) = −
∫ 1
0
dλ e−A(t)λA˙(t)eA(t)λ.
Here A(t) is an operator. (This identity is obtained using the definition of time
derivative and the formula e−ABeA = B − ∫ dλe−λA[A,B]eλA.) We find that
(i∂tW∗t )Wt =
√
N1φ(−i∂tut)⊗ I +
√
N2I ⊗ φ(−i∂tvt)
+N1Re〈ut, i∂tut〉+N2Re〈vt, i∂tvt〉.
To calculate W∗tHN1,N2Wt, we use Lemma 2.2(b). We obtain
W∗tHN1,N2Wt
= HN1,N2 + CN1,N2(t) +QN1,N2(t)
+
√
N1φ
(
−∆ut + (V1 ∗ |ut|2)ut + N2
N1 +N2
(V12 ∗ |vt|2)ut
)
⊗ I
+
√
N2I ⊗ φ
(
−∆vt + (V2 ∗ |vt|2)vt + N1
N1 +N2
(V12 ∗ |ut|2)vt
)
+GN1,N2(t)
where
CN1,N2(t) =
1√
N1
∫
dxdz V1(x− z)b∗x(ut(z)b∗z + ut(z)bz)bx
+
1√
N2
∫
dydz V2(y − z)c∗y(vt(z)c∗z + vt(z)cz)cy
+
√
N1
N1 +N2
∫
dxdy V12(x − y)c∗y(ut(x)b∗x + ut(x)bx)cy
+
√
N2
N1 +N2
∫
dxdy V12(x − y)b∗x(vt(y)c∗y + vt(y)cy)bx,
QN1,N2(t)
=
∫
dx (V1 ∗ |ut|2)(x)b∗xbx +
N2
N1 +N2
∫
dx (V12 ∗ |vt|2)(x)b∗xbx
+
∫
dy (V2 ∗ |vt|2)(y)c∗ycy +
N2
N1 +N2
∫
dy (V12 ∗ |ut|2)(y)c∗ycy
+
∫
dxdz V1(x− z)ut(z)ut(x)b∗xbz +
∫
dydz V2(y − z)vt(z)vt(y)c∗ycz
+
1
2
∫
dxdz V1(x− z)(ut(z)ut(x)b∗xb∗z + ut(z)ut(x)bxbz)
+
1
2
∫
dydz V2(y − z)(vt(z)vt(y)c∗yc∗z + vt(z)vt(y)cycx)
+
√
N1N2
N1 +N2
∫
dxdy V12(x− y)(vt(y)ut(x)b∗xcy + ut(x)vt(y)c∗ybx)
+
√
N1N2
N1 +N2
∫
dxdy V12(x− y)(ut(x)vt(y)b∗xc∗y + ut(x)vt(y)bxcy)
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and
GN1,N2(t) = N1
∫
dx |∇ut(x)|2 + N1
2
∫
dxdy V1(x− y)|ut(x)|2|ut(y)|2
+N2
∫
dy |∇vt(y)|2 + N2
2
∫
dxdy V2(x− y)|vt(x)|2|vy(y)|2
+
N1N2
N1 +N2
∫
dxdy V12(x− y)|ut(x)|2|vt(y)|2.
Here CN1,N2(t) and QN1,N2(t) denote operators which are respectively cubic and
quadratic in creation or annihilation operators. The scalar operator GN1,N2(t) does
not depend on creation or annihilation operators.
By choosing
(2.5) FN1,N2(t) = N1Re〈ut, i∂tut〉+N2Re〈vt, i∂tvt〉+GN1,N2(t),
we obtain
L(t)
= HN1,N2 + CN1,N2(t) +QN1,N2(t)
+
√
N1φ
(
−i∂tut −∆ut + (V1 ∗ |ut|2)ut + N2
N1 +N2
(V12 ∗ |vt|2)ut
)
⊗ I
+
√
N2I ⊗ φ
(
−i∂tvt −∆vt + (V2 ∗ |vt|2)vt + N1
N1 +N2
(V12 ∗ |ut|2)vt
)
.
Since ut and vt satisfy (1.3), we get
L(t) = HN1,N2 + CN1,N2(t) +QN1,N2(t) +RN1,N2(t)
where
RN1,N2(t) =
√
N1
(
N2
N1 +N2
− c2
)
φ
(
(V12 ∗ |vt|2)ut
)⊗ I
+
√
N2
(
N1
N1 +N2
− c1
)
I ⊗ φ((V12 ∗ |ut|2)vt).
3. Proof of Theorem 2.3.
For h = L2(R3) ⊗ L2(R3), let L1(h) be the space of trace class operators on h
together with the trace norm ‖·‖1, and let Com(h) be the space of compact operators
on h together with the operator norm ‖ · ‖. We observe that L1(h) ≃ Com(h)∗
with respect to the mapping L1(h) → Com(h)∗ defined by T 7→ Tr(T · ). This
mapping is an isometry, an isomorphism, and onto. Thus, if |Tr(TJ)| ≤ C‖J‖ for
all J ∈ Com(h) and C > 0, then ‖T ‖1 = ‖Tr(T ·)‖ ≤ C. Therefore, to prove the
Theorem 2.3, it suffices to show that
∣∣∣TrJ(γ(1,1)t − |ut ⊗ vt〉〈ut ⊗ vt| )∣∣∣ ≤ ‖J‖Ceγt
[
1√
N1
+
1√
N2
]
for all J ∈ Com(h).
Since the Hamiltonian conserves the number of particles in each factor of F ⊗F ,
by Lemma 2.2(c), we have 〈ψt,N ⊗ Nψt〉 = N1N2. Thus the kernel of γ(1,1)t is
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given by
γ
(1,1)
t (x, y;x
′, y′)
=
1
N1N2
〈Wtωt, b∗x′c∗y′bxcyWtωt〉
=
1
N1N2
〈ωt, [b∗x′ +
√
N1ut(x
′)][c∗y′ +
√
N2vt(y
′)]
× [bx +
√
N1ut(x)][cy +
√
N2vt(y)]ωt〉
= ut(x
′)vt(y
′)ut(x)vt(y) +
15∑
j=1
rj
(3.1)
where
r1 = N
−1/2
1 vt(y
′)ut(x)vt(y)〈ωt, b∗x′ωt〉,
r2 = N
−1/2
2 ut(x
′)ut(x)vt(y)〈ωt, c∗y′ωt〉,
r3 = N
−1/2
1 ut(x
′)vt(y
′)vt(y)〈ωt, bxωt〉,
r4 = N
−1/2
2 ut(x
′)vt(y
′)ut(x)〈ωt, cyωt〉,
r5 = N
−1/2
1 N
−1/2
2 ut(x)vt(y)〈ωt, b∗x′c∗y′ωt〉,
r6 = N
−1
1 vt(y
′)vt(y)〈ωt, b∗x′bxωt〉,
r7 = N
−1/2
1 N
−1/2
2 vt(y
′)ut(x)〈ωt, b∗x′cyωt〉,
r8 = N
−1/2
1 N
−1/2
2 ut(x
′)vt(y)〈ωt, c∗y′bxωt〉,
r9 = N
−1
2 ut(x
′)ut(x)〈ωt, c∗y′cyωt〉,
r10 = N
−1/2
1 N
−1/2
2 ut(x
′)vt(y
′)〈ωt, bxcyωt〉,
r11 = N1N
−1/2
2 vt(y)〈ωt, b∗x′c∗y′bxωt〉,
r12 = N
−1/2
1 N2 ut(x)〈ωt, b∗x′c∗y′cyωt〉,
r13 = N1N
−1/2
2 vt(y
′)〈ωt, b∗x′bxcyωt〉,
r14 = N
−1/2
1 N2 ut(x
′)〈ωt, c∗y′bxcyωt〉,
r15 = N
−1
1 N
−1
2 〈ωt, b∗x′c∗y′bxcyωt〉.
We observe that rj = rj(x, y;x
′, y′) for j = 1, . . . , 15.
Let J be a compact operator on L2(R3)⊗L2(R3) with integral kernel J(x′, y′;x, y)
(in the sense of distributions). We want to estimate the absolute value of
Tr J
(
γ
(1,1)
t − |ut ⊗ vt〉〈ut ⊗ vt|
)
=
∫
dx′dy′dxdy J(x′, y′;x, y)
[
γ
(1,1)
t (x, y;x
′y′)−ut(x′)vt(y′)ut(x)vt(y)
]
.
We have the following proposition, which we prove later in Section 4.
Proposition 3.1. Let J be a compact operator on L2(R3)⊗ L2(R3). We have∣∣∣TrJ (γ(1,1)t − |ut ⊗ vt〉〈ut ⊗ vt|)∣∣∣ ≤ ‖J‖ 9∑
j=1
pj
where
p1 = 2N
−1/2
1 〈ωt, (N ⊗ I)ωt〉1/2,
p2 = 2N
−1/2
2 〈ωt, (I ⊗N )ωt〉1/2,
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p3 = 2N
−1/2
1 N
−1/2
2 〈ωt, (N ⊗N )ωt〉1/2,
p4 = 2N
−1/2
1 N
−1/2
2 〈ωt, (N ⊗ I)ωt〉1/2〈ωt, (I ⊗N )ωt〉1/2,
p5 = N
−1
1 〈ωt, (N ⊗ I)ωt〉,
p6 = N
−1
2 〈ωt, (I ⊗N )ωt〉,
p7 = 2N
−1
1 N
−1/2
2 〈ωt, (N ⊗N )ωt〉1/2〈ωt, (N ⊗ I)ωt〉1/2,
p8 = 2N
−1/2
1 N
−1
2 〈ωt, (N ⊗N )ωt〉1/2〈ωt, (I ⊗N )ωt〉1/2,
p9 = N
−1
1 N
−1
2 〈ωt, (N ⊗N )ωt〉.
We observe that pj = pj(t) for j = 1, . . . , 9.
Consequently, if
(3.2) 〈ωt, (N⊗I)ωt〉 ≤ Deαt, 〈ωt, (I⊗N )ωt〉 ≤ Deαt, 〈ωt, (N⊗N )ωt〉 ≤ Deαt
for positive constants D and α, we conclude that∣∣∣TrJ (γ(1,1)t − |ut ⊗ vt〉〈ut ⊗ vt|)∣∣∣ ≤ ‖J‖Ceγt
[
1√
N1
+
1√
N2
]
for positive constants C and γ. This estimate implies the desired inequality, as we
explained earlier. Therefore, to finish the proof of the theorem, we need to prove
the estimates in (3.2). To to this, we use the following proposition, which we prove
later in Section 5.
Proposition 3.2. For any ψ ∈ F ⊗ F and j ∈ N, we have
〈U(t, s)ψ, (N ⊗ I + I ⊗N )jU(t, s)ψ〉
≤ Cj
∥∥[(N + 1)⊗ I + I ⊗ (N + 1)]j+1ψ∥∥2eγj |t−s|.
Here Cj and γj are positive constants that do not depend on N1 and N2.
Let us prove the estimates in (3.2). We start with two observations: First, since
ωt = e
−iα(t)U(t, 0)ω, we have
〈ωt, (N ⊗ I)ωt〉 = 〈U(t, 0)ω, (N ⊗ I)U(t, 0)ω〉,
and we have a similar equality for the other two quantities in (3.2). Secondly, we
have NΩ = 0. We now apply Proposition 3.2 with ψ = ω, s = 0, t > 0, and
j = 1, 2. We obtain
〈U(t, 0)ω, (N ⊗ I + I ⊗N )U(t, 0)ω〉 ≤ C1eγ1t,
〈U(t, 0)ω, (N 2 ⊗ I + 2N ⊗N + I ⊗N 2)U(t, 0)ω〉 ≤ C2eγ2t.
On the left hand side of these inequalities, each term is a non-negative number.
Using these observations, we obtain the estimates in (3.2) for suitable constants D
and α. This completes the proof of Theorem 2.3. 
4. Proof of Proposition 3.1
By (3.1), we have
(4.1) TrJ
(
γ
(1,1)
t −|ut⊗vt〉〈ut⊗vt|
)
=
15∑
j=1
∫
dx′dy′dxdy J(x′, y′;x, y)rj(x, y;x
′, y′).
We want to estimate the absolute value of each term in this sum. Recall that
‖ut‖ = 1 and ‖vt‖ = 1. Using Cauchy-Schwarz inequality and the fact that J is a
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bounded operator, we obtain∣∣∣ ∫ dx′dy′dxdy J(x′, y′;x, y)r1(x, y;x′, y′)∣∣∣
= N
−1/2
1
∣∣∣ ∫ dx′dy′〈vt(y′)bx′ωt,
∫
dxdy J(x′, y′;x, y)ut(x)vt(y)ωt
〉∣∣∣
≤ N−1/21
∫
dx′dy′‖vt(y′)bx′ωt‖
∥∥∥∫ dxdy J(x′, y′;x, y)ut(x)vt(y)ωt∥∥∥
≤ N−1/21
(∫
dx′dy′|vt(y′)|2‖bx′ωt‖2
)1/2
×
(∫
dx′dy′
∥∥∥ ∫ dxdy J(x′, y′;x, y)ut(x)vt(y)ωt∥∥∥2)1/2
≤ N−1/21 ‖J‖‖ut‖‖vt‖2
(∫
dx′‖bx′ωt‖2
)1/2
= ‖J‖N−1/21 〈ωt, (N ⊗ I)ωt〉1/2.
The same contribution to (4.1) arises from r3 (the calculation is similar). Hence
the factor 2 in p1.
Similarly, the contribution arising from r2 and r4 is ‖J‖N−1/22 〈ωt, (I⊗N )ωt〉1/2,
which gives p2.
The calculations to derive p3, . . . , p9 are similar and use the same ingredients:
Cauchy-Schwarz inequality and the fact that J is a bounded operator. In the bound
for (4.1), the contribution p3 arises from r5 and r10, the contribution p4 arises from
r7 and r8, the contribution p5 arises from r6, the contribution p6 arises from r9,
the contribution p7 arises from r11 and r13, the contribution p8 arises from r12 and
r14, and the contribution p9 arises from r15. We omit the details. This proves
Proposition 3.1. 
5. Proof of Proposition 3.2
To prove Proposition 3.2, we will use another dynamics, denoted by U c(t, s),
whose generator is similar to L(t) but contains a cutoff in the terms that are cubic
in creation or annihilation operators. Given positive constants M1 and M2, the
cutoff forces the number of particles in the first factor of F ⊗F to be smaller than
M1 and in the second factor to be smaller than M2. We refer to U
c(t, s) as the
truncated fluctuation dynamics, and we denote its generator by Lc(t).
Truncated fluctuation dynamics. We define
Lc(t) = HN1,N2 + CcN1,N2(t) +QN1,N2(t) +RN1,N2(t)
with HN1,N2 , QN1,N2(t) and RN1,N2(t) as above and
CcN1,N2(t) =
1√
N1
∫
dxdz V1(x− z)b∗x(ut(z)χ1b∗z + ut(z)bzχ1)bx
+
1√
N2
∫
dydz V2(y − z)c∗y(vt(z)χ2c∗z + vt(z)czχ2)cy
+
√
N1
N1 +N2
∫
dxdy V12(x− y)c∗y(ut(x)χ1b∗x + ut(x)bxχ1)cy
+
√
N2
N1 +N2
∫
dxdy V12(x− y)b∗x(vt(y)χ2c∗y + vt(y)cyχ2)bx.
Here χ1 = χ(N ≤ M1) ⊗ I and χ2 = I ⊗ χ(N ≤ M2), where χ is a characteristic
function.
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For each s ∈ R, let U ct,s = U c(t, s) be the time evolution defined by the equation
i∂tU
c
t,s = L(t)U ct,s with U cs,s = I.
The first ingredient to prove Proposition 3.2 is the following lemma:
Lemma 5.1. For ψ ∈ F ⊗ F and t, s ∈ R, we have
〈U ct,sψ, ((N + 1)⊗ I + I ⊗ (N + 1))jU ct,sψ〉
≤ 〈ψ, ((N + 1)⊗ I + I ⊗ (N + 1))jψ〉
× exp (Cj(1 +√M1/N1 +√M2/N2)|t− s|).
Here Cj is a positive constant that does not depend on N1 and N2.
Before we prove this lemma, let us state and prove another lemma that will be
used several times:
Lemma 5.2. Suppose that (N1) and (N2) are sequences of positive integers such
that N1 →∞ and N2 →∞ with∣∣∣∣ N1N1 +N2 − c1
∣∣∣∣ ≤ 1N2 and
∣∣∣∣ N2N1 +N2 − c2
∣∣∣∣ ≤ 1N1
where c1 ≥ 0 and c2 ≥ 0 with c1 + c2 = 1. For N1 and N2 sufficiently large, there
exists a constant C > 0 such that
N1 +N2
N1
< C,
N1 +N2
N2
< C,
N1
N2
< C,
N2
N1
< C,
√
N1
√
N2
N1 +N2
< C.
Proof. For k = 1, 2, consider the sequence ak = Nk/(N1 +N2). Since ak converges
to ck 6= 0, the sequence 1/ak converges to 1/ck. Thus 1/ak is bounded. This proves
the first two estimates. The other bounds follow from the identities
N1
N2
=
[
N1
N1 +N2
− c1
]
N1 +N2
N2
+ c1
N1 +N2
N2
,
√
N1
√
N2
N1 +N2
=
√
N1
N2
[
N2
N1 +N2
− c2
]
+ c2
√
N1
N2
.

Proof of Lemma 5.1. We fix j and set X = ((N + 1)⊗ I + I ⊗ (N + 1))j . We will
estimate the time derivative of the expected value of X and then use Gronwall’s
Lemma. Define Xk = (N +1)j−k⊗ (N +1)k. Then X =
∑j
k=0
(
j
k
)Xk. Calculating,
we obtain
d
dt
〈U ct,sψ,XU ct,sψ〉 =
j∑
k=0
(
j
k
)
i〈U ct,sψ, [Lc(t),Xk]U ct,sψ〉 =
j∑
k=0
(
j
k
) 10∑
l=1
ql,k
where
q1,k = −Im
∫
dxdz V1(x− z)ut(z)ut(x)〈U ct,sψ, [b∗xb∗z,Xk]U ct,sψ〉,
q2,k = −Im
∫
dydz V2(y − z)vt(z)vt(y)〈U ct,sψ, [c∗yc∗z,Xk]U ct,sψ〉,
q3,k = −
√
N1
√
N2
N1 +N2
2Im
∫
dxdyV12(x− y)ut(x)vt(y)〈U ct,sψ, [b∗xc∗y,Xk]U ct,sψ〉,
q4,k = −
√
N1
√
N2
N1 +N2
2Im
∫
dxdyV12(x− y)ut(x)vt(y)〈U ct,sψ, [b∗xcy,Xk]U ct,sψ〉,
q5,k = − 1√
N1
2Im
∫
dxdz V1(x − z)ut(z)〈U ct,sψ, [b∗xbzχ1bx,Xk]U ct,sψ〉,
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q6,k = − 1√
N2
2Im
∫
dydz V2(y − z)vt(z)〈U ct,sψ, [c∗yczχ2cy,Xk]U ct,sψ〉,
q7,k = − 1√
N1
2Im
∫
dxdy V12(x− y)ut(x)〈U ct,sψ, [c∗ybxχ1cy,Xk]U ct,sψ〉,
q8,k = − 1√
N2
2Im
∫
dxdy V12(x− y)vt(y)〈U ct,sψ, [b∗xcyχ2bx,Xk]U ct,sψ〉,
q9,k = −
√
N1
(
N2
N1 +N2
− c2
)
× 2Im
∫
dx (V12 ∗ |vt|2)(x)ut(x)〈U ct,sψ, [b∗x,Xk]U ct,sψ〉,
q10,k = −
√
N2
(
N1
N1 +N2
− c1
)
× 2Im
∫
dy (V12 ∗ |ut|2)(y)vt(y)〈U ct,sψ, [c∗y,Xk]U ct,sψ〉.
We observe that ql,k = ql,k(t) for l = 1, . . . , 10. For each l, we will prove that
(5.1)
j∑
k=0
(
j
k
)
ql,k ≤ C′j(1 +
√
M1/N1 +
√
M2/N2)〈U ct,sψ,XU ct,sψ〉.
We then obtain
d
dt
〈U ct,sψ,XU ct,sψ〉 ≤ Cj(1 +
√
M1/N1 +
√
M2/N2)〈U ct,sψ,XU ct,sψ〉.
By Gronwall’s Lemma, this implies the desired estimate.
We are left to prove the inequality (5.1). We need to calculate the commutators
in the expressions for ql,k. First, using axN = (N + 1)ax and a∗xN = (N − 1)a∗x,
we obtain
[a∗x, (N + 1)p] =
p−1∑
q=0
(
p
q
)
(−1)q(N + 1)qa∗x,
[ax, (N + 1)p] =
p−1∑
q=0
(
p
q
)
(N + 1)qax.
Consequently, we get
[a∗xa
∗
y, (N + 1)p]
=
p−1∑
q=0
(
p
q
)
(−1)q(a∗x(N + 1)qa∗y + (N + 1)qa∗xa∗y)
=
p−1∑
q=0
(
p
q
)
(−1)q(N q/2a∗xa∗y(N + 2)q/2 + (N + 1)q/2a∗xa∗y(N + 3)q/2)
and
[ax, (N + 1)p] =
p−1∑
q=0
(
p
q
)
(N + 1)q/2axN q/2.
Using the above formulae, we find that
(5.2) [b∗x, (N + 1)p ⊗ (N + 1)r] =
p−1∑
q=0
(
p
q
)
(−1)q(N + 1)q ⊗ (N + 1)rb∗x,
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(5.3) [bx, (N + 1)p ⊗ (N + 1)r] =
p−1∑
q=0
(
p
q
)
(N + 1)q ⊗ (N + 1)rbx,
[b∗xb
∗
z, (N + 1)p ⊗ (N + 1)r]
=
p−1∑
l=0
(
p
l
)
(−1)lN l/2 ⊗ (N + 1)r/2b∗xb∗z(N + 2)l/2 ⊗ (N + 1)r/2
+
p−1∑
l=0
(
p
l
)
(−1)l(N + 1)l/2 ⊗ (N + 1)r/2b∗xb∗z(N + 3)l/2 ⊗ (N + 1)r/2,
(5.4)
[b∗xc
∗
y, (N + 1)p ⊗ (N + 1)r]
=
p−1∑
l=0
(
p
l
)
(−1)l(N + 1)l/2 ⊗ (N + 1)r/2b∗xc∗y(N + 2)l/2 ⊗ (N + 2)r/2
+
r−1∑
l=0
(
r
l
)
(−1)lN p/2 ⊗ (N + 1)l/2b∗xc∗y(N + 1)p/2 ⊗ (N + 2)l/2.
(5.5)
We have similar expressions for the commutators
(5.6)
[c∗y, (N + 1)p ⊗ (N + 1)r], [cy, (N + 1)p ⊗ (N + 1)r],
[c∗yc
∗
z, (N + 1)p ⊗ (N + 1)r], [b∗xc∗y, (N + 1)p ⊗ (N + 1)r].
We can now prove (5.1). We want to estimate
j∑
k=0
(
j
k
)
ql,k
for l = 1, . . . , 10. By symmetry with respect to exchanging operators b
(·)
(·) and c
(·)
(·),
there are only six types of terms to consider, namely, the terms corresponding to l
belonging to the sets {1, 2}, {3}, {4}, {5, 6}, {7, 8} and {9, 10}, respectively.
Let us consider l = 3. Write
g3(t) = Im
∫
dxdy V12(x− y)ut(x)vt(y)〈U ct,sψ, [b∗xc∗y,Xk]U ct,sψ〉.
Using Lemma 5.2, for N1 and N2 sufficiently large, we obtain∣∣∣∣∣
j∑
k=0
(
j
k
)
q3,k
∣∣∣∣∣ =
∣∣∣∣∣−2
√
N1
√
N2
N1 +N2
j∑
k=0
(
j
k
)
g3(t)
∣∣∣∣∣ ≤ C
j∑
k=0
(
j
k
)
|g3(t)|.
Using (5.5), we get
g3(t) =
j−k−1∑
l=0
(
j − k
l
)
(−1)l+1Im
∫
dxut(x)
〈
bx(N + 1)l/2 ⊗ (N + 1)k/2U ct,sψ,
c∗(V12(x− ·)vt(·))
(
(N + 1)l/2 ⊗ (N + 1)k/2)U ct,sψ〉
+
k−1∑
l=0
(
k
l
)
(−1)l+1(−1)l+1Im
∫
dxut(x)
〈
bxN (j−k)/2 ⊗ (N + 1)l/2U ct,sψ,
c∗(V12(x− ·)vt(·))
(
(N + 1)(j−k)/2 ⊗ (N + 2)l/2)U ct,sψ〉.
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Using the Cauchy-Schwarz inequality and Lemma 2.1, we find
|g3(t)| ≤
j−k−1∑
l=0
(
j − k
l
)∫
dx |ut(x)|‖bx(N + 1)l/2 ⊗ (N + 1)k/2U ct,sψ‖
× ‖c∗(V12(x− ·)vt(·))(N + 1)l/2 ⊗ (N + 1)k/2 U ct,sψ‖
+
k−1∑
l=0
(
k
l
)∫
dx |ut(x)|‖bxN (j−k)/2 ⊗ (N + 1)l/2U ct,sψ‖
× ‖c∗(V12(x− ·)vt(·))(N + 1)(j−k)/2 ⊗ (N + 2)l/2U ct,sψ‖
≤
j−k−1∑
l=0
(
j − k
l
)(∫
dx ‖bx(N + 1)l/2 ⊗ (N + 1)k/2U ct,sψ‖2
)1/2
× C1/2‖(N + 1)l/2 ⊗ (N + 1)(k+1)/2 U ct,sψ‖
+
k−1∑
l=0
(
k
l
)(∫
dx ‖bxN (j−k)/2 ⊗ (N + 1)l/2U ct,sψ‖2
)1/2
× C1/2‖(N + 1)(j−k)/2 ⊗ (N + 2)(l+1)/2U ct,sψ‖.
Here, we have used that∫
dx ‖V12(x− ·)vt(·)‖2 |ut(x)|2 ≤ K
∫
dy |vt(y)|2
∫
dz (|ut(z)|2 + |∇ut(z)|2) ≤ C.
This estimate follows from the hypothesis on V12 (using integration by parts). Now,
using the Cauchy-Schwarz inequality again and rewriting, we obtain
|g3(t)| ≤ Cj−k(1− δkj)
(〈U ct,sψ, (N + 1)j−k ⊗ (N + 1)kU ct,sψ〉
+ 〈U ct,sψ, (N + 1)j−k−1 ⊗ (N + 1)k+1 U ct,sψ〉
)
+ Ck(1− δk0)
(〈U ct,sψ, (N + 1)j−k+1 ⊗ (N + 1)k−1U ct,sψ〉
+ 〈U ct,sψ, (N + 1)j−k ⊗ (N + 1)kU ct,sψ〉
)
for some constants Cj−k and Ck, where δjk denotes the Kronecker delta. Finally,
we arrive at
j∑
k=0
(
j
k
)
|g3(t)| ≤ C′j
j∑
k=0
(
j
k
)
〈U ct,sψ, (N + 1)j−k ⊗ (N + 1)kU ct,sψ〉
= C′j〈U ct,sψ,
(
(N + 1)⊗ I + I ⊗ (N + 1))jU ct,sψ〉
= C′j〈U ct,sψ,XU ct,sψ〉.
This upper bound contributes to the first term on the right hand side of (5.1).
Let us consider l ∈ {1, 2} and l = 4. The calculations in these cases are very
similar to the calculations in the case l = 3. Write
g1(t) = Im
∫
dxdz V1(x− z)ut(z)ut(x)〈U ct,sψ, [b∗xb∗z,Xk]U ct,sψ〉,
g2(t) = Im
∫
dydz V2(y − z)vt(z)vt(y)〈U ct,sψ, [c∗yc∗z,Xk]U ct,sψ〉,
g4(t) = Im
∫
dxdy V12(x− y)ut(x)vt(y)〈U ct,sψ, [b∗xcy,Xk]U ct,sψ〉.
Using Lemma 5.2, for N1 and N2 sufficiently large, we obtain∣∣∣∣∣
j∑
k=0
(
j
k
)
q1,k
∣∣∣∣∣ =
∣∣∣∣∣
j∑
k=0
(
j
k
)
g1(t)
∣∣∣∣∣ ≤ C
j∑
k=0
(
j
k
)
|g1(t)|,
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∣∣∣∣∣
j∑
k=0
(
j
k
)
q2,k
∣∣∣∣∣ =
∣∣∣∣∣
j∑
k=0
(
j
k
)
g2(t)
∣∣∣∣∣ ≤ C
j∑
k=0
(
j
k
)
|g2(t)|,
∣∣∣∣∣
j∑
k=0
(
j
k
)
q4,k
∣∣∣∣∣ =
∣∣∣∣∣−2
√
N1
√
N2
N1 +N2
j∑
k=0
(
j
k
)
g4(t)
∣∣∣∣∣ ≤ C
j∑
k=0
(
j
k
)
|g4(t)|.
By proceeding similarly as in the case l = 3, we get
j∑
k=0
(
j
k
)
|gl(t)| ≤ C′j〈U ct,sψ,XU ct,sψ〉
for l = 1, 2, 4.
Let us consider l ∈ {5, 6, 7, 8}. Write
g5(t) = Im
∫
dxdz V1(x− z)ut(z)〈U ct,sψ, [b∗xbzχ1bx,Xk]U ct,sψ〉,
g6(t) = Im
∫
dydz V2(y − z)vt(z)〈U ct,sψ, [c∗yczχ2cy,Xk]U ct,sψ〉,
g7(t) = Im
∫
dxdy V12(x − y)ut(x)〈U ct,sψ, [c∗ybxχ1cy,Xk]U ct,sψ〉,
g8(t) = Im
∫
dxdy V12(x − y)vt(y)〈U ct,sψ, [b∗xcyχ2bx,Xk]U ct,sψ〉.
For N1 and N2 sufficiently large, we obtain
∣∣∣∣∣
j∑
k=0
(
j
k
)
q5,k
∣∣∣∣∣ =
∣∣∣∣∣ 2√N1
j∑
k=0
(
j
k
)
g5(t)
∣∣∣∣∣ ≤ C√N1
j∑
k=0
(
j
k
)
|g5(t)|,
∣∣∣∣∣
j∑
k=0
(
j
k
)
q6,k
∣∣∣∣∣ =
∣∣∣∣∣ 2√N2
j∑
k=0
(
j
k
)
g6(t)
∣∣∣∣∣ ≤ C√N2
j∑
k=0
(
j
k
)
|g6(t)|,
∣∣∣∣∣
j∑
k=0
(
j
k
)
q7,k
∣∣∣∣∣ =
∣∣∣∣∣ 2√N1
j∑
k=0
(
j
k
)
g7(t)
∣∣∣∣∣ ≤ C√N1
j∑
k=0
(
j
k
)
|g7(t)|,
∣∣∣∣∣
j∑
k=0
(
j
k
)
q8,k
∣∣∣∣∣ =
∣∣∣∣∣ 2√N2
j∑
k=0
(
j
k
)
g8(t)
∣∣∣∣∣ ≤ C√N2
j∑
k=0
(
j
k
)
|g8(t)|.
We will estimate the contribution arising from |g8(t)|. The estimates related to
|g5(t)|, |g6(t)| and |g7(t)| are very similar. First, since [χ2, bx] = 0 and
[χ2, (N + 1)j−k ⊗ (N + 1)k] = 0,
we have
[b∗xcyχ2bx,X ]
= [b∗x, (N + 1)j−k ⊗ (N + 1)k]cybxχ2 + b∗x[cy, (N + 1)j−k ⊗ (N + 1)k]bxχ2
+ b∗xcy[bx, (N + 1)j−k ⊗ (N + 1)k]χ2.
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Using (5.2)-(5.6), we obtain
[b∗xcyχ2bx,X ]
=
j−k−1∑
l=0
(
j − k
l
)
(−1)l(N + 1)l/2 ⊗ (N + 1)k/2b∗xbxcyχ2(N + 1)l/2 ⊗N k/2
+
k−1∑
l=0
(
k
l
)
N (j−k)/2 ⊗ (N + 1)l/2b∗xbxcyχ2N (j−k)/2 ⊗N l/2
+
j−k−1∑
l=0
(
j − k
l
)
N l/2 ⊗ (N + 2)k/2b∗xbxcyχ2N l/2 ⊗ (N + 1)k/2.
Now, we substitute this formula into the expression for g8(t) and apply Cauchy-
Schwarz inequality and Lemma 2.1. We get
|g8(t)|
≤
j−k−1∑
l=0
(
j − k
l
)∫
dx ‖bx(N + 1)l/2 ⊗ (N + 1)k/2U ct,sψ‖ ‖c(V12(x− ·)vt(·))χ2‖
× ‖bx(N + 1)l/2 ⊗N k/2U ct,sψ‖
+
k−1∑
l=0
(
k
l
)∫
dx ‖bxN (j−k)/2 ⊗ (N + 1)l/2U ct,sψ‖ ‖c(V12(x − ·)vt(·))χ2‖
× ‖bxN (j−k)/2 ⊗N l/2U ct,sψ‖
+
j−k−1∑
l=0
(
j − k
l
)∫
dx ‖bxN l/2 ⊗ (N + 2)k/2U ct,sψ‖ ‖c(V12(x− ·)vt(·))χ2‖
× ‖bxN l/2 ⊗ (N + 1)k/2U ct,sψ‖.
Notice that
‖c(V12(x− ·)vt(·))χ2‖ ≤
√
M2‖V12(x− ·)vt(·)‖
because
‖c(V12(x− ·)vt(·))χ2ψ‖ ≤ ‖V12(x− ·)vt(·)‖ ‖(I ⊗N 1/2)(I ⊗ χ(N ≤M2))ψ‖
≤ ‖V12(x− ·)vt(·)‖
√
M2‖ψ‖.
Furthermore
sup
x∈R3
‖V12(x− ·)vt(·)‖ ≤ K
∫
dy (|vt(y)|2 + |∇vt(y)|2) ≤ C.
Recall that ∫
b∗xbx = N ⊗ I.
20 G. DE OLIVEIRA AND A. MICHELANGELI
Using these observations and applying the Cauchy-Schwarz inequality, we find
|g8(t)| ≤ C
√
M2
j−k−1∑
l=0
(
j − k
l
)
〈U ct,sψ, (N + 1)l+1 ⊗ (N + 1)kU ct,sψ〉
+ C
√
M2
k−1∑
l=0
(
k
l
)
〈U ct,sψ, (N + 1)j−k+1 ⊗ (N + 1)lU ct,sψ〉
+ C
√
M2
j−k−1∑
l=0
(
j − k
l
)
〈U ct,sψ, (N + 1)l+1 ⊗ (N + 1)kU ct,sψ〉
≤ Cj−k
√
M2〈U ct,sψ, (N + 1)j−k ⊗ (N + 1)kU ct,sψ〉
+ Cj−k(1− δk0)
√
M2〈U ct,sψ, (N + 1)j−k+1 ⊗ (N + 1)k−1U ct,sψ〉.
Finally, by estimating some terms from above, we get
1√
N2
j∑
k=0
(
j
k
)
|g8(t)|
≤ C′j
√
M2
j∑
k=0
(
j
k
)
〈U ct,sψ, (N + 1)j−k ⊗ (N + 1)kU ct,sψ〉
= C′j
√
M2/N2〈U ct,sψ,
(
(N + 1)⊗ I + I ⊗ (N + 1))jU ct,sψ〉
= C′j
√
M2/N2〈U ct,sψ,XU ct,sψ〉.
By similar calculations, we obtain similar estimates arising from |g5(t)|, |g6(t)| and
|g7(t)| (with M2 and N2 replaced by M1 and N2, accordingly).
Finally, let us consider l ∈ {9, 10}. Write
g9(t) = Im
∫
dx (V12 ∗ |vt|2)(x)ut(x)〈U ct,sψ, [b∗x,Xk]U ct,sψ〉,
g10(t) = Im
∫
dy (V12 ∗ |ut|2)(y)vt(y)〈U ct,sψ, [c∗y,Xk]U ct,sψ〉.
For N1 and N2 sufficiently large, we have
∣∣∣∣∣
j∑
k=0
(
j
k
)
q9,k
∣∣∣∣∣ =
∣∣∣∣∣−2
√
N1
(
N2
N1 +N2
− c2
) j∑
k=0
(
j
k
)
g9(t)
∣∣∣∣∣ ≤ C
j∑
k=0
(
j
k
)
|g9(t)|,
∣∣∣∣∣
j∑
k=0
(
j
k
)
q10,k
∣∣∣∣∣ =
∣∣∣∣∣−2
√
N2
(
N1
N1 +N2
− c1
) j∑
k=0
(
j
k
)
g10(t)
∣∣∣∣∣ ≤ C
j∑
k=0
(
j
k
)
|g10(t)|.
Using (5.2), we get
g9(t) =
j−k−1∑
l=0
(
j − k
l
)
(−1)lIm
∫
dx (V12 ∗ |vt|2)(x)ut(x)
× 〈bx(N + 1)l/2 ⊗ (N + 1)k/2U ct,sψ, (N + 1)l/2 ⊗ (N + 1)k/2U ct,sψ〉.
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Now, applying the Cauchy-Schwarz inequality twice, we obtain
|g9(t)| ≤ C1/2
j−k−1∑
l=0
(
j − k
l
)(∫
dx ‖bx(N + 1)l/2 ⊗ (N + 1)k/2U ct,sψ‖2
)1/2
× ‖(N + 1)l/2 ⊗ (N + 1)k/2U ct,sψ‖
≤ C1/2
j−k−1∑
l=0
(‖(N + 1)(l+1)/2 ⊗ (N + 1)k/2U ct,sψ‖
× ‖(N + 2)l/2 ⊗ (N + 1)k/2U ct,sψ‖
≤ C′j〈U ct,sψ, (N + 1)j−k ⊗ (N + 1)kU ct,sψ〉,
where we used that ∫
dx |(V12 ∗ |vt|2)(x)|2|ut(x)|2 ≤ C.
Therefore, by proceeding similarly as above, we get
j∑
k=0
(
j
k
)
|g9(t)| ≤ C′j〈U ct,sψ,
(
(N + 1)⊗ I + I ⊗ (N + 1))jU ct,sψ〉
= C′j〈U ct,sψ,XU ct,sψ〉.
Furthermore, we have a similar estimate arising from |g10(t)|. This completes the
proof of (5.1), which proves Lemma 5.1. 
A priori estimates. As a first step to prove Proposition 3.2, we introduced
the truncated fluctuation dynamics U ct,s and proved Lemma 5.1. Now, we want
to compare the evolution Ut,s with the evolution U
c
t,s. To do this, we first need
some a-priori estimates on the growth of the number of particles with respect to
the fluctuation dynamics. This is the contents of the next lemma.
Lemma 5.3. For ψ ∈ F ⊗ F and t, s ∈ R, we have
(5.7) 〈ψ,U(t, s)∗(N⊗I+I⊗N )U(t, s)ψ〉 ≤ 24〈ψ, (N⊗I+I⊗N+N1+N2+1)ψ〉.
Furthermore, for j ∈ N,
〈ψ,U(t, s)∗(N ⊗ I + I ⊗N )2jU(t, s)ψ〉(5.8)
≤ Cj〈ψ, (N ⊗ I + I ⊗N +N1 +N2)2jψ〉,
〈ψ,U(t, s)∗(N ⊗ I + I ⊗N )2j+1U(t, s)ψ〉(5.9)
≤ Dj〈ψ, (N ⊗ I + I ⊗N +N1 +N2)2j+1(N ⊗ I + I ⊗N + 1)ψ〉
for appropriate constants Cj and Dj.
Proof. We will use the shorthand H = HN1,N2 . Using Lemma 2.2(b), we calculate
U∗(t, s)(N ⊗ I)U(t, s)
=
∫
dxU∗(t, s)b∗xbxU(t, s)
=
∫
dxW∗s ei(t−s)H(b∗x −
√
N1ut(x))(bx −
√
N1ut(x))e
−i(t−s)HWs
=W∗s (N ⊗ I −
√
N1e
i(t−s)H(φ(ut)⊗ I)e−i(t−s)H +N1)Ws.
Similarly, we obtain
U∗(t, s)(I ⊗N )U(t, s) =W∗s (I ⊗N −
√
N2e
i(t−s)H(I ⊗ φ(vt))e−i(t−s)H +N2)Ws.
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Now, using the Cauchy-Schwarz inequality, Lemma 2.1, and Lemma 2.2, we have
〈ψ,U∗(t, s)(N ⊗ I)U(t, s)ψ〉
= 〈ψ, (N ⊗ I + 2N1)ψ〉 −
√
N1〈ψ, (φ(us)⊗ I)ψ〉
−
√
N1〈e−i(t−s)HWsψ, (φ(ut)⊗ I)e−i(t−s)HWsψ〉
≤ 〈ψ, (N ⊗ I + 2N1)ψ〉+
√
N1‖(φ(us)⊗ I)ψ‖ ‖ψ‖
+
√
N1‖ψ‖ ‖(φ(ut)⊗ I)e−i(t−s)HWsψ‖
≤ 〈ψ, (N ⊗ I + 2N1)ψ〉+ 2N1〈ψ, ψ〉+ 2〈ψ, ((N + 1)⊗ I)ψ〉
+ 2N1〈ψ, ψ〉+ 2〈ψ,W∗s ei(t−s)H((N + 1)⊗ I)e−i(t−s)HWsψ〉
≤ 12〈ψ, (N ⊗ I +N1 + 1)ψ〉.
Similarly, we obtain
〈ψ,U∗(t, s)(I ⊗N )U(t, s)ψ〉 ≤ 12〈ψ, (I ⊗N +N2 + 1)ψ〉.
Therefore
〈ψ,U∗(t, s)(N ⊗ I + I ⊗N )U(t, s)ψ〉 ≤ 24〈ψ, (N ⊗ I + I ⊗N +N1 +N2 + 1)ψ〉,
which proves (5.7).
To prove (5.8), we will use induction. Set
Zt,s = N ⊗I+I⊗N −ei(t−s)H(
√
N1φ(ut)⊗I+
√
N2I⊗φ(vt))e−i(t−s)H+N1+N2.
Then we can write
U∗(t, s)(N ⊗ I + I ⊗N )U(t, s) =W∗sZt,sWs.
We claim that
(5.10) Z2t,s ≤ C(N ⊗ I + I ⊗N +N1 +N2)2
for some constant C. In fact, by Cauchy-Schwarz inequality, we have
〈ψ,Z2t,sψ〉 ≤ 3(A+B),
where
A = 〈ψ, (N ⊗ I + I ⊗N +N1 +N2)2ψ〉,
B = 〈ψ, ei(t−s)H(
√
N1φ(ut)⊗ I +
√
N2I ⊗ φ(vt))2e−i(t−s)Hψ〉.
Using the Cauchy-Schwarz inequality and Lemma 2.1, it is simple to obtain
B ≤ 24〈ψ, (N ⊗ I + I ⊗N +N1 +N2)2ψ〉.
These estimates for A and B prove the claim.
Now, using the notation adA(B) = [B,A], we calculate
admZt,s(N ⊗ I + I ⊗N ) = ei(t−s)H
(√
N1(a(ut) + (−1)ma∗(ut))⊗ I
+
√
N2I ⊗ (a(vt) + (−1)ma∗(vt))
)
e−i(t−s)H
− (1 + (−1)m)(N2 +N2).
By performing a long but straightforward calculation, we prove that
(5.11) admZ (N ⊗ I + I ⊗N )admZ (N ⊗ I+ I ⊗N )∗ ≤ C(N ⊗ I + I ⊗N +N1+N2)2
for all m ∈ N.
By induction, it follows that, for all j ∈ N, there are constants Cj and Dj such
that
(5.12) Zj−1t,s (N ⊗ I + I ⊗N +N1 +N2)2Zj−1t,s ≤ Cj(N ⊗ I + I ⊗N +N1 +N2)2j ,
(5.13) Z2jt,s ≤ Dj(N ⊗ I + I ⊗N +N1 +N2)2j .
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In fact, this is already proved for j = 1 by (5.10) and (5.11). Suppose that (5.12)
and (5.13) hold true for all j < k. We will prove the estimates for j = k.
For (5.12), we have
Zk−1t,s (N ⊗ I + I ⊗N +N1 +N2)2Zk−1t,s
= (N ⊗ I + I ⊗N +N1 +N2)Zk−1t,s (N ⊗ I + I ⊗N +N1 +N2)Zk−1t,s
+ [Zk−1t,s ,N ⊗ I + I ⊗N +N1 +N2](N ⊗ I + I ⊗N +N1 +N2)Zk−1t,s
≤ 4(N ⊗ I + I ⊗N +N1 +N2)Z2k−2t,s (N ⊗ I + I ⊗N +N1 +N2)
+ 12Z
k−1
t,s (N ⊗ I + I ⊗N +N1 +N2)2Zk−1t,s
+ 4[Zk−1t,s ,N ⊗ I + I ⊗N +N1 +N2] [Zk−1t,s ,N ⊗ I + I ⊗N +N1 +N2]∗.
Thus
Zk−1t,s (N ⊗ I + I ⊗N +N1 +N2)2Zk−1t,s
≤ 8(N ⊗ I + I ⊗N +N1 +N2)Z2k−2t,s (N ⊗ I + I ⊗N +N1 +N2)
+ 8[Zk−1t,s ,N ⊗ I + I ⊗N +N1 +N2] [Zk−1t,s ,N ⊗ I + I ⊗N +N1 +N2]∗
≤ Ck(N ⊗ I + I ⊗N +N1 +N2)2k,
as desired. Here, we used the operator inequality
[Zk−1t,s ,N ⊗ I + I ⊗N +N1 +N2] [Zk−1t,s ,N ⊗ I + I ⊗N +N1 +N2]∗
≤ (N ⊗ I + I ⊗N +N1 +N2)2k,
which follows using the commutator expansion
[Zk−1t,s ,N ⊗ I + I ⊗N ] =
k−2∑
m=0
(
k − 1
m
)
Zmt,sad
k−1−m
Zt,s
(N ⊗ I + I ⊗N ).
For (5.13), using (5.10) and (5.12), we obtain
Z2kt,s = Z
k−1
t,s Z
2
t,sZ
k−1
t,s
≤ CZk−1t,s (N ⊗ I + I ⊗N +N1 +N2)2Zk−1t,s
≤ CCj(N ⊗ I + I ⊗N +N1 +N2)2k,
as desired. Therefore, we have proved (5.12) and (5.13).
Let us finish the proof of (5.8). First we observe that, similarly as we estimated
Z2jt,s, we can prove that
(N ⊗ I + I ⊗N +
√
N1(φ(ut)⊗ I) +
√
N1(I ⊗ φ(vt)) + 2(N1 +N2))2j
≤ Cj(N ⊗ I + I ⊗N +N1 +N2)2j
for all j ∈ N. Hence
〈ψ,U(t, s)∗(N ⊗ I + I ⊗N )2jU(t, s)ψ〉
= 〈Wtψ,Z2jt,sWtψ〉
≤ Cj〈Wtψ, (N ⊗ I + I ⊗N +N1 +N2)2jWtψ〉
= Cj〈ψ, (N ⊗ I + I ⊗N +
√
N1(φ(ut)⊗ I) +
√
N1(I ⊗ φ(vt)) + 2(N1 +N2))2jψ〉
≤ Cj〈ψ, (N ⊗ I + I ⊗N +N1 +N2)2jψ〉.
This proves (5.8).
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Finally, we derive (5.9) using (5.8):
〈ψ,U(t, s)∗(N ⊗ I + I ⊗N )2j+1U(t, s)ψ〉
=
〈
(N ⊗ I + I ⊗N )j+1√
N1 +N2
U(t, s)ψ,
√
N1 +N2(N ⊗ I + I ⊗N )jU(t, s)ψ
〉
≤ 1
N1 +N2
〈ψ,U(t, s)∗(N ⊗ I + I ⊗N )2j+2U(t, s)ψ〉
+ (N1 +N2)〈ψ,U(t, s)(N ⊗ I + I ⊗N )2jU(t, s)ψ〉
≤ Cj+1
N1 +N2
〈ψ, (N ⊗ I + I ⊗N +N1 +N2)2j+2ψ〉
+ (N1 +N2)Cj〈ψ, (N ⊗ I + I ⊗N +N1 +N2)2jψ〉
≤ Dj〈ψ, (N ⊗ I + I ⊗N +N1 +N2)2j+1(N ⊗ I + I ⊗N + 1)ψ〉
for some constants Cj and Dj . The proof of Lemma 5.3 is complete. 
Comparison of the U and U c dynamics. Now that we have a-priori estimates
for the number of particles with respect to the fluctuation dynamics U , we can
compare the evolution Ut,s with the evolution U
c
t,s.
Lemma 5.4. For every j ∈ N, there exist constants Cj and Kj such that
|〈U(t, s)ψ, (N ⊗ I + I ⊗N )j(U(t, s)− U c(t, s))ψ〉|
≤ Cj
[(
N1 +N2
M1
)j
+
(
N1 +N2
M2
)j]
‖((N + 1)⊗ I + I ⊗ (N + 1))j+1ψ‖2
× exp(Kj(1 +
√
M1/N1 +
√
M2/N2)|t− s|)
1 +
√
M1/N1 +
√
M2/N2
(5.14)
and
|〈U c(t, s)ψ, (N ⊗ I + I ⊗N )j(U(t, s)− U c(t, s))ψ〉|
≤ Cj
[
1
M j1
+
1
M j2
]
‖((N + 1)⊗ I + I ⊗ (N + 1))j+1ψ‖2
× exp(Kj(1 +
√
M1/N1 +
√
M2/N2)|t− s|)
1 +
√
M1/N1 +
√
M2/N2
(5.15)
for ψ ∈ F ⊗ F and t, s ∈ R.
Proof. To prove (5.14), we use the identity
U(t, s)− U c(t, s) = −i
∫ t
s
dr U(t, r)(L(r) − Lc(r))U c(r, s)
and observe that
L(t)− Lc(t) = CN1,N2(t)− CcN1,N2(t)
=
1√
N1
∫
dxdz V1(x− z)b∗x(ut(z)χc1b∗z + ut(z)bzχc1)bx
+
1√
N2
∫
dydz V2(y − z)c∗y(vt(z)χc2c∗z + vt(z)czχc2)cy
+
√
N1
N1 +N2
∫
dxdy V12(x− y)c∗y(ut(x)χc1b∗x + ut(x)bxχc1)cy
+
√
N2
N1 +N2
∫
dxdy V12(x− y)b∗x(vt(y)χc2c∗y + vt(y)cyχc2)bx
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where
χc1 = χ(N > M1)⊗ I
χc2 = I ⊗ χ(N > M2).
Using these formulae, we write
(5.16) 〈U(t, s)ψ, (N ⊗ I + I ⊗N )j(U(t, s)− U c(t, s))ψ〉 =
8∑
j=1
wj
with
w1 =
−i√
N1
∫ t
s
dr
∫
dx〈bxU∗t,s(N ⊗ I + I ⊗N )jUt,sψ, b(V1(x− ·)ut(·))χc1bxU ct,sψ〉,
w2 =
−i√
N1
∫ t
s
dr
∫
dx〈bxU∗t,s(N ⊗ I + I ⊗N )jUt,sψ, χc1b∗(V1(x− ·)ut(·))bxU ct,sψ〉,
w3 =
−i√
N2
∫ t
s
dr
∫
dy〈cyU∗t,s(N ⊗ I + I ⊗N )jUt,sψ, c(V2(y − ·)vt(·))χc2cyU ct,sψ〉,
w4 =
−i√
N2
∫ t
s
dr
∫
dy〈cyU∗t,s(N ⊗ I + I ⊗N )jUt,sψ, χc2c∗(V2(y − ·)vt(·))cyU ct,sψ〉,
w5 = α1
∫ t
s
dr
∫
dy〈cyU∗t,s(N ⊗ I + I ⊗N )jUt,sψ, c(V2(y − ·)vt(·))χc2cyU ct,sψ〉,
w6 = α1
∫ t
s
dr
∫
dy〈cyU∗t,s(N ⊗ I + I ⊗N )jUt,sψ, χc2c∗(V2(y − ·)vt(·))cyU ct,sψ〉,
w7 = α2
∫ t
s
dr
∫
dx〈bxU∗t,s(N ⊗ I + I ⊗N )jUt,sψ, b(V1(x− ·)ut(·))χc1bxU ct,sψ〉,
w8 = α2
∫ t
s
dr
∫
dx〈bxU∗t,s(N ⊗ I + I ⊗N )jUt,sψ, χc1b∗(V1(x− ·)ut(·))bxU ct,sψ〉,
where
αj =
−i√Nj
N1 +N2
.
Notice that wj = wj(t) for j = 1, . . . , 8. Hence, to estimate the absolute value of
the left hand side of (5.16), we need to estimate |wj | for each j.
Let us estimate |w1|. We will denote by χcj(Q) the operator χcj with Mj replaced
by Q. Calculating, we obtain
|w1|
≤ 1√
N1
∫ t
s
dr
∫
dx ‖bxU∗t,s(N ⊗ I + I ⊗N )jUt,sψ‖
× ‖b(V1(x− ·)ut(·))bxχc1(M1 + 1)U ct,sψ‖
≤ 1√
N1
sup
x
‖V1(x− ·)ut(·)‖
∫ t
s
dr
∫
dx ‖bxU∗t,s(N ⊗ I + I ⊗N )jUt,sψ‖
× ‖bx((N − 1)1/2 ⊗ I)χc1(M1 + 1)U ct,sψ‖
≤ C√
N1
∫ t
s
dr ‖(N 1/2 ⊗ I)U∗t,s(N ⊗ I + I ⊗N )jUt,sψ‖ ‖(N ⊗ I)χc1U ct,sψ‖.
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Furthermore, using Lemma 5.3,
‖(N 1/2 ⊗ I)U∗t,s(N ⊗ I + I ⊗N )jUt,sψ‖2
= 〈(N ⊗ I + I ⊗N )jUt,sψ,Ut,s(N ⊗ I)U∗t,s(N ⊗ I + I ⊗N )jUt,sψ〉
≤ 24〈(N ⊗ I + I ⊗N )jUt,sψ,
(N ⊗ I + I ⊗N +N1 +N2 + 1)(N ⊗ I + I ⊗N )jUt,sψ〉
≤ 24〈Ut,sψ, (N ⊗ I + I ⊗N )2j+1Ut,sψ〉
+ 24(N1 +N2 + 1)〈Ut,sψ, (N ⊗ I + I ⊗N )2jUt,sψ〉
≤ 24Dj〈ψ, (N ⊗ I + I ⊗N )2j+1(N ⊗ I + I ⊗N + 1)ψ〉
+ 24(N1 +N2 + 1)Cj〈ψ, (N ⊗ I + I ⊗N +N1 +N2)2jψ〉
≤ D˜j(N1 +N2)2j+1〈ψ, (N ⊗ I + I ⊗N + 1)2j+2ψ〉
+ C˜j(N1 +N2)
2j+1〈ψ, (N ⊗ I + I ⊗N )2jψ〉
≤ Cj(N1 +N2)2j+1〈ψ, ((N + 1)⊗ I + I ⊗ (N + 1))2j+2ψ〉
(5.17)
and
‖(N ⊗ I)χc1U ct,sψ‖2
= 〈(N ⊗ I)U ct,sψ, χc1(N ⊗ I)U ct,sψ〉
≤
〈
(N ⊗ I)U ct,sψ,
(N ⊗ I
M1
)2j
(N ⊗ I)U ct,sψ
〉
=M−2j1 〈U ct,sψ, (N ⊗ I)2j+2U ct,sψ〉
≤M−2j1 〈U ct,sψ, (N ⊗ I + I ⊗N )2j+2U ct,sψ〉,
where we used the operator inequality
χ(N > M1) ≤ (N/M1)2j .
Hence
|w1|
≤ Cj
(
N1 +N2
M1
)j (
N1 +N2
N1
)1/2
× ‖((N + 1)⊗ I + I ⊗ (N + 1))j+1ψ‖
×
∫ t
s
dr 〈U ct,sψ, (N ⊗ I + I ⊗N )2j+2U ct,sψ〉1/2
≤ Cj
(
N1 +N2
M1
)j
‖((N + 1)⊗ I + I ⊗ (N + 1))j+1ψ‖2
×
∫ t
s
dr exp(Kj(1 +
√
M1/N1 +
√
M2/N2)(r − s))
≤ Cj
(
N1 +N2
M1
)j
‖((N + 1)⊗ I + I ⊗ (N + 1))j+1ψ‖2
× exp(Kj(1 +
√
M1/N1 +
√
M2/N2)|t− s|)
1 +
√
M1/N1 +
√
M2/N2
,
where we used Lemma 5.1 and Lemma 5.2.
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Now, we estimate |w5|. Calculating, we obtain
|w5|
≤
√
N1
N1 +N2
∫ t
s
dr
∫
dy ‖cyU∗t,s(N ⊗ I + I ⊗N )jUt,sψ‖
× ‖b(V12(y − ·)ut(·))cyχc2U ct,sψ‖
≤
√
N1
N1 +N2
sup
y
‖V12(y − ·)ut(·)‖
∫ t
s
dr
∫
dy ‖cyU∗t,s(N ⊗ I + I ⊗N )jUt,sψ‖
× ‖cy(N 1/2 ⊗ I)χc1(M1 + 1)U ct,sψ‖
≤ C
√
N1
N1 +N2
∫ t
s
dr ‖(I ⊗N 1/2)U∗t,s(N ⊗ I + I ⊗N )jUt,sψ‖
× ‖((N + 1)1/2 ⊗ (N + 1)1/2)χc1U ct,sψ‖.
Similarly as above, we prove that
‖(I ⊗N 1/2)U∗t,s(N ⊗ I + I ⊗N )jUt,sψ‖2
≤ Cj(N1 +N2)2j+1〈Ut,sψ, ((N + 1)⊗ I + I ⊗ (N + 1))2j+2Ut,sψ〉
and
‖(N + 1)1/2 ⊗ (N + 1)1/2χc1U ct,sψ‖2
= 〈(N + 1)1/2 ⊗ (N + 1)1/2U ct,sψ, χc1(N + 1)1/2 ⊗ (N + 1)1/2U ct,sψ〉
≤
〈
(N + 1)1/2 ⊗ (N + 1)1/2U ct,sψ,
(N ⊗ I
M1
)2j
(N + 1)1/2 ⊗ (N + 1)1/2U ct,sψ
〉
=M−2j1 〈U ct,sψ, (N ⊗ I)2j+2U ct,sψ〉
≤M−2j1 〈U ct,sψ, (N ⊗ I + I ⊗N )2j+2U ct,sψ〉.
Thus, since
√
N1/(N1 +N2) < C by Lemma 5.2, similarly as above, we have
|w5|
≤ Cj
(
N1 +N2
M1
)j
‖((N + 1)⊗ I + I ⊗ (1 +N ))j+1ψ‖2
× exp(Kj(1 +
√
M1/N1 +
√
M2/N2)|t− s|)
1 +
√
M1/N1 +
√
M2/N2
.
Similarly as we estimated |w1| and |w5|, we estimate |wj | for j = 2, 3, 4, 6, 7, 8 and
obtain similar bounds with M1 replaced by M2 accordingly. This proves (5.14).
To prove (5.15), we proceed similarly as in the proof of (5.14). Calculating, we
obtain
(5.18) 〈U c(t, s)ψ, (N ⊗ I + I ⊗N )j(U(t, s)− U c(t, s))ψ〉 =
8∑
j=1
mj ,
where mj for j = 1, . . . , 8 are defined exactly as wj for j = 1, . . . , 8, but with U(t, s)
on the left side replaced by U c(t, s). We want to estimate |mj | for each j. The
calculations are very similar to the calculations for estimating |wj |, except that
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instead of (5.17) we have
‖(N 1/2 ⊗ I)U∗t,s(N ⊗ I + I ⊗N )jU ct,sψ‖2
= 〈(N ⊗ I + I ⊗N )jU ct,sψ,Ut,s(N ⊗ I)U∗t,s(N ⊗ I + I ⊗N )jU ct,sψ〉
≤ 24〈(N ⊗ I + I ⊗N )jU ct,sψ,
(N ⊗ I + I ⊗N +N1 +N2 + 1)(N ⊗ I + I ⊗N )jU ct,sψ〉
≤ 24〈U ct,sψ, (N ⊗ I + I ⊗N )2j+1U ct,sψ〉
+ 24(N1 +N2 + 1)〈U ct,sψ, (N ⊗ I + I ⊗N )2jU ct,sψ〉
≤ Cj(N1 +N2)‖((N + 1)⊗ I + I ⊗ (N + 1))j+1‖2
× exp(Kj(1 +
√
M1/N1 +
√
M2/N2)|t− s|).
Notice the absence of a factor (N1 + N2)
2j in the numerator. By taking this
difference into account, we conclude that each |mj | is bounded by
Cj
M jk
‖((N +1)⊗ I + I ⊗ (N +1))j+1ψ‖2 exp(Kj(1 +
√
M1/N1 +
√
M2/N2)|t− s|)
1 +
√
M1/N1 +
√
M2/N2
,
whereMk is either M1 or M2, accondingly. This completes the proof of (5.15). We
have proved Lemma 5.4. 
We are ready to prove Proposition 3.2.
Proof of Proposition 3.2. Write
〈Ut,sψ, (N ⊗ I + I ⊗N )jUt,sψ〉 = 〈Ut,sψ, (N ⊗ I + I ⊗N )j(Ut,s − U ct,s)ψ〉
+ 〈(Ut,s − U ct,s)ψ, (N ⊗ I + I ⊗N )jU ct,sψ〉
+ 〈U ct,sψ, (N ⊗ I + I ⊗N )jU ct,sψ〉.
Using Lemmata 5.1 and 5.4 with M1 = N1 and M2 = N2, and Lemma 5.2, we
obtain
〈Ut,sψ, (N ⊗ I + I ⊗N )jUt,sψ〉 ≤ Cj‖[(N + 1)⊗ I + I ⊗ (N + 1)]j+1ψ‖2eγj |t−s|
for some constants Cj and γj . This proves Proposition 3.2. 
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