Polynomials for symmetric orbit closures in the flag variety by Wyser, Benjamin J. & Yong, Alexander
POLYNOMIALS FOR SYMMETRIC ORBIT CLOSURES IN THE FLAG VARIETY
BENJAMIN J. WYSER AND ALEXANDER YONG
ABSTRACT. In [Wyser-Yong ’13] we introduced polynomial representatives of cohomol-
ogy classes of orbit closures in the flag variety, for the symmetric pair (GLp+q, GLp×GLq).
We present analogous results for the remaining symmetric pairs of the form (GLn,K), i.e.,
(GLn, On) and (GL2n, Sp2n). We establish the well-definedness of certain representatives
from [Wyser ’13]. It is also shown that the representatives have the combinatorial prop-
erties of nonnegativity and stability. Moreover, we give some extensions to equivariant
K-theory.
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1. INTRODUCTION
1.1. Overview. This is a sequel to [WyYo13], where we introduced polynomial repre-
sentatives of cohomology classes of K = GLp × GLq-orbit closures in the flag variety
GLp+q/B. We present analogous definitions and results for the remaining symmetric
pairs (GLn, K), i.e., (GLn, On) and (GL2n, Sp2n). Among our results, we establish the
well-definedness, nonnegativity and “stability” of certain representatives from [Wy13].
A subgroup K of a reductive algebraic group G is spherical if its action on G/B by left
translations has finitely many orbits. Such a group is furthermore symmetric if K = Gθ
is the fixed point subgroup for a holomorphic involution θ of G. The symmetric pairs
(G,K) are classified in general. The geometry of symmetric orbit closures arises in the
representation theory of real forms GR of complex semisimple (reductive) Lie groups G.
We refer the reader to [WyYo13, Section 1] and specifically the references therein for more
background.
For a torus S, an S-stable subvariety X ⊂ GLn/B admits a class in both H?(GLn/B)
and S-equivariant cohomology H?S(GLn/B). (For us, S will be a maximal torus of K,
and X will be a K-orbit closure.) Focusing on the ordinary case for simplicity, we have
A. Borel’s isomorphism [Bo53], i.e.,
H?(GLn/B) ∼= Z[x1, . . . , xn]/ISn ,
where ISn is the ideal generated by elementary symmetric polynomials of positive degree.
What is a polynomial representative for the coset associated to [X] under Borel’s iso-
morphism? This question is well-studied for Schubert varieties, i.e., the B-orbit closures.
Particularly nice representatives were discovered by A. Lascoux-M.-P. Schu¨tzenberger
[LaSh82] in type A. In their work, Schubert polynomials are defined starting with a choice
of representative of the unique closed orbit (a point). In general, the polynomials are ob-
tained recursively using divided difference operators defined by ∂i(f) :=
f−si(f)
xi−xi+1 . Well-
definedness of these polynomials follows from the fact these operators define a represen-
tation of the symmetric group Sn.
For K-orbit closures, one can still use divided differences to obtain representatives for
any orbit closure starting with a representative for the class of each closed orbit. However,
well-definedness is somewhat more subtle. For instance, in the case of (GLp+q, GLp ×
GLq):
(i) There are multiple closed orbits.
(ii) Two saturated paths in the weak order joining the same two elements are not nec-
essarily labelled by reduced words of the same permutation.
In [WyYo13] we exhibit well-definedness of a choice of representatives. In contrast, for
the cases studied in this paper, (i) is obviated since in each case K does have a unique
closed orbit. However, (ii) remains true. Consequently, unlike the Schubert setting, the
operators associated to the two saturated paths may not be equal.
1.2. Weak order, divided differences, and orbit parametrizations. Let G be a reductive
group, and fix a maximal torus and Borel subgroup T ⊆ B, respectively. Let ∆ = ∆(G, T )
denote the system of simple roots corresponding to B. Let W = NG(T )/T be the Weyl
group, generated by simple reflections {sα | α ∈ ∆}. Let K be a spherical subgroup
of G. Given a K-orbit closure Y and a simple reflection sα, we define sα · Y to be the
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K-orbit closure pi−1α (piα(Y )), where piα : G/B → G/Pα is the natural projection. (Here,
Pα = B ∪ BsαB is the standard minimal parabolic subgroup of type α.) For w ∈ W , let
w = sα1 . . . sαl be a reduced expression for w, and define w ·Y = sα1 · (sα2 · . . . · (sαl ·Y ) . . .).
The resulting K-orbit closure is independent of the choice of reduced expression of w.
The weak order on the set of K-orbit closures on G/B is defined by Y ≤ Y ′ if and only if
Y ′ = w · Y for some w ∈ W .
By [RiSp90], piα|Y is either birational or 2-to-1 over its image. Our weak order Hasse
diagrams will use a solid edge labelled by α to connect any Y to sα · Y 6= Y in the former
case and a dashed edge in the latter case. (In general, multiple α-labels can occur on
an edge.) These are the conventions of [Wy13], and correspond to the use of single and
double edges, respectively, in [Br01].
We need known parametrizations of the orbit sets for the two cases of this paper, as
well as a concrete description of their weak orders. The reader may refer to [Wy13] and
the references therein, particularly [RiSp90]. First, for (G,K) = (GLn, On), the K-orbits
are indexed by involutions pi ∈ Sn (i.e., pi2 = id). Let I(n) denote these involutions. The
Bruhat order on I(n), corresponding to containment of orbit closures, is the restriction
of the inverse Bruhat order on Sn. Thus the unique closed orbit corresponds to the long
element w0, and the dense orbit to the identity. The weak order on I(n) is generated by
relations pi ≺ si · pi 6= pi, where si is a simple transposition, and si · pi is defined by:
(a) If `(sipi) > `(pi), then si · pi = pi;
(b) Otherwise, if sipisi 6= pi, then si · pi = sipisi. The edge connecting pi to si · pi is solid.
(c) Else, si · pi = sipi. The edge connecting pi to si · pi is dashed.
In case (b) above, if Ypi is the K-orbit closure corresponding to the involution pi, we
have [Ysi·pi] = ∂i[Ypi], both in ordinary and S-equivariant cohomology. In case (c), we have
[Ysi·pi] = 12∂i[Ypi]. (We are mildly abusing the notation ∂i and 12∂i to mean the cohomologi-
cal push-pull operators that correspond to the polynomial operators.)
For (G,K) = (GL2n, Sp2n), the K-orbits are indexed by fixed point-free involutions in
S2n; let Ifpf(2n) denote the set of such involutions. The Bruhat order on Ifpf(2n) is also the
restriction of the inverse Bruhat order on S2n, with the unique closed orbit corresponding
to w0, and the dense orbit corresponding to (1, 2)(3, 4) . . . (2n− 1, 2n). The weak order on
Ifpf(2n) is defined by
(a’) If `(sipi) > `(pi), or if sipisi = pi, then si · pi = pi;
(b’) Else, si · pi = sipisi. The edge connecting pi to si · pi is solid.
Let Xpi be the K-orbit closure corresponding to pi. In case (b’), [Xsi·pi] = ∂i[Xpi], in both
ordinary and S-equivariant cohomology.
1.3. The Υ-polynomials and their well-definedness. Let
(1) Υw0;(GLn,On) =
∏
1≤i≤j≤n−i
(xi + xj).
When n is even, this is both the ordinary and S-equivariant cohomology representative of
[Yw0 ] from [Wy13, Proposition 2.5]. On the other hand, when n is odd, the representative
(1) is actually different than that of [Wy13, Proposition 2.1]. We will prove the latter’s
correctness via Proposition 2.3, which gives the finer K-theoretic result; see Remark 4.1.
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For all pi ∈ I(n), a representative for [Ypi] can be computed starting from Υw0;(GLn,On) and
applying a sequence of (possibly 1
2
-scaled) divided difference operators along a saturated
path from w0 to pi, as indicated in Section 1.2. That is, suppose
pi = si1 · (si2 · . . . · (sil · w0) . . .).
Then define
Υpi;(GLn,On) := ∂˜i1 ∂˜i2 · · · ∂˜ilΥw0;(GLn,On),
where ∂˜i equals ∂i if i corresponds to a single edge in the path, and 12∂i otherwise.
For the case (GL2n, Sp2n) define
(2) Υw0;(GL2n,Sp2n) =
∏
1≤i<j≤2n−i
(xi + xj).
This is the representative of [Xw0 ] from [Wy13, Proposition 2.7]. Given any pi ∈ Ifpf(2n), we
can similarly compute a representative for [Xpi] using divided difference operators along a
chosen saturated path in the weak order. In this manner, we similarly define polynomials
Υpi;(GL2n,Sp2n).
We emphasize that the same Υ polynomials represent the classes of orbit closures in
both ordinary and S-equivariant cohomology. In the equivariant case, they only vac-
uously involve the extra set of “equivariant” y-variables; cf. (4). By contrast, the dou-
ble Schubert polynomials, which represent the T -equivariant cohomology classes of Schu-
bert varieties, actually involve these additional “y” variables. This is also true of the
T -equivariant representatives for GLp ×GLq-orbit closures from [WyYo13].
Our point is to establish that the Υ-polynomials above are actually well-defined:
Theorem 1.1. Υpi,(GLn,On) and Υpi,(GL2n,Sp2n) are independent of the path in weak order used to
compute them. In addition, each Υ-polynomial is a nonnegative linear combination of (single)
Schubert polynomials Sw(x1, . . . , xn) for w ∈ Sn, and therefore is in Z≥0[x1, . . . , xn].
The second statement of the theorem implies that in ordinary cohomology, these poly-
nomials can also be deduced by a combinatorial formula of M. Brion [Br98, Theorem 1.5].
However, it seems nontrivial to explicitly relate the two descriptions of the representa-
tives. We comment on this further in Section 5.
Example 1.2. The weak order of (GL4, O4) is pictured in Figure 1. The closed orbit corre-
sponds to w0 = (1, 4)(2, 3), and its class is represented by
Υw0;(GL4,O4) = 4x1x2(x1 + x2)(x1 + x3).
Consider the orbit for pi = (3, 4). One path from w0 to pi is labelled by s2s1s2, while
another is labelled by s1s2s3. Taking into account dashed edges, these paths correspond
respectively to 1
2
∂2∂1∂2 and 12∂1∂2∂3. Although
1
2
∂2∂1∂2 6= 12∂1∂2∂3, we have
1
2
∂2∂1∂2Υw0;(GL4,O4) =
1
2
∂1∂2∂3Υw0;(GL4,O4) = 2(x1 + x2 + x3),
in agreement with Theorem 1.1.
The full table of Υ polynomials for the pair (GL4, O4) is given in Table 1. 
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FIGURE 1. Labelled Hasse diagram for weak order of (GL4, O4)
Involution pi Υpi;(GL4,O4)
(1, 4)(2, 3) 4x1x2(x1 + x2)(x1 + x3)
(1, 3)(2, 4) 4x1x2(x1 + x2)
(1, 4) 2x1(x1 + x2)(x1 + x3)
(1, 2)(3, 4) 4x1(x1 + x2 + x3)
(1, 3) 2x1(x1 + x2)
(2, 4) 2(x1 + x2)(x1 + x2 + x3)
(1, 2) 2x1
(3, 4) 2(x1 + x2 + x3)
(2, 3) 2(x1 + x2)
id 1
TABLE 1. Polynomial representatives for (GL4, O4)
Example 1.3. Consider the pair (GL6, Sp6). The weak order on Ifpf(6) is depicted in Fig-
ure 2. The class of the closed orbit, indexed by w0 = (1, 6)(2, 5)(3, 4), is represented by
Υw0;(GL6,Sp6) = (x1 + x2)(x1 + x3)(x1 + x4)(x1 + x5)(x2 + x3)(x2 + x4).
There are a couple of 2-step paths from w0 to pi = (1, 5)(2, 4)(3, 6). One path is labelled by
s2s1, while another is labelled by s5s2. We compute a representative for [Xpi] by applying
either ∂2∂1 or ∂5∂2 to Υw0;(GL6,Sp6). Since s2s1 6= s5s2, ∂2∂1 6= ∂5∂2. Nevertheless,
∂2∂1Υw0;(GL6,Sp6) = ∂5∂2Υw0;(GL6,Sp6) = (x1 + x2)(x1 + x3)(x1 + x4)(x2 + x3),
again agreeing with Theorem 1.1.
The full table of Υ polynomials for the pair (GL6, Sp6) is given in Table 2. 
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FIGURE 2. Labelled Hasse diagram for weak order of (GL6, Sp6)
1.4. Stability of the Υ-polynomials. The natural inclusion of GLn into GLN (N ≥ n)
sends an n × n matrix A to the N × N block matrix whose upper left n × n corner is A,
whose lower-right (N −n)× (N −n) corner is the identity, and whose off-diagonal blocks
are zero. This inclusion sends the standard Borel of GLn into the standard Borel of GLN ,
and thereby induces an inclusion of flag varieties Fln ↪→ FlN .
First, consider the pair (GLn, On). Define ι : Sn ↪→ SN to send a permutation pi to
the unique permutation pi′ := ι(pi) satisfying pi′(i) = pi(i) for i ≤ n, and pi′(i) = i for
i > n. Clearly, if pi ∈ I(n), then pi′ ∈ I(N). It follows, for example, from the set-theoretic
description of K-orbit closures [Wy13], that the image of Ypi under the aforementioned
inclusion Fln ↪→ FlN , is the ON -orbit closure Ypi′ .
For the case (GL2n, Sp2n), if pi ∈ Ifpf(2n), consider the map ιfpf : S2n ↪→ S2N which
sends pi ∈ S2n to the unique permutation pi′ := ιfpf(pi) ∈ S2N which coincides with pi on
{1, . . . , 2n}, and which transposes i and i + 1 for i = 2n + 1, 2n + 3, . . . , 2N − 3, 2N − 1.
Clearly, ιfpf ∈ Ifpf(2N). The set-theoretic description of the orbit closures from [Wy13]
implies that the image of Xpi ⊆ Fl2n under the inclusion Fl2n ↪→ Fl2N is Xpi′ .
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Involution pi Υpi;(GL6,Sp6)
(1, 6)(2, 5)(3, 4) (x1 + x2)(x1 + x5)(x1 + x3)(x1 + x4)(x2 + x3)(x2 + x4)
(1, 5)(2, 6)(3, 4) (x1 + x2)(x1 + x3)(x1 + x4)(x2 + x3)(x2 + x4)
(1, 6)(2, 4)(3, 5) (x1 + x2)(x1 + x5)(x1 + x3)(x1 + x4)(x2 + x3)
(1, 4)(2, 6)(3, 5) (x1 + x2)(x1 + x3)(x2 + x3)(x1 + x2 + x4 + x5)
(1, 5)(2, 4)(3, 6) (x1 + x2)(x1 + x3)(x1 + x4)(x2 + x3)
(1, 6)(2, 3)(4, 5) (x1 + x2)(x1 + x5)(x1 + x3)(x1 + x4)
(1, 4)(2, 5)(3, 6) (x1 + x2)(x1 + x3)(x2 + x3)
(1, 3)(2, 6)(4, 5) (x1 + x2)(x
2
1 + x
2
2 +
∑
1≤i<j≤5
xixj)
(1, 5)(2, 3)(4, 6) (x1 + x2)(x1 + x3)(x1 + x4)
(1, 2)(3, 6)(4, 5) (x1 + x2 + x3 + x4)(x1 + x2 + x3 + x5)
(1, 3)(2, 5)(4, 6) (x1 + x2)(x1 + x2 + x3 + x4)
(1, 4)(2, 3)(5, 6) (x1 + x2)(x1 + x3)
(1, 2)(3, 5)(4, 6) x1 + x2 + x3 + x4
(1, 3)(2, 4)(5, 6) x1 + x2
(1, 2)(3, 4)(5, 6) 1
TABLE 2. Polynomial representatives for (GL6, Sp6)
We view the following theorem as an analogue of the stability property for Schubert
polynomials, which states that Sι(w) = Sw (see, e.g., [Ma01, Corollary 2.4.5]):
Theorem 1.4. For n ≤ N , Υι(pi);(GLN ,ON ) = Υpi;(GLn,On) and Υιfpf(pi);(GL2N ,Sp2N ) = Υpi;(GL2n,Sp2n).
We are unaware of any analogous stability property of the representatives considered
in [WyYo13] for the pair (GLp+q, GLp ×GLq).
1.5. Organization. In Section 2, we describe someK-theoretic extensions of the theorems
of this section. These provide the first K-theoretic results for the symmetric pairs consid-
ered in this paper, complementing those for the K = GLp × GLq case of [WyYo13]. We
have complete analogues for the case (GL2n, Sp2n), using Demazure operators. However,
for (GLn, On), we only provide a formula for the K-class of the closed orbit. In the latter
case, we demonstrate by example that Demazure operators cannot be similarly used to
make computations. In Section 3, we give combinatorial proofs of Theorems 1.1 and 1.4.
Section 4 gives the proofs of the results of Section 2, using equivariant localization argu-
ments combined with a self-intersection formula of R. W. Thomason. In Section 5, we
present some final remarks.
2. K-THEORETIC EXTENSIONS
2.1. Results. For the pair (GL2n, Sp2n), we give complete extensions of Section 1’s results
to (S-equivariant) K-theory, the Grothendieck ring for the category of (S-equivariant)
locally free sheaves on GL2n/B.
The ordinary K-theory ring can be realized concretely as
(3) K0(GL2n/B) ∼= Z[x1, . . . , x2n]/I,
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where I is the ideal generated by ed(x1, . . . , x2n)−
(
2n
d
)
for 1 ≤ d ≤ 2n, with ed the elemen-
tary symmetric polynomial of degree d; cf. [KnMi05, Section 2.3].
The S-equivariant K-theory can be realized as a quotient of a (Laurent) polynomial
ring in two sets of variables, namely as
(4) K0S(GL2n/B) ∼= Z[x±11 , . . . , x±12n ][y±11 , . . . , y±1n ]/J,
with J generated by the differences ed(x1, . . . , x2n) − ed(y1, . . . , yn, y−1n , . . . , y−11 ). This can
be deduced from the description of K0S(G/B) given in Section 4.2, for which a reference is
[KoKu90]. The natural map from K0S(G/B) to K
0(G/B) which forgets the S-equivariant
structure corresponds to setting all yi equal to 1.
Thus for pi ∈ Ifpf(2n), we seek a polynomial in the x and y variables which represents
[OXpi ], the class of the structure sheaf of the orbit closure Xpi (considered as a coherent
sheaf on GL2n/B) in K0S(GL2n/B). As with the results of Section 1, only the x variables
actually appear in our representatives:
Theorem 2.1. [OXw0 ] is represented, in both ordinary and S-equivariant K-theory, by the poly-
nomial
ΥKw0,(GL2n,Sp2n) =
∏
1≤i<j≤2n−i
(1− xixj).
The Demazure operator (or “isobaric divided difference operator”) Di is a K-theoretic
analogue of the divided difference operator ∂i. It is defined by:
Di(f) =
xi+1f − xisi(f)
xi+1 − xi = −∂i(xi+1f).
If one starts with ΥKw0,(GL2n,Sp2n) and applies a sequence of Demazure operators corre-
sponding to a path from w0 to pi in Ifpf(2n), the result ΥKpi,(GL2n,Sp2n) represents [OXpi ] in both
ordinary K-theory (3) and S-equivariant K-theory (4). This is justified in Section 2.2. As
in Section 1, we show that the representative is independent of the sequence of Demazure
operators applied.
Theorem 2.2. The polynomial ΥKpi,(GL2n,Sp2n) is independent of the choice of path in weak order
used to compute it. The ΥK-polynomials are stable with respect to the inclusion ιfpf : Ifpf(2n) ↪→
Ifpf(2N) for any N ≥ n.
The ΥK-polynomials for the case (GL6, Sp6) are given in Table 3.
For (GLn, On), we only have a formula for the class of the closed orbit:
Proposition 2.3. [OYw0 ] is represented, in both ordinary and S-equivariant K-theory, by the
polynomial
ΥKw0,(GLn,On) =
∏
1≤i≤j≤n−i
(1− xixj).
As explained in Section 2.2, one cannot expect Demazure operators to compute the K-
theory representatives for (GLn, On). That said, we computed tables of representatives
for n = 3, 4 differently. They appear in Tables 4 and 5. (Recall that the weak order for the
case n = 4 was given as Figure 1. The weak order for n = 3 appears in Figure 3.)
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Involution pi Υpi;(GL6,Sp6)
(1, 6)(2, 5)(3, 4) (1− x1x2)(1− x1x3)(1− x1x4)(1− x1x5)(1− x2x3)(1− x2x4)
(1, 5)(2, 6)(3, 4) (1− x1x2)(1− x1x3)(1− x1x4)(1− x2x3)(1− x2x4)
(1, 6)(2, 4)(3, 5) (1− x1x2)(1− x1x3)(1− x1x4)(1− x1x5)(1− x2x3)
(1, 4)(2, 6)(3, 5) (1− x1x2)(1− x1x3)(1− x2x3)(1− x1x2x4x5)
(1, 5)(2, 4)(3, 6) (1− x1x2)(1− x1x3)(1− x1x4)(1− x2x3)
(1, 6)(2, 3)(4, 5) (1− x1x2)(1− x1x3)(1− x1x4)(1− x1x5)
(1, 4)(2, 5)(3, 6) (1− x1x2)(1− x1x3)(1− x2x3)
(1, 3)(2, 6)(4, 5) (1− x1x2)(1−x1x2x3x4−x1x2x3x5−x1x2x4x5+x21x2x3x4x5+x1x22x3x4x5)
(1, 5)(2, 3)(4, 6) (1− x1x2)(1− x1x3)(1− x1x4)
(1, 2)(3, 6)(4, 5) (1− x1x2x3x4)(1− x1x2x3x5)
(1, 3)(2, 5)(4, 6) (1− x1x2)(1− x1x2x3x4)
(1, 4)(2, 3)(5, 6) (1− x1x2)(1− x1x3)
(1, 2)(3, 5)(4, 6) 1− x1x2x3x4
(1, 3)(2, 4)(5, 6) 1− x1x2
(1, 2)(3, 4)(5, 6) 1
TABLE 3. K-theoretic polynomial representatives for (GL6, Sp6)
The representatives in Tables 4 and 5 were computed using a geometric perspective
originally applied by A. Knutson-E. Miller [KnMi05] to justify Schubert polynomials. For
a varietyX ⊂ GLn/B, consider the preimage pi−1(X) ⊂ GLn under the natural projection,
and pi−1(X) ⊂ Matn×n. If X is a K-orbit closure, then pi−1(X) is stable under the action of
BK×B, where BK = B∩K is the standard Borel subgroup of K (acting by multiplication
on the left), and B is the standard Borel of GLn (acting by inverse multiplication on the
right). Identifying
[Opi−1(X)]BK×B ∈ K◦BK×B(Matn×n) with [Opi−1(X)]S×T ∈ K◦S×T (Matn×n)
(see [KnMi05, Corollary 2.3.1 and Remark 2.3.3]) uniquely picks out a polynomial repre-
sentative for [OX ] ∈ K◦S(GLn/B). The class [Opi−1(X)]S×T is computable as the multigraded
K-polynomial of the ideal of pi−1(X), where the multigrading arises from the S×T -action
on Matn×n.
To apply this in the case of X = Ypi, we use the set-theoretic description of the orbit clo-
sures from [Wy13] to deduce set-theoretically correct equations for pi−1(X) ⊂ GLn. These
equations are scheme-theoretically correct for the matrix K-orbit pi−1(X) ⊂ Mn×n pro-
vided they generate a prime ideal. We have computationally verified that this is indeed
the case for n = 3, 4. The K-theoretic representatives of Tables 4 and 5 are the afore-
mentioned K-polynomials, computed as numerators of multigraded Hilbert series. All
computations were carried out using Macaulay 2.
Empirically, one notices that after the substitution xi 7→ 1−xi, the representatives com-
puted this way alternate in sign by degree. When the K-orbits have rational singularities,
this is expected; see the comments at the end of Section 4. However, On-orbit closures
on GLn/B do not have rational singularities in general. Thus we are not aware of an
explanation of this apparent alternation in sign, if in fact it holds in general.
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FIGURE 3. Labelled Hasse diagram for weak order of (GL3, O3)
Involution pi K-polynomial for matrix K-orbit
(1, 3) (1− x21)(1− x1x2)
(1, 2) 1− x21
(2, 3) (1− x1x2)(1 + x1x2)
id 1
TABLE 4. K-theoretic polynomial representatives for (GL3, O3)
Involution pi K-polynomial for matrix K-orbit
(1, 4)(2, 3) (1− x21)(1− x22)(1− x1x2)(1− x1x3)
(1, 3)(2, 4) (1− x21)(1− x22)(1− x1x2)
(1, 4) (1− x21)(1− x1x2)(1− x1x3)
(1, 2)(3, 4) (1− x21)(1− x1x2x3)(1 + x1x2x3)
(1, 3) (1− x21)(1− x1x2)
(2, 4) (1− x1x2)(1 + x1x2 − x21x2x3 − x1x22x3)
(1, 2) 1− x21
(3, 4) (1− x1x2x3)(1 + x1x2x3)
(2, 3) (1− x1x2)(1 + x1x2)
id 1
TABLE 5. K-theoretic polynomial representatives for (GL4, O4)
2.2. Demazure operators in K-theory. Here we give a standard explanation of why De-
mazure operators are valid for K-theoretic computations for the pair (GL2n, Sp2n). We
also explain why we cannot use them to obtain representatives for (GLn, On).
AK-orbit closure is multiplicity-free if every saturated chain in weak order connecting
it to the unique maximal orbit consists only of solid edges; cf. Section 1.2. In particular, all
orbit closures for (GL2n, Sp2n) are of this type, since the weak order graphs for that pair
contain no dashed edges at all. The following result is part of [Br01, Theorem 6]:
Theorem 2.4 ([Br01]). If Y is any multiplicity-free K-orbit closure on G/B, then Y has rational
singularities.
10
Consider any two Sp2n-orbit closures Y and Y ′ on GL2n/B, with Y ′ covering Y in the
weak order. They are connected by a solid edge, say with label i. As explained in Section
1.2, this solid edge indicates that the map pi : Y → pi(Y ) (the restriction of the natural map
pi : G/B → G/Pi to Y ) is birational. Now, by Theorem 2.4, both Y and Y ′ have rational
singularities. Thus pi(Y ) has the same properties, since Y ′ is a P1-bundle over pi(Y ). In
particular, pi(Y ) is normal. Zariski’s Main Theorem [Ha77, Ch. III, §11] then implies that
pi∗OY ∼= Opi(Y ).
On the other hand, if we consider the diagram
Y˜
Y pi(Y )
r
q = pi ◦ r
pi
(where Y˜ r−→ Y is a resolution of singularities for Y ), then a straightforward argument
using the Leray spectral sequence
Ripi∗(Rjr∗OY˜ )⇒ Ri+jq∗OY˜
implies that Ripi∗OY = 0. Thus in K-theory, we have that
pi∗[OY ] := [pi∗OY ] +
∑
i≥1
[Ripi∗OY ] = [Opi(Y )].
Then it follows that
[OY ′ ] = [Opi−1(pi(Y ))] = pi∗[Opi(Y )] = (pi∗ ◦ pi∗)[OY ] = Di[OY ],
since pi∗ ◦ pi∗ is precisely the operator Di.
The above argument cannot always be applied for the pair (GLn, On). There are two
situations we discuss. The first occurs when instead of being connected by a solid edge, Y
and Y ′ are connected by a dashed edge. The second occurs when Y and Y ′ are connected
by a solid edge, but Y ′ is not normal. In the first case, pi : Y → pi(Y ) is no longer birational
(rather, it has degree 2), while in the second case, pi is birational, but pi(Y ) is now not
normal. In either event, Zariski’s Main Theorem no longer applies, so we do not expect
that pi∗OY ∼= Opi(Y ). Actually, in both cases there is an injection
Opi(Y ) ↪→ pi∗OY ,
but this map is not necessarily an isomorphism. Suppose the map’s cokernel is C. Then
in K-theory,
[pi∗OY ] = [Opi(Y )] + [C],
so when computing pi∗[OY ] there may be nontrivial corrections.
We now show that these correction terms are in fact nontrivial. We give an example of
each, both for (GL4, O4).
Example 2.5. First, consider the codimension-1 O4-orbit closure Y on GL4/B correspond-
ing to the involution (1, 2). It is connected to Y ′ = G/B (the closure of the dense orbit,
which corresponds to the identity) by a dashed edge with label 1. The (S-equivariant
and ordinary) K-class of Y is represented by 1 − x21 (cf. Table 5). Since Y ′ = GL4/B, its
K-class is represented by 1. However, when we apply D1 (or, if we like, 12D1) to the class
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represented by 1−x21, we get 1 +x1x2 (resp. 12(1 +x1x2)). One checks that neither 1 +x1x2
nor 1
2
(1 + x1x2) equals 1 (modulo I). So applying the Demazure operator to [OY ] does not
give [OY ′ ]. 
Example 2.6. Now suppose the edge is solid, but Y ′ is not normal. For example, let Y be
the O4-orbit closure on GL4/B corresponding to the involution (1, 3)(2, 4), and let Y ′ be
the orbit closure corresponding to (1, 2)(3, 4). Then Y is connected to Y ′ by a solid edge
with label 2, and Y ′ is not normal along the orbit closure corresponding to (1, 4) [Pe14,
Corollary 4.4.4]. (In fact, Y ′ is reducible along (1, 4).) Here we have (cf. Table 5)
[OY ] = (1− x21)(1− x22)(1− x1x2),
while
(5) [OY ′ ] = (1− x21)(1− x1x2x3)(1 + x1x2x3).
Yet D2([OY ]) = (1 − x21)(1 + x2x3 − x1x22x3 − x1x2x23), which is not equal (modulo I) to
the representative (5) of [OY ′ ]. So again, we see that D2([OY ]) 6= [OY ′ ]. 
3. PROOFS OF THEOREMS 1.1 AND 1.4
3.1. Proof of Theorem 1.1. For any n, let
Ln ⊆ Q[x1, . . . , xn]
be the span of monomials xα11 · · ·xαnn where αi ≤ n − i. It is well-known that the single
Schubert polynomials {Sw(X) | w ∈ Sn} form a Z-linear basis for Ln.
Clearly Υw0;(GLn,On) is an element of Ln. Thus Υw0;(GLn,On) is a Z-linear combination
of single Schubert polynomials whose indexing permutations lie in Sn. Since divided
difference operators send Schubert polynomials in Sn to other Schubert polynomials in
Sn, given an involution pi ∈ Sn, any polynomial representative for [Ypi] that one obtains via
a sequence of divided difference operators is again a sum of single Schubert polynomials
indexed by elements of Sn. Any two such representatives certainly represent [Ypi]. But
there can be only one polynomial representative for [Ypi] which is a Z-linear combination
of Schubert polynomials from Sn — namely, the one which uses precisely the Schubert
polynomials which correspond to the Schubert (cohomology) classes [Xw] appearing in
the unique expression for [Ypi] in the basis of Schubert classes. Thus Υpi;(GLn,On) is well-
defined, as claimed. The same argument applies verbatim to the pair (GL2n, Sp2n). 
3.2. Proof of Theorem 1.4. We give a detailed proof for the (GL2n, Sp2n), and a sketch
of the (similar) argument for the (GLn, On) case. For fixed N ≥ n, let ιfpf be the map
Ifpf(2n) ↪→ Ifpf(2N) defined in Section 1.4. Given pi ∈ Ifpf(2n) and any weak-order path
fromw0 to pi, there is a corresponding path from ιfpf(w0) to ιfpf(pi) in Ifpf(2N) with precisely
the same edge labels. Thus it suffices to prove that
Υιfpf(w0);(GL2N ,Sp2N ) = Υw0;(GL2n,Sp2n).
Further, by induction, it is enough to show that for N ≥ 2,
Υιfpf(w0);(GL2N ,Sp2N ) = Υw0;(GL2(N−1),Sp2(N−1)).
Lemma 3.1. Let ιfpf : Ifpf(2N − 2) ↪→ Ifpf(2N) be as in Section 1.4. In Ifpf(2N), there is a path
from w0 to ιfpf(w0) with edges labelled 1, 2, . . . , 2N − 2 (starting at the bottom and moving up).
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Proof. It is clear that the conjugation action (b’) which defines the weak order (cf. Section
1.2) of the simple reflection si on any fixed point-free involution simply interchanges the
positions of i and i + 1 within its cycle notation. (If i and i + 1 are interchanged by the
involution and appear within the same 2-cycle, then si·pi is simply pi, as in (a’).) So starting
with w0 ∈ S2N , where each i = 1, . . . , N is paired with 2N + 1− i in the cycle notation, we
simply show that consecutively acting by s1, . . . , s2N−2 in this way gives the fixed point-
free involution whose cycle notation pairs i with 2N − 1− i for i = 1, . . . , N − 1 (and thus,
by necessity, pairs 2N − 1 with 2N ).
For such an i, note that the index i is only moved by the reflections si−1, and then si.
Whatever the action of si−1, the action of si must result in i being paired with whatever
i+ 1 is initially paired with, namely 2N − i, since when si acts, neither i+ 1 nor its initial
partner 2N− i have been affected. The index i is unaffected thereafter, but its new partner
becomes 2N − 1− i upon the action of s2N−1−i. Beyond this point, neither i nor 2N − 1− i
are affected again. Thus i is paired with 2N − 1− i, as claimed. 
Recall the polynomial
Υw0;(GL2N ,Sp2N ) =
∏
1≤i<j≤2N−i
(xi + xj)
from displayed equation (2), our chosen representative for the equivariant cohomology
class of the closed orbit Xw0 . Call this polynomial Υ for short, and consider the effect of
applying to it the divided difference operators ∂1, . . . , ∂2N−2, in that order. Note that there
are N − 1 factors xi + xj (i < j) of Υ for which i+ j = 2N , namely x1 + x2N−1, . . . , xN−1 +
xN+1. There are also N − 1 factors xi + xj (i < j) for which i + j = 2N − 1, those being
x1 + x2N−2, . . . , xN−1 + xN . The following establishes Theorem 1.4 in the symplectic case:
Lemma 3.2. When computing
(∂2N−2 ◦ ∂2N−3 ◦ . . . ◦ ∂2 ◦ ∂1)(Υ),
each of the first N − 1 operators applied removes a linear factor xi + xj with i + j = 2N . They
are removed in the order x1 + x2N−1, . . . , xN−1 + xN+1. Each of the next N − 1 operators applied
removes a linear factor xi + xj with i + j = 2N − 1. They are removed in the order xN−1 +
xN , . . . , x1 + x2N−2.
As a result, we have
Υιfpf(w0);(GL2N ,Sp2N ) =
∏
1≤i<j≤2N−2−i
(xi + xj) = Υw0;(GL2N−2,Sp2N−2).
Proof. We prove the first statement, on the application of the first N − 1 operators, by
induction. (The proof of the second statement, on application of the last N − 1 operators,
is exactly the same.) First, note that Υ(1) := Υ/(x1 + x2N−1) is symmetric in the variables
x1 and x2. Thus
∂1(Υ) =
Υ− s1(Υ)
x1 − x2 =
(x1 + x2N−1)Υ(1) − (x2 + x2N−1)Υ(1)
x1 − x2 = Υ
(1).
Now, suppose for i < N−1, after applying ∂i◦. . .◦∂1, we have Υ(i) := Υ/
∏i
j=1(xj+x2N−j).
Then Υ(i+1) := Υ/(xi+1 + x2N−1−i) is necessarily symmetric in the variables xi+1 and xi+2.
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This implies that
∂i+1(Υ
(i)) =
Υ(i) − si+1(Υ(i))
xi+1 − xi+2 =
(xi+1 + x2N−1−i)Υ(i+1) − (xi+2 + x2N−1−i)Υ(i+1)
xi+1 − xi+2 = Υ
(i+1).
By induction, the factors x1+x2N−1, . . . , xN−1+xN+1 are removed in the order claimed. 
The argument for the orthogonal case is very similar. We abbreviate it, leaving the
straightforward modifications to the reader. By an identical argument to the above, it
suffices to show that whenw0 ∈ I(N) is embedded into I(N+1) as ι(w0) (ι the embedding
of I(N) into I(N + 1) defined in Section 1.4), we have Υι(w0);(GLN+1,ON+1) = Υw0;(GLN ,ON ).
Similar to the proof of Lemma 3.1, one shows that in I(N+1), there is a path from w0 to
ι(w0) with edge labels b(N + 1)/2c, b(N + 1)/2c+ 1, . . . , N when we start from the bottom
of the weak order and move up. If N + 1 is odd, all edges on this path are solid. If N + 1
is even, then the first edge (that labelled (N + 1)/2) is dashed, while the rest are solid.
An analogue of Lemma 3.2 shows that the sequence of divided difference operators cor-
responding to this chain removes linear factors from Υw0;(GLN+1,ON+1) predictably, leading
to Υw0;(GLN ,ON ). In the case where N + 1 is odd, the argument is identical to the proof
of Lemma 3.2, with each operator stripping off one linear factor xi + xj with i < j and
i+j = N+1, in the order xN/2+xN/2+1, xN/2−1+xN/2+2, . . . , x1+xN . IfN+1 is even, the first
operator 1
2
∂(N+1)/2 removes the factor x(N+1)/2 + x(N+1)/2 = 2x(N+1)/2, and the remaining
operators remove the factors x(N+1)/2−1 + x(N+1)/2+1, . . . , x1 + xN , in that order.
4. BACKGROUND AND PROOFS OF THE K-THEORY RESULTS OF SECTION 2
4.1. Notation and conventions. G will be the general linear group over C, B its Borel
subgroup of upper-triangular matrices, and T its maximal torus consisting of diagonal
matrices.
For the case (G,K) = (GL2n, Sp2n), we realize K as the subgroup of G which preserves
the antisymmetric form 〈·, ·〉 defined by 〈ei, ej〉 = δi,2n+1−j for i < 2n+ 1− j. Thus K is the
subgroup of G fixed by the involution
θ(g) = J(g−1)tJ,
where J is the 2n × 2n matrix whose antidiagonal consists of n many 1’s followed by n
many −1’s (reading northeast to southwest), with 0’s elsewhere.
With this particular realization of K, K ∩ B is a Borel subgroup of K, and S := K ∩ T
is a maximal torus of K. S consists of diagonal matrices of the form
s = diag(a1, . . . , an, a−1n , . . . , a
−1
1 ).
It is the action of this torus S on K-orbit closures which we consider when discussing
equivariant cohomology or equivariant K-theory classes.
Let Y1, . . . , Yn denote the standard coordinate functions on S (i.e. Yi(s) = ai, in the
notation above), and let X1, . . . , X2n be the standard coordinate functions on T . The rep-
resentation ring R(S) (resp. R(T )) is isomorphic to⊕λ∈X(S)C · eλ (resp. ⊕λ∈X(T )C · eλ). The
restriction map ρ : R(T )→ R(S) induced by the inclusion S ⊆ T is defined by
ρ(eXi) =
{
eYi if i ≤ n
e−Y2n+1−i if i > n.
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As stated in [Br99, pg. 128] and used in [Wy13] (and as is easily computed directly in
our examples), in fact
(G/B)S = (G/B)T .
Also, given our realization of K, the unique closed orbit Xw0 contains precisely the S-
fixed points corresponding to mirrored permutations w ∈ S2n, i.e. permutations w with
the property that
w(2n+ 1− i) = 2n+ 1− w(i) for i = 1, . . . , n.
Such permutations provide the standard embedding of the hyperoctahedral group into
S2n. Alternatively, recall the standard bijection of these permutations with signed permu-
tations on {±1, . . . ,±n}: Given a mirrored permutation w, define the signed permutation
σw first on {1, . . . , n} by
σw(i) =
{
w(i) if w(i) ≤ n
−(2n+ 1− w(i)) otherwise,
then declare that σw(−i) = −σw(i). Conversely, given a signed permutation σ, it embeds
as wσ ∈ S2n, defined on {1, . . . , n} by
wσ(i) =
{
σ(i) if σ(i) > 0
2n+ 1− |σ(i)| otherwise,
and then on {n+ 1, . . . , 2n} by wσ(2n+ 1− i) = 2n+ 1− wσ(i).
Recall that S2n acts on the coordinate functions Xi on T via permutation of the indices,
and hence on R(T ). On the other hand, signed permutations of {±1, . . . ,±n} act on the
coordinates Yi of S (via permutation of the indices together with sign changes), hence also
on R(S).
We make the following simple observation, which is easily checked: If w ∈ S2n is mir-
rored, and if ρ is the restriction map R(T )→ R(S) defined above, we have
(6) ρ(w(eXi)) = σw(ρ(eXi)).
Now, we consider the case (G,K) = (GLn, On). There are many similarities to the
symplectic case. We replace the antisymmetric form by a symmetric one, defined by
〈ei, ej〉 = δi,n+1−j.
With this choice of realization, if n is even, then all of the notations, conventions, and
definitions above for the symplectic case apply here. (It should be noted that in this case,
the closed orbit Yw0 has 2 connected components instead of one, with one component
containing half of the S-fixed points, and the other containing the other half. However,
as we will see, this is irrelevant to our computations.)
When n = 2m+ 1 is odd, there is only a slight difference in the form of the torus S, the
notion of a signed permutation, and the definition of the restriction map R(T ) → R(S).
Indeed, in the odd case, S consists of diagonal matrices of the form
s = diag(a1, . . . , am, 1, a−1m , . . . , a
−1
1 ).
A mirrored permutation is an element w ∈ S2m+1 such that w(2m+2−i) = 2m+2−w(i)
for i = 1, . . . ,m. (Note that this forces w(m + 1) = m + 1.) Such permutations still
correspond to signed permutations of {±1, . . . ,±m}, in the same way as in the even case.
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The restriction ρ is defined by eXi 7→ eYi for i = 1, . . . ,m, eXm+1 7→ 1, and eXi 7→ e−Yn+1−i
for i = m+ 2, . . . , n.
4.2. Background on equivariant K-theory and the localization theorem. We now recall
some standard material. Our references are [KoKu90, ChGi97].
KS0 (X) denotes the Grothendieck group of S-equivariant coherent sheaves on an S-
variety X , while K0S(X) denotes the Grothendieck group of S-equivariant locally free
sheaves on X . When X is a smooth variety, such as G/B, these groups are isomorphic.
Tensor product of vector bundles gives K0S(X) a natural ring structure. We primarily
consider K0S(X).
K0S(−) is contravariant for S-equivariant maps. Letting X be any S-variety, the map
X → {pt.} gives a pullback map K0S({pt.}) → K0S(X), giving K0S(X) the structure of a
K0S({pt.})-module. The ring K0S({pt.}) is isomorphic to R(S), the representation ring of
S, mentioned in Section 4.1.
In our setting, when S ⊆ T are the maximal tori of K and G, respectively, defined in
Section 4.1, K0S(X) can be described as follows:
K0S(G/B)
∼= R(S)⊗R(T )W R(T ).
The isomorphism (from the right-hand side to the left-hand side) is given by
eµ ⊗ eλ 7→ eµ · [Lλ],
where Lλ := G×BCλ is the standard line bundle onG/B constructed from a line on which
B acts with weight λ, and where · denotes the aforementioned R(S)-module structure
arising from pullback through the map to a point.
Identifying R(S) with C[y±11 , . . . , y±1n ] and R(T ) with C[x±11 , . . . , x±12n ] allows one to re-
cover the description of K0S(G/B) given in Section 2. In particular, via this identifica-
tion, the y-variables are classes pulled back from K0S({pt.}), while the x-variables are the
(classes of) standard line bundles on G/B.
The localization theorem for equivariant K-theory implies the following:
Theorem 4.1. For X = G/B, the pullback map K0S(X) → K0S(XS) induced by the inclusion
XS ↪→ X is injective.
When XS is finite, as it is in our cases, Theorem 4.1 says an equivariant K-theory class
is determined by its restrictions to the fixed points. This will be our method to verify the
correctness of our formulas.
We also remark on the restriction maps to fixed points. Recall that the variables xi
in K0S(G/B) represent the classes of standard torus-equivariant line bundles LXi . If iw
denotes the inclusion of the fixed point w = wB/B into G/B, then restriction at w acts
by permutation of the indices on the x-variables, i.e. i∗w(xi) = e
Xw(i) . This is essentially
because the full torus T ofG acts on the fiber (LXi)w with weightw(Xi) = Xw(i). (Note that
this describes the T -equivariant restriction map. Since we are working in S-equivariant
K-theory, the permutation action must be followed by the restriction map ρ defined in
Section 4.1.)
Recall also that the product structure on K-theory arises from tensor product of vector
bundles, and that Lλ ⊗ Lµ ∼= Lλ+µ. Thus when restricting a product of x-variables, the
16
associated characters add, i.e.
i∗w(xixj) = e
Xw(i)+Xw(j) .
4.3. Proofs of Theorem 2.1 and Proposition 2.3. Since the map from S-equivariant K-
theory to ordinary K-theory is to simply set all y-variables to 1, and since the representa-
tives described by Theorem 2.1 and Proposition 2.3 do not use any y-variables, it is clear
that we have only to verify that these representatives are correct S-equivariantly.
We adapt the arguments of [Wy13] here to equivariant K-theory, using the facts from
Section 4.2. We use Theorem 4.1, combined with the following K-theoretic version of the
self-intersection formula, due to R.W. Thomason [Th92, Lemma 3.3]. For brevity, we state
only the particular consequence of Thomason’s lemma we need:
Lemma 4.2. Fix an algebraic torus S. Let X be a smooth S-variety, and let j : Z ↪→ X be an
S-equivariant regular embedding of a smooth S-stable subvariety Z. Let N ∗ denote the conormal
bundle to Z in X , and use the shorthand
λ−1(N ∗) :=
∞∑
i=0
(−1)i
[
i∧
N ∗
]
∈ KS0 (Z).
Then in KS0 (Z), we have
j∗ ◦ j∗([OZ ]) = λ−1(N ∗).
We describe Lemma 4.2’s use to compute the restriction of the K-class in question to
an S-fixed point. Choose an S-fixed point w := wB/B, and let i be the inclusion of w
into the closed orbit Xw0 . Let j denote the inclusion of Xw0 into G/B, and let k = j ◦ i be
the inclusion of w into G/B. Let S(w) denote the multiset of weights of the S-action on
N := NXw0 (G/B)|w, the normal bundle to Xw0 in G/B restricted to the point w.
Then the restriction [OXw0 ]|w of the class [OXw0 ] ∈ K0S(G/B) to w is given by
(7) k∗(j∗([OXw0 ])) = i∗(j∗ ◦ j∗([OXw0 ])) = i∗(λ−1(N ∗)) =
∏
χ∈S(w)
(1− e−χ).
Note that the second of the string of equalities above uses Lemma 4.2, taking Z = Xw0
and X = G/B. The last equality is evident, since the product on the right-hand side
expands as an alternating sum of elementary symmetric polynomials in the weights e−χ.
It is clear from the definition of λ−1(N ∗) (cf. Lemma 4.2) that this alternating sum is what
results when one restricts λ−1(N ∗) to w.
Now, the weights in S(w) can be computed, as N|w is simply the quotient of tangent
spaces Tw(G/B)/TwXw0 , considered as an S-module. The tangent space Tw(G/B) is well-
understood, while TwXw0 is easily computable since Xw0 is isomorphic to the flag variety
for K = Sp(2n,C) [Wy13, Proposition 5]. As found in [Wy13, Proposition 6], we have
S(w) = {ρ(wΦ+) \ ΦK},
where ρ : R(T )→ R(S) is the restriction. Note that this a multiset in general, since ρ(wΦ+)
can contain weights with multiplicity greater than 1.
To verify the correctness of the formula of Theorem 2.1, it remains to check both
(A) For any S-fixed point w ∈ Xw0 , the formula restricts at w to give
∏
χ∈S(w)
(1− e−χ).
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(B) For any S-fixed point w /∈ Xw0 , the formula restricts at w to give 0.
As explained in Section 4.1, Xw0 contains precisely the S-fixed points corresponding to
mirrored permutations w ∈ S2n. We start by computing S(w) for such a w.
Using (6), we can compute the set S(w) as follows: Take the weights of T1(G/B), restrict
them to S, and discard (with multiplicity 1) any which occur as a weight on T1Xw0 . Then,
apply w (considered as a signed permutation) to the resulting multiset of weights.
The weights on T1(G/B) correspond to the positive roots such that the roots of B are
negative. Since B was chosen to be the upper-triangular Borel, these are −Xi +Xj where
1 ≤ i < j ≤ 2n. Restricting these to S, we have the following weights:
• −Yi ± Yj for 1 ≤ i < j ≤ n (each with multiplicity 2);
• −2Yi for 1 ≤ i ≤ n (each with multiplicity 1).
Discarding weights of T1Xw0 (that is, roots of K) with multiplicity 1, we are left only
with weights of the form −Yi ± Yj (1 ≤ i < j ≤ n), each with multiplicity 1. The weights
of S(w) can be obtained from these weights by applying w, considered as a signed per-
mutation. Using (7) together with (6) again, we see that
(8) [OXw0 ]|w =
∏
1≤i<j≤n
(1− w(eYi+Yj))(1− w(eYi−Yj)).
We now show that Υ := ΥKw0,(GL2n,Sp2n) is correct, by checking that both (A) and (B) hold.
Note that
Υ =
∏
1≤i<j≤2n−i
(1− xixj) =
∏
1≤i<j≤n
(1− xixj)(1− xix2n+1−j).
Let w ∈ Xw0 be a mirrored permutation. Then using the latter expression for Υ, we
have
Υ|w = Υ(ρ(wx),y) =
∏
1≤i<j≤n
(1− ρ(eXw(i)+Xw(j)))(1− ρ(eXw(i)+Xw(2n+1−j)))
=
∏
1≤i<j≤n
(1− w(eYi+Yj))(1− w(eYi−Yj)),
using (6) once more. As we saw above in (8), this is precisely what Υ|w is required to be.
Next, we show that if w /∈ Xw0 , then Υ|w = 0. If w /∈ Xw0 , this means that w is not a
mirrored permutation. Thus there is some smallest index i such that w(2n+ 1− i) 6= 2n+
1−w(i). Letting j = 2n+1−w(i), and letting k = w−1(j), it is clear that 1 ≤ i < k ≤ 2n− i,
so that 1− xixk divides Υ. Applying restriction at w to this particular factor gives
1− ρ(eXw(i))ρ(eXw(k)) = 1− ρ(eXw(i))ρ(eX2n+1−w(i)) = 1− eYle−Yl = 0,
for some l. Thus Υ|w = 0, as required.
We conclude that Υ represents [OYw0 ].
Note that the above argument, with a very minor modification, also applies to prove
the correctness of the formula of Proposition 2.3. Indeed, the only difference is that when
discarding roots ofK from the (restricted) weights of T1(G/B), we no longer discard those
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of the form −2Yi, since these are not roots in types B or D, whereas they are in type C.
Thus in either type, one computes the restriction [OYw0 ]|w as follows:
[OYw0 ]|w =
∏
1≤i≤bn/2c
(1− w(e−2Yi))
∏
1≤i<j≤n
(1− w(eYi+Yj))(1− w(eYi−Yj)).
The argument proceeds from there unchanged, with the additional factors of 1 − x2i
(i = 1, . . . , bn/2c) present in the polynomial ΥKw0;(GLn,On) providing the additional needed
factors upon restriction.
This proves Proposition 2.3. 
Remark 4.1. In the conventions we are using (which match those of [KnMi05]), cohomo-
logical formulas for a class can be derived from K-theoretic formulas for the same class
by making the substitution x 7→ 1− x,y 7→ 1− y and then taking the sum of the lowest
degree terms (cf. [KnMi05, Remark 2.3.5]). Note that the formula for Υw0;(GLn,On) given
in (1) is related to the K-theoretic formula of Proposition 2.3 precisely this way. Thus our
proof of the latter also proves the former. 
When n is even, the closed On-orbit on GLn/B has two components, each being a dis-
tinct closed SOn-orbit. In this case, it would be preferable to have a formula for the S-
equivariant K-class of each component individually, rather than simply a formula for the
K-class of their union. In equivariant cohomology, this is done in [Wy13, Proposition 10],
but for K-theory, we have been unable to find a general formula.
Problem 4.3. For even n, give explicit formulas for the (S-equivariant) K-theory classes of the
(two) connected components of Yw0 .
4.4. Proof of Theorem 2.2. We now prove Theorem 2.2 by indicating how to modify the
proofs of Theorems 1.1 and 1.4 to apply to K-theory.
To prove that applying Demazure operators gives a well-defined family {ΥKpi;(GL2n,Sp2n)}
of polynomials, we simply replace Schubert polynomialsSw by Grothendieck polynomi-
als Gw(x) in the proof of Theorem 1.1. The remainder of the proof is mutatis mutandis,
although we wish to make a remark about conventions. We are using the same conven-
tions for (single) Grothendieck polynomials as, e.g., [KnMi05]. If we make the change of
variables xi 7→ 1− xi we obtain Grothendieck polynomials Gw(1− x) whose lead term is
the Schubert polynomial Sw(x). Note that after this change of variables
ΥKw0,(GL2n,Sp2n) =
∏
1≤i<j≤2n−i
(1− xixj) 7→
∏
1≤i<j≤2n−i
(xi + xj − xixj).
Both the middle and latter expressions live in L2n ⊆ Q[x1, . . . , x2n]. In particular, the latter
can expressed as a linear combination of the polynomialsGw(1− x) for w ∈ S2n. Now we
obtain an expression for ΥKw0,(GL2n,Sp2n) in terms of the Gw(x) by changing variables back.
The proof of the stability of the family {ΥKpi;(GL2n,Sp2n)} is almost identical to the proof of
Theorem 1.4. One shows by induction that
(D2N−2 ◦D2N−3 ◦ . . . ◦D1)(ΥKw0;(GL2N ,Sp2N )) = ΥKw0;(GL2(N−1),Sp2(N−1)).
The first N−1 Demazure operators applied strip off the factors 1−xixj with i+j = 2N in
the order 1− x1x2N−1, . . . , 1− xN−1xN+1. The next N − 1 Demazure operators strip off the
factors 1−xixj with i+ j = 2N −1 in the order 1−xN−1xN , 1−xN−2xN+1, . . . , 1−x1x2N−2.
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This can easily be proved by induction, exactly as in the proof of Theorem 1.4, using the
fact that Di(f) = −∂i(xi+1f). We omit the details. 
We remark that in ordinary K-theory [Br02, Theorem 1] implies that ΥKpi;(GL2n,Sp2n) ex-
pands as an alternating sum of Grothendieck polynomials. (Here were have used that
the orbit closures in this case have rational singularities.) Since the monomials of the
Grothendieck polynomials Gw(1− x) also alternate in sign by degree, the above argu-
ment allows one to conclude an alternation-in-sign of the monomial expansion of the
polynomial ΥKpi;(GL2n,Sp2n)(1− x), which is the K-theory representative, up to a change of
convention.
5. FINAL REMARKS
We refer the reader to [Ma01, Section 2.3] for definitions of double Schubert polyno-
mials Sw. In brief, it is standard that any polynomial f ∈ Z[x1, x2, . . . ; y1, y2, . . .] can be
expressed as a Z[y1, y2, . . .]-linear combination of Sw for w ∈ S∞. Now consider the fol-
lowing expansion
Υw0;(GL3,O3) = 2x1(x1 + x2)(9)
= (2y21 + 2y1y2)S123 + 2(y1 + y2)S213 + 2y1S132 + 2S231 + 2S312.
This is an example of the following:
Corollary 5.1 (of Theorem 1.1). The Υ polynomials are a (unique) linear combination of double
Schubert polynomials Sw(x;y) with w ∈ Sn. The coefficients are in Z≥0[y1, . . . , yn].
Proof. In fact, any (single) Schubert polynomial Sw(x) is a linear combination of double
Schubert polynomials Sv(x;y) of the desired sort. More precisely, we have
Sw(x) =
∑
u·v=w
Su(y)Sv(x;y),
where `(u) + `(v) = w. This identity follows from a formula of A. N. Kirillov; for a proof
see [BuKrTaYo04, Corollary 1]. Finally, the corollary itself holds since each Υ-polynomial
is a nonnegative sum of single Schubert polynomials, by Theorem 1.1. 
Thus, any formula for the expansion for the Υ-polynomials in terms of single Schubert
polynomials implies an expansion formula in terms of double Schubert polynomials.
M. Brion [Br98, Theorem 1.5] expresses an ordinary (non-equivariant) cohomology
class of any K-orbit closure as an explicit weighted sum of Schubert classes. The formula
is in terms of a sum over paths in the weak order graph, each weighted by a certain power
of 2. So in principle, polynomial representatives for the ordinary cohomology classes of
the closed orbits in our two cases were already known, since the weak order graphs are
well-understood in these cases. One simply replaces the Schubert classes from Brion’s for-
mula by the corresponding Schubert polynomials, weighted by the corresponding multi-
plicities.
Our proof of Theorem 1.1 makes clear that the polynomials obtained in this way are in
fact equal to our Υ-polynomials. Even so, the form in which we give the representatives
for Υw0;(G,K) (for either pair (G,K)) is not immediate from Brion’s result, since it is not
obvious that the sum of Schubert polynomials in question factors in the form in which we
present it.
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Note that Brion’s formula does not apply equivariantly, so our equivariant represen-
tatives cannot be deduced from it. This is evident, for example, in the multiplicity-free
case, where Brion exhibits a flat degeneration of a multiplicity-free orbit closure to a union
of Schubert varieties which is visibly not equivariant for the torus action. We can make
this more explicit using the double Schubert expansion formula appearing in the proof of
Corollary 5.1. For example, for the closed Sp4-orbit X4321 on GL4/B, we see that
Υw0;(GL4,Sp4) = (x1 + x2)(x1 + x3)
= (y21 + y1y2 + y1y3 + y2y3)S1234(x;y) + (y1 + y2)S2134(x;y) +
(y1 + y2)S1243(x;y) +S1342(x;y) +S3124(x;y).
So the T -equivariant class represented by Υw0;(GL4,Sp4) is given in the Schubert basis by
(y21 + y1y2 + y1y3 + y2y3)[X
1234]T + (y1 + y2)[X
2134]T + (y1 + y2)[X
1243]T + [X
1342]T + [X
3124]T .
Restricting to S-equivariant cohomology (which corresponds to setting y3 = −y2 and
y4 = −y1), we see that
[X4321]S = (y
2
1 − y22)[X1234] + (y1 + y2)[X2134]S + (y1 + y2)[X1243]S + [X1342]S + [X3124]S.
Similarly, using (9) above, we see that the closed orbit O3-orbit Y321 on GL3/B has S-
equivariant class
[Y321]S = 2y21[X123]S + 2y1[X213]S + 2y1[X132]S + 2[X231]S + 2[X312]S.
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