Abstract. This article presents a method for cooperative reconstruction of three-dimensional scenes using múltiple views. Although the use of múltiple views is one of the most applied in the 3D scenes interpretation, its use with a single mobile robot does not guarantee the perfect localization of the environment, due to odometry errors. Also, the reconstruction of dynamic environments is not allowed for a single robot, which takes views in different instants. This work proposes a system formed by múltiple robots to get a cooperative reconstruction of the scene. The robots decide the best strategy to acquire the image to get the best reconstruction using an objective function defined. In this function, mainly are considered uncertainty of the reconstruction and view points. The result of this optimization is the next position of the robots.
Introduction
The objective of this work is to give a navigation strategy for a system of cooperative robots in an unknown environment. The trajectory calculated minimizes the uncertainty in the three-dimensional reconstruction. Robots are terrestrial vehicles which explores a scene using computer visión. Robots should explore the environment minimizing the uncertainty of the 3D reconstruction. The use of múltiple robots for reconstruction leads to a cooperative navigation scheme. In this algorithm robots alternates in its motion to attain a position from where the uncertainty of the reconstruction is reduced.
Uncertainty in three-dimensional reconstruction form visual information is a measurement of the precisión of the reconstruction. Given the probability distribution of the error on the input, visual information, the objective is to estímate the probability distribution of the error on the reconstruction. This is done using error propagation models. Among the variables involved in the estimation of the uncertainty is the relative position between robots and the object observed. This leads to the idea of the generation of trajectories that allow a better reconstruction.
State of the Art
There are few works about uncertainty reduction based navigation and mapping with collaborative robots. The algorithms to perform this task are presented for different applications but none of the works presents a specific approach for this problem. In this section, we will describe significant developments in uncertainty estimation for visual inspection systems, occlusion, exploration and collaborative systems.
Uncertainty estimation is a key problem for visual inspection systems. These systems need to know the quality of their reconstruction to evalúate the inspected parts. These systems frequently use stereo heads to reconstruct the 3D model. This is the main difference between these systems and the system presented in this article, because the relative position is an important parameter for the resultant uncertainty in the reconstruction. Examples of these studies are [1] . One study which considers the parameters of relative position between the cameras is [2] . A full 3D reconstruction model which considers the resultant uncertainty is [3] , however extrinsic parameters remain fixed. The work presented in [4] considers extrinsic parameters but the relative position between cameras remains fixed. This work also uses optimization techniques to find the position of the stereo head.
Another difference between inspection systems and the configuration presented here is that inspection systems are implemented in restricted environments where occlusion is rarely a problem. The main problem in occlusion considerations is its intensive computational cost. There are a lot of works related with the treatment of occlusion and the reduction of its computational cost such as [5] and [6] . The work presented in [7] deals with an algorithm for estimating the next optimal position for reconstruction taking in account the occlusion. The approach of this algorithm uses voxels. This approach has problems when mapping big environments given the high memory requirements. [8] computes the next position of a láser sensor for exploring the occluded áreas but it lacks of the uncertainty approximation.
An important characteristic for the implementation of this kind of navigation algorithm is considering exploration movements. [7] and [8] optimize the position of the cameras to explore new áreas while avoiding the occlusions. [9] and [10] uses a cell división of the space to characterize the unexplored áreas; the problem of this approach is the application to large environments. [11] uses heuristic methods to get a direction of the movement for exploration.
A natural extensión of exploration algorithm is the use of groups of robots to perform the task faster. The use of múltiple robots in visual reconstruction with cameras has the advantage of allowing direct reconstruction of the scene. [13] use a team of robot to reconstruct a given objective. The position of the robot is evaluated using a function of the distance and angle to the objective. [14] localize a group of robots using the observed characteristics on the scene. [15] uses a group of robots to estímate the location of mobile characteristics on the scene. [16] and [17] analyzes the problem of exploration and reconstruction using large teams of robots.
There are a lot of developments that provide the tools for the algorithm proposed. On the other hand there is not an approach which completes the problem of getting the next position of a robot which reduces the uncertainty of the reconstruction.
General Description
This work describes a navigation algorithm for reconstruction of 3D environments. This algorithm has for input the actual position of the robot and the current reconstruction of the environment. The result is a proposed next position for the robots. This position is obtained using the information of the previous reconstruction and its intention is to improve the actual reconstruction.
There are some constraints to this approach, ones come from the robot and sensors capabilities, and others come from the environment, such us occlusion and obstacles. These constraints hinder the computation of an optimal position. An adequate formulation of these constraints is essential for the convergence of the algorithm.
This paper will present the uncertainty model in section 2; this part explains the uncertainty propagation of the pin-hole model. Section 3 covers a simplified occlusion model for structured environments. Section 4 describes the complete navigation algorithm. Finally section 5 and 6 resume the results and future developments for this work.
Uncertainty Model
The aim of this section is calculating the uncertainty of the 3D reconstruction of a scene for a given position of a team of robots. Reconstruction model is based on Pinhole projective model. This problem can be solved analytically, but also admits simplifications that reduce computational costs. These simplifications are critical in a recursive problem like this, where uncertainty is calculated on each iteration of the minimization algorithm. The problem has been simplified for team of two robots while maintaining the approach general enough to be extensible to bigger teams.
Projective Model Based on Pinhole Model
Pinhole model is a perspective projection model for 3D objects. Pinhole equations, described in (1), transform a 3D point (X w , Y Wy Z w ) in a 2D point in the image plañe (u, vj.The expression (1) assumed that the origin of coordinates in the image plañe is at the principal point. 
Uncertainty Propagation
Uncertainty propagation quantifies the effect of variables uncertainties on the uncertainty of a function. In this system, the uncertainty propagation problem deals with estimation of the reconstruction uncertainty given the sensor uncertainty.
Analytical solution. 3D reconstruction uncertainty propagation in correlated variables is calculated through the reconstruction Jacobian matrix / and the sensor covariance matrix S cam , using the formula (2).
S w =UI[S C JUY
The Jacobian matrix (3) is defined using the equations defined in 
Reconstruction error is determined using S w , by means of formula (1). Matrix eigenvalues symbolize the uncertainty ellipse axis, an ellipse centred on the threedimensional point that represents the possible valúes in the reconstruction due to an error in the measurement.
Due to the matrix property whereby the absolute valué of all eigenvalues is less than or equal to the norm of the matrix, it can be used the norm of the matrix as an estimation of the uncertainty in the reconstruction. There are different norms that can be used, but the most interesting one is the trace norm, defined in (4).
The analytical solution implies a high computational cost, because of the Jacobian matrix calculation.
Simplified solution.
Simplified model is based in a simplification of the Jacobian matrix calculation using the simplification (5) for the derivatives. 
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Then, the Jacobian matrix is defined as follows (6) . Assuming Aw r = Av r = Aw, = 1, sensor covariance matrix is the identity matrix. Then, S w is obtained replacing / and S cam in the formula (2) . Uncertainty estimation is defined as the trace norm of S w , that is, as the sum of the square of the Jacobian matrix components (7). Given a three dimensional scene, the minimum uncertainty position could have several features occluded by other object of the scene. To solve this problem, the occlusion must be considered in the minimization algorithm. This section describes an occlusion model that determines if an object that is viewed in the original position will be still viewed in the next position.
For this model the following constraints are considered:
3D scene is defined by a group of points and lines. Planes are bounded by lines.
Robot only moves on the xy plañe. Points originally viewed are an input to the system.
The aim is to determine, for all the points in the scene, if they will be occluded by a plañe. Assuming that the planes are bounded by lines, a viewed point becomes occluded if the projection of the line crosses over the projection of the point. If the robot moves in the xy plañe, the position where the robot can't see the point defines a semiplane. This semi-plane is defined by two points: one is the position where the projection of the line is over the projection of the point and the other is the position of the point we want to see.
At the beginning of the step before the optimization starts, for each possible pair point-line, the semi-plane of occluded positions is calculated. The parameters of all semi-planes are stored in a table. This table is used by the minimization algorithm to determínate if a point is occluded for any position of the robot. Positions of the robot are evaluated as a function of the distance to the bound of the semi-plane. To sum up the algorithm has three steps: determination of the occlusion semi-plane, generation of the occlusion parameters tables and determination of the distance of the robot to the bound of the semi-plane.
The determination of the occlusion plañe has as inputs the coordinates of the scene point, the coordinates of the line and the initial position of the robot. First the movement of the robot in a long a circumference are is simulated. For each position in this trajectory the projections of the point and the line are calculated. Finally, the point in which the projected feature crosses over the projected line is determined. From the coordinates of the robot at this point and the coordinates of the feature the parameters of a semi-plane are estimated.
The parameters of the semi-plane are stored in the form of the two parameters of the equation of a line, the boundary of the semi-plane, and another parameter that determines which side of the semi-plane is occluded and which is not. These three parameters are stored in a matrix for each combination of feature and line visible in the scene.
Inside the minimization algorithm, a given position must be evaluated in relation to its possible occlusions. The valué used to evalúate this is the distance from the robot coordinates to the boundary of the occlusion semi-plane. This distance is signed to represent if the robot lays on the occluded side or in the opposite.
This algorithm is useful in structured environments where planes have straight borders, for example walls and furniture. The algorithm presented strongly simplifies the problem of occlusion in favor of the computational costs. On the other hand the algorithm does not consider important cases like holes in the planes or thin columns. Anyway covers a good set of situations in structured environments without a strong computational cost.
Minimization of the Uncertainty and Occlusion Combined Function
The final aim of the algorithm is to calcúlate the next position of the robot so the 3D reconstruction of the environment has less uncertainty. The approach presented here uses an optimization algorithm that minimizes the uncertainty. The fundamental problem of this work is to find a cost function which minimizes the uncertainty with low computational cost. In addition to this, a number of constraints must be added to the cost function. These constraints cover the limited size of the sensor, the projection over only one side of the sensor, and the environment scale among others. The resultant cost function is the result of the weighted addition of partial function costs. The cost function will have the form (8) c=Y J^-c,+K-c a +k d -c d +k 0C -c 0C The partial cost function for uncertainty minimization is given by the components of the covariance matrix defined in section 2. The function is defined by the trace norm of the matrix S w , defined in (7).
The orientation constraint represents the requirement that the projected point lies inside of the sensor size. This is evaluated minimizing the square of the distance to the projection axis of the camera (9).
C a =u?+v?+u*+v?
Distance function is used to cover two constraints. The first is that in a real camera de projection plañe is only sensitive on one side. Pin-Hole model alone does not restrict the projection of the rays from the back of the sensor. The second constraint is that the camera has a máximum resolution therefore its necessary to control the distance from the feature to the point.
Occlusion constraint considers the visibility of the features. This function weight the distance obtained in section 3 so that is heavily punished when the robot lays in a occluded área. When the robot is outside of the occluded área the function is only slightly punished to keep the distance to the constraint.
This equation fulfills the requirements presented at the beginning of this section. It presents low computational costs, minimizes uncertainty and takes in account the restriction of the sensor and occlusions. The algorithm presented can be extended to include other constraints. In this work a navigation algorithm has been developed. This algorithm uses the 3D reconstruction uncertainty estimation and the occlusion constraints in the scene. This method has been tested in different scenes with successful results. The objectives related with computational cost and real time requirements have been accomplished. This work is part of a research project with the ñame, "Teleoperation architectures in modelling dynamical environments" (DPI 2004-07433-C02-02), in which "Ministerio de Ciencia y Tecnología"(science and technology department) provides economical resources for its development
