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IAbstract
Cardiovascular diseases are currently the leading cause of mortality in developed countries, due to the
constant increase in risk factors in the population. Several prospective and retrospective studies have shown
that arterial stiffness is an important predictor factor of these diseases. Unfortunately, these parameters are
difficult to measure experimentally.
We propose a numerical approach to determine the arterial stiffness of an arterial network using a patient-
specific one-dimensional model of the temporal variation of the section and blood flow of the arteries. The
proposed approach estimates the optimal parameters of the reduced model, including the arterial stiffness,
using non-invasive measurements such MRI, echotracking and tonometry aplanation. Different optimization
results applied on experimental cases will be presented.
In order to determine the robustness of the model towards its parameters, an uncertainty analysis has
been also carried out to measure the contribution of the model input parameters, alone or by interaction with
other inputs, to the variation of model output, here the arterial pulse pressure. This study has shown that
the numerical pulse pressure is a reliable indicator that can help to diagnose arterial hypertension.
We can then provide the practitioner a robust patient-specific tool allowing an early and reliable diagnosis
of cardiovascular diseases based on a non-invasive exam.
Keywords : cardiovascular diseases, arterial stiffness, reduced model, optimization, uncertainty quantifi-
cation.
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Résumé
Les maladies cardiovasculaires représentent actuellement une des premières causes de mortalité dans les
pays développés liées à l’augmentation constante des facteurs de risques dans les populations. Différentes
études cliniques ont montré que la rigidité artérielle était un facteur prédictif important pour ces maladies.
Malheureusement, il s’avère difficile d’accéder expérimentalement à la valeur de ce paramètre.
On propose une approche qui permet de déterminer numériquement la rigidité artérielle d’un réseau
d’artères à partir d’un modèle monodimensionnel personnalisé de la variation temporelle de la section et
du débit sanguin des artères. L’approche proposée résout le problème inverse associé au modèle réduit pour
déterminer la rigidité de chaque artère, à l’aide de mesures non invasives de type IRM, echotracking et
tonométrie d’aplanation.
Pour déterminer la robustesse du modèle construit vis à vis de ses paramètres, une quantification d’incer-
titude a été effectuée pour mesurer la contribution de ceux-ci, soit seuls soit par interaction, à la variation
de la sortie du modèle, ici la pression pulsée. Cette étude a montré que la pression pulsée numérique est un
indicateur numérique robuste pouvant aider au diagnostic de l’hypertension artérielle.
Nous pouvons ainsi offrir au praticien un outil numérique robuste et peu coûteux permettant un diagnostic
précoce et fiable des risques cardiovasculaires pour tout patient simplement à partir d’un examen non invasif.
Mots clés : Maladies cardiovasculaires, rigidité artérielle, modèle réduit, optimisation, quantification
d’incertitude.
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Introduction
Le système cardio-vasculaire est composé du cœur, organe musculaire qui pompe du sang riche en oxygène
et des deux composantes de la circulation sanguine : les artères et les veines 1. Ces vaisseaux sanguins ont pour
rôle de distribuer le sang riche en oxygène aux organes et récupérer le sang pauvre en oxygène de celles-ci
respectivement. Les maladies cardio-vasculaires associées à ce système sont en constante progression au point
de constituer actuellement la première cause de décès dans les pays développés.
Le réseau artériel humain est formé de 55 artères principales. La plus grosse de ces artères, l’aorte, naît à la
base du ventricule gauche et assure la distribution du sang oxygéné, provenant des poumons, à l’ensemble de
l’organisme. L’élasticité de l’aorte permet d’atténuer l’onde de pression induite par le flux sanguin provenant du
cœur et de protéger ainsi les organes périphériques. Cependant, des changements peuvent survenir aux niveaux
des artères à cause de plusieurs facteurs tels par exemple le tabagisme, l’accumulation de matière grasse ou tout
simplement le vieillissement. Avec l’âge, les artères deviennent en effet de plus en plus rigide. La rigidification
de la paroi artérielle touche en premier lieu l’aorte et provoque une augmentation des pics de pression, et par
suite une augmentation de la vitesse de propagation de l’onde de pouls. La rigidité artérielle a d’ailleurs été
récemment identifiée comme facteur prédictif des maladies cardiovasculaires [1,2]. Malheureusement, cet indice
est difficile à mesurer expérimentalement surtout au niveau de l’aorte et des artères internes non accessibles
par le corps médical. La vitesse d’onde de pouls carotido-fémorale est à ce jour utilisée par les médecins pour
estimer la rigidité artérielle régionale à travers la méthode foot-to-foot 2 [144]. Cette méthode d’estimation,
peu fiable et très grossière, nécessite par ailleurs de connaitre deux profils d’ondes (de pression, de vitesse ou
de section) mesurées sur deux sites accessibles tels par exemple la carotide et la fémorale.
Au vu de la difficulté de disposer d’indicateurs précis et fiables du risque cardiovasculaire, le recours à
des modèles numériques est un enjeu particulièrement important dans ce domaine. La complexité du système
cardiovasculaire nécessite la présence de différents modèles, opérant à différents niveaux de complexité pour
pouvoir étudier la propagation de l’onde de pouls dans les artères. Pour les modèles d’écoulement complexes
tels par exemple aux niveaux des ventricules et autour des valves cardiaques, des modèles 3D sont requis
[54, 55]. Cependant, la modélisation tridimensionnelle de l’écoulement sanguin dans les artères, s’avère être
très coûteuse en termes de temps calcul (et de nombre de paramètres à estimer) surtout si on souhaite modéliser
le réseau artériel humain dans sa totalité. Sous certaines hypothèses simplificatrices sur le flux sanguin et la
paroi artérielle, les modèles 3D de type Navier Stokes peuvent être réduits en des modèles 1D, moins coûteux,
reproductibles et efficaces [74,75].
Dans cette thèse on s’intéresse dans un premier temps à la détermination numérique des paramètres de
rigidité artérielle, facteurs essentiels à la détection précoce des maladies cardiovasculaires mais très difficiles
d’accès expérimentalement. Pour cela, le modèle 1D sera ici privilégié et discrétisé suivant deux approches : la
formulation de Taylor Galerkin ou celle de Galerkin discontinue [5]. En sortie, il sera par ailleurs couplé à un
modèle de type 0D, gouverné par un groupe d’équations différentielles ordinaires. A partir de quelques données
cliniques de section, de vitesse et/ou de pression artérielles mesurées par des instruments non invasifs de type
IRM, echo-tracking ou tonométrie d’aplanation, les paramètres spécifiques à chaque patient, dont parmi eux
la rigidité artérielle, seront estimés de manière optimale en résolvant le problème inverse associé aux mesures
expérimentales disponibles. Le gradient de la fonction coût à minimiser étant difficile à déterminer, nous
aurons recours, dans cette thèse, à des méthodes d’optimisation de type évolutionnaires à paramètres auto-
adaptatifs. Cette approche sera validée dans deux configurations et pour plusieurs patients : soit une artère
simple, l’aorte descendante, soit un réseau de 7 artères des membres inférieurs.
La variabilité des mesures expérimentales de chaque patient ainsi que le manque de certaines données
cliniques sont susceptibles de propager une quantité d’incertitude dans le modèle numérique via ses paramètres
d’entrée inconnus et estimés. L’approche numérique choisie ne peut être considérée comme fiable qu’à partir du
moment où cette quantité d’incertitude est évaluée. La robustesse du modèle 1D vis à vis de ses paramètres est
donc testée ici dans un second temps, c’est à dire une fois les paramètres optimaux déterminés. Cette analyse
de sensibilité de la solution numérique, ici la pression pulsée (facteur d’intérêt médical), aux paramètres
incertains du modèle est menée en utilisant des méthodes pseudo spectrales non intrusives. Celles-ci consistent
1. La seule différence entre les deux est que le sang est transporté du cœur vers les organes via les artères et dans le sens
opposé via les veines.
2. Cette méthode sera définie au 1er chapitre 1.4.
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à se donner un type d’incertitude en entrée sur différents paramètres d’entrée du modèle 1D dans un intervalle
de variation donné et à décomposer la solution dans une base de polynômes de chaos orthogonaux [99, 100].
Trois études différentes de propagation d’incertitude pour le modèle 1D des membres inférieurs seront menées
dans cette thèse, soit pour des paramètres en entrée locaux, soit pour des paramètres périphériques.
Organisation de la thèse
Le chapitre 1 présente le système cardiovasculaire humain du point de vue physiologique puis les différents
facteurs prédictifs des maladies cardiovasculaires. Il s’achève avec une description des différentes techniques
de mesures associées.
Le chapitre 2 présente ensuite le problème de l’écoulement artériel du point de vue mathématique. A partir
du modèle 3D complet de type Navier Stokes, un modèle simplifié 1D est dérivé et discrétisé suivant deux
approches (Taylor Galerkin et Galerkin discontinu). Les modèles de type 0D et leur couplage avec les modèles
1D à travers les conditions aux bords sont également introduits.
Une première validation expérimentale du modèle 1D est réalisée dans le chapitre 3. Après avoir introduit
les données expérimentales utilisées, le modèle 1D est validé dans le cas d’une artère, l’aorte descendante
puis dans celui du réseau des membres inférieurs de plusieurs patients. Cependant, les paramètres numériques
manquants sont choisis ici à partir de données de la littérature. Le chapitre se clôt par une comparaison entre
les deux schémas de discrétisation du modèle 1D, pour une même situation.
Les paramètres manquants choisis arbitrairement dans le chapitre 3 sont ensuite estimés d’une manière
optimale dans le chapitre 4 par un procédé d’optimisation introduit dans ce dernier. Dans ce même chapitre,
une réflexion est menée sur l’influence de la fonction coût choisie et sur celle de la quantité d’information
expérimentale disponible.
Finalement, une quantification d’incertitude induite par les paramètres d’entrée optimaux du modèle 1D
sur les observables d’intérêt médical comme la pression pulsée, est conduite dans le chapitre 5 dans le cas du
réseau des membres inférieurs.
Chapitre 1
Les maladies cardiovasculaires : facteurs
prédictifs
On présente dans ce chapitre le système cardiovasculaire humain puis les différents facteurs prédictifs des
maladies cardiovasculaires ainsi que les techniques de mesures associées.
1.1 Présentation du système cardiovasculaire
1.1.1 Le coeur humain
Le coeur est un organe qui pompe du sang oxygéné, fonction nécessaire pour la survie des organes du corps
(figure 1.1). Il possède ses propres artères, appelées artères coronaires qui vont le vasculariser et lui fournir
de l’oxygène et des nutriments pour qu’il puisse fonctionner.
Figure 1.1 – Le cœur humain. [162]
Il est constitué de quatre cavités : l’oreillette droite, l’oreillette gauche, le ventricule droit et le ventricule
gauche. Le sang est reçu par les oreillettes via les veines et évacué par les ventricules vers les artères. Le cœur
a un fonctionnement cyclique qui est de l’ordre de 800 ms. Un cycle cardiaque est formé de deux phases : une
phase d’éjection, la systole, et une phase de remplissage, la diastole (figure 1.2) :
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• La systole : lors de cette phase, au niveau du cœur droit la valve tricuspide se ferme permettant au
sang appauvri en dioxygène d’être transporté par l’artère pulmonaire vers les poumons via la valve
pulmonaire qui s’ouvre. Au niveau gauche du cœur la valve mitrale se ferme et le sang oxygéné reçu
durant la diastole est envoyé par l’aorte vers les organes du corps via la valve aortique qui s’ouvre. On dit
que le cœur se contracte. Cette phase est deux fois plus courte que la diastole. On peut remarquer cela
dans la figure 1.2 (b) qui représente la courbe du volume ventriculaire gauche et la courbe de pression
dans l’aorte et dans le ventricule gauche au cours d’un cycle cardiaque.
• La diastole : au niveau droit du cœur, la valve tricuspide s’ouvre pour permettre au sang riche en dioxyde
de carbone dû à son passage dans les organes de passer de l’oreillette droite vers le ventricule droit. Au
même instant, la valve mitrale s’ouvre aussi permettant au ventricule gauche de recevoir le sang oxygéné
provenant des poumons par les veines pulmonaires. On dit que le cœur se relâche.
(a) Dilatation de l’aorte durant la sys-
tole et restitution de la réserve du sang
durant la diastole
(b) FVM = fermeture de la valve mitrale, OVA = ou-
verture de la valve aortique, FVA = fermeture de la
valve aortique, OVM = ouverture de la valve mitrale.
Figure 1.2 – Phase systolique et diastolique [161].
1.1.2 Le réseau artériel humain
Le réseau artériel humain est un réseau de larges artères qui se bifurquent en plusieurs petites artères,
artérioles et capillaires. Il peut être représenté par 55 artères principales (figure 1.3). Ces artères ont pour rôle
de transporter le sang du cœur vers les organes du corps humain pour assurer leur survie. On distingue deux
types d’artères :
• les artères pulmonaires : issus du tronc pulmonaire et qui charrient un sang pauvre en dioxygène.
• les artères systémiques : celles qui transportent du sang riche en dioxygène, pompé par le cœur durant
la systole, vers les organes.
A un niveau macroscopique, la paroi artérielle est une structure multi-couche qui se déforme sous l’action
de l’écoulement sanguin. La circulation du sang interagit à la fois mécaniquement et chimiquement avec la
paroi des vaisseaux et des tissus, donnant lieu à des interactions complexes fluide-structure dont l’analyse
mathématique n’est pas simple.
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Figure 1.3 – Le réseau artériel humain [164].
La paroi artérielle est constituée de plusieurs tuniques : l’intima, la media et l’adventice (figure 1.4) où l’on
distingue trois constituants fondamentaux : les fibres d’élastine, les fibres de collagène et les fibres musculaires
lisses. On distingue le type d’artère, rigide ou élastique, suivant le rapport entre les fibres d’élastine et les
fibres de collagène : ce rapport est de 1.5 pour l’aorte et décroit jusqu’à 0.5 pour l’artère fémorale. On dit
ainsi que l’aorte est plus élastique que la fémorale.
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Figure 1.4 – La coupe en 3D des différentes couches de la paroi artérielle [158].
Au fur et à mesure de l’arbre artériel, les diamètres des vaisseaux décroissent alors que les lumières artérielles
augmentent. Par conséquent, la paroi artérielle devient de plus en plus rigide pour les générations postérieures
de ramification. A noter que les artères systémiques sont principalement élastiques ce qui assure aux organes un
débit normal. L’aorte et les larges artères sont très élastiques et agissent comme des réservoirs qui amortissent
la pulsatilité du flux sanguin provenant du cœur.
Des détériorations dans la structure de la paroi des grosses artères élastiques peuvent parvenir précisé-
ment aux niveaux des intima et media [38]. Cela peut induire une augmentation en particulier de la rigidité
artérielle [37] pour l’aorte qui subit à chaque battement cardiaque un flux d’éjection cardiaque entraînant
avec l’augmentation de l’âge une réduction du nombre de fibres d’élastine et une augmentation du taux de
collagène [39].
Pour plus de détails sur la physiologie circulatoire, on pourra consulter [48].
1.1.3 Les caractéristiques du sang
Le sang est un tissu liquide constitué de plasma 1 et de cellules (globules rouges, blancs et de plaquettes
sanguines) nommés des éléments figurés. Ce fluide transporte ces éléments figurés avec d’autres particules de
différent genres et tailles telles par exemple les anticorps, les hormones et les déchets. Les globules rouges
occupent 99 % du volume du sang (figure 1.5). La viscosité du sang dépend de plusieurs facteurs :
• l’hématocrite 2,
• la viscosité du plasma,
• l’agrégation des globules rouges,
• la déformabilité des globules rouges,
• le diamètre des vaisseaux.
1. le plasma est un liquide formé de 90% d’eau
2. l’hématocrite est le pourcentage relatif du volume des globules rouges circulant dans le sang par rapport au volume total
du sang.
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Figure 1.5 – Section transversale d’une capillaire qui montre que les globules rouges représentent une grande
partie du volume du sang correspondant [160].
En général, la viscosité sanguine n’est pas constante mais varie selon la vitesse de l’écoulement. Par conséquent,
le sang est un fluide non-Newtonien. Cependant, dans les larges et moyennes artères ce dernier se comporte
comme un fluide Newtonien [62]. En effet, dans les larges artères, les globules rouges n’ont pas le temps de
s’agréger. En outre, la longueur de l’artère dans ce cas est suffisamment grande pour que les globules rouges
se déforment 3.
On considère alors qu’il s’agit d’un fluide homogène et incompressible avec une densité ρ = 1050 Kg/m3
selon Pedley [3] et que la viscosité est constante et égale à ν = 3.5 mPa s à la température de 37◦ C [60,61].
1.2 Description de l’onde de pression
1.2.1 La pression artérielle pendant un cycle cardiaque
Durant la systole, le ventricule gauche se contracte donnant lieu à un brusque volume de sang qui se
distribue dans les artères élastiques à travers l’aorte. Au passage du sang dans les vaisseaux sanguins, la paroi
élastique de ces derniers, subit une force nommée pression ou tension artérielle. La pression artérielle est un
phénomène périodique formé de deux composantes (figure 1.6) :
• une composante pulsatile : la pression artérielle pulsée (PP) est la différence entre la pression artérielle
systolique (PAS) et la pression artérielle diastolique (PAD) lors d’un battement cardiaque : PP = PAS -
PAD. La PAS est la pression au cours de la contraction du ventricule gauche du coeur lorsque la tension
artérielle est à son maximum et la PAD est la pression lorsque la tension artérielle est à son minimum
entre deux battements.
• une composante continue : la pression moyenne (PAM). La pression artérielle moyenne est définie comme
la pression diastolique plus un tiers de la pression pulsée : PAM = PAD + 1/3 PP.
3. Le plasma est essentiellement composé d’eau et d’autres matières en suspension qui ont une taille inférieure au diamètre
des artères systémiques
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Figure 1.6 – La courbe de pression artérielle [163].
La PAM est dépendante des résistances vasculaires périphériques et du débit cardiaque alors que la PP est
principalement dépendante de l’état de rigidité des artères et de la prématurité des ondes de réflexion. Elle est
ainsi influencée par les propriétés visco-élastiques des parois artérielles et leur changement dû au vieillissement
ou à une pathologie éventuelle.
Une hypertension correspond à une valeur anormalement élevée de la pression artérielle. En diagnostic
on parle d’une hypertension lorsque la PAS >140 mmHg et la PAD > 90 mmHg au cours de trois mesures
disctinctes.
1.2.2 Les ondes incidentes et réfléchies
Le choc entre le volume du sang éjécté du cœur ayant une certaine masse et pression et le volume du
sang qui avait été introduit par l’éjection précédente va induire ce qu’on appelle les ondes de pression. Ces
ondes vont se propager le long de l’arbre artériel et vont créer des ondes de débit. L’onde de pression est
donc composée d’une onde directe et d’une onde réfléchie genérée à l’extrémité distale de l’artère due aux
résistances des vaisseaux périphériques. Cette onde réfléchie retourne en direction du cœur et se superpose
à l’onde de pression directe (figure 1.7). L’élasticité des gros troncs artériels, en particulier celle de l’aorte,
est importante pour le bon fonctionnement du cycle cardiaque parce qu’elle permet aux artères de se dilater
pour accueillir et s’adapter au volume du sang éjecté soudainement après la contraction du ventricule gauche
pendant la systole. L’aorte étant élastique, l’onde de pression pulsée par le cœur est amortie ce qui permet
de diminuer la pression systolique et d’augmenter la pression diastolique et par conséquent d’atténuer les
oscillations des ondes de pression. Les artérioles et les capillaires seront ainsi perfusées pendant tout le cycle
cardiaque à une pression constante.
L’aorte joue le rôle d’un accumulateur d’énergie, pendant la phase systolique, restituée lors du relâchement
cardiaque pendant la phase diastolique. En effet une partie du flux est stockée et sera relâchée ensuite progres-
sivement. Malheureusement, avec l’âge, la structure de la paroi aortique change provoquant une augmentation
du module d’élasticité [40]. L’aorte diminue en élasticité et dans ce cas, la vitesse de propagation de l’onde
pulsée augmente [41] entrainant une augmentation de la pression systolique et donc de la pression pulsée [42]
ainsi qu’une diminution de la pression diastolique.
La figure 1.7 illustre l’onde de pression chez deux sujets : un sujet jeune et un autre âgé (ou hypetendu).
L’analyse des ondes de pression incidentes (courbes grises pleines) et des ondes de pression réfléchies (courbes
en pointillé) de la figure montre que chez un patient âgé l’onde de pression réfléchie est créée un peu plus tôt
et va se propager le long de la paroi artérielle d’une manière plus rapide. Par conséquent, elle va croiser l’onde
de pression incidente de façon beaucoup plus proximale, c’est à dire proche du cœur.
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 Vieux
 Jeune
Figure 1.7 – Les courbes de pression aortique selon l’âge. A gauche : un sujet sain jeune, à droite : un sujet
âgé ou hypertendu. Les composantes de la courbe de pression incidente en trait gris complet et réfléchie en
pointillé gris (figure adaptée de Greenald [42]).
1.3 La rigidité artérielle
La rigidité artérielle, contraire de l’élasticité artérielle, est héréditaire et augmente progressivement avec
l’âge de la personne. Par nature, l’artère est de plus en plus rigide en s’éloignant de l’extrémité proximale.
Ce facteur est important pour le diagnostic des maladies cardio-vasculaires étant donné que l’hypertension
systolique chez les sujets âgés est dans 95 % des cas accompagnée d’une augmentation de la rigidité artérielle.
Des recherches ont montré que la rigidification de l’arbre artériel était largement dépendante de trois grandes
composantes :
1. La pression artérielle pulsée : plusieurs études récentes ont montré que la pression pulsée (PP), qui
dépend principalement du volume d’éjection systolique, est proportionnelle à la rigidité artérielle [45–47].
Une augmentation de la rigidité artérielle conduit à une augmentation de la PP, avec une hypertension
artérielle systolique et une diminution de la PAD.
2. La distensibilité artérielle : la distensibilité artérielle est le pouvoir élastique de l’artère à se déformer
lors de chaque battement cardiaque. Elle est définie comme étant le rapport des variations de la section
et de la pression. Des variations extrêmes de la pression et de la section sont utilisées souvent pour
estimer ce paramètre :
D =
As −Ad
Ad × PP (1.3.1)
où As et Ad sont les surfaces systolique et diastolique respectivement. Plus la paroi perd en distensibilité
plus la paroi est rigide.
3. Les propriétés géométriques de l’artère : plus précisement le rayon de l’artère, la longueur du vaisseau et
son épaisseur intima-média. Le rayon est par exemple inversement proportionnel à la rigidité artérielle,
c’est à dire qu’une artère ayant un rayon petit est forcément plus rigide que celle ayant un rayon plus
grand.
Autres indices artériels
Le système artériel humain dans sa globalité peut être décrit par des indices tels par exemple la résistance
Rt et la compliance Ct totales. Rt est définie comme le rapport entre la pression aortique moyenne Pmean et
le débit aortique moyen Qmean [56] :
Rt =
Pmean
Qmean
(1.3.2)
La compliance artérielle est le rapport entre la variation de volume d’un fluide contenu dans un tube élastique
et la variation de sa pression :
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C =
∆V
∆P
Ce facteur est un autre indice de rigidité permettant de caractériser les propriétés élastiques de la paroi
artérielle car il permet d’étudier la possibilité de distension de la paroi artérielle en fonction de la pression
sanguine. Plus la compliance artérielle est faible plus l’artère est rigide. La compliance artérielle varie le long
du système artériel, et même le long d’une même artère (en présence d’une plaque d’athérome, ou d’un stent 4).
La compliance totale Ct est estimée à partir de la pression pulsée PP et le volume d’éjection cardiaque Ve de
la manière suivante [57] :
Ct =
V e
PP
(1.3.3)
L’évaluation expérimentale ou numérique de la rigidité artérielle est ainsi un enjeu essentiel pour un
diagnostic de risque vis à vis des maladies cardiovasculaires. Actuellement, la rigidité artérielle régionale est
estimée en calculant la vitesse de propagation de l’onde de pouls (VOP), technique introduite dans la section
suivante.
1.4 Une estimation de la rigidité artérielle : la VOP
La vitesse de propagation de l’onde de pouls (ou VOP) est la vitesse à laquelle l’onde de pression se
propage le long d’une artère. Le coefficient VOP est directement lié à la rigidité artérielle à travers l’équation
de Moens-Korteweg, datant de 1877 [15] :
VOP =
√
Eh
2Rρ
(1.4.1)
où E, h, R et ρ sont respectivement le module de Young de la paroi artérielle, l’épaisseur de la paroi, le
rayon de l’artère et la densité sanguine. Cette équation signifie en particulier que dans les artères souples et
élastiques, l’onde de pression se propage lentement. Par contre cette onde se propage rapidement dans les
artères rigides. En outre, la VOP est inversement reliée à la distensibilité D, i.e à l’élasticité de la paroi, via
l’équation de Bramwell et Hill [58, 59] :
V OP =
√
1
ρD
(1.4.2)
Figure 1.8 – La méthode "foot-to-foot" pour mesurer la VOP.
La méthode utilisée par les médecins pour mesurer la VOP s’appelle en anglais ’Foot to Foot method’ (figure
1.8) car elle est mesurée à partir de l’écart entre les deux pieds de l’onde de pression artérielle pour deux sites
4. Un stent est un maillage métallique cylindrique extensible inséré pour maintenir ouvert la cavité de l’artère bouchée à cause
d’une stimulation d’un dépôt de lipides ou la formation d’une athérosclérose.
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de mesure, la carotide et la fémorale par exemple. La VOP est donc le rapport de la distance entre les deux
sites et du temps de propagation de l’onde. Elle est à l’heure actuelle le facteur le plus robuste pour déterminer
la rigidité artérielle locale. Cette méthode est reconnue pour sa simplicité, ne nécessitant de connaitre que
deux formes d’ondes de pression enregistrées avec des dispositifs invasifs ou non, et où la distance entre les
deux sites de mesure est connue. Cependant cette méthode de mesure n’est pas précise pour certains cas tels
par exemple chez les obèses ou ceux qui ont une forte poitrine car cela affecte la mesure de la distance entre
les deux sites de mesure.
1.5 Les techniques de mesure non invasives
Les techniques d’imagerie non invasives présentées brièvement ci dessous 5, en l’occurence l’IRM, la tono-
métrie d’aplanation et l’echo-tracking, sont désormais en mesure de fournir aux praticiens des informations
spécifiques sur la géométrie des vaisseaux ainsi que des informations plus limitées sur les profils de vitesses
locales et la vitesse de l’onde de pouls.
Dans cette thèse, les données expérimentales obtenues par IRM et tonométrie seront utilisées pour valider
un modèle numérique d’écoulement dans l’aorte tandis que les données de l’echo-tracking seront utilisées pour
la validation d’un modèle numérique des membres inférieurs.
1.5.1 L’imagerie par résonnance magnétique (IRM)
La technique d’imagerie médicale IRM ou Imagerie par Résonnance Magnétique (figure 1.9) permet de
visualiser les organes et tissus mous, avec une grande précision et dans différents plans de l’espace en utilisant
des ondes magnétiques. Ainsi, l’exploration des pathologies cérébrales, vasculaires, cardiaques, etc... peut être
effectué à travers cet examen car il permet une analyse très fine de la structure des tissus. Le patient doit
rester immobile au sein de cet appareil, constitué d’un tunnel formé d’un aimant très puissant qui génère les
ondes magnétiques. Les images obtenues sont reconstituées par un ordinateur ce qui permet d’obtenir des
images de qualité en 2D ou après reconstruction informatique, en 3D. Malheureusement cette technique de
mesure non invasive demeure très coûteuse.
Figure 1.9 – Mesure par IRM, figure issue de [157].
1.5.2 La tonométrie d’aplanation
A travers un stylo utilisé comme capteur de pression et posé directement sur la peau, on peut enregistrer
le pouls artériel. La figure 1.10 montre cet instrument de mesure non invasif. A noter que l’aorte n’est pas
directement accessible via cette technique. En fait, on ne peut enregistrer le pouls qu’au niveau des zones
de perception du flux pulsé par exemple l’artère fémorale, carotide, pédieuse, temporale etc. Cette technique
peut ainsi approcher la valeur de l’onde de pouls (VOP) en se positionnant d’une part sur l’artère fémorale
et d’autre part sur l’artère carotidienne puis en comparant les ondes de pression sur ces deux sites.
5. Ces dispositifs seront décrits plus en détails au chapitre 3
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Il s’agit actuellement d’une méthode de référence pour la mesure de la rigidité régionale de l’aorte qui
satisfait la majorité des praticiens. Cependant, cette technique est inefficace dans certains cas, par exemple
pour les personnes ayant une masse corporelle grande qui empêche la détection du pouls. D’autre part le choix
des sites de mesures entre la carotide et la fémorale n’est pas toujours bien défini.
Figure 1.10 – Mesure par tonométrie d’aplanation, figure issue de [165].
1.5.3 L’echo-tracking
Il s’agit d’un instrument qui permet de mesurer par ondes Doppler la variation temporelle de la section
artérielle et de la vitesse moyenne du sang pour différentes artère périphériques, ceci pendant plusieurs cycles
cardiaques (figure 1.11). Les mesures fournies par cette technologie permettent ainsi de suivre l’onde de pouls
et le débit sanguin le long du réseau artériel. Un autre avantage de cette technique de mesure est son coût
réduit par rapport à celui nécessaire pour faire des mesures IRM ou d’autres types de mesures.
Figure 1.11 – Mesure par echo-tracking, figure issue de [156].
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1.6 Résumé du chapitre
Le système cardiovasculaire du point de vue physiologique et pathologique est présenté dans ce chapitre. Il
en ressort qu’un des facteurs principaux des maladies cardiovasculaires consiste en la rigidité des gros troncs
artériels. Celle-ci est en effet associée à une augmentation de la pression systolique et une diminution de la
pression diastolique capables d’entraîner des effets néfastes sur la fonction cardiaque. Ce facteur peut ainsi
être considéré comme étant un indicateur prédictif très important des maladies cardiovasculaires.
Les différentes techniques de mesure non invasives capables de fournir des informations spécifiques sur la
géométrie des vaisseaux et sur des profils de vitesse, section et pression locales ont ensuite été présentées.
Même si la rigidité artérielle régionale d’un patient peut alors être déduite de ces mesures via la vitesse de
l’onde de pouls (ou VOP), ces estimations restent cependant grossières.
Ceci confirme ainsi le besoin des modèles mathématiques, précis et robustes, présentés au chapitre suivant,
pouvant estimer à partir de mesures expérimentales, la rigidité artérielle, régionale et locale, d’un patient
donné.

Chapitre 2
Modélisation mathématique du réseau
artériel
Plusieurs modèles mathématiques de niveau de complexité très différents ont été développés dans la litté-
rature pour la simulation du flux sanguin dans les artères. Les modèles appelés respectivement 1D, 2D et 3D
engendrent un système d’équations aux dérivées partielles provenant de la conservation de la masse et de la
quantité de mouvement complétées par une équation algébrique d’équilibre reliant la section de l’artère avec
la pression. Dans ce chapitre la dérivation du modèle 1D à partir du modèle 3D sera en particulier détaillée,
tout comme la discrétisation de ce modèle simplifié en abordant deux approches différentes (Taylor Galerkin
ou Galerkin discontinu). Enfin, on aborde à la fin de ce chapitre les modèles 0D, analogues à ceux rencontrés
pour les circuits électriques, ainsi que leur couplage avec les modèles 1D précédents.
2.1 Le modèle tridimensionnel (ou 3D)
(a) (b)
Figure 2.1 – (a) vue d’une artère en 3D [158], (b) représentation selon les coordonnées cylindriques. Figures
issues de [158] et [74] respectivement.
Le système artériel humain, comme déjà mentionné dans le chapitre 1, est formé de 55 artères principales.
Une artère simple est une structure en 3D (figure 2.1) représentée par un domaine spatial Ωt variant au cours
d’un cycle cardiaque.
Pareil à n’importe quel autre fluide incompressible, le flux sanguin dans le système cardiovasculaire obéit
aux lois de conservation de la masse, de la quantité de mouvement et de l’énergie décrites par les équations
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de Navier Stokes incompressibles tridimensionnelles [17,74].
∂u
∂t
+ (u.∇)u+∇p− 2div(νD(u)) = f, t > 0, x ∈ Ωt
div u = 0
(2.1.1)
Le terme f représente les forces externes agissant sur le domaine Ωt tel que la gravité. Le vecteur u =
(ux, uy, uz) est le vecteur vitesse, ν est la viscosité dynamique du sang et p= P/ρ est la pression artérielle
mise à l’échelle par la densité sanguine ρ.
Dans le cas des larges artères, ce qui est notre cas ici, le comportement du flux est supposé Newtonien,
c’est à dire que :
D(u) =
∇u+∇uT
2
La vitesse initiale du fluide au temps t = 0, notée u0, doit vérifier div(u0)=0 et ne peut donc être choisie
d’une manière arbitraire. En général, une valeur initiale u0 = 0 est prise étant donné qu’une condition initiale
physiquement pertinente n’existe pas toujours ce qui fait que le résultat numérique manquerait de précision
à cause de celle-ci. En choisissant des conditions aux bords correctes, après deux ou trois cycles cardiaques la
solution n’est plus influencée par la condition initiale non fiable.
Ce modèle 3D d’écoulement du sang doit par ailleurs être couplé à un modèle de déformation de la paroi
élastique de l’artère, ce qui le rend très complexe et d’un usage très difficile dans la pratique. C’est la raison
pour laquelle on présente dans la section suivante les différentes hypothèses qui conduiront à la dérivation
d’un modèle simplifié monodimensionnel beaucoup plus adapté à la situation présente.
2.2 Hypothèses simplificatrices
(a) (b)
Figure 2.2 – Hypothèses imposées sur la paroi et le flux sanguin.
On présente ici les différentes hypothèses simplificatrices qui permettront de se ramener à un modèle
simplifié d’écoulement dans les artères. Ces hypothèses sont de nature géométrique ou physique :
• (H1) Symétrie axiale : toutes les quantités sont indépendantes de la coordonnée angulaire θ. Dès
lors, pendant le mouvement de la paroi artérielle toute section axiale z = cte reste circulaire de rayon
R = R(t, z).
• (H2) Déplacement radial : le déplacement de la paroi s’effectue dans la direction radiale. Ainsi pour
chaque point de la surface du vaisseau le vecteur déplacement η s’écrit η = ηer = (R−R0)er, R0 étant
le rayon du vaisseau au temps initial.
• (H3) Pression constante : la pression est constante sur chaque section axiale S. Dans ce cas p ne
dépend que de z et de t.
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• (H4) Forces externes nulles : on suppose que f = 0 dans l’équation (2.1.1).
• (H5) Dominance de la vitesse axiale : les composantes du vecteur vitesse orthogonales à l’axe z
sont négligées par rapport à sa composante uz le long de l’axe z.
Concernant l’hypothèse (H5), la vitesse uz est exprimée en introduisant un profil de vitesse v : R+ −→ R
de la manière suivante :
uz(t, r, z) = u(t, z)v
(
r
R(t, z)
)
, (2.2.1)
u étant la vitesse moyenne sur chaque section axiale donnée par :
u(t, z) =
1
A(t, z)
∫
S
uz(t, σ, z)dσ
où A(t, z) désigne la mesure de la section axiale circulaire normale au vaisseau sanguin :
A(t, z) = 2piR2(t, z) = 2pi(R0(z) + η(t, z))
2. (2.2.2)
On définit un facteur α de correction qui prend en considération la non linéarité de l’intégration transversale
du profil de vitesse radiale selon chaque section :
α(t, z) =
∫
S
u2z(t, σ, z) dσ
A(t, z)u2(t, z)
(2.2.3)
et on suppose que α est constant.
Plusieurs choix de profil de vitesse peuvent être considérés. L’un des choix est le profil parabolique
v(y) = 2(1− y2) : ce profil correspond à la solution de Poiseuille pour un écoulement stationnaire dans un
tube circulaire. Dans ce cas on a α = 43 . Un autre choix de profil est le profil plat qui correspond plus à
l’écoulement sanguin et pour lequel α = 1.
Une loi générale de profil assez utilisée est de la forme v(y) = γ−1(γ + 2)(1− yγ) [4] avec par exemple
γ = 9 pour un profil quasi-plat (α = 1.1) et γ = 2 pour un profil parabolique.
r / R
u / u
z
α =1
α = 1.1
α = 4/3
Figure 2.3 – Profils de vitesse (figure issue de [32]).
La figure 2.3 résume la forme des profils de vitesse selon la valeur de α.
Des observations ’in vivo’ ont démontré que le profil de la vitesse est relativement plat [68] et uniaxial
dans les artères larges alors que ce profil est plus parabolique dans les artères périphériques [69].
Cependant, pour des raisons de simplification mathématique ultérieure, le choix α = 1 refletant un profil
complètement plat sera en général imposée ici.
En résumé, le tableau 2.1 donne l’ensemble des hypothèses sur lesquelles repose la dérivation du modèle
réduit.
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Géométrie - cylindrique à section axiale circulaire
Fluide - incompressible
- newtonien
Ecoulement - vitesse axisymétrique
- pression contante sur chaque section
- forces externes nulles
-(en général) profil de vitesse plat
Table 2.1 – Résumé des hypothèses simplificatrices effectuées.
2.3 Dérivation du modèle monodimensionnel (ou 1D)
Il y a au moins trois méthodes pour dériver le modèle mono-dimensionnel de l’interaction entre le fluide et
la structure. La première est obtenue en partant des équations de Navier Stokes pour un fluide incompressible
avec une viscosité constante et en supposant que le rayon du vaisseau R0 est très petit par rapport à sa
longueur L (R0L  1) ce qui permet de réduire les équations gouvernantes en éliminant le terme d’ordre le
plus élevé en R0L  1 [65]. Une autre approche dérive le modèle directement en utilisant les principes des lois
de conservation écrites dans leur forme intégrale [66, 67]. Une troisième méthode consiste à considérer une
symétrie cylindrique et à intégrer les équations de Navier Stokes par rapport à une section générique S [74].
Dans cette thèse, la troisième méthode sera choisie et présentée ci-dessous.
2.3.1 Les équations de conservation 3D dans leur forme réduite
Au vu des hypothèses effectuées, les équations de conservation de la masse et de la quantité de mouvement
s’écrivent sous la forme réduite suivante :
∂uz
∂t
+ div(uzu) +
1
ρ
∂P
∂z
− ν∆uz = 0, z ∈ (0, L), t ∈ I (2.3.1)
div u = 0, z ∈ (0, L), t ∈ I (2.3.2)
et sur la paroi de l’artère :
u = η˙, sur Γwt , t ∈ I
La dérivation du modèle 1D est obtenu en intégrant ces équations par rapport à une portion P du domaine
imperméable Ωt. Plus précisément, on note n la normale à ∂Ωt orientée vers l’extérieur et P une portion
représentée sur la figure 2.4 comprise entre z∗ − dz/2 et z∗ + dz/2 où z∗ ∈ (0, L) et avec dz > 0 assez petit.
Figure 2.4 – Section longitudinale (θ = cte) du tube. Portion entre z = z∗ − dz2 et z = z∗ + dz2 utilisée pour
dériver le modèle 1D.
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Dans ce qui suit, pour la dérivation du modèle, le temps t ne sera pas indiqué même si toutes les variables
dépendent de t. Les théorèmes classiques de l’analyse donnent pour toute fonction f axisymétrique :
∂
∂t
(Af) = A
∂f
∂t
+ 2piRη˙fw (2.3.3)
où fw est la valeur de f sur le bord physique de la paroi et f est sa valeur moyenne sur chaque section axiale
S définie par :
f = A−1
∫
S
f dσ
En particulier pour f = 1 on a :
∂A
∂t
= 2piRη˙ (2.3.4)
2.3.2 Dérivation de l’équation 1D de conservation de la masse
L’équation 1D de conservation de la masse est obtenue en intégrant l’équation de conservation réduite
(2.3.2) sur la portion P du domaine Ωt représentée sur la figure 2.4 puis en passant à la limite quand dz tend
vers 0.
Soient S = S(t, z) une section axiale générique et ΓwP la partie de ∂P reposante sur la paroi du tube. Pour
calculer cette intégrale, le théorème de la divergence est utilisé :
0 =
∫
P
div u = −
∫
S−
uz +
∫
S+
uz +
∫
ΓwP
u.n
= −
∫
S−
uz +
∫
S+
uz +
∫
ΓwP
.
η.n
= Q(z∗ +
dz
2
)−Q(z∗ − dz
2
) +
∫
ΓwP
.
η.n
(2.3.5)
L’égalite (2.3.4) et le fait que
.
η =
.
ηer sont ensuite utilisés pour calculer :∫
ΓwP
.
η.n =
[
2
.
ηpiR(z∗)dz + o(dz)
]
=
∂
∂t
A(z∗)dz + o(dz).
Cette intégrale est remplacée ensuite par sa valeur dans (2.3.5). En passant à la limite lorsque dz −→ 0,
l’équation 1D de conservation de la masse est donc donnée par :
∂A
∂t
+
∂Q
∂z
= 0 z ∈ (0, L), t > 0
2.3.3 Dérivation de l’équation 1D de conservation de la quantité de mouvement
L’équation 1D de conservation de la quantité de mouvement est obtenue en intégrant l’équation réduite
(2.3.1) sur P. On a d’une part :∫
P
∂uz
∂t
=
d
dt
∫
uz −
∫
ΓwP
uz
.
η.n =
[
∂
∂t
A(z∗)u(z∗)dz + o(dz)
]
=
∂Q
∂t
(z∗)dz + o(dz)
et d’autre part, en appliquant le théorème de divergence :∫
P
div(uzu) = −
∫
S−
u2z +
∫
S+
u2z +
∫
ΓwP
uz
.
η.n
= α
[
A(z∗ + dz/2)u2(z∗ + dz/2)−A(z∗ − dz/2)u2(z∗ − dz/2)]
=
∂(αAu2)
∂z
(z∗)dz + o(dz)
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La pression étant considérée constante sur chaque section axiale, on a également :∫
P
∂P
∂z
= −
∫
S−
P +
∫
S+
P +
∫
ΓwP
Pnz
= A(z∗ + dz/2)P (z∗ + dz/2)−A(z∗ − dz/2)P (z∗ − dz/2)
− P (z∗) [A(z∗ + dz/2)−A(z∗ − dz/2)] + o(dz)
=
∂AP
∂z
(z∗)dz − P (z∗)∂A
∂z
(z∗)dz + o(dz) = A
∂P
∂z
(z∗)dz + o(dz)
(2.3.6)
A noter que l’intégrale sur la paroi
∫
ΓwP
P nz est calculée en considérant le fait que
∫
∂P
nz = 0.
Il reste à intégrer le terme de viscosité :∫
P
∆uz =
∫
∂P
∇uz.n = −
∫
S−
∂uz
∂z
+
∫
S+
∂uz
∂z
+
∫
ΓwP
∇uz.n
=
∫
ΓwP
(∇uz.nz +∇uz.ernr)dσ. (∗)
=
∫
ΓwP
u R−1 v′(1) n.er dσ = 2pi
∫ z∗+dz/2
z∗−dz/2
u v′(1) dz (∗∗)
= 2piu(z∗)v′(1)dz.
La relation (*) est obtenue en utilisant le fait que la variation de
∂uz
∂z
le long de l’axe de z est petite par rapport
à la variation des autres termes et le fait que n est décomposée en composantes radiale et axiale 1 : nr = nrer
et nz = n− nr. Quant à la relation (**) elle est obtenue en négligeant le terme ∇uz.nz qui est proportionnel
à ∂uz∂z et en utilisant les relations (2.2.1) et nrdσ = 2piRdz. Le terme v
′ désigne la dérivée du profil de vitesse v.
En remplaçant les intégrales déjà calculées par leur valeur dans (2.3.1) et en passant à la limite lorsque dz
tend vers 0, l’équation 1D de conservation du moment est écrite de la manière suivante :
∂Q
∂t
+
∂αAu2
∂z
+
A
ρ
∂P
∂z
+Kru = 0.
où Kr = −2piνv′(1) est le paramètre de friction qui dépend du profil de vitesse choisi. Les différentes valeurs
de Kr considérées selon le profil de vitesse choisi sont résumées dans le tableau 2.2.
Paramètres Profil parabolique Profil quasi plat
α 4/3 1.1
γ 2 9
Kr 8 piν 22 piν
Table 2.2 – Résumé des valeurs Kr suivant le profil de vitesse.
Le système des équations aux dérivées partielles ayant la section A, la pression P et le débit moyen Q
comme variables principales est donc :
∂A
∂t
+
∂Q
∂z
= 0 z ∈ (0, L), t ∈ I
∂Q
∂t
+ α
∂
∂z
(
Q2
A
)
+
A
ρ
∂P
∂z
+Kr
(
Q
A
)
= 0, z ∈ (0, L), t ∈ I.
(2.3.7)
1. Grâce à la géométrie cylindrique n n’a pas une composante le long de la direction circomférentielle par conséquent, nz est
orienté selon l’axe z.
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Le paramètre α est choisi selon le profil de vitesse considéré : α = 1, α = 1.1 ou α = 4/3. Dans ce qui suit,
à noter que nous désignons par u la vitesse moyenne u.
2.4 La relation de pression
Pour prendre en compte le déplacement de la paroi du vaisseau, le système des deux équations aux dérivées
partielles à trois inconnues (2.3.7) est complété par une relation algébrique reliant la pression à la déformation
de la paroi artérielle et par conséquent à la section artérielle. La relation de pression dérivée d’un modèle
mécanique de déplacement de la paroi du vaisseau est définie dans sa forme générale par :
P (t, z) = Pext + ψ(A(t, z), A0(z), β(z)) (2.4.1)
Cette relation relie la pression avec la déformation de la paroi artérielle à travers la section. La pression
dépend donc de la section au repos A0 et d’un ensemble de coefficients β = (β0, β1, ..., βp) reliés aux propriétés
physiques et mécaniques de la paroi. Ces coefficients sont en général des fonctions de z et reflètent le caractère
élastique de la paroi artérielle. Pext indique toujours la pression extérieure. La fonction ψ doit satisfaire les
conditions suivantes :
• ψ est au moins une fonction C1 par rapport à ses éléments et définie pour tout A > 0 et A0 > 0.
• Pour toute valeur admissible de A, A0 et β :
∂ψ
∂A
> 0 et ψ(A0, A0, β) = 0.
Plusieurs relations algébriques de pression ayant la forme (2.4.1) peuvent être adoptées. Nous en présentons
quelques unes ici (voir [74] pour plus de détails).
Une relation linéaire reliant le rayon des vaisseaux sanguins à la pression est souvent choisie :
ψ(A,A0, β) = β(
√
A−
√
A0). (2.4.2)
Pour une artère à paroi mince, ce qui est le cas ici 2, β est identifié à β =
√
pih0E
(1− ξ2)A0 où E resprésente le
module de Young, h0 l’épaisseur de la paroi et ξ le coefficient de Poisson considéré [20, 21]. A noter qu’une
autre forme d’écriture de l’équation (2.4.2) apparaissant dans la littérature [32] est la suivante :
ψ(A,A0, β) = β
√
A−√A0
A0
. (2.4.3)
D’autres formes de pression peuvent être utilisées pour mettre en relief un comportement hyper-élastique
de la paroi artérielle [139,140], par exemple :
ψ(A,A0, β) = β0
[(
A
A0
)β1
− 1
]
(2.4.4)
où β0 est un coefficient d’élasticité et β1 est un coefficient obtenu par corrélations expérimentales.
Une autre relation non linéaire, dite de Langewouters [70], souvent utilisée dans le domaine médical peut
être encore utilisée. Cette relation est exprimée de la façon suivante :
ψ(A,A0, β) = β0 tan
[
pi
(
A−A0
2A0
)]
(2.4.5)
2. L’épaisseur de la paroi d’une grosse artère est d’environ 10% de son diamètre.
22 CHAPITRE 2. MODÉLISATION MATHÉMATIQUE DU RÉSEAU ARTÉRIEL
Dans cette thèse, pour des raisons de simplifications, nous considérons à présent une paroi élastique avec
la relation de pression (2.4.2) et Pext = 0, [5, 13,75]
P = β(
√
A−
√
A0) (2.4.6)
Pour la description des systèmes distensibles, un paramètre de distensibilité noté D(t, z) est souvent utilisé.
Ce paramètre est relié aux propriétés de la paroi artérielle de la façon suivante :
D =
1
A
∂A
∂P
Lorsqu’on utilise la relation sur la pression (2.4.6), on obtient dans ce cas :
∂P
∂A
=
β
2
√
A
et D =
2
β
√
A
Un autre paramètre noté c est également défini de la manière suivante :
c =
√
A
ρ
∂P
∂A
=
√
1
Dρ
. (2.4.7)
Ce coefficient a la dimension d’une vitesse et est relié à la vitesse de propagation des ondes le long d’un tube.
Le paramètre de rigidité β issu de (2.4.6) est alors relié à la distensibilité de l’artère D et à la vitesse de l’onde
de pouls c selon les équations de Bramwell-Hill et Moens-Korteweg, déjà vues au chapitre 1, mais avec des
notations différentes :
β =
2
D
√
A
= 2ρ
c2√
A
(2.4.8)
soit encore :
c =
√
β
2ρ
A1/4 (2.4.9)
2.5 Le modèle monodimensionnel (ou 1D)
2.5.1 Les différentes écritures du modèle 1D
A noter qu’à partir de maintenant, l’hypothèse de profil plat de vitesse (c’est à dire α = 1) est effectuée.
Le système d’équations aux dérivées partielles obtenu, couplé avec l’équation algébrique sur la pression
(2.4.6), est exprimé en terme des variables A et Q :
∂A
∂t
+
∂Q
∂z
= 0 z ∈ (0, L), t > 0
∂Q
∂t
+
∂
∂z
(
Q2
A
)
+
A
ρ
∂P
∂z
+Kr
(
Q
A
)
= 0, z ∈ (0, L), t > 0
(2.5.1)
Ce système peut être aussi exprimé en terme des variables A et u étant donné que Q = Au :
∂A
∂t
+
∂Au
∂z
= 0 z ∈ (0, L), t > 0
∂u
∂t
+ u
∂u
∂z
+
1
ρ
∂P
∂z
+Kru = 0, z ∈ (0, L), t > 0
(2.5.2)
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Le gradient de la pression figurant dans l’équation de conservation de la quantité de mouvement peut être
remplacé par sa valeur obtenue en appliquant la loi de dérivation composée :
∂P
∂z
=
∂P
∂A
∂A
∂z
+
∂P
∂β
dβ
dz
+
∂P
∂A0
dA0
dz
=
dβ
dz
A1/2 +
β
2
A−1/2
∂A
∂z
− dβ
dz
A
1/2
0
(2.5.3)
Par conséquent :
A
ρ
∂p
∂z
=
∂
∂z
(
βA3/2
3ρ
)
+
A
ρ
dβ
dz
(
2
3
√
A−
√
A0
)
Le système (2.5.1) peut alors être écrit sous sa forme conservative de la manière suivante :
∂U
∂t
+
∂F (U)
∂z
= B(U), z ∈ (0, L), t > 0. (2.5.4)
où U = [A,Q]T est le vecteur des variables conservatives, F = [FA, FQ]
T est le vecteur des flux correspon-
dant, et B = [BA, BQ]
T est le terme source avec :
• F (U) =
 QQ2
A
+
β
3ρ
A3/2
,
• B(U) =
 0−KrQ
A
+
A
ρ
(√
A0 − 2
3
√
A
)
dβ
dz
 .
Le système (2.5.4) peut enfin être récrit sous sa forme quasi-linéaire :
∂U
∂t
+H(U)
∂U
∂z
= B(U), z ∈ (0, L), t > 0. (2.5.5)
où H est la matrice jacobienne
∂F
∂U
du flux :
H(U) =
 0 1−Q2
A2
+
β
2ρ
A1/2 2
Q
A
 =
 0 1
c2 −
(
Q
A
)2
2
Q
A

avec la notation (voir relation 2.4.9) :
c2 =
β
√
A
2ρ
2.5.2 Hyperbolicité du système
Pour A ≥ 0 la matrice H(U) précédente possède deux valeurs propres réelles distinctes, solutions de
l’équation det(H − λI) = 0, égales à :
λ1,2 =
Q
A
± c (2.5.6)
Pour A > 0 et sous des conditions physiologiques, les deux valeurs propres sont distinctes et de signe opposé.
Le système (2.5.5) est donc un système d’équations aux dérivées partielles strictement hyperbolique.
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De manière générale, un système hyperbolique non linéaire peut developper des discontinuités dans la
solution même si les données initiales et les conditions aux bords sont régulières. Sous certaines conditions
raisonnables sur la régularité du bord et des données initiales, Canic et Kim [20] ont démontré que le présent
système aboutit à des solutions régulières. Pour obtenir cette conclusion, deux hypothèses critiques sont
nécessaires. Il faut que le flux entrant soit pulsatile et que la longueur du vaisseau soit bornée, ce qui est le
cas pour le flux physiologique dans l’arbre artériel humain. Les discontinuités que peut fournir ce système
n’auront en effet pas le temps de se développer grâce à la pulsatilité des conditions aux bords. De même, les
auteurs ont également montré que si la solution est régulière et que si les données initiales et aux bords sont
telles que A> 0, alors A reste strictement positif.
2.5.3 Analyse des caractéristiques
Les ondes de pression et de vitesse se séparent donc en deux ondes, l’une incidente et l’autre réfléchie. La
méthode des caractéristiques permet de séparer les composantes globales en des parties incidente et réfléchie
[82] ce qui constitue un aspect intéressant pour l’analyse de celles-ci. Nous procédons, par conséquent, à
l’analyse des caractéristiques dans cette section.
Soit (l1, l2) et (r1, r2) les deux couples de vecteurs propres à gauche et à droite de la matrice H correspon-
dant aux valeurs propres λ1,2. Cette matrice est décomposée en H = RΛL avec :
L =
[
lT1
lT2
]
, R = [r1 r2] , Λ =
[
λ1 0
0 λ2
]
Etant donné que les vecteurs propres à gauche et à droite sont orthogonaux ils peuvent être choisis de façon
que LR = I et le système (2.5.5) devient :
L
∂U
∂t
+ ΛL
∂U
∂z
= LB(U), z ∈ (0, L), t > 0. (2.5.7)
S’il existe un vecteur W (U) = [W1(U),W2(U)]
T tel que :
∂W1
∂U
= l1,
∂W2
∂U
= l2, (2.5.8)
il sera nommé le vecteur des variables caractéristiques du sytème hyperbolique ou le vecteur des invariants de
Riemann. Le système (2.5.7) s’écrit alors :
∂W
∂t
+ Λ
∂W
∂z
= G (2.5.9)
où
G = LB − ∂W
∂A0
dA0
dz
− ∂W
∂β
dβ
dz
(2.5.10)
Soit t 7→ zˆ(t) une fonction paramétrée définie dans l’espace R2. La variation de W le long du trajet zˆ(t) est
donné par :
dW (zˆ(t), t)
dt
=
∂W
∂t
+
dzˆ
dt
∂W
∂z
(2.5.11)
La comparaison des deux équations (2.5.11) et (2.5.9) montre que si
dzˆ
dt
I = Λ, le long du trajet zˆ(t) = (zˆ1, zˆ2)
on a :
dW
dt
= G (2.5.12)
zˆ(t) définit alors les deux trajets C1 et C2 des deux caractéristiques, W1 et W2 respectivement, le long
desquelles l’information contenue dans W se propage à la vitesse λ1 et λ2 dans l’espace (z, t).
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Dans le cas où le terme G de l’équation (2.5.9) s’annule (si B = 0, et A0 et β constants par exemple), les
caractéristiques W1 et W2 sont constantes le long de C1 et C2 respectivement d’après l’équation (2.5.12). Le
système hyperbolique est alors représenté par un système d’équations découplées :
∂W1
∂t
+ λ1
∂W1
∂z
= 0
∂W2
∂t
+ λ2
∂W2
∂z
= 0
(2.5.13)
dans lesquelles l’information est transportée pour chacune dans un sens opposé. Etant donné que QA  c,
alors W1 propage les informations sur les changements de la pression et de la vitesse à la vitesse λ1 de
l’extrémité proximale du système artériel vers l’extrémité distale (direction directe) alors que W2 transporte
ces informations à la vitesse λ2 de l’extrémité distale à l’extrémité proximale (direction rétrograde).
La figure 2.5 montre comment chaque point (X,T ) de l’espace (z, t) est un point d’intersection d’un couple
unique de courbes caractéristiques C1 et C2.
Figure 2.5 – Trajets C1 et C2 associés aux variables caractéristiques W1 et W2
Les fonctions caractéristiques sont calculées en intégrant (2.5.8) et en utilisant la condition de Schwarz, ce qui
donne après calculs :
W1,2 = u±
∫ A
A0
c(A)
A
dA (2.5.14)
Après intégration, elles prennent la forme suivante :
W1,2 = u± 4(c− c0) (2.5.15)
où c0 est la valeur de c correspondant à la section au repos A0, c’est à dire qui en considérant la relation
de pression (2.4.6) correspond à :
c0 =
√
β
2ρ
A
−1/4
0 (2.5.16)
Réciproquement, étant donné que β > 0, les variables A et u sont exprimées en fonction de W1 et W2 par
les formules :
A =
([
(W1 −W2)4
8
√
2ρ
β
]
+A
1/4
0
)1/4
,
u =
(
W1 +W2
2
) (2.5.17)
Pour la résolution numérique du système hyperbolique, nous avons testé et comparé deux schémas numé-
riques : le schéma de Taylor Galerkin (TG) et le schéma discontinu de Galerkin (DG). Ceux-ci seront présentés
ultérieurement dans le chapitre.
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2.5.4 Conditions aux bifurcations
Le sysytème cardiovasculaire est réparti en un certain nombre de segments ou compartiments (artères)
connectés les uns aux autres au niveau des bifurcations pour former le modèle du réseau artériel complet. Les
caractéristiques du segment artériel sont différentes de celles du système entier. En effet, chaque compartiment
est décrit par ses propres propriétés et caractéristiques. Le système peut, ainsi, être partitionné de sorte qu’il
procure les informations demandées dans la région d’intérêt.
Pour illustrer le problème, une bifurcation artérielle est présentée dans la figure 2.6.
Figure 2.6 – Une bifurcation artérielle.
Sur cette figure, l’artère mère Ωe se divise en deux artères filles : supérieure Ωe+1 et inférieure Ωe+2. Les
notations Al et ul représentent la section et la vitesse de l’écoulement dans l’artère Ωe alors que les notations
Ar1, ur1, Ar2 et ur2 représentent les sections et les vitesses dans les deux artères filles supérieure et inférieure
respectivement. La solution est continue sur chaque Ωe+i i = 0, 1, 2 mais pas forcément continue au niveau
de la bifurcation x = xle = xr1e+1 = xr2e+2. A ce niveau il y a six inconnues : (Al, ul) pour l’artère de gauche et
(Ar1, ur1) et (Ar2, ur2) pour les artères filles supérieure et inférieure. Il faut donc résoudre un système de six
équations à six inconnues dont les trois premières équations sont obtenues en considérant que les fonctions
caractéristiques sur chaque vaisseau restent constantes le long des lignes caractéristiques.
Les trois autres conditions requises pour cloturer le système sont obtenues à travers la continuité du débit
et de la pression totale au niveau de la bifurcation :
Q = ulAl = ur1Ar1 + ur2Ar2 (2.5.18)
Pr = ρ
u2l
2
+ βl(
√
Al −
√
Al0) = ρ
u2r1
2
+ βr1(
√
Ar1 −
√
Ar10) (2.5.19)
Pr = ρ
u2l
2
+ βl(
√
Al −
√
Al0) = ρ
u2r2
2
+ βr2(
√
Ar2 −
√
Ar20) (2.5.20)
Numériquement, (Al, ul), (Ar1, ur1) et (Ar2, ur2) seront calculés en résolvant le système non linéaire corres-
pondant avec la méthode de Newton.
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2.5.5 Conditions aux limites
Au vu de l’analyse des caractéristiques précédente, deux conditions aux bords, une de chaque côté, sur le
bord proximal (z = 0) et distal (z = L) de l’artère doivent être imposées. L’expression explicite des fonctions
caractéristiques permet d’imposer des conditions aux bords sur celles-ci de la manière suivante :
W1(t) = g1(t) z = 0, t > 0,
W2(t) = g2(t) z = L, t > 0.
(2.5.21)
où g1 et g2 sont deux fonctions de t.
A l’entrée de l’artère (z=0) un profil de section, de pression ou de débit sanguin provenant des données
expérimentales ou d’autres modèles est normalement imposé.
Au niveau de l’extrémité distale de l’artère, des conditions de type non reflexion correspondant à une sortie
libre peuvent être imposées [5, 73,84]. La figure 2.7 montre une simulation numérique de la vitesse au niveau
de l’artère fémorale pour des conditions de sortie libre du flux sanguin.
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Figure 2.7 – Vitesse numérique dans l’artère fémorale, sortie libre.
Cependant, la nature pulsatile du sang mène à un flux reversible. Les mesures expérimentales sur les
vitesses montrent bien ces ondes de réflexion (voir figure 2.8). Il est donc nécessaire, d’imposer des conditions
plus réelles qui prennent en considération les phénomènes physiologiques.
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Figure 2.8 – Vitesse expérimentale dans l’artère fémorale.
Pour cela, un facteur de réflexion est imposé en sortie afin de mettre en relief et modéliser les ondes
réfléchies qui se déroulent à la terminaison de l’artère. Les détails numériques de l’implémentation de cette
condition seront précisés ultérieurement. La figure 2.9 présente la simulation numérique correspondante, jus-
tifiant l’introduction de cette nouvelle condition.
A noter qu’il est également possible d’imposer des conditions en sortie plus complexes que celle présentée
ci-dessus, en l’occurrence de coupler le modèle 1D avec un modèle 0D. Les détails de cette procédure sont
présentés ultérieurement dans ce chapitre (sous section 2.8.2).
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Figure 2.9 – Vitesse numérique dans l’artère fémorale, sortie avec réflection.
2.6 Discrétisation du modèle 1D par le schéma de Taylor Galerkin
(TG)
2.6.1 Le schéma en temps et en espace
Dans cette section, le schéma de Taylor Galerkin d’ordre 2 (TG) pour discrétiser le système sous sa forme
conservative (2.5.4) est présenté [5,72]. Il peut être vu comme la contrepartie pour les élements finis du schéma
de Lax-Wendroff pour les volumes finis.
Pour dériver ce schéma, la méthode consiste à écrire :
∂U
∂t
= B − ∂F
∂z
(2.6.1)
puis
∂2U
∂t2
= BU
∂U
∂t
− ∂
2F
∂t∂z
= BU
∂U
∂t
− ∂
∂z
(
FU
∂U
∂t
)
= BU
(
B − ∂F
∂z
)
− ∂(FUB)
∂z
+
∂
∂z
(
FU
∂F
∂z
) (2.6.2)
avec FU =
∂F
∂U
et BU =
∂B
∂U
.
Pour la discrétisation par rapport au temps, un pas de temps ∆t est considéré. L’exposant n reflète les
quantités calculées au temp tn = n∆t. Par conséquent, Un ' U(tn) et Bn ' B(Un). En utilisant, comme
dans la procédure standard de Lax-Wendroff, un développement limité de Taylor d’ordre 2 par rapport au
temps (autour de tn), le schéma dérivé est le suivant :
Un+1 =Un −∆t ∂
∂z
[
Fn +
∆t
2
HnBn
]
− ∆t
2
2
[
BnU
∂Fn
∂z
− ∂
∂z
(
Hn
∂Fn
∂z
)]
+ ∆t
(
Bn +
∆t
2
BnUB
n
)
, n = 0, 1...
(2.6.3)
Pour la discrétisation par rapport à l’espace, la méthode des élements finis est appliquée (méthode de
Galerkin). L’intervalle [0, L] est divisé en N segments [zi, zi+1] avec zi = ih, i = 0, ..., N où h est le pas
d’espace. Nous désignons par :
- Vh l’espace des fonctions vectorielles continues et affines par morceaux définies sur [0, L],
- V 0h = {v ∈ Vh/vh(0) = vh(L) = 0} l’ensemble des fonctions appartenant à Vh nulles aux bords.
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Le produit scalaire dans L2(0, L) est défini par :
(u, v) =
∫ L
0
u.v dz.
Les notations suivantes sont considérées :
FLW (U) = F (U) +
∆t
2
HB(U)
BLW (U) = B(U) +
∆t
2
BUB(U)
(2.6.4)
Soient (Φi)i=1...N−1 les fonctions tests ayant comme support l’intervalle [zi−1, zi+1] telles que :
Φi(zj) = δij =
 1 si i = j
0 sinon
(2.6.5)
Ces fonctions définissent une base de l’espace Vh. Par conséquent :
Uh(z) =
N∑
i=0
UiΦi(z), ∀z ∈ ]0, L[ (2.6.6)
Le problème variationnel discret est donc : ∀ n ≥ 0, trouver Un+1h ∈ Vh qui satisfait
(Un+1h ,Ψh) = (U
n
h ,Ψh) + ∆t(F
n
LW ,
∂Ψh
∂z
)− ∆t
2
2
(BnU
∂Fn
∂z
,Ψh)
− ∆t
2
2
(FnU
∂Fn
∂z
,
∂Ψh
∂z
) + ∆t(BnLW ,Ψh), ∀Ψh ∈ V 0h
(2.6.7)
Le schéma de Taylor Galerkin d’ordre 2 nécessite le choix d’un pas de temps ∆t devant satisfaire la
condition CFL [71] :
∆t ≤
√
3
3
min
0≤i≤N
[
h
max(λ1,i, λ2,i)
]
(2.6.8)
où λ1,i est la valeur de λ1 au noeud i.
L’équation (2.6.7) est complétée par des conditions aux bords que nous allons préciser dans la sous section
qui suit.
2.6.2 Conditions aux limites
Le calcul des variables conservatives U(0, t) et U(L, t) aux bords proximal et distal de l’artère peut être
effectué en se servant des variables caractéristiques et des équations (2.5.17). La nature hyperbolique du sys-
tème obtenu permet d’imposer deux conditions, une à chaque extrémité, à travers les fonctions caractéristiques
W1(0, t) et W2(L, t). Plus précidément :
• Au bord proximal, une condition provenant des mesures expérimentales ou d’une forme approchée de
ces dernières est imposée à travers W1(0, t).
• Au bord distal, pour mettre en relief le flux réversible, un coefficient de résistance noté Rt est ajouté au
bord z = L à travers W2. Plus précisément :
Wn+12 (L) = W
n
2 (L) + ∆t× ln2B(Un)−Rt × (Wn+11 (L)−W 01 (L)) (2.6.9)
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Le coefficient Rt appartient à l’intervalle [0, 1] et reflète la force de la résistance au flux sanguin. Ainsi, si
Rt = 0, nous retombons sur la condition de non reflexion et si Rt = 1 cela correspond au cas d’une artère
complètement obstruée. La figure 2.9 vue précédemment a montré que le profil de la vitesse temporelle
obtenu en imposant une résistance est plus proche de celui expérimental et donc de la réalité.
Une technique basée sur l’extrapolation des caractéristiques est utilisée pour extrapoler les autres variables
caractéristiques W2(0, t) et W1(L, t), à savoir :
Wn+11 (L) = W
n
1 (L− λn1 (L)∆t),
Wn+12 (0) = W
n
2 (−λn2 (0)∆t).
(2.6.10)
2.7 Discrétisation du modèle 1D par le schéma de Galerkin discon-
tinu (DG)
2.7.1 Le schéma en temps et en espace
Pour déterminer la formulation DG [13,22,23,75], on utilise le système exprimé en terme des variables A
et u sous sa forme conservative (2.5.4) en supposant le paramètre Kr nul et le terme source nul, soit :
∂U
∂t
+
∂F
∂x
=
(
A
u
)
t
+
(
Au
u2
2 +
p
ρ
)
x
= 0 (2.7.1)
Soit Ω = [0, L] un segment de longueur L représenté par la figure 2.10. Le domaine Ω représentant la struc-
ture artérielle est discrétisé enNcells régions élémentaires (ou cellules) qui ne se recouvrent pas : Ωe =
[
xLe , x
R
e
]
,
e = 1, ..., Ncells tel que :
• xRe = xLe+1 pour e = 1, ...Ncells − 1.
• Ω = ∪Ncellse=1 Ωe.
Les indices L et R désignent respectivement le terme gauche et droite de l’élément Ωe. Le produit scalaire
dans L2(0, L) déjà mentionné est à nouveau utilisé ici.
Figure 2.10 – Le domaine Ω décomposé en des éléments Ωe.
Pour obtenir la formulation variationnelle associée au système (2.7.1), ce dernier est multiplié par une fonction
test φ et intégré sur Ω : (
∂U
∂t
, φ
)
Ω
+
(
∂F
∂x
, φ
)
Ω
= 0 (2.7.2)
L’intégrale sur Ω est décomposée en une somme d’intégrales sur chaque région élémentaire Ωe pour donner
l’équation ci dessous :
Nel∑
e=1
[(
∂U
∂t
, φ
)
Ωe
+
(
∂F
∂x
, φ
)
Ωe
]
= 0 (2.7.3)
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En intégrant par partie le deuxième terme, cela donne :
Nel∑
e=1
[(
∂U
∂t
, φ
)
Ωe
−
(
F,
dφ
dx
)
Ωe
+ [F.φ]
xRe
xLe
]
= 0 (2.7.4)
Pour discrétiser le problème, la solution U(t, z) est projetée sur l’espace des fonctions L2 polynomiales de
degré P ∈ N∗ sur chaque élément e. Un élément d’un tel espace sera noté avec l’indice δ. U(t, z) sera donc
approché par Uδ(t, z). En suivant l’approche traditionnelle de Galerkin, on choisit une fonction test dans le
même espace de discrétisation que la solution numérique Uδ. Soit φδ(x) une telle fonction. A noter que Uδ et
φδ ne sont pas forcément C0 sur l’interface même s’il faut qu’elles le soient sur chaque région élémentaire dans
laquelle elles seront nommées respectivement Uδe et φδe. Ainsi, sur chaque Ωe la solution est développée selon
une base polynomiale de degré P . Pour obtenir une solution globale sur le domaine Ω il faut que l’information
se propage entre les régions élémentaires Ωe. Cela est assuré à travers le flux «upwind» (ou en aval) du
troisième terme de l’équation (2.7.4), noté Fu. La formulation faible discrétisée est alors écrite sous la forme :
Nel∑
e=1
[(
∂Uδe
∂t
, φδe
)
Ωe
−
(
F (Uδe ),
dφδe
dx
)
Ωe
+
[
Fu.φδe
]xRe
xLe
]
= 0 (2.7.5)
Le second terme de l’équation (2.7.5) est intégré par partie encore une fois, pour avoir une dérivée par rapport
à Uδe plutôt que par rapport à φδe, ce qui mène à la forme suivante :
Nel∑
e=1
[(
∂Uδe
∂t
, φδe
)
Ωe
+
(
∂F (Uδe )
∂x
, φδe
)
Ωe
+
[
(Fu − F (Uδe )).φδe
]xRe
xLe
]
= 0 (2.7.6)
L’information entre le flux courant et le flux upwind est donc effectuée à travers le terme :[
(Fu − F (Uδe )).φδe
]xRe
xLe
Le flux upwind est déterminé en évaluant les variables caractéristiques upwind à la surface de l’élément
considéré (voir détails dans le paragraphe suivant).
Chaque élément Ωe est ensuite paramétré de la manière suivante :
χe(ξ) = x
L
e
(
1− ξ
2
)
+ xRe
(
1 + ξ
2
)
, avec − 1 ≤ ξ ≤ 1 (2.7.7)
où χe est une transformation linéaire d’inverse :
ξ = χ−1e (xe)2
(xe − xLe )
xRe − xLe
− 1, xe ∈ Ωe (2.7.8)
La solution est developpée selon une base orthogonale, au sens du produit scalaire sur L2(Ωe), de polynômes
de degré inférieur ou égal à P sur chaque élément Ωe :
Uδe (xe(ξ), t) =
P∑
p=0
Lp(ξ)Û
p
e (t), (2.7.9)
où Lp(ξ) est le pième élément de la base considérée et Ûpe (t) le coefficient associé du développement. Il suffit
alors de définir une base polynomiale et de choisir une quadrature correspondante pour obtenir le schéma
semi-discret. La base de polynômes de Legendre de degré P est en général choisie pour cela.
Soit Ûpi,e, i=1,2 les deux composantes
3 de Ûpe (t). En prenant pour fonctions tests les polynômes de Legendre
Lp(ξ), on obtient ainsi :
dÛpi,e
dt
= F(Uδe ), e = 1, ..., Ncells (2.7.10)
3. U à la base est un vecteur à deux composantes A et u
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où
F(Uδe ) = −
(
∂Fi(U
δ
e )
∂x
, Lp
)
Ωe
− 1
Je
[
Lp
[
Fui − Fi(Uδe )
]]xRe
xLe
(2.7.11)
avec Je =
1
2
(xRe − xLe ).
Un schéma d’Adams-Bashforth d’ordre 2 avec un pas de temps ∆t est ensuite utilisé pour discrétiser par
rapport au temps :
(Ûpi,e)
n+1 = (Ûpi,e)
n +
3∆t
2
F((Uδe )n)−
∆t
2
F((Uδe )n−1),
p = {0, ..., P}
i = {1, 2}
e = {1, ..., Ncells}
(2.7.12)
Les intégrales
(
∂Fi
∂x
, Lp
)
Ωe
sont calculées en projetant la solution Uδe (χe(ξ), t) sur chaque élément et en
utilisant une quadrature de Gauss d’ordre q. Le calcul du flux upwind Fu est détaillé dans le paragraphe
suivant.
La stabilité du schéma repose sur la condition CFL suivante :
∆t
λmax
∆xmin
≤ 1 (2.7.13)
où λmax est la valeur propre correspondante à la vitesse d’onde la plus rapide du système à l’instant initial
et ∆xmin est la distance minimale entre deux points de quadrature du domaine. Un pas de temps variable,
dépendant de chaque instant, peut être aussi considéré en calculant la valeur de λ à chaque instant.
2.7.2 Calcul du flux upwind
Le flux au niveau des interfaces entre deux éléments Ωe et Ωe+1 est calculé en résolvant un problème de
Riemann à l’aide des fonctions caractéristiques arrivant sur les deux côtés de part et d’autre de l’interface.
Etant donnée une fonction f continue sur chaque élément Ωe et Ωe+1 mais éventuellement discontinue au
bord x de l’élément considéré, cette fonction aura donc deux valeurs : une sur le point final de l’élément à
gauche de l’interface xre et l’autre sur le point initial de l’élément à droite de l’interface xle+1. Les limites à
gauche et à droite de f sont notés fl = f |Ωe(xre) et fr = f |Ωe+1(xle+1).
Figure 2.11 – Deux états «upwind» (Aul , u
u
l ) et (A
u
r , u
u
r ) provenant de la discontinuité de deux états de
références Ul = (Al, ul) et Ur = (Ar, ur).
Sur chaque interface, au temps t, il y a deux états constants Ul = (Al, ul) et Ur = (Ar, ur) avec leur valeurs
associées de β et A0. Une discontinuité dans l’information propagée à travers les fonctions caractéristiques au
niveau de l’interface apparaît s’il y a une discontinuité dans β et A0 à ce niveau.
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Les fonctions caractéristiques prennent alors au point x = xle = xre+1 de l’interface la forme suivante :
W1 = (ul − u0) + 4
√
βl
2ρ
(A
1/4
l −A1/4l0 )
W2 = (ur − u0)− 4
√
βr
2ρ
(A1/4r −A1/4r0 )
(2.7.14)
Dans ce cas, au temps t + ∆t deux états «upwind» (Aul , u
u
l ) et (A
u
r , u
u
r ) seront générés sur chaque côté de
l’interface (figure 2.11). La détermination de ces quatre états nécessite quatre équations dont deux reposent
sur l’information fournie par les caractéristiques arrivant à l’interface, provenant des deux états constants au
temps t. Cette information est donnée par l’onde directe dans l’élément de gauche et par l’onde rétrograde
dans l’élément de droite. En supposant un écoulement non visqueux entre les deux états initiaux, la variation
de la variable caractéristique en fonction du temps est donc constante : dWdt = 0 entre chaque état initial et
son état «upwind» correspondant, ce qui donne :
W1(Al, ul) = W1(A
u
l , u
u
l ) (2.7.15)
W2(Ar, ur) = W2(A
u
r , u
u
r ) (2.7.16)
La conservation de la masse et de la pression totale à travers l’interface permettent de clôturer le système :
Q = ulAl = urAr (2.7.17)
ρ
(uul )
2
2
+ P (Aul ) = ρ
(uur )
2
2
+ P (Aur ) (2.7.18)
où P est exprimé selon la relation de pression déjà définie dans (2.4.6).
La méthode itérative de Newton-Raphson est utilisée pour résoudre le système formé par les équations
(2.7.15) à (2.7.18) et ainsi calculer les valeurs de (Aul , u
u
l ) et (A
u
r , u
u
r ).
Le flux upwind sur chaque côté de l’interface est ensuite calculé de la manière suivante :
Ful = F (A
u
l , u
u
l )
Fur = F (A
u
r , u
u
r )
Si β et A0 ont la même valeur sur les deux côtés de l’interface, le calcul du flux upwind peut être réalisé
de manière explicite. En effet, à ce niveau
dW
dt
= 0 et les variables caractéristiques sont invariantes :
W1(Al, ul) = W1(A
u
r , u
u
r )
W2(Ar, ur) = W2(A
u
l , u
u
l )
Ces équations combinées avec (2.7.15) et (2.7.16) entraîne le même état actualisé (Au, uu) sur les deux côtés
de l’interface :
Aul = A
u
r et uul = u
u
r
La combinaison des deux équations (2.7.15) et (2.7.16) donne ensuite :
Au =
[
W1(Al, ul)−W2(Ar, ur)
8
√
2ρ
β
+A
1
4
0
]4
uu =
W1(Al, ul) +W2(Ar, ur)
2
(2.7.19)
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puis
Au =
(
ul − ur
8
√
2ρ
β
+
A
1/4
l +A
1/4
r
2
)4
(2.7.20)
uu =
ul + ur
2
+ 2
√
β
2ρ
(A
1/4
l −A1/4r ) (2.7.21)
La méthode précédente sera aussi utilisée pour le calcul du flux Fu dans les régions élémentaires Ω1 et
ΩNcells du domaine artériel Ω ainsi que pour les conditions au bord proximal et distal. De même, le principe
précédent permet de déterminer les valeurs des inconnues aux bifurcations du réseau.
2.8 Les modèles 0D
Les modèles 0D sont utilisés pour simuler l’hémodynamique globale du système circulatoire dans sa totalité
à la manière d’un circuit électrique [24,28,33,34]. Dans cette analogie, le débit sanguin dans le système circu-
latoire est similaire à la conduction électrique et la pression artérielle est équivalente à la tension électrique.
En général un modèle 0D se ramène à l’étude d’un système linéaire d’équations différentielles ordinaires
de la forme :
dy
dt
= Ay + b(y, t) (2.8.1)
où y ∈ Rm est le vecteur des inconnues, A ∈ Rm×m est la matrice de paramètres et b ∈ Rm est un terme source.
La détermination de ce système se déduit d’une intégration spatiale du système 1D étudié précédemment et
est décrite ci-dessous.
2.8.1 Dérivation du modèle 0D
Un modèle 0D est obtenu en intégrant par rapport à z ∈ [0, L] le système 1D étudié précédemment,
linéarisé autour de l’état au repos (A,Q) = (A0, 0). En considérant β et A0 constants le long de l’axe z du
domaine artériel de longueur L, le système linéaire 1D ainsi obtenu, s’écrit :
C1D
∂p
∂t
+
∂q
∂z
= 0,
L1D
∂q
∂t
+
∂p
∂z
= −R1Dq,
(2.8.2)
avec p =
A
C1D
et q = Au. Les paramètres R1D, C1D et L1D sont respectivement égaux à :
R1D =
2(γ + 2)piµ
A20
où γ est la constante reliée au profil de la vitesse,
L1D =
ρ
A0
, et C1D =
A0
ρc20
(2.8.3)
Ils représentent respectivement la résistance visqueuse du flux sanguin, l’inertie du sang et la compliance de
la paroi, par unité de longueur du vaisseau.
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Figure 2.12 – Un domaine artériel 1D discrétisé par un nombre fini de systèmes 0D (figure issue de [24]).
En notant :
p̂(t) =
1
L
∫ L
0
p dx, q̂(t) =
1
L
∫ L
0
q dx
on obtient après intégration de (2.8.2) sur [0, L], le système :
C0D
dp̂
dt
+ qout − qin = 0,
L0D
dq̂
dt
+R0D q̂ + pout − pin = 0,
(2.8.4)
où qin(t) = q(0, t) et pin(t) = p(0, t) sont le débit et la pression à l’entrée du domaine respectivement alors
que qout(t) = q(L, t) et pout(t) = p(L, t) sont le débit et la pression à la sortie du domaine respectivement
tandis que R0D = R1DL, L0D = L1DL et C0D = C1DL.
Finalement si p̂ = pin et q̂ = qout 4, le système devient :
C0D
dpin
dt
+ qout − qin = 0,
L0D
dqout
dt
+R0D qout + pout − pin = 0,
(2.8.5)
Les équations du système (2.8.5) sont analogues à celles des lignes de transmission éléctrique où R0D joue le
rôle d’une résistance électrique, L0D d’une inductance, et C0D d’une capacité (voir figure 2.12). Le débit dans
ce cas joue le rôle du courant alors que la pression sanguine joue le rôle du potentiel électrique. A noter que
ce système peut être écrit sous la forme générale(2.8.1), pin et qout étant ses deux inconnues, avec :
y =
 pin
qout
, A =
 0 − 1C0D
1
L0D
−R0DL0D
, b =
 qinCOD
−poutL0D

Ainsi le modèle artériel 1D linéarisé gouverné par les équations (2.8.2) peut être discrétisé par rapport à
l’espace selon un nombre fini de N systèmes 0D décrits par (2.8.5) avec un pas d’espace ∆z = LN .
Plusieurs types de modèle 0D existent ainsi dans la littérature (voir figure 2.13) : R, RCR, LR, RCLR,
etc. Dans cette thèse nous avons choisi pour l’étude sur l’aorte le modèle RCR comme étant le plus réaliste. Ce
modèle a été utilisé par plusieurs chercheurs [24,27,119,129]. Par contre pour le modèle du réseau artériel du
membre inférieur nous avons choisi pour des raisons de simplicité et afin de réduire les paramètres du modèle
en vue de l’application du processus d’optimisation, le modèle R qui lui aussi reflète bien les conditions de
réflexions aux extrémités artérielles [118,127,131].
4. sous des conditions physiologiques, les ondes de pouls sont plus rapides que la vitesse du sang.
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Figure 2.13 – Différents modèles 0D (figure issue de [24]).
Le modèle RCR, noté aussi R1CR2, est un couplage entre un modèle à résistance R1 et un modèle R2C
où la résistance R1 a pour objet d’éliminer les oscillations non-physiologiques dues aux ondes réfléchies [24].
Dans ce cas, on a d’une part pour le modèle R1 :
qin =
pin − pC
R1
(2.8.6)
pC étant la pression à travers C (voir figure 2.13).
D’autre part, pour le modèle R2C : 
C
dpC
dt
+ qout − qin = 0,
R2 qout + pout − pC = 0,
(2.8.7)
2.8.2 Couplage des modèles 0-D/1-D
Un modèle 0D est en général utilisé en aval d’un modèle 1D afin d’assurer un bon comportement de
ce dernier. Numériquement les conditions de couplage sont prescrites à travers la solution du problème de
Riemann au niveau de l’interface 1D/0D (figure 2.14), exactement à la manière du calcul du flux upwind dans
la discrétisation DG vue précédemment (sous section 2.7.2). On présente ici le cas du couplage d’un modèle
1D avec un modèle 0D de type RCR qui sera utilisé ultérieurement dans le cas de la simulation de l’artère
aorte.
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Figure 2.14 – Couplage d’un modèle 1D et d’un modèle 0D (figure prise de [24]).
Les termes AL et uL de la figure 2.14 représentent respectivement la section et la vitesse du point situé à
l’extrémité du domaine 1-D alors que le couple (AR, uR) représente un état virtuel de section et de vitesse à
l’entrée du modèle 0D. Au temps t+ ∆t, ∆t étant le pas de temps, un état intermédiaire (A∗, u∗) provenant
des couples (AL, uL) et (AR, uR) est calculé. On choisit alors pour entrée du modèle 0D :
qin = A
∗u∗, pin = β(
√
A∗ −
√
A0),
Le couple (A∗, u∗) est calculé en supposant que les variables caractéristiques sortantes sont constants le long
des lignes caractéristiques :
W1(A
∗, u∗) = W1(AL, uL), (2.8.8)
W2(A
∗, u∗) = W2(AR, uR), (2.8.9)
La condition au bord du modèle 1D peut être imposée soit sur la section à droite en supposant que uR = uL
et dans ce cas :
AR = [2(A
∗)1/4 − (AL)1/4]4 (2.8.10)
soit sur la vitesse à droite en supposant que AR = AL et dans ce cas :
uR = 2u
∗ − uL. (2.8.11)
Après calculs, l’équation non linéaire en A∗ obtenue est de la forme :
R1 (uL + 4 c(AL))A
∗ − 4 R1 c(A∗) A∗ − β
(√
A∗ −
√
A0
)
+ pout − p0 = 0 (2.8.12)
En prenant comme condition initiale A∗ = AL, le système ainsi obtenu est résolu numériquement à travers la
méthode de Newton-Raphson.
Le système CR2 est ensuite gouverné par le système (2.8.7) avec qin = A∗u∗ et pout = cste. Une discré-
tisation du premier ordre en temps appliquée à ce système, permettant de calculer (pC)n, est de la forme :
C
(pC)
n − (pC)n−1
∆t
+ (qout)
n −A∗u∗ = 0
R2(qout)
n + pout − (pC)n = 0
(2.8.13)
avec :
(pC)
n−1 = 0, (qout)n−1 = 0 pour n = 1 (2.8.14)
ce qui donne :
pnC = p
n−1
c +
∆t
C
(qn−1in − qn−1out ) (2.8.15)
Avec qn−1in = (A
∗)n−1(u∗)n−1, et qn−1out =
pn−1C −pout
R2 .
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2.9 Exemples d’études numériques réalisées
La modélisation tridimensionnelle de l’écoulement sanguin dans les artères a été abordé par plusieurs
chercheurs [54, 55, 74, 109–116]. Ces modèles 3D, nécessitant une ressource computationnelle énorme, ont été
remplacés par des modèles simplifiés spécialement des modèles 1D et 0D comme ceux présentés dans ce
chapitre.
Plusieurs chercheurs ont adopté les modèles 1D pour modéliser l’écoulement sanguin dans les artères saines
ou affectées (par des sténoses 5) et ayant subie des chirurgies [5–10,90–95,117–132]. L’effet du rétrécissement
du vaisseau sanguin a été analysé par Brook et Pedly [128], Porental et al [119], Formaggia et al [19], Rooz
et al [118], Sherwin et al [5, 13] à travers le modèle 1D en imposant une section au repos non constante
comme condition initiale. Stergiopulos et al [10] ont modélisé l’écoulement sanguin, dans le réseau humain
formé de 55 artères, dans les conditions normales d’écoulement et dans le cas d’une sténose aortique. Les
études ont suggéré, à travers une comparaison avec les données expérimentales publiées, que le modèle est
capable de simuler l’écoulement dans les artères dans les deux cas de façon satisfaisante. Formaggia, Nobile
et Quarteroni [80] ont étudié l’effet d’une prothèse vasculaire ou l’implémentation d’un stent sur l’écoulement
sanguin.
Les modèles 1D sont ainsi des modèles performants et non couteûx capable de reproduire l’écoulement
sanguin dans le réseau artériel humain. Ils constituent également un outil pour :
- réduire considérablement les reflets parasites des ondes de pression en se servant de ces modèles comme
conditions aux limites pour les modèles artériels en 3D (Formaggia et al [19]).
- étudier le problème inverse et détecter les informations sur les propriétés artérielles et la rigidté de la
paroi (Dumas [90,91], Martin et al [135]).
Dans la plupart des travaux cités, la validation du modèle 1D, lorsqu’elle a été réalisée, a été faite avec des
données in vitro. En revanche, la validation des modèles 1D avec les données in vivo est dans la plupart des
études basée soit sur des modèles d’animaux [138], soit sur l’homme mais sur des réseaux artériels artificiels [32]
ou à partir d’observations cliniques [10,18,123,137] mais de manière qualitative.
Reymond et al [129] ont validé le modèle 1D sur un réseau de 55 artères systémiques. La pression et
le flux sanguins simulés dans les artères centrales ainsi que dans la majorité des artères cérébrales ont été
comparés qualitativement avec des mesures non invasives d’IRM pour le flux sanguin dans les larges artères,
d’échographie Doppler pour le flux dans les artères cérébrales, et de tonométrie pour la pression. Cependant,
la validation a été ainsi faite avec des paramètres non spécifiques à chaque sujet.
Alastruey [32] a appliqué le modèle 1D pour modéliser l’écoulement sanguin dans l’aorte et analyser la
vitesse de propagation de l’onde de pouls sur un réseau artificiel de 55 artères principales (figure 2.15) [136]. A
notre connaissance, les seuls travaux qui ont été faits pour valider le modèle 1D en personnalisant à un patient
donné la géométrie et le débit en entrée avec ses mesures IRM sont les travaux de Reymond et al [133] et de
Lucor et Bollache [83]. Reymond et al [133] ont developpé un modèle du réseau artériel systémique spécifique
à un patient et l’ont validé en comparant le débit et la pression simulés aux données mesurées en IRM et en
tonométrie d’aplanation respectivement sur un sujet sain. La géométrie des artères ainsi que le débit imposé
en entrée ont été personnalisés à partir des mesures IRM. Cependant, les résistances périphériques ainsi que
les paramètres de rigidité artérielles ont été optimisées de sorte que les simulations soient proches des mesures
expérimentales et les compliances périphériques ont été choisies de la littérature. Le modèle a été validé sur un
seul sujet ce qui n’est pas le cas dans [83], où le modèle 1D d’une artère simple, l’aorte descendante, a été validé
chez 7 patients sains. La géométrie de l’aorte descendante, son élasticité, les compliances et les résistances
périphériques pour chaque sujet ont été personnalisées. Les simulations obtenues ont, généralement, montré un
bon accord avec les données cliniques mesurées en IRM pour la vitesse et la section artérielle et de tonométrie
pour la pression. Cependant, la validation du modèle a été faite sur une artère simple sans bifurcation. En
outre, l’estimation des paramètres du modèle à partir des données cliniques n’était pas réalisée d’une manière
optimale, ce qui sera réalisé ici.
5. Une sténose est le rétrécissement pathologique, congénital ou acquis, du calibre d’un vaisseau sanguin.
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Figure 2.15 – Schéma du modèle expérimental (figure issue de [32]).
Résumé du chapitre
Dans ce chapitre, nous avons dérivé un modèle 1D à partir du modèle 3D régi par les équations de
Navier Stokes en introduisant des hypothèses simplificatrices appliquées sur la structure artérielle. Nous avons
également abordé deux approches pour discrétiser ce modèle simplifié : Taylor Galerkin et Galerkin discontinu
et nous avons enfin introduit les modèles 0D que nous avons couplés avec les modèles 1D précédents.
Afin de valider le modèle 1D nous allons, dans le chapitre suivant, l’appliquer sur deux géométries diffé-
rentes : l’aorte descendante et un réseau de 7 artères des membres inférieurs. La validation du modèle sera
alors effectuée à partir de mesures réalisées par IRM, tonométrie ou echo-tracking.

Chapitre 3
Première validation des modèles 1D à
partir de mesures in vivo
La validation de tout modèle mathématique d’écoulement artériel est rendue complexe par la difficulté de
mesurer les propriétés géométriques et élastiques des artères. On s’intéresse ici à la validation des modèles 1D
présentés précédemment à partir de mesures in vivo, alors que jusqu’à présent leur validation a souvent été
faite soit sur des cas in vitro soit sur des réseaux expérimentaux artificiels [32, 89].
Dans ce chapitre nous allons présenter, d’une part les résultats d’un modèle 1D de l’aorte descendante,
et d’autre part les résultats d’un modèle de réseau 1D des membres inférieurs. Les résultats obtenus avec ces
modèles seront comparés à des résultats issus d’examens non invasifs subis par des patients sains : un examen
d’IRM et une tonométrie d’aplanation pour l’aorte descendante et un examen d’echo-tracking pour le réseau
des membres inférieurs. Les paramètres numériques spécifiques à chaque patient nécessaires à l’utilisation des
modèles 1D seront ici choisis à partir de données de la littérature. Les deux schémas de discrétisation du
modèle 1D nommés respectivement DG et TG, seront également comparés pour une même situation.
3.1 Première validation du modèle 1D de l’aorte descendante
3.1.1 Les données expérimentales d’IRM et de tonométrie
Les données expérimentales utilisées pour le cas de l’aorte descendante sont issues de deux examens :
une IRM pour mesurer les vitesses de l’écoulement sanguin et récupérer les informations sur l’anatomie de
l’artère et une tonométrie d’aplanation permettant de mesurer la pression dans la carotide. Ces deux dispositifs
expérimentaux non invasifs ont déjà été présentés brièvement au chapitre 1 et sont décrits plus en détail ici.
3.1.1.1 Les acquisitions IRM
Une machine de marque ’General Electrics’ à 1.5 Tesla est utilisée pour fournir les données d’IRM aor-
tique anatomo-fonctionnelles encodées en vitesse. Le sujet étant en apnée, les données ont été acquises et
synchronisées à l’électrocardiogramme 1 afin que la durée d’acquisition soit compatible avec l’apnée et afin de
minimiser les erreurs d’offset dans les images de vitesse. Trois niveaux d’acquisitions sur l’aorte descendante
sont positionnés au centre de l’image acquise (donc loin des erreurs d’encodage de phase). Le premier plan
P est situé dans l’aorte descendante proximale après l’arche courbée, le troisième plan D juste au-dessus du
diaphragme et des bifurcations avec les artères rénales et le deuxième plan M est positionné entre les deux
(voir figure 3.1). Pendant les acquisitions IRM trois mesures de pressions artérielles ont été effectuées dans
l’artère brachiale avec un tensiomètre. Les mesures ont été effectuées pendant que le patient est allongé et par
conséquent l’effet de la gravité sur la pression est considéré négligeable.
1. L’éléctrocardiograme ou ECG est un dispositif capable d’enregistrer l’activité électrique qui traverse le cœur à travers des
électrodes cutanées positionnées sur différents points du corps.
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Figure 3.1 – Les trois niveaux d’acquisition axiale par IRM dans l’aorte descendante.
3.1.1.2 Les acquisitions de tonométrie d’aplanation
Avec une résolution temporelle de 2 ms, au moins dix cycles de pression consécutifs ont été acquis. Etant
donné que les conditions artérielles du sujet varient entre les examens d’IRM et de tonométrie, une remise
à l’échelle des mesures de tonométrie par rapport aux pressions brachiales moyenne et diastolique acquises
pendant les acquisitions d’IRM [86] a été faite pour le calcul des pressions carotidiennes.
D’un point de vue temporel, parmi les sept fréquences cardiaques différentes mesurées au niveau de la
carotide (figure 3.2), la valeur médiane de la durée du cycle cardiaque a été choisie. Une remise à l’échelle
par rapport à cette durée des autres courbes (vitesse, section et pression) a ensuite été effectuée avec un pas
temporel égal à 1 ms.
Figure 3.2 – Le site de mesure de la pression par tonométrie.
3.1.1.3 Résultats expérimentaux pour le patient T1
Nous sommes parti du travail effectué dans [83] où une étude du modèle 1D de l’aorte a été appliqué sur
sept patients sains. Nous avons choisi parmi les sept patients étudiés un sujet jeune, noté T1, de genre féminin
n’ayant aucune pathologie cardiovasculaire apparente, de 27 ans, de taille 173 cm, de surface corporelle 1.62
cm2 et de poids 52 kg.
La figure 3.3 illustre les données expérimentales de section et de vitesse mesurées par IRM au niveau des
plans P, M et D situés à une distance xM=0.04 cm et xD=0.122 cm du point P. Le troisième graphe de cette
figure représente la pression expérimentale mesurée au niveau de la carotide après mise à l’échelle.
3.1.2 Les paramètres du modèle 1D
Avant de présenter la simulation numérique réalisée pour le patient T1 à partir de ces données expérimen-
tales, il est nécessaire de choisir les paramètres numériques du modèle 1D représentant une section droite de
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Figure 3.3 – Patient T1 : sections et vitesses expérimentales mesurées par IRM au niveau des plans P, M et
D et pression temporelle mesurée en tonométrie au niveau de la carotide.
l’aorte descandante, qui seront utilisés ici. On renvoie au chapitre 2 pour les détails et les notations relatifs
aux paramètres des modèles 1D.
3.1.2.1 Les paramètres génériques
Pour tous les sujets, on peut fixer la densité du sang à ρ = 1050 kg.m−3 [88,129], la viscosité dynamique à
ν = 3.5 mPa s et la pression veineuse (c’est à dire la pression de sortie du système pout) à pv = 1333 Pa [24].
Par ailleurs, la longueur de l’aorte a été estimée à L = 30.4 cm à partir de 157 sujets sains (voir [87]).
3.1.2.2 Les paramètres spécifiques au patient T1
Certains paramètres numériques sont spécifiques à chaque patient et doivent par conséquent être per-
sonnalisés. Ces paramètres dépendent soit de la géométrie et des propriétés élastiques artérielles du patient
en cours d’étude, soit des conditions imposées au bord distal et proximal de l’artère du patient. Il s’agit en
l’occurrence des paramètres suivants :
- la section au repos A0 et la rigidité artérielle β de chaque patient. Comme nous travaillons avec des
patients sains, le paramètre de rigidité est supposé constant.
- le débit imposé en entrée, Qin.
- en sortie, la compliance artérielle périphérique C et les résistances R1 et R2 du modèle 0D de type
R1CR2 représentant le reste des vaisseaux du système circulatoire couplé à la sortie du modèle 1D.
Pour déterminer le paramètre de rigidité artérielle β, on se ramène à calculer le paramètre de vitesse de
propagation de l’onde de pouls, noté ici c0, en appliquant ensuite l’équation de Bramwell-Hill :
β= 2ρ
c20√
A0
(3.1.1)
Le paramètre c0 est calculé ici par la définition de la distensibilité vue précédemment et les données
expérimentales :
c0 =
√
A0
ρ
∂P
∂A
'
√
(Ad ∗ PP c)
ρ4A (3.1.2)
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avec 4A = As - Ad est la différence entre les sections systolique et diastolique mesurées en IRM dans
l’aorte descendante proximale et PP c est la pression pulsée carotidienne mesurée par tonométrie.
Pour déterminer la section au repos A0 de l’aorte, on utilise alors la relation de la pression (2.4.6) vue
dans le chapitre 2 et écrite dans son état diastolique (A = Ad estimée en IRM). On obtient en particulier
pour chaque section P, M et D :
A0 =
Ad
(1 + pbd/2ρc
2
0)
2
, (3.1.3)
où pbd = β(
√
Ad −
√
A0) est la pression brachiale diastolique mesurée à travers le brassard pendant l’IRM.
La section utilisée dans le modèle est alors la moyenne des sections au repos sur les trois niveaux de mesure
P, M et D.
Figure 3.4 – Débit imposé en entrée.
A l’entrée de l’aorte descendante, c’est à dire ici au niveau du plan P, un profil de débit expérimental
approché est modélisé de la façon suivante :
Qin(t) =

Qpeak sin
(
pit
TS
)
si t < TS
0 sinon
(3.1.4)
A chaque période, ce débit a la forme d’un demi-sinus en systole, de durée TS , ajusté au pic de débit Qpeak du
débit cardiaque et est supposé nul en diastole (figure 3.4). Cette vitesse nulle simule la fermeture de la valve
aortique à la diastole et implique que la condition au bord reflète complètement toute onde entrante réfléchie.
En imposant u=0 après TS , nous forçons la fonction caractéristique W2 à être égale alors à l’opposée de W1
dans ce cas. Par conséquent, le cœur agit comme un réflecteur total de cette partie du cycle.
Pour les conditions de sortie, du type RCR, la résistance totale Rt = R1 +R2 et la compliance totale Ct
sont estimées à travers les équations suivantes (déjà présentées au chapitre 1, 1.3) :
(Rt, Ct) = (
pbµ
Ve/T
,
Ve
PP b
) (3.1.5)
Ici, T et Ve désignent respectivement la durée du cycle cardiaque et du volume d’éjection systolique déterminés
à partir des courbes de débit d’IRM dans l’aorte descendante proximale tandis que PP b est la pression
pulsée brachiale mesurée avec le brassard pendant l’IRM. Le fait de calculer Rt permet ensuite de calculer
R2 = Rt −R1 où la valeur de R1 est déterminée avec la relation :
R1 =
ρc0
A0
(3.1.6)
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Paramètres génériques
Densité du sang ρ = 1050 kg.m−3
Viscosité du sang ν = 3.5 mPa.s
Longueur aortique L = 30.4 cm
Pression au repos Pext = 0 Pa
Pression veineuse pv = 1333 Pa
Profil de vitesse α = 1
Paramètres spécifiques
Section au repos A0 = 1.4 cm2
Vitesse d’onde de pouls c0 = 5.5 m/s
Résistance artérielle totale Rt = 1.89× 108 Pa.s.m−3
Compliance artérielle totale Ct = 9.75× 10−9 m3.Pa−1
Période du cycle cardiaque T = 799 ms
Période d’éjection TS = 267 ms
Pic de débit Qpeak = 182.75 ml/s
Table 3.1 – Paramètres utilisés pour le modèle 1D de l’aorte descendante du patient T1.
Le tableau 3.1 résume les paramètres génériques et spécifiques au patient T1 utilisés pour appliquer ici le
modèle 1D de l’aorte.
3.1.3 Résultats numériques pour le patient T1
Avec les paramètres numériques résumés dans le tableau 3.1, un modèle 1D de l’aorte du patient T1, couplé
à un modèle 0D de type RCR, est simulé et comparé avec les résultats expérimentaux présentés sur la figure
3.3.
La discrétisation du modèle 1D est réalisée avec la formulation de type DG (Galerkin discontinu) présentée
en détail dans le chapitre 2. L’aorte est décomposée ici enNcells = 15 cellules. Sur chacune d’elles, un polynôme
de degré 9 est utilisé avec Nq = 10 points de quadrature tandis que la simulation a été réalisée avec un pas
de temps ∆t = 31 ms.
Les variations temporelles de section et de vitesse simulées au niveau des trois plans de mesure P (qui
correspond aussi au plan d’entrée du modèle), M et D pendant 12 cycles cardiaques sont représentées sur la
figure 3.5. Ces deux figures montrent que les courbes simulées nécessitent à peu près 9 cycles cardiaques pour
qu’elles construisent leur forme périodique d’onde et se stabilisent, phénomène dû aux conditions imposées
au bord distal. Ainsi, pour la comparaison des courbes simulées aux données cliniques, nous avons considéré
le 10ième cycle cardiaque pour être assurés de la périodicité des courbes.
Nous avons représenté sur la figure 3.6 la comparaison entre les résultats numériques (simulés avec les
paramètres de départ et optimisés) et les données cliniques. Dans cette figure, la première ligne représente les
comparaisons des sections numériques aux sections expérimentales au niveau des plans d’acquisitions P, M
et D. La deuxième ligne, de cette fenêtre graphique, représente la comparaison des vitesses numériques aux
vitesses expérimentales aux mêmes niveaux. Finalement, la troisième ligne représente la comparaison de la
pression numérique à la pression expérimentale mesurée en tonométrie.
Les résultats numériques représentés sur ces figures montrent que le modèle 1D a bien reproduit les
formes des courbes de section, de vitesse et de pression. En revanche, nous pouvons constater que les courbes
numériques ne sont pas toutes bien ajustées aux courbes expérimentales. Cela est dû au fait que les paramètres
du modèle, comme par exemple le coefficient d’élasticité β, la compliance C ou la résistance totale Rt ont
été choisis à partir de formules qui ne reflètent que très grossièrement les phénomènes en jeu. L’importance
de choisir des paramètres optimaux par rapport aux mesures expérimentales est déjà particulièrement visible
sur cet exemple. Ce travail fera précisément l’objet du chapitre 4.
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Figure 3.5 – Patient T1 : sections et vitesses temporelles simulées pendant 12 cycles cardiaques.
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Figure 3.6 – Patient T1 : comparaison des sections, vitesses et pressions numériques et expérimentales.
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3.2 Première validation du modèle 1D du réseau des membres infé-
rieurs
3.2.1 Données expérimentales d’echo-tracking
Les données expérimentales utilisées pour valider le modèle des membres inférieurs sont issues d’un examen
d’echo-tracking permettant de déterminer les vitesses de l’écoulement sanguin dans les artères et la variation
de la surface artérielle au passage du sang au cours de plusieurs cycles cardiaques.
Figure 3.7 – Le réseau artériel des 7 artères des membres inférieurs.
Nous allons considérer ici un réseau formé par sept artères des membres inférieurs réprésenté sur la figure
3.7.
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Figure 3.8 – Données expérimentales de section et de vitesse mesurées par echo-tracking, patient P1.
A l’aide de l’instrument de mesure de type echo-tracking présenté au chapitre 1, des profils de vitesse et
de section ont été récupérés pour chaque patient en divers points du réseau.
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La figure 3.8 présente un exemple de différents relevés expérimentaux de section et/ou de vitesse, synchro-
nisés en temps à l’aide des mesures simultanées d’ECG et ramenés à la même période.
A noter que tous les profils de vitesse et de section de chaque artère du réseau ne sont pas disponibles.
En effet, les mesures cliniques peuvent parfois être bruitées, rendant les données inexploitables. De même,
certaines artères peuvent aussi avoir une section expérimentale exploitable et une vitesse expérimentale non
exploitable (ou vice versa). Ainsi, nous notons dans ce qui suit par I l’ensemble des indices des artères ayant
une section exploitable et par J l’ensemble des indices des artères ayant une vitesse exploitable.
Chaque donnée expérimentale possède une période différente Ti, i étant la ième artère exploitable. Pour
pouvoir comparer les résultats numériques et expérimentaux, nous avons mis à l’échelle toutes les périodes
expérimentales Ti à la période T1 de la première artère en entrée du réseau. Ainsi, toutes les mesures expéri-
mentales auront la même période T1.
Les simulations sur le modèle 1D des 7 artères ont été réalisées sur deux sujets sains, notés P1 et P2, afin
de confirmer l’importance de la prise en compte de paramètres ajustés à chaque patient.
3.2.2 Les paramètres du modèle 1D
3.2.2.1 Les paramètres génériques
Comme pour le cas de l’aorte, nous avons fixé la densité du sang à ρ = 1050 kg.m−3, la viscosité dynamique
à ν = 3.5 mPa.s et nous avons considéré comme valeurs des longueurs des 7 artères, des valeurs pouvant être
trouvées dans la littérature, par exemple dans le travail de Sherwin et al [85]. Ces valeurs sont résumées dans
le tableau 3.2.
Artère : Artère 1 Artère 2 Artère 3 Artère 4 Artère 5 Artère 6 Artère 7
L (cm) 14.4 44.3 15 5 10 32.1 34.3
Table 3.2 – Longueur des 7 artères du réseau des membres inférieurs.
3.2.2.2 Les paramètres spécifiques à chaque sujet
Les paramètres numériques qui dépendent de chaque patient sont ici :
- les sections au repos des 7 artères du réseau A0,i (i ∈ {1, ..., 7}),
- les 7 paramètres de rigidité artérielle β0,i, relié aux vitesses d’onde de pouls c0,i par l’équation de
Branwell-Hill (2.4.8),
- le profil de section en entrée,
- les valeurs des résistances aux 4 sorties du réseau.
Pour les artères ayant une section expérimentale exploitable, il est nécessaire de choisir pour valeur de A0 la
section mesurée à l’instant t = 0. En l’absence des données expérimentales de section, nous avons fixé pour
les autres artères une section au repos arbitraire, en veillant seulement à respecter la décroissance en section
le long du réseau artériel.
Les paramètres de rigidité étant difficiles à mesurer expérimentalement, ils ont été fixés arbitrairement ou
à partir de données de la littérature [85]. Ils seront estimés de manière optimale pour chaque patient dans le
chapitre 4.
A l’entrée du réseau, un profil temporel expérimental de section a été imposé. Pour chaque patient, il
correspond au profil mesuré par echo-tracking au niveau de l’artère située en entrée du réseau considéré,
en l’occurence l’illiaque externe. Nous avons choisi d’imposer une section expérimentale plutôt qu’un débit
sachant que les données cliniques de section sont en général de meilleure qualité que les données sur la vitesse
et le débit.
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Contrairement au modèle de l’aorte dont la sortie était modélisée par un modèle 0D de type RCR, les
sorties du réseau sont représentées ici par des modèles 0D de type résistance. Ces résistances sont pour l’instant
fixées arbitrairement et de manière identique pour tous les patients.
Nous allons à présent appliquer le modèle 1D des membres inférieurs en adaptant les paramètres numériques
à chacun des patients P1 et P2. A noter que les deux schémas de discrétisation DG et TG seront appliquées
sur le patient P1 et une comparaison entre les deux formulations sera faite.
3.2.3 Résultats numériques pour le patient P1
Les données cliniques exploitables acquises sur les artères du réseau de la figure 3.7 du patient P1 sont
des profils de section de la première, deuxième et quatrième artère, et des profils de vitesse de la première,
deuxième, quatrième et sixième artère :
- profils de section exploitables pour le patient P1 : t 7→ Ai(t), i ∈ I = {1, 2, 4},
- profils de vitesse exploitables pour le patient P1 : t 7→ uj(t), j ∈ J = {1, 2, 4, 6}.
Un premier jeu de paramètres spécifiques au patient P1 est donné dans le tableau 3.3. Dans la première
colonne du tableau, les valeurs en bleu représentent les sections au repos fixées à leurs valeurs cliniques
mesurées alors que celles en noir représentent des valeurs estimées en respectant la décroissance en section. La
deuxième colonne du tableau représente les vitesses d’onde de pouls obtenues en appliquant la relation 2.4.8
avec les paramètres de rigidité artérielle issus de la référence [85].
Patient P1
A0(cm
2) c0 (m/s)
A0,1 0.53 c0,1 7.20
A0,2 0.47 c0,2 9.15
A0,3 0.30 c0,3 8.32
A0,4 0.40 c0,4 9.50
A0,5 0.30 c0,5 9.95
A0,6 0.20 c0,6 11.12
A0,7 0.20 c0,7 14.03
Table 3.3 – Premier jeu de paramètres pour le patient P1.
A l’entrée du réseau, la section temporelle expérimentale mesurée par echo-tracking au niveau de l’illiaque
externe, représentée sur la figure 3.9, est imposée.
(a)
Figure 3.9 – Patient P1 : section temporelle de l’artère illiaque externe, mesurée par echo-tracking.
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Enfin, aux sorties du réseau, nous avons couplé le modèle 1D à un modèle 0D de type résistance avec
Rl = 0.65, l ∈ {3, 5, 6, 7}.
Les paramètres numériques ainsi définis, nous pouvons à présent simuler le modèle 1D du patient P1 en
utilisant les formulations DG et TG respectivement.
3.2.3.1 Résultats numériques avec la discrétisation DG
Le détail des paramètres numériques de discrétisation avec la formulation DG pour le patient P1 est donné
dans le tableau 3.4.
Nombre de cellules par artère Ncells = 7
Degré du polynôme de Legendre P = 5
Nombre de points de quadrature Nq = 8
Période d’un cycle cardiaque T = 832 ms
Pas de temps ∆t = 28 ms
Table 3.4 – Les paramètres numériques de discrétisation DG pour le patient P1.
Une comparaison entre le résultat numérique et les données expérimentales mesurées en echo-tracking
est représentée sur la figure 3.10. Sur la première ligne de cette fenêtre graphique nous avons représenté
une comparaison entre les résultats numériques et les données expérimentales de section de la deuxième et
quatrième artère. Sur la deuxième ligne, nous avons représenté la comparaison entre les résultats numériques
des vitesses de la première, deuxième, quatrième et sixième artère et les données cliniques de vitesse des
mêmes artères. Chacune de ces comparaisons est effectuée au centre de l’artère en question pour le modèle
numérique.
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Figure 3.10 – Patient P1, formulation DG : les variations temporelles numériques de section et de vitesse
comparées aux données cliniques.
Cette comparaison montre que le modèle 1D a pu reproduire, avec ce premier jeu de paramètres, la forme
des courbes expérimentales. Cependant, on observe pour la plupart des artères des différences importantes
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entre les courbes simulées et expérimentales. Comme pour le cas du modèle de l’aorte, le modèle 1D est ici
performant mais nécessite d’être appliqué avec des paramètres mieux ajustés selon chaque patient.
3.2.3.2 Résultats numétiques avec la discrétisation TG
Nous allons maintenant appliquer le même modèle mais cette fois en utilisant la formulation TG pour
discrétiser le modèle 1D des membres inférieurs du patient P1.
Les données expérimentales exploitables du sujet P1 sont toujours les mêmes ainsi que le jeu de paramètres
utilisé. Nous avons par ailleurs choisi un profil de vitesse d’écoulement complètement plat et avons donc
supposé que le terme de friction Kr est nul.
Le nombre de points de discrétisation selon la longueur de chaque artère est représenté dans le tableau
3.5. Chaque artère du réseau est simulée sur une période T = 0.83 s avec un pas de temps ∆t = 50 ms.
Artères A1 A2 A3 A4 A5 A6 A7
Ni 4 14 5 2 3 10 11
Table 3.5 – Les paramètres numériques de discrétisation TG pour le patient P1.
Une comparaison entre le résultat numérique et les données expérimentales mesurées en echo-tracking est
réprésentée sur la figure 3.11 avec les même conventions que sur la figure 3.10.
Figure 3.11 – Patient P1, formulation TG : les variations temporelles numériques de section et de vitesse
comparées aux données cliniques.
L’utilisation des deux formulations TG et DG conduit à des profils de section et de vitesse temporels très
proches. Pour valider définitivement cette conclusion, nous allons comparer les deux formulations avec un
autre jeu de paramètres afin d’observer également l’influence des paramètres du modèle sur ses résultats.
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3.2.3.3 Comparaison des discrétisations DG et TG pour le patient P1
Pour la comparaison entre les deux méthodes de discrétisation TG et DG nous avons utilisé pour le patient
P1 un deuxième jeu de paramètres de section et de rigidité artérielle présenté dans le tableau 3.6.
Patient P1
A0(cm
2) c0(m/s)
A0,1 0.53 c0,1 4.90
A0,2 0.47 c0,2 11.06
A0,3 0.56 c0,3 10.52
A0,4 0.40 c0,4 11.17
A0,5 0.38 c0,5 8.69
A0,6 0.28 c0,6 10.87
A0,7 0.21 c0,7 10.51
Table 3.6 – Second jeu de paramètres pour le patient P1.
Le reste des conditions est inchangé par rapport aux deux calculs précédents. En particulier, nous avons
considéré un profil complètement plat pour la vitesse d’écoulement dans les artères ce qui correspond à α = 1
pour la formulation DG etKr = 0 pour la formulation TG. Nous avons simulé avec un pas de temps numérique
∆t = 5× 10−4 s, les variations de section et de vitesse du réseau artériel étudié.
Les variations temporelles de section et de vitesse des artères Ωi, i ∈ {1, 2, 4, 6} obtenus en utilisant
les deux formulations TG et DG sont représentées dans la figure 3.12 sur la première et la deuxième ligne
respectivement. Les courbes en rouge correspondent à la vitesse et la section simulées avec la formulation DG
comparées aux courbes en cyan représentant les sections et vitesses simulées en utilisant la formulation TG.
Cette comparaison montre que les deux formulations reproduisent quasiment parfaitement les mêmes profils
temporels. En effet nous ne constatons une différence que dans la forme de la courbe de section de la première
artère au niveau du pic maximal où nous remarquons à ce niveau une petite oscillation avec la formulation
DG non produite avec la formulation TG.
Etant donné que la formulation DG s’avère moins coûteuse numériquement, nous choisirons par conséquent
de l’utiliser dans toutes les simulations que nous allons dorénavant effectuer. En effet, la simulation du réseau
des sept artères des membres inférieurs du patient P1 avec la formulation DG nécessite environ 58 s CPU sur
une station de travail alors que pour la formulation TG, le temps de calcul nécessaire pour la même simulation
est de 150 s environ. Nous allons également pour toutes les simulations qui suivent, développer la solution
sur chaque cellule selon des polynômes de Legendre de degré P = 3. Le fait de réduire le degré du polynôme
à P = 3 pour minimiser le temps de calcul sera justifié dans le chapitre 5 (sous section 5.2.1).
Cette nouvelle simulation du réseau artériel du patient P1 montre également l’influence importante sur les
résultats obtenus du choix du jeu paramètres du modèle 1D. Comme indiqué précédemment, ce point précis
fera l’objet du chapitre 4.
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Figure 3.12 – Section et vitesse temporelles avec formulation DG et TG.
3.2.4 Résultats numériques pour le patient P2
Le réseau artériel d’un deuxième patient, noté P2, est étudié ici avec une discrétisation suivant la formu-
lation DG.
Les données cliniques exploitables acquises sur les artères de ce patient sont des profils de section de la
première, deuxième et quatrième artère, et des profils de vitesse de la première, quatrième et sixième artère :
- profils de section exploitables pour le patient P2 : t 7→ Ai(t), i ∈ I = {1, 2, 4},
- profils de vitesse exploitables pour le patient P2 : t 7→ uj(t), j ∈ J = {1, 4, 6}.
Ainsi nous avons ici trois paramètres de section fixés par les données cliniques et quatre paramètres de section
choisis de manière à respecter la décroissance en section le long du réseau artériel et sept paramètres de rigidité
artérielle choisis dans la littérature. Le détail du jeu de paramètres utilisé est donné dans le tableau 3.7 .
Patient P2
A0dep (cm
2) c0dep (m/s)
A0,1 0.53 c0,1 7.19
A0,2 0.38 c0,2 8.67
A0,3 0.30 c0,3 8.32
A0,4 0.35 c0,4 9.15
A0,5 0.30 c0,5 9.95
A0,6 0.20 c0,6 11.12
A0,7 0.20 c0,7 14.03
Table 3.7 – Jeu de paramètres du patient P2.
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A l’entrée du réseau, nous avons imposé le profil de section expérimental du patient P2 mesuré par echo-
tracking au niveau de la première artère du réseau et représentée sur la figure 3.13.
Figure 3.13 – Patient P2 : section temporelle de l’artère illiaque externe, mesurée par echo-tracking.
A la sortie, nous avons imposé des conditions de type résistance représentant le reste des vaisseaux sanguins
et dont la valeur est arbitrairement fixée à Ri = 0.65, i ∈ {3, 5, 6, 7}.
Chaque artère Ωi (i ∈ {1, ...7}) est décomposée en 7 cellules contenant chacune Nq = 5 points de quadra-
ture. Nous avons choisi de développer la solution selon un polynôme de Legendre de degré P = 3 sur chaque
élément. Enfin, la simulation est effectuée sur une période T = 0.73 s avec un pas de temps ∆t = 21 ms.
La comparaison entre le résultat numérique et les données expérimentales mesurées par echo-tracking
est représentée sur la figure 3.14. Cette comparaison nous permet de conclure à nouveau que le modèle 1D
reproduit correctement la forme qualitative des courbes expérimentales en partant de paramètres issus de la
littérature. Cependant, les profils numériques restent encore assez éloignés de certains profils expérimentaux.
Figure 3.14 – Patient P2 : sections et vitesses numériques et expérimentales
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Résumé du chapitre
Nous avons présenté dans ce chapitre, les résultats du modèle 1D, simple et numériquement peu couteux,
dans deux situations : d’une part l’artère aorte descendante et d’autre part un réseau de sept artères des
membres inférieurs et comparé ses résultats avec différents résultats expérimentaux issus de mesures in vivo
non invasives (IRM, tonométrie, echo-tracking).
Les paramètres de chaque modèle ont été choisis, soit à partir de données de la littérature, soit estimés
à partir des données expérimentales. Certains paramètres difficiles à mesurer expérimentalement, tels par
exemple les paramètres de rigidité artérielle et, nécessaire à l’application du modèle, ont ainsi été choisis dans
la littérature. Pour chaque modèle, nous avons comparé graphiquement les résultats numériques simulés aux
données cliniques. Pour discrétiser le problème hyperbolique associé au modèle 1D, nous avons comparé les
formulations DG et TG. Ceci nous a permis de conclure que les résultats correspondants sont très proches
mais que l’utilisation de la formulation DG est plus avantageuse en terme de temps de calcul.
En analysant les résultats numériques, nous avons constaté que le modèle 1D a pu reproduire correctement
la plupart des formes des données cliniques. Cependant, pour valider d’une manière plus précise le modèle par
rapport aux résultats expérimentaux, une estimation plus fiable des paramètres spécifiques à chaque patient
doit être entreprise. Ce point fait précisément l’objet du chapitre 4 qui suit.

Chapitre 4
Détermination des paramètres optimaux
des modèles 1D
La variabilité des données expérimentales pour chaque patient nous amène à traiter le problème d’une
manière plus adapté à chaque cas expérimental. En effet, les artères de chaque patient possèdent des caracté-
ristiques (longueur, section, rigidité) très différentes. Nous montrons par exemple sur la figure 4.1 différents
profils temporels de la section de l’artère iliaque mesurée par echo-tracking chez quatre patients différents. La
section au repos de cette artère, notée A0, varie ici de 0.3 à 0.6 cm2 selon le patient. Par ailleurs, certaines
données spécifiques au patient sont difficiles à mesurer expérimentalement telles par exemple les valeurs de
rigidité artérielle, notées βi (pour la ième artère). Le manque d’information sur ces données rend le résultat
numérique peu fiable en utilisant des paramètres issues de la littérature.
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Figure 4.1 – Profils temporels de section de l’artère illiaque mesurée par echo-tracking chez quatre patients
différents.
Dans ce chapitre nous allons améliorer par un procédé d’optimisation les paramètres numériques utilisés dans
le chapitre 3 dans le cas des modèles 1D de l’aorte descendante et des membres inférieurs, en résolvant le
problème inverse associé aux mesures expérimentales disponibles.
Etant donné la difficulté de déterminer le gradient de la fonction à minimiser, ainsi que la nécessité de
rechercher un optimum global, le choix de la méthode d’optimisation s’est porté vers la famille des méthodes
évolutionnaires [104], en l’occurrence ici la méthode CMA-ES, de type stratégie d’évolution avec paramètres
auto-adaptatifs [105]. Une présentation détaillée de celle-ci est proposée en annexe A.
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4.1 Le cas du modèle 1D de l’aorte descendante
4.1.1 Les paramètres à déterminer
Les 4 paramètres spécifiques à la simulation numérique présentée au chapitre 3 relative à l’aorte descen-
dante, sont les suivants :
- la section au repos de l’aorte descendante A0 (supposée indépendante de z),
- Le paramètre de rigidité β0 de l’aorte descendante, relié à la vitesse de l’onde de pouls c0 à travers
l’équation de Branwell-Hill (2.4.8).
- la résistance totale Rt = R1 +R2 et la compliance Ct du modèle 0D de type RCR utilisé.
4.1.2 La fonction erreur à minimiser
On définit une fonction X 7→ Err(X), de paramètres X = (A0, c0, Rt, Ct), qui mesure l’erreur entre d’une
part, les courbes simulées avec le modèle 1D de paramètres X et les données expérimentales de vitesse et de
section acquises en IRM au niveau des points P, M et D (voir chapitre 3), et d’autre part la courbe simulée
de pression et la pression expérimentale mesurée par tonométrie d’aplanation. L’erreur, de type moindres
carrés, est calculée pour le 10ème cycle cardiaque où le modèle numérique est supposé avoir atteint un état
périodique.
Plus précisément, soient ErrA et ErrV les moyennes des erreurs relatives sur les trois sites de mesures P,
M et D de la section et de la vitesse respectivement et soit Errpr l’erreur relative entre la pression mesurée
dans la carotide et la pression simulée sur le site proximal, définies respectivement comme suit :

ErrA(X) =
‖ AP −A(IRM_P ) ‖2
‖ A(IRM_P ) ‖2 +
‖ AM −A(IRM_M) ‖2
‖ A(IRM_M) ‖2 +
‖ AD −A(IRM_D) ‖2
‖ A(IRM_D) ‖2 ,
ErrV (X) =
‖ VP − V(IRM_P ) ‖2
‖ V(IRM_P ) ‖2 +
‖ VM − V(IRM_M) ‖2
‖ V(IRM_M) ‖2 +
‖ VD − V(IRM_D) ‖2
‖ V(IRM_D) ‖2 ,
Errpr(X) =
‖ PrP − Prtono ‖2
‖ Prtono ‖2 .
(4.1.1)
La fonction erreur à minimiser s’écrit alors :
Err(X) =
ErrA(X) + ErrV (X) + Errpr(X)
3
(4.1.2)
4.1.3 Résultats pour le patient T1
Pour le patient T1, nous sommes partis des paramètres utilisés lors du chapitre 3 avant d’appliquer le
processus d’optimisation. Ainsi, le vecteur des paramètres de départ est formé des 4 paramètres suivants :
Xdep =
(
A0dep , c0dep , Rtdep , Ctdep
)
(4.1.3)
avec A0dep = 1.4 cm2, c0dep = 5.5 m/s, Rtdep = 1.89× 108 Pa.s.m−3 et Ctdep = 9.75× 10−9 m3.Pa−1.
Le code d’optimisation évolutionnaire CMA-ES a été utilisé sur ce cas avec 4 parents et 8 enfants par géné-
ration, un nombre maximal d’évaluations de 1200 et un écart type initial de 0.1 pour des données renormalisées
sur [0, 1]. Le temps de calcul de la procédure d’optimisation est alors de l’ordre de 7 heures environ.
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Figure 4.2 – Décroissance de la fonction erreur par rapport au nombre d’évaluations pour le patient T1.
La figure 4.2 montre que la convergence de la fonction erreur est bien située avant les 1200 évaluations
effectuées. On observe également que le modèle 1D appliqué avec les paramètres de départ produit une erreur
de 0.2 alors que cette erreur est d’environ 0.13 avec les paramètres optimaux obtenus.
Le tableau 4.1 récapitule les paramètres de départ du modèle 1D et les paramètres optimisés.
Patient T1
Paramètres de départ
Section au repos A0dep = 1.4 cm2
Vitesse d’onde de pouls c0dep = 5.5 m/s
Résistance artérielle totale Rtdep = 1.89× 108 Pa.s.m−3
Compliance artérielle totale Ctdep = 9.75× 10−9 m3.Pa−1
Paramètres optimisés
Section au repos A0 = 1.14 cm2
Vitesse d’onde de pouls c0 = 4.26 m/s
Résistance artérielle totale Rt = 2.46× 108 Pa.s.m−3
Compliance artérielle totale Ct = 6.82× 10−9 m3.Pa−1
Table 4.1 – Paramètres de départ et paramètres optimisés pour le patient T1.
La figure 4.3 présente ensuite les courbes simulées (de section, vitesse et pression) avec les paramètres avant
et après optimisation comparés aux courbes expérimentales. Globalement, les figures montrent un bon accord
sauf pour la première artère où une sous-estimation de la section au premier plan de mesure est à noter. Ceci
est principalement dû au fait que le modèle considère que la section au repos de l’aorte est constante le long de
l’artère alors qu’on peut facilement remarquer à partir des mesures expérimentales que l’aorte descendante a
plutôt une forme conique. Hormis ce problème, on observe que les courbes numériques captent bien à présent
les pics maximaux et minimaux des courbes expérimentales. On remarque également une forte amélioration
dans les courbes simulées après avoir optimisé les paramètres du modèle. La forme de la courbe de pression
simulée est à présent beaucoup plus physiologique et correspond bien à la courbe de pression expérimentale.
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Figure 4.3 – Patient T1 : variations temporelles de section, de vitesse et de pression numériques aux niveaux
P, M et D, avec les paramètres de départ et optimaux, comparées aux données cliniques aux mêmes points.
En conclusion de ce premier calcul, l’estimation des paramètres optimaux pour le modèle de l’aorte nous
a permis de bien reproduire la forme des courbes expérimentales. Par ailleurs, les paramètres estimés à
travers le processus d’optimisation paraissent réalistes. Par exemple, la valeur de la section au repos de l’aorte
descendante optimisée reste dans les mêmes ordres de grandeur physiologiques établis chez plusieurs sujets
sains [106] tout comme la rigidité artérielle optimisée (ou de manière équivalente la VOP). Enfin, les valeurs
des paramètres de résistance et de compliance totales sont similaires aux valeurs estimées par Mitchell et
al [107] chez des patients sains.
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4.2 Le cas du modèle 1D des membres inférieurs
4.2.1 Les paramètres à déterminer
Les paramètres spécifiques à déterminer intervenant dans le modèle 1D des membres inférieurs utilisés lors
du chapitre 3, sont :
- les sections au repos A0,i des artères du réseau n’ayant pas une section mesurée expérimentalement,
- les 7 paramètres de rigidité artérielle β0,i ou de manière équivalente les 7 vitesses d’onde de pouls c0,i
(reliés entre eux par l’équation de Branwell-Hill (2.4.8)).
Quatre paramètres supplémentaires peuvent être inclus dans cette liste, en l’occurence les 4 paramètres
de résistance en sortie Rl (l ∈ {3, 5, 6, 7}). Même s’ils ne sont pas du même type que les précédents, leur effet
sera mis en évidence dans les paragraphes qui suivent. Dans un premier temps, leur valeur sera fixée à 0.65
comme dans le chapitre 3.
4.2.2 La fonction erreur à minimiser
On définit une fonction erreur X 7→ Err(X) qui compare quantitativement les courbes obtenues avec le
modèle 1D des membres inférieurs (avec le jeu de paramètres X) aux données cliniques mesurées par echo-
tracking. A noter que les comparaisons s’effectuent au niveau des plans médians de chaque artère du réseau.
Contrairement au cas précédent de l’aorte, étant donné qu’aucune donnée expérimentale de pression n’est
disponible, cette grandeur n’est pas considérée dans la fonction erreur. La fonction erreur choisie consiste
donc à moyenner les erreurs sur les profils de section notées ErrA et les erreurs sur les profils de vitesse notées
ErrV des artères ayant des données exploitables. Ainsi, l’expression de la fonction à minimiser est donnée
par :
Err(X) =
ErrA(X) + ErrV (X)
2
avec respectivement :
• ErrA(X)=
∑
i∈I
‖Anumi −Aexpi‖2
‖Aexpi −A0,i‖2
où
- I est l’ensemble des indices des artères ayant une section expérimentable exploitable (en dehors de
la première artère dont le profil de section est pris comme condition initiale du calcul),
- Anumi est la section numérique simulée au milieu de la ième artère,
- Aexpi la section expérimenatale de la ième artère mesurée par echo-tracking,
- A0,i la section au repos de la ième artère mesurée par echo-tracking.
• ErrV (X) =
∑
j∈J
(
|t1j − t2j |+ |
V nummaxj − V expmaxj
V expmaxj
|+ |t3j − t4j| + |
V numminj − V expminj
V expminj
|
)
où
- J est l’indice des artères ayant une vitesse expérimentable exploitable.
- t1j et V expminj sont respectivement l’instant du cycle et la vitesse correspondant au pic minimal
du profil de vitesse expérimentale de la jème artère,
- t2j et V numminj sont respectivement l’instant du cycle et la vitesse correspondant au pic minimal
du profil de vitesse numérique de la jème artère,
- t3j et V expmaxj sont respectivement l’instant du cycle et la vitesse correspondant au pic maximal
du profil de vitesse expérimentale de la jème artère,
- t4j et V nummaxj sont respectivement l’instant du cycle et la vitesse correspondant au pic maximal
du profil de vitesse numérique de la jème artère.
L’erreur sur les vitesses consiste ainsi à capter les pics maximaux et minimaux des profils numériques et à les
rapprocher des pics correspondant des profils expérimentaux.
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4.2.3 Résultats pour le patient P1
Etant donné que pour le patient P1 les mesures d’echo-tracking disponibles sont quatre profils de vitesse
(de la première, deuxième, quatrième et sixième artère) et trois profils de section (de la première, deuxième
et quatrième artère), les paramètres à optimiser sont donc :
• les 4 paramètres de section au repos A0,i, i ∈ {3, 5, 6, 7},
• les 7 paramètres de vitesse d’onde de pouls c0,j , j ∈ {1 , .., 7}.
Nous allons par conséquent déterminer, à travers le processus d’optimisation, le vecteur des paramètres
X = (c0,1, ..., c0,7, A0,3, A0,5, A0,6, A0,7) minimisant la fonction erreur présentée ci-dessus.
Le code d’optimisation évolutionnaire CMA-ES a été utilisé sur ce cas avec 6 parents et 12 enfants par
génération, un nombre maximal d’évaluations de 1500 et un écart type intial de 0.1 en partant des données
renormalisées sur [0, 1] utilisées dans le chapitre 3 (tableau 3.3).
Figure 4.4 – Variation de la fonction erreur selon le nombre d’évaluations pour le patient P1 pour 10
exécutions de CMA-ES.
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Figure 4.5 – Patient P1 : Les paramètres optimaux A0,i (i ∈ {3, 5, 6, 7}) obtenus après 10 exécutions de
CMA-ES
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Figure 4.6 – Patient P1 : Les paramètres optimaux c0,j (j ∈ {1, ..., 7}) obtenus après 10 exécutions de
CMA-ES.
Dix exécutions du processus d’optimisation CMA-ES, de nature stochastique, ont été effectuées dans le
but de vérifier la robustesse de la solution trouvée. Les 10 résultats obtenus sont consignés sur les figures 4.4
(décroissance de la fonction erreur), 4.5 (paramètres de section obtenus) et 4.6 (paramètres de VOP obtenus).
A noter que les bornes minimales et maximales apparaissant pour chaque paramètre sont des bornes ayant
été imposées pour des raisons de vraisemblance physique mais aussi de stabilité numérique dans l’application
du modèle 1D.
Les paramètres moyens obtenus après ces 10 exécutions de CMA-ES sont présentés dans le tableau 4.2.
Dans ce même tableau, nous avons aussi présenté le rapport entre les écarts types obtenus et les valeurs
A0mean (cm2) c0mean (m/s) StdA0/A0mean Stdc0/c0mean
A0,1 0.53 c0,1 4.93 - 0.01
A0,2 0.47 c0,2 11.72 - 0.02
A0,3 0.35 c0,3 8.31 0.18 0.09
A0,4 0.40 c0,4 10.46 - 0.01
A0,5 0.37 c0,5 8.38 0.13 0.09
A0,6 0.27 c0,6 13.14 0.11 0.01
A0,7 0.27 c0,7 12.10 0.10 0.05
Table 4.2 – Patient P1 : paramètres moyens obtenus après 10 exécutions ainsi que leur écart type.
moyennes de ces paramètres. L’analyse de ces différents résultats montre en particulier une très bonne re-
productibilité pour les paramètres de VOP. En effet, La dipersion des paramètres (c0,j)j∈{1,...,7} par rapport
à leur valeur moyenne est de l’ordre de 9%. On peut également remarquer que les paramètres estimés sont
physiologiquement réalistes dans le sens où les artères périphériques sont connues pour avoir une VOP plus
grande que les plus grandes artères.
La figure 4.7 présente la comparaison entre les courbes simulées par le modèle 1D avec les paramètres
avant et après optimisation (tableau 4.2) et les courbes expérimentales. La première ligne de la figure montre
la comparaison sur les sections des deuxième et quatrième artères (en dehors de la première artère 1) alors
que la deuxième ligne représente la comparaison sur les vitesses des première, deuxième, quatrième et sixème
artères.
1. La courbe de section simulée n’est pas représentée grahiquement étant donné que le profil de section est pris comme
condition initiale du calcul.
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Globalement, les figures montrent à présent un très bon accord entre les courbes simulées et cliniques. Le
gain apporté par l’optimisation est en effet particulièrement visible sur la 4.7. De manière plus quantitative,
l’optimisation des paramètres a réduit grandement l’erreur totale entre le résultat numérique et les données
cliniques. En effet, le modèle 1D appliqué avec les paramètres de départ produit une erreur de l’ordre de 9
alors que cette erreur est environ égale à 2 en utilisant les paramètres optimisés du tableau 4.2. A noter que
l’essentiel de cette erreur est concentré sur la partie relative aux vitesses.
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Figure 4.7 – Profils temporels de section (1ère ligne) et de vitesse (2ème ligne) avec les paramètres optimaux,
comparés aux données cliniques pour le patient P1.
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4.2.4 Résultat pour le patient P2
Les mesures d’echo-tracking disponibles pour le patient P2 sont quasiment identiques à celles du patient
P1, à savoir trois profils de vitesse (première, quatrième et sixième artère) et trois profils de section (première,
deuxième et quatrième artère). Les paramètres à optimiser sont donc à nouveau :
- 4 paramètres de section au repos A0,i (i ∈ {3, 5, 6, 7}),
- 7 paramètres de vitesse d’onde de pouls c0,j (j ∈ {1 , .., 7}).
La fonction erreur à minimiser présentée pour le patient P1, est inchangée ici, hormis le fait que la deuxième
artère ne comprend pas de données en vitesse. Dix exécutions de CMA-ES ont également été réalisées ici en
partant des paramètres utilisés lors du chapitre 3.
Comme précédemment, les résultats sont illustrés par les figures 4.8 et 4.9 représentant les valeurs des pa-
ramètres obtenus au terme des 10 exécutions indépendantes. Les conclusions sont identiques à celles observées
pour le patient P1, à savoir que la reproductibilité des résultats de VOP est très bonne et supérieure à celle
des résultats de section. Ce point est particulièrement encourageant étant donné que les valeurs de VOP sont
considérées comme des indicateurs fiables de risque cardiovasculaire (voir chapitre 1).
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Figure 4.8 – Patient P2 : Les paramètres optimaux A0,i (i ∈ {3, 5, 6, 7}) obtenus après 10 exécutions de
CMA-ES.
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Figure 4.9 – Patient P2 : Les paramètres optimaux c0,j (j ∈ {1, ..., 7}) obtenus après 10 exécutions de
CMA-ES.
Les paramètres moyens obtenus au terme des 10 exécutions ainsi que leur écart type renormalisé sont
présentés dans le tableau 4.3. On peut en particulier observer qu’ils diffèrent parfois grandement des paramètres
obtenus pour le patient P1, ce qui montre à ce stade l’importance d’une approche ’patient-spécifique’ de la
simulation numérique. On présente à la figure 4.10 la comparaison graphique entre les courbes simulées et les
courbes expérimentales. La première ligne de la figure montre la comparaison sur les sections des deuxième
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A0mean (cm2) c0mean (m/s) StdA0/A0mean Stdc0/c0mean
A0,1 0.53 c0,1 7.19 - 0.02
A0,2 0.38 c0,2 13.58 - 0.03
A0,3 0.32 c0,3 8.08 0.13 0.06
A0,4 0.35 c0,4 9.27 - 0.03
A0,5 0.21 c0,5 13.88 0.15 0.05
A0,6 0.23 c0,6 12.61 0.12 0.09
A0,7 0.22 c0,7 16.27 0.19 0.09
Table 4.3 – Patient P2 : paramètres moyens obtenus après 10 exécutions ainsi que leur écart type.
et quatrième artères alors que la deuxième ligne représente la comparaison sur les vitesses des première,
quatrième et sixème artères.
Cette figure montre à nouveau un bon accord entre les courbes simulées et cliniques, en particulier dans
les formes de profils obtenus mais aussi dans leur ordre de variation.
De manière plus quantitative, l’optimisation des paramètres du modèle a réduit ici la fonction erreur entre
le résultat numérique et les données cliniques d’une valeur de 8 à une valeur de 2.
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Figure 4.10 – Variations temporelles de section (1ère ligne) et de vitesse (2ème ligne) avec les paramètres
optimaux, comparées aux données cliniques pour le patient P2.
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4.2.5 Quantité d’informations nécessaire
Le fait de ne pas avoir des données Afin d’étudier l’influence de la quantité d’information expérimentale
nécessaire, de nouveaux calculs sur le patient P1 ont été réalisés en réduisant artificiellement cette quantitié.
Trois nouvelles fonctions erreur ont ainsi été définies, consistant à supprimer certains termes dans la fonction
de départ :
1. la première fonction, nommée Err1, prend en compte les sections expérimentales des deuxième et qua-
trième artères et les vitesses expérimentales des première et sixème artères. Elle s’exprime ainsi :
Err1(X) =
∑
i1∈{2,4}
errAi1 +
∑
j1∈{1,6}
errV j1
2. la deuxième fonction, nommée Err2, prend en compte les sections expérimentales de la 2ème artère et
les vitesses des première et sixème artères. Elle est exprimée par :
Err2(X) =
∑
i2∈{2}
errAi2 +
∑
j2∈{1,6}
errV j2
3. la troisième fonction, notée Err3, ne considère que les données expérimentales de section sur les 2ème
et 4ème artères :
Err3 =
∑
i3∈{2,4}
errAi3.
On représente dans le tableaux 4.4 les paramètres optimaux de section au repos et de VOP obtenus
en utilisant les différentes formes de fonctions erreur : Err1, Err2 et Err3. La dernière colonne de chaque
tableau rappelle les paramètres optimaux obtenus précédemment avec la fonction Err, c’est à dire avec toute
l’information expérimentale disponible.
A0 Err1 Err2 Err3 Err
A0,3 0.36 0.24 0.26 0.35
A0,5 0.34 0.36 0.48 0.37
A0,6 0.30 0.26 0.27 0.27
A0,7 0.24 0.24 0.24 0.27
c0 Err1 Err2 Err3 Err
c0,1 4.92 5.33 5.78 4.93
c0,2 11.63 12.60 12.81 11.72
c0,3 8.13 8.28 11.10 8.31
c0,4 10.30 5.38 11.64 10.46
c0,5 7.00 8.39 6.55 8.38
c0,6 13.04 14.07 15.12 13.14
c0,7 11.94 16.64 13.85 12.10
Table 4.4 – Sections et vitesse d’onde de pouls au repos optimisées avec les fonctions erreur Err1, Err2,
Err3 et Err.
On représente également sur les figures 4.11, 4.12 et 4.13 les comparaisons entre les courbes simulées
obtenues en utilisant les fonctions erreur Err1, Err2 et Err3 et les données expérimentales, y compris pour
les artères ayant des données expérimentales non utilisées dans la fonction erreur considérée.
Il ressort de ces différentes représentations que :
• le résultat obtenu avec la fonction Err1 est peu différent de celui issu de la fonction Err. Sachant que
pour cette fonction, les résultats de vitesse sur les artères 2 et 4 ont été omis, cela signifie qu’il n’est
pas essentiel de posséder un grand nombre de profils de vitesse mais de posséder seulement des relevés
proches de l’entrée (ici la première artère) et de la sortie du réseau (ici la 6ème artère).
• le résultat obtenu avec la fonction Err2 est sensiblement différent du résultat obtenu avec la fonction
Err1 (et donc de la fonction Err), tant numériquement au niveau des paramètres obtenus que gra-
phiquement au niveau des profils, en particulier pour la 4ème artère. Cela indique qu’il est important
d’utiliser des profils de section qui ne soient pas seulement situés près de l’entrée du réseau (ici la 2ème
artère) mais aussi des profils plus internes (comme celui de la 4ème section).
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Figure 4.11 – Patient P1 : profils temporels de section et de vitesse comparés aux données expérimentales,
cas de la fonction Err1.
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Figure 4.12 – Patient P1 : profils temporels de section et de vitesse comparés aux données expérimentales,
cas de la fonction Err2.
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Figure 4.13 – Patient P1 : profils temporels de section et de vitesse comparés aux données expérimentales,
cas de la fonction Err3.
• le résultat obtenu avec la fonction Err4 est très différent par rapport aux autres résultats et les profils nu-
mériques obtenus en vitesse sont éloignés des profils expérimentaux. Cela indique qu’une reconstruction
du réseau à partir des seuls profils de section ne permet pas d’obtenir des résultats satisfaisants.
En conclusion, cette étude montre qu’il est nécessaire de posséder aux moins deux profils expérimentaux
de section mais aussi de vitesse, l’un proche de l’entrée du réseau et l’autre proche de la sortie de celui-ci,
pour pouvoir espérer reconstruire un réseau numérique réaliste expérimentalement.
4.2.6 Optimisation conjointe des résistances
Dans cette section, nous proposons d’estimer d’une manière optimale, outre les sections au repos et les
vitesses d’onde de pouls du modèle 1D des membres inférieurs du patient P1, les paramètres de résistance
imposés au extrémités distales du réseau, fixées jusqu’à présent à une valeur arbitraire de 0.65. Dans ce cas,
les paramètres à optimiser sont au nombre de 15 :
- les 4 sections au repos A0,i (i ∈ {3, 5, 6, 7}),
- les 7 paramètres de vitesse d’onde de pouls c0,j (j ∈ {1 , .., 7}),
- les 4 paramètres de résistance Rl (l ∈ {3, 5, 6, 7}).
La fonction erreur à minimiser est pour sa part inchangée et prend en compte l’ensemble des mesures
expérimentales de vitesse et de section (fonction Err). L’algorithme d’optimisation CMA-ES a été relancé
une dizaine de fois avec à chaque fois un nombre maximal de 2500 évaluations.
De même que précédemment, les figures 4.14, 4.15 et 4.16 illustrent respectivement les paramètres de
section au repos A0,i, de vitesse d’onde de pouls c0,j et de résistance Rl obtenus au terme de chacune des dix
exécutions.
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Figure 4.16 – Patient P1 : Les paramètres optimaux Rl, l ∈ {3, 5, 6, 7} obtenus après 10 exécutions de
CMA-ES
Figure 4.14 – Patient P1 : Les paramètres optimaux A0,i (i ∈ {3, 5, 6, 7}) obtenus après 10 exécutions de
CMA-ES avec optimisation des résistances.
Figure 4.15 – Patient P1 : Les paramètres optimaux c0,j (j ∈ {1, ..., 7}) obtenus après 10 exécutions de
CMA-ES avec optimisation des résistances.
Contrairement au cas précédent où les résistances n’avaient pas été optimisées, on observe une forte variabilité
du résultat des valeurs optimales de résistance d’une part mais aussi des valeurs de VOP et de section.
Le choix d’une valeur moyenne comme donnée optimale est à présent beaucoup plus discutable. On présente
cependant de telles valeurs (accompagnées de leur écart type) dans le tableau 4.5 .
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A0mean (cm2) c0mean (m/s) Rmean StdA0/A0mean Stdc0/c0 StdR/Rmean
A0,1 0.53 c0,1 5.00 - - 0.04 -
A0,2 0.47 c0,2 12.00 - - 0.05 -
A0,3 0.27 c0,3 7.38 R3 0.48 0.2 0.12 0.16
A0,4 0.40 c0,4 10.51 - - 0.03 -
A0,5 0.32 c0,5 9.93 R5 0.42 0.15 0.19 0.27
A0,6 0.23 c0,6 11.61 R6 0.95 0.24 0.06 0.03
A0,7 0.22 c0,7 9.91 R7 0.73 0.2 0.14 0.21
Table 4.5 – Patient P1 : Les paramètres moyens ainsi que leur écart type.
La figure 4.17 représente les courbes simulées avec les paramètres avant et après optimisation comparées
avec les courbes expérimentales.
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Figure 4.17 – Patient P1 : variations temporelles de la section et de la vitesse comparées aux données
expérimentales, cas de la fonction Err avec optimisation des résisitances.
On observe sur ces figures une très bonne adéquation avec les résultats expérimentaux, encore meilleure
que précédemment lorsque les résistances sont fixées arbitrairement. A noter d’ailleurs que la fonction erreur
(inchangée par rapport aux calculs précédents) passe ici d’une valeur de 2 environ à une valeur de 1.48. Cette
dernière série de calcul montre avec acuité l’importance d’optimiser les valeurs des résistances imposées en
aval du réseau, même si un tel choix conduit à une plus forte incertitude au niveau des paramètres physiques
obtenus.
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4.3 Résumé du chapitre
Nous avons validé dans ce chapitre, les modèles 1D de l’artère aorte descendante et du réseau de sept
artères des membres inférieurs, sur plusieurs patients, et comparé les résultats avec des données cliniques
mesurées in vivo de manière non invasive (IRM, tonométrie, echo-tracking).
Les paramètres inconnus de chaque modèle, en l’occurrence les sections au repos et la rigidité artérielle,
ont ici été estimés d’une manière optimale à travers un algorithme de type évolutionnaire à paramètres auto-
adaptatifs.
Les paramètres de résistance imposés au extrémités distales du réseau des membres inférieurs, fixés jusqu’à
présent à une valeur arbitraire, ont également été optimisés, ce qui a permis de réduire encore l’erreur entre
les courbes simulées et les données cliniques.
Nous avons également étudié l’influence de la quantité d’information expérimentale disponible pour obtenir
un résultat reproductible. Il s’avère que la reconstruire d’un réseau numérique réaliste expérimentalement,
nécessite d’avoir à la fois des profils de section et de vitesse et que ceux-ci se situent sur des sites proches,
d’une part de l’entrée du réseau et d’autre part de la sortie de celui-ci.
Les études réalisées dans ce chapitre montrent que les modèles 1D sont capables, après optimisation de leurs
paramètres, de reproduire correctement les données cliniques et d’estimer de manière fiable des paramètres
difficiles à mesurer cliniquement comme la rigidité artérielle. Cependant, la variabilité des paramètres d’entrée
des modèles 1D peuvent induire une quantité d’incertitude qu’il est nécessaire d’estimer. Cette étude fait
précisément l’objet du chapitre 5 qui suit.
Chapitre 5
Analyse de sensibilité et quantification de
l’incertitude du modèle 1D
Une étude numérique non intrusive de propagation d’incertitude, à travers le réseau artériel des membres
inférieurs du patient P1, basée sur le développement de la solution numérique selon des polynômes de chaos
orthogonaux, sera menée dans ce chapitre afin d’étudier la robustesse du modèle 1D que nous avons développé
vis à vis de ses paramètres incertains et afin de mieux comprendre leur influence sur la solution numérique. La
quantification de l’incertitude est effectuée en combinant cette méthode avec l’optimisation des paramètres
réalisée au chapitre 4. Les paramètres incertains seront modélisés comme des variables aléatoires suivant une
loi donnée et les équations régissant le réseau artériel deviennent par conséquent stochastiques. A travers
ce développement, nous serons capable de mesurer d’une manière efficace la sensibilité de la solution aux
paramètres d’entrée incertains en déterminant directement les indices de sensibilité et en estimant également
les autres quantités statistiques (moments, densité de probabilité etc).
Nous allons, dans la section 5.1 introduire l’analyse de sensibilité et la quantification d’incertitude des
paramètres d’entrée d’un modèle mathématique général puis l’appliquer dans les deux sections suivantes au
modèle 1D des membres inférieurs du patient P1. Nous présenterons tout d’abord en section 5.2 les motivations
du choix des paramètres incertains auxquels la sortie du modèle 1D est sensible puis dans la section 5.3 la
contribution de ces paramètres à l’incertitude en sortie du modèle 1D.
5.1 Introduction à l’analyse de sensibilité et à la quantification d’in-
certitude
L’analyse de sensibilité permet d’étudier la connexion entre les paramètres d’entrée et de sortie d’un
modèle numérique et d’identifier comment la variabilité d’une grandeur de sortie étudiée est reliée à celle des
paramètres d’entrée. Plus précisément, cette analyse permet de détecter les paramètres les plus influents sur
la réponse du modèle.
En revanche, l’analyse d’incertitude est basée sur l’identification de l’incertitude globale sur la sortie
d’un système donné. La différence principale entre les deux est que l’analyse de sensibilité ne demande pas la
caractérisation de l’incertitude des entrées à partir d’un dispositif réel mais elle peut être basée tout simplement
sur des méthodes mathématiques. Son but est donc d’assurer à toute prédiction une incertitude dans un cadre
probabiliste, c’est à dire, une densité de probabilité, un intervalle de confiance, etc...
L’incertitude provient normalement de plusieurs sources : les paramètres ou constantes de simulation,
les propriétés physiques, les conditions initiales et aux bords, les schémas numériques, etc. Les incertitudes
provenant de la modélisation et des données peuvent interagir donnant lieu à une grande quantité d’incertitude
d’où la nécessité de les quantifier.
Dans cette section, nous allons introduire quelques outils mathématiques capable de caractériser la variabi-
lité des paramètres d’un modèle mathématique et les différentes étapes nécessaires pour quantifier l’incertitude
dûe à la variabilité de ces paramètres.
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5.1.1 Caractérisation de la variabilité d’un paramètre
Soient (Xi)1≤i≤N N variables aléatoires indépendantes définies chacune sur un espace de probabilité (Ωi,
Fi, Pi), Ωi étant l’ensemble des évènements aléatoires, Fi est sa σ−algèbre associée et Pi est une mesure
de probabilité. On suppose que ces variables aléatoires sont indépendantes et qu’on connait leur fonction de
densité de probabilité (abrégée en fdp) notée fXi. On suppose également que ces variables décrivent l’ensemble
des paramètres d’entrées incertains du modèle numérique f : (Ω,F , P ) −→ (R,B) ayant Y comme sortie :
Y (w) = f(X1(w), ..., XN (w)) (5.1.1)
B étant la tribu boorélienne de R et w un évenement aléatoire.
Soit X = (X1, ..., XN ) le vecteur de ces N variables aléatoires défini sur l’espace de probabilité (Ω,F , P )
où Ω = Ω1 × ... × ΩN , F = F1 × ... × FN et P = P1 × ... × PN . Comme on considère que les Xi sont
indépendantes, la densité de probabilité jointe de X s’écrit alors sous la forme :
fX(x1, ..., xN ) =
N∏
i=1
fXi(xi) (5.1.2)
On note par E [.] l’opérateur d’espérance défini de la manière suivante :
E [X] ≡
∫
Ω
X(w)dP (w) (5.1.3)
On dit que X ∈ L1(Ω,F , P ) lorsque l’intégrale (5.1.3) existe et est finie. D’autre part, on dit que X est
une variable aléatoire du second ordre (ou de variance finie) lorsque X ∈ L2(Ω,F , P ), l’espace des variables
aléatoires satisfaisant E
[| X |2] <∞. Cet espace est muni du produit scalaire suivant :
< X,Y >= E [XY ] , ∀ X,Y ∈ L2(Ω,F , P ) (5.1.4)
‖.‖ étant la norme sur L2.
La densité d’une variable aléatoire Y est un outil mathématique capable de caractériser sa variabilité.
Différents outils issus de celle-ci peuvent alors être utilisés comme par exemple les moments de Y :
- le moment d’ordre r de Y :
mr(Y ) = E[Y
r] =
∫
R
yrfY (y)dy. (5.1.5)
- le moment centré d’ordre r : E[(Y − E(Y ))r]
En particulier nous nous intéressons aux moments d’ordre 1 et 2 de Y étant donné que :
E[Y ] =
∫
R
y fY (y)dy = m1(Y ).
V [Y ] =
∫
R
(y − E[Y ])2 fY (y)dy = E[Y 2]− E[Y ]2 = m2(Y )−m1(Y )2.
(5.1.6)
Un autre indicateur, permettant de mesurer la dispersion de Y, est le coefficient de variation (abrégé en
CV) :
CV (Y ) =
σ(Y )
E[Y ]
=
√
V [Y ]
E[Y ]
(5.1.7)
Ce coefficient est donc le rapport entre l’écart type et la moyenne de la variable aléatoire Y.
Dans le cas de plusieurs variables aléatoires, on parle des facteurs de corrélation tels par exemple la
covariance et le coefficient de corrélation, respectivement définis par les relations :
cov(Y, Y ′) = E[(Y − E[Y ])(Y ′ − E[Y ′])]
ρ(Y, Y ′) =
cov(Y, Y ′)
σ(Y )σ(Y ′)
∈ [−1, 1]
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5.1.2 Analyse de sensibilité à l’aide des indices de Sobol
L’analyse de sensibilité permet d’identifier les principales sources d’incertitude du modèle, plus précisément
de détecter les variables d’entrée les plus influentes. Pour mesurer la contribution des entrées à la variance de
la sortie soit seule soit par interaction avec les autres entrées nous allons utiliser les indices de sensibilité de
Sobol. Pour mesurer l’influence du paramètre Xi sur la sortie Y, un indicateur utilisé par Sobol(1993) [101]
noté Si a été défini de la manière suivante :
Si =
Vi
V [Y ]
=
V [E[Y | Xi]])
V [Y ]
(5.1.8)
Cet indice de sensibilité, compris entre 0 et 1, est le rapport entre la variance de la moyenne conditionnelle de
Y au paramètre Xi et la variance totale V [Y ]. Le paramètre Xi est plus influent si Si est plus proche de 1.
L’effet de l’interaction entre deux paramètres Xi et Xj est exprimé à travers l’indice de sensibilité d’ordre
deux suivant [101] :
Sij =
Vij
V [Y ]
, Vij = V [E[Y | Xi, Xj ]]− Vi − Vj (5.1.9)
A travers le même principe, les indices de sensibilité d’ordre supérieur peuvent être aussi définis. L’indice
de sensibilité totale de Xi, qui met en relief l’influence individuelle et collective de Xi, est donné par :
STi = Si +
∑
j 6=i
Sij +
∑
j 6=i,k 6=i,j<k
Sijk + ... (5.1.10)
Les indices de sensibilité sont difficiles à déterminer analytiquement pour plusieurs raison (grand nombre de
paramètres...). Cependant, plusieurs méthodes d’estimation ont été proposées dans la littérature telles par
exemple la méthode de Monte Carlo [103]. Cette méthode étant au niveau computationnel coûteuse, le modèle
peut être remplacé par sa décomposition en polynôme de chaos et les indices de sensibilité sont ainsi obtenus
à partir des coefficients de ce développement.
5.1.3 Principes généraux de la quantification d’incertitude
Quantifier l’incertitude revient à mesurer la sensibilité de la solution fournie par les simulations aux
paramètres incertains. La quantification de l’incertitude comprend trois étapes essentielles :
a- l’identification des paramètres incertains, source d’incertitude, et la caractérisation de ces derniers en
les modélisant par des variables aléatoires et en déterminant leurs densités de probabilité et leurs mo-
ments. Lorsque ces données sont limitées et/ou non informatives, la caractérisation s’effectue à travers
des techniques d’estimation statistiques basées sur des données disponibles ou à l’aide de jugements
d’experts.
b- la propagation d’incertitude dans le modèle pour déterminer l’impact des paramètres incertains sur les
grandeurs de sortie.
c- la détermination des densités de probabilité et des moments statistiques des grandeurs de sortie du
modèle.
La propagation de l’incertitude dans le modèle numérique, après avoir identifié ses sources, est importante
pour évaluer l’impact des paramètres incertains sur la variabilité de la sortie du modèle. Quant à la dernière
étape, elle nous permet d’exploiter le résultat obtenue par l’étape (b-) et de classer les paramètres d’entrée
aléatoires selon leur influence sur la solution (analyse de sensibilité).
Plusieurs méthodes numériques, classées entre méthodes intrusives et méthodes non intrusives, ont été
envisagées dans la littérature pour propager les incertitudes. Les méthodes intrusives changent directement le
code déterministe en remplaçant le schéma déterministe de l’EDP considéré par un schéma numérique dedié à
la résolution des équations stochastiques (par exemple la méthode de Galerkin [102]). A l’inverse, les méthodes
non intrusives se servent du modèle direct comme une boite noire et ne nécessitent pas un changement du code
déterministe. Nous citons par exemple la méthode non intrusive de Monte Carlo [103], connue par sa simplicité
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d’implémentation. Cependant ces méthodes sont au niveau computationnel coûteuses vu qu’elles requièrent
de nombreuses exécutions du code déterministe. Dans cette thèse nous allons, pour propager l’incertitude,
utiliser une méthode pseudo spectrale non intrusive qui consiste à développer la sortie du modèle dans une
base de polynômes (dits de chaos) orthogonaux. Ainsi, les paramètres d’entrée sujets à des variabilités seront
modélisés par des variables aléatoires ou des champs stochastiques puis caractérisés en déterminant leurs
moments.
5.1.4 Quantification d’incertitude par polynôme de chaos
La méthode pseudo spectrale et non intrusive de propagation d’incertitude par polynôme de chaos consiste
à se donner un type d’incertitude en entrée (les paramètres d’entrée identifiés comme incertains) et à projeter
les grandeurs de sortie sur une base de polynômes {ψj}Mj=1 orthogonaux multidimensionnels et de degré au
plus p, ces projections étant effectuées grâce à des quadratures [99, 100, 141–143]. Les paramètres incertains
sont en particulier modélisés comme des variables aléatoires selon une loi prescrite sur un support donné.
Ainsi, la sortie du modèle, qui dans le cas considéré ici est la pression, est décomposée dans la base de
polynômes orthogonaux selon :
P (x, t, w) =
M∑
j=1
aj(x, t)ψj(ξ1(w), ξ2(w), ..., ξN (w)) (5.1.11)
Les polynômes {ψj}Mj=1 sont orthogonaux par rapport au poids fξ =
N∏
j=1
fξj , fξj étant la densité de ξj , et
vérifient alors la condition d’orthogonalité ci dessous :
< ψi(ξ), ψj(ξ) >=
∫
w∈Ω
ψi(ξ(w))ψj(ξ(w))dP (w) =
∫
ψi(ξ)ψj(ξ)fξdξ =< ψ
2
i > δij (5.1.12)
où ξ(w) = (ξ1(w), ξ2(w), ..., ξN (w)) est le vecteur des paramètres incertains.
Il existe une correspondance entre les densités de probabilité des ξj et les types des polynômes ψj utilisés
[96–98]. Ici, l’incertitude que nous avons choisie en entrée est de type uniforme. En effet, les variations des
paramètres se font d’une manière uniforme et sur un support de variation donné. Dans ce cas, les ψj sont des
polynômes de Legendre.
A travers le développement (5.1.11), nous avons ainsi décomposé la solution en un produit de coefficients
déterministes et stochastiques. Les M = (N+p)!N ! p! coefficients déterministes du développement aj(x, t) sont
estimés d’une manière non-intrusive et directe selon :
aj(x, t) =
<P (x, t, .), ψj(ξ(.))>
<ψ2j (ξ(.))>
∀ j ∈ {1, ...,M} (5.1.13)
On note que <ψj(ξ(.))> = 0 pour j > 0.
Le dénominateur <ψ2j (ξ(.))> peut être calculé et tabulé avant la projection.
Pour évaluer (5.1.13) on est ramené à calculer des intégrales multidimensionnelles sur Ω. Pour ce faire, on
utilise ici la méthode numérique des quadratures de Gauss-Legendre. Le code déterministe va ainsi calculer
la valeur de P (x, t) sur ces points de quadrature et non pas sur des positions choisies aléatoirement. Du point
de vue computationnel cette méthode reste efficace pour un nombre raisonnable de variables incertaines N .
Cependant, pour la propagation de l’incertitude à travers plusieurs paramètres (N ≥ 4), il est nécessaire
d’utiliser une quadrature creuse imbriquée de type sparse grid. Les deux types de quadratures sont détaillés
dans l’annexe B.
Le fait de calculer les coefficients déterministes aj nous permet de représenter dans l’espace aléatoire la
solution du processus par une fonctionnelle et ensuite de reconstruire explicitement d’une manière plus facile
la surface de réponse en fonction des paramètres incertains (ξj)1≤j≤N .
Grace à l’orthogonalité des modes, nous pouvons effectuer des opérations analytiques sur la solution
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stochastique. Les deux premiers moments par exemple peuvent être évalués facilement :
µP (x,t) =< P (x, t, w) >= a0(x, t)
σ2P (x,t) =< (P (x, t, w)− a0(x, t))2 >=
M−1∑
j=1
[
a2j (x, t) < ψ
2
j >
] (5.1.14)
5.2 Analyse de sensibilité du modèle 1D des membres inférieurs
Nous allons dans cette section faire varier les paramètres du modèle 1D en augmentant et en diminuant
leurs valeurs moyennes d’un certain poucentage puis analyser le résultat numérique résultant. Si la sortie du
modèle change énormément avec la variation de ces paramètres, on dit que les paramètres étudiés sont influents
et, par conséquent, une quantification d’incertitude fine due à la variation de ces derniers est nécessaire. Pour
effectuer ces études, nous allons considérer le modèle 1D des membres inférieurs du patient P1 et les paramètres
optimisés de section au repos, de vitesse de propagation d’onde de pouls et de résistance obtenus au chapitre
4 (tableau 4.5), nommé ici paramètres moyens de l’étude d’incertitude. Pour chaque étude de sensibilité, nous
représenterons graphiquement les variations temporelles de section et de vitesse, avant et après l’augmentation
ou la diminution des paramètres moyens.
Au préalable, nous vérifions la non sensibilité de la solution au degré du polynôme d’approximation de
Legendre dans la méthode de discrétisation de type Galerkin discontinue utilisée.
5.2.1 La non sensibilité au degré du polynôme d’approximation dans la méthode
DG
Pour toutes les simulations de l’écoulement sanguin dans le réseau des sept artères des membres inférieurs,
nous avons utilisé pour discrétiser les équations aux dérivées partielles hyperboliques la formulation DG
présentée au chapitre 2. En particulier, nous avons choisi de développer la solution sur chaque cellule selon
des polynômes de Legendre de degré P = 5. La possibilité de réduire le degré maximal de ces polynômes
d’approximations pour gagner en temps de calcul est ici analysée. Pour ce faire, nous avons relancé l’algorithme
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Figure 5.1 – Patient P1 : sections (1ère ligne) et vitesses (2ème ligne) temporelles dans la 1ère, 2ème, 4ème
et 6ème artère simulées avec différents degrés du polynôme d’approximation P=3, 4, 5, 6 et 7.
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avec les mêmes paramètres optimisés du tableau 4.5 mais en choisissant pour chaque relance un degré différent
du polynôme (P ∈ {3, 4, 5, 6, 7}). Les résultats des relances sont représentés graphiquement sur la figure 5.1.
Sur cette figure, nous présentons les variations temporelles de section et de vitesse de la 1ère, 2ème, 4ème
et 6ème artère. Nous remarquons ainsi que la solution numérique n’est pas sensible au changement du degré
d’approximation, ce qui justifie le fait de réduire le degré maximal du polynôme à P = 3.
5.2.2 Sensibilité aux paramètres de rigidité artérielle
La sensibilité aux paramètres de rigidité artérielle est analysée ici à partir de la sensibilité à la vitesse de
propagation de l’onde de pouls. Ainsi, nous avons augmenté et diminué de 25% le paramètre c0,1 de sa valeur
moyenne obtenue, en l’occurence 4.9341 m/s, tout en conservant les mêmes valeurs des autres paramètres
moyens. A noter que l’augmentation du paramètre c0,1 simule l’effet d’une rigidification de la paroi de l’artère
située en entrée du réseau.
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Figure 5.2 – Patient P1 : sensibilité de la solution au paramètre c0,1 : courbes simulées avec c0,1 optimal et
varié de ±25 % respectivement.
Les résultats numériques obtenus sont représentés sur la figure 5.2. D’après cette figure nous constatons des
variations remarquables induites par l’augmentation ou la diminution de ce paramètre au niveau des courbes
de section et de vitesse simulées pour toutes les artères. D’après cette figure, on remarque que la rigidification
de l’artère en entrée du réseau induit une augmentation de sa vitesse systolique (vitesse maximale du sang)
et des vitesses maximales des autres artères du réseau. Egalement, la variation des sections artérielles croit
avec l’augmentation de ce paramètre sauf pour la première artère ou cette variation est réduite. Cela est
normal étant donné que l’artère en entrée est maintenant plus rigide alors que pour les autres artères, avec
l’accroissement des vitesses systoliques, la variation des sections est plus importante étant donné que leur paroi
est toujours élastique. Par contre, si la paroi de l’artère en entrée est plus élastique (cas où c0,1 a diminué) alors
la vitesse systolique dans celle-ci diminue ce qui entraîne un abaissement de celle-ci dans les autres artères du
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réseau et ainsi une réduction de la variation de leur section. La solution dépend, par conséquent, fortement
de cette valeur et peut avec une mauvaise estimation de ce paramètre contribuer à une forte incertitude sur
les sorties du modèle 1D.
5.2.3 Sensibilité aux paramètres de section au repos
Pour valider le modèle 1D, les sections au repos des artères n’ayant pas une section expérimentale exploi-
table ont été estimés. Il est, par conséquent, nécessaire d’analyser la sensibilité de la solution numérique aux
variations géométriques de ces artères non mesurées.
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Figure 5.3 – Patient P1 : sensibilité de la solution aux paramètres A0,i : courbes simulées avec A0,i(i ∈
{3, 5, 6, 7}) optimaux et variés de ± 50 %.
Nous avons fait varier simultanément les sections au repos des artères non mesurées, en l’occurrence A0,k
(k ∈ {3, 5, 6, 7}), de plus ou moins 50%. La figure 5.3 montre que lorsque ces sections diminuent (resp.
augementent), la variation des sections des autres artères augmente (resp. diminue) tandis que leur vitesse
systolique diminue (resp. augmente) sauf pour la 6ème artère où l’effet est opposé.
De tels résultats montrent à nouveau la sensibilité du modèle vis à vis des paramètres de section au repos,
avec des effets non forcément prévisibles. A noter cependant que cette sensibilité est de moindre ampleur que
pour les vitesses d’onde de pouls au vu des variations respectives effectuées (±25% et ±50%).
5.2.4 Sensibilité aux résistances périphériques
Nous avons fait varier les valeurs des paramètres de résistance imposées aux sorties libres du réseau artériel
de ±25% de leurs valeurs optimales pour les résistances Rl (l ∈ {3, 5, 7}) et de ±5% pour la résistance imposée
à la sortie de la 6ème artère (en effet, la valeur optimale de R6 obtenue est de 0.9472). Le résultat induit par
ces changements est représenté sur la figure 5.4.
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Les paramètres de résistance modélisent l’effet de la résistance des artérioles en aval du réseau. La variabilité
des ces paramètres a ainsi un impact sur le niveau de réflexion du sang mis en relief par les pics minimaux
des courbes de vitesse simulées. La figure 5.4 montre bien l’effet induit par ce changement des résistances :
on constate que le fait d’augmenter les résistances implique une diminution de la vitesse minimale du sang
c’est à dire une augmentation de la vitesse du sang qui se réfléchit dans la direction du cœur (sens rétrograde)
et vice versa. Au niveau des courbes de section simulées, on remarque que l’augmentation des paramètres de
résistance entraîne une augmentation de la section maximale, et vice versa. Cette étude sur la sensibilité du
modèle aux paramètres de résistance justifie leur prise en compte dans l’optimisation des paramètres effectuée
au chapitre 4.
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Figure 5.4 – Patient P1 : sensibilité de la solution à la variation des paramètres de résistance Rl : courbes
simulées avec Rl(l ∈ {3, 5, 6, 7}) optimaux et variés de ±25% (±5% pour R6) respectivement.
Les études effectuées ici montrent que la solution numérique est sensible à une variation de rigidité des
artères, des sections au repos et des résistances imposées aux extrémités distales, près de l’optimum obtenu. Il
est par conséquent, nécessaire de quantifier plus précisément cette incertitude, en particulier pour les sorties
d’intérêt clinique (comme par exemple la pression pulsée). A noter que d’autres paramètres moins influents
tels la longueur de chaque artère et la présence ou non de la force de friction ne sont pas analysés dans
cette thèse (cf les travaux d’Alastruey qui a montré dans sa thèse [32] une faible sensibilité du modèle à ces
paramètres).
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5.3 Quantification d’incertitude du modèle 1D des membres infé-
rieurs
Pour propager l’incertitude à travers les paramètres incertains déjà identifiés dans 5.2, la sortie du modèle
est approchée par un développement en des polynômes de chaos multidimensionnels othogonaux, suivant la
méthode décrite à la section 5.1.
Pour toutes les études présentées ici, nous allons partir des paramètres optimisés du tableau 4.5 et consi-
dérer que ceux-ci varient dans un intervalle centré autour de leur valeur moyenne avec une incertitude suivant
une loi uniforme. Nous allons ensuite développer la sortie du modèle dans la base des polynômes de chaos de
degré au plus 3 (ce choix sera justifié au cours de l’étude). Les coefficients de la décomposition seront estimés
soit par une méthode de quadrature de type Gauss-Legendre, soit sur une grille creuse (sparse grid) de type
Clenshaw-Curtis [146,147] détaillée dans l’annexe B.
Pour chaque étude, la contribution des paramètres étudiés à l’incertitude en sortie sera alors calculée et
représentée graphiquement, en déterminant le coefficient de variation CV des paramètres de sortie choisis
(appelés observables) et en représentant la part en pourcentage que joue chaque paramètre incertain sur
l’observable considéré.
Trois études de propagation d’incertitude à travers le modèle 1D des membres inférieurs du patient P1
sont réalisées :
- deux études de propagation d’incertitude portant sur des paramètres locaux, en l’occurence la section
au repos A0,k et la vitesse d’onde de pouls c0,k de la kème artère (k = 3 ou 6).
- une étude de propagation d’incertitude portant sur les résistances en sorties Rl (l ∈ {3, 5, 6, 7}).
Pour analyser l’influence et la contribution des paramètres incertains, l’observable d’intérêt médical que
nous avons retenu est la pression pulsée dans chaque artère, PP=PAS - PAD. Cet observable est utilisé par
les médecins comme indicateur pour le diagnostic des hypertensions artérielles [108].
5.3.1 Quantification d’incertitude portant sur des paramètres locaux
Nous allons quantifier ici l’incertitude due à la variation de paramètres locaux du modèle 1D, en l’oc-
currence la section au repos et la vitesse de propagation de l’onde de pouls. Plus précisément, nous allons
effectuer deux études locales en considérant comme paramètres incertains, les paramètres A0,3 et c0,3 d’une
part et A0,6 et c0,6 d’autre part. Le choix de la 3ème et 6ème artère est dû au fait que celles-ci n’admettent
pas des données cliniques exploitables. Leur section au repos ainsi que leur vitesse de propagation de l’onde
de pouls ont donc été estimées dans le chapitre 4.
Valeurs moyennes (étude 1) :
Section au repos A0,3 = 0.27 cm2
Vitesse d’onde de pouls c0,3 = 7.39 m/s
Valeurs moyennes (étude 2) :
Section au repos A0,6 = 0.23 cm2
Vitesse d’onde de pouls c0,6 = 11.61 m/s
Coefficient de variation (entrée) CV = 25%
Type d’incertitude uniforme
Degré du polynôme de Chaos P = 3
Type de polynômes Legendre
Type de quadrature Gauss Legendre (grille pleine)
Nb de points de quadrature Nq = 10
Table 5.1 – Paramètres numériques de l’étude de propagation d’incertitude locale.
Un coefficient de variation de 25% en entrée des paramètres A0,k et c0,k (k ∈ {3, 6}) avec une loi de type
uniforme a été choisi. Le nombre de paramètres incertains étant égal à 2, la méthode de quadrature utilisée
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est de type Gauss-Legendre à partir de Nq = 10 points de quadrature dans chacune des deux directions.
Ainsi, il nous a fallu, avec ce type de grille, 100 calculs du code déterministe pour estimer les coefficients
du développement dans la base des polynômes de chaos. Les paramètres numériques, utilisés pour le code
d’incertitude, sont résumés dans le tableau 5.1.
Les répartitions du rôle des paramètres A0,k et c0,k, sur l’incertitude générée au niveau de la pression
pulsée pour chaque artère sont représentées sur les figures 5.5 et 5.6 respectivement.
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Figure 5.5 – Patient P1 : répartition du rôle des paramètres A0,6 et c0,6 sur la PP des 7 artères.
La figure 5.5 montre que, localement, les paramètres A0,6 et c0,6 influent légèrement sur la pression pulsée. En
effet, le coefficient de variation de celle-ci est toujours inférieur à 8% avec une dominance de c0,6. De même,
les paramètres A0,3 et c0,3 influent peu, et moins que les paramètres A0,6 et c0,6, sur la pression pulsée des
artères du réseau avec un coefficient de variation qui ne dépasse pas 5% (figure 5.6).
La 3ème artère n’était pas directement reliée à la plupart des artères, un changement dans son état affecte
la pression pulsée du réseau artériel de manière très partielle. Cela justifie pourquoi le CV de la pression
pulsée pour les paramètres A0,6 et c0,6 au niveau de chaque artère est supérieur à celui des paramètres A0,3
et c0,3 sauf pour la 1ère artère directement reliée à la 3ème artère.
De cette étude on peut conclure que la pression pulsée est peu influencée par les paramètres locaux de
section et de vitesse de propagation d’onde de pouls au repos, ce qui permet d’une part de conforter à nouveau
le choix de l’approche numérique choisie et d’autre part de justifier le choix de cet observable.
Pour clore cette première étude, nous allons également justifier le choix de développer la sortie du modèle
1D dans une base des polynômes de chaos de degré au plus 3. Pour cela, nous avons relancé le code de
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Figure 5.6 – Patient P1 : répartition du rôle des paramètres A0,3 et c0,3 sur la PP des 7 artères.
propagation d’incertitude pour les paramètres A0,6 et c0,6 avec différents degrés de polynômes de chaos (Deg
∈ {1, ..., 4}).
Les répartitions du rôle des paramètres incertains A0,6 et c0,6 par rapport à la PP de la 1ère, 2ème, 3ème
et 4ème artère selon les différents degrés (Deg ∈ {1, ..., 4}) du polynôme d’approximation sont représentées
sur la figure 5.7.
Cette étude justifie pleinement le choix d’une base de polynômes de chaos d’ordre 3. En effet, avec des
polynômes d’ordre 1, on ne peut obtenir que le rôle des paramètres A0,6 et c0,6 séparément et non l’effet de
leur interaction, non négligeable ici. Ceci impose déjà de considérer un degré supérieur ou égal à 2.
Pour les polynômes de degré supérieur ou égal à 2, on peut constater d’après la figure 5.7 que la répartition
des rôles des paramètres sur la pression pulsée au niveau de chaque artère est la même. Cependant, le CV de
la pression pulsée au niveau de la 3ème artère est de 1.3% en considérant des polynômes d’ordre 2 et pour des
polynômes d’ordre supérieur ou égal à 3, ce coefficient se stabilise à 1.5%, ce qui termine de justifier le choix
d’un degré égal à 3.
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Figure 5.7 – Répartition du rôle des paramètres A0,6 et c0,6 sur la PP pour 4 artères, suivant le degré
maximal dans la décomposition en polynômes de chaos (1, 2, 3 et 4 de gauche à droite).
5.3.2 Quantification d’incertitude portant sur les résistances en sortie
Dans cette partie, on s’intéresse à la quantification de l’incertitude pour les paramètres de résistance Rl
(l ∈ {3, 5, 6, 7}), imposées aux sorties des artères du réseau des membres inférieurs du patient P1.
Les coefficients du développement ont été estimés sur une grille creuse de type Clenshaw-Curtis et avec
un niveau de tensorisation égal à 5.
Le niveau d’incertitude que nous avons considéré en entrée, sur les paramètres de résistance du tableau
5.2, est de ±43% pour les résistances (Rl)l∈{3,5,6,7}. Le nombre de paramètres incertains justifie le choix de
la grille creuse. Avec cette grille, il nous a fallu 401 calculs du code déterministe pour estimer les coefficients
du développement. Ce type de grille creuse permet de réduire le coût computationnel, ce qui n’est pas le cas
pour les grilles pleines qui nécessitent un nombre plus grand d’évaluations du code déterministe.
Les paramètres numériques que nous avons utilisés pour lancer le code d’incertitude sont résumés dans le
tableau 5.2.
La répartition du rôle des paramètres de résistance au niveau des artères, selon leur contribution à la
pression pulsée a été représentée sur la figure 5.8. D’après cette figure, on peut remarquer que le CV de la
pression pulsée augmente vers la périphérie du réseau artériel et atteint 16% avec une dominance de R7 au
niveau de toutes les artères du réseau à l’exception de la 1ère et la 2ème artère où R3 domine mais d’une
manière faible (CV < 4%). On constate également que la résistance imposée à la sortie d’une artère influe
principalement sur sa pression pulsée et sur celle des générations précédentes. par exemple, l’effet de R3
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Valeurs moyennes de résistance R3 = 0.48
R5 = 0.42
R6 = 0.95
à R7 = 0.73
Intervalle de variation Rl ± 43% (l ∈ {3, 5, 7})
Type d’incertitude uniforme
Degré du polynôme de Chaos P = 3
Type de polynômes Legendre
Type de quadrature Clenshaw-Curtis (grille creuse)
Table 5.2 – Paramètres numériques de l’étude de propagation d’incertitude périphérique.
n’apparait qu’au niveau de la 1ère et 3ème artère. Avec un CV = 25% en entrée, on obtient à nouveau sur la
pression pulsée un CV plus faible. On peut donc tirer de cette seconde étude les mêmes conclusions que pour
la première, à savoir la bonne qualité du modèle 1D et la robustesse de l’observable considéré.
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Figure 5.8 – Patient P1 : répartition du rôle des paramètres de résistance sur la PP des 7 artères.
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Résumé du chapitre
Nous avons, dans ce chapitre, introduit l’analyse d’incertitude de la sortie d’un modèle mathématique aux
paramètres d’entrée incertains à travers la méthode non intrusive de propagation d’incertitude. Cette méthode
consiste à décomposer la sortie du modèle dans une base de polynôme de chaos orthogonaux.
Les différentes études d’incertitude réalisées pour le modèle 1D des membres inférieurs du patient P1 en
partant de la solution optimale précédemment obtenue, nous ont mené à la conclusion suivante : la pression
pulsée, indicateur utile de premier niveau de l’hypertension, est peu sensible aux paramètres incertains péri-
phériques et locaux du modèle 1D des membres inférieurs. La pression pulsée est ainsi un indicateur fiable
que les médecins peuvent utiliser pour le diagnostic des hypertensions artérielles en se basant sur le modèle
numérique construit.
Annexe A
La méthode CMA-ES
Dans le cadre de cette thèse nous avons utilisé comme méthode d’optimisation une stratégie d’évolution,
famille d’algorithmes connus pour leur avantage premier : obtenir une solution approchée à un problème
d’optimisation lorsqu’il n’existe pas de méthode exacte, et cela sans être obligé de calculer le gradient de la
fonction à minimiser.
Les stratégies d’évolutions (famille à laquelle appartient la méthode CMA-ES) sont des méthodes stochas-
tiques bien adaptées aux problèmes d’optimisation continus, non linéaires et non convexes [104]. Etant donné
une fonction coût f , qui dans notre cas représente la fonction erreur entre le numérique et l’expérimental,
le but est de trouver d’une manière itérative et adaptative le point de l’espace de recherche qui minimise
f en se basant sur le principe de l’évolution génétique. Cette évolution s’effectue à travers ce qu’on appelle
les opérateurs d’évolution qui visent à chercher la zone de l’espace contenant l’optimum et à explorer cette
dernière afin de trouver localement, à l’intérieur de cette zone, l’optimum recherché.
Nous désignons par individu, un point de l’espace de recherche particulier et par population un ensemble
d’individus de la même génération (ou itération). Les trois opérateurs d’évolution dans une stratégie d’évolu-
tion sont :
• la selection : la sélection permet de choisir les meilleurs individus de la population, en éliminant les
mauvais individus, et de les garder pour la "reproduction" à la génération suivante. Les points évalués
par f sont en effet triés par ordre croissant et les meilleurs individus sont choisis comme nouveaux
"parents".
• la recombinaison : la recombinaison consiste à combiner des individus sélectionnés pour former un
seul individu.
• la mutation : la mutation génère d’une manière aléatoire à partir d’un individu un nouvel individu
(ou "enfant"), ce qui permet de diversifier la population et d’atteindre toutes les solutions possibles de
l’espace de recherche.
Les stratégies d’évolutions opèrent d’une manière itérative : à chaque itération de l’algorithme, nous partons
de µ individus (appelés parents) qui donnent naissance par recombinaison et mutation à λ ≥ µ enfants formant
ainsi la première génération. Après avoir évalué les λ individus, les µ meilleurs individus sont sélectionnés
pour la génération suivante. De cette manière, après un certain nombre de générations, des individus ayant
une valeur quasi-optimale pour f seront générés.
Le schéma d’une stratégie d’évolution est résumé ci dessous :
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Pour une itération quelconque :
a - Partir d’une population de µ individus (ou parents),
b - Produire une population de λ enfants :
i - recombiner les µ parents entre eux pour former un unique individu,
ii - faire muter cet individu λ fois,
iii - évaluer les λ individus obtenus,
iv - trier les λ individus évalués.
c - Sélectionner les µ meilleurs individus pour former les nouveaux parents.
Dans ce travail nous avons plus précisément utilisé la stratégie d’évolution appelée CMA-ES («Covariance
Matrix Adaptation») développée par N. Hansen [105] et dont le code associé est mis à disposition sur le
web [159]. Cet algorithme est basé sur l’adaptation, le long des itérations, de la matrice de variance-covariance
de la distribution multi-normale utilisée pour l’étape de mutation. Plus précisément, on note :
• N et k la dimension de l’espace et le numéro de l’itération respectivement,
• mk la moyenne pondérée des µ parents à la kème itération,
• Ck la matrice de covariance à la kème itération, symétrique, définie et positive avec C0 = IN ,
• pσ ∈ RN et pc ∈ RN , deux trajets évolutionnaires ayant comme valeur de départ le vecteur nul.
Les µ parents génèrent ici λ enfants selon une loi normale multivariée :
xi ∼ N (mk, σ2kCk)
∼ mk + σk ×N (0, Ck)
Ces xi, i = 1, ..., λ sont ensuite évaluées par la fonction objective f : RN → R puis triés par ordre croissant
de la manière suivante :
f(x1,λ) ≤ · · · ≤ f(xµ,λ) ≤ f(xµ+1,λ) . . .
Les µ premiers individus triés seront sélectionnés pour qu’ils soient recombinés formant ainsi la nouvelle valeur
moyenne mk+1 à la génération suivante :
mk+1 =
µ∑
i=1
wi xi,λ
= mk +
µ∑
i=1
wi (xi,λ −mk)
pour des poids positifs w1 ≥ w2 ≥ · · · ≥ wµ > 0.
La méthode consiste ensuite à mettre à jour les paramètres et matrices de l’algorithme. Cette étape
d’adaptaion comprend une mise à jour du trajet d’évolution pσ à travers un facteur d’actualisation (1− cσ) :
pσ ← (1− cσ)pσ +
√
1− (1− cσ)2√µw C −1/2k mk+1−mkσk
où µw = 1/
µ∑
i=1
w2i
Le pas σk est ensuite actualisé de la manière suivante :
σk+1 = σk × exp
(
cσ
dσ
( ‖pσ‖
E‖N (0, I)‖ − 1
)
︸ ︷︷ ︸
)
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où dσ est un paramètre d’atténuation souvent proche de un.
De même le trajet évolutionnaire pc est mis à jour à travers un facteur d’actualisation (1 − cc) selon la
formule :
pc ← (1− cc)pc + 1[0,α√n](‖pσ‖)
√
1− (1− cc)2√µwmk+1−mkσk
On passe enfin à l’étape de la mise à jour de la matrice de covariance Ck :
Ck+1 = (1− c1 − cµ + cs)Ck + c1 pcpTc + cµ
∑µ
i=1 wi
xi,λ−mk
σk
(
xi,λ−mk
σk
)T
Figure A.1 – Processus d’optimisation par CMAES, (figure prise de [166]).
La figure A.1 présente un problème d’optimisation à deux variables résolu avec CMAES, les points, repré-
sentant la population à chaque génération. On observe en particulier que la loi de distribution aléatoire de
la population change pendant le processus d’optimisation à travers l’adaptation de la matrice de covariance
amenant la population à se concentrer sur l’optimum global après plusieurs générations.

Annexe B
Les méthodes d’intégration
On s’intéresse à calculer l’intégrale de dimension N d’une fonctionnelle ψ de la solution d’un système
représenté par le modèle suivant : u(w) = f(Θ(w)), w étant un évènement de l’espace aléatoire (Ω(N), B(N),
PΘ) de dimension finie, caractérisé par N variables aléatoires mutuelles et indépendantes Θ = {Θj(w)}Nj=1,
N ∈ N avec la distribution de probabilité PΘ(dΘ). B(N) est la σ−algèbre de Borel associée à l’espace Ω(N) =
Ω1 × ...× ΩN ⊂ RN . On définit alors l’intégrale à calculer par :
JN [ψ] =
∫
Ω(N)
ψ(u) hΘ(θ)dθ. (B.0.1)
B.1 Techniques d’intégration déterministes
Pour évaluer l’intégrale JN [ψ], on souhaite approximer cette intégrale par une somme discrète :
JN [ψ] ' QNl [ψ] =
Nq∑
k=1
ψ
(
f(y(k))
)
W (k), (B.1.1)
y(k) etW (k) sont les nœuds et les poids de ce qu’on appelle la cubature de dimension N. Le niveau de cubature
représenté par le paramètre l = (l1, ..., lN ) ∈ NN , indique le niveau de précision de la quadrature.
Les propriétés des points de quadrature et des poids sont obtenus à partir des lois de quadrature unidimen-
sionnel. Ces quantités sont, avec cette technique, déterministes et connues 1. Les grilles multidimensionnelles
sont construites par produit tensoriel des lois d’intégration unidimensionnelles ou des formules de quadrature
(quadrature de Gauss, de Clenshaw-Curtis ou de Fejer). Dans cette thèse nous allons utiliser les formules de
qudarature de Gauss et de Clenshaw-Curtis et par conséquent, seules ces méthodes seront introduites.
B.1.1 Certaines formules de quadrature unidimensionnelle imbriquée ou non
imbriquée
Pour l’intégration uniforme sur un intervalle borné [−1, 1] (ou l’intégration Gaussienne sur l’axe des R)
nous allons utiliser quelques lois de quadrature qui seront résumées ici. Ces quadratures seront utilisées pour
construire les grilles de l’intégration multidimensionnelle.
On note, dans ce qui suit, par Λl = {y(i)l , . . . , y(n(l))l }, l’ensemble des abcisses utilisés par la loi de quadrature
de niveau de précision l et ayant un nombre total de points donné par la fonction n(l). Si la formule de
quadrature est imbriquée, alors on a : Λl ⊂ Λl+1. Cette propriété est essentiellement utilisée pour maintenir
le coût computationnel raisonnable dans les plus grandes dimensions. La quantification de la performance des
différentes quadratures est donnée par leur exactitude polynomiale et quelques bornes d’erreur.
Définition B.1.1. Soit P1p l’espace unidimensionnel des polynômes de degré au plus p. Si J [f ] = Ql[f ], ∀f ∈
P1p, on dit alors que la formule de quadrature Ql a un degré deg(Ql) = p d’exactitude (polynomial).
1. C’est pour cette raison que nous avons utilisé la notation y(k) au lieu de Θ(k) pour les échantillons de réalisation.
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Définition B.1.2. En supposant quelques régularité sur la fonction à intégrer, l’erreur de quadrature est
définie comme ‖J [f ]−Ql[f ]‖.
Dans ce travail, nous allons considérer des fonctions non-périodiques f de la classe de régularité standard :
Cr := {f : Ω→ R,
∥∥∥∥∂sf∂ys
∥∥∥∥ <∞, s ≤ r}, r ∈ N, (B.1.2)
où r représente le paramètre de régularité et la norme est définie par :
‖f‖ = max {‖Dsf‖∞ | s = 0, . . . , r}. (B.1.3)
On considère une approximation unidimensionnelle de quadratureQ1lk (dans la dimension Ω(k)) de précision
lk avec nk(lk) points, {y(i)k , i = 1, . . . , nk(lk)} :
J 1[ψ] =
∫
Ω
ψ(θ)fΘ(θ)dθ ≈ Q1lk [ψ] ≡
nk(lk)∑
i=1
ψ
(
f(y
(i)
k )
)
w
(i)
lk
, (B.1.4)
où la fonction strictement croissante nk : N+ → N+, reliant le niveau de précision lk de la dimension k au
nombre de points de quadrature à ce niveau, est telle que nk(0) = 0, nk(1) = 1 et nk(j) < nk(j + 1) pour
j ≥ 1 et pour k = 1, . . . , N . Les lois de quadrature non imbriquées de Gauss (e.g. Gauss-Legendre) seront en
premier représentées, puis quelques quadratures imbriquées seront également détaillées.
B.1.1.1 Formule de type Gaussienne
La quadrature de Gauss, est une branche des méthodes de quadrature assez répandu dans le domaine
de l’incertitude grâce à leur grande précision. Une loi de quadrature de Gauss à n points, permet d’intégrer
exactement des polynômes de degré au plus O(2n) à travers un choix convenable des points y(i)k et des poids
w(i), cf. Eq. B.1.4, [148,149]. Les nœuds appropriés appartiennent à l’intervalle d’intégration et sont en réalité
les solutions de la famille des polynômes orthogonaux par rapport à la fonction poids 2 présente dans l’inté-
grale, cf. Eq. B.1.4. Les quadratures de Gauss-Legendre sont utilisées lorsque les paramètres d’entrée sont
décris par des distibutions uniformes. Pratiquement, les nœuds et les poids peuvent être calculés des valeurs
et vecteurs propres d’un problème algébrique linéaire associé. Ceci est souvent nommé par l’algorithme de
GolubÐWelsch [150].
N’importe quelle quadrature de Gauss unidimensionnelle QCCl de niveau l et ayant un nombre total de
points n(l), intègre exactement n’importe quelle fonctionnelle de l’espace P12n(l)−1. Elle a ainsi deg(QCCl ) =
2n(l)− 1 comme degré d’exactitude.
B.1.1.2 La formule de Clenshaw-Curtis
Les points de quadrature de Clenshaw-Curtis (CC) sont des abcisses non équidistants donnés par les zeros
ou les points extrêmes des polynômes de Chebyshev [151]. Lorsque les extrémités sont utilisées, la grille devient
imbriquée. La grille imbriquée pour un certain nombre de points n(l) au niveau l est obtenue de :
y
(i)
1 = 0, pour l = 1 et n(l) = 1
y
(i)
l = − cos
(
pi(i− 1)
n(l)− 1
)
, i = 1, 2, . . . , n(l); n(l) > 1, (B.1.5)
Cette grille croit selon :
n(1) = 1 and n(l) = 2l−1 + 1, for l > 1. (B.1.6)
2. La fonction poids ici est la distribution de probabilité. Pour chaque distribution des paramètres d’entrées du modèle, une
famille de polynômes orthogonaux est associée. Selon le type de cette base polynomiale associée, nous distinguons entre les
quadratures de Gauss-Legendre et de Gauss-Hermite.
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Les poids correspondants sont donnés par :
w
(i)
l = w
(n+1−i)
l =
2
n− 1
(
1− cos
(
pi(i− 1))
n(n− 2)
−2
(n−3)/2∑
k=1
1
4k2 − 1 cos
2pik(i− 1)
n− 1
)
, pour i = 2, . . . , n− 1,
et
w
(1)
l = w
(n)
l =
1
n(n− 2) ,
avec n ≡ n(l) pour simplifier les notations.
Remarque. Il est important de choisir n(1) = 1, dans le cas des dimensions supérieures N , sinon le nombre
initial de points n(1)N est trop large.
Une quadrature CC unidimensionnelle QCCl de niveau l et de nombre total de points n(l) admet comme
degré d’exactitude deg(QCCl ) = n(l) − 1, c’est à dire elle intègre n’importe quelle fonctionnelle de l’espace
P1n(l)−1
3. D’autre part, sa borne d’erreur est de :
 = O((n(l))−r) = O(2−lr),
où O contient des valeurs constantes dépendantes de r, qui peuvent être obtenues des bornes connues par les
noyaux de Peano respectifs [152].
La figure B.1 montre les grilles de collocation de Clenshaw-Curtis selon différents niveaux.
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Figure B.1 – 2D Les grilles de collocation de Clenshaw-Curtis pour différents niveaux de résolution. (a) : 42
points de la grille ; (b) : 52 points de la grille ; (c) : 62 points de la grille.
3. Vérifie si elle est actuellement de degré n(l) à cause du nombre impair de points.
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B.1.2 Cubatures multivariées
B.1.2.1 Grilles à base de produit tensoriel complet
La cubature de dimension N peut être construite à partir du produit tensoriel complet des lois de quadra-
ture unidimensionnelle B.1.4 :
QNl [ψ] =
(Q1l1 ⊗ . . .⊗Q1lN ) ψ, (B.1.7)
La notation l = (l1, . . . , lN ) ∈ NN+ désigne le multi-indice. Les points de la grille entière sont construits en
se basant sur les produits tensoriels des points de la grille unidimensionnelle. Ces points sont représentés par
l’ensemble ΓNl :
ΓNl := Λ
1
l1 × . . .× ΛNlN , (B.1.8)
de façon que Eq. B.1.7 devient :
QNl [ψ] =
(Q1l1 ⊗ . . .⊗Q1lN ) ψ
=
n1(l1)∑
k1=1
. . .
nN (lN )∑
kN=1
ψ
(
f(y
(k1)
1 , . . . , y
(kN )
N )
)
w
(k1)
l1
. . . w
(kN )
lN
(B.1.9)
L’équation B.1.9 représente le cas le plus général où différent niveau de précision lk de quadrature, différent
nombre de points de quadrature nlk et différent type de quadrature peuvent être utilisés le long de chaque kième
dimension. Ce qui est très utile pour traiter le cas où les distributions des paramètres aléatoires indépendants
sont différentes.
Si la formule est isotropique ou en d’autre terme, le niveau de précision et le nombre de points de la grille
correspondant est le même pour chaque dimension (c’est à dire n1(l1) = n2(l2) = . . . nN (lN ) = nl) alors le
nombre totale de points de quadrature devient :
Nq = (nl)
N . (B.1.10)
Dans ce cas, on observe une croissance exponentielle du nombre de points avec la dimension N [155].
B.1.2.2 Grilles creuses
Avec l’extension des lois de quadrature unidimensionnelle, les grilles basées sur le produit tensoriel complet
sont très couteuses lorsque le nombre de points de la grille le long de chaque dimension aléatoire devient très
grand. Une alternative sont les quadratures creuses «sparse» [145] qui nécessitent un nombre inférieur de
points de quadrature (le nombre de points diminue avec la croissance de N). Avec cette alternative, le fléau
de dimension peut être surmonté jusqu’à une certaine mesure. La quadrature creuse basée sur l’algorithme
de Smolyak [153] a l’avantage de rester précise avec un taux de convergence qui dépend faiblement de N. De
cette manière, le nombre d’évaluation des fonctions ainsi que la précision numérique deviennent indépendants
de la dimension du problème grâce aux facteurs logarithmiques. Avec cette approche, les points de quadrature
et les poids sont connus et proviennent d’une combinaison de différentes lois dans différentes dimensions.
On peut donc imaginer que la quadrature résultante d’un produit tensoriel qui combine des formules
d’ordre élevé dans seulement quelques dimensions aléatoires avec des formules d’ordre inférieur dans les autres
dimensions peut être réalisable dans des dimensions d’ordre supérieure. La meilleure combinaison de telles
quadratures se fait en introduisant les différences de quadrature :
∆Q1lk :=
(Q1lk −Q1lk−1) , k = 1, . . . , N,
où Q1lk est défini dans B.1.4 (et n’est pas forcément imbriquée) et Q10 := 0. En général, les formules de
différence sont des formules de quadrature sur l’union des grilles Λ1lk ∪ Λ1lk−1 (qui devient Λ1lk dans le cas
imbriqué).
On note que pour les quadratures imbriquées, la quadrature différence requiert la mise à jour de l’ensemble
des nœuds de Q1lk ayant comme poids la différence des poids entre le niveaux lk et lk − 1.
Le but est maintenant de construire une cubature pour laquelle seulement quelques niveaux lk sont larges.
L’un des choix possible est d’utiliser des combinaisons linéaires de telles quantités seulement pour les indices
qui relèvent un simplexe au lieu d’un hypercube comme dans la formule classique de produit simple.
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Etant donné un niveau ν ∈ N+, la formule de cubature creuse pour N dimensions est :
QNν [ψ] =
∑
k∈J (ν,N)
(
∆Q1k1 ⊗ . . .⊗∆Q1kN
)
ψ, (B.1.11)
qui peut être aussi exprimée comme [154] :
QNν [ψ] =
∑
k∈K(ν,N)
(−1)ν+N−|k|1−1
(
N − 1
|k|1 − ν
)
· (Q1k1 ⊗ . . .⊗Q1kN ) ψ,
où les ensembles J et K sont définis, dans le cas de la construction Smolyak, comme :
J (ν,N) = {k ∈ NN+ , k > 0 : g(k) ≤ ν − 1},
K(ν,N) = {k ∈ NN+ , k > 0 : ν −N ≤ g(k) ≤ ν − 1},
où la fonction strictement croissante
g : NN+ → N+ | g(k) =
N∑
n=1
(kn − 1),
caractérise l’ensemble des multi-indices utilisé pour construire l’approximation creuse.
Cette fois la grille de la cubature est basée sur l’union des grilles :
ΓNν =
⋃
l∈J (ν,N)
(
Λ1l1 × . . .× ΛNlN
)
.
La quadrature creuse est toujours imbriquée indépendamment de la nature de la base 1D de la loi de quadrature
utilisée. En effet, pour enrichir la quadrature creuse, le niveau de quadrature est augmenté de l à (l+1) et donc
les points de la grille utilisés aux niveaux antérieures sont conservés . Si la loi de quadrature unidimensionnelle
est imbriquée, c’est à dire si :
Λjl+1 ⊆ Λjl alors ΓNν ⊂ ΓNν+1, (B.1.12)
cela implique un nombre beaucoup plus petit de points de collocation comparé aux formules non imbriquées :
ΓNν =
⋃
l∈J˜ (ν,N)
(
Λ1l1 × . . .× ΛNlN
)
,
avec J˜ (ν,N) = {k ∈ NN+ , k > 0 : g(k) = ν − 1}.
A noter que l’algorithme de Smolyak est capable de construire une grille multi-dimensionnelle pour n’im-
porte quelle famille de lois de quadrature unidimensionnelles. Ce dernier va affecter le nombre total de points
de cubature ainsi que la précision globale de l’intégration.
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