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Abstract
As discussed in Madan and Yor (2002) [10], under certain conditions on a family (Hr , r > 0) of
Hardy–Littlewood functions, Markovian Martingales (BTHr ) may be constructed. We take advantage of
the explicit character of the Aze´ma–Yor (Skorokhod embedding) algorithm, to describe precisely some
remarkable and simple examples of these Markovian Martingales.
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1. Introduction, motivations
1.1
Given a target probability measure µ(dx), Skorokhod embedding consists of finding a
stopping time T of Brownian motion (Bt , t ≥ 0) such that:
(i) (Bt∧T , t ≥ 0) is a uniformly integrable martingale;
(ii) BT has the given law µ(dx).
∗ Corresponding author. Tel.: +1 615 298 1759.
E-mail addresses: adrian.lim@nie.edu.sg (A.P.C. Lim), ju-yi.yen@uc.edu (J.-Y. Yen).
0304-4149/$ - see front matter c⃝ 2012 Elsevier B.V. All rights reserved.
doi:10.1016/j.spa.2012.09.013
330 A.P.C. Lim et al. / Stochastic Processes and their Applications 123 (2013) 329–346
Fig. 1. BTµ is distributed as µ.
As a consequence of (i), it is necessary that µ(dx) satisfies:
|x |dµ(x) <∞ and

xdµ(x) = 0. (1)
Conversely, it has been shown by many authors that, for any probability µ(dx) on R, which
satisfies (1), there exist, (in general, many!) solutions to Skorokhod embedding with target
measure µ. In fact, Obło´j [12] has found at least 21 solutions scattered in the literature.
1.2
One of these twenty-one solutions, derived by Aze´ma–Yor [1] (to avoid repetition, this paper
will always be referred throughout the present text as [AY]) may be expressed in the form of the
following explicit algorithm:
given µ satisfying (1), for simplicity of exposition, consider a random variable X , distributed
as µ and associate to µ (or X ) the following Hardy–Littlewood barycenter function (defined for
x < ess sup(X)):
Hµ(x) = E[X |X ≥ x] ≡ 1
µ([x,∞))

[x,∞)
tdµ(t). (2)
(In [AY], this function Hµ is denoted by ψµ.)
Then, the Aze´ma–Yor algorithm is given by:
Tµ := inf{t : St ≥ Hµ(Bt )} (3)
where St = sups≤t Bs . Fig. 1 shows the construction.
1.3
It may well happen that, conversely, a certain function H is given, and one considers:
TH := inf{t : St ≥ H(Bt )}. (4)
We may then ask: Is H of the form Hµ, for some µ which satisfies (1)?
If so, can we give a formula for µ in terms of H? The answer is given in [AY]: for simplicity, we
assume that H is continuous, and more importantly:
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H is increasing; H(x) ≥ x+; if H(a) = a, then H(x) = x , for x ≥ a, and, finally:
lim
x→−∞ H(x) = 0. (5)
Then, under these conditions, µ exists and is given by:
µ([x,∞)) = exp

−
 x∧a
−∞
d H(y)
H(y)− y

= exp

−
 H(x)
0
du
u − φ(u)

(6)
where φ is an inverse of H . Properties (1) are easily verified from formula (6).
1.4. Markovian martingales in the [AY] algorithm
Skorokhod embedding is often used to construct, or rather embed martingales in Brownian
motion. From the [AY] algorithm, one recovers martingales (BTHr , r > 0) when the family
(Hr , r > 0) of Hardy–Littlewood functions we consider is increasing (pointwise in x) with
respect to r .
Although every martingale can be Skorokhod embedded in Brownian motion, only certain
martingales can be embedded by Aze´ma–Yor stopping times. Therefore, it becomes of interest
to study which are these martingales.
In this general case, it has been shown in Madan–Yor [10] that the process (BTHr , r > 0) is
an inhomogeneous Markovian process and its infinitesimal generator has been described.
1.5. Motivations for this paper
Given the martingale (BTHr , r > 0), we want to ask the following 2 questions:
(a) Is it possible to give sufficient conditions in terms of (Hr , r > 0) for (BTHr , r > 0) to be
uniformly integrable?
(b) Is it possible to give sufficient conditions in terms of H for µ defined in formula (6) to have
finite moments, or even exponential moments?
Suppose we fix a Hardy–Littlewood function H and let X be a r.v. with law given by
µ ≡ µH . We assume that X is centered and integrable. Let µr be the law of √r X and denote
the Hardy–Littlewood function associated to µr by Hr ≡ Hµr . If µ satisfies Lemma 3 in
Madan–Yor [10], then Hr is increasing in r . Theorem 4 in [10] gives another sufficient condition
for Hr to be increasing in r . It is natural to ask if there is an example whereby Lemma 3 in [10]
applies but not Theorem 4 in [10]. We construct the arc-sine law given in Section 2.6, which is
one such example. At the end of this paper, we present Proposition 4, which provides a condition
which is the direct opposite of the condition given by Theorem 4 in [10].
The explicit form of the solution of the Skorokhod problem given in [AY], is similar to
the construction in Madan–Yor [10]. However, the latter put emphasis on creating martingales
(BTHr , r > 0), Hr as described in the previous paragraph. In the present paper, we are mainly
interested in the general properties of the martingale (BTHr , r > 0). We will develop the
infinitesimal generator of these Markovian martingales based on [10] and give answers to the
2 questions raised above.
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Fig. 2. The “fan”.
1.6. Organization; contents of the remainder of this paper
The remainder of this paper consists of 3 sections: in Section 2, for a family (Hr , r > 0)
of Hardy–Littlewood functions, increasing (pointwise in x) with respect to r , we consider the
associated distributions µr , for some simple but remarkable examples:
• the Aze´ma–Yor “fan” where Hr (x) = r(x + a)+, for a > 0 fixed, with dam-drawdown of
Taylor and Williams, and B E S(3) of Pitman as special cases;
• and the arc-sine laws, related to the Aze´ma martingale, where
µr (dx) = dx
π
√
r − x2 1|x |≤
√
r .
Section 3 applies the general discussion of Madan–Yor [10] to study both the martingale and
Markov properties of the process: Xr = BTµr ≡ BTHr thanks to the increasing property of Hr
found in the examples considered in Section 2. Section 4 discusses the uniform integrability and
moments of (BTHr , r > 0) and presents new results related to the [AY] algorithm.
2. Some examples
2.1
The Aze´ma–Yor“fan”
This family of examples of stopping times can be generated by considering the straight lines:
y = β(x + a), in the following picture (Fig. 2), we present the corresponding stopping times:
T(β,a) := inf{t : St ≥ β(Bt + a)}, for 0 < β < 1. (7)
We denote:
T(γ,a) := inf{t : St ≥ γ (Bt + a)}, for γ > 1, (8)
to distinguish between “small” and “large” slopes.
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2.2
The dam-drawdown example [19,22]
(Both Taylor and Williams considered Brownian motion with drift, instead of Brownian motion;
for simplicity, we shall only deal with standard Brownian motion with zero drift.) Consider
T(a) := inf{t : St − Bt ≥ a}. Imagine (Bt ) to be the random level of the water in a dam, at
time t . Due to safety reason, the difference between the maximum and current level of the water
should not exceed, given winds, gales, and so on · · ·, the constant a; hence the consideration of
the stopping time T(a).
It is easy enough to show that ST(a) is exponential with mean a; indeed, note that: ST(a) −
BT(a) = a, and E[BT(a) ] = 0. Thus, in this case, if we write
µ(a)(dx) = P

BT(a) ∈ dx

, then:
µ(a)(dx) = 1a exp

−1
a
(x + a)

dx, x ≥ −a. (9)
Given the simplicity of this example, it may be worth to outline the way the general proof
given in [AY] works (in this particular case).
Indeed, Aze´ma–Yor remarked that, for any f in L1(R+) i.e.:
∞
0 dx | f (x)| <∞, the process
Φt = f (St )(St − Bt )+
 ∞
St
dx f (x), t ≥ 0, (10)
is a martingale, and it converges a.s. to 0, as t →∞.
As a particular case of (10), we note that for f (x) = λe−λx , λ > 0, we get
Φ(λ)t = λe−λSt (St − Bt )+ e−λSt ≡ e−λSt (1+ λ(St − Bt )). (11)
Thus, applying Doob’s optional stopping theorem to (11), at time T(a) yields,
E

e−λST(a)

= 1/(1+ λa)
from which the exponential law of ST(a) , hence formula (9) follow. We shall come back to formula
(10) in Section 4.
2.3
The “B E S(3)-Pitman” example
Here, we consider: T
( 12 ,a)
:= inf{t : St ≥ 12 (Bt + a)}, and we find:
µ 1
2 ,a
(dx) = P BT 1
2 ,a
 ∈ dx

= 1
2a
1[−a,+a](x)dx, (12)
the uniform law on [−a,+a].
Example 2.2 is based on the reflecting Brownian motion St − Bt . Example 2.3 bears a
Markovian feature in common with Example 2.2 via a celebrated theorem of Pitman [17], that
is: (2St − Bt , t ≥ 0) is a B E S(3) process. Furthermore, BT
( 12 ,a)
and T
( 12 ,a)
are independent,
from (12)
E

exp

λBT(1/2,a)
 = sinh(λa)
λa
;
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with
E

exp

−λ
2
2
T(1/2,a)

= λa
sinh(λa)
.
These two results confirm (luckily!) the Wald identity: E[EλT ] = 1, with EλT = exp

λBT − λ2T2

,
applied to: T ≡ T(1/2,a).
Remark. In this case, considerations of Brownian motions with drifts, instead of Brownian
motion, are immediate, since the Girsanov density up to time T(1/2,a)
exp

νBT(1/2,a)

exp

−ν
2
2
T(1/2,a)

between the law of (B(ν)t ≡ Bt + νt, t ≤ T(1/2,a)(B(ν))) and (Bt , t ≤ T(1/2,a)(B)) splits into
two independent variables!
Comments. (1) In general, in Section 5 of [AY], the Laplace transform of the law of Tµ, and
the joint law of (BTµ , Tµ) are given; this can be done either with stochastic calculus methods
(see, e.g., [4]), or excursion theory methods (see, e.g., [13,18]).
(2) Cases where BTµ and (non-randomized) Tµ are independent are extremely rare; see [6].
In the next two subsections, the laws of µ(β,a) and µ(γ,a) are discussed.
2.4
The case: 0 < β < 1
Apply formula (6), to obtain µ(β,a) as:
µβ,a(dx) = βa

β − (1− β)x
a
 2β−1
1−β
dx, −a ≤ x ≤ βa
1− β . (13)
Clearly, the case β = 1/2 recovers 2.3; we now show, by passage to the limit, as β → 1−, the
recovery of 2.2, i.e. formula (9). Indeed, it suffices to write:
β
a

β − (1− β)x
a
 2β−1
1−β ≡ β
a

1− (1− β)− (1− β) x
a
 2β−1
1−β
≡ β
a
exp

2β − 1
1− β

log

1− (1− β)

1+ x
a

−→
(β→1−)
1
a
exp

−

1+ x
a

, (x ≥ −a)
which is precisely the desired result.
2.5
The case: γ > 1
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Again, it suffices to apply formula (6) to obtain a formula formally similar to that of β < 1,
namely:
µγ,a(dx) = γa
dx
γ + (γ−1)xa
 2γ−1
γ−1
, x ≥ −a. (14)
It may be of some interest to check about the existence of moments of BT = BTγ,a , (or,
equivalently, ST !). Indeed, from (14), E[|BT |m] <∞ if and only if ∞
1
dx xm
x (2γ−1)/(γ−1)
<∞,
which is equivalent to: 2γ−1
γ−1 − m > 1, that is:
γ <
m
m − 1 , or, equivalently : m <
γ
γ − 1 .
Question. This (easy!) result leads us to the question: under which condition on H is it true that
µ ≡ µH has all moments? or even some exponential moments? See Section 4.4 below.
2.6
The arc sine laws
The main motivation in Madan–Yor [10] is to construct martingales with one-dimensional
marginals such as those of
√
t X , where X is a given centered r.v.. The Aze´ma martingale
ξt
def= sgn(Bt )√t − gt , where t ≥ 0 and gt = sup{s ≤ t : Bs = 0}, (see, e.g. [2], for properties of
(ξt )) satisfies this property, with ξ1(= X) distributed as
µ(dx) = dx
π
√
1− x2 1|x |≤1,
and more generally:
µt (dx) = P(ξt ∈ dx) = dx
π
√
t − x2 1|x |≤
√
t .
Conversely, the [AY] (Skorokhod embedding) algorithm in this case is:
Tµt ≡ inf{s : Ss ≥ Ht (Bs)},
with (see Fig. 3)
Ht (x) = 1
µt ([x,∞))
 √t
x
dy y
π

t − y2

=
√
t − x2
arccos(x/
√
t)
; |x | < √t (15)
and,
Ht (x) = 0, for x < −
√
t
= x, for x > √t .
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Fig. 3. Ht in (15).
To present the picture of Ht , the slope of Ht at x = ±√t± is computed as follows:
∂+H(
√
t) = lim
x→√t+
H(x)− H(√t)
x −√t = limx→√t+
x −√t
x −√t = 1
∂−H(
√
t) = lim
x→√t−
H(x)− H(√t)
x −√t = limx→√t−
√
t−x2
cos−1(x/
√
t)
−√t
x −√t
= lim
y→0+
√
t−t cos2 y
y −
√
t√
t cos y −√t = limy→0+
√
1−cos2 y
y − 1
cos y − 1
= lim
y→0+
sin y
y − 1
cos y − 1 =
1
3
∂−H(−
√
t) = lim
x→−√t−
H(x)− H(−√t)
x − (−√t) = limx→−√t−
0− 0
x +√t = 0
∂+H(−
√
t) = lim
x→−√t+
H(x)− H(−√t)
x − (−√t) = limx→−√t+
√
t−x2
cos−1(x/
√
t)
− 0
x +√t
= lim
x→−√t+
√
t − x2
cos−1(x/
√
t)(x +√t) = limx→−√t+
√
t − x
√
t + x
cos−1(x/
√
t)(x +√t)
= lim
x→−√t+
√
t − x
cos−1(x/
√
t)

x +√t
= +∞.
We note that, in the paper of Madan–Yor [10], Section 4.4, a construction is given, which
produces a continuous martingale having the same one-dimensional marginals as the Aze´ma
martingale (ξt , t ≥ 0) with the help of an explicit SDE. On the other hand, Madan–Yor [10]
did not use the “Aze´ma–Yor under scaling construction” in particular for the Aze´ma martingale
(ξt , t ≥ 0), but this is what we are now developing. Indeed, for the [AY] algorithm to be
meaningful in this case, Ht has to be increasing in t .
In fact, Lemma 3 of Madan–Yor [10] applies, that is, we need (and are able) to show that:
ϕ(a) ≡ a
H(a)
≡ a√
1− a2 arccos(a), 1 > a > 0,
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is increasing. The derivative is:
ϕ′(a) = 1√
1− a2 arccos(a)+
a2
(1− a2)3/2 arccos(a)−

a√
1− a2

1√
1− a2
= (arccos(a))

1
(1− a2)3/2

− a
(1− a2)
≡ 1
(1− a2)3/2 ψ(a),
where ψ(a) = arccos(a) − a√1− a2 with ψ(0) = π2 and ψ(1) = 0. Now, it remains to show
that ψ(a) ≥ 0, for a ∈ [0, 1], which will be implied by ψ ′ ≤ 0. Indeed:
ψ ′(a) = − 1√
1− a2 −

1− a2 + a
2
√
1− a2
≡ 1√
1− a2

a2 − (1− a2)− 1

≡ 1√
1− a2 2 (a
2 − 1)
≡ −2

1− a2 ≤ 0.
In Madan–Yor [10], on the construction of a continuous martingale which has the same
one-dimensional marginals as the Aze´ma martingale (pp. 533–534), Lemma 3 in their paper
is not used directly but only via a sufficient condition of application of this Lemma, which is
presented in Theorem 4, [10]. Thus, it is now natural to wonder whether
h(y) = 1
π

1− y2 1(|y|≤1) ≡ exp(−V (y))
satisfies the hypothesis of Theorem 4 of Madan–Yor [10]. We have:
−V (y) = log

1
π

1− y2 1(|y|≤1)

i.e.
V (y) =

log(π)+ 1
2
(log(1− y2))

1(|y|≤1).
Restricting attention to [0, 1]:
V ′(y) = − y
1− y2 ; hence: yV
′(y) = −y
2
1− y2 ≡ 1−
1
(1− y2) −
2y
(1− y2)2 .
So, the function: (yV ′(y), y < 1) is decreasing, and Theorem 4 does not apply.
Comment. Thus, here is an interesting case where in Madan–Yor [10] Lemma 3 may be applied,
but not Theorem 4. Could we give “workable” conditions when this is so? This situation will be
discussed further in Section 4.5 below.
We note that a thorough study of sufficient conditions for Lemma 3 of [10] to apply is made
in [7] Section 7.4.3.
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3. Martingale and Markov properties of the process X r ≡ BTHr ≡ BTµr
3.1
Under the condition that the functions Hr increase in r (see previous sections),
Madan–Yor [10, pp. 516–517], have computed both the (inhomogeneous) semigroup and the
generator of {Xr }. Here are these results:
(a) The semigroup property. Let f ≥ 0 be Borel.
Then for 0 < r < ρ,
E

f (BTρ )|FTr , BTr = b
 = α f (H−1ρ (c))+ (1− α)
∞
H−1ρ (c) f (y)µρ(dy)
µρ

H−1ρ (c),∞

whereα =
c − b
c − H−1ρ (c)
,
c = Hr (b),
so that
α ≡ Hr (b)− b
Hr (b)− H−1ρ (Hr (b))
(≤ 1).
(b) The infinitesimal generator of (Xr , r > 0) is given by either of the 2 forms:
Ar ( f )(b) = ar (b)

1
Hr (b)− b
∞
b µr (dy)( f (y)− f (b))
µr ([b,∞))

− f ′(b)

if f ∈ C1c ,
≡ ar (b)
∞
b dv f
′′(v)E[(Xr − v)+]
E[(Xr − b)+] if f ∈ C
2
c ,
where
ar (b) =
∂
∂r (Hr (b))
∂
∂b (Hr (b))
.
For the particular case studied in Section 2, if f2(v) = v2, follows from [10], we get that the
infinitesimal generator of (Xr , r > 0) is:
Ar ( f2)(b) = 2ar (b)
∞
b dvE[(Xr − v)+]
E[(Xr − b)+]
= 2ar (b)

− Σb(r)
∂
∂b (Σb(r))

(16)
where Σb(r) =
∞
b dvE[(Xr − v)+]. Then from (16), we have:
− ∂
∂b (Σb(r))
Σb(r)
= 2 ar (b)Ar ( f2)(b) ,
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so that:
− log

Σb(r)
K

= 2
 b
0
dc
ar (c)
Ar ( f2)(c) ,
i.e.:
Σb(r) = K exp

−2
 b
0
dc

ar (c)
Ar ( f2)(c)

, K =
 ∞
0
dvE[(Xr − v)+].
Thus, from the definition of Σb(r), we get:
E[(Xr − b)+] = K

2
ar (b)
Ar ( f2)(b)

exp

−2
 b
0
dc
ar (c)
Ar ( f2)(c)

. (17)
But, the LHS of (17) is ∞
b
dy P(Xr > y).
Thus:
P(Xr > b) = K d
2
db2

exp

−2
 b
0
dc
ar (c)
Ar ( f2)(c)

,
and finally:
P(Xr ∈ db) = −K d
3
db3

exp

−2
 b
0
dc
ar (c)
Ar ( f2)(c)

db.
Comment. It may be of some interest to recover µr by solving, for particular cases, the equation
Ar ( f2)(b) = σ 2r (b),
for an a priori given σ 2r (b). However, apart from Aze´ma, Brownian motion, and Poisson cases,
their laws are complicated, although their infinitesimal generators are not.
4. From the previous examples back to a general discussion of some Aze´ma–Yor features
4.1. A direct proof of the main result of [AY]
The main result in [AY] gives a formula for the law of ST , given by (22). Note that (22) first
appeared in [20]. The proof here is reproduced from Proposition 5.1 of [14], and we add in more
details for the readers’ convenience. Let T denote a stopping time with respect to the natural
filtration of Brownian motion (Bt , t ≥ 0), such that (Bt∧T , t ≥ 0) is uniformly integrable. Then,
it is not difficult to show, for any f ∈ L1+(dx), the martingale
Φt∧T ≡ f (St∧T )(St∧T − Bt∧T )+

St∧T
dx f (x) (18)
is indeed uniformly integrable. Denote:
φ(ST ) = E[BT |ST ].
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Then, by (18), for any f ∈ L1+(dx):
E

f (ST )(ST − φ(ST ))+
 ∞
ST
dx f (x)

=
 ∞
0
dx f (x).
In other words:
E [ f (ST )(ST − φ(ST ))] = E
 ST
0
dx f (x)

. (19)
Eq. (19) identifies the law of ST , which we call ν ≡ νφ for now, to obtain
ν(ds) f (s)(s − φ(s)) =
 ∞
0
ds f (s)P(ST ≥ s) =
 ∞
0
ds f (s)ν¯(s), (20)
where ν¯(s) = ν([s,∞)). Since (20) holds for all bounded f : R+ → R+ with compact support,
then:
ν(ds)(s − φ(s)) = dsν¯(s). (21)
For simplicity, we assume that for every s, s > φ(s) and
 s
0
dx
x−φ(x) < ∞; then (21) may be
written as a 1st order differential equation in ν¯, that is,
−d ν¯(s) = ds
s − φ(s) ν¯(s).
Consequently,
log

ν¯(s)
K

= −
 s
0
dx
(x − φ(x))
and:
ν¯(s) = K exp

−
 s
0
dx
(x − φ(x))

.
From our hypothesis on φ, we deduce that K = 1; hence:
ν¯(s) ≡ P(ST ≥ s) = exp

−
 s
0
dx
(x − φ(x))

. (22)
Now the law of BT may be obtained via (6).
Comments. (1) Here, E[BT |ST ] ≡ φ(ST ) is considered on computations of functionals
involving Brownian motion and its supremum. In the early literature, some authors
considered BT ≡ φ(ST ); e.g. see [9].
(2) To summarize what we have done above, we simply notice that in (18), the presence of St∧T ,
in comparison with that of Bt∧T was overwhelming, (3 times instead of one time!) and this
incited us to consider the conditional expectation E[BT |ST ]. [AY] is more “rigid” in that BT
is taken there as a deterministic function of ST . In the end, (22) expresses the law of ST ;
hence, in the [AY] algorithm that of BT , as given by (6).
(3) The Aze´ma–Yor algorithm has been further developed, for example, by Aze´ma and Yor [3],
Pierre [16], Jeulin and Yor [8], Rogers [18], Meilijson [11], Zaremba [23], van der Vecht [21],
Pedersen and Peskir [15] and Cox and Hobson [5].
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4.2. Integrability properties of BTH
Let H be increasing and continuous, H(x) ≥ x+ and if H(a) = a, then H(x) = x and finally
lim
x→∞ H(x) = 0.
Let φ be the inverse of H . Define
µ([c,∞)) ≡ µH ([c,∞)) = exp

−
 c
−∞
d H ′(y)
H(y)− y

= exp

−
 H(c)
0
dy
y − φ(y)

.
From the second equality, it is clear that
 H(c)
0 dy/(y − φ(y)) <∞.
Lemma 1. Let H satisfy the usual assumptions. Then for τ ≥ 0, −τ
−∞
|x |e−
 x
−∞
d H(y)
H(y)−y · H
′(x)
H(x)− x dx ≤ H(−τ) <∞, ∞
τ
xe−
 x
−∞
d H(y)
H(y)−y · H
′(x)
H(x)− x dx ≤ H(τ )µ([τ,∞)) <∞.
In particular, ∞
−∞
|x |e−
 x
−∞
d H(y)
H(y)−y · H
′(x)
H(x)− x dx < 2H(0) <∞.
Proof. Now,
d
ds

H(s)e−
 s
−∞
d H(y)
H(y)−y

= H ′(s)e−
 s
−∞
d H(y)
H(y)−y − H(s)e−
 s
−∞
d H(y)
H(y)−y · H
′(s)
H(s)− s
= −se−
 s
−∞
d H(y)
H(y)−y · H
′(s)
H(s)− s .
Integrate from τ to c, c
τ
se−
 s
−∞
d H(y)
H(y)−y · H
′(s)
H(s)− s ds = H(τ )e
−  τ−∞ d H(y)H(y)−y − H(c)e−  c−∞ d H(y)H(y)−y
≤ H(τ )µ([τ,∞)) <∞. (23)
And for τ > 0, −τ
−∞
|x |e−
 x
−∞
d H(y)
H(y)−y · H
′(x)
H(x)− x dx ≤
 −τ
−∞
|x |
H(x)+ |x | · H
′(x)dx ≤ H(−τ). 
Corollary 1. Suppose we have a family of {Hr : r > 0}, with H·(x) increasing for each x fixed.
If limc→∞ supr>0 Hr (c)µ([c,∞)) = 0 and limc→∞ supr>0 Hr (−c) = 0, then the martingale
{BTHr : r > 0} is uniformly integrable.
Proof. From previous Lemma 1,
lim
c→∞ supr>0
 ∞
c
xe−
 x
−∞
d Hr (y)
H(y)−y · H
′
r (x)
Hr (x)− x dx ≤ limc→∞ supr>0 Hr (c)µr ([c,∞)) = 0,
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lim
c→∞ supr>0
 −c
−∞
xe−
 x
−∞
d Hr (y)
Hr (y)−y · H
′
r (x)
Hr (x)− x dx ≤ limc→∞ supr>0 Hr (−c) = 0.
Hence {BTHr : r > 0} is uniformly integrable. 
4.3. Uniform Integrability
Consider now a fixed H and let X be a r.v. with law given by µ ≡ µH . Since X is centered
and integrable, the process is {√t X : t > 0} is increasing in convex order. Let µt be the law
of
√
t X and denote the Hardy–Littlewood function associated to µt by Ht ≡ Hµt . Define the
Azema–Yor stopping time T (µ)t as before. Then we know that X
(µ)
t := BT (µ)t is distributed as µt .
Definition 1. We say that µt has the property of increasing mean residual value (IMRV) if
{Ht }t>0 are increasing in t , i.e. if t ≤ t¯ , then Ht (x) ≤ Ht¯ (x).
As shown in [10], if µ is such that the following (M.Y.) condition holds,
a → Dµ(a) := aHµ(a) is increasing on R+ (M.Y.)
then X (µ)t is a martingale.
On a finite time horizon, {X (µ)t : 0 < t < M} is uniformly integrable. However, over the time
horizon t > 0, it is no longer uniformly integrable as shown in the next proposition.
Proposition 1. Assume (M.Y.) holds as above. Then {X (µ)t : t > 0} is not uniformly integrable.
Proof. It is easy to check that Ht (x) = √t H(x/√t). Using a change of variables x/√t → x ,
we have ∞
c
xe−
 x
−∞
d Ht (y)
Ht (y)−y · H
′
t (x)
Ht (x)− x dx =
 ∞
c
xe
−  x−∞ H ′(y/√t)dy√t H(y/√t)−y · H ′(x/
√
t)√
t H(x/
√
t)− x dx
= √t
 ∞
c/
√
t
xe−
 x
−∞
d H(y)
H(y)−y · H
′(x)
H(x)− x dx .
Since  ∞
c/
√
t
xe−
 x
−∞
d H(y)
H(y)−y · H
′(x)
H(x)− x dx −→
 ∞
0
xe−
 x
−∞
d H(y)
H(y)−y · H
′(x)
H(x)− x dx > 0
as t →∞, it follows that
lim
c→∞ supt>0
 ∞
c
xe−
 x
−∞
d Ht (y)
Ht (y)−y · H
′
t (x)
Ht (x)− x dx > 0
and thus {X (µ)t : t > 0} is not uniformly integrable. 
4.4. Sufficient conditions for higher moments to exist
Now we ask for sufficient conditions for the m-th moment to exist. In the next proposition,
we require that H ′ decays to 0 rapidly as we tend towards negative infinity and H is much bigger
than xm as we tend to positive infinity, if the m-th moment is to exist.
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Proposition 2. Suppose
 −1
−∞ |x |m−1 H ′(x)dx < ∞ and let p < 1 such that |x |m/H(x)p < M
for some M > 0. Then µ has the m-th moment.
Proof. −1
−∞
|x |me−
 x
−∞
d H(y)
H(y)−y · H
′(x)
H(x)− x dx ≤
 −1
−∞
|x |m−1 H ′(x)dx <∞.
And for some p < 1, ∞
0
|x |me−
 x
−∞
d H(y)
H(y)−y · H
′(x)
H(x)− x dx
≤
 ∞
0
|x |me−p ln H(x)+p ln H(0)e−(1−p)
 x
−∞
d H(y)
H(y)−y · H
′(x)
H(x)− x dx
≤ M H p(0)
 ∞
0
e−(1−p)
 x
−∞
d H(y)
H(y)−y · H
′(x)
H(x)− x dx
≤ M H
p(0)
1− p e
−(1−p)  x−∞ d H(y)H(y)−y ∞
0
≤ M H
p(0)
1− p . 
On the other hand, we have the following extreme case.
Proposition 3. Suppose 0 < |H(s)− s| < M for some M > 0. Then
R
eλx dµ(x) <∞
for 0 ≤ λ < 1/2M. If we further assume that there exists an ϵ > 0 such that −1
−∞
eϵ|x |H ′(x)dx <∞, (24)
then µ has finite exponential moments with λ in an open neighborhood of 0.
Proof. ∞
0
eλx e−
 x
−∞
d H(y)
H(y)−y · H
′(x)
H(x)− x dx
≤
 ∞
0
eλx e−
1
2M
 x
−∞ d H(y)e−
1
2
 x
−∞
d H(y)
H(y)−y · H
′(x)
H(x)− x dx
≤
 ∞
0
eλx e−H(x)/2M e−
1
2
 x
−∞
d H(y)
H(y)−y · H
′(x)
H(x)− x dx
≤ 2e− 12
 0
−∞
d H(y)
H(y)−y <∞, (25)
if 0 ≤ λ < 1/2M . Now if we further assume (24), and hence for any λ < ϵ, we have −1
−∞
e−λx e−
 x
−∞
d H(y)
H(y)−y · H
′(x)
H(x)− x dx ≤
 −1
−∞
eϵ|x |H ′(x)dx <∞. (26)
Let δ be the minimum of ϵ and 1/2M . Combining (25) and (26), µ has finite exponential
moments with λ in (−δ, δ). 
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4.5. A result related to Theorem 4 in Madan–Yor [10]
Under the comment in Section 2.6, we asked for a workable condition whereby Lemma 3
applies but Theorem 4 in [10] does not. The arc sin law example clearly illustrates that there are
situations whereby Lemma 3 can be applied but not Theorem 4. The next proposition is the direct
opposite of Theorem 4 in [10].
Proposition 4. Suppose the probability density function g(y) = e−V (y), with V continuous.
In addition, V is differentiable on [0,∞)/K , K is any finite set. Further assume that
lima→∞ ag(a) = 0. If yV ′(y) < 2 for y > 0, then g(y) admits the property of increasing
mean residual value (IMRV) under scaling, as defined in Definition 1.
Proof. Write
H(a) = 1
µ([a,∞))
 ∞
a
µ(dx)x,
φ(a) = a
H(a)
= aµ([a,∞))∞
a µ(dx)x
= a
∞
a dyg(y)∞
a dyyg(y)
and differentiate
φ′(a) =
∞
a dyg(y)∞
a dyyg(y)
+ a
2g(a)
∞
a dyg(y)∞
a dyyg(y)
2 − ag(a)∞
a dyyg(y)
.
Thus, if ∞
a
g(y)dy − ag(a) > 0, (27)
then φ′ > 0 and φ is increasing. Using Lemma 3 from Madan–Yor [10], g(y) admits the IMRV
under scaling. To prove (27), we write
f (a) =
 ∞
a
g(y)dy − ag(a) =
 ∞
a
e−V (y)dy − ae−V (a).
Note that f is differentiable on [0,∞)/K , K is a finite set. Differentiate, we get
f ′(a) = e−V (a) aV ′(a)− 2 .
By our assumption, aV ′(a)− 2 < 0, therefore f ′ < 0 and hence f is a decreasing function. But
f (0) > 0 and lima→∞ f (a) = 0. Thus, f (y) ≥ 0 for y > 0 by continuity of f . 
Comments. It would be nice to have a concrete example which satisfies the above proposition.
Let ρ = 2− (2/e2) > 1. Consider the following example. Let V (x) = (ρ− x−1) ln x for x ≥ e2,
V (x) = 2(ρ − e−2) > 0 for x ∈ [0, e2] and g(x) = e−V (x). It is clear that g is integrable on
[0,∞). We can extend g continuously to g˜ such that g˜ is integrable on R and  yg˜(y)dy = 0.
Differentiate, for x > e2,
V ′(x) =

ρ − 1
x

1
x
+ 1
x2
ln x
and thus
xV ′(x) = ρ − 1
x
+ 1
x
ln x .
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Note that ln x/x is decreasing for x > e, therefore,
xV ′(x)− 2 = ρ − 2− 1
x
+ ln x
x
< − 2
e2
− 1
x
+ ln e
2
e2
= −1
x
< 0.
On [0, e2], xV ′(x) is 0. Hence xV ′(x) − 2 < 0. Applying the previous proposition, the density
g˜ admits IMRV.
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