Abstract-The audio/visual mapping problem of speech-driven facial animation has intrigued researchers for years. Recent research efforts have demonstrated that hidden Markov model (HMM) techniques, which have been applied successfully to the problem of speech recognition, could achieve a similar level of success in audio/visual mapping problems. A number of HMM-based methods have been proposed and shown to be effective by the respective designers, but it is yet unclear how these techniques compare to each other on a common test bed. In this paper, we quantitatively compare three recently proposed cross-modal HMM methods, namely the remapping HMM (R-HMM), the least-mean-squared HMM (LMS-HMM), and HMM inversion (HMMI). The objective of our comparison is not only to highlight the merits and demerits of different mapping designs, but also to study the optimality of the acoustic representation and HMM structure for the purpose of speech-driven facial animation. This paper presents a brief overview of these models, followed by an analysis of their mapping capabilities on a synthetic dataset. An empirical comparison on an experimental audio-visual dataset consisting of 75 TIMIT sentences is finally presented. Our results show that HMMI provides the best performance, both on synthetic and experimental audio-visual data.
I. INTRODUCTION
T HE GOAL OF audio/visual (A/V) mapping is to produce accurate, synchronized and perceptually natural animations of facial movements driven by an incoming audio stream. Speech-driven facial animation can provide practical benefits in human-machine interfaces [1] , since the combination of audio and visual information has been shown to enhance speech perception, especially when the auditory signals degrade due to noise, bandwidth filtering, or hearing impairments.
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P. K. Kakumanu of co-articulation [2] , which causes a given phone to be pronounced differently depending on the surrounding phonemes. According to the level at which speech signals are represented, facial animation approaches can be classified into two groups: phoneme/viseme and subphonemic mappings. The phoneme/viseme approach views speech as a bimodal linguistic entity. The basic idealized linguistic unit of spoken language is the phoneme. The spoken English language has approximately 58 phonemes [3] . Similarly, the basic unit of facial speech movement corresponding to a phoneme is the viseme. Following Goldschen [4] , phonemes may be mapped into 35 different visemes. Although phoneme/viseme mappings have generated fairly realistic "talking-heads" [5] , [6] the approach is inherently limited. When speech is segmented into phonemes, considerable information is lost, including speech rate, emphasis and prosody, all of which are essential for animating a realistically perceived talking face. Therefore, phoneme/viseme mappings result in less natural facial animations. An alternative to the phoneme/viseme approach is to construct a direct mapping from sub-phonemic speech acoustics (e.g., linear predictive coefficients) onto orofacial trajectories. This approach assumes a dynamic relationship between a short window of speech and the corresponding visual frame. In this case, the problem consists of finding an optimal functional approximation using a training set of A/V frames. As universal approximators, neural networks have been widely used for such nonlinear mapping [7] . To incorporate the co-articulation cues of speech, Lavagetto [8] and Massaro et al. [9] proposed a model based on time-delay neural networks (TDNNs), which uses tapped-delay connections to capture context information during phone and motion transitions. Hong et al. [10] used a family of 44 multilayer perceptrons (MLP), each trained on a specific phoneme. Co-articulation is captured with a seven-unit delay line. An incoming audio sample is first classified into a phoneme class using a set of 44 Gaussian mixture models, and the corresponding MLP is then used to predict the video components. Obviously, the predefined length of the delay line limits the time window of co-articulation dynamics because the context and durations are quite different for different subjects, emotional states, and speech rates.
To overcome the above limitations, hidden Markov models (HMMs) have recently received much attention for the purpose of A/V mapping [11] - [14] . HMM-based methods have the advantage that context information can be easily represented by state-transition probabilities. To the best of our knowledge, the first application of HMM to A/V mapping is the work by Yamamoto et al. [14] . In this approach, an HMM is learned from audio training data, and each video training sequence is aligned with the audio sequence using Viterbi optimization. During synthesis, an HMM state sequence is selected for a given novel audio input using the Viterbi algorithm, and the visual output associated with each state in the audio sequence is retrieved. This technique, however, provides video predictions of limited quality for two reasons. First, the output of each state is the average of the Gaussian mixture components associated to that state, so the predicted visual output of this state is only indirectly related to the current audio vector by means of the Viterbi state. Second, synthesis performance depends heavily on the Viterbi alignment, which is rather sensitive to noise in the audio input.
Chen and Rao [11] , [15] employ a least mean square estimation method for the synthesis phase, whereby the visual output is made dependent not only on the current state, but also on the current audio input. Still, their model predicts the state sequence by means of the Viterbi algorithm. To address this limitation, Choi et al. [12] have proposed a hidden Markov model inversion (HMMI) method. In HMMI, the visual output is generated directly from the given audio input and the trained HMM by means of an expectation-maximization (EM) iteration, thus avoiding the use of the Viterbi sequence. A different mechanism has been proposed by Brand [13] , in which a minimum-entropy training method is used to learn a concise HMM. As a result, the Viterbi sequence captures a larger proportion of the total probability mass, thus reducing the detrimental effects of noise in the audio input. For reasons that will become clear in Section II-A, Brand's method is termed the remapping HMM (R-HMM).
Even though these three HMMs have shown high potential for A/V mapping in speech-driven facial animation systems, a clear understanding of their relative merits has yet to be discerned. Moreover, the proposed models have not yet been evaluated under the same experimental conditions or A/V datasets, but the originators have used their own datasets. A theoretical evaluation alone may miss important factors affecting their behavior since the performance of any computational model will ultimately depend on the problem domain and the nature of the data. The objective of this paper is to provide an experimental comparison of these HMMs, as well as investigate how HMM structure and choice of acoustic features affect the prediction performance for speech-driven facial animation.
II. HMM-BASED A/V MAPPING
An HMM is commonly represented by a vector of model parameters , where is the set of Markov chain states, denotes the set of observations, is a matrix of state transition probabilities, and is the initial state distribution. If the outputs of the HMM are discrete symbols, is the observation symbol probability distribution. Although continuous outputs can be discretized through vector quantization, improved performance can be obtained by modeling the output probability distribution at state with a semi-parametric Gaussian mixture model (1) where is the mixture coefficient for the th mixture at state , and is a Gaussian density with mean vector and covariance matrix [16] . As reviewed in the previous section, a number of extensions of this basic HMM have been proposed for A/V mappings. A concise description of these models follows.
A. Remapping HMM
Under the assumption that both acoustic and visual data can be modeled with the same structure, Brand [13] has proposed a remapping procedure to train cross-modal HMMs. The training is conducted using video data. Once a video HMM is learned, the video output probabilities at each state are remapped onto the audio space using the M-step in Baum-Welch. Borrowing notation from [16] , the estimation formulas for and , the mean and covariance for the th Gaussian component at the th state in the visual HMM are (2) where is the visual vector at time , and is the probability of being in state at time with the th mixture component accounting for visual sequence and learned model . To re-map the video HMM into audio space, the audio and are obtained by replacing the video vector in (2) with , the audio vector at time . All other parameters in the audio HMM remain the same as in the video HMM.
The process of synthesizing a novel video trajectory sequence involves two steps. First, given a new audio sequence and the learned audio HMM, the optimal state sequence is obtained with the Viterbi algorithm. From the Viterbi sequence, the A/V mapping may be simply implemented by choosing the average visual vector for each state, as in [14] . This naive solution, however, yields an animation which displays jerky motion from frame to frame. Instead, Brand [17] proposes a solution that yields a short, smooth trajectory that is most consistent with the visual HMM and the given Viterbi state sequence. For simplicity, each state is assumed to have one Gaussian component, but the procedure can be generalized to Gaussian mixtures. Let be the probability of observation given Gaussian model with mean and covariance . The predicted visual trajectory is then (3) where , . Thus, the observation at time for the visual HMM includes both the position and the velocity . Equation (3) has a closed-form solution with a single global optimum. A standard block tri-diagonal system can be obtained by setting its derivative to zero. Details of the solution for such system can be found in [18] and [19] .
B. Least-Mean Squared HMM
The LMS-HMM method of Chen [11] differs from the R-HMM method in two fundamental ways. First, the LMS-HMM is trained on the joint A/V space, as opposed to video space. Second, the synthesis of video for each particular state is formulated as a least-mean-squares regression from the corresponding audio observation. Training of the LMS-HMM [11] is performed by combining the audio and visual features into one joint observation vector . Once the joint HMM is trained using Baum-Welch, the extraction of an audio HMM is trivial since the audio parameters are part of the joint A/V distribution (4) where and represent the mean vector and covariance matrix for the th Gussian component at the th state in the audio HMM. To synthesize a video vector from a new audio input, the LMS-HMM method operates in two stages. First, the most likely state sequence is found based on the learned audio HMM using the Viterbi algorithm. Then, the audio input and the Gaussian mixture model corresponding to each Viterbi state are used to analytically derive the visual estimate that minimizes the mean squared error (MSE) . It can be shown [15] that this MSE estimate is given by (5) with (6) where is the mixture coefficient, and is the probability of for the th Gaussian component in state . Equation (5) shows that the visual output for a given state depends directly on the corresponding audio input.
C. HMM Inversion
The HMMI approach of Choi et al. [12] , [20] addresses a major weakness of HMMs: reliance on the Viterbi sequence, which represents only a small fraction of the total probability mass, with many other state sequences potentially having nearly equal likelihoods [13] . In addition, the Viterbi search may be easily misguided by noise in the audio input. To avoid these problems, in HMMI the visual outputs are estimated directly from the speech signal, bypassing the Viterbi search [21] .
The training process for HMMI is the same as in the LMS-HMM method, where both audio and video features are used to train a joint A/V HMM. During synthesis, the visual output in HMMI is predicted from the given audio stimuli and the joint HMM using a procedure that can be regarded as the inverse version of Baum-Welch. The objective of the HMMI re-estimation method is to find a video observation sequence that maximizes Baum's auxiliary function [22] ( 7) where is the audio sequence, is an initial visual sequence, and are the parameters of the joint A/V HMM. Note that (7) has two identical since the EM step in HMMI does not re-estimate model parameters but the video observation sequence . Details of this derivation may be found in [12] . Since both HMMI and LMS-HMM are trained on the joint A/V space, our HMMI implementation uses the visual sequence predicted by LMS-HMM as an initial value in (7).
III. EVALUATION ON SYNTHETIC DATA
Section II has presented a brief description of three HMMbased A/V prediction methods. For a better understanding of their capabilities, we first present an empirical evaluation on a synthetic dataset adapted from [23] . Illustrated in Fig. 1(a) and (b), this dataset simulates audio and video by two-dimensional feature vectors following circular trajectories.
• The motion of the synthetic "audio" vector is along two concentric circles. The audio signal moves counterclockwise along the inner circle or clockwise along the outer circle. Transitions from one circle to the other can only occur at points and .
•
The synthetic "visual" signal moves along an eight-shaped trajectory, but the movement is synchronized with the audio input. When the audio signal is traversing the inner circle, the visual signal moves counterclockwise along the left ellipse. Otherwise, the visual signal will move clockwise along the right ellipse. The angular velocity of the audio and visual signals may be different. Three cases are considered. First, when audio and video have the same speed, the resulting mapping is one-to-one: only one visual position corresponds to the given audio position, and vice versa. Second, if the visual signal moves at a higher velocity than the audio signal, more than one audio position will correspond to the same visual position. This situation represents a many-to-one mapping. Finally, if the audio signal moves with a higher velocity than the visual signal, the mapping is one-to-many: one audio vector may have different visual counterparts. In the remaining part of this section, we evaluate the synthesis performance of the three HMM algorithms on these different mappings. For simplicity, a two-to-one and a one-to-two mapping will serve as particular cases of the many-to-one and one-to-many mappings.
A. One-to-One and Two-to-One Mappings
For the one-to-one and two-to-one mapping, the three HMMs successfully capture the inherent relation between the audio and visual spaces. Here we only present the one-to-one mapping [23] ). Learned models for one-to-one mapping using (c), (d) R-HMM and (e), (f) LMS-HMM. Synthesized trajectory for one-to-one mapping: (g) incoming audio sequence, (h) visual outputs for LMS-HMM, and (i) HMMI. Learned model for one-to-two mapping with (j), (k) R-HMM and (l) predicted trajectory.
result; the two-to-one mapping displays similar properties. When the audio and visual vectors have the same velocity, each point in the audio domain maps to a unique point in the visual domain. Fig. 1(d) shows the Gaussian mixture of the video data obtained with R-HMM. Using the re-mapping (2), the mixture shown in Fig. 1(c) is obtained for the audio data. In this case, an eight-state continuous HMM was used, each state having one Gaussian component to facilitate visualization of the A/V mappings. The distribution of Gaussian components in the audio HMM not only captures the spatial structure of the synthetic audio data, but also models their dynamics. From the visual HMM, the sequences of Gaussian components and can be observed for the left and right ellipses, respectively. These are the same sequences for the audio signals, rotating counterclockwise for the inner circle and clockwise for the outer circle. Results for the LMS-HMM and HMMI models, shown in Fig. 1(e) and (f), are qualitatively similar. In these two cases, however, the audio and visual Gaussian mixtures are extracted directly from the joint HMM using (4). The HMMI improvements are illustrated in Fig. 1(g)-(i) for the one-to-one case. Fig. 1(g) represents the audio stimulus. Fig. 1(i) shows the HMMI prediction, a smoother and more accurate visual trajectory than the LMS-HMM prediction in Fig. 1(h) , which served as the initial estimate.
B. One-to-Two Mapping
In order to investigate one-to-many mappings, the velocity of the audio will now be set to twice that of the visual trajectory. This corresponds to a situation where a single audio vector maps to two positions in video space. Fig. 1(j) and (k) shows the structure for the audio and video data using R-HMM. In this case, an audio sample can be mapped to two different visual vectors:
and . Although the re-mapping accurately captures the A/V relationship, the Viterbi algorithm is unable to provide the correct state sequence for the visual data since the Gaussian audio components for different video vectors are overlapping (e.g., and , and ). Even though entropic learning may generate a more concise structure during the training of a visual HMM [24] , a succinct audio HMM cannot be guaranteed to produce a correct solution since it is obtained through a re-mapping process. If different video components share the same audio component, the overlap is unavoidable. Fig. 1(l) shows the synthesized trajectories, which further illustrate this problem.
A similar argument can be used to explain why the LMS-HMM method (not shown here) also fails on the one-to-many case. Although this model is trained using both audio and visual data, the one-to-many mapping will inherently generate more than one Gaussian component for the same point, which easily leads to the incorrect Viterbi sequence. In the case of HMMI, the Viterbi search is bypassed. However, since the initial guess is the output of the LMS-HMM technique, HMMI can only provide a local search around this initial solution.
Unsatisfactory results are obtained for the one-to-two mapping, since none of the three HMMs can capture enough context information to preserve the history of the trajectory. However, since the relationship between phones and visemes can be described as being at worst three-to-one [4] , and never one-tomany, the three models show potential for real A/V mapping problems. This is because we expect that, taking into account the context of the frames that constitute these phone-to-viseme mappings, reality will be unlikely to exhibit one-to-many mappings. This issue is explored in the following sections, where the prediction performance is validated on real data from a speechdriven facial animation system.
IV. SPEECH-DRIVEN FACIAL ANIMATION SYSTEM
A baseline A/V capture and speech-driven facial animation system has been developed at Wright State University during the past few years. Our methodology differs from other approaches in several notable features. First, the capture system samples video at 60 frames per second (fps), as compared to most other facial animation systems, which operate at 30 fps and miss important visual details of articulation [25] . Second, our preprocessing module generates a rich set of acoustic features by combining information from five different speech preprocessing methods. Earlier work by Kakumanu [26] showed that the combination of acoustic features provides better prediction results than those obtained using features from a single preprocessing method. Third, as compared to the phoneme/viseme mapping, which results in a significant loss of prosodic information, our system operates at the sub-phonemic level, thus becoming language-independent. Lastly, the visual parameters employed in the system follow the MPEG-4 standard, allowing for an easy and direct use in facial-animation applications.
A. Audio Processing
The purpose of audio processing is to extract robust speech features that are predictive of orofacial motion. Unfortunately, not much is known about which acoustic features are relevant for speech-driven facial animation. Therefore, three general types of features, each providing a different characterization of the speech signal, are selected for evaluation in our system.
• Prosodic: fundamental frequency ( ) and signal energy.
• Articulatory: Linear predictive coefficients (LPCs) and linear spectral frequencies (LSFs) [27] .
• Perceptual: Mel frequency cepstral coefficients (MFCCs) [27] and perceptual critical band features (PCBFs) [28] . In addition, we also consider a hybrid representation (COMB), which combines the individual speech feature vectors into a large hybrid vector. A compressed hybrid representation is also considered by projecting this COMB feature vector along the Fisher's linear discriminant (LDA) projection [29] , which provides the audio subspace that best discriminates the various facial configurations. Our experience shows that the resulting LDA projection can be truncated with ten eigenvectors (or 90% of the variance) without a significant loss of information [26] .
B. Video Processing
To facilitate accurate tracking of the facial dynamics, 27 markers are placed on the subject's face at various positions defined by the MPEG-4 standard [30] . The three-dimensional (3-D) coordinates of these markers are then recovered through stereo vision [31] . This process yields a video vector with 81 (27 3) measurements, which are highly correlated since movements of the points on the face are highly interdependent. For this reason, principal component analysis (PCA) is used to project this redundant video data onto a low-dimensional space that preserves most of the relevant motion. Based on previous results [31] , we use four PCs as the reduced video vector for the HMM training. The 3-D position of the 27 original markers is then recovered from these four PCs through least-squared back-projection. Prediction performance of the HMMs is evaluated in terms of the three representative orofacial articulators: mouth height ( ), mouth width ( ), and chin height ( ), which are obtained from the 3-D positions of MPEG-4 facial points.
C. Audio/Visual Dataset
An A/V database of 75 sentences from the TIMIT Speech Corpus [32] compact set was collected from a single speaker to evaluate the system. Each sentence was repeated five times, for a total of 375 sentences. The 75 5 sentences were split into three separate sets, a training set containing 60 4 sentences, a validation set containing the fifth repetition from the previous 60 sentences, and a test set containing one repetition from the remaining 15 5 sentences. The use of a validation and test set allows us to identify an upper and lower bound of predictive accuracy, respectively.
V. EXPERIMENTAL RESULTS
This section presents a quantitative comparison of the three HMM algorithms in terms of their ability to predict real orofacial motion. The effects of context information and HMM structure are also investigated. Prediction performance will be measured using the normalized MSE and correlation coefficient (CC) between the predictions (MH, MW, and CH) and the true trajectories (8)
A. Effect of Audio Context
Speech is the result of a dynamic articulation process moving through time, and the resulting facial motion is affected not only by the movements required to produce a speech segment at a given instant but also by the movements required to actuate the transition from the preceding (backward co-articulation) to the upcoming (forward co-articulation) speech segment. Therefore, this context should be taken into account if orofacial motion is to be predicted from audio. To encode context in the audio representation, we associate each video frame with the acoustic features of the same frame index , as well as past and future frames by means of a tapped-delay line. Our prior work [26] has shown that a context length of five frames (assuming video capture at 60 fps) is appropriate to account for backward and forward co-articulatory effects (9) where is the acoustic feature vector carrying context information. The final result of this process is a database of A/V dynamic pairs , which constitutes the training data. To illustrate the relevance of context, two separate HMMs were trained, one using the context-rich pairs , and a second one using a context-less (frame-to-frame) pair . Audio data was processed with the LDA technique described in Section IV-A. Qualitatively similar results were also obtained with other audio preprocessing techniques and are, therefore, not reported here. The results are shown in Fig. 2(a)-(b) , where the average correlation coefficient for the three orofacial parameters (MH, MW, and CH) predicted by the three HMMs is reported for both validation and test data. These results clearly indicate that context information heavily contributes to the visual prediction, with a 5% to 9% improvement over the context-less features. Therefore, the remaining experiments will consistently use audio features with context information as described by (9) .
B. Effect of Covariance Structure
Continuous HMMs describe the observation outputs of each state with a Gaussian Mixture ( ) parameterized by and , the mean vector and covariance matrix of the th Gaussian component at state . The covariance matrix for each Gaussian component can be either diagonal, which assumes that the features are statistically independent, or full, which also considers dependencies among features. To determine the appropriate covariance structure, the three HMM algorithms were trained using both diagonal and full covariance matrices. Results are shown in Fig. 2(c)-(d) for HMMs with 24 states (one Gaussian component per state), in terms of the average correlation coefficient of the three orofacial parameters. Audio data was processed with the LDA technique. Qualitatively similar results were obtained with other audio preprocessing techniques.
These results clearly show that the use of a full covariance matrix significantly increases the prediction performance, with an average increase of 7%. Consequently, a full covariance matrix is used for the remaining experiments presented in this paper.
C. Effect of Audio Preprocessing Choice
The various speech-preprocessing techniques (e.g., prosodic, articulatory, perceptual) capture unique pieces of information that are useful for predicting orofacial motion [26] . Therefore, it is worthwhile to investigate the performance of the HMMs on different speech features. This section presents an experimental comparison of five individual speech preprocessing choices: 1) energy and F0 (termed PP in what follows); 2) LPC; 3) LSF; 4) MFCC; and 5) PCBF. The PP representation consists of a six-dimensional vector (2 features/frame 3 frames), whereas each of the remaining four techniques consists of a 36-dimensional vector (12 coefficients/frame 3 frames). As mentioned in Section IV-A, we also consider the hybrid representation COMB, which yields a 150-dimensional hybrid vector ( ), and its ten-dimensional LDA projection. Fig. 3(a) and (b) shows the prediction performance of these seven preprocessing techniques in terms of the average correlation coefficients on the three orofacial parameters for the HMMI model. The performance of R-HMM and LMS-HMM is qualitatively similar to that of HMMI, so their results are not included. It can be noted that COMB, LDA, MFCC, LPC, LSF and PCBF present similar performance on validation data, followed by PP. On test data, COMB and LDA produce the highest performance, followed by LSF, MFCC, PCBF and LPC. PP consistently provides the lowest predictive accuracy, a reasonable result since energy and "pitch" information can only partially explain the motion of orofacial articulators. Although the 150-dimensional COMB audio vector captures a wealth of information in the audio signal, it comes at the expense of lengthy training sessions. As a result, the HMMI/COMB model with 48 states is unable to reach convergence after 500 iterations, or about one week of CPU time on a 2.4-GHz Pentium IV PC, which explains the degraded performance when going from 36 to 48 states in Fig. 3(b) . This is also the reason why results with 64 states are not presented for the HMMI/COMB model. Considering these results, one can draw the conclusion that COMB and LDA are capable of extracting information that generalizes well for phonetic sequences not included in the training set. Although COMB provides the best results when HMMI reaches convergence, the LDA transformation results in a very close performer with a more compact representation (a 15:1 reduction in dimensionality). For this reason, the next sections will focus the discussion on HMMs trained with LDA features. Fig. 3(a) and (b) also demonstrates the effects of varying the number of HMM states from 5 to 64. To isolate the effect of the number of states, the number of mixture components in each state was fixed to one. It can be observed that the prediction performance on validation data improves with the number of HMM states. The performance on test data, however, stabilizes around , indicating the point at which the HMM has enough parameters to start over fitting the phonetic sequences in the training (or validation) set. More importantly, considering the fact that visual speech of the English language contains 35 visemes [4] , our experimental results justify a rationale for estimating the number of states. The number of states could be argued to be approximately equal to the number of visemes in the language, if possible (that is, if enough data is available).
D. Effect of Number of States and Number of Mixture Components per State
To analyze the effects of the number of mixtures per state, a second experiment was performed using the HMMI model. The R-HMM and LMS-HMM show similar behavior and their results are not included. A set of HMMs was trained with 5, 8, 24 , and 36 states, and with 1, 2, 3, 4, 5, and 6 mixtures per state. In each case, the LDA technique was used to encode audio information. For ease of visualization, only the average CC of the three orofacial parameters is reported. The results are shown in Fig. 3(c) and (d) for validation and test data. It can be seen that the CC is largely insensitive to the choice of M. The largest difference between the best and worst performance is less than 0.03, and occurs for test data when the model has 24 states. The fact that increasing the number of mixtures per state does not result in a consistent improvement in prediction performance is an indication that one or two mixture components per state may be adequate, at least for our speech-driven facial animation system.
E. Effect of Cross-Modal HMM Choice
The previous sections focused on the sensitivity of the A/V mapping to HMM structural parameters such as the form of the covariance matrix, and the number of states and mixtures. In this section, we will present a final comparison among the three HMMs. Based on the previous results, one Gaussian per state with a full covariance matrix will be used for all the HMMs, but the number of HMM states will remain as a free parameter. Fig. 3 (e) and (f) illustrates the performance of the R-HMM, LMS-HMM and HMMI in terms of the average correlation coefficient on validation and test data for models with 5, 8, 12, 16, 24, 36, 48 , and 64 states. LDA features are used in this comparison; results with the other audio features are qualitatively similar (although obviously lower). The results clearly indicate the superior performance of HMMI and LMS-HMM when compared with R-HMM. Although R-HMM presents a higher performance on test data set when the number of states is greater than 36, LMS-HMM and HMMI achieve higher performance with fewer states. Comparing the performance on validation and test data, it appears that the three models suffer from over-fitting for more than 36 states.
The difference in performance between HMMI and LMS-HMM, which share the same underlying joint HMM, can be justified by the fact that HMMI does not rely on the Viterbi search. Instead, HMMI generates the maximum likelihood visual sequence directly from the joint HMM and the initial solution provided by LMS-HMM. The additional EM stage in HMMI consistently increases the prediction performance, both on training and test data. This fine-tuning is, however, limited to solutions near the LMS-HMM solution due to the fact that EM is a local search. In our experiments, EM converges after a few iterations (typically less than 10), which shows that HMMI can be used as a final fine-tuning step at a small computational cost. Table I summarizes the performance of the three A/V mapping techniques for each of the seven audio features (LPC, LSF, MFCC, PCBF, PP, COMB and LDA) on validation and test data. The best performer for each lip articulatory parameter is highlighted with underlined bold fonts. Regardless of the acoustic representation and the mapping method, these data indicates that the mouth width is the most difficult articulator to predict. For the three HMMs, COMB and LDA produce better performance than the other five acoustic vectors, supporting our hypothesis that different audio processing techniques encode for different visual information and that, therefore, a combined feature vector gives better results than the individual feature vectors alone. The results in Table I also show that the ten-dimensional LDA vector performs similar to the 150-dimensional COMB feature vector and, in the case of R-HMM, clearly better. Moreover, the most significant improvements of LDA over COMB are found in the mouth width, which is the hardest articulatory parameter to predict. These results show that LDA is an effective procedure to derive a linear projection of audio features that maximizes the discrimination of visual orofacial configurations.
F. Summary
A final but relevant element of comparison is the computational load of the three models. During training, R-HMM has a computational complexity of , while LMS-HMM and HMMI are , where is length of the training sequence, is the number of HMM states, is number of mixtures per state, is the dimensionality of the audio, and is the dimensionality of the video. During synthesis, RHMM runs in and LMS-HMM is . The synthesis phase of HMMI has the same computational complexity as the training phase, plus the cost of obtaining the initial solution with LMS-HMM. Table II shows the experimental runtimes of the models for different parameter settings, computed as the average of three training/synthesis sessions (60 4 training sentences, 15 test sentences) on a high-end PC workstation. The three models had very similar training times, so only those for LMS-HMM are provided. It is important to note that the audio LDA dimensionality-reduction step not only provides improved prediction performance but also significant time savings during the training and synthesis phases.
An example of the predicted (thin red line) and original trajectories (thick blue line) for each of the three orofacial articulators is shown in Fig. 4 for the TIMIT sentences: 1) "Pizze- rias are convenient for a quick lunch"; 2) "The bungalow was pleasantly situated near the shore"; 3) "Clear pronunciation is appreciated"; and (4) "Barb's gold bracelet was a graduation present." The first two sentences are from the validation set, whereas the last two sentences are from the test set. The predicted trajectories were passed through a mean filter (three frames wide) to remove jitter. These results were obtained with the HMMI technique and the LDA audio vector.
VI. CONCLUSIONS AND FUTURE WORK
The following general conclusions regarding the various acoustic representations and HMM mapping techniques can be extracted from the empirical studies presented in this paper.
• Context information directly encoded into the acoustic representation can increase the prediction performance of the A/V mapping. Although HMMs have the modeling power to learn context information, explicitly incorporating acoustic context in the form of tap-delays results in a consistent improvement of predictive accuracy.
• Different acoustic representations carry complementary information regarding orofacial motion. The use of a combined hybrid vector provides improved performance as compared to the individual acoustic vectors. Moreover, the use of an LDA projection results in a 15:1 reduction in dimensionality with similar or better performance than the combined feature vector.
• Considering the structure of the HMM, our experiments suggest that the optimum model size lies between 24 and 48 states, with each state having 1 or 2 Gaussian components. Our results also show that a full covariance matrix for the Gaussian component results in an average 7% increase in performance when compared to a diagonal structure. It is interesting to note that, although these HMMs operate at a sub-phonemic level, the optimum number of states is roughly similar to the number of visemes. • Among the three approaches, HMMI clearly provides the best performance, both on synthetic and experimental data. Although the HMMI solution is a local improvement of the initial LMS-HMM solution, its rapid convergence suggests it could be used as a final fine-tuning step at a small computational cost.
Generalization of our experimental results is limited by the restrictions on the A/V data examined. Presently, our dataset contains data from one American-born English speaker. In particular, noisy environments, multi-speaker and multi-language settings have not been considered. Expansion of the database along any one of these directions introduces additional representation problems and may result in different HMM structures. These questions are left for future studies. The principal conclusion of the study is that HMM-based A/V mappings are effective in capturing the information between acoustic and visual signals. The results do encourage a continuing effort to optimize the prediction performance by critical evaluation of each of the constituent components.
