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A B S T R A C T
The impacts of climate change such as extreme heat waves are exacerbated in cities where most of the world's
population live. Quantifying urbanization impacts on ambient air temperatures (Tair) has relevance for human
health risk, building energy use efficiency, vector-borne disease control and urban biodiversity. Remote sensing
of urban climate has been focused on land surface temperature (LST) due to a scarcity of data on Tair which is
usually interpolated at 1 km resolution. We assessed the efficacy of mapping hyperlocal Tair (spatial resolutions
of 10–30 m) over Oslo, Norway, by integrating Sentinel, Landsat and LiDAR data with crowd-sourced Tair
measurements from 1310 private weather stations during 2018. Using Random Forest regression modelling, we
found that annual mean, daily maximum and minimum Tair can be mapped with an average RMSE of 0.52 °C
(R2 = 0.5), 1.85 °C (R2 = 0.05) and 1.46 °C (R2 = 0.33), respectively. Mapping accuracy decreased sharply
with<250 weather stations (approx. 1 station km−2) and remote sensing data averaged within a 100-500 m
buffer zone around each station maximized accuracy. Further, models performed best outside of summer months
when the spatial variation in temperatures were low and wind velocities were high. Finally, accuracies were not
evenly distributed over space and we found the lowest mapping errors in the local climate zone characterized by
compact lowrise buildings which are most relevant to city residents. We conclude that this method is transferable
to other cities given there was little difference (0.02 °C RMSE) between models trained on open- (satellite and
terrain) vs closed-source (LiDAR) remote sensing data. These maps can provide a complement to and validation
of traditional urban canopy models and may assist in identifying hyperlocal hotspots and coldspots of relevance
to urban planners.
1. Introduction
Climate change is introducing unprecedented heat extremes in cities
globally with consequences for the socio-economic and ecological sus-
tainability of urban environments (Oke et al., 2017). Heatwaves are one
of the most lethal climate-related disasters (Mora et al., 2017). Heat-
related mortalities have been documented in Europe (e.g. Schifano
et al., 2009), United States (e.g. Schifano et al., 2009), China (e.g.
Huang et al., 2010) and Russia (e.g. Trenberth and Fasullo, 2012). A
recent global meta-analysis of lethal heatwave events predicts that ca.
30% of the world's population are currently exposed to lethal air tem-
peratures for at least 20 days a year (Mora et al., 2017). Elevated
temperatures can also have indirect effects on human respiratory-re-
lated illness through enhancing the severity of air pollution in cities
(Katsouyanni et al., 1993; Koken et al., 2003). Urban heat affects
building thermal loads and industrial cooling infrastructure which ul-
timately impacts city-level energy use efficiency and resulting carbon
emissions (Bizjak et al., 2018; Tooke et al., 2014). A perhaps lesser-
studied aspect of urban heat is the effect on urban biodiversity. This
could lead to modified ecosystem services in urban ecosystems – such as
pollination (Turrini and Knop, 2015). It has also been demonstrated
that urban climates could influence the development of vector borne
diseases in tropical cities (Brousse et al., 2019). Modelling the health
and biodiversity impacts of urban heat and accounting for urban eco-
system services provided by green infrastructure increasingly needs to
be conducted with spatial resolution that captures differences in
neighbourhood living conditions and socio-demographics (Barton et al.,
2019; Nyelele et al., 2019), Therefore, there is a need for timely and
high-resolution temperature data for the sustainable planning and
management of climate-resilient cities.
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There has been substantial work on mapping urban heat with
moderate-resolution satellites worldwide (e.g. Chakraborty and Lee,
2019), and with higher-resolution satellites for several cities (e.g. Esau
et al., 2019; Miles and Esau, 2017; Zhou et al., 2015). However, the
majority of this work has focussed on satellite measures of land surface
temperature (LST) with less focus on near-surface air temperature
(Tair) (Zhou et al., 2018). This is largely because satellites provide
spatially explicit LST data whereas Tair is measured at single locations
where meteorological stations are available. While LSTs are an im-
portant boundary condition for urban energy balance and for quanti-
fying urban heat island (UHI) effects, their relevance to human health is
not well known and the use of LST to quantify health risk appears to be
due to the relative ease with which it can be mapped and not due to its
appropriateness as an indicator of human heat exposure (Ho et al.,
2016). Urban epidemiology studies on heat-related morbidity and
mortality often employ Tair time series or spatially interpolated Tair
using a handful of meteorological stations (Hajat et al., 2010; Kosatsky
et al., 2012). These methods do not account for the thermal complexity
of urban environments, where micro- to local-scale variability of Tair is
caused by factors such as land cover, building properties, vegetation
density, sun exposure, and wind dynamics (Oke and Maxwell, 1975;
Saaroni and Ziv, 2010; Voogt and Oke, 2003). The spatial variability of
these factors exists at very small scales (1–100 m), a variability that is
not captured by weather stations that are typically spread far apart
(1–100 km, Muller et al., 2013, Oke, 2007). Some attempts to overcome
this limitation include deploying high-density temperature monitoring
networks (Chapman et al., 2015) or to use mobile sampling (motorized
vehicle or bicycle) of air temperatures (Tsin et al., 2016; Yang and Bou-
Zeid, 2019), however, these methods are costly to install and maintain.
The recent proliferation of private weather stations in urban centres
provide crowd-sourced temperature data as an efficient and in-
expensive alternative to previous sampling efforts (Fenner et al., 2019;
Hammerberg et al., 2018; Meier et al., 2017; Muller et al., 2015).
The integration of satellite remote sensing and high density crowd-
sourced temperature holds great potential for mapping urban air tem-
peratures. Previous methods to map Tair have had limited access to
dense weather station networks and have included (1) temperature
vegetation index methods (TVX), (2) thermodynamic balance models,
and (3) statistical and machine learning regression models. TVX models
rely on semi-empirical relationships between vegetation cover, LST and
Tair, combined with spatial interpolation methods (Stisen et al., 2007;
Zhu et al., 2013). Thermodynamic models estimate Tair based on the-
oretical understanding of energy balance, sensible and latent heat
fluxes and require substantial parametrization with data that are rarely
available in a spatially explicit manner (Oke, 1988; Sun et al., 2005).
Statistical models that relate satellite brightness temperatures and LST
data to ground-reference Tair data have also been used to map Tair and
UHI (Hafner and Kidder, 1999; Weng, 2009). Most recently, attempts to
map Tair have adopted machine learning regression models using re-
lationships between satellite measures of surface reflectance (visible
and infrared wavelengths) and Tair to interpolate Tair over space
(Janatian et al., 2017; Tsin et al., 2016; Yoo et al., 2018; Zhu et al.,
2019). The majority of these studies use the Moderate Resolution
Imaging Spectroradiometer (MODIS) satellites to produce maps at 1 km
resolution. Very few utilize higher resolution satellites like Landsat 7
and 8 and Sentinel 2 and none to date have employed crowd-sourced
Tair to train and validate hyperlocal Tair models.
Operationalizing Tair mapping in monitoring and forecasting con-
texts requires effective quantification and communication of mapping
error and accuracy which is something that has not been a focus of
previous efforts. Studies often report overall model accuracies but do
not explore the temporal and spatial variation in mapping accuracies.
For example, Ho et al. (2014) advanced the knowledge on Tair mapping
substantially by using machine learning to map Tair over Vancouver,
Canada, however the analysis was limited to 6 days scattered over
5 years and thus determinants of model accuracies were difficult to
explain. Aggregating explanatory variables over space is important to
account for the neighbourhood effects of land cover on Tair measured
at any one point in space (Guo and Moore, 1998; Zakšek and Oštir,
2012). Therefore, apart from the temporal changes in model accuracy,
the spatial scale of data aggregation can also affect model performance
(Ho et al., 2016). Finally, the type of predictor variables used (e.g.
satellite, terrain, urban canopy measures) may alter Tair mapping and
studies that identify how data source influence model accuracies are
lacking. The broader applicability and transferability of Tair modelling
methods requires that predictor variables are open-source and globally
available (e.g. Sentinel satellite data) and not city-specific and closed-
source or proprietary (e.g. building height and other GIS data).
In this study, we integrate satellite and LiDAR remote sensing data
with crowd-sourced Tair data from Netatmo private weather stations to
create spatially contiguous maps of hyperlocal Tair over Oslo, Norway.
We adopt the term “hyperlocal” from literature on smart cities (Marble,
2018; Mora et al., 2019) and use it to define the geographical scale of
temperature mapping at micro- to local-scales of 10–30 m spatial re-
solution. The study was conducted for 2018, during which Oslo ex-
perienced extreme summer heat waves in which July temperatures
exceeded the long-term day (22 °C) and night (12 °C) averages by 14
and 8 °C, respectively. We used a machine learning framework to train
and validate Random Forest regression models to interpolate point
temperatures over the city for annual mean, daily minimum and max-
imum Tair using all available imagery during 2018. We aimed to assess
how Tair mapping accuracies are influenced by (1) data source and
predictor variable type, (2) number of available weather stations, (3)
scale of spatial data aggregation, and (4) season and weather condi-
tions. We did this by collecting a range of predictor variables from
Landsat, Sentinel and LiDAR remote sensing datasets. Data were col-
lected within buffer zones of varying size around each weather station
and at different times of year. Model accuracies were assessed by va-
lidating against a withheld sample of weather stations and these ac-
curacies were related to weather conditions on the day of satellite fly-
over.
2. Data and methodology
2.1. Study site
Oslo, located on the Oslo Fjord in Eastern Norway (59′55 N,
10′45E), with a mean annual temperature of 6 °C, experiences mild
summers (average for July of 18 °C) with 177 frost-free days per year,
and relatively cold winters (January average of −3 °C). Oslo munici-
pality houses ca. 673,000 residents (Statistikkbanken, 2018) and the
population has increased by 20% between 2007 and 2018 (Oslo kom-
mune, 2017). The built-up zone tracks the fjord and contains most of
the city's industry, commerce, and residents and consequently pri-
vately-owned weather stations (Fig. 1). This is surrounded by con-
iferous forest zoned as non-residential and thus protected from further
development (Miljødepartementet, 2009). Oslo was selected for this
study because of its relevance to ecosystem accounting with ongoing
projects quantifying the extent and condition of urban ecosystems re-
levant to air temperatures that determine highly localized ecosystem
services (Barton et al., 2015). In addition, very few urban climate stu-
dies have been performed on high latitude cities (Konstantinov et al.,
2018).
2.2. Weather station data
Open-access air temperature data from 1452 privately-owned
weather stations within Oslo and surrounds were used as reference data
for satellite models of Tair. The stations are sold by the company
Netatmo (https://www.netatmo.com) and the data for outdoor mod-
ules, which upload weather measurements via Wi-Fi to the cloud, are
made freely available for download through an application
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programming interface (API) with the Netatmo servers. We retrieved
hourly Tair data for all stations for all available dates during 2018,
along with latitude and longitude coordinates for their location.
Quality assessment is an indispensable requirement for the use of
crowd-sourced air temperature data (Meier et al., 2017). The quality
control (QC) procedure developed by Napoly et al. (2018) was used for
identification of statistically implausible Tair due to misplacement of
sensors, solar exposition (radiative errors), inconsistent meta data and
device malfunctions (Fig. S1). This procedure needs no reference me-
teorological data and is easy to apply via an available software R-
package “CrowdQC” (Grassmann et al., 2018). The first step (M1) of the
QC flags Netatmo stations with equivalent longitude and latitude co-
ordinates. The second step (M2) applies a modified z-score approach for
the detection of statistical outliers from the hourly Tair distribution. As
an intermediate step in M2, Tair is converted to account for natural
variation of Tair due to different elevations of Netatmo stations. Ele-
vation data were derived from the Shuttle Radar Topography Mission
30 m DEM (Farr et al., 2007). The third step (M3) removes months
where>20% of data points are flagged during QC step M2. The fourth
step (M4) excludes any station that, when correlated against spatial
median of hourly Tair over a month, produce a Pearson's correlation
coefficient of< 0.9. Following quality control procedures, there were
1310 stations available over 2018. Due to time gaps in some station
time series, there were on average 593 stations available per month
(Fig. S1) and each station was operational for an average of 118 days
during the year (Fig. S2).
As a further means of Netatmo Tair validation, we collected daily
Tair data from 11 weather stations owned by the Norwegian
Meteorological Institute. These meteorological stations are spread
across the urban extent of Oslo (Fig. 1) and provide temperature data
collected according to standards outlined by the World Meterological
Organisation. We performed a linear regression of city-wide Netatmo
daily mean Tair on the daily means derived from meteorological sta-
tions (Fig. S3). This produced a strong correlation (R2 = 0.99,
RMSE = 0.355 °C, Fig. S3), validating the further use of Netatmo data
in our study.
2.3. Satellite remote sensing data
All satellite remote sensing data were processed and analysed within
the Google Earth Engine (GEE) cloud-computing platform (Gorelick
et al., 2017). The satellite datasets used included surface reflectance
Landsat 7 Enhanced Thematic Mapper+ and Landsat 8 Operational
Land Imager data, and surface reflectance Sentinel-2 MutiSpectral In-
strument data. All available scenes intersecting Oslo during 2018 were
included and masked for clouds using the ‘pixel_qa’ band. Images have
been orthorectified and atmospherically corrected by GEE. We used the
bands listed along with spatial resolutions in Table 1 and calculated the
normalized difference vegetation index (NDVI, Tucker, 1979) and the
index-based built-up index (IBI, Xu, 2008) for each available scene.
Although there are other spectral indices to capture bare land and
impervious surfaces, IBI compares favourably to the normalized dif-
ference built-up index (NDBI) for mapping built up land cover (As-
syakur et al., 2012).
Landsat land surface temperatures (LST) were obtained from
Landsat 7 and Landsat 8 (thermal data resampled from 100 m native
resolution to 30 m resolution) by implementing the single channel al-
gorithm from Jiménez-Muñoz et al. (2014) following the workflow
described in Parastatidis et al. (2017) in GEE. In short, the algorithm
derives LSTs from the Landsat infrared thermal bands by calculating
land cover emissivities out of NDVI values. Atmospheric corrections are
performed by using-6-hourly reanalysis data of atmospheric water
vapor contents provided by the National Centres for Environmental
Prediction (Kalnay et al., 1996). LSTs are obtained only for overpasses
with< 50% cloud coverage. A cloud-masking using the ‘pixel_qa’ band
is applied prior to running the algorithm. Water streams and reservoirs
are masked out.
In addition to satellite spectral responses, we also derived terrain
variables from the Shuttle Radar Topography Mission 30 m digital
elevation model (DEM, Farr et al., 2007). These included height above
sea level and the standard deviation in the 60 × 60 m pixel neigh-
bourhood for elevation values as a measure of terrain ruggedness/
roughness. We also used the Landsat-derived 30 m global water oc-
currence dataset (Pekel et al., 2016) along with a fast distance trans-
form to calculate distances from the coast given that proximity to water
Fig. 1. Mean annual near-surface air temperature (Tair) for private Netatmo weather stations (coloured circles) over Oslo for 2018 (a). The location of reference
meteorological stations managed by the Norwegian Meteorological Institute is indicated with red crosses. Hourly temperatures for all stations are plotted in b as grey
points with the mean daily Tair measurements by Meteorological Institute stations overlaid in red. Vertical bars on the x-axis indicate the presence of Sentinel and
Landsat scenes utilized in the modelling procedure. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this
article.)
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is an important determinant of Tair (Stewart, 2000) and that it might
increase the explanatory power of the modelling procedure.
2.4. Urban heat island calculation
Although the urban heat island (UHI) effect is not part of our study
scope, we decided to calculate the mean annual UHI intensity to con-
textualize Oslo's Tair gradient within the broader literature on urban
climates. We defined UHI in line with recent developments in the lit-
erature (Li et al., 2018; Schatz and Kucharik, 2015) using the slope of
the linear regression between temperature and impervious surface area.
We calculated it separately for Tair measurements collected by Netatmo
stations (canopy UHI - CUHI) and LST measurements from satellite data
(surface UHI - SUHI) using the same method. Impervious surface area
was derived from the 2015 edition of the Copernicus High Resolution
Layer (http://land.copernicus.eu/pan-european) on imperviousness
(Lefebvre et al., 2016) derived from 2 m resolution land cover data. We
extracted impervious surface area within a circular buffer (100 m ra-
dius) of each weather station and, according to best practice for UHI
calculation (Stewart, 2011), corrected for terrain effects by only in-
cluding stations within 25 m of the mean city elevation. Excluding
stations outside of this elevation bracket provided 340 stations to per-
form the UHI analysis.
2.5. LiDAR remote sensing data
Light detection and ranging (LiDAR) data are often used to char-
acterize the 3D structure of the urban canopy which has significant
effects on solar radiation trapping and consequent Tair dynamics
(Masson et al., 2020). LiDAR data from airborne laser scanning missions
have been processed by the Norwegian Mapping Authority to create a
wall-to-wall 1 m digital terrain (DTM) and surface model (DSM) over
Oslo. This data was used to derive a canopy height model (CHM) which
is calculated by subtracting the DTM from the DSM resulting in a raster
of all surface objects' heights above ground level including trees,
buildings, bridges and other city infrastructure. We calculated mor-
phological characteristics for the entire CHM (all surface objects), tree
CHM and building CHM. Tree canopies were isolated using orthophoto-
derived greenness index and a watershed segmentation technique de-
scribed in Hanssen et al. (2019). Building CHM objects were extracted
using GIS derived geometries of building footprints curated and pro-
vided by the Norwegian Mapping Authority.
We calculated a proxy for the sky view factor (SVF) or hemispheric
openness using a variant of the method proposed by Lindberg (2005).
The method uses the ‘hillshadow’ GEE algorithm to cast hypothetical
shadows using the DSM with the sun at a zenith angle or 45° and a pixel
neighbourhood of 200 m. This is done for each 10° azimuth increment
after which average shadow intensities are calculated (Fig. S4). Al-
though the zenith of 45° angle does not match the sun angle at all times
of day and year, we found that the added benefit from modelling all sun
angles was not worth the computational power necessary. Morpholo-
gical metrics included the mean object height, fractional cover, and
neighbourhood heterogeneity in object height. These are all common
metrics used to characterize urban canopies for modelling microscale
temperature effects (Masson et al., 2020). The neighbourhood height
heterogeneity or roughness was calculated at three spatial scales using
resampling with a standard deviation reducer (Fig. S5). The reducer
calculates the standard deviation for a pixel neighbourhood within a
moving window (see Fig. S6 for illustration). Mean CHM rasters were
resampled from 1, 4, and 20 m resolution up to 4, 20, and 100 m re-
solution, respectively using this reducer. This was done to capture the
surface roughness of tree, building, and total CHM infrastructure in the
city at varying spatial scales.
2.6. Tair modelling
To map spatially-explicit Tair, we chose to use the Random Forest
(RF) machine learning algorithm which is a supervised regression
model using remote sensing variables to predict Tair from private
weather stations and then to extrapolate and interpolate over the entire
study area. RF models account for nonlinear interactions between re-
sponse and predictor variables, and build an ensemble of regression
trees that have proven to be more accurate than ordinary least squares
regression and support vector machine learning in mapping Tair (Ho
et al., 2014). The satellite and LiDAR predictor variables were split into
those that are open source and freely available at global scales, and
those that are specific to Oslo and not freely available to the public
(Table 1). This distinction is made because of its relevance to the
transferability of this method anywhere on the globe.
We built separate RF models based on the input data used, and the
scale of temporal, and spatial aggregation (Fig. 2). RF models were
trained on a combination of Sentinel, Landsat and LiDAR-derived urban
canopy metrics. Terrain variables were common to all models. The
temporal aggregation involved merging satellite and Netatmo data at
three levels of temporal synchrony (Fig. 2). First, Netatmo data were
extracted for the exact hour at which the satellite image was taken.
Second, daily minimum and maximum Tair were extracted for the day
on which the satellite image was taken. Finally, the mean annual Tair
for each station was extracted along with the mean value of the satellite
data time-stack. Given that there were only 213 stations with 100%
complete annual timeseries (Fig. S2), we tested whether we could use
the daily differentials between Netatmo station and city-wide mean Tair
to derive a complete set of mean annual Tair readings for all 1310
stations. We first calculated the daily city-wide Tair means using MET
stations and Netatmo stations with> 90% availability. Then the daily
Tair differential for each station relative to the city mean (Tairstation –
Taircity_mean) was calculated and averaged over the year for all stations
independent of their temporal coverage. Finally, the mean annual dif-
ferential was corrected relative to the mean annual Tair for the city.
This is based on the assumption that a station's Tair differential remains
constant throughout the year. We tested this assumption using stations
Table 1
List of predictor variables used in the modelling of air temperatures in Oslo.
Abbreviations: NDVI: normalized difference vegetation index; IBI: index-based
built-up index; STRM: shuttle radar topography mission; CHM: canopy height
model; LiDAR: light detection and ranging; sd: standard deviation.
Variable Data source Data type Spatial
resolution
Red Landsat 7, 8 and
Sentinel 2
Open
source L: 30 m, S: 10 mGreen
Blue
Near infrared
Short-wave infrared 1 L: 30 m, S: 20 m
Short-wave infrared 2
NDVI L: 30 m, S: 10 m
IBI L: 30 m, S: 20 m
Land surface temperature Landsat 7, 8 30 m










Building height LiDAR + building
footprintBuilding height sd 1–4 m
Building height sd 4–20 m
Building height sd
20–100 m
Fractional tree cover LiDAR +
orthophotoTree height





Distance to fresh water
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with> 90% availability and found that the mean standard error in
station Tair differential is 0.036 °C through the year. Thus, for instance,
a station that gave daily Tair of 1 °C below the city mean during July is
expected to also have a mean annual Tair of 1 ± 0.036 °C below the
city average. We further tested the technique by iteratively removing a
random fraction of data from stations with 100% temporal coverage
and testing the interpolation performance. Even with 90% missing data,
the interpolation is accurate with a RMSE of 0.1 °C (Fig. S9). Therefore,
we found it reasonable to interpolate mean annual Tair for stations with
missing data using this approach.
The spatial scale of data aggregation refers to the extraction of mean
and standard deviation values for all input variables within a circular
buffer zone of varying size around each Netatmo station (Fig. 2). The
method of averaging predictor variables within a buffer zone has been
used before (Ho et al., 2014) to account for the influence of neigh-
bourhood surface and land cover on localized temperature measure-
ments (Guo and Moore, 1998; Zakšek and Oštir, 2012). Although pre-
vious studies only extracted statistics within buffer zones of up to
1000 m radius (Ho et al., 2016), we did not want to preclude the
possibility that model accuracies might be enhanced by gathering in-
formation at even larger spatial scales. Therefore, the range of buffer
zone radii we used included 10, 30, 100, 500, 1000, 2000, 5000, and
10,000 m (Fig. S6). During the collection of training data, this equates
to calculating zonal statistics for the raster stack (variables in Table 1),
where the zones are vector objects defined by the buffered Netatmo
stations. During the model prediction phase (i.e. extrapolating Tair over
space using the RF model), we performed a pixel focal smoothing
function which calculates the mean and standard deviation for all pixels
within the circular neighbourhood of the given centroid pixel (see Fig.
S6 for illustration). This is repeated for every single pixel in the raster
stack. The rationale for calculating the standard deviation within the
buffer zone is to account for the effect of spatial heterogeneity in urban
morphology and its effect on Tair (Nordbo et al., 2013). This approach
considers the surface-atmosphere exchange processes that effects Tair
measured at one point in space.
To evaluate model performances, we used external validation by
withholding 30% of the dataset from the model training stage and
thereafter testing model predictions against it. By regressing observed
Tair on predicted Tair, we produced the root mean square error (RMSE)
and adjusted R2 as measures of model accuracy and fit (Willmott,
1981). To account for variation in model performance caused by the
random partitioning of training and testing sets, we performed a
bootstrapping approach to smooth over this variation. The boot-
strapping involves running the RF model 25 times with a different
randomly selected training and testing set. The mean of the resulting
RMSE and R2 values are then calculated. The RF algorithm also mea-
sures the relative importance of each predictor variable by quantifying
the increase in prediction errors when a predictor is permuted in the
validation data. We calculated the mean and standard error in permu-
tation-based variable importance measures for each predictor variable
across all models.
To assess the effect of Netatmo station number on Tair mapping
accuracies we used a similar approach to the bootstrapping described
above for mean annual Tair. We iteratively removed a random selection
of Netatmo stations from the training dataset with increments of 10
stations from 1000 to 20. For each increment we performed the boot-
strapping procedure of RF model accuracy assessment. We collected all
the model residuals (difference between modelled and observed Tair in
testing set) from the bootstrapping procedure and linked these to their
corresponding Netatmo station ID and associated station locality. With
this we could derive the spatial distribution of model error over the city.
We then calculated mean annual Tair and model error by aggregating
values for stations within Local Climate Zones (LCZ, Ching et al., 2018;
Stewart and Oke, 2012) in Oslo using data from the LCZ map for Europe
with pixels of 100 × 100 m (Demuzere et al., 2019). Each Netatmo
station was assigned to a LCZ zone based on the station location and the
intersecting LCZ map pixel value.
Statistical analyses of model accuracies were performed in R
(RCoreTeam, 2017) using the ‘stats’ and ‘car’ packages for linear re-
gression and significance testing. We performed a second order poly-
nomial regression of model RMSE and R2 values on log-transformed
buffer size to identify an optimal buffer size for use in subsequent
analyses. We used a polynomial regression for buffer size because it
produced a stronger model fit than simple linear regression. Once the
optimal buffer size was determined (lowest RMSE and highest R2), we
used multiple linear regression to regress model accuracies from these
Fig. 2. Stratification of the Random Forest modelling procedure. Separate models were built for each combination of input data, temporal and spatial aggregation.
Input data spatial resolutions are illustrated (lower left) with the exception of Landsat thermal infrared at 100 m resolution. The time series for one Netatmo station is
plotted to illustrate the different temporal aggregation levels. The dashed red lines represent the annual mean (A), daily maximum (B) and minimum (C) and hour-
synchronous (D) temperatures at the time of satellite fly-over. The buffer sizes around each weather station area also illustrated (lower right). (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version of this article.)
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models on four climatic variables expected to explain the temporal
variance in Tair mapping accuracy. Second order polynomial regression
produced the strongest fit likely because it captured seasonal fluctua-
tion in model results. These variables included the hour-synchronous
city-wide Tair mean, Tair range, daily precipitation and wind velocity
means. Precipitation and wind velocity data were derived from the
ERA5 daily atmospheric reanalysis dataset at 0.25° × 0.25° resolution
(Copernicus Climate Change Services, 2017). An ANOVA was run on
the multiple regression output to test the significance of individual
explanatory variables. We used second order polynomial terms for each
explanatory variable where it reduced the model fit relative to a simple
linear model.
3. Results
3.1. Annual mean temperature mapping
Mean annual temperature mapped using RF models was 8 °C, with a
spatial standard deviation of 0.73 °C across the Netatmo stations. There
was a steep temperature gradient from the center to periphery of the
city (Fig. 3) defined by a mean annual CUHI (measured with Tair) and
SUHI (measured with LST) of 1.5 and 6 °C, respectively. After ac-
counting for the effect of terrain by only including stations within 25 m
of the mean city elevation, the corrected CUHI and SUHI were found to
be 0.6 and 3.5 °C, respectively.
Models of mean annual air temperature performed well, producing
a mean RMSE of 0.54 °C and R2 of 0.46 across all combinations of
predictor variables (Fig. 3). The addition of LiDAR to Sentinel and
Landsat models reduced RMSE by 0.044 and 0 °C, respectively, whereas
R2 was increased by 0.09 and 0.05. Landsat models performed best,
reducing RMSE by 0.025 °C relative to Sentinel models. At neighbour-
hood scales, the advantage of the high resolution models for identifing
hyperlocal hotspots of Tair during heatwave events become apparent
(Fig. 4). For example, in Fig. 4 one can observe a 5 °C range in night-
time Tair at neighbourhood scales. The Landsat models appear to pro-
duce greater contrasting Tair between vegetation and impervious cover
compared to Sentinel models. For example, in Fig. 3, the forested area
surrounding Oslo appears cooler relative to the city center in the
Landsat compared to the Sentinel maps. This subtle difference is also
evident at the neighbourhood level (Fig. S7). Under the Local Climate
Zone typology, dense trees produced the lowest mean annual Tair
whereas compact lowrise to midrise zones produced the highest Tair
(Fig. 5). RMSE of mean annual Tair was lowest for bare rock or paved
zones (mean of 0.16 °C) and highest for vegetated LCZs (mean of
0.31 °C, Fig. 5). Compact lowrise LCZ, which covers most residential
areas, produced the second lowest RMSE out of the LCZ classes.
Model RMSE decreases and R2 increases with the number of
Netatmo stations available (Fig. 6). The model accuracies decline gra-
dually with reducing station availability from 1000 to approx. 250
stations or 0.87 stations km−2 (Fig. 6). After the 250 station threshold,
model RMSE reduced by 0.04 °C for every 10 stations removed. The
highest model fits and lowest model errors in the mapping of mean
annual temperatures were achieved with a buffer radius of between 100
and 500 m (Fig. 7). Buffer sizes that were small (< 100 m) or very large
(> 1000 m) produced lower model accuracies. Smaller buffer sizes
performed better when LiDAR data was included.
3.2. Daily temperature mapping
When mapping Tair at each satellite fly-over through the year
(Fig. 8), model errors were lowest for the mapping of daily minimum
Tair (RMSE = 1.44 ± 0.03 °C, R2 = 0.33 ± 0.007), and highest for
the mapping of daily maximum Tair (RMSE = 1.86 ± 0.04 °C,
R2 = 0.05 ± 0.004). The mapping of hour synchronous Tair produced
a RMSE of 1.62 ± 0.03 °C. The change in model fits and error for daily
minimum Tair did not vary over the year, however, model errors were
lower in winter relative to summer months for mapping of hour-syn-
chronous and daily maximum Tair (Fig. 8). The temporal variation in
the hour-synchronous model fit (R2) was partially explained by varia-
tion in daily mean temperatures, temperature range and daily pre-
cipitation (Fig. 9). Model fits were greatest at low temperature means
and ranges and high precipitation, although there is a large variation in
this response. However, these atmospheric conditions do not foster the
development of pronounced thermal differences at the local scale.
Hyperlocal variation of Tair is very limited under these atmospheric
conditions. The temporal variance in model RMSE was partially ex-
plained by the spatial range in temperature and wind velocity with
greatest model accuracies at low temperature ranges and high wind
velocities (Fig. 9).
3.3. Predictor variable importance
Out of the 20 most important predictors, 6 were from closed-source
and 14 were from open-source datasets (Fig. 10). The most important
satellite-derived predictors were LST, IBI and NDVI. Mean annual Tair
increases with LST and IBI and decreases with NDVI (Fig. 10). Elevation
and distance to coastline were the most important terrain/landscape
predictors and both showed a negative linear relationship to Tair. The
two most important closed-source predictors were related to LiDAR-
derived building canopy characteristics (Fig. 10). These included
building height, and the standard deviation in building height for an
aggregation scale from 20 to 100 m (see Fig. S5). Tair increases linearly
with the standard deviation in building height (a measure of building
canopy roughness).
4. Discussion
Up until now the limited availability of Tair measurements has
hindered the mapping of thermal environment as a hazard for heat
stress in urban contexts (Wicki et al., 2018; Zhou et al., 2018). Using a
machine learning framework with crowd-sourced temperature data, we
were able to map mean annual, daily maximum and minimum Tair over
Oslo at 10-30 m resolution with a RMSE of 0.54, 1.86 and 1.46 °C,
respectively. Ho et al. (2014), using Landsat data in a RF model were
able to map daily maximum Tair in Vancouver with a comparable
RMSE of 2.31 °C. Other attempts to map Tair using machine learning
and statistical models have all relied on MODIS satellite data at 1 km
resolution. For example, Yoo et al. (2018) mapped daily maximum Tair
in Los Angeles with an RMSE of 1.7 °C, while others have mapped daily
mean Tair outside of urban areas at national scales with an RMSE of
2.3 °C and 0.5 °C in Iran (Janatian et al., 2017), and China (Zhu et al.,
2019), respectively. No studies have utilized Sentinel surface re-
flectance data in combination with crowdsourced data from private
weather stations for Tair mapping. Although Sentinel does not measure
thermal infrared reflectance, we find that it produces comparable
mapping accuracies to Landsat-driven models. This appears to be lar-
gely because of the importance of near infrared spectral indices (NDVI
and IBI) and ancillary landscape predictors (elevation and distance to
coast) which were included in both the Landsat and Sentinel models.
4.1. Relevance of Tair mapping
The Tair maps produced using the approach presented here are
relevant to urban planning in several ways. They provide a high re-
solution map of urban hotspots and coldspots that can inform health
risk mitigation strategies such as planting vegetation of increasing
surface albedo. The hyperlocal effects of mitigation strategies can be
monitored over time. This is directly relevant to heat exposure epide-
miology and indirectly related to air pollution epidemiology, particu-
larly in northern European cities where air temperatures can sig-
nificantly reduce city ventilation (Wolf-Grosse et al., 2017). The Tair
maps also offer a powerful tool for validation of climate models (Chen
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et al., 2011) that include urban canopy models such as the building
effect parameterization-building energy model (BEP–BEM, Martilli,
2002; Salamanca et al., 2009). Such models are often used to test the
effect of urban planning scenarios on air temperature and rely on as-
sumptions about relationships between urban canopy parameters and
air temperatures that are seldom tested in both micro- and mesoscale
applications. The RF modelling approach builds predictions based on
observed linear and non-linear relationships between explanatory
variables and Tair (Breiman, 2001). Therefore RF models could be used
to estimate the hyperlocal response in Tair to the hypothetical altera-
tion of urban canopy parameters (e.g. tree removal or building devel-
opment). However, this would be a retrospective analysis based on
recent climate observations and cannot replace the forecasting ability of
urban canopy models. Finally, mapping Tair using RF modelling gives
insight into determinants of urban cooling. The relationships between
land cover characteristics and Tair corroborate those observed in the
broader literature on both LST (Zhou et al., 2018 and studies therein)
and Tair (e.g. Oliveira et al., 2011; Yan et al., 2014; Zhang et al., 2014).
It is clear that Tair increases with impervious surface area and a decline
in vegetation greenness (Fig. 10), and after accounting for the effect of
terrain, the urban core is 0.6 °C warmer than the city's surroundings
(CUHI intensity). This aligns with the broader European Commission
agenda for nature-based solutions to climate change adaptation
(European Commission, 2013).
4.2. Tair mapping accuracy
It is important to communicate the accuracy of Tair mapping to
urban planners, and understanding the factors that influence the spatial
and temporal variation in accuracy is helpful in this regard. Mapping
Fig. 4. An example of a relevant hyperlocal heat-hazard situation over Oslo on 1 June, one of the hottest days during the summer heat wave of 2018. Night-time
(daily minimum) Tair is mapped at 30 m resolution using the Landsat and LiDAR Random Forest model over the city with a zoomed extent of Vigeland Park (bottom
right) with a high resolution satellite image for reference (bottom left). The model had an RMSE of 1.8 °C at this time point.
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errors were largest in LCZs with vegetation cover (e.g. dense trees and
low plants) and lowest in those without (e.g. compact lowrise and bare
ground, Fig. 5). Additionally, we found that it was more difficult to map
Tair accurately in summer than in winter and that on days with high
wind speeds and low temperature ranges, mapping errors were lowest.
A potential explanation is that on hot, calm days, hyperlocal tempera-
tures are very variable and thus difficult to map whereas on windy days,
canopy turbulence homogenizes Tair and makes it easier to map (Choi
et al., 2018). Few studies have quantified the factors that influence Tair
mapping accuracy, however Ho et al. (2014) have inferred from their
data that wind variability may reduce mapping accuracies especially in
areas close to the ocean. We did not have data on wind gusts or hourly
variations in wind velocity and future studies may be improved by
adding this data to models of urban Tair. Indeed, some Netatmo
weather stations do measure hourly wind velocity and direction,
however quality assurance protocols like those for Tair (Napoly et al.,
2018) do not currently exist. In addition, the Netatmo data on humidity
holds potential for mapping apparent temperature, which is a measure
of air temperature closer to that perceived by humans, often quantified
with the Humidex (Gosling et al., 2014; Masterton and Richardson,
1979).
Hyperlocal Tair can be significantly influenced by the surrounding
land cover and urban canopy characteristics (Ho et al., 2016; Massetti
et al., 2014). This is supported by our finding that aggregating predictor
data within 100-500 m of each weather station resulted in higher Tair
mapping accuracies than only including data within 30-100 m of each
weather station (Fig. 7). The buffer size may differ significantly relative
to city size depending on the topographic characteristics influencing
temperature station fetch. However, Ho et al. (2014) found that pre-
dictors averaged over comparable buffer sizes to ours, (between 200
and 800 m) contributed the most to reducing model errors when
mapping Tair in Vancouver. An alternative explanation is that the
Fig. 5. Modelled mean annual Tair statistics for Local Climate
Zones (LCZ) over Oslo during 2018. Mean and associated
error margins are indicated with points and error bars for
each LCZ and Random Forest model type. Error margins are
derived from bootstrapping Random Forest model validation
and assigning average RMSE values for Netatmo stations
within each LCZ. LCZ classes are ordered from top to bottom
in order of decreasing mean RMSE. The percentage coverage
of each LCZ is indicated in parentheses. Please refer to Fig. 2
for input data code definitions.
Fig. 6. Model performance statistics for the mapping of mean annual Tair over Oslo after iteratively removing a random selection of Netatmo stations from the
original training dataset. For each training dataset size (station density), the observed Tair from private weather stations are regressed on the Tair predicted by the
model to produce an adjusted model R2 value and root mean square error (RMSE). Loess regression lines are fitted with 95% confidence interval ribbons. Please refer
to Fig. 2 for input data code definitions.
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smallest buffer size we used (10 m) was not small enough to capture
micro-scale urban canopy metrics that might explain more of the var-
iance in Netatmo Tair readings. Netatmo sensors are exposed to small-
scale turbulent eddies and radiation reflection/trapping which are af-
fected by different surface types (grass, pavement, walls) that can cause
unpredictable variations in Tair due to distinct micro-scale and intra-
LCZ variability of Tair (Choi et al., 2018; Fenner et al., 2017; Meier
et al., 2017; Napoly et al., 2018). For instance, a station placed close to
a wall might produce temperature readings that are distorted by the
wall's effect on the local radiation budget. These factors cannot be
captured by satellite data and only partly by LiDAR data as illustrated
by the unexplained variance in Tair for important predictor variables in
Fig. 10. Possible solutions might be to screen out spurious Tair mea-
surements relative to surrounding station averages or for private
weather station users and companies to report more detailed metadata
on station siting. Nevertheless, our findings imply that urban heat mi-
tigation strategies need to take broader spatial context into account and
that small building canopy alterations are unlikely to have a dominant
influence on local ambient Tair.
4.3. Limitations and transferability
A major limitation to mapping Tair using satellite remote sensing is
that satellite predictor variables cannot be collected on cloudy days. In
this way satellite-derived Tair maps will be biased toward clear-sky
weather conditions even in the case when the cloud mask gaps could be
filled in through one or another form of interpolation. Others have
found that cloud cover can be as important as other meteorological
variables (including wind speed, humidity and atmospheric pressure) in
determining UHI intensity (Kolokotroni and Giridharan, 2008; Morris
et al., 2001) as well as changes of UHI intensity during heat waves
(Fenner et al., 2019). For example, in Canada, Stewart (2000), found
that daytime and post-sunset cloud cover explain 20% more variance in
the ensuing nocturnal UHI intensities than do daytime and post-sunset
wind speeds. Research in higher latitude cities shows that clear sky
conditions are necessary for establishing a strong UHI whereas cloud
cover homogenizes temperature observations during wintertime
(Konstantinov et al., 2018; Varentsov et al., 2018). Given that Oslo is a
cloudy city, it may be more appropriate to map urban Tair using other
Fig. 7. Model performance statistics for the mapping of mean annual Tair over Oslo at different spatial aggregation scales. Aggregation scale refers to the radius of
the circular buffer around each weather station within which the mean and standard deviation of predictor variables were calculated. For each buffer radius and
input data combination, the observed Tair from private weather stations are regressed on the Tair predicted by the model to produce an adjusted model R2 value and
root mean square error (RMSE). Second order polynomial regression lines are fitted. Please refer to Fig. 2 for input data code definitions.
Fig. 8. Model performance statistics for the mapping
of hour-synchronous, daily minimum and daily
maximum Tair over Oslo during 2018 at 500 m
spatial aggregation scale. For each time point and
input data combination, the observed Tair from pri-
vate weather stations are regressed on the Tair pre-
dicted by the model to produce a model R2 value and
root mean square error (RMSE). Second order poly-
nomial regression lines are fitted. Please refer to
Fig. 2 for input data code definitions.
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Fig. 9. Relationship between climatic covariates and Tair mapping accuracies over Oslo during 2018 using models with 500 m spatial aggregation scale. To assess
model accuracy, observed Tair from private weather stations are regressed on the Tair predicted by the model to produce a model R2 value and root mean square
error (RMSE). Red lines represent second order polynomial regressions. Plots without lines represent non-significant relationships (p > 0.05). (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 10. Variable importance plot for the 20 most important predictor variables included in models of Tair over Oslo during 2018 (left panel). Variable importance is
measured as the percentage decrease in model performance (mean standard error) when the given variable is left out of the model. Points and error bars represent
means and standard errors across model accuracy from hour-synchronous and daily minimum and maximum temperature mapping. The relationship between mean
annual Tair (y-axis) and the six most important variables (x-axis) are plotted along with red linear regression lines (right panel). (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this article.)
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statistical climate downscaling methods such as kriging or simple re-
gressions with land cover information (Smid and Costa, 2018).
Despite the limitations on cloudy days, the approach presented here
is technically transferable to any city in the world containing enough
private weather stations to train and validate a machine learning al-
gorithm like RF, however it is unknown whether the mapping will
produce adequate accuracies. We found that mapping accuracies drop
significantly with less than approx. 250 stations or 1 station km−2. The
current density of available Netatmo stations over Europe suggests that
many cities will meet this criteria (Fig. S8). In cities without privately-
owned Netatmo stations, it may be feasible for research institutes or
similar to deploy their own high-density network of Netatmo stations
(e.g. Chapman et al., 2015). At a per unit cost of 160 EUR, and a
minimum density of approx. 0.87 stations km−2 this would translate to
140 EUR km−2. The stations would need to leverage open-access WIFI
networks in order to sync and store measurements in the cloud.
We also found that the difference in accuracies between models
with open-source and closed-source predictors was minimal. The RMSE
difference between models with different input data was in fact below
the sensitivity of the temperature sensors of the stations and therefore
the preference for one or another input dataset is not decisive.
Therefore, using Sentinel, Landsat, and terrain data that are globally-
available is potentially adequate for Tair mapping with comparable
accuracies to those presented for Oslo. New methods for using Sentinel,
Landsat and open source radar data to derive more detailed urban ca-
nopy characteristics like building height (Misra et al., 2018) and SVF
(Hodul et al., 2016) may also act as substitutes for closed-source LiDAR-
derived data. The broad applicability of the approach presents an op-
portunity for standardized assessments of heat risk exposure in cities
which can be adopted in policy instruments such as national (e.g.
Heatwave plan for England, Public Health England, 2018) or European-
wide heat risk governance plans (Lass et al., 2011). Similarly, the de-
rived relationships between green cover and Tair can be used in eco-
system service accounting frameworks to assess and monitor potential
nature-based solutions to mitigating climate change in cities. Finally,
recent advances in integrating Netatmo weather data into short-term
Tair forecasts (Nipen et al., 2019) may benefit from the hyperlocal
mean annual Tair maps produced here to aid city planners and public
health programmes to target heat wave adaptation strategies.
5. Conclusion
The combined study of the crowd-sourced and satellite temperature
at very fine spatial resolution reveals reliability and relevance of the
hyperlocal air temperature mapping to urban environmental manage-
ment. We demonstrated that the crowd-sourced Tair data have a sig-
nificant utility for urban temperature analysis despite their irregularity
and varying quality. The crowd-sourced data indicate warmer tem-
peratures toward the more dense city center and in the areas collocated
with more significant surface roughness. There are two major ad-
vantages of this data source, namely: the temperature readings are
available in any weather conditions; and the readings are concentrated
in the populated residential areas where the observed temperature
anomalies are likely to have the major impact on population health.
Satellite data provide estimation of the LST, which can be used to
characterize the surface UHI. However, the satellite temperature read-
ings are sporadic and biased toward clear-sky weather conditions and
are not necessarily relevant to human thermal comfort. This study
showed that the combination of satellite and crowd-sourced Tair data is
beneficial. We used satellite, LiDAR and terrain data within a Random
Forest regression modelling framework to map Tair over Oslo and our
findings support the conclusion that this method is broadly transferable
to cities with private weather station data. The methods presented here
are made available in simplified scripts stored in a GitHub repository
(https://github.com/NINAnor/cityTairMapping). We can recommend
that future studies aggregate explanatory variables within a 100-500 m
buffer of each station, and that a minimum of approx. 1 stations km−2
is necessary to achieve enhanced modelling accuracies (explore city-
level station density here: https://weathermap.netatmo.com/).
Furthermore, high resolution LiDAR data is not necessary as it does not
produce a substantial reduction in mapping error compared to models
built with purely open-source terrain and satellite data. Important
variables to include in Tair models are LST, distance to coast and ele-
vation, as well as NDVI and IBI which capture the warming effect of
urban impervious surfaces. Tair mapping errors should be investigated
and quantified in local contexts, however we found the highest con-
fidence in model outputs in the compact lowrise LCZ and on days with
low temperature ranges and higher wind speeds. Future research may
produce improvements on the relatively low accuracies we found
during times of year (summer) and areas (compact midrise) with
highest absolute temperatures – conditions during which accurate Tair
maps are presumably in highest demand. Mapping hour-synchronous
Tair did not offer significant improvements in accuracy relative to daily
minimum and maximums. These methods and the maps of hyperlocal
urban air temperatures are particularly relevant to stakeholders in
urban planning and human health and provide scope for better climate
change adaptation in a rapidly urbanizing world.
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