A large amount of data is typically collected during a periodontal exam. Analyzing these data poses several challenges. Several types of measurements are taken at many locations throughout the mouth. These spatially-referenced data are a mix of binary and continuous responses, making joint modeling difficult. Also, most patients have missing teeth. Periodontal disease is a leading cause of tooth loss, so it is likely that the number and location of missing teeth informs about the patient's periodontal health. In this paper we develop a multivariate spatial framework for these data which jointly models the binary and continuous responses as a function of a single latent spatial process representing general periodontal health. We also use the latent spatial process to model the location of missing teeth. We show using simulated and real data that exploiting spatial associations and jointly modeling the responses and locations of missing teeth mitigates the problems presented by these data.
1. Introduction. Periodontal disease or periodontitis is an inflammatory disease affecting periodontium, the tissues that support and maintain teeth. Periodontitis causes progressive bone loss around the tooth which can lead to tooth loosening and eventually tooth loss. It has been estimated that about 50% of US adults over the age of 35 experience early stages of periodontal disease [Oliver, Brown and Loe (1998) ], making periodontitis the primary cause of adult tooth loss. To measure periodontal status, dental hygienists often use a periodontal probe to measure several disease markers throughout the mouth. Three of the most popular markers are (a) clinical attachment loss (CAL), (b) periodontal pocket depth (PPD) and (c) bleeding on probing (BOP). PPD and CAL are continuous variables, usually rounded to the Fig. 1 . Observed CAL for a typical patient. The shaded boxes represent teeth, the circles represent measurement sites, and the gray lines represent neighbor pairs connecting adjacent sites on the same tooth and sites that share a gap between teeth. "Maxillary" and "Mandibular" refer to upper and lower jaws respectively. The small numbers beside each tooth are the "tooth numbers." The maxilla's second tooth on the left is missing; third molars ("wisdom teeth") are excluded.
nearest millimeter. CAL is the distance down a tooth's root that is no longer attached to the surrounding bone by the periodontal ligament, and PPD is the distance from the gingival margin to the base of the pocket. BOP is a binary response and is indicative of whether a particular site bled with the application of a dental probe. During a full periodontal exam, all three markers are usually measured at six pre-specified sites [Darby and Walsh (1995) ] for each tooth (excluding the third molars, i.e., the wisdom teeth). So for a patient with no missing teeth, there are S = 168 measurements for each marker (Figure 1 ).
The motivating example is a clinical study conducted at the Medical University of South Carolina (MUSC) to determine the periodontal disease status for Type-2 diabetic Gullah-speaking African-Americans, originally presented in Fernandez et al. (2009) . The objective of this analysis is to quantify the disease status of this population, and to study the associations between disease status and patient-level covariates such as age, BMI, gender, HbA1C and smoking status.
Quantifying a patient's disease status from the extensive data collected during a periodontal exam is difficult. For example, it is common to summarize disease status using the whole-mouth average CAL or the number of teeth with CAL above a certain threshold. Using the whole-mouth average CAL as the response in a regression with patient-level covariates is reasonable when the patients' residual distributions are identical. However, this assumption is often violated in practice, as different patients have different error variances, spatial covariances and missing data patterns. In this paper we present a multivariate spatial model to jointly analyze periodontal data from multiple markers and multiple measurement locations to improve estimation of disease status, and hence develop a more powerful method for studying the association between patient-level covariates and periodontal disease.
We use spatial factor analysis [Wang and Wall (2003) , Hogan and Tchernis (2004) , Lopes, Salazar and Gamerman (2008) ] to model these multivariate spatial data. We postulate that the three markers are all related to a single latent spatial process (factor) measuring periodontal health. The latent periodontal health factor varies from site to site and is smoothed spatially using a conditionally autoregressive prior [Besag, York and Mollié (1991) , Banerjee, Carlin and Gelfand (2004) ]. The data collected for this study provide interesting challenges that require extensions of the spatial factor model. First, the data are a mix of continuous and binary responses. To jointly model these data types, we develop a spatial probit model for binary responses, which has the advantage of being fully-conjugate and leads to rapid MCMC sampling and convergence. Also, we have data from multiple patients, and exploratory analysis suggests that the covariance of the latent spatial factor varies by patient. Therefore, we develop a hierarchial model which allows the covariance to vary between patients, but pools information across patients to estimate the covariance parameters. We show in a simple case that in terms of estimating the effect of patient-level covariates, this model is equivalent to a weighted multiple regression, where the patient's scalar response is a linear combination of all data across location and marker, and the patient's weight decreases with the spatial correlation and variability.
Another challenging aspect of analyzing periodontal data is the considerable number of missing teeth (around 20% for these data). The assumption that teeth are missing completely at random is not valid because periodontal disease is the leading cause of adult tooth loss, so patients with several missing teeth likely have poor periodontal health. For nonspatial data a common method to handle so-called "informative cluster size" is to include the number of observations as a covariate, or in the weights of a weighted regression [Hoffman, Sen and Weinberg (2001) , Williamson, Datta and Satten (2003) , Follman, Proschan and Leifer (2003) , Lu (2005) , Benhin, Rao and Scott (2005) , Panageas et al. (2007) , Cong, Yin and Shen (2007) , Williamson et al. (2008) ]. Dunson, Chen and Harry (2003) take a different approach. They propose a joint model for clustered mixed (continuous and binary) data and the number of responses in each cluster, using a continuation ratio probit model for cluster size. Another approach is the shared parameter model [e.g., Wu and Carroll (1988) , Follman and Wu (1995) ]. The shared parameter model accounts for informative missingness by introducing random effects that are shared between the missing data process and the measurement process. Conditioned on the random effects, the missing data and measurement processes are assumed to be independent.
We propose a shared variable model to jointly model missing teeth with the other markers of periodontal disease. However, in our spatial setting both the number and location of missing teeth are informative. For example, a missing tooth in the front of the mouth surrounded by teeth with low CAL may not be informative; in contrast, a missing tooth in the back of the mouth (where periodontal disease is often the most advanced) surrounded by teeth with high CAL is indicative of poor periodontal health in that region of the mouth. Therefore, we model the number and spatial distribution of missing teeth using our latent spatial factor model. In this model, CAL, PPD, BOP and the location of missing teeth are all modeled simultaneously in terms of a latent periodontal health factor; this approach uses all available information to estimate periodontal disease status.
The paper proceeds as follows. Section 2 presents our unified approach to modeling multivariate spatially-referenced periodontal data, as well as our model for informatively missing teeth. Section 3 offers some influence diagnostics to determine which patients and response types are the most informative about the patient-level covariates. Computing details are given in Section 4. Section 5's simulation study shows that accounting for spatial association and informative observation location can lead to a substantial improvement in estimating the patient-level covariate effects. We analyze the periodontal data in Section 6. Section 7 concludes.
2. Latent spatial factor model for periodontal data. In this section we describe our approach for spatially-referenced mixed periodontal data with informative missingness. We begin in Section 2.1 by specifying a latent spatial factor model assuming no missing teeth. Section 2.2 introduces the spatial probit model for missing teeth and Section 2.3 specifies priors and discusses identifiability of the latent variable model.
2.1.
Complete data model. We assume our multivariate spatial data has J types of responses (for the periodontal data the J = 3 responses are CAL, PPD and BOP) at each spatial location for each patient. If the jth type of response is continuous (CAL and PPD), let y ij (s) be the response at spatial location s for patient i, s = 1, . . . , S and i = 1, . . . , N . Our data also has binary responses (BOP). If the jth type of response is binary, let y * ij (s) be the response at spatial location s for patient i. We model binary responses using probit regression, that is, y * ij (s) = I(y ij (s) > 0), where I(·) is the binary indicator function and y ij (s) is a Gaussian latent variable.
All J responses are modeled as functions of the latent spatial disease status, µ i (s), which represents the overall periodontal health of patient i at location s. Let
where a j is the intercept for response j, b j relates the latent factor to response type j, and ε ij (s) ∼ N (0, σ 2 ij ) is error. As is customary for probit regression, we assume σ 2 ij = 1 for binary responses for identification. Since all J responses depend on the common latent factor, they are correlated with
The slopes b j and b l determine the sign and magnitude of the correlation; if either b j or b l is zero, then y ij (s) and y il (s) are uncorrelated, and if b j and b l share (do not share) the same sign, then y ij (s) and y il (s) are positively (negatively) correlated.
The latent vector µ i = (µ i (1), . . . , µ i (S)) ′ has a multivariate normal prior with conditionally autoregressive covariance ["CAR," Besag, York and Mollié (1991) ]. The mean of µ i is
where W is an S × q matrix of spatial covariates (e.g., tooth number) that do not vary across patient, X i is the p-vector of patient-level covariates (e.g., age) that do not vary across space within patient, Ω i = X ′ i ⊗ 1 S , 1 S is the S-vector of ones, and α and β are the corresponding regression parameters.
ss ′ is one if locations s and s ′ are adjacent and zero otherwise, M is diagonal with diagonal elements M ss = s ′ D ss ′ . In this spatial model, ρ i ∈ [0, 1] controls the degree of spatial association and τ 2 i > 0 controls the magnitude of variation. Let r i (s) = µ i (s) − E(µ i (s)). A convenient interpretation of the CAR prior is that the conditional distribution of r i (s) given r i (s ′ ) for all s ′ = s is normal with mean ρ iri (s) and variance τ 2 i /m(s), wherer i (s) is the average of r i (s) at location s's m(s) neighbors.
The degree of spatial variation is allowed to differ between patients by means of σ 2 ij , τ 2 i and ρ i . To pool information across patients, we use models
where {c j }, {d j }, e, f , g and h are hyperparameters.
2.2.
Model for the location of missing teeth. For our data described in Section 1, roughly 20% of the teeth are missing. The locations of the missing teeth are not random, but rather related to the periodontal health in that region of the mouth. Therefore, we propose a model for the location of missing teeth as a function of the underlying latent factor µ i (s).
For our data either the six observations on a tooth for all J responses are all observed or all unobserved. That is, if a tooth is missing, we have no data for the tooth, and if a tooth is not missing, we have complete data. Let y * i0 (t) be an indicator of whether tooth t = 1, . . . , T is missing for patient i. As with the binary data in Section 2, we model y * i0 (t) using probit regression. Let y * i0 (t) = I(y i0 (t) > 0), where y i0 (t) is a latent continuous variable. Then
where Z t is such that Z ′ t µ i is the mean of µ i at the six observations on tooth t and ε i0 (t)
∼ N (0, 1). a 0 and b 0 relate the latent process to the missing tooth indicator. Note that since µ i (s) is included in both the model for presence of and value of the responses, both presence and value of the data contribute to the posterior of µ i (s), and thus the posterior of β. Also note that b i0 = 0 corresponds to independence between the latent factor and the location of missing teeth, in which case the location of missing teeth does not contribute to estimating β.
Identifiability and prior choice.
Identifiability is a key issue in latent variable modeling. To see this, we inspect the first two moments of the multivariate response at location s for patient i after integrating over the latent factor µ i ,
ij , where W (s) is the row of W corresponding to location s and q(s) is the (s, s) diagonal element of Q(ρ i ) −1 . Identifiability concerns arise in both moment expressions, as multiplying all of the slopes b j by scalar c and dividing α, β and τ 2 i by c gives identical moments. Although there are other ways to address this issue, we fix b 1 ≡ 1. This identifies both the regression coefficients α and β via the mean of the first response and the CAR variance τ 2 i via the variance of the first response. In our analysis of periodontal data of Section 6 we take the first response with fixed slope to be clinical attachment loss, the most commonly used measure of periodontal disease. We also compare these results with other baseline assignments and discuss sensitivity to this assumption.
The regression coefficients {a j }, {b j } (j = 1), α and β have independent N (0, w 2 ) priors. The hyperparameters {c j }, {d j }, e, f , g and h have independent Gamma(u, v) priors. In the simulation study (Section 5) and data analysis (Section 6) we take u = v = 0.1 and w = 10 to give vague yet proper priors. We conduct a sensitivity analysis in Section 6 which shows that the results are not sensitive to these priors for this large periodontal data set.
3. Influence diagnostics. Our primary interest is in the patient-level parameters β. In this complicated hierarchical Bayesian model, we would like to identify the sources of data that are most informative about β. In this section we develop diagnostics to determine which patients, spatial locations and response types are the most influential. We assume no missing teeth, that all responses are Gaussian, and that no covariates depend on space (W is null). In this case the regression coefficients only affect the overall average response for each patient, and a tempting simplification is to collapse data over space and use each patient's overall average as a scalar response. We show that even in this case different areas of the mouth are more than less informative, and that patients are weighted differently depending on their spatial covariance parameters. This motivates the hierarchical spatial model even in this simple case.
Integrating over latent effect µ i , but conditioning on σ 2 ij , τ 2 i , ρ i , a j and b j , the posterior for β is Gaussian with
, and The posterior in (6) is equivalent to a weighted linear regression where each patient contributes the scalar response z i and is weighted according to w i . Analyzing z i and w i shows which sites, patients and outcomes contribute the most to β's posterior. First we consider z i :
where the vector
Therefore, z i is a linear combination of all the observations for patient i, with k(s) controlling the relative weight of observations at location s and b j /σ 2 ij controlling the relative weight of response type j. Figure 2 (a) plots k(s) (scaled to sum to S) for four combinations of ρ i and δ i . Observations in the gaps between teeth have the highest weight; these sites have the most neighbors and thus the smallest prior variance. Observations in the back of the mouth and on the sides of teeth get less weight. The patient weights w i are plotted as a function of ρ i , δ i and τ i in Figure 2(b) . The weight decreases with ρ i and τ 2 i , and increases with δ i (inversely related to error variances σ 2 ij ). That is, patients with little spatial association and small variances τ 2 i and σ 2 ij (and thus large δ i ) have the most influence on β's posterior. To search for overly-influential patients, we compute the weights by evaluating (7) using posterior meansρ i ,τ 2 i and σ 2 i1 . However, the marginal posterior for β is not available in closed-form for Section 6's data with informative missing teeth and binary responses. Therefore, we use only the CAL error varianceσ 2 i1 , that is, δ i =τ 2 i /σ 2 i1 (b 1 = 1, Section 2.3), as an approximation. This approximation is not meant to be definitive, but rather a useful heuristic device.
4. MCMC sampling algorithm. MCMC sampling is carried out using the free software R (http://www.r-project.org/), although it would also be straightforward to implement the model using WinBUGS (http://www.mrc-bsu.cam.ac.uk/bugs/). Sample code to analyze a single continuous response is available in the supplemental article [Reich and Bandyopadhyay (2009) ]. We draw 20,000 MCMC samples and discard the first 5000 as burn-in. Convergence is monitored using trace plots of the deviance as well as several representative parameters.
The patient-specific parameters are conditionally-conjugate except for the CAR spatial association parameters ρ i , which are updated using MetropolisHastings sampling with a Beta(50ρ * i , 50(1−ρ * i )) candidate distribution, where ρ * i is the value at the previous iteration. The remaining parameters are updated using Gibbs sampling with full conditionals given below. The latent continuous variables corresponding to the probit model for binary responses, y ij (s), are updated from their truncated full conditionals y ij (s) ∼ N (a j + b j µ i (s), 1), restricted to (−∞, 0) if y * ij (s) = 0 and (0, ∞) if y * ij (s) = 1. The vector of latent effects for patient i, µ i , is multivariate normal with
where Z = (Z 1 , . . . , Z T ), y ij = (y ij (1), . . . , y ij (S)) and y i0 = (y i0 (1), . . . , y i0 (T )). The measurement error variances for the continuous responses have full conditional
where
The intercept/slope pairs (a j , b j ) have bivariate normal full conditionals with mean
where ∆ i = (1, µ i ). The regression coefficients α and β have multivariate normal full conditionals with
The remaining parameters {c j }, {d j }, e, f and g are updated using Metropolis sampling with Gaussian candidate distributions tuned to give acceptance ratios near 0.40.
5. Simulation study. In this section we conduct a simulation study to demonstrate the effects of spatial correlation and informative missingness on the analysis of patient-level fixed effects. For computational purposes we assume only one quadrant (i.e., half jaw) for each patient leaving S = 42, that there are no spatial covariates W , and the same CAR spatial association parameter for each patient, that is, ρ i = ρ. We also assume there is only a single continuous response. Data are generated from the model
. Each simulated data set contains data generated from this model for N = 50 patients. The p = 6 patient-level covariates x i are generated independently from the standard normal distribution and the regression coefficients are β = (0, 0, 0, 1, 2, 3)/20. Finally, a 1 = b 1 = 1 and a 0 = −1. M = 100 data sets are generated from each of six designs specified by varying the true value of the covariance parameters σ 2 i , τ 2 i and ρ and the missing data mechanism b 0 : We analyze each simulated data set using five models: The results are presented in Table 1 . For each model and each design, we calculate the proportion of the 95% posterior intervals for b 0 and the regression coefficients that exclude zero. We also compute the mean squared error and relative bias, MSE =
is the posterior mean of β j for the mth simulated data set and β j is the true value. Relative bias is only presented for the largest coefficient, β 6 . Data for the first design are generated without spatial association or informative missingness. In this case all five models give nearly identical results, demonstrating that the spatial models are able to approximate the simple regression model if appropriate. The five models are also nearly identical for Design 2 where the data are generated with spatial correlation and the same variances for each patient. In this case the patient meansȳ i are Gaussian with mean a 1 + x ′ i β and the same variances, satisfying the usual regression assumptions.
The linear regression model does not perform well for Design 3's spatial model with patient-dependent variances. In this case the patient meansȳ i have different variances, violating the usual regression assumptions. The spatial models that allow for patient-dependent variances (Models 3 and 5) give dramatic improvements in both power and mean squared error compared to the homoskedastic models.
The locations of missing observations are informative for Designs 4, 5 and 6. For these two designs the models (Models 1-3) that do not account for informative missingness are biased for β 6 . The models that allow for informative location consistently identify b 0 as nonzero (power 1.0 in all three designs), which alleviates the bias for the nonnull predictors and improves power. Design 5 has both informative missingness and patient-dependent variances, common traits of periodontal data. In this case our full model is more than three times more powerful for β 6 (0.26 to 0.94) and has roughly one fourth the mean squared error (0.193 to 0.780) of the usual nonspatial regression approach.
6. Analysis of periodontal data. The motivating data were collected from a clinical study [Fernandes et al. (2009) ] conducted by the Center for Oral Health Research (COHR) at the Medical University of South Carolina (MUSC). The relationship between periodontal disease and diabetes level has been previously studied in the dental literature [Faria-Almeida, Navarro and Bascones (2006), Taylor and Borgnakke (2008) ]. The objective of this study was to explore the relationship between periodontal disease and diabetes level (determined by the popular marker HbA1c, or "glycosylated hemoglobin") in the Type-2 diabetic adult (13 years or older) Gullahspeaking African-American population residing in the coastal sea-islands of South Carolina. Since this is part of an ongoing study, we selected 199 patients with complete covariate information and with at least 50% responses available.
For each patient CAL, PPD and BOP are measured at six locations on each nonmissing tooth, as shown in Figure 1 . Additionally, several patientlevel covariates were obtained, including age (in years), gender (1 = Female, 0 = Male), body mass index or BMI (in kg/m 2 ), smoking status (1 = a smoker, 0 = never) and HbA1c (1 = High, 0 = controlled). We also include spatial covariates for the site in the gap between teeth (1 = in the gap, 0 = on the side of a tooth), jaw (1 = maxilla, 0 = mandible) and six tooth number indictors with the first tooth (front of the mouth, Figure 1 ) serving as the reference tooth. All covariates are standardized to have mean zero and variance one. The spatial adjacency structure is shown in Figure 1 ; we consider neighboring sites on the same tooth as well as neighboring sites on the consecutive teeth to be adjacent.
We begin by fitting several models with the same variances for all patients, that is, σ 2 ij = σ 2 j , τ 2 i = τ 2 and ρ 2 i = ρ 2 . We fit four models by assuming spatial association (ρ ∼ Unif[0, 1]) and independence (ρ = 0), and assuming missing teeth are informative (b 0 = 0) and not informative (b 0 = 0). Table 2 gives posterior 95% intervals for several parameters. The slopes b j for pocket depth and bleeding on probing (as described in Section 2.3, slope for attach- Table 2 Posterior 95% intervals for models assuming variances σ 2 ij and τ 2 i are constant across patients. "Spatial" models take ρ = 0 and models with informative missing teeth ("Info missing") have b0 = 0 ment loss is fixed at one) are significantly positive for all models, suggesting strong positive associations between the three responses. Several covariates are significant for all models, including patient effects gender, smoking status and HbA1c status, indicators of a site in the gap between teeth and a site on the upper jaw, and several tooth number indictors with sites in the back of the mouth having higher mean responses. The slope relating the latent spatial process with the probability of a missing tooth, b 0 , is also significantly positive. This matches the intuition that patients with poor periodontal health generally have more missing teeth. Accounting for informative observation location also affects the patient effect for age. The 95% interval ignoring spatial association and informative observations location is (−0.002, 0.022), compared to (0.036, 0.115) for the full model. The measures of periodontal disease are cumulative, so it seems reasonable that age should be an important predictor. Our data show a relationship between age and the number of missing teeth; patients that are younger than 54 (the mean age) have an average of 135.8 (sd = 20.1) observations and patients that are older than 54 have an average of 124.7 (sd = 22.2) observations. By accounting for this relationship, we identify age as a significant predictor of periodontal health. Section 5's simulation study shows that the fixed effects can also be affected if patients have different spatial covariances. To explore this possibility for our periodontal data, we apply Section 2's model with variances σ 2 ij and τ 2 i varying across patients. Figure 4 (a) and (b) summarize the posteriors of the variance parameters. Here we see considerable variation across patients; Figure 4 (b) shows that the posterior 95% intervals for τ i are nonoverlapping for patients with small and large τ i . Section 3's w i diagnostic in (7) indicates which patients are the most influential on the regression coefficients. The w i (computed using only the CAL error variance) have median 28.0 and vary greatly across patients with 95% interval (5.8, 61.7). Figure 4 (c) and (d) plot CAL for the patients with the smallest and largest w i . The responses for the patient with smallest w i vary considerably from site-to-site within the mouth, with attachment loss ranging from 0 to 11 mm. Information about the patient-level covariates accumulate via the mean of the latent parameters µ i ; due to spatial variability, the mean is quite uncertain for this patient and, thus, this patient Fig. 3 . Panels (a)-(c) plot the data (dots) and posterior mean of the expected response (lines) for a typical patient. Panel (d) plots the posterior mean (bold) and 95% interval (thin) for the latent spatial process µ(s). All plots include results for both the model with (dashed line) and without (solid line) informative observation location. "Maxillary" and "Mandibular" refer to upper and lower jaws respectively, while "buccal" and "lingual" refer to the cheek and the tongue sides of the teeth, respectively.
provides little information about β. In contrast, the patient with largest w i is stable from site-to-site, providing reliable information the mean of µ i and thus about β. . Panels (c) and (d) plot the attachment loss for the patients with smallest and largest weights wi, respectively. "Maxillary" and "Mandibular" refer to upper and lower jaws, respectively, while "buccal" and "lingual" refer to the cheek and the tongue sides of the teeth, respectively. Table 3 gives the 95% posterior intervals for several parameters from the model with patient-dependent variances. Comparing the spatial models with informative missingess, the results for the patient-level covariates are fairly similar for the models with and without patient-dependent variances (i.e., the final columns of Tables 2 and 3 ). However, we note that the width Table 4 Posterior 95% intervals for the patient effects for various modeling/prior choices for the full model with spatial correlation, patient dependent variance and informative observation location. "Ref group" refers to the response that has slope bj fixed to one, "u, v" and "w" are the hyperparameters for the covariance parameters and regression coefficients, respectively, as described in Section 2.3. To facilitate comparison across reference groups, the intervals for β/b1 are presented on the opposite side of a tooth to be neighbors ("spatial grid 2") to give independent AR(1) models to the sites on the buccal and lingual sides of each jaw, and second by considering all pairs of observations on the same tooth to be neighbors ("spatial grid 3"). To determine how well each of these spatial grids fit our data, we use the deviance information criteria (DIC) of Spiegelhalter et al. (2002) . To compare spatial structures using DIC, we analyze only a single continuous response, CAL, and do not consider informative missing teeth. DIC prefers grid 1 (DIC = 66,128) over grids 2 (DIC = 68,168) and 3 (DIC = 68,562). Table 4 gives the posterior of the subject-level effects for the full data analysis using the three spatial grids; the results are not sensitive to the choice of spatial structure.
7. Discussion. In this paper we develop a latent factor model for multivariate spatial periodontal data with a mix of binary and continuous responses. Our model allows for a different spatial covariance for each patient and for informative missing teeth. We show using simulated and real data that accounting for these factors leads to a substantial improvement for estimating covariate effects compared to standard regression techniques.
We have assumed throughout that the patient's periodontal health can be captured by a single latent factor. It would be straightforward, conceptually if not computationally, to include more latent factors. However, this leads to the problem of selecting the appropriate number of latent factors, interpreting the roles of the different latent factors, and understanding the effects of the covariates on the different latent factors. For these data with three strongly-correlated responses we prefer the single factor model for computational simplicity and interpretability. If multiple factors are allowed, the number of factors could be chosen using the deviance information criteria. Another approach would be to allow the number of factors to be unknown. Lopes, Salazar and Gamerman (2008) and Salazar, Gamerman and Lopes (2009) use reversible jump MCMC to account for uncertainty in the number of latent factors. Extending this approach to our setting may be complicated by the large number of subjects, since the proposal density would have to propose spatial models that simultaneously fit well for all 199 subjects. Another possibility would be to extend the parameter expansion method of Ghosh and Dunson (2008) to the spatial setting.
We have also assumed that the latent spatial process is Gaussian. For nonspatial data several authors have proposed methods that avoid assuming the shared random effects are Gaussian [Lin et al. (2000) , Song, Davidian and Tsiatis (2002) , Beunckens et al. (2008) , Tsonaka, Verbeke and Lesaffre (2009)] . These approaches could be extended to the periodontal setting by replacing the Gaussian spatial model with a non-Gaussian spatial model [e.g., Gelfand, Kottas and MacEachern (2005) , Griffin and Steel (2006) , Reich and Fuentes (2007) ].
An area of future work is to apply this method to longitudinal periodontal data. Periodontal data is often collected repeatedly for a single patient over time to monitor disease progression. Reich and Hodges (2008) propose a spatiotemporal model for attachment loss. It should be possible to extend this model to accommodate mixed multivariate responses and informative missing teeth.
SUPPLEMENTARY MATERIAL
Computer code (spatial factor.R) (DOI: 10.1214/09-AOAS278SUPP; .R). In the supplemental file, we include R code to analyze a single continuous response with informative missingness. Use of the code is described in the file and is illustrated with an analysis of a simulated data set.
