Abstract. The Milankovitch theory of climate change predicts that variations of the climate system should match the dominant frequencies of the orbital forcing in the 41 and 23 kyr-1 frequency bands. Such a linear theory would predict that the amplitude variations of the climate response in these bands should match amplitude variations in orbital forcing. Here we compare amplitude variations of the marine oxygen isotope record with orbital forcing in these bands over the last 700,000 years and find systematic changes through time. We express these amplitude mismatches as variations in the glacial response time, a measure of the climate system's sensitivity to orbitally induced insolation changes. Variations in the glacial response time occur in all frequencies bands without strong concentration of variance in any given band, and have a "red" spectrum with larger variations at the longer periods. The response time is coherent with 6180 at periods of 100 and 41 kyr, which suggests that the variations in glacial response time in part reflect internal feedback mechanisms of the global climate system. The phase relationship between the estimated glacial response time and the 6180 (ice volume) record is very different at these two frequencies, which suggests at least two separate feedback mechanisms. The first l~o w at
0883-8305/90/9OPA-00280$10.00 mechanism enhances the 100,000-year climate cycle by increasing rates of change during major glacial terminations. Candidates for this feedback include lithospheric depression and rebound, enhanced ice calving from large marine based ice sheets, and possibly others. A second set of mechanisms, which is detected in the response to the 41,000-year orbital cycle of Earth's obliquity, accelerates ice growth events and slows glacial melting. Some models which include feedbacks between ice sheets, sea ice, and deep ocean temperatures predict early rapid ice growth, followed by slower growth, and this general feature is consistent with our analysis. While we can not at present identify the specific feedbacks leading to asymmetry of growth and decay rates at different frequency bands, the finding of this ice-growth acceleration mechanism in the 41,000-year frequency band suggests that high-latitude processes, where insolation varies most strongly at this rhythm, may be involved. Our finding of systematic changes in climate sensitivity has implications for orbitally tuned chronologies in Pleistocene sediments. Instead of a constant phase shift within a frequency band between orbital forcing and glacial response, as has been assumed in the past, we suggest a variable phase. The largest changes in age estimates for isotopic events are at the glacial terminations, which in our chronology are as much as 3500 years older that estimated previously.
INTRODUCTION
A common assumption of the use of the Milankovitch hypothesis in developing a detailed chronology for the marine sediment records Imbrie et al. 1984; Martinson et al., 19871 is that to first order, Earth's climate system responds to orbital forcing of tilt and precession in a linear and stationary fashion during the last 700 kyr. Here we analyze a 700,000-year-long isotopic record, develop a strategy for examining nonlinear behavior in the response to orbital forcing, and improve the time scale of the Pleistocene marine isotopic record by examining amplitude modulation of the observed isotope signal.
The paper "Pacemaker of the Ice Ages" [Hays et al., 19761 provided the first convincing observational support for the hypothesis that rhythmic changes in Earth's orbit modulate global climate on time scales of tens to hundreds of thousands of years. Since that paper, significant efforts have been devoted to examining long-term climate records, especially those obtained from marine sediments, and to developing of models which help us better understand how relatively small changes in the distribution of solar radiation on Earth have such a profound impact on climate. Examining climatic data on this scale provides an opportunity to link Earth's responses to well known forcing and gives insights into the mechanisms of climate change.
The Milankovitch hypothesis that orbital changes modulate or pace global climate provides a potentially powerful tool for determining an accurate chronology for the marine sediment record. A strategy for using orbital forcing to "tune" a chronology for the marine oxygen isotopic record was first suggested by Hays et al. [1976] . They showed, usin a geologically H determined chronology for the 61 0 record from a southern Indian Ocean core, that time series of isotopic and other paleoclimate data contained periodic components equivalent to the three orbital parameters, eccentricity (100 kyr), tilt (41 kyr), and precession (23 and 19 kyr). When the 6180 record was filtered to extract the periodic components associated with tilt and precession (the 41-and 23-kyr periods) the filtered time series looked very much like the orbital time series. They also noted that only very small changes in the initial chronology were required to make the filtered 6180 record and the orbital components of tilt and precession have both similar changes in amplitude but also have a constant phase relationship.
This concept of orbital tuning to establish a chronology for marine sediments has since been used by Kominz et al. [I9791 and Morley and Hays [I9811 and more recently by Imbrie et al. [I9841 and Martinson et al. [1987] . The primary working hypothesis of these studies is that variations in the distribution of solar insolation influence global climate and that the climate system responds to this forcing, at least in part, in a linear, time stationary fashion, at the 41 and 23 k y r l frequency bands. This assumption is manifested in the approach, which establishes a time scale by assuming the phase between the tilt or precession components of Earth's orbit and the 6180 record to be constant in their respective frequency bands. By assuming a fixed phase for tilt and precession, this strategy implicitly defines a specific solar insolation time series for some latitude and season as being the primary forcing function or assumes a fixed response time.
Martinson et al. [I9871 used a similar strategy but applied it to a number of different climate signals contained within the same sedimentary record. By examining a set of different climate responses, Martinson et al. [I9871 were able to define error limits for the determined chronology. This was possible, in part, because the phase between the orbital forcing and each measure of the climate system's response is different; that is, each part of the climate system has a different response time. If, for example, the response time is very short relative to the forcing, then the response should follow very closely behind the forcing. As the response time increases, the phase between the forcing and the response also increases. Given a number of different systems with different phases relative to orbital forcing, it is possible to define a time scale which maintains a constant phase lag within a frequency band for all climatic time series with respect to orbital forcing. This chronology is constrained by the climate time series having the smallest estimated lag with respect to the orbits. The true chronology, if the assumption of orbital forcing and its phase is correct, must have a phase angle 2 0 for this "minimum" lag climate response.
At the tilt frequency (41 kyrl) the choice of phase for the forcing is constrained, because the effect of tilt on solar insolation has the same phase at all latitudes and during all seasons. At frequencies associated with precession (23 and 19 kyrl) the choice is less straightforward because the phase of insolation varies through the seasons and is opposite in the northern and southern hemispheres. The original results of Hays et al. 119761 and more recent results [Imbrie and Imbrie 1980; Imbrie et al., 19841 suggest that the assumption of a linear response to orbital forcing is, to the first order, a reasonable start. Here, we take the next step by using simple linear systems to examine the validity of this assumption.
GLOBAL CLIMATE AS A SIMPLE LINEAR SYSTEM
Linear systems. A simple linear system is illustrated in Figure 1 [Imbrie, 19851 . The system consists of a known volume of water which is heated by a controlled input of heat. Such a system can be described by a single response time, which can be determined from its "step response" function. The step response function can be determined from a plot of the temperature of the water versus time (t) after the burner is turned on to a constant level (Figure 1 ). For such a system the step response function is defined as Healing lime Fig. 1 . Example of simple linear system. The flask of water is heated with a constant input of energy. The graph shows a plot of water temperature versus time. The rate of temperature increase is a function the response time of the system (here controlled by the volume of water and specific heat of water). The rate of energy input is shown as a step function y(t). (figure from Imbrie [1985] ).
where T is the response time of the system [Jenkins and Watts, 19681 and t is time. If the forcing (the level of heat input by the burner) is not held constant but is varied in a periodic fashion (Figure 2 ), then the response of the system (the temperature of the water in the flask) will also vary in a periodic fashion. In such a linear system the period of the response is the same as the period of the input. However, the phase and amplitude of the output reflect the response time of the system and the frequency ( f ) of the forcing. For this simple system the amplitude of the response is given by the "gain" function and the phase is given by As evident from equation (2), if the frequency of forcing is small relative to the response time then the gain function, G(f), is close to 1. In other words, the forcing varies in a slow enough fashion that the system is able to come close to the equilibrium value defined by the step response function. As the frequency of the forcing increases with respect to the response time, then the system does not have enough time to respond and reach its equilibrium value. This is reflected in a gain function value of less than 1. So, for a simple system with a single response time at low-frequency forcing, the phase angle is relatively small, while at higher-frequency forcing, the phase lag between the input and the response is large. In this case the limiting phase of the output relative to the input (for an infinite response time or for infinitely high frequencies) is 90".
Strategy for examining nonlinear behavior. If the climate system is linear, we would expect the amplitude of the climate response at frequencies associated with orbital forcing to vary systematically with those of the orbital parameters, and we would expect the phase to be constant with time at each frequency.
However, the presence of an important 100-kyr response in the climate system requires some nonlinear response in the climate system. One simple form of nonlinear response comes from Weertman [I9641 who noted that large ice sheets could melt from 5 to 10 times more quickly than they grew. Imbrie and Imbrie [I9801 translated this into a model predicting ice volume changes with two response times: one for ice growth and one for ice decay. This suggestion has been used in later models [e.g., Pollard, 19841 to describe the response of global ice volume to orbital variations.
Most discussion of nonlinear behavior has concentrated on explaining the strong 100-kyr response, similar to the eccentricity period, during the last 900,000 years. There has not been significant discussion with regard to the regularity of the phase response to insolation changes associated with tilt and precession. Is there evidence of more general nonlinear behavior? A major difficulty in examining nonlinear behavior can be associated with our ability to define an accurate chronology for palmclimate records such as the marine isotopic data. Thus, can we extract such information, given that the chronology of the time series being studied are in part determined based on the assumption of linear behavior?
As discussed above, a detailed chronology can be assigned to the marine sediment record by assuming a fixed phase between the orbital forcing and the climate response. This "tuning" of the record only involves the adjustment of phase and does not explicitly involve tuning of amplitudes. Thus any nonlinear behavior in amplitude of the climate signal at a given frequency must imply some nonlinear behavior or nonstationarity in the climate system.
Here we assume that some aspects of nonlinear behavior can be described in terms of variations in the response time of a system described by equation (1). This assumption is similar to that used by Irnbrie and Imbrie [1980] . However, their model allowed for only two values of the response time T (adjusted by their b parameter) shorter for ice decay and longer for ice growth. We suggest that by examining the time-dependent amplitudes of a climate signal and comparing them to the amplitudes of the orbital forcing, it is possible to evaluate a more continuous function describing long-term variations in the response time T of the climate system. The parameter T thus describes one aspect of the sensitivity of the climate system to change. A small T implies high sensitivity. Also, with a time-variable T, by equation (3), we can check the assumption of a constant phase angle with respect to orbits. In other words, variations in amplitude of the response that are not accounted for by variation in amplitude of the forcing imply changes in the phase of the response through time. This has important implications for the inferred chronology of climate records.
Data Analysis. This strategy is applied to a oxygen isotopic record obtained from deep-sea core RC13-110 (0.1O0N, 95.65"W, 3231 m water depth) taken in the eastern equatorial Pacific. All analyses were completed on benthic foraminifera with most analyses completed on specimens of the genus Cibicides and remainder on Uvigerina sp. (data in Table 1 ). Analyses were completed on the Oregon State University College of Oceanography FinniganIMAT 251 automated mass spectrometer, equipped with an Autoprep Systems carbonate preparation device. The analytic precision of 6 1 8 0 on this instrument is better than 0.08 %o. The sampling interval of this core was at 5 cm intervals, giving a mean time resolution of about 2.5 kyr. In Figure 3 we express these data using the SPECMAP long time scale defined by Imbrie et al. [1984] . The coherency spectrum (Figure 4 ) calculated between the orbital parameters and the 6180 record demonstrates strong coherency at all orbital bands, as observed with other isotopic records. Such calculations demonstrate that, again to the fust order, the system demonstrates a large degree of linearity at the frequencies associated with tilt and precession.
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0 200 400 600 830 AGE (ka) Fig. 3 . Time series of benthic isotopic record from core RC13-110. Isotopic analysis were made on benthic foraminifera Cibicides and Uvigerina sp. Time scale is that of Imbrie et al. [1984] .
However, as noted earlier, the high coherency at the 100,000-year period of eccentricity cannot be explained by a similar linear response, since variations in eccentricity have little direct effect on changes in solar insolation. See Imbrie et al. [I9891 for a discussion of the most recent modeling results and their implications to the 100 K problem. To apply the strategy just developed, we must determine the time dependent changes in the amplitude of any given frequency component. The technique of complex demodulation [Bloomfield, 19761 allows us to make such a determination. When applying complex demodulation we are assuming that the data set contains a component which can be described as x'(t) = a'(t) cos(2nf t + @ ' (t)) (4) where a'(t) and q(t) are the slowly changing amplitude and phase at frequency f . No other assumption about the nature of at(t) and q(t) is made. The objective of complex demodulation is to F r e q u e n c y C y c l e s l 2 K y r s Fig. 4 . (a) Coherency spectra for the orbital parameters versus the oxygen isotopic record from core RC13-110. Frequency axis is in cycles per 2 kyr. Nyquist frequency is 0.5 cycle12 kyr. Upper dashed line is the spectrum of the sum of normalized orbital parameters precession (multiplied by -I), tilt, and eccentricity. Solid line is spectrum of oxygen isotope record from core RC13-110. Variance spectra are plotted on log scale. Shaded region is the coherency spectra. Horizontal line marked CI gives 80% significance level for nonzero coherency. Vertical CI gives 80% confidence interval for significantly non-zero coherency estimates. (b) Phase spectra for orbital parameters versus oxygen isotopic record; 80% confidence intervals are plotted as vertical bars. Negative phase angle represents lag, in degrees, of the isotopic record relative to the orbital forcing. Phase estimates at frequencies where coherencies are not significantly different from zero would have infinite errors. All calculations are made with 11 degrees of freedom. determine a'(t) and @'(t). Complex demodulation is carried out by first calculating the product:
where i is the square root of -1 and again f is the frequency at which we wish to determine the time-dependent changes in amplitude and phase. The complex time series z(t) contains the desired information of amplitude and phase. This time series, however, contains artificial harmonics of the demodulation frequency f. To remove these harmonics, the time series z(t) must be low-pass filtered to remove high frequency artifacts [B loomfield, 19761 . This smoothing requirement imposes the assumption that the amplitude and phase functions at(t) and W(t) in equation (4) 
RESULTS AND DISCUSSION
Response time of global ice volume. Figure 5a shows the results of demodulating the isotopic record and the orbital time series at the 41,000-year period of tilt. We discuss this frequency band first because the forcing of global climate due to solar insolation changes caused by changes in the tilt of Earth's axis is much more straightforward than forcing associated with eccentricity and precession. At the tilt frequency the phase of solar insolation is independent of latitude and season and has the same phase in both hemispheres.
As seen in Figure 5a , the amplitude modulation of the isotopic, global ice volume record is not a good match to that of the Milankovitch forcing at the 41 kyr-1 frequency. This is not unexpected given the coherency is less than one at this frequency ( Figure  4) . Comparison of the 41 kyr amplitude record (in Figure 5a ) and the original time series of the 6180 record (Figure 3) shows that times of highest amplitude in the 41 kyrl frequency band coincide with most times of rapid deglaciation, the so-called terminations which occur roughly every 100,000 years. However, there seems to be little change in the amplitude of glacial events in this frequency band during minor changes in ice volume, either during times of decreased or increased ice volume. It is not clear whether this lack of change during minor ice volume events is real or reflects limits in our ability to measure higher-frequency amplitude changes via complex demodulation, due to the time domain smoothing necessary to make the calculations [Bloomfield, 19761. A similar analysis can be done using the precession 23 kyrl frequency band. In the case of precession, the exact nature of the forcing is not as straightforward as with tilt because the phase of precession-induced changes in solar insolation varies with season and hemisphere. The amplitude of the precession forcing is independent of its phase, however, because it is fixed by changes in the eccentricity of the orbit. Thus, even with the uncertainty about the phase of precession, we can calculate its time-varying amplitude precisely. Figure  5b shows the amplitude modulation of the 23 kyrl frequency band in the RC13-1 10 6180 record and that of precession. To first order the patterns are similar. There are important differences, however. For example the highest amplitude of precession forcing occurs near 220 ka but the highest response occurs near 130 ka.
The increase in amplitude of the response relative to the forcing can be expressed in terms of a significant decrease in the response time of global ice-volume. Using equation (2) we estimate the T(t) that would account for the observed discrepancy in the response amplitude relative to the input amplitude. Here the gain function G(f) is given by the ratio of the output amplitude to forcing amplitude at each time t, in the 41 kyrl frequency band. Figure 6 shows the results of these calculations based on the amplitude of the orbital forcing and 6l80 response in the 41-and 23-kyr bands shown in Figure 5 . The time series shown in Figure 6 are calculated using the assumption that the background mean response time is 17,000 years as suggested by Imbrie and Imbrie [1980] . These calculations predict that the response time T decreases by a factor of 4 when the response amplitudes double relative to the input. Figure 6 shows that the time-varying estimates of the response time T calculated from the precession signal are very similar to those calculated from the 41 kyr-1 frequency band. Significant exceptions occur at about 290 and 400 ka. During the later time interval the amplitudes of both the precession and the 6180 record approach zero in the 23 kyrl frequency band. Since our estimate of T(t) is a function of the ratio of the amplitude time series of forcing and the 6180 response, we might expect difficulty in making the calculation during the time interval around 400 ka where the amplitudes approach zero in this frequency band. Thus, in the time interval between about 350 and 450 ka, we disregard the estimated T calculated from the precession signal and favor those calculated from the tilt frequency band. The similarity of the two independent estimates of T(t) from amplitude records of the 23-kyr and 41-kyr bands over most of the record is encouraging. It is possible that the differences between the demodulated isotopic amplitudes and the orbital amplitudes result from either imperfect recording of the isotopic record due to geologic factors such as dissolution effects, sediment bioturbation, etc. However, the fact that similar results are obtained from the analysis of very different frequency bands would suggest that minor imperfections within the isotope record of RC13-110 do not seem to be causing the observed results in that they would affect different frequency bands in different ways. To test further whether the results reflect the specific data set chosen, we performed the same set of calculations using the 41 kyrl frequency band, on a stacked benthic record. This record was obtained by averaging the benthic oxygen isotope record from core RC13-110 with a similar Brunhes length benthic oxygen isotope record from an Atlantic core, V30-36 (A.C. Mix et al., manuscript in preparation, 1990) . The estimate of the response time T(t) calculated from this stack is also shown in Figure 6 . While there is a significant difference in the magnitude of T(t) at about 600 ka, the patterns of change for the calculations using RC13-110 alone and using the stacked isotopic record are essentially identical.
We chose not to use the stack isotope record of Imbrie et al. [I9841 because of the normalization used in their analysis. In that paper, all records were first normalized to standard units (mean set to zero and standard deviation set to 1). This stack, which spans the entire Brunhes magnetic epoch, contains records from cores with very different sedimentation rates and isotope records with different total amplitudes. Most important, because the cores were not of the same time length, normalizing these data prior to stacking would systematically change the amplitudes of the data in different ways depending on the length and overall resolution of each record. It appears to have &cially reduced the amplitudes in the older section of the Imbrie et al. [I9841 stacked 6180 record. Since the analysis used in this paper relies on the amplitude of the climate signal being properly recorded, the use of the Imbrie et al. [I9841 stack seems unjustified. Because of the similar results obtained in the two frequency bands from core RC13-1 10 and from a new stacked record obtained from a Pacific and Atlantic core, we will use the calculated T(t) from the tilt frequency as a measure of the changing sensitivity of the climate system through time.
Zmplications~or modeling climate change. To examine the implications of a nonconstant response time of the climate system we have modified the simple model developed by Imbrie and Imbrie [1980] . This model predicts changes in the time series of global ice-volume in response to orbital forcing in the precessional and tilt bands. The model [Imbrie and Imbrie, 19801 is nonlinear in that the response time of the climate system is allowed to have two values; small during ice decay and much larger during ice growth. The model parameterizes these two climate states with a parameter b which represents the degree of nonlinearity in the response time. The standard response time of the system is set at 17,000 years. For ice decay, the response time z is 17,000/(1 + b), while during ice growth, z is 17,000/(1 -b). Figure 7a shows the time series of global ice volume produced by the model of Imbrie and Imbrie [I9801 using their b value of 0.6. This yields a variation of z by a factor of 4.
We have modified the model so that the standard response time, which Imbrie and Imbrie [I9801 originally set at a constant 17,000 years, is replaced by our estimate for a time dependent T(t). In this revised model the response time is allowed to vary so that ~( t ) = T(t)/(l k b). A number of experiments were run using this variable response time model. In all cases we used the same orbital input time series as Imbrie and Imbrie [1980] . The two parameters adjusted were the mean value of T(t) and the nonlinearity parameter b. An example of these experiments is shown in Figure 7b . In this example the nonlinearity parameter b is equal to 0.4, and the mean value of T(t) was set at 32,000 years. This example has not been optimized and is shown for illustrative purposes only. Ongoing research is examining other strategies to optimize model development.
There are some important features of the observed climate record that are reproduced by the incorporation of a variable response time in this simple nonlinear model. First, the general amplitudes of the interglacial intervals are better reproduced in the variable response time model; for example, the relative amplitudes of isotope stages 9, 7, and 5 are better duplicated by the variable response time model (Figure 7, . This is also true in the older part of the climate record between about 500 and 700 ka. The variable response time model also reduces the 400-kyr cycle that was present in the Imbrie and Imbrie [I9801 results but is not observed in the 6180 record. In the optimized Imbrie and Imbrie [I9801 model, 55% of the model variance is coherent with the isotopic record, whereas in our model (not optimized ,67% B of the model variance is coherent with the 6l 0 record. Both models do not reproduce the observed amplitudes in the interval 350-450 ka, when the orbital models suggest a much smaller deglaciation than is observed in the isotopic records.
Some of the misfits between the 6180 data and the variable response model may reflect the time domain smoothing required to calculate the amplitudes of time series using complex demodulation. For example, the initiation of the last ice age, from 115 ka, is too extreme in the time-variable response model. This may reflect unrealistic "memory" of the short response time that we associate with the deglaciation at about 130 ka. It is possible that the response time of the glacial climate system varies on finer time scales than we can detect here because of the assumption of smooth variations in amplitude and phase made by complex demodulation.
Physical mechanisms for changing T. The improved fit of the variable response time model compared to the original model of Imbrie and Imbrie [I9801 supports the conventional wisdom that the rapid deglacial response is internal to the climate system. We add, however, that T(t) changes from one deglacial event to another.
But what does this mean in terms of the real physics of the glacial system? We express variations in Earth's climate response as the response time of glaciation. The implication is that the sensitivity of the climate system to external forcing changes through time. By quantifying this changing sensitivity in a single term, T(t), we attempt to isolate the portion of the climate response internal to the system from that directly attributed to external forcing. The time variation of climatic sensitivity should yield insight into the internal mechanisms controlling this critical element of the response.
To further dissect the meaning of T(t), we compare the variations in T(t) with that of oxygen isotopes in the frequency domain (Figure 8 ). The oxygen isotope record contains familiar concentrations of variance at the Milankovitch periods, with sharp spectral peaks at 100,41,23, and 19 kyr. In contrast, the amplitude spectrum of T(t) is smooth. Variance is concentrated preferentially at longer periods, but there are no discrete spectral peaks. It may be that the pattern of lower-amplitude variations in T at higher frequencies is an artifact of the techniques used. Complex demodulation can only reveal "smooth" variations of amplitude, and this precludes seeing rapid, highfrequency changes. It is not likely, however, that complex demodulation would selectively miss variance at the Milankovitch periods. Thus the smooth character of the spectrum of T(t) probably reflects a climate mechanism (or group of mechanisms) within the climate system, which operates over all frequency bands but favors longperiod changes. If this is true, then it becomes critically important to ultimately explain this continuous range of variability in the climate's sensitivity to orbitally forced insolation changes. The smooth, "red Figure  4 . Phase spectra for orbital parameters versus benthic isotope record with modified time scale. spectrum is consistent with random or stochastic variability in the internal response of the glacial system. It could be that this apparent stochastic internal behavior of the system results in the transformation of the Milankovitch forcing spectrum into a climate spectrum which is basically a red noise background spectrum with Milankovitch spectral peaks [Kominz and Pisias, 19791. Despite the lack of spectral peaks in T(t), however, the variance of T(t) in the 100 kyr eccentricity band is highly coherent with that of the oxygen isotope record (Figure 8b ). Weak but significant coherence is present in the 41 kyr obliquity band. Coherence is below 80% significance in the 23-and 19-kyr precession band. The result for precession is uncertain, however, due to its low amplitude. It appears that some (but not all) of the variations in T(t) (especially the 100-kyr cycle) are closely linked to ice volume. This behavior is not consistent with a purely stochastic glacial response mechanism but instead illustrates some deterministic characteristic of T(t). This would be expected for feedback effects associated with large scale ice dynamics.
The phase spectrum (Figure 8b ) reveals more information about the deterministic nature of T(t). In the highly coherent 100-kyr band, highest T leads isotopic ice volume by nearly 90'. This means that the shortest response times occur consistently during major deglaciation events, the glacial terminations. Several mechanisms are candidates to describe this phenomenon. It could reflect drawdown of marine ice sheets via ice streams flowing into the ocean [Hughes, et al., 19771 , calving of ice into proglacial lakes [Pollard, 19841, or the effects of isostatic rebound [Peltier and Hyde, 1984; Peltier, 19881 . All of these mechanisms should be more effective on larger ice sheets and thus operate most effectively on longer periods.
In contrast to the pattern in the eccentricity band, variations of T(t) in the obliquity band (41 kyr) lag ice volume. The shortest response time, or highest sensitivity to change, occurs during ice growth episodes. This result suggests a mechanism enhancing ice growth but suppressing ice loss. We speculate that this mechanism may be unique to the highest-latitude ice sheets, where 41 kyr variations should dominate.
In a simple model which includes feedbacks between the atmosphere, ocean temperature, sea ice, and ice sheets, Saltzman and Sutera [1984, p. 7431 predict that differing growth rates of ice may occur. Their model produces a six-step sequence for a glacial cycle, three of which are for ice growth. The model is characterized by an "... early rapid growth of ice sheets in association with buttressing and albedo effects of marine ice and with cold ocean temperatures...". This early growth phase is followed by "... a growth phase slowed by extreme marine ice extension that deprives the ice sheets of moisture for snowfall and by ocean temperatures that are becoming warmer in response to the effects of ice insulation in high latitudes." Finally, a late rapid growth phase occurs "... due to ice albedo effects and shortened marine ice extent and warmer oceans ..." [Saltzman and Sutera, 1984, p. 7431. While our results cannot confirm the exact processes contributing to the inferred changes in the growth rate of glacial ice, the results of Saltzman and Sutera and the observed importance of the 41-kyr tilt cycle all strongly suggest that processes active in the high latitudes must be involved in the rapid ice growth mechanism.
Thus we have not arrived at a single mechanism to explain variations in the sensitivity of the glacial system to change. Instead, we have shown that the response time has several characteristics; stochastic, in that it operates across all frequency bands but favors the long periods, and deterministic in its coherent relationship with the state of ice volume in the 100-and 41-kyr bands (with different phases in each). We can see, however, that much information lies in this response time that can help constrain the system and give insight into possible mechanisms. The finding of higher sensitivity to change during ice growth within the 41-kyr (obliquity) band is new and requires an explanation.
Implications for chronology of isotopic records. One implication of the evidence for a nonconstant response time of climate is that the assumptions used to develop a high-resolution chronology are not completely correct. Specifically, if the response time of the climate system is not constant, then this implies that the phase of the ice volume record with respect to the forcing should also not be constant. The constancy of phase between orbital parameters and the isotopic record is a key assumption used to develop previous chronologies for the marine isotopic record [Imbrie et al., 1984; Martinson et al., 19871. If the time series shown in Figure 6 is a representation of the general pattern of changes in the response time of the climate system, then by equation (3) it is possible to calculate the phase of the climate response to orbital tilt as a function of time. Again assuming that the long-term mean response is about 17,000 years, as suggested by Imbrie and Imbrie [I9801 and Imbrie et al. [1984] , it is possible to calculate a corrected time scale for the isotopic record using the function T(t) and equation (3). For this calculation we again use the 41 kyrl frequency band because the phase associated with the forcing in this frequency band is well defined. Assuming a response time of 17,000 years the phase between forcing and response, by equation (3), is equal to a phase angle of 69" at the 41 kyr-1 frequency band, or a time lag of 7.85 kyr. Inserting T(t) into equation (3) allows us to calculate the time lag in years at each point in the 6180 time series which can be used to calculate a corrected time scale.
The results of these calculations are shown in Figure 9 where the RC13-110 isotopic record is plotted on the SPECMAP time scale [Imbrie et al., 1984; Martinson et al., 19871 and on the time scale corrected for nonconstant response time T(t). As expected, the largest differences occur at the major terminations, where the corrected time scale predicts an older age of the termination events than predicted by the SPECMAP time scale. The older ages at these times reflect the shorter response time and therefore quicker response of the climate system to orbital forcing. The largest differences are about 3500 years, changing termination I1 from 127 ka to -131 ka. This is consistent with recent radiometric dates in this interval [Edwards et al., 19871 . These adjustments to the original SPECMAP time scale do not greatly effect the estimated average coherence and phase of the isotope record as a whole with respect to the orbital parameters. Comparison of Figures 10 and 4 shows that the modified time scale makes essentially no change in coherence at the eccentricity frequency and very small changes in the coherence at the 41-kyr tilt period and at the precession frequencies. The phase spectra also show only minor changes with the modified time scale having slightly reduced phase angles, as would be expected from the shorter average response time represented by this time scale. These changes in the time scale do not alter the major conclusion of Imbrie et al. [I9841 that a significant part of the time ice volume record is strongly related to orbital forcing.
CONCLUSIONS
We develop a strategy that uses the lack of fit between the climate response amplitudes represented by the deep-sea 6180 record and linear models of ice volume response to orbital forcing to examine nonlinear behavior. The calculations used in this analysis clearly depend on the assumed set of equations used to describe the gain and phase of the linear part of the climate system response to orbital forcing and are thus preliminary. The strong coherence, a measure of the linearity of the climate systems behavior to orbital forcing, supports the premise that a linear system is a good first approximation. The analysis of the changing amplitude of the ice volume record within specific frequency bands demonstrates that the lack of fit to a similar linear model is systematic.
We express amplitude misfits in terms of a change in the response time of the climate system to orbital forcing. A short response time implies high sensitivity to change. We estimate variation in the system's long-term response time was at least a factor of 4. The response time displays both stochastic and deterministic properties. It appears stochastic because it operates across all frequency bands with a "red spectrum. It appears deterministic in its high coherency with the state of the ice volume in 100-and 41-kyr bands. This implies response mechanisms in some way linked to large-scale ice or crustal dynamics. In the 100-kyr band, shortest response times are systematically linked to deglaciations. This is not surprising and may reflect the origin of the well-known glacial "terminations." In contrast, in the 41-kyr band, fastest response times are linked to ice growth. We speculate that this process must be linked to the high latitudes where 41-kyr forcing predominates. Changes in the chronology of 6180, previously defined using a constant response time, are generally less than 4 kyr.
