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ON SOLVABILITY OF THE FIRST HOCHSCHILD COHOMOLOGY OF A
FINITE-DIMENSIONAL ALGEBRA
FLORIAN EISELE AND THEO RAEDSCHELDERS
Abstract. For an arbitrary finite-dimensional algebra A, we introduce a general approach to
determining when its first Hochschild cohomology HH1(A), considered as a Lie algebra, is solvable.
If A is moreover of tame or finite representation type, we are able to describe HH1(A) as the direct
sum of a solvable Lie algebra and a sum of copies of sl2. We proceed to determine the exact number
of such copies, and give an explicit formula for this number in terms of certain chains of Kronecker
subquivers of the quiver of A. As a corollary, we obtain a precise answer to a question posed by
Chaparro, Schroll and Solotar.
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1. Introduction
Hochschild cohomology is one of the most intriguing invariants of an associative algebra, as
can already be gleaned from the classical references [CE99, Ger64, Lod98]. The low-dimensional
Hochschild cohomology groups have well known interpretations, and control the infinitesimal de-
formation theory of the algebra: a lengthy survey is given in [GS88], which despite being over 30
years old, is still an excellent read.
The actual computation of Hochschild cohomology is greatly impeded by the fact that it en-
joys only limited functoriality properties [Kel03], and does not give rise to an “additive” invari-
ant [Tab15]. One case of particular interest are finite-dimensional algebras over a field, as the
very well developed representation theory of such algebras may yield information on Hochschild
cohomology groups, see for example [Bar97,EH99,Hap89,Hap90,Hol04].
Hochschild cohomology enjoys a rich and complex structure: the Hochschild cochain complex
carries a B∞-algebra structure [GJ94], which in particular induces the more well-known Gersten-
haber algebra structure on Hochschild cohomology [Ger63]. That being said, in this article we
will focus on only a small part of this structure. Remember that the first Hochschild cohomology
group HH1(A) of an algebra A can be identified with the group of outer derivations of A, and the
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commutator of derivations endows this group with a Lie algebra structure, which is a shadow of
the Gerstenhaber algebra structure mentioned above.
Based on a mounting body of evidence, Chaparro, Schroll and Solotar [CSS18] suggested that for
a finite-dimensional algebra A, there should be a close connection between the Lie algebra structure
on HH1(A) and the representation type of A. More precisely (see also §6), they showed that for
a gentle algebra A defined over an algebraically closed field of characteristic not equal to two, the
first Hochschild cohomology of A is solvable as a Lie algebra if and only A is not Morita equivalent
to a Kronecker quiver. Gentle algebras are of tame representation type, which led them to ask the
following question:
Question 1.1. [CSS18, §1] Is it true that, except in some low dimensional cases, the first Hochschild
cohomology space of any finite-dimensional algebra of tame representation type is a solvable Lie
algebra?
1.1. A general reduction. Assume now that A is a finite-dimensional algebra (of arbitrary rep-
resentation type) defined over an algebraically closed field k of characteristic p ≥ 0. In this paper
we give a general approach to the problem of determining when the first Hochschild cohomology
HH1(A) is solvable as a Lie algebra, and in the case of tame algebras we obtain a complete answer
to Question 1.1.
If k is of characteristic zero, then every derivation of A preserves the Jacobson radical rad(A),
and hence every derivation of A induces a derivation of A/ rad2(A). This defines a map
ψ2 : HH
1(A) −→ HH1(A/ rad2(A))
which is compatible with the Lie bracket. Hence HH1(A) is solvable if and only if ker(ψ2) and im(ψ2)
are solvable. One can show that ker(ψ2) is always solvable, which moves the focus to im(ψ2). This
reduction step is a crucial first ingredient to the method we use to tackle Question 1.1.
Away from the characteristic zero case, the situation is a little more intricate, but a reduction is
still possible. If k is of arbitrary characteristic, it is no longer true in general that every derivation
preserves the radical, leading us to define HH1rad(A), which only takes the radical preserving deriva-
tions into account. We then get the following diagram of Lie algebras, which will be established
over the course of §2–§4.
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HH1(kQs)
where the ei denote a full set of non-conjugate orthogonal primitive idempotents in A, Q is the
quiver of A and Qs is the separated quiver of A (see §4). We show that ker(ψ2) and ker(ψ3) are
solvable in general, thereby reducing showing solvability of HH1(A) to showing solvability of the
images of ψ1 and ψ3 ◦ ψ2. We emphasize that this picture is independent of the characteristic
of k and the representation type of A. Moreover, in Proposition 2.7, we show that as long as p
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“avoids the relations” of A (e.g. if the quiver of A contains no loops), we have HH1(A) = HH1rad(A),
simplifying diagram (1.1) similar to the characteristic zero case. This is the case for most examples
of interest, but it should nonetheless be noted that Proposition 2.7 is by no means exhaustive.
When A is of tame or finite representation type our results give an if-and-only-if criterion for the
solvability of the image of ψ3 ◦ ψ2, independent of the characteristic of k (see §1.2). But even if A
is of wild representation type, one can still use knowledge of HH1 of the hereditary algebra kQs to
infer solvability of HH1(A), for example for certain shapes of Q. And while we do not study the
image of ψ1 in detail, one can still attempt to show that the image of ψ1 is solvable (or even zero)
in cases one is interested in. That is, looking at HH1rad(A) instead of HH
1(A) is less of a limitation
than one might think at first sight.
1.2. Algebras of non-wild representation type. Assume for the rest of the introduction that
char(k) 6= 2 (see Theorem 4.4 and Corollary 4.7 for results in characteristic two). Our main result
gives a complete answer to Question 1.1 by characterising algebras of finite or tame (i.e. “non-wild”)
representation type with non-solvable first Hochschild cohomology in terms of their presentations.
Theorem 1.2 (see Theorem 5.6). Let A = kQ/I be a finite-dimensional algebra of non-wild
representation type. Then there is an isomorphism of Lie algebras
HH1rad(A)
∼= sl⊕m2 ⊕ r,
where r is solvable and m is the number of equivalence classes of maximal Kronecker chains with
standard relations in A.
A Kronecker chain with standard relations is simply a chain of Kronecker quivers embedded in Q,
satisfying certain relations, the precise description of which we defer to the main body of the text
(see Definitions 5.1 and 5.4). What is important is that for a fixed A, the number m can readily
be determined from a presentation, and for a non-wild algebra, the first Hochschild cohomology
is solvable if and only if this number m = 0. Given the explicit nature of Theorem 1.2, it is not
difficult to construct examples of arbitrary dimension with m 6= 0, allowing us to answer Question
1.1 in §6.
Also in §6, we show that Theorem 1.2 is strong enough to recover the results (pertaining to
solvability of HH1(A)) of [CSS18, ALS18,MNP+18] and we also give some new consequences of
Theorem 1.2. These are summarized in the following theorem.
Theorem 1.3 (see Corollary 4.6 and Theorem 6.5). Let A = kQ/I be a finite-dimensional algebra.
(1) If A is of finite representation type, then HH1rad(A) is solvable.
(2) If A is symmetric of tame representation type, then HH1rad(A) is solvable if and only if
A 6∼= T (K2), the trivial extension of the Kronecker algebra.
1.3. Proof of Theorem 1.2. While the details of the proof of Theorem 1.2 are quite intricate,
there are two recurring main ideas we would like to highlight. The first idea is that an algebra
A being of tame or finite representation type guarantees that there are no more than two parallel
arrows in the quiver of A. This goes not just for A, but also for idempotent subalgebras of the form
eAe, and potentially quotients thereof. So one can often reduce to the case of some quite small
quivers. Lemma 5.17 is an example of a result for a fixed small quiver which we then reduce other
cases to.
The second idea comes from the fact that HH1(A) is related to the Lie algebra of the (outer)
automorphism group of A. The idea is best explained using automorphism groups, even though,
for technical reasons, we do not use them in the actual proof and instead work with Lie algebras
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throughout. But HH1(A) having an sl2 as a quotient should (in a rough sense) correspond to the
automorphism group of A having an SL2 or a GL2 as a quotient. If the automorphism group of
A acts irreducibly on the vector space spanned by two parallel arrows through such a quotient,
then a relation in A involving one of these arrows yields an entire orbit of relations involving these
two parallel arrows. The typical outcome in the small cases we are reduced to is then that either
(almost) every path of length two is a relation, or none of them is, as all intermediate options are
not stable under the action of the automorphism group. Tameness then usually precludes the case
of no relations. This idea is first used in Proposition 5.14, but also in Lemma 5.17 and some other
places.
1.4. Relation to other work. After the first version of this preprint appeared on the arXiv,
two further preprints, one by Linckelmann and Rubio y Degrassi [RyDL19] and one by Rubio y
Degrassi, Schroll and Solotar [RyDSS19] appeared, both of which deal with very similar questions.
We do not attempt a comparison with these results.
1.5. Conventions. Assume k is a field of arbitrary characteristic. From §4 onwards we will also
assume k = k¯. Algebras are always assumed to be finite-dimensional, even if not explicitly stated.
For a finite-dimensional k-algebra A, we will denote by rad(A) its Jacobson radical. Throughout,
we will assume that A/ rad(A) is separable over k (this is always the case if k is perfect). When we
write “A = kQ/I” for a quiver Q and an ideal I, we will tacitly assume that I is an admissible ideal
(i.e. contained in the ideal generated by paths of length two), unless explicitly stated otherwise.
By Q1 we denote the set of arrows of Q, and by Q0 the set of vertices.
2. The Lie algebra structure on the first Hochschild cohomology
Remember that Der(A) forms a Lie algebra under the commutator bracket [−,−], and denote by
Derrad(A) = {δ ∈ Der(A) | δ(rad(A)) ⊂ rad(A)}
the derivations preserving the radical. Note that this is a sub Lie algebra of Der(A), and moreover,
the inner derivations
Inn(A) = {δ ∈ Der(A) | δ = [a,−] for some a ∈ A} ⊂ Derrad(A)
form a Lie ideal. Hence we can define
HH1rad(A) = Derrad(A)/ Inn(A) ⊂ Der(A)/ Inn(A) = HH
1(A),
and this is still a Lie subalgebra under the commutator bracket. Just like usual Hochschild coho-
mology, it is invariant under Morita equivalence.
Proposition 2.1. If the finite-dimensional algebras A and B are Morita equivalent, then there is
an isomorphism of Lie algebras HH1rad(A)
∼= HH1rad(B).
Proof. We can assume that B = EndA(P ) ∼= eAe, for a progenerator P = eA. It is well known that
HH1 is Morita invariant, and an explicit isomorphism is constructed as follows: for δ ∈ Der(A),
denote by
δ∗ : P −→ P : x 7→
∑
i
piδ(fi(x)),
where {(pi, fi) | pi ∈ P, fi ∈ HomA(P,A)} is a dual basis for P , that is, x =
∑
i pifi(x) for all
x ∈ P . Then, as shown in [FGM02, Theorem 4.1], the map
Φ : HH1(A) −→ HH1(B) : δ 7→ [δ∗,−]
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is well-defined, and is an isomorphism. Assume δ ∈ Derrad(A), and f ∈ rad(EndA(P )). So there is
an r ∈ rad(eAe) ⊆ rad(A) such that f(x) = r · x for any x ∈ P . Then
[δ∗, f ](e) =
∑
i
piδ(fi(r))− f
(∑
i
piδ(fi(e))
)
=
∑
i
piδ(fi(r))−
∑
i
rpiδ(fi(e)) ∈ rad(P ),
since δ ∈ Derrad(A) and fi(r) ∈ rad(A), so we are done. 
The following two lemmas will be crucial in the proof of our main theorem.
Lemma 2.2. Let e1, . . . , en denote a full set of orthogonal primitive idempotents in A. If δ ∈
Der(A), then there exists an a ∈ rad(A) such that δ(ei) = [a, ei] for all i ∈ {1, . . . , n}.
Proof. Set a =
∑n
j=1(1− ej)δ(ej)ej . Then
[a, ei] = (1− ei) · δ(ei) · ei −
∑
j 6=i
ei · δ(ej) · ej
= −δ(1 − ei) · ei +
∑
j 6=i
δ(ei) · ej
= δ(ei) · ei + δ(ei) · (1− ei) = δ(ei) 
Lemma 2.3. If e is an idempotent in a finite-dimensional k-algebra A, then there is a well-defined
restriction map
res : HH1rad(A) −→ HH
1
rad(eAe) : δ + Inn(A) 7→ δ|eAe + Inn(eAe)
where we assume without loss of generality that δ(e) = 0.
Proof. By Lemma 2.2 we can write HH1rad(A) as the quotient of derivations mapping e to zero by
inner derivations with the same property. Moreover, an inner derivation [a,−] mapping e to zero
coincides with [eae,−] on eAe. Hence res is well-defined, and it is also a homomorphism of Lie
algebras. 
The above would of course be equally true with the subscript “rad” removed. We now give a
useful sufficient condition for solvability of the Lie algebra HH1rad(A).
Proposition 2.4. Let A be a finite-dimensional k-algebra, and 3 ≤ n ∈ N. There is a morphism
of Lie algebras
pin : Derrad(A/ rad(A)
n) −→ Derrad(A/ rad(A)
n−1)
and ker(pin) is abelian. In particular, if Derrad(A/ rad(A)
n−1) is solvable, then so is
Derrad(A/ rad(A)
n).
Proof. Let δ ∈ Derrad(A/ rad(A)
n). Since δ(rad(A)) ⊂ rad(A), also δ(rad(A)n−1) ⊆ rad(A)n−1.
Hence we may define pin(δ)(x + rad(A)
n−1) = δ(x) + rad(A)n−1. Now let ξ be an element of
the kernel of pin. That is, ξ(x) ∈ rad(A)
n−1 for all x ∈ A. For x, y ∈ rad(A) we then have
ξ(x · y) = x · ξ(y) + ξ(x) · y ∈ rad(A) · rad(A)n−1 + rad(A)n−1 · rad(A) = rad(A)n. It follows that
ξ(rad(A)2) = {0}. Hence, if µ is another element of ker(pin), then µ ◦ ξ and ξ ◦ µ are both zero
(as µ and ξ both map A into rad(A)n−1 ⊆ rad(A)2). In particular, [ξ, µ] = 0, and it follows that
ker(pin) is abelian. For the last claim, if Derrad(A/ rad(A)
n−1) is solvable, then so is its sub Lie
algebra im(pi). It follows that Derrad(A/ rad(A)
n) is solvable, being an extension of the solvable
Lie algebra im(pin) by the abelian Lie algebra ker(pin). 
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Corollary 2.5. Let A be a finite-dimensional k-algebra, and 3 ≤ n ∈ N. There is a morphism of
Lie algebras
HH1rad(A/ rad(A)
n) −→ HH1rad(A/ rad(A)
n−1)
with abelian kernel. If HH1rad(A/ rad(A)
n−1) is solvable, then so is HH1rad(A/ rad(A)
n). In partic-
ular, if HH1rad(A/ rad(A)
2) is solvable, then so is HH1rad(A).
Proof. The first statement follows because the map pin from above maps inner derivations surjec-
tively onto inner derivations. The second statement follows immediately, and the third statement
follows since rad(A)n = 0 for some n ∈ N. 
2.1. Derivations preserving the radical. Most results in this paper are phrased in terms of
HH1rad(A), so to apply them to the usual Hochschild cohomology, we would like to know when
HH1rad(A) = HH
1(A).
For a finite-dimensional algebra A defined over a field of characteristic 0, it is well known that
every derivation δ ∈ Der(A) preserves the radical, i.e. δ(rad(A)) ⊂ rad(A) (see for example [Hoc42,
Theorem 4.2]), so in this case it is immediate that HH1rad(A) = HH
1(A). For algebras defined over
a field of positive characteristic, this does not however have to be the case.
Example 2.6. Assume char(k) = p > 0 and consider the algebra A = k[x]/(xp).
(1) Since A is commutative, HH1(A) ∼= Der(k[x]/(xp)) is the Witt algebra. For p > 2 the Witt
algebra is not solvable.
(2) Consider the derivation δ ∈ Der(A) determined by δ(x) = 1. Then δ /∈ Derrad(A), hence
HH1rad(A) 6= HH
1(A). This example generalises to group algebras of (non-trivial) finite
p-groups.
In particular HH1(A) is non-solvable in this example (even though A is of finite representation
type), but HH1rad(A) is solvable by Corollary 4.6 below.
The following shows that, in spite of this example, there is a large class of algebras for which
HH1 and HH1rad coincide.
Proposition 2.7. Assume that A = kQ/I. For every loop a ∈ Q1, let na denote the minimal
integer such that ana ∈ rad(A)na+1. If p ∤
∏
a na, then
Derrad(A) = Der(A) and HH
1
rad(A) = HH
1(A).
Proof. Let δ ∈ Der(A). For i ∈ Q0 denote by ei the corresponding standard idempotent. By
Lemma 2.2 (as well as the fact that Inn(A) ⊂ Derrad(A)) we can assume that δ(ei) = 0 for all i.
Given an arrow a ∈ Q1 with s(a) = ei and t(a) = ej which is not a loop, so i 6= j, we find that
δ(a) ⊂ eiAej ⊂ rad(A). Given a loop a ∈ eiAei we have that δ(a) = λei + r, for r ∈ rad(A) and
λ ∈ k. Then, since δ(rad(A)na+1) ⊂ rad(A)na , we find
rad(A)na ∋ δ(ana) = naλa
na−1 +
na−1∑
k=0
akrana−1−k,
and since p ∤ na, we find that λana−1 ∈ rad(A)na . This contradicts the minimality of na, unless
λ = 0, in which case we have δ(a) ∈ rad(A). 
Remark 2.8. Proposition 2.7 is far from exhaustive. If, for example, for every loop in a ∈ Q1
there is an arrow b ∈ Q1 which is not a loop such that t(a) = s(b) and ab ∈ I (or t(b) = s(a) and
ba ∈ I), then HH1(A) = HH1rad(A).
To see this assume that a ∈ Q1 is a loop and e is the idempotent corresponding to s(a) = t(a).
If there is a derivation δ of A with δ(e) = 0 such that δ(a) 6∈ rad(A), then δ(a) is a unit in eAe,
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and 0 = δ(ab) = δ(a)b + aδ(b) then implies that b = −δ(a)−1aδ(b), that is, b ∈ rad2(A) (which
contradicts b being an arrow). This can be used to show that HH1(A) = HH1rad(A) if A is a non-local
Brauer graph algebra (cf. [RyDSS19, Proof of Theorem 4.3]).
Remark 2.9. Let A = kQ/I be a finite-dimensional algebra, and let ei denote the standard
idempotent associated with the vertex i ∈ Q0. One can define the ideal
J =
∑
i 6=j
AeiAejA ⊂ rad(A).
Derivations mapping the ei’s to zero clearly stabilise J . Hence there is a morphism of Lie algebras
HH1(A) −→ HH1(A/J)
whose kernel is contained in HH1rad(A). The quiver of the algebra A/J is a disjoint union of bouquets
of loops, and if A is of finite or tame representation type, then one can show that the number of
loops in such a bouquet is bounded by one or two, respectively. This gives us the upper part of
diagram (1.1).
In concrete examples one could attempt to describe HH1(A/J) explicitly (the outcome should
be similar to Example 2.6), and then infer properties of HH1(A) from properties of HH1(A/J) and
HH1rad(A). This is, however, not an approach we will pursue further in the present article.
3. Hochschild cohomology of radical square zero algebras
By Corollary 2.5, solvability of HH1rad can be established by looking at a radical square zero
algebra. So let us assume in this section that A is a finite-dimensional k-algebra with rad(A)2 = {0},
and A/ rad(A) separable over k. By [ARS97, X.2.4], there is a stable equivalence of additive
categories
F : mod(A) −→ mod(Σ),
where
Σ =
(
A/ rad(A) rad(A)
0 A/ rad(A)
)
is a hereditary algebra.
Lemma 3.1. Assume B is a basic hereditary algebra with B/ rad(B) separable over k. Then for
any δ ∈ Derrad(B), we have that im(δ) ⊂ rad(B).
Proof. Since a derivation δ ∈ Derrad(B) maps rad(B) into itself, there is a homomorphism of Lie
algebras
Derrad(B) −→ Derrad(B/ rad(B)) : δ 7→ δ.
Since B/ rad(B) is separable over k, and B is basic, Derrad(B/ rad(B)) = HH
1
rad(B/ rad(B)) = 0
and we are done. 
Proposition 3.2. Assume that A is basic. Then there is an injective homomorphism of Lie algebras
(3.1) Derrad(A)/KA −→ Derrad(Σ)
and a surjective homomorphism of Lie algebras
(3.2) Derrad(A) −→ Derrad(Σ)/KΣ
for the Lie ideals KA = {ϕ ∈ Derrad(A) | ϕ(A) ⊂ rad(A) and ϕ(rad(A)) = {0}}, and similarly for
KΣ.
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Proof. Since a derivation δ ∈ Derrad(A) maps rad(A) into itself, we get a well-defined map
δ˜ : Σ −→ Σ :
[
x+ rad(A) r
0 y + rad(A)
]
7→
[
δ(x) + rad(A) δ(r)
0 δ(y) + rad(A)
]
which one checks is a derivation. Moreover the assignment
(3.3) ϕA : Derrad(A) −→ Derrad(Σ) : δ 7→ δ˜
is a homomorphism of Lie algebras. A derivation δ lies in the kernel of ϕA if and only if δ(rad(A)) =
{0} and δ(A) ⊆ rad(A), i.e. if δ ∈ KA.
For the second part, choose a subalgebra A0 ∼= A/ rad(A) of A such that A = A0⊕ rad(A). Then
we get a corresponding embedding of algebras
i : A = A0 ⊕ rad(A) −→ Σ : (x, r) 7→
[
x+ rad(A) r
0 x+ rad(A)
]
and by Lemma 3.1 applied to Σ, an arbitrary derivation ξ ∈ Derrad(Σ) induces a derivation of A
with respect to this embedding, i.e. there is a commuting square
Σ Σ
A A
ξ
i
δ
i
with δ ∈ Derrad(A). Moreover, ϕA(δ) and ξ agree on rad(Σ), so ξ − ϕA(δ) ∈ KΣ. This means that
the composition of ϕA with the map Derrad(Σ) −→ Derrad(Σ)/KΣ is surjective. 
Corollary 3.3. Assume that A is basic. Then there is a surjective homomorphism of Lie algebras
ϕA : HH
1
rad(A)։ HH
1
rad(Σ)
with solvable kernel. In particular, HH1rad(Σ) is solvable if and only if HH
1
rad(A) is solvable.
Proof. One checks that the map (3.3) maps Inn(A) into Inn(Σ) (as [a,−] gets mapped to
[diag(a, a),−]), and hence induces a map on HH1rad. The derivations in KΣ are inner by Lemma 2.2,
hence the first statement follows from (3.2) in Proposition 3.2.
Since A is basic, so is Σ. Hence the inner derivations on Σ are solvable, and since the derivations
in KA are inner (again by Lemma 2.2) it follows from (3.1) in Proposition 3.2 that the kernel of
ϕA is solvable. 
Corollary 3.4. Let A be a finite-dimensional k-algebra, and denote by Σ the hereditary algebra
corresponding to A/ rad(A)2. If HH1rad(Σ) is solvable, then so is HH
1
rad(A).
Proof. This now follows by combining Corollary 3.3 with Corollary 2.5 and Proposition 2.1. 
Note that at this point, we have established all ingredients for diagram (1.1).
4. Hochschild cohomology of non-wild algebras
From now on we will assume k = k is an algebraically closed field. For a quiver Q, we will
denote by Q its underlying graph. For a finite-dimensional algebra A = kQ/I, we can consider
A/ rad(A)2 and the corresponding hereditary algebra Σ (defined in Section 3). Then the basic
algebra Morita equivalent to Σ can be identified with kQs, where Qs is the separated quiver of A
(see [ARS97, X.2]). The arrows of Q and Qs correspond canonically, and for an arrow a in Q we
write as for the corresponding arrow in Qs.
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Proposition 4.1. Assume A is a finite-dimensional k-algebra with rad(A)2 = {0}, and correspond-
ing separated quiver Qs. Then:
(1) A is of finite representation type if and only if Qs is a disjoint union of Dynkin quivers.
(2) A is of tame representation type if and only if Qs is a disjoint union of Dynkin quivers and
at least one Euclidean quiver.
Proof. Since stable equivalence preserves representation type (see for example [Kra97]), A is of
finite (respectively tame) representation type if and only if kQs is. Since kQs is hereditary, it is of
finite representation type if and only if the underlying graph of Qs is a disjoint union of Dynkin
quivers [ASS06, VII.5.10], and of tame representation type if and only if the underlying graph of
Qs is a disjoint union of Dynkin and Euclidean quivers [SS07, XIX.3.15]. 
We will now refine Corollary 3.4 for non-wild algebras.
Lemma 4.2. Let Q denote an acyclic and connected quiver. Then HH1(kQ) = HH1rad(kQ) = 0 if
and only if Q is a tree.
Proof. Note that since Q is acyclic, Proposition 2.7 ensures that Der(kQ) = Derrad(kQ) and hence
HH1(kQ) = HH1rad(kQ). Since A = kQ is Koszul, the Koszul complex
K(A) : 0 −→ A⊗kQ0 kQ1 ⊗kQ0 A
ν
−→ A⊗kQ0 A
µ
−→ A −→ 0
is a free Ae-resolution of A, where µ denotes the multiplication map and
ν(1⊗ a⊗ 1) = a⊗ 1− 1⊗ a,
for a ∈ Q1. The dimension of HH
1(kQ) is the Euler characteristic of the complex obtained by
applying HomAe(−, A) to K(A), which can be seen to be
dimk(HH
1(kQ)) = 1−#Q0 +
∑
a∈Q1
dimk(es(a)(kQ)et(a)),
so HH1(kQ) = 0 if and only if Q is a tree. 
Proposition 4.3. Let Q denote an acyclic quiver such that its underlying graph Q is a disjoint
union of Dynkin and Euclidean quivers.
(1) If char(k) = 2, then HH1(kQ) = HH1rad(kQ) is solvable.
(2) If char(k) 6= 2, then HH1(kQ) = HH1rad(kQ) is solvable if and only if Q does not contain
an A˜1.
Proof. If Q = ⊔ni=1Qi, then HH
1(kQ) ∼=
⊕n
i=1HH
1(kQi) since Hochschild cohomology commutes
with direct sums. The only Dynkin or Euclidean quivers which are not trees are the A˜n, so (1) and
(2) follow from Lemma 4.2, from the fact that HH1(kQ) ∼= k is solvable for Q = A˜n and n > 1, and
from the fact that for Q = A˜1, HH
1(kQ) ∼= sl2 is solvable if and only if char(k) = 2. 
Theorem 4.4. Assume A is a finite-dimensional k-algebra of non-wild representation type.
(1) If char(k) = 2, then HH1rad(A) is solvable.
(2) If char(k) 6= 2, HH1rad(A) is solvable if Q
s does not contain an A˜1.
Proof. This now follows by combining Corollary 3.4, Proposition 4.1, and Proposition 4.3. 
The condition in (2) is not sufficient, as the following example illustrates.
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Example 4.5. Let A = kQ/I, where
Q : 1 2 3
a
b
c
and I = (ac). Then A is special biserial, and hence tame. One computes that dimk(HH
1(A)) = 2,
and hence HH1(A) is solvable. However, Qs = A˜1 ⊔A2.
We will remedy this in the next section; for now we deduce the following two corollaries.
Corollary 4.6. Assume A is a finite-dimensional k-algebra of finite representation type, then
HH1rad(A) is solvable.
Proof. This follows from Theorem 4.4 since A˜1 is not a Dynkin quiver. 
Corollary 4.7. If char(k) = 2 and A is an indecomposable non-local finite-dimensional k-algebra
of non-wild representation type, then HH1(A) is solvable.
Proof. We may assume without loss that A = kQ/I, and let e1, . . . , en denote a full set of orthogonal
primitive idempotents. Define J =
∑
i 6=j AeiAejA. We know by Theorem 4.4 that HH
1
rad(A) is
solvable, and by considering diagram (1.1) it is clear that if HH1(A/J) is solvable, then so is
HH1(A).
Since A is non-local, indecomposable and non-wild, every vertex in Q has at most one loop
attached to it. The reason is that if a vertex had at least two loops attached to it, then there
would have to be at least one other arrow emanating from or terminating at that vertex (as Q is
connected and has more than one vertex by assumption). But then the separated quiver Qs is not
a union of Dynkin and Euclidean quivers, a contradiction.
Hence the algebra A/J is a direct product of algebras generated by a single element, that is, alge-
bras of the form k[x]/(xn) for certain n ∈ N. Derivations of such an algebra are linear combinations
of derivations δi defined by δi(x) = x
i, for i ∈ {1, . . . , n− 1} if n is odd and i ∈ {0, 1, . . . , n− 1} if
n is even. We have [δi, δj ] = (j − i) · δi+j−1, which implies that the commutator of two derivations
is a linear combination of δi’s with i even. But if i and j are even, then [δi, δj ] = 0, which implies
that the Lie algebra of derivations of k[x]/(xn) has derived length at most two. 
In particular, Corollary 4.6 shows that in characteristic zero, the outer automorphism group of
an algebra of finite representation type is solvable. As the following example shows, Corollary 4.6
is in some sense sharp.
Example 4.8. For A = k[x]/(xn), and p = char(k) ∤ n, we have HH1rad(A) = HH
1(A) = Der(A) =
〈δ1, . . . , δn−1〉, where δi(x) = x
i, and
[δi, δj ] = (j − i) · δi+j−1,
with the convention that δi+j−1 = 0 for i+ j > n. Hence HH
1(A) is solvable but not nilpotent for
n > 2.
5. Algebras with Kronecker chains
In this section we assume that char(k) 6= 2 (besides k being algebraically closed). To obtain a more
complete version of Theorem 4.4, we will need to consider non-wild algebras with an A˜1 contained
in Qs separately. Our main result is Theorem 5.6 below, which gives a complete characterisation
of when the (radical preserving) first Hochschild cohomology of a non-wild algebra is solvable. To
state this result, we need a few intermediate definitions.
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Definition 5.1. Let A = kQ/I be a finite-dimensional algebra.
(1) We call a list C = ((a1, b1), . . . , (an, bn)) of pairs of arrows in Q a Kronecker chain in A if
the following conditions are satisfied:
(a) s(ai) = s(bi) and t(ai) = t(bi) for all i.
(b) t(ai) = s(ai+1) for all 1 ≤ i < n.
(c) For all 1 ≤ i < n at least one of aiai+1, aibi+1, biai+1, bibi+1 is not in I.
(d) All arrows ai, bi involved in the chain are distinct.
(2) We call C a maximal Kronecker chain if C is not properly contained in another Kronecker
chain.
It is easy to describe the shape of maximal Kronecker chains in non-wild finite-dimensional
algebras.
Lemma 5.2. In a non-wild finite-dimensional algebra A = kQ/I, for a maximal Kronecker chain
C = ((a1, b1), . . . , (an, bn)), either
(1) n = 1 and s(a1) = t(a1), or
(2) n > 1, s(a1) = t(an), and s(ai) 6= s(aj), for 1 ≤ i 6= j ≤ n, or
(3) n > 1, s(a1) 6= t(an) and s(ai) 6= s(aj) as well as t(ai) 6= t(aj), for 1 ≤ i 6= j ≤ n.
In the first two cases the chain is a connected component of Q. In the third case there are no other
arrows in Q (other than the ones involved in C) whose source, respectively target, coincides with
the source, respectively target, of any of the ai.
Proof. If a maximal Kronecker chain in an algebra A is not of the type described in the statement,
then the separated quiver Qs of A contains subquivers which are not Dynkin or Euclidean quivers.
Since A is tame or of finite representation type, this cannot happen by Proposition 4.1. The second
statement is similar. 
A Kronecker chain is simply a chain of Kronecker quivers embedded in Q, and Lemma 5.2 says
that for a non-wild algebra, the chain is either a double loop L2, an A˜n with doubled arrows or an
An with doubled arrows. Condition (1c) may seem unmotivated at first glance. As it turns out, a
maximal Kronecker chain can potentially contribute an sl2 to the first Hochschild cohomology of
A, and condition (1c) is essential for correct counting of these non-solvable constituents. To single
out the chains that actually do contribute, and formulate our main theorem, we need two more
definitions.
Definition 5.3. Let kQ/I and kQ/J be finite-dimensional algebras. We say that kQ/I and
kQ/J are isomorphic by base change if there is an automorphism of kQ which fixes the standard
idempotents, induces a linear map on the vector space spanned by all arrows, and maps I to J .
Definition 5.4. A maximal Kronecker chain C = ((a1, b1), . . . , (an, bn)) in A = kQ/I has standard
relations if A is isomorphic by base change to an algebra kQ/J in which the following relations
hold:
(S1) For any arrow c in C and any arrow d not in C we have cd = dc = 0.
(S2) aiai+1 = 0, bibi+1 = 0 and aibi+1 + biai+1 = 0 for all 1 ≤ i < n.
(S3) ana1 = 0, bnb1 = 0 and anb1 + bna1 = 0 (non-trivial only if s(a1) = t(an)).
Strictly for the purposes of proper counting we need to declare all rotated versions of a cyclic
Kronecker chain equivalent.
Definition 5.5. If C = ((a1, b1), . . . , (an, bn)) and D = ((a2, b2), . . . , (an, bn), (a1, b1)) are both
maximal Kronecker chains in A = kQ/I, then we call them equivalent. Equivalence of arbitrary
maximal Kronecker chains is defined as the transitive closure of this equivalence relation.
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Theorem 5.6. Let A = kQ/I be a non-wild finite-dimensional algebra. Then there is an isomor-
phism of Lie algebras
HH1rad(A)
∼= sl⊕m2 ⊕ r,
with r solvable, where m is the number of equivalence classes of maximal Kronecker chains with
standard relations in A.
Corollary 5.7. Let A = kQ/I be a non-wild finite-dimensional algebra. Then HH1rad(A) is solvable
if and only if A has no maximal Kronecker chains with standard relations.
5.1. Structure of the proof. To prove Theorem 5.6, we need to relate Kronecker chains with
standard relations to Hochschild cohomology. Assume that the separated quiver Qs of A = kQ/I
has a connected component which is a Kronecker quiver, i.e.
K2 = i j ⊆ Q
sa
s
bs
We denote the corresponding arrows in Q by a and b. For definiteness, we will fix an isomorphism
HH1(kK2) ∼= HH
1
rad(kK2)
∼= sl2 once and for all as follows:
H := as · 1as − b
s · 1bs
E := as · 1bs
F := bs · 1as
where 1x is the indicator function sending x to 1 and every other basis element to 0.
Proposition 5.8. Assume A = kQ/I is as above.
(1) There is a morphism of Lie algebras
∆ = ∆A(a, b) : HH
1
rad(A) −→ sl2,
determined by the arrows a, b ∈ A.1
(2) If, for some derivation δ ∈ Derrad(A) mapping all standard idempotents to zero,
∆(δ) = xH + yE + zF
then
δ(a) = (w + x) · a+ z · b+ r(a)
and
δ(b) = y · a+ (w − x) · b+ r(b)
for r(a), r(b) ∈ rad2(A) and some w ∈ k. Note that this implies that ∆A(a, b) depends only
on A and the elements a, b ∈ A.
(3) If A is non-wild, there is a commutative diagram
HH1rad(A) sl2
HH1rad(eAe)
res
∆A(a,b)
∆eAe(a,b)
for any sum e of standard idempotents containing the idempotents in A corresponding to
the vertices i and j in Qs.
1∆ depends on the presentation of A, and we only define it when a and b are arrows.
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Proof. Define ∆A(a, b) as the composition
HH1rad(A)
pi
−→ HH1rad(A/ rad
2(A))
ϕ
−→ HH1(kQs)
res
−→ HH1(kK2) ∼= sl2,
where pi is the composition of the maps pin defined in Proposition 2.4, ϕ is the map defined in
Corollary 3.3, and res was defined in Lemma 2.3. Since all of these maps are morphisms of Lie
algebras, so is ∆. The second statement then follows from the definition of ∆ and the choice of our
fixed isomorphism HH1(kK2) ∼= sl2.
For the third statement note that if the separated quiver of A has a connected component which
is a Kronecker quiver, then the separated quiver of eAe has a connected component that contains
a Kronecker quiver (and potentially additional arrows and vertices). Since A is non-wild, also eAe
is non-wild by [Erd90, I.4.7(b)], so this component of its separated quiver must not actually be
any bigger than the Kronecker quiver. So we can choose a presentation of eAe in which a and
b correspond to arrows, and the corresponding arrows in the separated quiver form a connected
component isomorphic to K2. Hence ∆eAe(a, b) is defined, and we can write down the diagram
from the statement. The fact that this diagram commutes follows immediately from point (2). 
The map ∆A(a, b) as defined above is only defined when a and b are arrows, that is, it depends
on the chosen presentation of A as kQ/I. We could extend this definition to allow arbitrary a and
b subject to conditions. However, for the purposes of this paper, it seems more sensible to think of
∆A(a, b) as actually depending on the chosen presentation, as we will ultimately use information
on the ∆A(a, b)’s to infer properties of the presentation. All we need to know is how ∆A(a, b)
transforms when we change presentation. We will state the transformation law for the following
special isomorphism by base change, which is all we will need later on.
Definition 5.9. Let Q be a quiver, and let a, b be two different arrows in Q. Assume s(a) = s(b),
t(a) = t(b) and assume that a and b are the only arrows from s(a) to t(a). Given a matrix
X =
(
x1 x2
x3 x4
)
∈ GL2(k)
we define an automorphism TX = TX(a, b) by
TX : kQ −→ kQ : a 7→ x1a+ x2b, b 7→ x3a+ x4b, c 7→ c for any other arrow c
and TX fixes all standard idempotents in kQ.
Proposition 5.10. Let A = kQ/I be a finite-dimensional algebra, and let a and b be two arrows
in Q such that ∆A(a, b) is defined. Let Y ∈ GL2(k), and set J = T
−1
Y (I). Then
∆kQ/J(a, b)(T
−1
Y ◦ δ ◦ TY ) = Y ·∆A(a, b)(δ) · Y
−1 for all δ ∈ Derrad(A)
and
∆kQ/J(c, d)(T
−1
Y ◦ δ ◦ TY ) = ∆A(c, d)(δ) for all δ ∈ Derrad(A)
for any other two arrows c and d for which ∆A(c, d) is defined.
Proof. By Proposition 5.8 we know that for any δ ∈ Derrad(A)(
δ(a)
δ(b)
)
= (∆A(a, b)(δ) + w · id2) ·
(
a
b
)
+
(
r(a)
r(b)
)
for certain w ∈ k, r(a), r(b) ∈ rad2(A). Conversely, it follows that δ(a) and δ(b) uniquely determine
∆A(a, b)(δ) as an element of sl2 ⊂ k
2×2.
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We can compute(
T−1Y (δ(TY (a)))
T−1Y (δ(TY (b)))
)
= Y · (∆A(a, b)(δ) + w · id2) · Y
−1 ·
(
a
b
)
+
(
r(a)′
r(b)′
)
for certain r(a)′, r(b)′ ∈ rad2(kQ/J) (note that we view a and b as elements of kQ/J here), which
uniquely determines ∆kQ/J(a, b)(T
−1
Y ◦ δ ◦ TY ) and therefore shows the first assertion. The second
assertion follows since, by definition, TY (c) = c for any arrow c which is neither a nor b. 
Definition 5.11. A maximal Kronecker chain C = ((a1, b1), . . . , (an, bn)) is called surjective if
∆A(ai, bi) is surjective for some i.
The following characterisation of surjective maximal Kronecker chains is the main ingredient for
the proof of Theorem 5.6.
Theorem 5.12. Let A = kQ/I be a non-wild finite-dimensional algebra. Given a maximal Kro-
necker chain C = ((a1, b1), . . . , (an, bn)) the following hold:
(1) C is surjective if and only if C has standard relations.
(2) If C is surjective, then all ∆A(ai, bi) are conjugate.
The proof of Theorem 5.12 is quite long, but can be split up into steps as follows:
(1) The if-direction: see §5.2.
(2) The local case: see §5.3.
(3) Reduction to rad3(A) = 0: see §5.4.
(4) Establishing (S2)–(S3) locally: see §5.5.
(5) Establishing (S1): see §5.6.
(6) Establishing (S2)–(S3) globally: see §5.7.
Finally, in §5.8 and §5.9, we give the proofs of Theorem 5.12 and Theorem 5.6.
5.2. The if-direction. As described above, we start with the “if”-direction of Theorem 5.12(1).
The statement below gives a bit more information, which we will need when proving Theorem 5.6.
Proposition 5.13. Let A = kQ/I be a non-wild finite-dimensional algebra, and let C =
((a1, b1), . . . , (an, bn)) be a maximal Kronecker chain. If the relations (S1)–(S3) hold, then C is
surjective. Moreover, there is a Lie subalgebra g ⊂ HH1rad(A) such that ∆A(ai, bi)|g : g −→ sl2 is
an isomorphism, for every 1 ≤ i ≤ n.
Proof. Given x, y, z ∈ k, we can define a derivation δ = δ(x,y,z) on kQ by setting
δ(ai) = xai + zbi, δ(bi) = yai − xbi
for each 1 ≤ i ≤ n and δ(c) = 0 for any other arrow. We would have
∆A(ai, bi)(δ) = xH + yE + zF ∈ sl2 for any i
provided δ actually induces a derivation on A, that is, provided δ(I) ⊆ I. In that case ∆A(ai, bi)
would be surjective, and we can then also set g = 〈δ(1,0,0), δ(0,1,0), δ(0,0,1)〉k. Hence we are reduced
to showing δ(I) ⊆ I.
Consider the ideal J0 generated by paths made up out of at least one arrow in C and at least
one arrow not in C. Since (S1) holds, J0 ⊂ I, and by definition of δ, we also have δ(J0) ⊂ J0, so δ
induces a derivation on kQ/J0. The algebra kQ/J0 is spanned by paths involving either exclusively
arrows in C or exclusively arrows not in C. Note that a path involving exclusively arrows in C
cannot have the same source and target as a path involving exclusively arrows not in C. The reason
is that if there were any arrows sharing their source or target with one of the ai or bi, the algebra
ON SOLVABILITY OF THE FIRST HOCHSCHILD COHOMOLOGY . . . 15
kQs would be wild, contradicting the assumption that A is not wild. So actually I/J0 is generated
by linear combinations of paths involving exclusively arrows outside C (these get mapped to zero
by δ) and linear combinations of paths involving exclusively arrows in C (for which we still have to
check that δ maps them back into I).
Define J1 = J0 + (aiai+1, bibi+1, aibi+1 + biai+1, ana1, bnb1, anb1 + bna1 | 1 ≤ i < n). Because
of (S2) and (S3), J1 ⊆ I, and one verifies that δ(J1) ⊆ J1. Note that any path of length ≥ 3
consisting of arrows in C is already contained in J1. Moreover, if ei ∈ kQ denotes the idempotent
corresponding to the source of the arrow ai, and en+1 corresponds to the target of an, we have
dimk ei(kQ/J1)ei+2 = 1 for 1 ≤ i < n, and also dimk en(kQ/J1)e2 ≤ 1. Now we are reduced to
showing that δ maps ei(I/J1)ei+2 into itself for each i (and possibly the same for en(I/J1)e2). But
since each of these is a subspace of an (at most) one-dimensional vector space stabilised by δ, this
is actually trivially the case. 
5.3. The local case. If A is connected local, then by Lemma 5.2 the quiver of A is a two-loop
quiver L2, so Theorem 5.12 (2) is an empty statement, and the following is all we need to show.
Proposition 5.14. Let A = k〈a, b〉/I be a non-wild local algebra such that ∆A(a, b) is surjective.
Then A is isomorphic by base change to kQ/J , where J = (a2, b2, ab, ba) or J = (a2, b2, ab+ ba).
Proof. Recall that we assume, by convention, that I is contained in the paths of length two (oth-
erwise ∆A(a, b) would be undefined, as the quiver of A would not actually contain a double loop).
In particular I ⊆ (a2, b2, ab, ba).
We will make use of a classification result for tame local algebras by Ringel. Namely, by [Rin74,
Theorem (1.4)] we may assume that A is isomorphic to kQ/J for an ideal J for which one of the
following holds:
(1) ab+ r ∈ J and ba+ q1a
2 + q2b
2 + s ∈ J for q1, q2 ∈ k; or
(2) a2 + r ∈ J and b2 + s ∈ J
where in either case r and s only involve monomials in rad3(kQ/J). Note that in case (4) in
[Rin74] one needs to apply the change of variables Y˜ = Y −X to get the presentation into the form
given above, but in all other cases no adaptations are necessary. In fact, we may assume that A
and kQ/J are isomorphic by base change, and replace, without loss of generality, I by J . By our
assumption on the surjectivity of ∆A(a, b) we may, by Proposition 5.8, also assume that there are
δ1, δ2 ∈ Der(A) such that
δ1(a) = w1a+ b+ r1(a), δ2(a) = w2a+ r2(a),
δ1(b) = w1b+ r1(b), δ2(b) = a+ w2b+ r2(b),
for some w1, w2 ∈ k and r1(a), r2(a), r1(b), r2(b) ∈ rad
2(A).
In case (1) we have ab ∈ rad3(A) and therefore
rad3(A) ∋ δ1(ab) = b
2 + 2w1ab+ r1(a)b+ ar1(b),
hence b2 ∈ rad3(A). Similarly
rad3(A) ∋ δ2(ab) = a
2 + 2w2ab+ r2(a)b+ ar2(b),
hence a2 ∈ rad3(A). We conclude that a2, b2, ab, ba ∈ rad3(A), which shows that rad2(A) ⊆ rad3(A).
By the Nakayama lemma it follows that rad2(A) = {0}, so I = (a2, b2, ab, ba).
In case (2) we have a2 ∈ rad3(A) and therefore
rad3(A) ∋ δ1(a
2) = ab+ ba+ 2w1a
2 + r1(a)a+ ar1(a),
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hence ab + ba ∈ rad3(A), which implies skew-commutativity mod rad3(A). It follows that
a3, a2b, ab2, b3 map to generators of the k-vector space rad3(A)/ rad4(A). But since a2, b2 ∈ rad3(A)
we have a3, a2b, ab2, b3 ∈ rad4(A), which then implies rad3(A) = rad4(A). The Nakayama lemma
now yields rad3(A) = {0}, which implies I ⊇ (a2, b2, ab + ba). But k〈a, b〉/(a2, b2, ab + ba) has
socle ab, so if I properly contains (a2, b2, ab+ ba), then I = (a2, b2, ab, ba). Either way our claim is
true. 
5.4. Reduction to rad3(A) = 0. The next step is a reduction to the case of algebras whose radical
cubes to zero.
Lemma 5.15. Let A = kQ/I be a non-wild finite-dimensional algebra and let C =
((a1, b1), . . . , (an, bn)) be a maximal Kronecker chain. If all of the following hold:
(1) For any arrow c in C and any arrow d not in C we have cd, dc ∈ rad3(A).
(2) aiai+1, bibi+1, aibi+1 + biai+1 ∈ rad
3(A) for all 1 ≤ i < n.
(3) If s(a1) = t(an), then ana1, bnb1, anb1 + bna1 ∈ rad
3(A).
then the relations (S1)–(S3) hold in C.
Proof. Condition (2) immediately implies that
aiai+1ai+2, aiai+1bi+2, bibi+1ai+2, bibi+1bi+2, aibi+1bi+2, biai+1ai+2 ∈ rad
4(A),
for 1 ≤ i ≤ n− 2. Similarly,
aibi+1ai+2 + biai+1ai+2, biai+1bi+2 + aibi+1bi+2 ∈ rad
4(A),
from which we deduce that all paths of length three involving only arrows in C are actually contained
in rad4(A). The assumptions also imply that any path of length three involving at least one arrow
in C and at least one arrow not in C is contained in rad4(A). It follows that any path of length
three involving at least one arrow in C is contained in rad4(A).
As kQs needs to be non-wild, it follows by Lemma 5.2 that there are no arrows other than ai and
bi emanating from the vertex s(ai) = s(bi). Hence, the fact that ai rad
2(A) ⊆ rad4(A) (which we
have just demonstrated) implies that ai rad
2(A) ⊆ ai rad
3(A)+bi rad
3(A). The same is true with ai
replaced by bi. Hence ai rad
2(A)+ bi rad
2(A) ⊆ ai rad
3(A)+ bi rad
3(A). Now the Nakayama lemma
implies ai rad
2(A) + bi rad
2(A) = {0}, which shows that (S2) and (S3) follow from conditions (2)
and (3), as these elements are contained in ai rad
2(A) + bi rad
2(A) and an rad
2(A) + bn rad
2(A),
respectively, rather than just rad3(A).
As for condition (S1), note that as kQs is non-wild, for every i, ai and bi are the only arrows
emanating from s(ai) = s(bi), and the only arrows pointing to t(ai) = t(bi). So condition (S1)
really only concerns i = 1 and i = n. If t(an) = s(a1), then C is actually an entire connected
component of Q, thus rendering condition (S1) vacuous. If t(an) 6= s(a1), then condition (S1) can
be reformulated as saying an rad(A) = bn rad(A) = rad(A)a1 = rad(A)b1 = {0}. By condition (1)
we have an rad(A) + bn rad(A) ⊆ an rad
2(A) + bn rad
2(A), which implies an rad(A) + bn rad(A) =
{0}. In the same vein we have rad(A)a1 + rad(A)b1 ⊆ rad
2(A)a1 + rad
2(A)b1, which implies
rad(A)a1 + rad(A)b1 = {0}. 
Corollary 5.16. Theorem 5.12 holds for a non-wild finite-dimensional k-algebra A = kQ/I if it
holds for A/ rad3(A).
Proof. If a maximal Kronecker chain in A is surjective then so is the corresponding maximal Kro-
necker chain in A/ rad3(A), as ∆A(a, b) factors through ∆A/ rad3(A)(a, b) by definition (for any
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two arrows a, b in Q forming a Kronecker). In particular all ∆A(ai, bi)’s are conjugate if all
∆A/ rad3(A)(ai, bi)’s are conjugate. This takes care of the second part of Theorem 5.12.
Now note that if kQ/J3 for some admissible ideal J3 is isomorphic by base change to A/ rad
3(A),
then, by taking the preimage of I under the automorphism of kQ inducing the isomomorphism
between kQ/J3 and A/ rad
3(A), we find an ideal J in kQ such that A is isomorphic by base change
to kQ/J and J3/J = rad
3(kQ/J).
Hence, given a maximal Kronecker chain C such that the relations (S1)–(S3) hold in an algebra
isomorphic by base change to A/ rad3(A), it follows by Lemma 5.15 that the relations (S1)–(S3)
hold in an algebra isomorphic by base change to A as well. Conversely, if (S1)–(S3) hold in A (up
to isomorphism by base change) then they trivially also hold in A/ rad3(A).
It remains to show that if a maximal Kronecker chain C in A/ rad3(A) is surjective, then so is the
corresponding Kronecker chain in A. However, the fact that C is surjective in A/ rad3(A) implies
that (S1)–(S3) hold in A/ rad3(A) up to isomorphism by base change, and therefore in A (as we
have seen). The fact that C is surjective in A now follows from Proposition 5.13. 
5.5. Establishing (S2)–(S3) locally. We can now assume A = kQ/I is non-local and rad3(A) =
0. In this section we will establish the relations (S2)–(S3) “locally”, that is, for (non-cyclic) Kro-
necker chains of length two. Lemma 5.17 below is the key technical ingredient, and also the main
culprit behind the failure of Theorem 5.12 in characteristic two.
Lemma 5.17. Let A = kQ/I be a non-wild finite-dimensional algebra, where
Q : 1 2 3
a
b
c
d
and I is an admissible ideal. Assume that either ∆A(a, b) or ∆A(c, d) is surjective. Then A is
isomorphic by base change to kQ/J , where either J = (ac, bd, ad + bc) or J = (ad, bc, ac, bd).
Proof. We will assume without loss of generality that ∆A(a, b) is surjective. The case where ∆A(c, d)
is surjective is analogous, and technically reduces to the case where ∆A(a, b) is surjective by passing
to the opposite algebra (see [SS07, Ch. XIX, Lemma 1.4]).
As a first step, note that dimk(e1Ae3) ≤ 2, since otherwise (e1 + e3)A(e1 + e3) = kK3 or kK4
would be wild. We consider several cases. In each case we will successively apply isomorphisms
by base change and without loss of generality replace A by the isomorphic algebra, until we either
obtain that A is as claimed, or at least I ⊇ (ac, bd) (which is the case we will then deal with at the
end).
(1) Assume y1 · ac + y2 · bc ∈ I for (0, 0) 6= (y1, y2) ∈ k
2 and y3 · ad + y4 · bd ∈ I for (0, 0) 6=
(y3, y4) ∈ k
2.
(a) If (y1, y2) and (y3, y4) are linearly independent, then set
Y =
(
y1 y2
y3 y4
)
and define J = TY (a, b)
−1(I). Then J contains ac and bd, and we may replace I by J .
(b) If (y1, y2) = z · (y3, y4) for some z ∈ k, then we may complete (y1, y2) by another
row (y5, y6) to form an invertible 2 × 2-matrix, and then proceed as before to obtain
that A is isomorphic to kQ/J , where J contains ac and ad. Now replace A by kQ/J .
Since ∆A(a, b) is surjective, by Proposition 5.8, there is a derivation δ on A such that
δ(a) = wa+b for some w ∈ k (by Lemma 2.2, we can assume the rad2(A) term is zero).
By Lemma 2.2, we can assume δ(d) = z1c+ z2d for certain z1, z2 ∈ k and therefore
0 = δ(ad) = (wa+ b)d+ a(z1c+ z2d) = bd
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Hence bd ∈ I. Similarly we obtain bc ∈ I. Hence I is equal to (ac, ad, bc, bd).
(2) Now assume that either ac and bc or ad and bd are linearly independent. By applying an
automorphism we may assume that ad and bd are linearly independent, and therefore I
contains the entries of(
1 0 x1 x2
0 1 x3 x4
)
· (ac, bc, ad, bd)⊤ =
(
Id2 X
)
· (ac, bc, ad, bd)⊤
If Y ∈ GL2(k) then one verifies that J = T
−1
Y (I) contains the entries of(
Id2 Y XY
−1
)
· (ac, bc, ad, bd)⊤
and we may replace I by J . That is, we may assume that X is in Jordan normal form.
Then either I ⊇ (ac+ y1ad, bc+ y2bd) or I ⊇ (ac+ y1ad, bc+ ad+ y1bd) for y1, y2 ∈ k.
(a) In the first case, if y1 6= y2 consider the algebra homomorphism which sends a to a, b
to b, c to c + y1d and d to c + y2d. The preimage J of I under this homomorphism
contains ac and bd, and we may replace I by J .
Similarly, if y1 = y2 we can replace I by a J which contains ac and bc. As kQ/(ac, bc) is
wild (since kQ/(ac, bc, c) ∼= kQ/(c) is wild) I must also contain an element of the form
x1ad + x2bd for (0, 0) 6= (x1, x2) ∈ k
2. By applying an automorphism we may assume
without loss of generality that I ⊇ (ac, bc, ad). As we assume ∆A(a, b) surjective there
is a derivation δ such that δ(a) = wa+ b for some w ∈ k. Hence, for certain z1, z2 ∈ k,
0 = δ(ad) = (wa+ b)d+ a(z1c+ z2d) = bd
which implies that bd ∈ I, i.e. I = (ac, bc, ad, bd).
(b) In the second case we can replace I by J ⊇ (ac, bc + ad). As we assume ∆A(a, b)
surjective there is a derivation δ such that δ(a) = wa + b and δ(b) = a+ wb for some
w ∈ k. Hence, for certain z1, z2, z3, z4 ∈ k,
0 = δ(ad + bc)
= (wa + b)d+ a(z3c+ z4d) + (a+ wb)c+ b(z1c+ z2d)
= (z2 + 1)bd+ z1bc+ z4ad
= (z2 + 1)bd+ (z4 − z1)ad
and
0 = δ(ac) = (wa+ b)c+ a(z1c+ z2d) = bc+ z2ad = (z2 − 1)ad
If z2 6= 1 we get I ⊇ (ac, bc, bd), and we have already seen in step (2a) that our
assumptions then imply I ⊇ (ac, ad, bc, bd). If z2 = 1, then we get bd − z · ad =
(b− za)d ∈ I for some z ∈ k (and this is where the assumption char(k) 6= 2 is crucial).
After applying an automorphism we may assume that I contains ac, bd and ad+ bc.
In either case we may now assume that I ⊇ (ac, bd). Since ∆A(a, b) is surjective there is a
derivation δ on A such that δ(a) = wa + b for some w ∈ k. Then δ(c) = z1c + z2d for certain
z1, z2 ∈ k and therefore
0 = δ(ac) = (wa+ b)c+ a(z1c+ z2d) = bc+ z1ad
Hence bc+z1ad ∈ I. In case z1 6= 0 we may then apply an automorphism, and then we may assume
I ⊇ (ac, bd, ad + bc). If z1 = 0 then we have seen already that I = (ac, bc, ad, bd) follows. 
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Note that if J = (ac, bd, ad + bc) in the previous lemma, then ∆kQ/J(a, b) = ∆kQ/J(c, d), as the
following proposition shows. It will be quite important later on that there is a kind of converse to
this (see Proposition 5.22).
Proposition 5.18. Let A = kQ/I be a non-wild finite-dimensional algebra, and let a, b, c, d be
distinct arrows in Q such that s(a) = s(b), t(a) = t(b) = s(c) = s(d) and t(c) = t(d). If ac, bd, ad+
bc ∈ I, but ad 6∈ I, then ∆A(a, b) = ∆A(c, d).
Proof. Our assumption that A is not wild implies that a and b are the only arrows in Q from s(a)
to t(a), and the analogous statement is true for c and d. Hence, if δ is a derivation of A, then there
are x1, . . . , x4, y1, . . . , y4 ∈ k such that
δ(a) = x1a+ x2b δ(b) = x3a+ x4b δ(c) = y1c+ y2d δ(d) = y3c+ y4d
Note that
∆A(a, b)(δ) =
1
2
(x1 − x4)H + x3E + x2F, ∆A(c, d)(δ) =
1
2
(y1 − y4)H + y3E + y2F
Now 0 = δ(ac) = x2bc+ y2ad = (x2 − y2)bc, which implies x2 = y2. In the same vein, 0 = δ(bd) =
(x3 − y3)ad, which implies x3 = y3. Lastly
0 = δ(ad+ bc) = (x1 + y4)ad+ (x4 + y1)bc = (x1 − x4 + y4 − y1)ad
which implies x1 − x4 = y1 − y4. The claim follows. 
Lemma 5.19. Let A = kQ/I be a non-wild finite-dimensional algebra with rad3(A) = {0}, and
assume C = ((a1, b1), (a2, b2)) is a surjective Kronecker chain in A with t(a2) 6= s(a1) (that is, C
is non-circular). Then A is isomorphic by base change to kQ/J for some admissible ideal J such
that
a1a2, b1b2, a1b2 + b2a1 ∈ J
Moreover, we have ∆kQ/J(a1, b1) = ∆kQ/J(a2, b2), which implies that ∆A(a1, b1) and ∆A(a2, b2)
are conjugate.
Proof. Let e = e1+e2+e3, where e1, e2 and e3 are the standard idempotents in A corresponding to
the vertices s(a1), t(a1) and t(a2), respectively. As A is non-wild, it follows that dimk(e1Ae2) ≤ 2
and dimk(e2Ae3) ≤ 2. Combined with Lemma 5.2, this shows the algebra B = eAe/Ae3Ae1A has
quiver
Q′ : 1 2 3
a1
b1
a2
b2
Note that any derivation of A sending the standard idempotents to zero will stabilise e3Ae1
and, as a consequence, Ae3Ae1A. So in fact the natural epimorphism eAe ։ B induces a map
HH1rad(eAe) −→ HH
1
rad(B), and thus ∆eAe(ai, bi) is obtained from ∆B(ai, bi) by precomposing with
this map. The map ∆A(ai, bi) factors through ∆eAe(ai, bi) by Proposition 5.8. Hence, if either
∆A(a1, b1) or ∆A(a2, b2) is surjective (which is the case by assumption), then either ∆B(a1, b1) or
∆B(a2, b2) is surjective.
As B is non-wild, Lemma 5.17 implies that B is isomorphic by base change to kQ′/J ′, where J ′ ⊇
(a1a2, b1b2, a1b2 + b1a2), and if this inclusion is an equality, then ∆kQ′/J ′(a1, b1) = ∆kQ′/J ′(a2, b2)
by Proposition 5.18. It follows that A is isomorphic by base change to kQ/J for an admissible ideal
J such that a1a2, b1b2, a1b2+b1a2 ∈ e1(kQ/J)e3(kQ/J)e1(kQ/J)e3 ⊆ rad
3(kQ/J) = {0}. I. e. J ⊇
(a1a2, b1b2, a1b2 + b1a2). If J
′ in addition contains the relation a1b2, then so does J , contradicting
the definition of a Kronecker chain (specifically condition (1c)). Hence J ′ = (a1a2, b1b2, a1b2+b1a2),
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which implies that ∆kQ′/J ′(a1, b1) = ∆kQ′/J ′(a2, b2). As ∆kQ/J(ai, bi) factors through ∆kQ′/J ′(ai, bi)
for i = 1, 2, it follows that ∆kQ/J(a1, b1) = ∆kQ/J(a2, b2), as required. 
The second part of Theorem 5.12 (in the radical cubed zero case) follows immediately from the
above, with the exception of a circular Kronecker chain of length two.
Corollary 5.20. Let A = kQ/I be a non-wild finite-dimensional algebra with rad3(A) = 0. Assume
that C = ((a1, b1), . . . , (an, bn)) is a surjective maximal Kronecker chain in A. Assume moreover
that either n > 2 or t(an) 6= s(a1). Then all ∆A(ai, bi) are conjugate, and therefore surjective.
Proof. By assumption at least one of the ∆A(ai, bi) is surjective. Now we can apply Lemma 5.19 to
the Kronecker chains of length two containing (ai, bi), and repeat this process as often as required,
establishing in each step that two neighbouring ∆A(aj , bj)’s are conjugate. 
5.6. Establishing (S1). Our next goal is to establish the relations (S1). By the above, it will be
sufficient to do so in the case where the radical cubes to zero.
Lemma 5.21. Let A = kQ/I be a non-wild finite-dimensional algebra with rad3(A) = 0. Assume
that C = ((a1, b1), . . . , (an, bn)) is a surjective maximal Kronecker chain in A. Then the composition
of any arrow in C with any arrow not in C is zero.
Proof. As we have seen in Lemma 5.2, no arrow outside C may share its source or target with any
of the ai’s and bi’s. So the only arrows in C which could have non-trivial product with an arrow
not in C are a1, b1 (from the left) and an, bn (from the right). In particular we may assume that
s(a1) 6= t(an), as the claim is trivial otherwise.
Assume c is an arrow outside C. Let us first assume s(c) = t(an) = t(bn). Let en, en+1 and en+2 be
the idempotents in A corresponding to s(an), t(an) and t(c), respectively. Set e = en+ en+1+ en+2
if en 6= en+2, and e = en + en+1 otherwise. Clearly an and bn are the only arrows emanating from
en, and the only arrows terminating at en+1. If c is not the only arrow from s(c) to t(c) then our
claim must hold, since otherwise our Kronecker chain would not be maximal. So let us assume that
c is the only arrow from s(c) to t(c) .
Set B = A/(A(1 − e)A,Aen+2AenA) if en+2 6= en and B = A/A(1 − e)A if en+2 = en.
Since A is not wild, the algebra B is not wild either. Note that by the above discussion an, bn
and c are the only arrows of Q that do not map to zero in B. So B has quiver Q′ looking as follows
n n+ 1 n+ 2
an
bn
c or n n+ 1
an
bn
c
In the first case kQ′ is wild, so B needs to be a quotient of kQ′/((x1an + x2bn)c) for appropriately
chosen (0, 0) 6= (x1, x2) ∈ k
2. As enA(1 − e)Aen ⊆ rad
3(A) (any such path in Q starting in en
needs to pass through en+1 and some ei, for i 6= n, n + 1, n + 2) and enAen+2Aen ⊆ rad
3(A)
(for the same reason), we get from our relation in B the relation (x1an + x2bn)c = 0 in A (as
rad3(A) = 0). Similarly, in the second case, by [BH01, Theorem 1], B again must be a quotient of
kQ′/((x1an + x2bn)c) for (0, 0) 6= (x1, x2) ∈ k
2. Again enA(1 − e)Aen ⊆ rad
3(A), since any path
starting in en must pass through en+1 (and then, to be in the specified set, pass through a different
vertex before returning to en). Hence we get the relation (x1an+ x2bn)c = 0 in A regardless of the
case we are in.
By the surjectivity of ∆A(an, bn) (which follows by Corollary 5.20) we get, for any y1, y2 ∈ k, a
derivation δ on A such that δ(an) = wan + y1bn, δ(bn) = y2an +wbn for some w ∈ k. We will have
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δ(c) = zc for some z ∈ k, as no other arrow shares both source and target with c. Therefore
0 = δ((x1an + x2bn)c) = (w + z)(x1an + x2bn)c+ x1y1bnc+ x2y2anc
= (x1y1bn + x2y2an)c
As we may choose y1, y2 freely we get the relations anc = 0 and bnc = 0 in A (even in the special
case where x1 = 0 or x2 = 0).
Now we would also have to deal with the case where t(c) = s(a1) = s(b1). However, this case is
completely analogous to the above (technically it is even covered by the above if we replace A by
its opposite algebra, using [SS07, Ch. XIX, Lemma 1.4] again). 
5.7. Establishing (S2)–(S3) globally. We will now develop the tools to get the relations (S2)–
(S3) globally, using a type of patching argument based on the conjugacy of the representations
∆A(ai, bi) : HH
1
rad(A) −→ sl2 (for (ai, bi) in a Kronecker chain) that was established in Corollary
5.20. The following proposition is the tool to turn relations “holding up to isomorphism” into
genuine relations.
Proposition 5.22. Let A = kQ/I, where
Q : 1 2 3
a
b
c
d
or 1 2
a
b
d
c
and I is an admissible ideal. Assume that A is isomorphic by base change to kQ/J , where J ⊇
(ac, bd, ad + bc) and J + (ac, bd, ad, bc), and assume that ∆A(a, b) is surjective and ∆A(a, b) =
∆A(c, d). Then I ⊇ (ac, bd, ad + bc).
Proof. Fix J ⊇ (ac, bd, ad + bc), and fix an isomorphism by base change ϕ : A −→ kQ/J . We
necessarily have ϕ = TX(a, b) ◦ TY (c, d) for certain X,Y ∈ GL2(k), as a, b, c, d are the only arrows
in Q. Note that ∆kQ/J(a, b) = ∆kQ/J(c, d) by Proposition 5.18.
By Proposition 5.10 we have
∆A(a, b)(ϕ
−1 ◦ δ ◦ ϕ) = X ·∆kQ/J(a, b)(δ) ·X
−1
and
∆A(c, d)(ϕ
−1 ◦ δ ◦ ϕ) = Y ·∆kQ/J(c, d)(δ) · Y
−1
for any derivation δ of kQ/J . Due to the equalities of ∆’s we thus obtain
(X−1Y ) ·∆A(a, b)(δ) · (Y
−1X) = ∆A(a, b)(δ)
for all derivations δ of A. As ∆A(a, b) is surjective onto sl2 (by assumption) this implies X = z · Y
for some z ∈ k. Write x1, . . . , x4 for the entries of X. Then
ϕ(ac) = (x1a+ x2b)(zx1c+ zx2d) = zx
2
1ac+ zx1x2(bc+ ad) + zx
2
2bd = 0
ϕ(bd) = (x3a+ x4b)(zx3c+ zx4d) = zx
2
3ac+ zx3x4(bc+ ad) + zx
2
4bd = 0
and
ϕ(ad+ bc) = (x1a+ x2b)(zx3c+ zx4d) + (x3a+ x4b)(zx1c+ zx2d)
= zx1x4ad+ zx2x3bc+ zx2x3ad+ zx1x4bc = 0
Hence (ac, bd, ac + bd) ⊆ ker(ϕ), which implies I ⊇ (ac, bd, ac + bd), as ϕ is an isomorphism by
definition. 
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Corollary 5.23. Let A = kQ/I be a non-wild finite-dimensional algebra with rad3(A) = {0}, where
Q : 1 2 · · · n n+ 1
a1
b1
a2
b2
an
bn
for n ≥ 1 and I is an admissible ideal. Let us allow for vertex 1 to be equal to vertex n+1 if n ≥ 3,
but all other vertices must be distinct no matter what.
If C = ((a1, b1), . . . , (an, bn)) is a surjective Kronecker chain in A, then A is isomorphic by base
change to an algebra kQ/J in which aiai+1 = 0, bibi+1 = 0 and aibi+1+ biai+1 = 0 for i = 1, . . . , n,
and ana1 = 0, bnb1 = 0 and anb1 + bna1 = 0.
Proof. By Corollary 5.20 we know that all ∆A(ai, bi) are conjugate. Using Proposition 5.10 we can
then find Y1, . . . , Yn ∈ GL2(k) such that ∆kQ/J(ai, bi) = ∆kQ/J(aj , bj) for all 1 ≤ i, j ≤ n, where J
is the preimage of I under ϕ = TY1(a1, b1) ◦ · · · ◦ TYn(an, bn). Note that ϕ induces an isomorphism
by base change between A and B = kQ/J .
Fix 1 ≤ i ≤ n− 1, set e = ei + ei+1 + ei+2, and consider
Bi = eBe/eBei+2BeiBe
As B is non-wild, so is Bi, and therefore ai, bi, ai+1 and bi+1 are the only arrows in the quiver
of Bi. From Lemma 5.19 we know that aiai+1, bibi+1 and aibi+1 + biai+1 are relations in B
up to isomorphism by base change, so certainly the same is true in Bi. Lastly, ∆B(ai, bi) fac-
tors through ∆Bi(ai, bi), since any derivation of B sending the standard idempotents to zero sta-
bilises eBe and eBei+2BeiBe. In the same vein ∆B(ai+1, bi+1) factors through ∆Bi(ai+1, bi+1). As
∆B(ai, bi) = ∆B(ai+1, bi+1) it follows that ∆Bi(ai, bi) and ∆Bi(ai+1, bi+1) coincide on derivations
of Bi which come from derivations of B. By surjectivity of ∆B(ai, bi) it follows that if ∆Bi(ai, bi)
and ∆Bi(ai+1, bi+1) are conjugate, then they must be equal. By Lemma 5.17 ∆Bi(ai, bi) and
∆Bi(ai+1, bi+1) could only be non-conjugate if {0} = rad
2(Bi) = eiBiei+2, which is equivalent to
eiBei+2 ⊆ eiBei+2BeiBei+2 ⊆ rad
3(B) = {0}. But eiBei+2 = {0} (which implies eiAei+2 = {0})
is not allowed if C is to be a Kronecker chain. Hence ∆Bi(ai, bi) and ∆Bi(ai+1, bi+1) are conjugate
and therefore equal.
We can now apply Proposition 5.22 to obtain that aiai+1, bibi+1 and aibi+1 + biai+1 are zero in
Bi, which implies that, as elements of B, they are contained in eiBei+2BeiBei+2 ⊆ rad
3(B) = {0}.
Hence aiai+1 = 0, bibi+1 = 0 and aibi+1 + biai+1 = 0 in B, and this is true for all i.
The only thing left to show is that ana1 = 0, bnb1 = 0 and anb1 + bna1 = 0 in B. If
((a2, b2), . . . , (an, bn), (a1, b1)) is not a Kronecker chain, then these relations hold trivially. Oth-
erwise we may apply the same argument as before to this Kronecker chain, which gives us the
relations (noting that there is no need to repeat the step in which we apply an isomorphism by
base change). 
The above excludes the case of a circular Kronecker chain of length two, which is a special case
mainly for technical reasons. The following proposition deals with that special case.
Proposition 5.24. Assume A = kQ/I is a finite-dimensional non-wild k-algebra with rad3(A) =
{0}, where
Q : 1 2
a
b
d
c
and assume that ∆A(a, b) is surjective. Then A is isomorphic by base change to kQ/J , where
J ⊇ (ac, bd, ad+bc). If J + (ac, bc, ad, bd), then ∆kQ/J(a, b) = ∆kQ/J(c, d), and J ⊇ (ca, db, cb+da).
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Proof. By [BH01, Theorem 1] and the fact that rad3(A) = {0}, the algebra A is isomorphic to
kQ/J where
(1) ac ∈ J
(2) bd ∈ J
(3) (x1c+ x2d)(y1a+ y2b) ∈ J
(4) (x3c+ x4d)(y3a+ y4b) ∈ J
for xi, yi ∈ k such that x1x4 6= x2x3 and y1y4 6= y2y3. Any isomorphism of A is by base change,
as any non-zero path in A connecting the two vertices is an arrow. Hence we may assume without
loss of generality that I ⊇ (ac, bd).
As we assume ∆A(a, b) to be surjective, there is a derivation δ of A such that δ(a) = wa+ b and
δ(b) = a+ wb for some w ∈ k. Write δ(c) = z1c+ z2d and δ(d) = z3c+ z4d. Then
0 = δ(ac) = bc+ z2ad
If z2 is non-zero we can apply an isomorphism by base change, and assume without loss of generality
that bc+ ad ∈ I (which would conclude the proof of the first part). If z2 = 0, then I ⊇ (ac, bd, bc),
and considering 0 = δ(bd) = ad, we obtain I ⊇ (ac, bd, bc, ad), so we are also done in this case.
Now assume I ⊇ (ac, bd, ad+bc), but I + (ac, bd, ad, bc). By Proposition 5.18 we have ∆A(a, b) =
∆A(c, d). Applying what we have proved so far with the roles of a, b and c, d reversed shows that
there are X,Y ∈ GL2(k) such that J = T
−1
X (a, b)(T
−1
Y (c, d)(I)) contains ca, db and da + cb. Now
Proposition 5.22 implies that ca, db and da+ cb already lie in I, which completes the proof. 
All that is left to do now is see how all of these propositions and lemmas fit together.
5.8. Proof of Theorem 5.12. Theorem 5.12 holds for A if and only if it holds for every connected
component of A, hence we may assume A is connected. By Corollary 5.16 we may assume rad3(A) =
{0} Let us start with the first part. If C is a surjective maximal Kronecker chain in A, then
by Lemma 5.21 the relations (S1) are satisfied. This will remain to be the case in any algebra
isomorphic to A by base change. Now, given that the relations (S1) hold, the relations (S2)–(S3)
hold in A if and only if they hold in eAe/eJe, where e is the sum of all standard idempotents
associated with either the source or the target of one of the ai, and J is the ideal generated by
all arrows not in C. The algebra eAe/eJe is of the right form to apply either Corollary 5.23 or
Proposition 5.24 to it. Either way, it follows that there is an algebra isomorphic by base change to
eAe/eJe in which the relations (S2)–(S3) hold. By extending this base change by the identity we
get that A is isomorphic by base change to an algebra in which (S2)–(S3) hold, in addition to (S1)
(which is not affected by isomorphism by base change).
In the other direction, if (S1)–(S3) are satisfied in an algebra isomorphic by base change to A,
then C is surjective by Proposition 5.13 (as we noted before). The second part of the theorem
follows from either Corollary 5.20 or Proposition 5.24, depending on C.
5.9. Proof of Theorem 5.6. There is an exact sequence of Lie algebras
0 −→ r′′ −→ HH1rad(A)
ϕ◦pi
−−→ HH1rad(kQ
s),
where r′′ = ker(ϕ ◦ pi) is solvable by Corollary 2.5 and Corollary 3.3. Since A is non-wild, (the
proof of) Proposition 4.3 shows that HH1(kQs) ∼= sl⊕n2 ⊕ r
′, where n is the number of connected
components of Qs isomorphic to K2, and r
′ is solvable. By definition, the composition of ϕ◦pi with
one of the projections to sl2 is equal to one of the maps ∆A(a, b) for certain arrows a, b ∈ A (see
Proposition 5.8). Hence we get an exact sequence of Lie algebras
0 −→ r −→ HH1rad(A)
⊕
i
∆A(ai,bi)
−−−−−−−−→ sl⊕n2 ,
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where r is solvable and (a1, b1), . . . , (an, bn) are all pairs of arrows in A for which a map ∆A(ai, bi)
is defined (i.e. pairs of arrows whose corresponding arrows in Qs form a K2).
By Theorem 5.12 (2) the image of the rightmost map is isomorphic to a subalgebra of sl⊕m2 ⊕ r
′′′,
wherem is the number of maximal surjective Kronecker chains, which by Theorem 5.12 (1) coincides
with the number of equivalence classes of maximal Kronecker chains with standard relations, and
r′′′ is solvable. More precisely, we get a homomorphism of Lie algebras
(5.1)
⊕
i∈I0
∆A(ai, bi) : HH
1
rad(A) −→ sl
⊕m
2 ,
with solvable kernel, where I0 contains, for each equivalence class of maximal Kronecker chains
with standard relations, exactly one i such that (ai, bi) is involved in that Kronecker chain. Now
Proposition 5.13 provides, for each i ∈ I0, a Lie algebra gi ⊂ HH
1
rad(A) such that ∆A(ai, bi) maps
gi isomorphically onto sl2 (and ∆A(aj , bj)(gi) = {0} for any i 6= j ∈ I0, which follows from the
definition of the gi). It follows that HH
1
rad(A) is the direct sum of all of the gi (which the map in
(5.1) maps isomorphically onto sl⊕m2 ) and a solvable Lie algebra, as claimed.
5.10. Assorted examples. Let us now apply Theorem 5.6 to a few typical examples. All of the
algebras listed below are special biserial, and therefore tame. They also have trivial centre. The
primary purpose of these examples is to illustrate our main results. In addition to that, as a toy
application, we use the number of copies of sl2 in the first Hochschild cohomology as a derived
invariant (notwithstanding the fact that the contents of §6 are our main intended application).
(1) Let A = kQ/I, where
Q : 1 2 3 4
a
b
c
d
e
and I = (ac, bd, ad + bc, ce, de). Then ((a, b), (c, d)) is a maximal Kronecker chain with
standard relations, and by Proposition 2.7 and Theorem 5.6
HH1(A) = HH1rad(A)
∼= sl2 ⊕ r
for a solvable Lie algebra r. One can compute that in this example r = 0, and therefore
dim(HH1(A)) = 3.
(2) Let B = kQ/I, where
Q : 1 2 3 4
a
b
c
d
e
f
and I = (ac, bd, ce, df). The maximal Kronecker chain ((a, b), (c, d), (e, f)) does not have
standard relations, as (among other things) no linear combination of ad and bc lies in
I. Therefore HH1rad(B) is solvable, and HH
1(B) = HH1rad(B) by Proposition 2.7. One can
again compute dim(HH1(B)) = 3, but as HH1(B) is solvable, this algebra cannot be derived
equivalent to the algebra A from the previous point.
(3) Let C = kQ/I, where
Q : 1 2 3ac b
d
e
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and I = (ab, c2, d2, e2, cad, adb, dbe). It follows already from Theorem 4.4 that HH1rad(C) is
solvable. Since we assume char(k) 6= 2 one has HH1(C) = HH1rad(C), and one can compute
dim(HH1(C)) = 4.
(4) Let D = kQ/I, where
Q :
1 2
3
a
b
c
d
e
f
and I = (ac, bd, ad+bc, ce, df, cf+de, ea, fb, eb+fa). Then ((a, b), (c, d), (e, f)) is a maximal
Kronecker chain with standard relations, and therefore HH1(D) = HH1rad(D) = sl2 ⊕ r for
a solvable Lie algebra r. One can compute that dim(HH1(D)) = 4, and therefore r = gl1.
But as HH1(D) is non-solvable, the algebra D cannot be derived equivalent to the algebra
C from the previous point (although in this case this also already follows from the Cartan
determinant).
(5) Let the quiver Q be as in the previous point, and let J be the ideal in kQ generated by all
paths of length two. Set E = kQ/J . Then ((a, b)), ((c, d)) and ((e, f)) are maximal Kro-
necker chains of length one with standard relations, and therefore HH1(E) = HH1rad(E) =
sl2
⊕3 ⊕ r for a solvable Lie algebra r, and once again one can compute r = gl1.
6. On a question by Chaparro, Schroll and Solotar
The following question was proposed by Chaparro, Schroll and Solotar [CSS18].
Question 6.1. Is it true that, except in some low dimensional cases, the first Hochschild cohomology
space of any finite-dimensional algebra of tame representation type is a solvable Lie algebra?
Interpreted literally, the following example shows that this question has a negative answer, by
exhibiting tame algebras of arbitrarily high dimension which have non-solvable HH1.
Example 6.2. For any 2 ≤ n ∈ N, consider the finite-dimensional algebra An = kQn/ rad(kQn)2,
where
Qn : 1 2 · · · n− 1 n
Then An is a radical square zero algebra of tame representation type by Proposition 4.1 (2), since
the separated quiver Qs of An is the disjoint union of a Kronecker quiver and n − 2 copies of A2.
Moreover,
HH1(kQs) ∼= sl2
is not solvable, so by Corollary 3.3, neither is HH1rad(An) = HH
1(An).
Other examples can be constructed using Theorem 5.6. More importantly perhaps, there exist
large classes of algebras for which Question 6.1 does have a positive answer. Indeed, one of the
main results in [CSS18] is the following.
Theorem 6.3. [CSS18, Thm. 5.4] Let A be a gentle k-algebra, and char(k) = p 6= 2. Then HH1(A)
is solvable if and only if A is not the Kronecker algebra.
Let us sketch how to recover this result from Theorem 5.6, which applies since gentle algebras
are tame. First, note that for a gentle algebra A = kQ/I (where we can assume Q connected),
the ideal I is generated by paths of length two by definition. Hence for every loop a in Q we have
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a2 = 0. Since p 6= 2, Proposition 2.7 applies and HH1rad(A) = HH
1(A). To prove Theorem 6.3, it
hence suffices to show that for A not the Kronecker algebra, there is no maximal Kronecker chain
with standard relations.
Assume there does exist such a chain. By condition (S1) (which holds even without applying an
isomorphism by base change), we can assume that the algebra is equal to the maximal surjective
Kronecker chain, for otherwise there would exist an arrow c in Q such that there are two different
arrows a, b with either ca = cb = 0 (if t(c) = s(a) = s(b)) or ac = bc = 0 (if s(c) = t(a) = t(b)),
contradicting the definition of a gentle algebra. Since A is not the Kronecker quiver, we can further
assume that the length of the chain is n > 1. Let ((a, b), (c, d)) be a sub-chain. Conditions (S2) and
(S3) show that the k-vector space spanned by ac, ad, bc and bd is at most one-dimensional (this
property is left invariant by isomorphism by base change). However, in a gentle algebra precisely
two of these monomials must be relations, that is, the dimension of this space is exactly two, a
contradiction.
Another class of algebras for which Question 6.1 has a positive answer are the toupie algebras.
Toupie algebras form a class of special multiserial algebras which combine features of canonical and
monomial algebras. More precisely, the quiver Q of a toupie algebra has a unique source and a
unique sink and any other vertex is the source of exactly one arrow and the target of exactly one
arrow.
Theorem 6.4. [ALS18, Corollary 6.9]. Let A be a toupie algebra different from the Kronecker
quiver. If A is of representation finite type or tame, then HH1(A) is solvable.
Since a toupie algebra A has no loops, by Proposition 2.7, HH1rad(A) = HH
1(A). The non-wild
toupie algebras on two vertices are kA2 and kK2, and for toupie algebras with more than two
vertices, it follows from the description of Q that Qs does not contain an A˜1, hence Theorem 4.4
applies and one recovers Theorem 6.4.
6.1. Tame symmetric algebras. As a new application of Theorem 5.6, we now show how tame
symmetric algebras also provide a positive answer to Question 6.1. We can assume char(k) = p 6= 2,
since in this case we already know that HH1rad(A) is solvable by Theorem 4.4(1).
Theorem 6.5. Let A be a symmetric algebra of non-wild representation type, and p 6= 2. Then
HH1rad(A) is solvable if and only if A 6
∼= T (K2), the trivial extension of the Kronecker quiver.
Proof. If A ∼= T (K2), which is symmetric special biserial, hence tame, then HH
1
rad(A) is not solvable,
since it has a maximal Kronecker chain of length two with standard relations.
For the other direction, suppose that C = ((a1, b1), . . . , (an, bn)) is a maximal Kronecker chain
with standard relations in A, and A 6∼= T (K2) . We first claim that case (3) in Lemma 5.2 cannot
occur. Suppose it would, then if we denote by P the indecomposable projective module corre-
sponding to the source vertex of a1, condition (S1) ensures that top(P ) ≇ soc(P ), contradicting
the assumption that A is symmetric. Next, we claim that if we are in case (2) of Lemma 5.2, then
n = 2. Indeed, assume n > 2, then by (S2) and (S3), there is no non-zero cycle in A starting at
s(a1), so again, we find top(P ) 6∼= soc(P ). If we are in case (1) of Lemma 5.2, then A is a quotient of
the exterior algebra on two generators Λ(x, y) = k〈x, y〉/(x2, y2, xy + yx), which is not symmetric
since p 6= 2. The only quotients of Λ(x, y) which are symmetric are k and k[x]/(x2), which in
particular have a solvable HH1rad. If we are in case (2) for n = 2 of Lemma 5.2, then A is a quotient
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of B = kQ/I, where
Q : 1 2
a1
b1
a2
b2
and I = (a1a2, b1b2, a2a1, b2b1, a1b2 + b1a2, a2b1 + b2a1). In fact B ∼= T (K2). Since T (K2) has no
further symmetric quotients with maximal surjective Kronecker chains with standard relations, we
are done. 
6.2. Auslander algebras. Finally, we mention some examples of a different flavour. Remember
that an Auslander algebra Γ is a finite-dimensional algebra of gl.dimΓ ≤ 2 and dom. dim Γ ≥ 2.
Every Auslander algebra Γ arises as the endomorphism algebra Γ = ΓA = EndA(M) of an minimal
representation generator M for a representation finite algebra A. By [BL04, Section 4] there is an
injective morphism
HH1(ΓA)
c
−→ HH1(A),
and we claim this is compatible with the Lie algebra structure. Hence, assuming char(k) = 0, it
follows from Corollary 4.6 that HH1(Γ) is solvable.
To see the compatibility, note that there is a fully faithful functor
−⊗A P : Perf(A) −→ Perf(ΓA),
for P = HomA(M,A), which by [Kel03, §3.3] induces a morphism of Gerstenhaber algebras
(6.1) HH∗(ΓA) −→ HH
∗(A).
One checks that the morphism c, which is constructed in [BL04, Theorem 3.5] is exactly the degree
one component in (6.1), so c is a morphism of Lie algebras.
6.3. A class of special biserial algebras. In [MNP+18], the Gerstenhaber algebra structure
on the Hochschild cohomology ring of a specific class of special biserial algebras was explicitly
determined. These algebras are defined as follows: consider the quiverQ withm vertices 0, . . . ,m−1
and 2m arrows ai : i −→ i + 1 and ai : i + 1 −→ i, for i = 0, . . . ,m − 1. Considering the indices
modulo m, let
An = kQ/(aiai+1, ai+1ai, (aiai)
n − (ai−1ai−1)
n).
Since this algebra is special biserial, it is tame, and Theorem 4.4 immediately implies that HH1(An)
is solvable, which was verified by explicit computation in [MNP+18, Section 9.1]. Of course the
results of [MNP+18] are much stronger, and solvability of HH1 is only mentioned as a side-note.
Acknowledgements. We would like to heartily thank Geoffrey Janssens for alerting us to Question
6.1, which was the initial motivation for us to write this paper.
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