In this paper we give new results on the fault{tolerance capabilities of the star graph. We rst consider the problem of determining the maximum number r(n) of vertices in an n! vertices star graph S n such that by removing any set of vertices and/or edges from S n of cardinality at most r(n) the diameter of S n does not increase. Subsequently, we give an algorithm for broadcasting a message in S n in optimal time (the diameter of S n ) and using the minimum possible number of message transmissions, i.e., n! ? 1, in presence of up to r(n) vertex or edge faults, assuming the set of faults is known to all vertices of the network. We also extend this result to the case in which there is no global knowledge on the faulty elements.
Introduction
The star graph was proposed in 1, 4] as an attractive alternative to the n{cube for interconnecting processors on a parallel computer. Since then, the star graph has been subject of extensive studies: its topological properties have been analysed in 9, 11, 33, 36] , its fault{tolerance has been studied in 2, 3, 13, 17, 19, 25, 28] , the problem of designing parallel algorithms for star graph{based interconnection networks has been studied in 5, 6, 7, 12, 26, 29, 30, 34] . In this paper we give new results on the fault{tolerance capabilities of the star graph.
We rst consider in Section 3 the problem of determining the maximum number r(n) of vertices in an n! vertices star graph S n such that by removing any set of vertices and/or edges from S n , of cardinality at most r(n), the diameter of S n does not increase. Our result complements that of 17, 25, 28] in which it is proved that the diameter of the star graph S n increases only by 1 when the number of faulty elements is smaller than its connectivity.
Subsequently, we consider the problem of broadcasting a message in S n in the minimum possible time, i.e., in a number of time units equal to the diameter of S n , in presence of faulty vertices and edges. Obviously, we assume that the number of faulty elements in S n is upper bounded by the previously found parameter r(n), since there are con gurations of r(n) + 1 faults that force the diameter of S n to increase by one. The problem of broadcasting a message in interconnection networks has received considerable attention and has been studied in a varieties of networks under several assumptions (see 14, 23, 24] and references therein quoted). Broadcasting in faulty networks has been extensively studied (see 8, 15, 16, 21, 18, 20, 32] ). Here we assume that in each step it is possible to send the message to be broadcast from any informed vertex to several of its neighbors.
The size of the message must be O(n) and each vertex is allowed local computation polynomial in n. Obviously, if each processor sends the message to all of its neighbours then the problem of broadcasting in time equal to the diameter of S n can be trivially solved. However, this would imply a solution to our problem with a total of n!n message transmissions. Instead, we would like to have a broadcasting algorithm that uses the minimal possible number of message transmissions, that is, a number of message transmissions equal to n! ? 1. The analogous problem for the hypercube has been studied and solved optimally by Peleg in 31] . We present our solution in Section 5, under the assumption that the set of faults is known to all vertices in the network (as done also in 31] ). Finally, in Section 6 we consider the problem of broadcasting optimally when there is no global knowledge of the faulty units in the networks. Example 1. Let us consider the 12-star graph S 12 , with vertex set V (S 12 ) = f1; 2; ; 9; A; B; Cg. Underlined groups of symbols denote cycles. Let u = 3142 756 98 BA C. Then, c(u) = 4, (u) = fCg and K 1 = (1342), K 2 = (576), K 3 = (89), K 4 = (A B). The leftmost cycle of u is K 1 and rightmost cycle of u is K 4 .
2 It was shown in 1] that the length d(u; e) of the shortest path between any u 2 V (S n ) and e = 1 2 : : :n is d(u; e) = c(u) + n ? (u) ? 2 if u 1 
Let u; v be two arbitrary vertices of S n . Since S n is a Cayley graph, all paths from u to v are in one-to-one correspondence with the paths from uv ?1 to e. Thus, if we want to nd a path (route) from u to v we can nd a path P from uv ?1 to e and then multiply each vertex in P by v.
Consequently the problem of routing becomes that of sorting the symbols in the cycles. Moreover, we can say that the length d(u; v) of the shortest path between u and v is equal to d(u; v) = d(uv ?1 ; e):
We now present some simple consequences of (1) that we will use in Section 3.
Fact 1 Let x be any vertex of S n , and let B f1; ; ng n (x) be a set containing the symbols of k cycles of x, with k c(x). De ne b = b 1 : : :b n to be the vertex in V (S n ) such that b i = i, for each i 2 B (x), and b i = x i otherwise. Then, d(x; e) = d(x; b) + d(b; e).
We also notice that, by de nition c(u) (n ? (u))=2: 3) if d(u; e) = d(S n ) ? i, with i 2 f2; 3g, and u 1 6 = 1 then (u) ( 2 if i = 3 and n is even, 1 otherwise:
Proof. In order to prove 1) we distinguish two cases according to the relation between symbol u 1 and symbol 1. Let u 1 6 = 1 and assume, by contradiction, that (u) 1. By hypothesis, d(u; e) = d(S n ) = c(u)+n? (u)?2 c(u)+n?3, implying that c(u) d(S n )?n+3 = b3(n?1)=2c?n+3 = b(n+3)=2c. On the other hand, by (2) and the assumption that (u) 1, we obtain c(u) (n? (u))=2 b(n?1)=2c. The obtained contradiction proves 1) in case u 1 6 = 1.
Let u 1 = 1 and assume, by contradiction, that (u) 2. Since d(u; e) = d(S n ) = c(u)+n? (u) c(u) + n ? 2, we obtain c(u) d(S n ) ? n + 2 = b3(n ? 1)=2c ? n + 2 = b(n + 1)=2c. On the other hand, by (2) and (u) 2 we get c(u) (n ? 2)=2, reaching again a contradiction. To complete the proof, let us assume, by contradiction that n is odd and u 1 6 = 1. Since d(u; e) = d(S n ) = 3(n ? 1)=2 = c(u) + n ? (u) ? 2, we have c(u) = (n + 1)=2 + (u) contradicting (2) .
The easy proof of 2) and 3) is omitted since it can be obtained with arguments similar to the ones used in the proof of 1).
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By (1) and 1) and 2) of Fact 2 it is also immediate that c(u) = ( n=2 if d(u; e) = d(S n ), b(n ? 1)=2c if d(u; e) = d(S n ) ? 1:
(3)
Characterisation of minimal length paths
The following lemmata characterise minimal length paths between pairs of vertices in S n . Lemma 1 19] Let u; v be two arbitrary vertices of S n such that u i = v i , for some 2 i n. Then all minimal length paths from u to v go through vertices having i-th component equal to u i . Lemma 2 9] The path = (x 0 ; x 1 ; : : :; x h?1 ; x h = e) from vertex x 0 to vertex x h = e is a minimal length path if and only if for any j = 0; : : :; h ? 1 the vertex x j+1 is obtained from x j by applying the following rules: i) if x j 1 = 1 then x j+1 is obtained by exchanging x j 1 with any symbol x j s such that x j s 6 = s; ii) if x j 1 6 = 1 then x j+1 is obtained by exchanging x j 1 with the symbol x j s at the position s such that either x j 1 = s or the position index s belongs to a cycle of x j other than the cycle containing the symbol 1.
From Lemma 2 we get that there can be several minimal length paths from any vertex in S n and e. For our purposes, we need to specify a particular minimal length path; such a path is characterised by the following de nition.
De nition 1 The path x 0 ; e] = (x 0 ; x 1 ; : : :; x h?1 ; x h = e) from x 0 to x h = e is called canonical path from x 0 to x h = e if for any j = 0; : : :; h ? 1 the vertex x j+1 is obtained from x j by applying the following rules: 2) if x j 1 6 = 1 then x j+1 is obtained by exchanging x j 1 with the symbol x j s at the position s such that 2.1) if c(x j ) = 1 then s is the position for which x j 1 = s; 2.2) if c(x j ) = 2 then s is the smallest position of the rightmost cycle of x j ; 2.3) if c(x j ) > 2 then s is the second smallest position of the rightmost cycle of x j . By Lemma 2, a canonical path is a path of minimal length from x 0 to e. Example 2. Consider the 12-star graph S 12 , with vertex set f1; 2; ; 9; A; B; Cg. The canonical path from x 0 = 814256793BAC to x 8 = e = 123456789ABC is obtained by multiplying each vertex in the path uv ?1 ; e] with v, is a path from u to v. The path u; v] will be referred as the canonical path from u to v. Fact 3 Let x 0 ; x h 2 V (S n ). If x 0 ; x h ] = (x 0 ; x 1 ; : : :; x h?1 ; x h ) then for any x j belonging to x 0 ; x h ], the subpath of x 0 ; x h ] leading from x j to x h is the canonical path from x j to x h , that is, x j ; x h ] = (x j ; x j+1 ; : : :; x h ).
Faults
Let F V (S n ) E(S n ) be the set of faulty elements and partition it into two subsets F v and F e , where F v V (S n ) and F e E(S n ).
De nition 2 Given a set of faults F = F v F e , for each u; v 2 V (S n ) n F v a path = (u; w 1 ; : : :; w k ; v) from u to v is called fault{free if w i = 2 F v , for i = 1; : : :; k, and (u; w 1 ); (w k ; v); (w i?1 ; w i ) = 2 F e , for i = 2; : : :; k.
Given a set of faults F and any index i, with 2 i n, we de ne F i = ( a 1 a n and there exists x 2 F v such that x i = a; or there exists (y; z) 2 F e such that y i = a or z i = a ) De nition 3 For any set of faults F and each a 2 f1; : : :; ng, we call safe set (with respect to F) of the symbol a the set J(a) = fi : 2 i n; a 6 2 F i g: (4) Any vertex having symbol a in any position i 2 J(a) is neither a faulty vertex nor an endpoint of a faulty edge. The following result holds.
Lemma 3 If jFj n ? 2 then for any a 2 f1; : : :; ng it holds jJ(a)j n ? jFj ? 1: Proof. Since jF v j is the number of faulty vertices, there exist at most jF v j di erent indices i such that x i = a, with x 2 F v . Furthermore, for each edge (y; z) 2 F e and any a 2 f1; : : :; ng, symbol a can appear either in the same position in both y and z or in two di erent positions of which position 1 is one of them. Hence, jJ(a)j n ? jF v j ? (jF e j + 1) = n ? jFj ? In this section we present a stronger result about the fault-diameter. We will give indeed a necessary and su cient condition for S n to have the fault-diameter equal to the diameter d(S n ). Lemma 4 For any set of faults F, if d F (S n ) = d(S n ) then jFj r(n), where r(n) = 8 > > > < > > > : 1 if n = 5; 6, 3 if n = 7; 8, n ? 3 if n is odd and n 9, n ? 4 if n is even and n 10.
Proof. We will show that there always exists a vertex u 2 V (S n ) n feg and a fault set F of cardinality jFj = r(n) + 1 such that d F (u; e) d(S n ) + 1. Let n be odd and n 9. Choose a vertex x such that d(x; e) = d(S n ) and let u = xh2i. De ne the fault set F be F = fuh3i; ; uhnig, with jFj = n ? 2 = r(n) + 1. In such a case any fault{free path from u to e must go through x and hence be of length d(S n ) + 1.
Let n be even and n 10. In this case there exists at least a vertex u having two neighbors, x and y, at distance d(S n ) from e 1 . Therefore, any path leading from u to e through x or y has length d(S n ) + 1. De ning the set of faults as consisting of all neighbors of u but x and y, one has jFj = n ? 3 = r(n) + 1 and d F (u; e) d(S n ) + 1.
The analysis for n 8 can be found in the Appendix A.
2 In Section 4 we will show how to construct a fault{free path of length at most d(S n ) between any pair of vertices in S n under the hypothesis that the cardinality of the fault set F is at most r(n). This fact and Lemma 4 imply the following theorem Theorem 2 Let F V (S n ) E(S n ) be a set of faults. The fault diameter d F (S n ) is equal to d(S n ) if and only if jFj r(n).
Fault{free paths
Given a set of faults F of cardinality at most r(n) and a vertex u, we will give an algorithm to construct a fault{free path from u to vertex e of length at most d(S n ). We will call such a path safe path of u w.r.t. F and we will denote it by S(u). We rst need some more terminology and notation.
For any path P(u) from u to e, we denote its length by`(P(u)). We recall that c(u) and (u) denote the number of cycles and number of invariances of u, respectively. Notice that the set of invariances (u) can be seen as the set of symbols in u that are in the same position as in e. The construction of the safe path S(u) of u w.r.t. F is made by distinguishing two cases according to the value of u 1 .
Fault-free paths: u 1 = 1
For each j, with 2 j n, let P j (u) be the path de ned as follows P j (u) = (u; uhji) uhji; ehji] (ehji; e); (6) we recall that uhji; ehji] is the canonical path from uhji to ehji given in De nition 1. By Lemma 2, the path uhji; ehji] (ehji; e) has minimal length d(uhji; e); therefore,`(P j (u)) = 1+d(uhji; e):
Lemma 5 For j = 2; ; n, one has (P j (u)) = ( d(u; e) if u j 6 = j, d(u; e) + 2 if u j = j. 1 Choose u = 23416587 : : : n(n ? 1), the two neighbors are x = uh4i = 13426587 : : : n(n ? 1) and y = uh3i = 43216587 : : : n(n ? 1).
Proof. We proceed by cases analysis. First notice that the rst component of uhji is u j 6 = 1, for each 2 j n. If u j 6 = j then c(uhji) = c(u) and (uhji) = (u) ? 1 while NOT Found do if j 2 J(1) AND u j = j then assign to S(u) the path P j (u); Found = TRUE else j = j + 1 endif endwhile Lemma 6 Let u 2 V (S n ) n F v with u 1 = 1 and let jFj r(n). The algorithm SAFE ? PATH ? 1(u) always returns a safe path of u w.r.t. F. Moreover, S(u) is a shortest fault{free paths among the paths P j (u), for j 2 J(1), and`(S(u)) d(S n ):
Proof. Since jFj r(n) n ? 3, from Lemma 3 we have that the number of safe positions jJ(1)j for symbol 1 satis es jJ(1)j 2: Therefore, there exists at least one position j 2 J(1) with j 2. We show now that for any safe position j 2 J(1) the path P j (u) is fault-free provided that u; e 6 2 F. Indeed, by construction (6) of P j (u) (see De nition 1) the initial and terminal vertices in uhji; ehji] have the j-th component equal to 1. From Lemma 1 it follows that any vertex in uhji; ehji] has the j-th component equal to 1; that is, all the vertices in P j (u) (except for u and e) have symbol 1 in position j. Therefore, each vertex in P j (u) is neither a faulty vertex nor an endpoint of a faulty edge.
The above discussion, the choice of S(u) in SAFE ? PATH ? 1(u) and Lemma 5 immediately imply that S(u) is one of the shortest fault{free paths among the paths P j (u), for j 2 J(1). Let us prove now that`(S(u)) d(S n ): If d(u; e) d(S n ) ? 2 then the lemma follows trivially by Lemma 5. Let us suppose, now, that d(u; e) = d(S n ) ? 1. Since (u) 2 (by 2) of Fact 2) there are at least n ? 2 positions j such that u j 6 = j. Then since jJ(1)j 2, u 1 = 1 and 1 6 2 J(1), it follows that there exists at least one position j 6 = 1 for which j 2 J(1) and u j 6 = j. By Lemma 5, the length of P j (u) is equal to d(S n ) ? 1. The proof of the lemma is similar in case d(u; e) = d(S n ). 2 4.2 Fault-free paths: u 1 6 = 1 Let K 1 ; ; K c(u) be the cycles in u ordered from left to right (as de ned in Section 2). In the sequel we will write K i both to denote the cycle K i = (k i 1 k i`i ) and the set of its symbols fk i 1 ; ; k i`i g. Notice that 1 2 K 1 .
De nition 5 Let K i be a cycle of u. To sort the cycle K i of u means to put in (the nal) position j each element j of the cycle K i . The vertex v = v 1 v n such that v p = ( p if p 2 K i , u p otherwise, is said to be obtained from u by sorting the cycle K i .
De ne f i = minfj : j 2 K i g and s i = minfj : j 2 K i n ff i gg. Let 
The desired paths will be composed by a rst part from u to i j (u) and a second part from i j (u) to e. Namely, the intermediate vertex i j (u), for j = 2; ; n, is obtained as follows:
If j = u 1 , the intermediate vertex i j (u) is obtained from u by sorting the cycle K 1 ; If j 2 F, the intermediate vertex i j (u) is obtained from u by sorting the cycles K i and K 1 , where i is such that j = f i 2 K i ; If j 2 S and j 6 = s c(u) , the intermediate vertex i j (u) is obtained from u by sorting the cycles K i , K i+1 and K 1 , where i is such that j = s i 2 K i ; If j = s c(u) and c(u) > 2, the intermediate vertex i j (u) is obtained from u by sorting the cycles K c(u) ; ; K 2 ; K 1 , that is i j (u) = e; If j 6 2 F S fu 1 g, the intermediate vertex i j (u) is obtained by putting symbol u 1 6 = 1 in position j and then symbol 1 in position 1.
Formally, let us de ne for each j 2 F S fu 1 g C j = 8 > > > < > > > :
if j = s i 2 S and i 6 = c(u), K 1 K 2 K c(u) if j = s c(u) and c(u) > 2.
We have i j (u) = i j 1 ; ; i j n with i j p = ( p if p 2 C j ; u p otherwise, for j 2 F S fu 1 g; (8) i j (u) = ( uhjihri if u j 6 = 1 and u r = 1, uhji if u j = 1, for j 6 2 F S fu 1 g. (9) Notice that the rst symbol of i j (u) is always 1, for each j 2 f2; ; ng. We show now the construction of the n ? 1 paths leading from u to i j (u), for j = 2; ; n. We will denote by I j (u), for j 2 f2; ; ng, such paths. If j 2 F S fu 1 g then I j (u) = (u; uhji) uhji; i j (u)];
If j 6 2 F S fu 1 g, let r such that u r = 1, then I j (u) = ( (u; uhji)(uhji; uhjihri = i j (u)) if j 6 = r, (u; uhji = i j (u)) if j = r. (11) Notice that by Lemma 2, for each j 2 F S fu 1 g, the canonical path uhji; i j (u)] has minimal length d(uhji; i j (u)). Furthermore, considering by (11) the length of I j (u), for j 6 2 F S fu 1 g, we have`( I j (u)) ( = 1 + d(uhji; i j (u)) if j 2 F S fu 1 g 2 if j 6 2 F S fu 1 g. In the sequel, in order to simplify the notation, we will write i j for i j (u).
Lemma 7 The paths I j (u), for j 2 f2; ; ng, are pairwise vertex-disjoint.
Proof. In Appendix B. Proof. In Appendix B.
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We de ne now the paths from i j = i j 1 ; : : :; i j n to e, for j = 2; : : :; n. We recall that for each j we have that i j 1 = 1. The path from i j to e will be the path P t(j) (i j ) as de ned in (6) Notice that i j = e in case either c(u) 3 and j = s c(u) , or c(u) = 2 and j = f 2 , or c(u) = 1 and j = u 1 ; in such cases the path from u to e is simply I j (u) and we formally assume t(j) = 1 with P 1 (e) = ;. Note that, for each j; j 0 , with 2 j; j 0 n t(j) 6 = t(j 0 );
furthermore, for each 2 j n with t(j) 6 = 1 t(j) = 2 (i j ):
Lemma 9 The paths I j (u)P t(j) (i j ), for j = 2; : : :; n, are pairwise vertex{disjoint.
Proof. In Appendix B.
The following procedure computes the safe path of u w.r.t. F. SAFE-PATH-2 (u ) % u such that u 1 6 = 1 ] S(u) = ; A 1 = F S fu 1 g; A 2 = f2; ; ng n (F S fu 1 g (u)); A 3 = (u) k = 0 while S(u) = ; do k = k + 1;
if there exists a j 2 A k such that both I j (u) and P t(j) (i j ) are fault{free then assign to S(u) the path I j (u)P t(j) (i j ). endif endwhile
The following lemma will give useful properties of the safe path of u w.r.t. F, S(u), built by the algorithm SAFE ? PATH ? 2(u). Lemma 10 Let u 2 V (S n )nF v with u 1 6 = 1 and jFj r(n). The algorithm SAFE ? PATH ? 2(u) always builds a safe path of u w.r.t. F, S(u), such that 1. S(u) is a shortest fault{free path among the paths I j (u) P t(j) (i j ), for j = 2; 3; ; n.
2.`(S(u)) d(S n ).
Proof. In Appendix B 
To analyse the length of b S(u) we distinguish two cases according to the value of u 1 .
Case u 1 6 = 1. Let the rst component of uhji be u j = 1. By Lemma 8 we have b I j (u) = ; then b S(u) = P t(j) (i j ), where i j = uhji. From this and (14) we have that ( b S(u)) =`(P t(j) (i j )) = d(uhji; e) `(S(uhji)): (16) Moreover, since SAFE ? PATH ? 1(uhji) chooses the shortest fault{free path P h (uhji), for some h, and P t(j) (i j ) is fault{free we have that (S(uhji)) `(P t(j) (i j )) =`( b S(u)): (17) By (16) and (17) we get`(S(uhji)) =`( b S(u)).
Let the rst component of uhji be u j 6 = 1. Let i 2 f2; ; ng n fjg be the index such that uhjihii is the vertex successive to uhji on the path I j (u). By Lemma 8 we have b I j (u) = I i (uhji):
and`( S(uhji)) =`(I i (uhji)) +`(P t (i j )) for some t depending on uhji. By (14) , we have that t(j); t = 2 (i j ). Therefore, by Lemma 5 we have`(P t(j) (i j )) =`(P t (i j )) = d(i j ; e) and by (18) we get`( b S(u)) =`(S(uhji)).
Case u 1 = 1. Notice that in this case u j 6 = 1, for each j 2 f2; ; ng. By the construction of P j (u), the path b P j (u) = uhji; ehji](ehji; e) is the canonical path from uhji to e. By the de nition of the paths I h (uhji), for 2 h n, there exists an index h 0 such that i h 0 (uhji) = e and I h 0 (uhji) is the canonical path from uhji to e. Hence, b P j (u) = I h 0 (uhji).
Since P j (u) is fault{free, I h 0 (uhji) is fault{free too. Furthermore, since the safe path of uhji is chosen also by considering the path I h 0 (uhji) (by the algorithm SAFE ? PATH ? 2), Lemma 10 says that`(I h 0 (uhji)) `(S(uhji)). Then,`( b S(u)) =`( b P j (u)) =`(I h 0 (uhji)) `(S(uhji)). 2
Broadcasting with knowledge of faults
Let us x vertex e as the broadcasting originator. Let F be a collection of up to r(n) faulty vertices and edges, F (V (S n ) n feg) E(S n ). Assume that each vertex u knows the set F. We will present a fault tolerant broadcasting algorithm that uses the safe path of u w.r.t. F, S(u), for every destination u 2 V (S n ) nfeg. Obviously, we will use S(u) in the reverse direction with respect to its de nition. Few more de nitions are required.
For every destination u 2 V (S n ) n feg and safe path S(u), we refer to the predecessor of u on S(u), s(u), as the safe informer of u. (Let us stress, however, that the message might arrive at s(u) along a path other than the subpath of the path S(u) leading from e to s(u)).
The fault{tolerant broadcasting algorithm can be now speci ed by describing the actions taken by any vertex x 2 V (S n ).
BROADCASTING-1(S n ; F)
for each x 2 V (S n ) do in parallel upon receiving the message for the rst time Proof. It follows directly from Lemma 6 and Lemma 10 that while jFj r(n), there exists always a safe path of u w.r.t. F; that is, there is always a fault-free path for every non faulty destination.
2 Lemma 12 The computation required at each vertex is polynomial in n.
Proof. Given any non faulty vertex x, consider its n?1 neighbors. For each neighbor u, the vertex x constructs S(u); that is, x detects the safe path w.r.t. F of each neighbor. Since, by construction, each safe path to be examined can be computed in poly(n), this process is polynomial in n. 2 Lemma 13 Each non faulty vertex u gets the message within time`(S(u)), where S(u) is the safe path of u with respect to F. Proof. We proceed by induction on the length`(S(u)) of the safe path of u. If`(S(u)) = 1 then u is connected by a non-faulty edge to e, and therefore will receive the message after 1 time unit. Now, suppose`(S(u)) = d + 1, for some d 1. By Theorem 3, the subpath of S(u) leading from e to s(u) has length at least equal to the length of S(s(u)); that is, d =`( b S(u)) `(S(s(u))). Hence, by the induction hypothesis s(u) gets the message by time d, and consequently forwards it to u at time d + 1. 2 Corollary 1 Each vertex u gets the message within time d(S n ).
Proof. Immediate from Lemmas 6, 10 and 13.
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Lemma 14 The number of messages sent by BROADCASTING-1(S n ; F) is exactly n! ? 1. Proof. The Lemma immediately follows since each destination gets the message exactly once. 2 6 Broadcasting without knowledge of faults
In this section we assume that vertices do not know the set of faults F. We x, w.l.o.g., the vertex e as broadcasting originator. Let k r(n) be the maximum number of faults that can occur in S n .
Our fault-tolerant broadcasting protocol is based on the selection of k + 1 paths from the originator e to any vertex u 2 V (S n ) n feg. Such paths are selected among the shortest paths from e to u described (in the reverse order) in Section 3. We will call P(u; k) the set of such k + 1 paths.
To formalise, we distinguish two cases according to the value of u 1 . Let u 1 = 1. Denote with B(u; k) any set of k + 1 indices in fhju h 6 = hg if n ? (u) k + 1, or the set of the indices in fhju h 6 = hg plus (k + 1) ? (n ? (u)) indices in (u) n f1g, otherwise. Then, the set P(u; k) is de ned as follows P(u; k) = fP j (u) j j 2 B(u; k)g; (19) where the paths P j (u) are those given in (6) . By Lemma 5, the choice of the indices in B(u; k) implies that the paths in P(u; k) are the shortest paths among the paths constructed in Section 3.1. Furthermore, since k r(n) is the maximum number of faults, the construction of the paths P j (u) given in Section 3.1 assures that at least one fault{free path exists among the paths in P(u; k). Let u 1 6 = 1. Consider the sets F and S be as de ned in (7) , denote with B(u; k) a set of k + 1 indices chosen from the sets A 1 = F S fu 1 g, A 2 = f2; ; ng n (F S fu 1 g (u)) and A 3 = (u), in this order; that is, without choosing any index from the set A 2 until all the indices in A 1 have been chosen, and without choosing any index from the set A 3 until all the indices in A 2 have been chosen.
The selection of the paths in the set P(u; k) follows the same idea given in the algorithm SAFE ? PATH ? 2(u); that is, we will use the de nition of the paths I j (u)P t(j) (i j ) (given in Section 3.2). Formally P(u; k) = fI j (u)P t(j) (i j ) j j 2 B(u; k)g: (20) We are now able to give the fault{tolerant broadcasting algorithm. It is speci ed by describing the actions taken by any vertex x 2 V (S n ).
BROADCASTING-2(S n ; k)
for each x 2 V (S n ) do in parallel upon receiving the message for the rst time for each neighbor u do if x is the predecessor of u on some path in P(u; k) then forwards the message to u. endif endfor
Since the maximum number of faults is k r(n) and, by the results in Section 3, for each u the paths in P(u; k) are vertex disjoint, then there exists at least one fault-free path in P(u; k). Therefore, we get the following result.
Lemma 15 If jFj k then all non faulty destinations are reached by the message.
Moreover, we can repeat the proof of Lemma 13 and Corollary 1 and get the following results Lemma 16 Each non faulty vertex u gets the message within time d(S n ).
Since each destination gets the message at most (k + 1) times, the following Lemma immediately follows.
Lemma 17 The number of messages sent by the algorithm BROADCASTING-2(S n ; k) is at most (k + 1)(n! ? 1). Lemma 18 The computation required at each vertex is polynomial in n.
Notice that in the model considered in this section, that is when the vertices have no knowledge on the faults, the above bound on the number of transmissions is optimal. Indeed, each vertex must have the possibility of receiving at least (k + 1) times the message.
Appendix A Proof of Lemma 4 for n 8. Let n = 7 (resp. n = 5). Choose u = 2315476 (resp. u = 23154). There exists a neighbor of u, x = uh3i = 1325476 (resp. x = uh3i = 13254), whose distance from e is d(S 7 ) = 9 (resp. d(S 5 ) = 6). Furthermore, each of the neighbors of u in the set N = f5312476; 4315276; 7315426; 6315472g (resp. N = f53124; 43152g) has distance d(S 7 ) ? 1 = 8 (resp. d(S 5 ) ? 1 = 5) from e. Then, to have paths of length at most d(S n ) leading from u to e through the vertices in N, we must look for minimal length paths between e and vertices in N. On the other hand, any minimal length path from the vertices 5312476; 4315276 (resp. 53124; 43152) to e must go through one of the vertices in A = f2314576; 2314567g (resp. A = f23145g); and any minimal length path from the vertices 7315426; 6315472 to e must go through one of the vertices in B = f2315467; 2314567g. Therefore, if we set F = f3215476; 2314567; 2315467; 2314576g, with jFj = r(n) + 1 = 4 (resp. F = f32154; 23145g, with jFj = r(n) + 1 = 2) then d F (u; e) d(S n ) + 1. Let n = 8 (resp. n = 6). Choose u = 23416587 (resp. u = 234165). There exist 2 neighbors of u; namely, x = uh4i = 13426587 and y = uh3i = 43216587 (resp. x = uh4i = 134265 and y = uh3i = 432165), whose distance from e is d(S 8 ) = 10 (resp. d(S 6 ) = 7). Furthermore, each of the neighbors of u in the set N = f63412587;53416287;83416527;73416582g (resp. f634125; 534162g) has distance d(S 8 )?1 = 9 (resp. d(S 6 )?1 = 6) from e. Then, to have paths of length at most d(S n ) leading from u to e through the vertices in N we must look for minimal length paths from vertices in N to e. On the other hand, any minimal length path from the vertices 63412587; 53416287 (resp. 634125; 534162) to e must go through one of the vertices in A = f23415687; 23415678g (resp. A = f234156g); and any minimal length path from the vertices 83416527; 73416582 to e must go through one of the vertices in B = f23416578;23415678g. Therefore, if we set F = f32416587; 23415687; 23415678; 23416578g, with jFj = r(n) + 1 = 4 (resp., F = f324165; 234156g, with jFj = r(n) + 1 = 2) then d F (u; e) d(S n ) + 1.
2 K`+ 1 and K` K 1 . Hence, i j (u) = i i (uhji). Let j = s c(u) with c(u) > 2. From (8), i j is obtained from u by sorting K 1 ; ; K c(u) . Since j 2 K c(u) , the cycle of uhji that includes symbol 1 is K 1 K c(u) . Furthermore, by Def. 1 we have that i 2 K c(u)?1 , with i = s c(u)?1 if c(u) 4 and i = f c(u)?1 if c(u) = 3 (cfr. Def. 1). Therefore, i i (uhji) is obtained from uhji by sorting all the cycles in uhji, that is i i (uhji) = i j (u) = e. Finally let j = u 1 . From (8), i j is obtained from u by sorting K 1 . Since j = u 1 2 K 1 , the cycle of uhji that includes symbol 1 is K 1 n fu 1 g. Furthermore, by Def. 1 we have that i = u j = uhji 1 ; therefore, i i (uhji) is obtained from uhji by sorting the cycle of uhji including symbol 1, that is by sorting K 1 n fu 1 g. Hence, i j (u) = i i (uhji).
2
Proof of Lemma 9 Fix any j and h, with 2 j; h n and j 6 = h. By Lemma 7, the paths I j (u) and I h (u) are pairwise vertex{disjoint. We show now that no vertex belongs to both I j (u) and P t(h) (i h ), supposing P t(h) (i h ) 6 = ;. By de nition (6) each vertex (apart from i j ) of the path P t(h) (i h ) has symbol 1 in position t(h) 6 = r, where r is such that u r = 1. On the other hand each vertex (apart from i j ) of the path I j (u) has symbol 1 in position r. Therefore, I j (u) and P t(h) (i h ) are disjoint.
Finally consider P t(j) (i j ) and P t(h) (i h ). Each vertex (apart from i j ) of P t(j) (i j ) has symbol 1 in position t(j) while each vertex (apart from i h ) of P t(h) (i h ) has symbol 1 in position t(h). Since by (13) we know that t(j) 6 = t(h), we get that P t(j) (i j ) and P t(h) (i h ) are vertex disjoint. 2 Proof of Lemma 10 By Lemma 9, the paths I j (u)P t(j) (i j ), for 2 j n, are vertex disjoint. Since jFj r(n) n ? 3, there always exists an index j for which I j (u)P t(j) (i j ) is fault{free. This means that the procedure SAFE ? PATH ? 2(u) always nishes returning a safe path S(u) = I j (u)P t(j) (i j ) of u w.r.t. F, for some 2 j n.
We will prove now that S(u) is one of the shortest fault{free paths among the paths I j (u)P t(j) (i j ), for j = 2; ; n. It is su cient to prove that for any choice of j 1 2 A 1 ; j 2 2 A 2 ; j 3 2 A 3 (I j 1 (u)P t(j 1 ) (i j 1 )) `(I j 2 (u)P t(j 2 ) (i j 2 )) `(I j 3 (u)P t(j 3 ) (i j 3 )): (21) Consider rst j 2 A 1 = F S fu 1 g. By (12) we have`(I j (u)) = 1+d(uhji; i j ), which by De nition 1 gives`(I j (u)) = 1 + d(uhji; i j ) = d(u; i j ): Moreover, by (14) we know that t(j) = 2 (i j ), which together with Lemma 5 implies`(P t(j) (i j )) = d(i j ; e). Since, by (8) and Fact 1, d(u; i j ) + d(i j ; e) = d(u; e), it follows that`( I j (u)P t(j) (i j )) = d(u; e): (22) Consider now j 2 A 2 = f2; ; ng n (F S fu 1 g (u)). By (11) we havè (I j (u)) = ( 1 if u j = 1 2 if u j 6 = 1;
By (14) it holds that t(j) = 2 (i j ), therefore by Lemma 5, we have that (P t(j) (i j )) = d(i j ; e) = d(u; e) + 1 if u j = 1 or u j 6 = 1; r and j 2 K 1 d(u; e) otherwise,
where the last equality follows by (1), r being such that u r = 1.
Combining (23) and (24) we havè (I j (u)P t(j) (i j )) = d(u; e) + 3 if u j 6 = 1; r and j 2 K 1 d(u; e) + 2 otherwise.
Finally, consider j 2 A 3 = (u). By (11) we have`(I j (u)) = 2. By (14) it holds that t(j) = 2 (i j ), therefore by Lemma 5, we have that (I j (u)P t(j) (i j )) = 2 + d(i j ; e) = 2 + d(u; e) + 2 = d(u; e) + 4:
By (22), (25) and (26) we have (21) .
We prove now that`(S(u)) d(S n ). Let us rst suppose that S(u) = I j (u)P t(j) (i j ), with j 2 A 1 = F S fu 1 g. By (22) we havè (S(u)) =`(I j (u)P t(j) (i j )) = d(u; e) d(S n ):
Suppose now that S(u) = I j (u)P t(j) (i j ), with j 2 A 2 . By (3), (5) , and (7) one can prove that if d(S n ) ? 1 d(u; e) d(S n ) then jA 1 j r(n) + 1, we can then assume d(u; e) d(S n ) ? 2. By (25) (S(u)) =`(I j (u)P t(j) (i j )) = d(u; e) + 2 d(S n ) (27) but for the case d(u; e) = d(S n ) ? 2 and j 2 K 1 and u j 6 = 1; r when`(I j (u)P t(j) (i j )) = d(u; e) + 3. Let us then consider the case d(u; e) = d(S n ) ? 2 with j 2 K 1 and u j 6 = 1; r. By (1) and 3) of Fact 2, it is easy to prove that d(u; e) = d(S n ) ? 2 only if each cycle in u, and therefore the leftmost cycle K 1 has size jK 1 j 8 > > < > > : 5 if (u) = 0 and n is odd, 3 if (u) = 1 and n is odd, 6 if (u) = 0 and n is even, 4 if (u) = 1 and n is even.
Let D be the set of the positions j 2 K 1 \ A 2 such that u j 6 = 1; r, that is, D = K 1 n fj : u j = 1; rg n f1; u 1 g; we recall that 1; u 1 = 2 A 2 . By (28) we have that if (u) = 1 then D = ; and any path I j (u)P t(j) (i j ) has length d(u; e) + 2. Let us suppose, now, that (u) = 0. By (28) , if (u) = 0 then jDj ( 1 if n is odd, 2 if n is even.
This implies that the number of positions j 2 A 2 such that the paths I j (u)P t(j) (i j ) have length d(u; e) + 2 = d(S n ) is jA 2 j ? jDj ( jA 2 j ? 1 if n is odd, jA 2 j ? 2 if n is even.
Moreover, since (u) = 0 and the paths I j (u)P t(j) (i j ), for j 2 A 1 , are faulty we have (by (5)) jA 2 j = n ? 1 ? jA 1 j n ? 1 ? r(n) ( 2 if n is odd, 3 if n is even.
From this and (29) we have that there exists at least a fault-free path I j (u)P t(j) (i j ), for j 2 A 2 such that`(I j (u)P t(j) (i j )) = d(u; e) + 2 = d(S n ). Finally, suppose that S(u) = I j (u)P t(j) (i j ), with j 2 A 3 = (u). Notice that the hypothesis of this case cannot occur if d(u; e) = d(S n ) or d(S n ) ?1 (by (3), (5) , and (7)); furthermore, by 3) of Fact 2 and (5), we have that if d(u; e) = d(S n ) ? 2 or d(S n ) ? 3 then n ? 1 ? (u) r(n) + 1. This means that the above assumption can occur only if d(u; e) d(S n ) ? 4. By (26) we havè (S(u)) =`(I j (u)P t(j) (i j )) = d(u; e) + 4 d(S n ):
2
