We address the problem of simulating an arbitrary binary interactive first-order Markovian protocol over a pair of binary symmetric channels with crossover probability ε. We are interested in the achievable rates of reliable simulation, i.e., in characterizing the smallest possible blowup in communications such that a vanishing error probability (in the protocol length) can be attained. Whereas for general interactive protocols the output of each party may depend on all previous outputs of its counterpart, in a (first-order) Markovian protocol this dependence is limited to the last observed output only. Previous works in the field discuss broader families of protocols but assess the achievable rates only at the limit where ε → 0.
I. INTRODUCTION Suppose Alice and Bob wish to communicate using some interactive communication protocol, where at time point i Alice sends the bit A i and Bob, after having observed Alice's transmission, replies with the bit B i . The transcript associated with this protocol is therefore A 1 , B 1 , A 2 , B 2 , · · · , A n , B n where
The protocol consists of the sets of Alices transmission functions f n def = {f 1 (·), . . . , f n (·)} and Bob's transmission functions g n def = {g 1 (·), . . . , g n (·)}. Now, suppose that Alice and Bob are connected by a pair of Binary symmetric channels (BSC's) with a crossover probability ε. Namely, the channel from Alice to Bob is
The symbol "+" denotes addition over GF (2) and Z j , W j are mutually independent Bernoulli i.i.d. sequence with Pr(Z j = 1) = Pr(W i = 1) = ε. Alice and Bob would like to devise a coding scheme that will enable a reliable simulation of the original transcript over the noisy BSC's. Reliable simulation in this context means that for any protocol, the probability of either Alice or Bob making an error in recovering the original transcript goes to zero with the transcript length. The coding scheme would comprise Alice's and Bob's transmission policies. Namely, the coding scheme will determine Alice's and Bob's transmissions (X j and U j respectively) which depend on their transmission functions (f n and g n respectively) and their corresponding sets of previously received inputs. Since the transmissions can depend on the received inputs, the coding scheme itself might also be interactive. It is important to note that while in the original transcript the order of speakers was alternating on a symbol basis (Alice, Bob, Alice, Bob etc.), this is not necessarily the case with the order of transmissions over BSC. Specifically, Alice or Bob can use the channel for several consecutive channel uses while the other party is silent. We count the total number of channel uses on either channel and denote it byñ.
The rate of any communication scheme that attempts to simulate the original transcript is therefore
where 2n is the length of the original transcript. As usual, one is interested in characterizing the capacity, namely the maximal rate for which reliable simulation is possible. The problem described above was originally introduced and studied by Schulman [1] . In this seminal work, he showed that reliable simulation with a positive rate (i.e., a positive capacity) can be achieved for any ε = 1/2. Kol and Raz [2] further studied the problem in the limit of ε → 0 and introduced a scheme achieving a rate of 1 − O( h(ε)) (where h(·) denotes the binary entropy function). They also showed that for a larger class of protocols with non-alternating rounds the rate is upper bounded by 1−Ω( h(ε)). These results demonstrate a separation between one-way and interactive communications, as the one-way capacity is given by 1 − h(ε). In [3] , Haeupler examined a more flexible channel model than ours, in which at every time slot Alice and Bob can independently decide if they want to use the channel as a transmitter or as a receiver. This flexibility can potentially lead to collisions, but was shown to eventually increase the achievable rate to 1 − O( √ ε). Haeupler also conjectured that this rate is order-wise tight under adaptive transmission order, i.e., that the rate of any such reliable scheme is upper bounded by 1 − Ω( √ ε). We note that the general problem of exactly determining the capacity for any fixed ε in the interactive setup is still wide open.
In order to better understand the gap between the one-way and interactive setups for ε → 0, Haeupler and Velingker [4] considered a more restrictive family of protocols that are "less interactive", where Alice and Bob have some limited average lookahead, i.e., can often speak for a while, without requiring further input from their counterpart (hence, can use short error correcting codes). They showed (also for adversarial noise) that when this average lookahead is poly(1/ε) then the capacity is 1 − O(h(ε)), i.e., is order-wise the same as the one-way capacity.
In this study, rather than restricting the "interactiveness" of the protocol as above, we restrict the memory of the protocol. Specifically, we consider Markovian protocols for which the lookahead can be as short as one (i.e. highly interactive), but where Alice and Bob need only recall the last bit they have received. For these Markovian Protocols, we show that reliable simulation is possible at any rate smaller than Shannon capacity. This surprising result is, to the best of our knowledge, the first example in which Shannon capacity is achievable in a non-trivial interactive setup. This result closes the question proposed in our previous study [5] in which only achievable simulation rates where given.
II. MARKOVIAN PROTOCOLS A (first-order) Markovian protocol is a protocol in which each party needs to know only the last transmission of its counterpart in order to decide what to send next, and not the entire set of past 
where now, in contrast to (1), the transmission functions f i (·), g i (·) depend only on what was last received (B i−1 and A i respectively).
The probability of error attained by a scheme is defined to be the maximal probability that either Alice or Bob fail to exactly simulate the original transcript, where the maximum is taken over all possible Markovian protocols. A sequence of schemes with rate at least R and error probability approaching zero is said to achieve the rate R. The capacity for Markovian protocols over BSC's is the supremum over all such achievable rates, and is denoted by C Markov (ε). Note that C Markov (ε) cannot exceed the one-way Shannon capacity of the BSC, i.e.,
as this is the maximal achievable rate for the special case of non-interactive protocols. In the sequel we prove that C Markov (ε) = 1 − h(ε) by giving an explicit capacity achieving coding scheme.
III. BUILDING BLOCKS FOR THE CAPACITY ACHIEVING SCHEMES
We start by noting that the Markovian transmission functions f i (·), g i (·), are binary functions that map a single input bit to a single output bit. There are only four such functions, µ 1 , µ 2 , µ 3 , µ 4 which are elaborated in Table I . We observe that µ 1 and µ 2 are additive, i.e. X = Y + ξ and ξ is either 0 or 1. µ 3 and µ 4 are constant functions, namely, the output is 0 or 1 regardless the input. In the sequel we refer to the µ 3 and µ 4 as "stuck functions". The capacity achieving scheme is based on the properties of these functions and two simple principles termed non-interactive simulation, and block-wise interactive coding defined herein.
A. Non-Interactive Simulation
We observe that if Bob knows all Alice's transmission functions, he can simulate the entire transcript off-line (i.e. without using the channel). Then, he can send his part of the transcript to Alice, which can in-turn simulate her part.
Since there are only four transmission functions, Alice needs at most two bits for the representation of each function. In addition, if Bob has some side information that reduces the number of functions used by Alice, she can use less than two bits (e.g. if Bob knows that Alice's functions are additive, she can use only a single bit).
A simple non-interactive (and not capacity achieving) scheme can be built as follows: Alice sends Bob all here functions, and then Bob simulates the transcript off-line and feed his part of the protocol to Alice. Alice, needs to send 2n bits and Bob needs n bits. Both parties can use capacity achieving block codes for their transmissions so a rate of 2/3 the Shannon capacity can be trivially achieved. Let us start with the following simple example. Suppose the transcript is
The length of the transcript is eight, and both Alice and Bob transmit four times. The order of speakers is Alice, Bob, Alice, Bob etc. By the Markovity assumption, B 1 is a Markovian function of A 1 , A 2 is a Markovian function of B 1 and so on. Now, assume that Alice can explicitly calculate the value of A 3 without having to simulate the protocol. For example, assume that A 3 is a stuck position (as explained in Section IV) of that Alice knows B 2 before simulating the protocol, and can therefore calculate A 3 (as explained in Section V). Since by the Markovity assumption, B 3 is a function of A 3 alone (and not of previous transmissions), it is possible to simulate the protocol in the following order:
Bob where the identity of the speaker is written under the brace. Namely, Alice sends two consecutive transmissions, then Bob sends two consecutive transmissions etc.
This notion is generalized in Table II . We assume that Alice knows her transmission at the beginning of every block (A 1 , A m+1 , etc. ). Then the protocol can simulated in vertical blocks according to the columns of the table. For example, the block contains A 1 , A m+1 , ..., A n−m+1 (colored blue in the table) sent from Alice to Bob, the second vertical block is B 1 , B m+1 , ..., B n−m+1 (colored red in the table) sent from Bob to Alice etc.
Note that now, Alice and Bob communicate in vertical blocks of length n/m, but the transmissions within every block are independent and hence non-interactive. Therefore a block code can be used for every block. Also note, that the interaction is being carried out between consecutive blocks, which explains the term block-wise interactive. In addition, if the length of the vertical block code p, is large enough and the number of vertical blocks 2m, is not too large, the probability of error in one (or more) block codes can go to zero with n. This notion is made rigorous in the following basic lemma. Lemma 1. Suppose l(n) independent blocks of b(n) bits, are to be conveyed over BSC(ε) at rate R b < C BSC and n → ∞. Then, if b(n) = Ω(log(l(n))), the probability of error in the decoding of one or more blocks is o(1).
Proof. The proof is by straightforward implementation of Gallager's random coding error exponent and the union bound. Due to [6] [Theorem 5.6.4], the probability of decoding error in a single block is upper bounded by:
where E r (R b ) (the error exponent) is strictly positive and independent of n for any 0 ≤ R b < C BSC and b(n)/R b is the length of the block code. Now, having l(n) independent such blocks, the probability of error in one or more blocks can be upper bounded using the union bound:
where (a) is by the assumption that b(n) = Ω(log(l(n))).
Now assume that a vertical block code of rate R b is used, that l(n) = 2m, and that b(n)l(n) = 2n. The total number of transmissions is therefore l(n)
, so by (2), the total rate of the scheme is R = R b . If l(n) and b(n) satisfy the condition in Lemma 1, then reliable simulation in any rate below Shannon's capacity in possible.
We now provide two schemes that achieve the Shannon capacity using vertical coding. The schemes differ in the way the separation into blocks is implemented.
IV. FIRST CAPACITY ACHIEVING SCHEME : A RANDOM PARTITION INTO BLOCKS
In the first step of the scheme, Alice partitions her transmission functions into segments, possibly of non-uniform length, all starting with a stuck function. Then she conveys the partitioning to Bob. This is done as follows:
1) Regard A 1 as a stuck function, and repeat sequentially: suppose the last block so far starts with a stuck function at time j. Look for the first stuck function at time k ≥ j + √ n. Then the next block will start at time k. The length of each block created in this process is at least √ n. The number of blocks is p ≤ √ n. 2) Alice communicates to Bob the starting point of every block. This can be regarded as a binary sequence of length n with at most √ n ones. It can be described to Bob using no more than ( √ n + 1) log(n), where the total number of ones, and the location of every one in the sequence are described using log(n) bits. We note that while more efficient compression methods can be considered, the overhead inflicted by this method is negligible when normalizing by n and taking n to infinity. After performing these steps, Alice and Bob are coordinated with regard to the partition into blocks as depicted in Fig. 1 we use block-wise interactive coding for Part A and non-interactive simulation for Part B. In Part A we have l(n) = 2 √ n blocks each having n(n) = p > n 1 4 information bits. So, the condition of Lemma 1 is satisfied and Part A can be reliably simulated at any rate below Shannon's capacity. As for the non-interactive simulation, it is assured by construction that there are no stuck functions in Part B. Therefore, Alice can describe the transmission functions of Part B using a single bit each. These bits can be appended to the last block Alice sends in the block-wise interaction phase, and due to the large block length can be reliably decoded. Then, Bob can simulate his transmissions of Part B off-line and send them to Alice. 
. This term approached n as n → ∞, which implies that asymptotically Alice needs n(1 + o(n)) in order to represent her functions. Bob then needs n bits to send his part of the transcript (after simulating it off-lines). Both Alice's and Bob's transmissions can be sent in large blocks using capacity achieving codes, thus
which by the definition in (2) implies that R is Shannon's capacity for BSC(ε).
V. SECOND CAPACITY ACHIEVING SCHEME: REGULAR PARTITION INTO BLOCKS AND PREDICTION OF THE FIRST TRANSMISSION
In this scheme, the blocks are constructed to be all equal length m exactly as in Table II . We now give an algorithm that enables Alice to calculate her first transmission in every block efficiently, and without having to simulate the protocol. More explicitly, we give an algorithm, that for every block i ∈ {1, ..., n/m}, comprising the transmissions A (i−1)m+1 , B (i−1)m+1 , ..., A i×m , B i×m , enables Alice to calculate Bob's last transmission B i×m , provided that B (i−1)×m is given, and with the cost of exchanging O(log m) between her and Bob (we set B 0 = 0 without loss of generality). Once Alice knows B (i−1)×m , she can calculate her following transmission A (i−1)×m+1 using her transmission function.
We note that this algorithm can be regarded as a special pointer jumping game. But in contrast to the classic setting [7] , in which the alphabet size of the players goes to infinity, the number of rounds is fixed and the mapping functions are fixed, in our case the size of the alphabet is two, the number of rounds goes to infinity and the functions change over time.
The algorithm is implemented in the following steps for every block i: 1) Bob conveys to Alice s B , the index of the latest stuck function in the block. Namely, if there exists at least one value 1 ≤ j ≤ m, for which either B (i−1)m+j = 0 or B (i−1)m+j = 1, then: 
In the case where s = 0, B m corresponds to the following equation:
We note that except the case where i = 1 (for which we set B 0 = 0) Alice cannot calculate this value without knowing B (i−1)m , and the explicit calculation will take place later. We note that in every Bob and Alice exchanged 2 log(m + 1) + 1 bits altogether. The total number of bits is therefore:
We can now set m = √ n and observe that 1) N = o(n) 2) Since by construction, the transmissions of every block are independent, they can be done in parallel. I.e. can implement the calculation in three rounds: Bob to Alice (s B and v B for all blocks), Alice to Bob (s A for all blocks), Bob to Alice (p B for all blocks). Each of there rounds contains O(n/m log m) bits, so it can be transmitted reliably using a block code. Finally, Alice needs to calculate B im for 1 ≤ in/m − 1. She can do that inductively from i = 1 to i = n/m − 1 using (3) or (4) (according to the value of s in the block). Once Alice knows B (i−1)m for all i = 1, ..., n/m, she can calculate her first transmission in every block (i.e. A (i−1)m+1 for every i = 1, ..., n/m). Therefore, the protocol can be simulated using block-wise interaction with l(n) = 2 √ n blocks of length b(n) = √ n. So, the condition in Lemma 1 is satisfied and reliable simulation in any rate below Shannon's capacity in possible.
VI. EXTENSION TO HIGHER ORDER MODELS
The binary first order Markovian can be extended in two ways: either considering a binary model with a larger memory, or by leaving the Markovian model of the same order and extending the alphabet size. While both extensions are essentially similar, we prefer to discuss the second one.
We note that our coding schemes presented in Sections IV and V do not extend naturally to all possible protocols of a higher order, they are still applicable for most protocols of a finite higher order.
To explain this point, assume that the transmission functions are drawn uniformly i.i.d over the space of all transmission functions. We modify the algorithms as follows:
1) For the scheme in Section IV, always look for the next stuck function within an opportunity window of size o( √ n) (for example, set the length of the opportunity window to be n 1/4 ). If the procedure does not succeed, declare failure. bits. K is the number of bits required to describe a single function, and is constant, therefore N = o(n) and the number of bit required for the calculation of the initial transmission in every block is negligible. If a stuck function was not found inside the opportunity window (of size o( √ n)) at least for one block, failure is declared. It is not difficult to show, that if the transmission functions are drawn uniformly and i.i.d, then the procedure described will be be successful with high probability (or, for almost all protocols).
