In this paper we consider two functional limit theorems for the non-linear functional of the stationary Gaussian process satisfying short range dependence conditions: the functional CLT for partial sum processes and the uniform CLT for a special class of functions. To carry out the proofs, we develop Rosenthal type inequalities for the functional of Gaussian processes.
INTRODUCTION
Let [X t : t # R] be a real valued, Gaussian, stationary process with covariance function E(X 0 X t )=r(|s&t| ), E(X s )=0 and E(X 2 s )=1. If G is a real function satisfying E(G 2 (X ))< and X is a standard normal variable, then it is well known that G can be expanded as
where H k is the kth Hermite polynomial and the series (1) is convergent in L 2 (0). Let m :=inf [k>0; c k {0]. The constant m is called the Hermite rank of G and has a crucial role in the asymptotic of t 0 G(X s ) ds as shown by Breuer and Major (1983) , Taqqu (1977) and Dobrushin and Major (1977) .
Given a function G: R Ä R we will give conditions on the process [X t : t # R] and the function G in order that
, suitably normalized, converges in distribution. Such a question have been studied by several authors, both in short and long range dependence, continuous and discrete time processes, e.g., Taqqu (1979) , Dobrushin and Major (1979) , Breuer and Major (1983) , Chambers and Slud (1989) , Arcones (1994) and Cso rgo and Mielniczuk (1996) . In this paper, we aim to complete some of these results for non-linear functional of continuous time, short range dependent, Gaussian processes.
In Section 2, we present our main results. Theorem 1 deals with the functional CLT (central limit theorem), for integrated processes. We will see that if the covariance function and the Hermite coefficients of the function G tend fast enough to zero, then the process
, converges in [& ; + ] endowed with uniform topology on compact sets, to a Brownian motion.
When the process is long range dependent, these questions have been solved by Taqqu (1979) and Dobrushin and Major (1979) , for real valued Gaussian sequences and generalized by Arcones (1994) to vector valued Gaussian fields. In short range dependence, the same question was also considered by Chambers and Slud (1989) in a more general setting. Here, we partially improve on the results of Chambers and Slud (1989) , in the sense that we do not suppose the existence of the spectral density and our conditions on the Hermite's coefficients of G are weaker.
In Theorem 2 we will give sufficient conditions which ensure the uniform CLT over the class of functions F=[1 G( } ) x : x # R] to happen.
Uniform convergence has also been investigated by many authors. Dehling and Taqqu (1989) have proved that the empirical process, suitably normalized, converges under long range dependence conditions, to a degenerate process which is not Gaussian in general. In short range dependence Cso rgo and Mielniczuk (1996) round off this question for Gaussian sequences. It seems that their method can not be extended to the continuous case. On the other hand, Arcones (1994) gives sufficient conditions for a family of functions in order to satisfy the uniform CLT. Unfortunately, the result do not apply in our case, because the size of our family.
Finally, we point out that in Theorems 2 the limiting process is the same as for mixing or associated processes (see, for example, [8, 13] ). Let us notice that here no mixing condition is assumed.
In Section 3, we develop a new moment inequality for integrals of functional of Gaussian process. These inequalities, which are interesting in themselves, will be repeatedly used in the proofs of the main results. They can be seen as the analogous to those proved in Shao and Yu (1996) [13] for functionals of associated sequences. Our conditions on the function G are weaker than those in [13] .
In Section 4 we prove our main results. Since we are dealing with functional CLT two steps will be developed: convergence of marginals and tightness. The main tools used in the proofs are the expansion of functions in Hermite polynomials and the diagram formula. In Theorem 2, when proving tightness, we will use, either the local time, or an autoregressive representation of the underlying Gaussian process and the moment inequalities developed in Section 3.
In the sequel B, C, D... stand for constants with values that may change in each appearance, (X, X$) stands for a Gaussian vector, while X and X$ denote standard normal variables. Finally, G is a real function.
MAIN RESULTS
, with m as Hermite rank. Then:
tend to those of _W( } ) where W( } ) is the standard Brownian motion and
(ii) Moreover, suppose that one of the following conditions holds:
(1) there exists R>1 such that
(2) the c k are positive and E[G 4 (X )]< .
Then the convergence stated in (i ) holds in C (R, R) endowed with the uniform topology on compact sets.
Remarks.
(1) The condition E(G 2 (X ))< in Theorem 1 can be relaxed to the weaker following one:
. For example, one can take the local time in zero of Gaussian processes. Indeed, if t 0 (1Â-1&r 2 (s)) ds< , \t>0, then the local time l t (x) of a Gaussian process exists and admits the following expansion (see [2] ):
On the other hand we can show that (k!) &1Â2 H k (0) p(0)tCk &1Â4 . Observe that this condition cannot be removed in the discrete case. 
However the function G(x)= |x| does not fulfill conditions (ii) of Theorem 1; indeed, it is easy to check that:
Thus ((2k)!) 1Â2 |c 2k | tCk &5Â4 and (3) does not hold since r is continuous in 0.
(3) We recall that Chambers and Slud [5] have proved the functional CLT under the existence of spectral density and condition (3) with R=-3, without the term involving the correlation function. However, they consider functionals which may depend on infinitely many coordinates of [X t : t # R].
(4) Clearly, if G is a finite linear combination of functions satisfying (1) or (2) the conclusion remains true.
In the following, we study the uniform CLT for the continuous analogous of the empirical distribution function. For discrete time processes, Cso rgo and Mielniczuk [6] show that the functional CLT holds under the continuity of the distribution of G(X) and the condition k |r(k)| m < where m is the Hermite rank of the family [1 G(}) x ; x # R]. However, it seems that their proof cannot be adapted to the continuous case. Now, in order to state our second result we introduce the following notations and assumptions. Assume that the process admits the following representation
where W is a standard Brownian motion and a # L 2 (R, *). According to Theorem 16.7.2 in [11] , (4) holds if and only if the spectral function of the process is absolutely continuous. In particular, it is the case when the correlation function r belongs to L 1 . Now we recall the following definitions from [2] . Definition 1. Let (X s ) s be a Gaussian process given by (4) . For v a positive number, we define X v t by:
Define r, r 1, v and r 2, v by
It is easy to check that the process (X t ; X v t ) t 0 is a vector valued, Gaussian, stationary process with covariance matrix given by Definition 2. Let G be a real function. We define the occupation measure L t (G, .) by
and we set
where F is the distribution function of G(X )
We will study the convergence in [& , + ] , endowed with the uniform topology, of the process defined by Z t (G, }). Under the terminology of the Definition 5, we prove the following. We assume that r m # L 1 , then the finite dimensional laws of Z t (G, .) defined in (7) tend to those of a centered, Gaussian process with covariance function given by (ii) Moreover, if we assume that F is continuous and:
|s| >v a 2 s ds< , for some ;>1Â2 and either
< , for some ;>1Â2, then the family Z t (G, .) is tight and thus the convergence takes place in C [& , + ] endowed with the uniform topology.
Examples and Comments. (a)
The condition (K1) ensures the existence of the local time of the Gaussian process. In fact the proof of tightness in this case relies on the local time. Let us point out that this condition is similar to (H3) in the sense that they are concerned with the behavior of the covariance function near the origin. Such a consideration do not appear when we deal with discrete time processes.
(b) The hypothesis (K2) will be used in the following form: the function
(c) Let G be a function such that there exists a finite number of intervals I 1 , I 2 , ..., I N where G is monotone on each one; this is the case when G is continuously differentiable with derivatives vanishing in a finite set of points. In this case
where
, we can write:
Hence, provided $<1Â2, we have
Thus (H$3) holds whenever (H2) holds.
(c) For instance the Ornstein Uhlenbeck process (i.e. r(s)= exp(&|s| )) fulfill the hypothesis (H3). In this case no condition is assumed on the function G except the continuity of the distribution function.
MOMENT INEQUALITIES
In this section we derive a moment inequality for occupation measures when the observations are functional of Gaussian processes. The main idea behind the theorems below is to replace the initial process by a v-dependent one, and then divide the integral into blocks with size q greater than v. Thus and being in the framework of Definition 5, we first establish a moment inequality for the process X v defined by (5) . This is summarized in the following proposition which is in fact the main technical result of this section.
(ii) Let p=2(1+s%); s>0, % # ]0, 1], and assume that X admits the representation
Then, for any 0<: 1 there exists a constant a which depends only on s, %, C and : such that for v(t)=at : we have
where C :=2 sup v>0 0 |r 2, v (s)| m ds.
, and hence sup 0<v<V 0 |r 2, v (s)| m ds 2V. Sufficient conditions ensuring that C is finite are discussed after the proof. Now we turn to the proof of the proposition. First observe that Cov(G(X), G(X$))= :
Therefore (8) follows from
We now prove (9) by induction.
v First note that (9) is obvious when 0 t 1, with K( p)=1, since
v Assume that there exists a constant K( p) such that the inequality
holds for t<n. We shall deduce it for n t<n+1. Let q=at : where a 1Â2 is some constant to be specified later. Then define
and
and q=q(t)=v(t). Now, write
Since the process (X v ) is v-dependent, the U(k) are independent whenever q v. Hence the sequence M n = n k=1 U(k) is a sum of i.i.d random variables. By Rosenthal's inequality, (see, for example, [10, 11] ), there exists a constant depending only on p such that
Now we have
In order to apply the induction hypothesis to the second term we must replace G(X
). To this end we write
Applying the induction hypothesis to I 1, p , we get
To control I 2, p we use the following Ho lder's inequality:
where Z is a random variable defined on a probability space (0, P).
) ds the inequality (15) writes
Combining (12), (13), (14) , and (16) we get
The same bound applies to E |
and choose a such that
allows us to achieve the proof. K 
Remark. Clearly, Proposition 1 is of interest if we show that
v r m # L 1 or and a 0.
In the first case we have
In the second case, we write
In the third case, we have |r
The next proposition gives a moment inequality for occupation measures under conditions on the coefficients c k of the function G. Note that here we do not assume the representation (4) for (X s ) s .
Proposition 2. Let p be an integer and G be a function such that E[G(X )]=0, E[G 2 (X )]< , with m as Hermite rank. Then
Proof. Cf. the Appendix.
The forthcoming theorem gives a moment inequality under some conditions on the covariance function, the functional G and the coefficients a s which define the process (X s ) s .
Theorem 3. Let p>2 and G be a function such that E[G(X 0 )]=0 with m as Hermite rank. Let (X s ) s a Gaussian process. Assume that
Let us write p=2(1+s%) with s>0, % # ]0, 1], and let
, then, for any =>0 there exists K=K(=, s, %, ;) such that
(b) If moreover we assume that
then, for any =>0 there exists K=K(=, s, %, ;) such that
where B(2, s, %)=B
Proof. As in the proof of Proposition 9 we will prove the theorem by induction. To this end, the following lemma proved in the Appendix will be useful. Lemma 1. Let H be a function with K as Hermite rank and assume:
We only prove (18), the proof of (19) can be obtained similarly with small changes.
v Step 1. Assume that m 2 and sup u>0
To control the first term we proceed as in the proof of Proposition 1 with v=v(t)=at until the relation
then we use Lemma 1 to get
where $ 1 =;(1&%), $ 2 =&;(1&%)+%(1+2s). Hence
Now we continue in the same way as in the proof of Proposition 1 and we choose a and K appropriately to get
On the other hand we have:
which together with (21) proves (18). 
Let q an even number greater or equal than p. So, Proposition 24 applied to G 1 implies:
According to the first step we can write
. (23) Finally (22) and (23) yields (18). 4. PROOFS
Proof of Theorem 2
Proof of Theorem 1(i). In order to reduce notations we shall restrict ourself to the two dimensional laws. Hence we have to prove that
In 
converges to those of (Z k ) k 0 , where the Z k are i.i.d with normal distribution. Now we state the following result which can be seen as the continuous version of the theorem above and can be proved similarly. 
First, note that Z t (x 1 , x 2 ) can be written as
We will prove the desired convergence in several steps:
First Case. We assume that x 1 = p and x 2 =q where p, q are positive integers. Then
It then follows by the theorem above that:
Second Case. x 1 = p 1 Âq and x 2 = p 2 Âq where p 1 , p 2 , q are integers.
s ) is a Gaussian stationary process with r q (s, t)=r(q &1 |s&t|) as the correlation function. Then it follows by the case above that
Third Case. x 1 , x 2 are real numbers. Let y 1 n , y 2 n be two sequences of rational numbers converging respectively to x 1 and x 2 . According to the second case we can write
On the other hand
In addition we have lim sup
Thus the result is proved. K Proof of Theorem 1(ii). Let 0<% 1 we will study E(
. By Ho lder's inequality we have
Applying (25) 
It follows that
Taking % small enough and tx instead of t we get
(C is independent of x), as soon as the hypothesis (3) is satisfied. Inequality (41) is sufficient to prove tightness; and this proves (ii)-1 through the Billingsley criterion of tightness.
We shall prove under the hypothesis of (ii)-2 that E(t
where 1(k 1 , ..., k 4 ), I(G, k, t) are defined in the Appendix. K
Proof of Theorem 8
The proof of the finite dimensional convergence can be obtained in an analogous way to the discrete case, see, e.g., [6] , hence it is omitted. Recalling that
we only have to prove the stochastic equicontinuity of Z t (G, .) i.e.,
(a) Assume (K1), (K2). Under (K2) the local time of the process (X s ) s denoted by l t (}) exists, then
Now under the existence of the local time and if |r m (s)| ds is finite one can show that
(b) Assume (H1), (H2), and (H$3). For f : R Ä R we set
and we define two classes of functions by
Note that since F is continuous, the family
is so (see [6] for details). Next we recall the following criterion of tightness as it was pointed out in Shao and Yu (1996) [13] .
Lemma 2. If there exists reals r, p, q, : such that r>0, p>0, 0 : 1, q, q+:>1 and which satisfy
Now choose % small enough such that ;> 
then use (27) with q=2(&2%+;&;%), :=r=% to conclude.
(c) Assume (H1), (H2), and (H3). In this case (27) apply again after deriving a moment inequality using Proposition 1 and a slight modification of Lemma 1. Indeed in this case (20) becomes
which combined with Proposition 1 will give
where $ is some positive real. K APPENDIX Let k 1 , k 2 , ..., k p denote integers, V a set of points of cardinal k 1 +k 2 + } } } +k p . An undirected graph of type 1(k 1 , k 2 , ..., k p ) is an element of G(V) satisfying:
(i) V is the union of disjoint p levels with respective cardinals
(ii) Only edges between different levels are allowed
(iii) Every point has exactly one edge
For w=((i, l), (i$, l$)) in G(V ) we define n 1 (w)#i as the first level of w and n 2 (w)#i$ as the second one.
Lemma 3 (Diagram Formula). Let (X s 1 , X s 2 , ..., X s p ) be a Gaussian vector centered and with a covariance matrix given by (r(s i , s j )) 1 i, j p . Then:
G # 1(k 1 , ..., k p )ẁ # G r(s n 1 (w) , s n 2 (w) ),
where n 1 (w), n 2 (w) are the first and the second level of w.
The proof can be found in Giraitis and Surgailis [9] in a more general setting. For G element of 1(k 1 , k 2 , ..., k p ) we introduce the following notations: k G (i ) is the number of edges going from level i and g(i )=k G (i )Âk i , and I(G, k, t) is defined by: I(G, k, t)= | t 0 } } } | t 0p i=1ẁ # G, n 1 (w)=i r(s i , i n 2 (w) ) ds 1 ds 2 } } } ds p .
Proof of Proposition 2. We need two inequalities stated in the following lemma. The formula (29) is proved by Taqqu in [14] whereas the second is proved below. Lemma 4. (i) Let X be a standard Gaussian random variable. Then
(ii) If G # 1(k 1 , } } } ., k p ) then
Now let us write
G # 1(k 1 , k 2 , ..., k p )
I(G, k, t).
By (29) and (30) we conclude that
Proof of Lemma 4. We assume that k 1 k 2 } } } k p . Moreover, without loss of generality assume that edges go from lower levels to higher ones, (by the symmetry of the covariance function). Hence, using Ho lder's inequality we obtain I(G, k, t)= | 
