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Following Quillen [26, 27], we use the methods of algebraic geometry to study the ring E*(BG) where E is
a suitable complete periodic complex oriented theory and G is a "nite group: we describe its variety in terms of the
formal group associated to E, and the category of abelian p-subgroups of G. Our results considerably extend those
of Hopkins}Kuhn}Ravenel [16], and this enables us to obtain information about the associated homology of BG.
For example if E is the complete 2-periodic version of the Johnson}Wilson theory E(n) the irreducible components
of the variety of the quotient E*(BG)/I
k
by the invariant prime ideal I
k
"(p, v
1
,2, v
k~1
) correspond to conjugacy
classes of abelian p-subgroups of rank )n!k. Furthermore, if we invert v
k
the decomposition of the variety into
irreducible pieces corresponding to minimal primes becomes a decomposition into connected components,
corresponding to the fact that the ring splits as a product. ( 1999 Elsevier Science Ltd. All rights reserved.
1. INTRODUCTION
The article investigates the interface between equivariant topology and the chromatic
approach to stable homotopy theory, by giving a geometric description of the ring E*(BG)
for a large class of complete periodic complex oriented theories E* ( ) ) and "nite groups G. In
the introduction we restrict to the archetypal example, which is the complete, 2-periodic
version E"E
n
of the Johnson}Wilson theory E(n) with coe$cients E(n)
*
"
Z
(p)
[v
1
, v
2
,2 , vn~1, vn, v~1n ] for some prime p and n’0. More precisely, let= be the Witt
ring of F
pn
, and consider the following graded ring:
E*"=Iw
1
,2, wn~1J[u, u~1].
The generators w
k
have degree 0, and u has degree !2. We take w
0
"p and w
n
"1 and
w
k
"0 for k’n. There is a map BP*PE* sending v
k
to upk~1w
k
. Using this, we de"ne
a functor from spectra to E
*
-modules by
E
*
(X)"E
*
?
BP*
BP
*
(X).
The BP*-module E* is Landweber exact, so this functor is a homology theory, which we
shall call Morava E-theory.
To obtain a general description of E* (BG), we follow the example of Quillen [26, 27],
and concentrate on the geometric properties of the ring E* (BG). We use Quillen’s descent
argument to reduce to the study of E* (BA) for abelian p-subgroups A. The abelian case is
translated into the theory of formal groups following Hopkins}Kuhn}Ravenel [16] (see
also [17]). The resulting questions are then studied by extending the theory of level
structures [4, 30]. The work of Hopkins}Kuhn}Ravenel also concerns E* (BG), but is
modelled on classical character theory and therefore only gives signi"cant information
about the rational theory p~1E* (BG). By contrast, our results are principally concerned
with the "ner structure mod p and higher torsion, which is not amenable to study by the
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methods of Hopkins et al. [16]. The rational theory of Hopkins et al. [16] is the study of the
highest dimensional pure stratum of the chromatic "ltration, whilst our results expose
a high degree of rami"cation over lower strata. The theory of multiple level structures is the
new tool that allows us to understand the higher torsion.
The description of the ring E*(BG) allows us to understand the "rst author’s local
cohomology approach to the homology E
*
(BG) [8] from the chromatic point of view, and
sets the results of [12, 13] in a wider context. The slogan is that equivariant topology is
trivial over pure chromatic strata, and thus the important geometry concerns the way the
strata are attached to each other.
Quillen’s method involves considering the cohomology E* (EG]
G
Z) of the Borel
construction for a "nite G-complex Z, even if one is only concerned with the special case
Z"*. Our results apply to all such Z, but it may help the reader if we spend the rest of the
introduction summarizing the highlights when Z"*. Our results are expressed in geomet-
ric language. This is explained precisely in Appendix A below, to which the reader should
refer as necessary. The geometric objects corresponding to rings are (a$ne) schemes, and
the geometric objects corresponding to topological rings are (a$ne) formal schemes.
Schemes encode all the ring theoretic information, but it is often useful to consider their
underlying varieties, which ignore nilpotents and only capture a crude picture of the ring.
Many important features, such as the dimension, connected components and irreducible
components are visible at the level of varieties.
Following Morava’s chromatic philosophy we concentrate on the invariant prime ideals
I
k
"(p, w
1
,2,wk~1) of the complete local ring E0. Indeed, if we let X"spf (E0) denote its
formal scheme, the geometric counterpart of the "ltration
0"I
0
)I
1
)I
2
)2)I
n
is the "ltration
X"X
0
*X
1
*X
2
*2*X
n
where X
k
"spf (E0/I
k
) is the formal subscheme de"ned by I
k
. Evidently X
k
is a formal a$ne
space of dimension n!k. One of the themes will be that we can understand phenomena
over X by restricting to the subschemes X
k
, and that they will be especially simple over the
pure strata X@
k
"X
k
CX
k~1
. The notational convention that a subscript k denotes restriction
to the kth chromatic stratum and that a dash denotes restriction to a pure stratum will
remain in force throughout the paper.
Now consider the formal scheme X(G)"spf (E0(BG)): it is "nite over X (Corollary 4.4),
and we shall give a description of the primary features of its underlying variety. Let X
k
(G)
denote the restriction of X(G) to the part over X
k
, and note that this is spf (E0 (BG)/I
k
). On
the other hand, we are often interested in the rings (E/I
k
)0 (BG); for example, if k"n it is the
Morava K-theory K(n)0(BG) made 2-periodic. If, as often happens, E0 (BG) is free over
E0 then E0 (BG)/I
k
is actually equal to (E/I
k
)0(BG); in Appendix E we give a direct proof that
in any case their varieties agree.
Next we describe the irreducible components of X
k
(G), and how they behave over pure
strata. In fact (Theorems 3.5 and 3.6), there is a decomposition
X
k
(G)"6
(A)
>
k
(G,A)
into irreducible components all of which have dimension n!k, where the indexing set is
the set of conjugacy classes of abelian p-subgroups A of rank )n!k. Furthermore
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(Theorem 3.8), over the pure stratum X@
k
this decomposition becomes a disjoint union
X@
k
(G)"Z>@
k
(G,A).
Indeed (Theorems 3.4 and 3.6), there is a single formal scheme Level
k
(A*, G) for each abelian
p-group of rank )n!k so that at the level of varieties, >@
k
(G,A)"Level@
k
(A*,G)/=M
G
(A)
where =M
G
(A)"N
G
(A)/C
G
(A) is the reduced Weyl group of A in G. At one extreme,
spf (E0(BG)) has one irreducible component for each conjugacy class of abelian p-subgroups
of rank)n whilst at the other, spf (K(n)0 (BG)) is itself irreducible. The schemes
Level
k
(A*, G) are re"nements of the second author’s schemes Level(A*, G) of [30], and
classify &&multiple level structures’’ for the formal group G of E. They are de"ned in Section 5
and are formal spectra of complete regular local rings D
k
(A) of dimension n!k, also
de"ned there.
Translating geometric statements back into ring theory, our decompositions state that
the minimal primes of E0(BG)/I
k
are in bijective correspondence with the conjugacy classes
of abelian p-subgroups of rank )n!k. Moreover, if we invert u
k
the ring splits up
to F-isomorphism as a product of rings of invariants of well-understood rings
D@
k
(A)"u~1
k
D
k
(A):
u~1
k
E0 (BG)/I
k
&&"F~*40 <
(A)
D@
k
(A)WM G(A).
If k"0 the map is a genuine isomorphism. In the case G"A is abelian, the reduced Weyl
groups are all trivial and we identify u~1
k
E0(BA)/I
k
exactly, and (Theorem 7.3) it decom-
poses in the same way:
u~1
k
E0(BA)/I
k
"<
B
D@
k
(A,B)
for certain rings D@
k
(A,B). The pieces in the two decompositions correspond, in the sense
that D@
k
(A,B)/J0"D@
k
(B), where J0 is the ideal of nilpotent elements. Furthermore,
D@
k
(A,B) is DA/BDk times larger than D@
k
(B), and particular D@
k
(A,A) has no nilpotents and
D@
k
(A,A)"D@
k
(A).
One application of these results is to the study of EG
*
(EG)"E
*
BG, in the spirit of
[12, 13]. We assume that E is Landweber exact and that E* (BG) is free over E* and
concentrated in even degrees. This is known to be true for a large class of groups. In the
cases where E
*
(BG) is known, it is rather complicated, containing many pieces like
E
*
/(p=,2 , u=n~1), often in odd degrees. Usually, it can be calculated using local cohomol-
ogy at the augmentation ideal J"ker(E0
G
"E0(BG){ E0); in fact, if G is a p-group or
E admits an equivariant E
=
structure, there is a spectral sequence
E*
2
"H*
J
(E0
G
)NEG
*
(EG)"E
*
(BG).
The local cohomology groups H*
J
(M) occurring here are the derived functors of the functor
!
J
M"H0
J
(M)"Mm3M D JNm"0 for N<0N.
Our results show that local cohomology is trivial over pure chromatic strata, and hence give
a chain complex for calculating the E
2
-term of the local cohomology spectral sequence
using only chromatic structure and !
J
(Theorem 3.11). This chain complex encodes the
relevant part of the rami"cation behaviour of X(G), and deserves further study.
In this paper we study rings such as E0BG from a geometric viewpoint. Experience in
presenting our results suggests we should provide evidence that the e!ort necessary to learn
this language is worthwhile. Here is a partial list of applications beyond those presented
here.
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1. The geometric viewpoint is fundamental to the calculation of E0B&
m
in [30, 31], even
though most of the answer can be stated in very classical terms, involving a basis of
transfers of monomials in Chern classes. It is shown there that the scheme Sub
m
(G) of
subgroups of G of order pm is a closed subscheme of X(&
pm
) in a natural way.
2. The previous example is naturally related to the theory of power operations in
Morava E-theory. The study of the detailed structure of the algebra of operations
involves schemes of chains of isogenies and maps between such schemes, whose "bres
are related to the multiple level structure schemes Level
k
(A*,G) studied in the present
work. These ideas are developed in work of the second author with Mike Hopkins
and Matthew Ando.
3. We can de"ne schemes Div‘
k
(G) over X as in [33], and "t them together into
a graded j-semiring scheme. In the topological situation we have Div‘
k
(G)"
spf (E0B;(k)). If G is a "nite group and R
‘
(G) is the graded j-semiring of complex
representations of G then one can show that there is a scheme X
C)%3/
(G) over X,
whose points over a Noetherian O
X
-algebra S are given by
X
C)%3/
(G)(S)"Mmaps R
‘
(G)PDiv‘
*
(G)(S) of j-semiringsN.
There is a natural map X(G)PX
C)%3/
(G) which is an isomorphism when G is abelian.
The scheme X
C)%3/
(G) is in some sense the best possible approximation to X(G) using
data from representation theory, and can be shown to be very well behaved.
4. The geometric point of view is also important in the second author’s work with
Matthew Ando and Mike Hopkins on the Witten genus and the theorem of the cube
[1] (although somewhat more general foundations in algebraic geometry are re-
quired to support it). There it is shown that spf (E0B;S6T) is the third symmetric
tensor power of the augmentation ideal in the group ring of G, where the tensor
power is taken over the group ring. This statement is to be interpreted as meaning
that spf (E0B;S6T) has an obvious universal mapping property in the category of
formal group schemes over X.
5. Let K be a "nite simplicial complex, with vertex set<. Let „ be the torus <
v|V
S1 and
let Z be the space of elements z3<
v|V
D2 such that Mv D Dz
v
D(1N is a simplex. Then
„ acts on Z in a natural way, so we have a scheme X(Z,„). Suitably interpreted, one
can show that this is the scheme of elements a3<
v|V
G such that Mv D a
v
O0N is
a simplex. Now let M be a toric variety, acted on by a torus „@. Let K be the simplicial
complex corresponding to the fan that de"nes M [7] and de"ne „ and Z as above.
One can show that X(Z,„)"X(M,„@), so we have given a description of the
equivariant cohomology scheme of a toric variety. One can also describe the
nonequivariant scheme X(M) in similar terms. These results can be recovered with
some work from those of [3].
6. Let l be a prime di!erent from p, let q be a power of l, and put G"G‚
m
(F
q
). Let C be
the group of p-power roots of unity in F1 l, which is non-canonically isomorphic to
Z/p=. One can de"ne a formal group Tor(C,G), which is non-canonically isomorphic
to G. The group !"SqT)ZC
p
acts naturally on G and thus on Div‘
m
(Tor(C,G)).
A beautiful result of Tanabe [34] can be formulated geometrically as the statement
that X(G) is the "xed-point scheme Div‘
m
(Tor(C,G))!. In fact, Tanabe proves a sim-
ilar result for many other "nite Chevalley groups of characteristic di!erent from p.
Our methods can be used to study the "ner structure of these schemes.
We conclude the introduction with a brief outline of the various sections of the
paper.
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Section 2 introduces the class admissible ring spectra to which are results apply, and
expresses the cohomology of abelian groups in terms of formal group theory: this is
a convenient modi"cation of material in [16]. This equips us to state our main results in
Section 3. In Section 4, we give the reduction of the general case to the case of abelian
groups, following Quillen’s proof of the parallel result in ordinary cohomology. The next
three rather intricate sections (5}7) form the technical heart of the paper and are purely
algebraic: they extend the second author’s theory of level structures [30] to deal with higher
torsion. In Section 8, we combine the algebraic and topological results to prove all our main
results about cohomology. The applications to the calculation of E
*
(BG) are explained in
Section 9.
There are "ve appendices. Appendix A contains some foundational material about
schemes and varieties, and we recommend that readers glance at it "rst for precise
de"nitions of our geometric objects. Appendix B presents a proof of a variant of a theorem
of Hopkins}Kuhn}Ravenel that we need for our applications. Appendix C explains the
modi"cations necessary to extend our results to compact Lie groups: the reduction to the
abelian case and the description of irreducible components extend directly, but the splitting
theorems would require more work. In Appendix D, we outline an alternative approach to
some of our results (under some quite restrictive hypotheses) using a variant of the Evens
norm map. Finally, Appendix E gives a direct approach to the comparison between
algebraic and topological reduction modulo an ideal.
2. ADMISSIBLE COHOMOLOGY THEORIES
We shall consider a certain class of cohomology theories, and for this class we calculate
cohomology of abelian groups in terms of formal group theory. The basic idea is explicit in
[16], but our technical framework is more convenient for our purposes, and allows us to
give slightly more general results.
In this paper, E*(>) will always denote the unreduced cohomology of a space>, and the
reduced cohomology of a based space will be indicated by a tilde. The representing
spectrum is denoted by E so that for a based space X we have EI * (X)"[X, E]* as usual.
Let p’0 be a prime.
De,nition 2.1. Let pCP= : CP
=PCP= be the map classifying the pth tensor power of the
canonical line bundle. A p-local commutative ring spectrum E is admissible if
(a) E0 is a complete local Noetherian ring.
(b) E1"0.
(c) E2 contains a unit.
(d) pCP=
induces a nonzero self-map of EI 0(CP=).
The principal example is that Morava E-theory (as de"ned in the introduction) is
represented by an admissible ring spectrum. One can also modify the de"nition slightly by
using Z
p
or the Witt ring of F1
p
in place of the Witt ring of F
pn
. More seriously, one can kill
some of the generators of n
0
E to get a new admissible ring spectrum, either using Yagita’s
exact functor theorem over P(m) (see [35]) or the theory of modules over strictly com-
mutative ring spectra [5, 32]. For suitable versions of elliptic cohomology, the spectrum
‚
K(2)
Ell will be a "nite product of admissible ring spectra. The version of integral Morava
K-theory used by Igor Kriz in [21] is also admissible.
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Next we consider the implications of De"nition 2.1. It follows from Conditions (b) and
(c) that E* is concentrated in even degrees, so the Atiyah}Hirzebruch spectral sequence
H* (CP=; E*)NE*CP=
collapses. This means that E is complex orientable: we may "nd an element x3EI *CP=,
(called a complex orientation) so that E*CP="E*IxJ. Because of Condition (c), we can
choose such an x in degree zero, so that E0 (CP=)"E0IxJ. In particular, this is a complete
Noetherian local ring. By a similar argument, we see that
E0(CP=]CP=)"E0 (CP=)?K
E0
E0(CP=)"E0Ix?1, 1?xJ.
For convenience, we shall assume that we have chosen an element x as above once and for
all, but as far as possible we shall state our results in a form which is independent of this
choice.
We now de"ne formal schemes X"spf (E0) and G"spf (E0(CP=)). Because CP= is
a commutative H-space, we get a multiplication map
k :G]
X
G"spf (E0(CP=]CP=))Pspf (E0(CP=))"G.
This makes G into a group object in the category of formal schemes over X, or in other
words, a formal group over X. The choice of complex orientation x is essentially a choice of
a coordinate on G. The basic theory of formal groups from this point of view is developed in
[33]. Condition (d) of 2.1 has a natural reformulation in terms of G. As G is an abelian
group object, its endomorphisms form an abelian group under addition, so it makes sense to
consider
pkG"pk.1G"spf (E0(pkCP=)) : GPG.
Condition (d) says that pG is not the zero homomorphism. We can of course translate back
to the more traditional language: there is a unique formal group law F(s, t) over E0"O
X
such that
k* (x)"F(x?1, 1?x)3E0(CP=]CP=)"E0Ix?1, 1?xJ.
In terms of this formal group law, Condition (d) simply says that [p]
F
(x)O0.
We will often consider the following subgroups of G.
De,nition 2.2.
G(k)"ker(pkG :GPG)"spf (E0IxJ/[pk](x)).
The next two results are well-known.
PROPOSITION 2.3. „here is an integer k*0 (called the strict height of G) such that [p](x)
has the form f (xpk ) with f @(0)O0. „here is an integer n*0 (called the height of G) such that
[p](x) has the form g(xpn) modulo mIxJ, with g@(0)3(E0/m)C.
Proof. See [15, Section 18.3]. K
PROPOSITION 2.4. „he maps pkG :GPG and G(k)PX are -at of degree pnk.
Proof. For the "rst map, the claim is that if we make O
X
IxJ into an module over O
X
IyJ
by the ring map sending y to [pk](x), then it is a free module of rank pnk. To see this de"ne
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f (x)"[pk](x)!y, considered as a power series in x over the complete local ring
R"O
X
IyJ. Modulo the maximal ideal of R we have f (x)"[pk](x)"unit]xpnk. Thus, the
formal Weierstrass preparation theorem [15, Section A.3.2] gives a factorisation
f (x)"g(x)u(x) where u is invertible and g is a monic polynomial over R of degree pnk, whose
lower coe$cients lie in the maximal ideal. It follows easily that M1,x,2 ,xpnk~1N is a basis
for O
X
IxJ"RIxJ/f (x) over O
X
IyJ"R, as required. The second claim is deduced from the
"rst by pulling back along the zero-section XPG, or equivalently reading the above
discussion modulo y. K
Note that the strict height of G may change if we pull back along a "nite map >PX,
but the height does not. Note also that [p](x) has Weierstrass degree pn, where n is the
height.
De,nition 2.5. For 0)k)n, let u
k
be the coe$cient of xpk in [p](x). Note that u
0
"p,
that u
k
3m for 0(k(n, and that u
n
Nm. Write
I
k
"(u
0
,2, uk~1) E0
X
k
"spf (E0/I
k
) X
X@
k
"spec(u~1
k
E0/I
k
)
XK @
k
"spec((u~1
k
E0)’
Ik
).
One can check quite directly that these objects do not depend on the choice of coordinate x.
Moreover, I
k
is also the ideal generated by the coe$cients of xi in [p](x) for 0(i(pk. Thus
G has strict height *k over X
k
.
Remark 2.6. For Morava E-theory, we de"ned generators w
k
by v
k
"upk~1w
k
(for either
the Araki or Hazewinkel generators v
k
) in the introduction. Although u
k
Ow
k
in general, we
do have
I
k
"(u
0
,2 , uk~1)"(w0,2,wk~1)
for each k.
PROPOSITION 2.7. For any ,nite abelian group A, there is a scheme Hom (A,G) over
X such that
!(=,Hom (A,G))"Hom (A,!(=,G))
for all schemes = ,nite over X. Moreover, Hom (A,G) is ,nite and -at over X, with degree
DA
(p)
Dn.
Proof. The equation in the statement de"nes a set valued functor Hom (A,G) on the
category RK of complete semilocal O
X
-algebras, natural in A. We must construct a "nite
O
X
-algebra representing this. Since the functor takes sums in A to products of functors, it
su$ces to do this when A is cyclic.
If A has order prime to p then Hom (A,!(=,G))"0, so we may assume that A is
a p-group, say A"Sa D pdaT. In this case Hom (A,G)"G(pd), and we noted in its de"nition
that G(k) is represented by O
X
IxJ/([pd](x)). By Proposition 2.4 this is a free module of rank
pnd"DADn over E0"O
X
. K
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For later reference we note explicitly that if
A"Sa
0
,2 , ar~1 D pdiai"0T"
r~1
=
k/0
Z/pdk,
we then have Hom (A,G)"<
k
G(d
k
), and
O
H0.(A,G)
"O
X
Ix
0
,2 ,xr~1J/([pd0](x0),2 , [pdr~1](xr~1)).
Convention 2.8. We write / :APG when we mean there is a homomorphism
/ :AP!(=,G) for some scheme = over X that is to be understood from the context.
We next calculate E0BA when A is Abelian. The method is essentially due to Landweber
[22], and the formal-group theoretic interpretation is essentially the same as [16, 3.1.1], but
expressed in a coordinate-free way.
PROPOSITION 2.9. If A is a ,nite abelian group, then there is a natural isomorphism
X(A)"Hom (A*, G),
where A*"Hom(A, S1) is the character group of A. In particular, X(A) is ,nite over X.
Proof. By construction, maps X(A)PHom (A*,G) over X biject with homomorphisms
/ :A*P!(X(A),G), and !(X(A),G) is the set of continuous E0-algebra maps
E0 (CP=)PE0(BA). By regarding CP= as BS1, we get a canonical map / :A*P!(X(A),G)
de"ned by /(a)"E0(Ba), and thus a canonical map X(A)PHom (A*,G).
Note also that the result is trivial if the order of A is prime to p. Next consider the case
when A"Z/pk. We use the Gysin co"bration
BZ/pkPCP=P(CP=)Lpk.
From the Thom isomorphism, we get a long exact sequence
2QE0BZ/pkQO
X
IxJ $&&*pk+(x) O
X
IxJQ2 .
As [pk](x) is not a zero-divisor in O
X
IxJ, we see that
E0(BZ/pk)"O
X
IxJ/[pk](x)"OG(k)"OH0.((Z@pk)*,G)
and also that E1(BZ/pk)"0.
The general case follows by taking products. Indeed, one can check that there is
a natural commutative square
Since E0(BZ/pk) is free of "nite rank over E0, we have a KuK nneth isomorphism
E0(B(Z/pk)]Z)"E0 (BZ/pk)?
E0
E0(Z)
and it follows that the left-hand vertical is an isomorphism. K
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Some of our results will only be valid if E is Landweber exact. We recall the de"nition,
adapted to take account of our other assumptions.
De,nition 2.10. An admissible cohomology theory E is ‚andweber exact if the sequence
(u
0
, u
1
,2, un~1) is regular in E0.
The main example is Morava E-theory as de"ned in Section 1, which plays a universal
role.
3. STATEMENT OF RESULTS
Convention 3.1. Throughout the body of this paper the following notation is "xed.
f E is an admissible cohomology theory of height n.
f G is a "nite group, and
f Z is a "nite G-complex.
f E*
G
(Z)"E*(EG]
G
Z).
Because of Condition (c) of De"nition 2.1, the ring E*
G
has period two. We focus
attention on the ungraded commutative ring E0
G
(Z): the module E1
G
(Z) is zero in many cases,
but in any case it is inaccessible to our methods. We shall prove in Corollary 4.4 that E0
G
(Z)
is a "nitely generated module over E0, and thus a complete semilocal Noetherian ring.
We write X(Z,G) for the formal scheme spf (E0
G
(Z)) represented by E0
G
(Z), or for its
underlying scheme spec(E0
G
(Z)), or for its underlying variety. We omit Z from the notation
when it is a point, so X(G) means X(*,G)"spf (E0 (BG)). We also write X for spf (E0), and
G for the formal group spf (E0(CP=)).
We de"ne a chromatic "ltration of X by closed formal subschemes:
X"X
0
*X
1
*2*X
n
by taking X
k
"spec(E0/I
k
), where I
k
"(p, u
1
,2, uk~1) is the ideal generated by the coe$-
cients of x,xp,2, xpk~1 in the p-series of E. We also consider
X@
k
"X
k
CX
k‘1
"spec(u~1
k
E0/I
k
)"kth pure stratum of the "ltration
which are schemes, but not formal schemes. We adopt the permanent notational convention
that a subscript k denotes restriction to the kth chromatic stratum and that a dash denotes
restriction to a pure stratum. Thus
X
k
(Z,G)"X(Z,G)]
X
X
k
"spf (E0
G
(Z)/I
k
)
(which is a formal scheme) and
X@
k
(Z,G)"X(Z,G)]
X
X@
k
"spec(u~1
k
E0
G
(Z)/I
k
)
(which is an ordinary scheme).
Remark 3.2. The symbol u~1
k
E0(>) will always mean u~1
k
(E0 (>)), obtained by inverting
u
k
algebraically on E0 (>). The alternative would be (u~1
k
E)0(>). If> is "nite this is the same,
but in general, they can be very di!erent. For example, if E is Morava E-theory and k"0,
then u~1
k
E is a rational spectrum, so (u~1
k
E)0 (BG)"u~1
k
E0, whilst u~1
k
(E0 (BG)) is much
more complicated (see [16]).
Remark 3.3. It is often the case that there is an admissible ring spectrum F and a ring
map EPF inducing an isomorphism n
*
(E)/I
k
Kn
*
(F) (so F could reasonably be called
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E/I
k
). If so, the map E0
G
(Z)/I
k
PF0
G
(Z) need not be an isomorphism, but it will induce an
isomorphism of varieties. This can be proved by applying Theorem 3.6 to both E and F.
There is a much more direct proof using Bockstein spectral sequences in any context where
these spectral sequences exist, but one needs either the technology of highly structured ring
spectra [5, Chap. V] or the technology of generalized Moore spectra [18] to set them up.
We give this argument in Appendix E.
Quillen’s idea is to describe X(Z,G) by working up from the X(A), where A is abelian.
We know from Proposition 2.9 that in this case we have
X(A)"spf (E0(BA))"Hom (A*,G).
In the usual way, we pull back to X
k
to obtain
X
k
(A)"spf (E0(BA)/I
k
)"Hom
k
(A*, G)
and similarly for Hom@
k
(A*, G).
Next we consider how Hom
k
(A*, G) might be decomposed into irreducible components.
If G were a group in the category of sets (rather than in the category of formal schemes), we
could argue as follows: any map / : A*PG factors uniquely as the projection to a quotient
of A*, followed by a monomorphism. The quotients of A* are precisely the groups B* where
B)A. We would thus have a decomposition Hom(A*,G)"Z
B)A
Mon(B*, G). As the
category of formal schemes is more complicated than the category of sets, this does not
quite work out as expected. The right substitute for the notion of a monomorphism A*PG
turns out to be a level-A* structure on G. This concept is essentially due to Drinfel’d [4] and
is studied in detail in the present context in [30]. When working over the subscheme X
k
, one
must re"ne this notion and use pk-fold level structure instead: this is the most important new
ingredient in our analysis. The relevant theory is developed in Section 5, where we prove the
following theorem.
THEOREM 3.4. „here are formal schemes Level
k
(A*,G)"spf (D
k
(A)) ( for 0)k(n) with
the following properties.
1. Level
k
(A*,G) is a closed subscheme of Hom
k
(A*, G).
2. Level
k
(A*,G) is -at of degree DADkDMon(A*, (Q
p
/Z
p
)n~k)D over X
k
. In particular, it is
empty if rank
p
(A)’n!k.
3. „he evident map
Level
k
(B*,G)MHom
k
(B*,G)MHom
k
(A*,G)
is a closed embedding.
4. „he evident map of formal schemes
Z
B)A
Level
k
(B*,G)PHom
k
(A*,G)
induces an isomorphism of varieties
Z
B)A
Level@
k
(B*, G)PHom@
k
(A*, G).
This is immediate from Theorem 5.6.
We now consider how to use this description in the abelian case to give the analysis for
a general "nite group G. Let A denote the category whose objects are the abelian
1102 J. P. C. Greenlees and N. P. Strickland
p-subgroups of G, with morphisms
A(A,B)"Map
G
(G/A,G/B)KMg3G D Ag)BN/B.
We have a functor
A01]APFormal Schemes
given by (A,B)Cn
0
(ZA)]Hom(B*,G), where ZA is the subspace of A-"xed points. We
denote its coend by :An
0
(ZA)]Hom(A*,G) (see [24, Chap. IX] for the theory of ends and
coends).
THEOREM 3.5. „here is a natural map of formal schemes
P
A
n
0
(ZA)]Hom(A*,G)PX(Z,G)
which induces an isomorphism of varieties. „his gives a natural map of formal schemes
P
A
n
0
(ZA)]Hom
k
(A*,G)PX
k
(Z,G)
over the kth stratum and a natural map of ordinary schemes
P
A
n
0
(ZA)]Hom@
k
(A*,G)PX@
k
(Z,G)
over the kth pure stratum, both of which induce isomorphisms of varieties.
This will be proved at the end of Section 4.
We also show that the last of the above coends, where we have restricted to a pure
chromatic stratum, can be greatly simpli"ed. Recall from Theorem 3.4 (2) that Level
k
(A*,G)
is empty unless rank
p
(A) n!k.
THEOREM 3.6. „here is a natural map of formal schemes
A Z
A|A
n
0
(ZA)]Level
k
(A*, G)BNGPXk (Z,G)
such that the induced map of schemes
A Z
A|A
n
0
(ZA)]Level@
k
(A*,G)BNGPX@k(Z,G)
is an isomorphism on the underlying varieties.
This will be proved in Section 8.
The case k"0 was also studied in [16] (in the special case of Morava E-theory), and it is
natural to ask how our result compares with theirs. Firstly, they obtain a much sharper
result, because they use the exactness of the "xed-point functor for Q[G]-modules, which we
have not used because it is irrelevant to the mod p case k’0. Secondly, there is a consider-
able di!erence of language. To clarify matters, we o!er the following theorem, which is
easily compared with the case k"0 of the previous one. In the case of Morava E-theory, it
could be deduced from [16, 3.4.7] (or vice versa) by using the Galois theory of level
structures [30, Section 8] to solve part of the problem of taking invariants. However, with
the machinery we have available, it is simpler to give a more direct proof, using the methods
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rather than the results of [16]. In some speci"c calculations (for example the elliptic
cohomology of G‚
3
(F
p
)) we have found our formulation to be more convenient than that of
[16]; in others, the reverse is true.
THEOREM 3.7. (Hopkins}Kuhn}Ravenel). „here is a natural isomorphism of schemes
A Z
A|A
X(ZA)]
X
Level@
0
(A*,G)BNG P: X@0(Z,G)
where X(ZA)"spf (E0 (ZA)). Moreover, X(ZA) has the same variety as n
0
(ZA)]X.
This is proved in Appendix B.
One can deduce from Theorem 3.6 that the underlying variety of X@
k
(Z,G) splits as
a disjoint union of pieces indexed by (Z
A
n
0
(ZA))/G where the coproduct runs over abelian
subgroups of p-rank )n!k, and that the irreducible components of X
k
(Z,G) are indexed
by the same set. In particular, when Z"* the set of pieces correspond to conjugacy classes
of abelian subgroups of p-rank )n!k. For some applications, we need to know that the
scheme itself splits. Moreover, we would like a splitting that is valid after completing at I
k
,
rather than just reducing modulo I
k
. In other words, we would like to study the scheme
XK @
k
(Z,G)"spec((u~1
k
E0
G
(Z))\
Ik
).
For this we need some further notation. Let A)G be abelian and z an element of n
0
(ZA).
The pair (A, z) de"nes a point of the "nite G-set Z
A
n
0
(ZA). We write N
G
(A, z) for its
stabilizer and [A, z] for its orbit, and put =
G
(A, z)"N
G
(A, z)/A.
In Section 8 we will prove the following theorem.
THEOREM 3.8. „here is a closed subscheme >K @
k
(Z,G, A, z) XK @
k
(Z,G) depending only on
the orbit of (A, z), such that
XK @
k
(Z,G)"Z
*A,z+
>K @
k
(Z,G,A, z)
where the coproduct is indexed by orbits. Moreover, there is a map of schemes
Level@
k
(A*,G)/=
G
(A, z)PX
k
]
X
>K @
k
(Z,G, A, z)
which is an isomorphism on the underlying varieties.
In the case Z"* we write >K @k(G,A)">K @k(*, G,A, *), so that XK @k(G)"Z(A)>K @k(G,A).
Using the material developed in Section 7, we can make this somewhat more explicit when
G is abelian.
THEOREM 3.9. If A is a ,nite abelian p-group and B)A then>K @
k
(A,B) is -at over XK @
k
, with
degree DADkDMon(B*, (Q
p
/Z
p
)n~k)D.
This will also be proved in Section 8. We conjecture that there is a further close
connection between the structures important for our analysis and well known objects in
topology.
CONJECTURE3.10. If E is ‚andweber exact and E*
G
is free over E* and concentrated in even
degrees then the map n
0
‚
K(k)
F(BG
‘
,E)Pn
0
F(BG
‘
,‚
K(k)
E) is the projection O
X
K {k(G)
{O
Y
K {k(G,1)
.
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One application of our results about E* (BG) is to the study of EG
*
(EG)"E
*
BG, in the
spirit of [12, 13], and equally to EG
*
(EG]Z). We assume here that E is Landweber exact and
that E*
G
(Z) is free over E* and concentrated in even degrees. This is known to be true for
a large class of examples.
In the cases where E
*
(BG) is known, it is rather complicated, containing many pieces
like E
*
/(p=,2, u=n~1), often in odd degrees. Usually it can be calculated using local
cohomology at the augmentation ideal J"ker(E0
G
"E0(BG) {E0); in fact, if G is a p-group
or E admits an equivariant E
=
structure, there is a spectral sequence
E*
2
"H*
J
(E0
G
)NEG
*
(EG)"E
*
(BG).
The groups H*
J
(M) occurring here are the derived functors of the functor
!
J
M"H0
J
(M)"Mm3M D JNm"0 for NA0N.
Our description of the variety suggests we should consider the Cousin complex associated
to the chromatic "ltration of X(G), which has the form
Cv(E0
G
)"(p~1E0
G
Pu~1
1
E0
G
/p=P2Pu~1
n~1
E0
G
/I=
n~1
PE0
G
/I=
n
).
Note that the kth term is a module over (u~1
k
E0
G
)\
Ik
"O
XK {k(G)
. There is a spectral sequence
Es,t
1
"HsHt
J
Cv(E0
G
)NHs‘t
J
(E0
G
).
We will show using our splitting of XK @
k
(G) that this is concentrated on the line t"0, giving
the case Z"* of the following calculation.
THEOREM 3.11. Assuming that E is ‚andweber exact and E*
G
(Z) is a free module over
E* concentrated in even degrees, there is a natural isomorphism
H*
J
(E0
G
(Z))"H*!
J
Cv(E0
G
(Z)).
This will be proved in Section 9.2. Geometrically, the point is that
XK @
k
(G)"Z
(A)
>K @
k
(G,A),
and only the component indexed by A"1 meets<(J), and this lies entirely over<(J) in the
sense that
<(J)]
X(G)
XK @
k
(G)">K @
k
(G, 1)
and the local cohomology of this one factor is concentrated in degree zero.
We should point out that the complex !
J
Cv(E0
G
) is still highly non-trivial. For example,
if G is abelian and of rank r then J may be generated as a radical ideal by r elements [9], and
so the local cohomology must vanish above degree r. If r(n it is far from obvious that the
above complex is exact in degrees greater than r.
4. THE PROOF OF THEOREM 3.5
In this section, we prove Theorem 3.5. The method is due to Quillen, and also applied in
[16] but we adapt some of the ideas to our particular technical context, and we present the
argument more wholeheartedly in the language of equivariant topology.
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We begin by outlining the argument. Consider the space „ of complete #ags in a faithful
complex representation of G; we show that
(a) „ has abelian isotropy groups.
(b) There is an equalizer diagram
E0
G
(Z)PE0
G
(Z]„)PPE0G (Z]„]„).
(c) E0
G
(Z) is a "nitely generated module over E0.
Next, we try to extract information from the "ltration of Z by G-skeleta, or equivalently
from the equivariant Atiyah}Hirzebruch spectral sequence. The conclusion is that E0
G
(Z)
has the same variety as the ring H0
G
(Z; E), where H0
G
( ) ; E ) denotes ordinary cohomology in
the sense of Bredon, for the coe$cient system E : G/HCE*
G
(G/H)"E*
H
.
We next consider the category A of abelian p-subgroups of G, and the functor
EA(Z)"P
A|A
Map(n
0
(ZA),E0
A
)
considered by Quillen (he denotes itA
G
(Z) and writes the end as a limit). We show that this
is the same as H0
G
(Z; E ) if Z has abelian isotropy groups. By combining this with (a)}(c)
above, we shall see that
X(Z,G)"P
A
n
0
(ZA)]X(A)
as varieties.
We now start work on the proof. Choose a faithful complex representation < of G, of
dimension d, say. Let „"Flag(<) be the space of complete #ags of subspaces of <, so
a point of < is a chain
<
M
"(0"<
0
(<
1
(2(<
d
"<),
where dim(<
k
)"k for all k. As „ is a compact G-manifold, it can be made into a "nite
G-CW complex [20, 19]. The following lemma is well-known (cf. [16, 2.2.1]).
LEMMA 4.1. Every point in „ has abelian isotropy group.
Proof. If H)G stabilizes a #ag 0"<
0
(<
1
(2(<
d
"< then we have an isomor-
phism <K=
i
<
i
/<
i~1
of H-representations. Since < is faithful, H embeds in the group
<
i
Aut(<
i
/<
i~1
), and since <
i
/<
i~1
is one dimensional, Aut(<
i
/<
i~1
) is abelian. K
We will need the following well-known calculation.
PROPOSITION 4.2. ‚et> be a space, and= a complex vector bundle of dimension d over>.
‚et n : Flag(=)P> be the associated -ag bundle, so a point of n~1y is a complete -ag in the
vector space =
y
. „here is a ,ltration
0"=
0
(=
1
(2(=
d
"n*=
of bundles over Flag(=). =e let x
k
3E0(Flag(=)) denote the Euler class of =
k
/=
k~1
, and
write p
k
for the kth symmetric function in the variables x
i
.=e also let c
k
3E0(>) denote the kth
Chern class of =. „here is a natural isomorphism
E* (Flag(=))"E* (>)Ix
1
,2, xdJ/(pk!ck D 0)k)d).
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Moreover, this is a free module over E* (>) of rank d!, spanned by the monomials xa"<d
i/1
xai
i
for which 0)a
i
(i for all i. K
COROLLARY 4.3. For any ,nite G-complex Z, there is an equalizer diagram
E*
G
(Z)PE*
G
(Z]„)PPE*G (Z]„]„).
Proof. We use an explicit calculation to replace Quillen’s use of faithfully #at descent;
this avoids a discussion of KuK nneth isomorphisms.
Let S be the set of multi-indices a"(a
1
,2, ad) such that 0)ai(i. By applying
Proposition 4.2 to the bundle<PEG]
G
(Z]<)PEG]
G
Z, whose associated #ag bundle
is EG]
G
(Z]„), we "nd that E*
G
(Z]„) is the free module E*
G
Mxa D a3SN. On replacing Z by
Z]„ we "nd that
E*
G
(Z]„]„)"E*
G
(Z]„)Myb D b3SN"E*
G
(Z)Mxayb D a,b3SN.
The two projections Z]„]„PPZ]„ induce maps sending xa to xa and ya, respectively.
It follows immediately that the given diagram is an equalizer. K
As remarked in [16], this together with Proposition 2.9, immediately gives the necessary
"niteness.
COROLLARY 4.4. E*
G
(Z) is a ,nitely generated module over E* (and thus a complete
semilocal Noetherian ring).
Remark 4.5. The "nite generation does not hold without some completeness hypothesis
on E. For example it fails for uncompleted K-theory.
We now look at E0
G
(Z) through the eyes of the equivariant Atiyah}Hirzebruch spectral
sequence. This is the spectral sequence arising from the "ltration of Z by skeleta, and it has
Es,t
1
"Es‘t
G
(Z(s), Z(s~1)).
If we let Et denote the coe$cient system G/ACEt
G
(G/A)"Et(BA), then we have
Es,t
2
"Hs
G
(Z;Et).
We need to know this spectral sequence is multiplicative from E
2
onwards: this follows by
using the fact that the diagonal map ZPZ]Z is skeletal if Z]Z is given the product
"ltration. An alternative is to use the Postnikov "ltration of E to obtain a spectral sequence:
it is proved in [10, Appendix B] that this agrees with the "rst from the E
2
term onwards.
LEMMA 4.6. „he edge homomorphism
i :E0
G
(Z)PH0
G
(Z;E0)
of the Atiyah}Hirzebruch spectral sequence is a <-isomorphism.
Proof. Let d be the dimension of Z, so that Es,*
1
"0 for s’d. We "rst show that the
kernel of i consists of nilpotents. Indeed, if i (x)"0 then x has positive "ltration, so xd‘1 has
"ltration at least d#1 and thus is zero. Thus, E0
G
(Z) has the same variety as its image under
i, which is precisely E0,0
=
"E0,0
d‘1
. Next, observe that E0,0
r‘1
is the kernel of a derivation from
the ring E00
r
to the module Er‘1,~r
r
, and that everything in sight is a "nitely generated
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module over E0 (by Corollary 4.4). By Proposition A.7, we see that E0,0
r‘1
has the same
variety as E0,0
r
, and the claim follows. K
We now appeal to an explicit description of H0
G
(Z; E ), which is valid when Z has abelian
isotropy. Recall thatA is the category whose objects are the abelian p-subgroups of G, with
morphisms
A(A,B)"Map
G
(G/A,G/B)KMg3G D Ag)BN/B.
We have two contravariant functors from A to sets, given by ACn
0
(ZA) and
ACE0
A
"E0
G
(G/A). We de"ne
EA (Z)"NatA|A(n0(ZA),E0A)"P
A
Map(n
0
(ZA), E0
A
).
LEMMA 4.7. If H)G is abelian (but not necessarily a p-group) then EA (G/H)"E0H.
Proof. We can write H"B]C where B is a p-group and C is a p@-group. Note that the
action of C on E0
B
by conjugation is trivial because H is commutative. Since B is a retract of
H, E0
B
is a retract of E0
H
; by a transfer argument E0
H
"E0
B
. Note that if A is a p-group, a coset
g(B]C) is A-"xed only if the corresponding coset gB is A-"xed, so (G/(B]C))A"(G/B)A/C,
so that n
0
((G/H)A)"A(A,H)"A(A,B)/C. By Yoneda’s lemma, we have Nat
A
(A(A,B),E0
A
)"
E0
B
, so Nat
A
(A(A,B)/C,E0
A
)"(E0
B
)C"E0
B
. Thus EA (G/H) is just E0B
"E0
H
. K
LEMMA 4.8. „here is a natural map H0
G
(Z; E)PEA (Z), which is an isomorphism if all
isotropy groups of points of Z are abelian.
Proof. From the de"nitions one sees that there are natural maps
H0
G
(Z;E )PH0
A
(ZA;E )PH0(ZA; E0
A
)"Map(n
0
(ZA), E0
A
)
and that these assemble to give a natural map
a
Z
: H0
G
(Z;E )PEA(Z).
Now suppose that Z is a union of two subcomplexes Z
0
and Z
1
. We have a Mayer}Vietoris
sequence
0PH0
G
(Z;E)PH0
G
(Z
0
;E )=H0
G
(Z
1
; E)PH0
G
(Z
0
WZ
1
; E).
Similarly, for each A we have ZA"ZA
0
X ZA
1
, so there is a coequalizer of sets
n
0
(ZA
0
W ZA
1
)PPn0 (ZA0)Pn0(ZA1)Pn0(ZA).
By applying Map(!,E0
A
), we get an equalizer diagram. Equalizers commute with ends, so
we get a left exact sequence
0PEA (Z)PEA (Z0)=EA(Z1)PEA(Z0WZ1).
By comparing these two sequences, we see that a
Z
is an isomorphism provided that a
Z0
,
a
Z1
and a
Z0WZ1
are isomorphisms. As Z has abelian isotropy groups, it is built from cells of
the form Bm]G/H, with H abelian. By induction on the number of cells, it is enough to
check that a
Z
is an isomorphism when Z"Sm~1]G/H or Z"Bm]G/H. This reduces
easily to a check that a :H0
G
(G/H;E )PEA(G/H) is an isomorphism. The left-hand side is
just E0
H
, which is the same as the right-hand side by Lemma 4.7. K
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LEMMA 4.9. For any Z and „, the evident diagram
EA(Z)PEA (Z]„)PPEA (Z]„]„)
is an equalizer.
Proof. Suppose that A3A. Because n
0
((Z]„)A)"n
0
(ZA)]n
0
(„A) and so on, it is
clear that the diagram
n
0
(ZA)Qn
0
((Z]„)A)QQn0((Z]„]„)A)
is a coequalizer. By applying Map(!,E0
A
) we therefore get an equalizer. As equalizers
commute with ends, the claim follows. K
Proof of „heorem 3.5. As previously, we let „ denote the space of #ags in a faithful
complex representation of G. By Lemma 4.1, we know that „ has only abelian iso-
tropy groups. It follows that the same is true of Z]„ and Z]„]„. Consider the
diagram
The "rst and third rows are exact by Corollary 4.3 and Lemma 4.9, respectively. The
maps i
0
, i
1
and i
2
are <-isomorphisms by Lemma 4.6. The maps j
1
and j
2
are isomorphisms
by Lemma 4.8. Everything in sight is a "nitely generated module over the Noetherian ring
E0, by Corollary 4.4. We now apply the functor var(!) to get a diagram of varieties with
the arrows reversed. The "rst and third lines are coequalizers by Proposition A.10, and all
vertical maps except for var( j
0
) are known to be isomorphisms. It follows immediately that
var( j
0
) is also an isomorphism, so that X(Z,G)"var(EA(Z)). We can rewrite the end that
de"nes EA(Z) as the inverse limit of a "nite diagram of rings that are "nitely generated as
modules over E0. By Proposition A.10, this becomes colimit diagram when we apply
var(!). This shows that
X(Z,G)
7!3
"varAP
A
Map(n
0
(ZA), E0
A
)B
"P
A
var(Map(n
0
(ZA),E0
A
))"P
A
n
0
(ZA)]X(A).
Using Proposition 2.7, we can rewrite this as
X(Z,G)
7!3
"P
A
n
0
(ZA)]Hom(A*, G)
as claimed. The other two claims follow at once using Proposition A.13. K
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5. MULTIPLE LEVEL STRUCTURES
This section and the following two form the technical heart of our our work: they
introduce algebraic machinery for understanding the formal scheme Hom
k
(A,G) and
hence also the cohomology of abelian groups in terms of formal groups. When p is inverted
the analysis is much easier, and is contained in the work of Hopkins et al. [16]. Our
main concern is therefore with the p and higher torsion. We need tools for studying &&"nite
subgroups’’ of formal groups even when we work over rings which have torsion. To
deal with similar problems for elliptic curves, Drinfel’d has introduced the notion of
a level structure. Motivated by the need to understand the cohomology of classifying
spaces, the second author has adapted this notion to formal groups in [30], and we
will assume some familiarity with that paper. Because we must deal with the higher
torsion in this paper we must re"ne this to the notion of a multiple level structure on
a formal group.
For the purposes of the next three sections, we suppose given a formal group G of "nite
height n and strict height at least k (where 0)k)n) over a connected formal scheme X
k
.
We have seen that each admissible cohomology theory gives an example of this, but the
theory applies quite generally.
Many questions become simpler if the base scheme X
k
has good properties. Fortunately,
we can often assume this, as we now explain.
De,nition 5.1. We shall say that the pair (G,X
k
) is of universal type if the sequence of
elements (u
k
,2, un~1) is regular on OXk and generates the maximal ideal (and thus Xk is
a smooth scheme).
For example the topological example arising from Morava E-theory is of universal type.
More generally, if k’0 and (G, X
k
) has universal type then O
Xk
"KIu
k
,2, un~1J for some
"eld K of characteristic p, and if k"0 then O
X0
"RIu
1
,2, un~1J for some discrete
valuation ring R whose maximal ideal is generated by p. In either case, O
Xk
is a unique
factorization domain and has many other good properties. We can often assume that X
k
has
universal type, and deduce the general case by base change using the following proposition.
We will give this argument in detail in Corollary 5.12, but otherwise leave similar arguments
to the reader.
PROPOSITION 5.2. ‚et G be a formal group of height n and strict height at least k over
a formal scheme X
k
. „hen there are pullback diagrams of formal groups
where f is faithfully -at and (K,<
k
) has universal type.
Proof. Let m(O
Xk
be the maximal ideal, and let K be the perfect closure of O
Xk
/m. By
EGA 0
III
10.3.1 [14] there is a complete Noetherian local ring O
Wk
and a faithfully #at
map O
Xk
PO
Wk
such that the associated extension of residue "elds is the inclusion O
Xk
/
mMK. We de"ne H"G]
Xk
=
k
. By the Lubin}Tate deformation theory (see [23], or [30,
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Section 6] for an account in geometric language) there is a smooth scheme ;, a formal
group L over ;, and a pullback diagram
Moreover, we have O
U
"RIw
1
,2,wn~1J for some complete discrete valuation ring R with
R/p"K, where w
i
is the coe$cient of ypi in the [p](y) for some coordinate y on L. It follows
that
<
k
"spf (O
U
/(p,w
1
,2,wk~1))"spf (KIwk,2,wn~1J)
is the closed subscheme where L has strict height at least k. As H has strict height at most k,
we see that the map=
k
P;must factor through<
k
. We thus get a diagram as claimed with
K"L]
U
<
k
. K
We now de"ne the main object of interest. The dual group is used in the following
simply to ease the application to topology.
De,nition 5.3. Let k*0 be an integer, A a "nite abelian p-group, and >
k
a scheme over
X
k
. We say that a homomorphism / :A*P!(>
k
, G) is a pk-fold level-A* structure if we have
an inequality of divisors
pk[/A* (1)])G(1)3!(>,Div(G)).
Here as usual A* (1)"ker(p :A*PA*)"(A/p)*, G(1)"ker(p :GPG), and the notion of
divisor is that studied in [30]. Given an orientation x, it is equivalent to require that [p](x)
be divisible by
<
a|A*(1)
(x!x(/(a)))pk
in O
Yk
IxJ.
The case k"0 gives level structures as studied in [30].
The following result follows easily from [30, Proposition 16].
PROPOSITION 5.4. „he functor from schemes over X
k
to sets de,ned by
>
k
C Mpk-fold level-A* structures on G over >
k
N
is represented by a scheme Level
k
(A*, G) over X. Moreover, Level
k
(A*,G) is a closed
subscheme of Hom
k
(A*, G) and thus is ,nite over X
k
. K
We introduce notation for a group that will occur in many places.
De,nition 5.5. We write "
k
"(Q
p
/Z
p
)n~k.
The main result is as follows.
THEOREM 5.6. „he scheme Level
k
(A*, G) is -at over X
k
, of degree DADkDMon(A*, "
k
)D. If
(G,X
k
) is of universal type then Level
k
(A*, G) is smooth. For each B)A, there is a natural
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closed inclusion Level
k
(B*,G)PHom
k
(A*,G). „ogether these give a map
Z
B
Level
k
(B*,G)PHom
k
(A*, G)
and the resulting map
Z
B
Level@
k
(B*, G)PHom@
k
(A*,G)
is an in,nitesimal thickening (and thus a <-isomorphism).
We shall prove this theorem at the end of this section, except that we will only obtain an
inequality
deg[Level
k
(A*,G)])DADkDMon(A*,"
k
)D.
The reverse inequality will be proved as Corollary 7.4.
For the rest of this section, A will be a "nite abelian p-group, and B will be a subgroup of
A. There is an evident restriction map n : A* {B*; the kernel is the annihilator of B, which
we write as B3. We can choose a presentation
A"Sa
0
,2, ar~1 D pdiai"0 for all iT.
We shall order the generators so that 0(d
0
)2)d
r~1
. We write a
i
for the element of
A* that is dual to a
i
in the evident sense, so that A*"Sa
i
D pdia
i
"0T. Given a scheme
>
k
over X
k
and a map / : A*P!(>,G), we write xa"x(/(a)) and xi"xai"x(/(ai)). In the
topological application xa is the image of the "rst Chern class c1(a) in OYk.
The crudest feature is the following triviality condition.
LEMMA 5.7.
Level
k
(A*, G)"0 if rank
p
(A)’n!k.
Proof. Let / be a pk-fold level-A* structure on G over the non-empty formal scheme>
k
.
Over the special "bre of >
k
(ie reducing modulo the maximal ideal) we have /"0 so
xpr‘k divides [p](x), which is a unit multiple of xpn. It follows that r)n!k. K
De,nition 5.8. We use the following notation.
D
k
"O
Xk
R
k
(A)"O
H0.k(A*,G)
"D
k
Ix
0
,2, xr~1J/([pd0](x0),2, [pdr~1](xr~1))
D
k
(A)"O
L%7%-k(A*,G)
.
We also write D@
k
"u~1
k
D
k
, R@
k
(A)"u~1
k
R
k
(A) and so on, and X@
k
"spec(D@
k
). Note that D@
k
is
not a complete local ring, so our theorems about functors represented by various rings
cannot be applied directly to D@
k
.
Our "rst two results justify the motivation for level structures in terms of injective maps.
PROPOSITION 5.9. If / : A*P!(X
k
,G) is such that for all 0Oa3A*(1) the element
xa3OXk is not a zero-divisor, then / is a pk-fold level-A* structure. In particular, this holds if
O
Xk
is an integral domain and / is injective.
Proof. We assume that A*"A* (1), to simplify notation. Let g(x) be the Weierstrass
polynomial that is a unit multiple in O
Xk
IxJ of [p](x), and write f (x)"<a(x!xa)p
k. By
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de"nition of level structures, we need to prove that f divides g in O
Xk
[x]. Because divisibility
of monic polynomials is a closed condition, it is enough to prove this over any extension
ring of O
Xk
.
Note that *"<aEb(xa!xb) is a unit multiple of <aEbxa~b (because x!y is a unit
multiple of x!
F
y where F is the formal group law associated to G), so * is not
a zero-divisor, so the natural map O
Xk
P*~1O
Xk
is injective. If aOb then x!xa and x!xb
generate the unit ideal in *~1O
Xk
[x], so the same is true of (x!xa)p
k and (x!xb)p
k. It
follows from the Chinese Remainder Theorem that the intersection of the ideals ((x!xa)p
k)
is the same as their product. It is thus enough to check that (x!xa)p
k divides f (x) in O
Xk
[x],
or equivalently that (x!
F
xa)p
k divides [p](x) in O
Xk
IxJ. As G has strict height at least k, we
know that xpk divides [p](x) and thus that (x!
F
xa)p
k divides [p](x!
F
xa). However,
[p](x!
F
xa)"[p](x)!F [p](xa)"[p](x)!F xpa"[p](x), since a is of order p. This shows
(x!
F
xa)p
k divides [p](x) as required. K
The following result is a partial converse to the above.
PROPOSITION 5.10. ‚et G be a formal group of strict height precisely k over an integral
domain O
Xk
. „hen a map / : A*P!(X
k
, G) is a pk-fold level structure if and only if it is
injective.
Proof. The hypothesis on G is that xpk‘1 does not divide [p](x). If / is a pk-fold level
structure and 0Oa3A*(1) then xpk(x!xa) divides [p](x) so we must have xaO0. It follows
that ker(/)WA* (1)"0 and thus that / is injective. The converse is covered by the previous
proposition. K
The proof of the following important structural result contains some useful calculations
for the representing ring D
k
(A).
PROPOSITION 5.11. If X
k
is of universal type then the scheme Level
k
(A*,G) is smooth of
dimension n!k and is ,nite, dominant and -at over X
k
.
Proof. Note that Level
k
(A*,G) is by construction a closed subscheme of the scheme
Hom
k
(A*, G)"r~1<
i/0
G(d
i
).
It follows that the maximal ideal in D
k
(A) is generated by x
0
,2,xr~1 and uk,2, un~1, and
also that Level
k
(A*, G) is "nite over X
k
. As a "nite dominant map of smooth schemes is #at,
it remains only to show that Level
k
(A*,G)PX
k
is dominant, and that Level
k
(A*,G) is
smooth.
We "rst construct a formal scheme >
k
and a dominant map >
k
PX
k
factoring through
Level
k
(A*, G)PX
k
. It follows that Level
k
(A*, G)PX
k
is dominant, and therefore that
dim(Level
k
(A*,G))*dim(X
k
)"n!k. Choose m so large that pmA"0, and let g(x) be the
Weierstrass polynomial that is a unit multiple of [pm](x), so g is monic and has degree pnm.
Let ‚
k
be the splitting "eld of g over the "eld of fractions of O
Xk
, and R
k
the subring of
‚
k
generated by O
Xk
and the roots of g. These roots are the points of order dividing pm and so
form a group A@ under formal addition. It follows that they all have the same multiplicity,
and it is obvious that the multiplicity of zero is pmk; it follows that DA@D"p(n~k)m. A similar
argument shows that the subgroup A@( j) has order p(n~k)j for 0)j)m, and it follows from
the structure theory of "nite abelian groups that A@K(Z/pm)n~k. Write>
k
"spf (R
k
), so A@ is
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naturally a subgroup of !(>
k
, G). Because rank
p
(A*) n!k and pmA*"0, we can choose
a monomorphism / : A*PA@)!(>,G). Since R
k
is an integral domain, Proposition 5.9
states that this is a pk-fold level structure. The natural map >
k
PX
k
(which is "nite and
dominant) thus factors through Level
k
(A*, G).
Now we show that D
k
(A) is a regular local ring, so that Level
k
(A*,G) is smooth. Let S be
the set Mx
0
,2,xr~1, uk‘r,2, un~1N, so DSD"n!k: we show that S generates the maximal
ideal of D
k
(A). Write DM
k
(A)"D
k
(A)/(S). Over this ring we know that /(a
i
)"0 for all i and
thus that /(a)"0 for all a3A*. It follows that <a|A*(1) (x!xa)p
k"xpr‘k. We also know that
this divides [p](x), so that G has strict height at least r#k over DM
k
(A). This implies that
u
k
"2"u
r‘k~1
"0 in DM
k
(A). The rest of the u’s vanish by de"nition. It follows that the
maximal ideal in DM
k
(A) is zero, or equivalently, that S generates the maximal ideal in D
k
(A).
As DSD is the same as the Krull dimension of D
k
(A), we see that D
k
(A) is a regular local ring.
K
COROLLARY 5.12. Even when X
k
is not universal, the map Level
k
(A*, G)PX
k
is -at.
Proof. Choose a diagram as in Proposition 5.2. By looking at the represented functors,
we see easily that
Level
k
(A*, H)"Level
k
(A*, G)]
Xk
=
k
"Level
k
(A*, K)]
Vk
=
k
.
As (K,<
k
) has universal type, we see that Level
k
(A*, K) is #at over<
k
. As #atness is preserved
by pullbacks, we see that Level
k
(A*,H) is #at over =
k
. Thus, the map Level
k
(A*, G)PX
k
becomes #at after pullback along the faithfully #at map=
k
PX
k
; this means that it is itself
#at, by de"nition of faithful #atness. K
We next prove a bound on the degree of Level
k
(A*, G). First we give a convenient
packaging of elementary combinatorics.
LEMMA 5.13. If A"=r~1
i/0
Z/pdi with d
i
’0 then
DMon(A*,"
k
)D"r~1<
i/0
p(n~k)(di~1)(pn~k!pi)"DA*/A* (1)Dn~kDMon(A* (1),"
k
)D.
It follows that
DADkDMon(A*, "
k
)D"r~1<
i/0
pn(di~1) (pn!pi‘k).
Proof. Write b
i
"pdi~1a
i
3A* (1). Let t be a map A*P"
k
. If t is not injective, say
t(a)"0 with aO0, then pia3ker(t)WA*(1) for some i. Thus, t is injective if and only if
tD
A*(1)
is injective, if and only if we have
t(b
i
) N St(b
0
),2,t(bi~1)T
for all i. Suppose that we have chosen t(a
j
) for j(i; there are then pn~k!pi possible
choices for t(b
i
)"pdi~1t(a
i
). As D"
k
(d
i
!1)D"p(n~k)(di~1), there are p(n~k)(di~1)(pn~k!pi)
possible choices for t(a
i
). It follows that
DMon(A*, "
k
)D"<
i
p(n~k)(di~1)(pn~k!pi)
as claimed. The rest follows. K
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The required bound on the degree now follows easily.
PROPOSITION 5.14. deg[Level
k
(A*,G)])DADkDMon(A*, "
k
)D.
Proof. In view of Lemma 5.13, it is enough to show that x
i
has degree at most
pn(di~1)(pn!pi‘k) over O
Xk
[x
0
,2, xi~1]. Because / is a pk-fold level structure, we see that
[pdi~1](x
i
) is a root of f (x)"[p](x)/<b (x!xb)p
k, where b runs over Sb
j
D j(iT. As f (x) has
Weierstrass degree pn!pi‘k and [pdi~1](x) has Weierstrass degree pn(di~1), we see that x
i
is
a root of a power series f ([pdi~1](x)) of Weierstrass degree pn(di~1)(pn!pi‘k) as required.
K
We are "nally equipped to prove the main result of the section.
Proof of „heorem 5.6. We proved as Corollary 5.12 that Level
k
(A*, G) is #at over X
k
,
and as Proposition 5.14 that the degree is at most DADkDMon(A*, "
k
)D. The proof of the other
inequality is postponed to Corollary 7.4. We proved as Proposition 5.11 that Level
k
(A*,G)
is smooth in the universal case. All that is left is to de"ne and study the map
Z
B
Level
k
(B*,G)PHom
k
(A*,G).
By the usual argument, we may assume that (G,X
k
) is of universal type, so that D
k
is
a regular local ring.
First, for any B)A, we construct a closed embedding Level
k
(B*, G)PHom
k
(A*, G),
induced by a surjective map R
k
(A){D
k
(B). The construction of the rings R
k
(A) and R
k
(B)
in Proposition 2.7 shows that the epimorphism n : A*PB* gives a surjective map
R
k
(A) {R
k
(B), which we may compose with the surjective map R
k
(B){D
k
(B). Write p
B
for
the kernel of the composite; this is prime because D
k
(B) is a regular local ring and thus an
integral domain. Because D
k
(B) is #at (and thus free) over D
k
, it follows that p
B
WD
k
"0 and
in particular u
k
Np
B
. We also write p@
B
"p
B
R@
k
(A), so that R@
k
(A)/p@
B
"D@
k
(B).
Combining these maps for various B we obtain
Z
B) A
Level
k
(B*,G)PHom
k
(A*, G).
It remains to show that over X@
k
this is an in"nitesimal thickening as claimed. In other words
we need to know that the map
l@: R@
k
(A)P <
B)A
R@
k
(A)/p@
B
" <
B)A
D@
k
(B)
is surjective, with the ideal J0 of nilpotent elements as the kernel.
The kernel of l@ is the intersection of the ideals p@
B
, so to show this is J0 we need only
show that any prime p@ contains a prime of the form p@
B
. Any such ideal p@ corresponds to
a prime p in R
k
(A) such that u
k
N p. The tautological map A*P!(R
k
(A),G) gives a map
/ :A*P!(R
k
(A)/p,G). Letting B* be the image of /, we factor / as n : A*{B* followed by
a monomorphism t :B*M!(R
k
(A)/p,G). Proposition 5.10 tells us that t is a pk-fold
level-B* structure. It follows that p
B
)p as required.
The Chinese remainder theorem says that l@ is surjective if the ideals p@
B
are pairwise
coprime. We therefore consider p
B
#p
C
, where B and C are distinct subgroups of A, say
C)/ B. There is an element c3B3CC3, and since c3B3 we "nd xc3pB. On the other hand,
there is an integer j such that pjc has exact order p modulo C3, and we claim that [pj](xc)
divides u
k
mod p
C
. This will complete the argument since xc divides [pj](xc), so that uk"0
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(modp
B
#p
C
), and hence p@
B
#p@
C
"R@
k
(A) as required. To see that j"[pj](xc) divides
u
k
mod p
C
note that since / is a level pk structure, xpk(x!j) divides [p](x). Now note
that G is of strict height precisely k, and consider coe$cients of xpk: this shows j
divides u
k
. K
6. THE GEOMETRIC FROBENIUS MAP
We next discuss an interesting reformulation of the de"nition of a multiple level
structure, which will be used in Section 7 to give a precise description of Hom@
k
(A*,G)
including information about nilpotents.
Assume that k’0, so that we have p"0 in O
Yk
for all schemes >
k
under considerat-
ion, so the map xC xp is a ring endomorphism of O
Yk
, giving rise to a map F
Yk
:>
k
P>
k
of schemes, called the geometric Frobenius. For any d*0, we let GSdT be the pullback
of G along the map Fkd
X
:X
k
PX
k
. The map FkG : GPG covers FkX and thus induces
a morphism fG : GPGS1T of formal groups over Xk. A coordinate x on G gives rise
to a coordinate y on GSdT such that y( f dG (a))"x(a)pkd for any point a of G. If the formal
group law arising from x is +
ij
c
ij
xi
0
xj
1
, then the formal group law arising from y is
+
ij
cpkd
ij
xi
0
xj
1
.
Because G has strict height at least k, we see that pG factors through fG, say pG"qG 3 fG
for some map qG :GS1TPG. The kernel of qG is a subgroup divisor K(GS1T of degree
pn~k in the sense of [30]. In terms of the coordinate, we have [p](x)"h(xpk) for some power
series h over O
Xk
, and qG is given by x(qG (b))"h(y(b)) for any point b of GS1T. The subgroup
K is spf (O
Xk
IyJ/h(y)).
PROPOSITION 6.1. A homomorphism / : A*P!(>
k
,G) is a pk-fold level structure if and
only if we have an inequality of divisors
[ fG/A*(1)])K3!(>k, Div(GS1T)).
Proof. Let g :HPK be any isogeny of formal groups. Let D and D@ be divisors on K.
Because g is faithfully #at, it is easy to see that D)D@ if and only if the pullbacks satisfy
g*D)g*D@. It is also easy to see that for any point a of H, the divisor g*[g(a)] is the
translate by a of the divisor ker(g). In the case g"fG we have ker( fG)"pk[0], so the
relevant translate is just pk[a]. It follows that
f *G [ fG/A*(1)]" +
a|A*(1)
f *G [ fG/(a)]"pk[/A* (1)].
On the other hand, we have
f *G K"f *G ker(qG)"ker(qG " fG)"ker(pG)"G(1).
It follows that [ fG/A* (1)])K if and only if pk[/A*(1)])G(1), which means precisely that
/ is a pk-fold level structure. K
We can pull the maps p"pG, q"qG and f"fG back along the map FekX :XkPXk to
obtain maps which we still call f, q and p. These "t into an in"nite diagram whose top left
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corner looks like this:
(Half of the triangles commute because p"q 3 f; the squares commute because f is
a homomorphism of formal groups; because all maps are isogenies and thus epimorphisms,
it follows that the remaining triangles commute.) It follows from this that we have
a "ltration
ker( f d) ker( f d~1 3 p) 2)ker( f 3 pd~1) ker(pd)"G(1).
On the other hand, ker( f d~i 3 pi) is the pullback along piG of the divisor ker( f d~i)"p(d~i)k,
which is just p(d~i)kG(i). Thus, the above "ltration has the form
pdk[0])p(d~1)kG(1) 2)pkG(d!1) G(d).
We can thus de"ne divisors
D
i
"p(d~i)kG(i)!p(d~i‘1)kG(i!1)
and we "nd that G(d)"+d
i/0
D
i
.
Algebraically, this decomposition takes the form of the following lemma, whose proof
we leave to the reader.
LEMMA 6.2. =e can factor [p](x) as xpkg(x) for some power series g of =eierstrass degree
pn!pk, and let g
0
(x)"x. For i’0 de,ne g
i
(x)"g([pi~1](x)), so that g
1
(x)"g(x) and g
i
(x)
has constant term u
k
. =e then have
[pd](x)" d<
i/0
g
i
(x)pk(d~i)
and the divisor D
i
is spf (O
Xk
IxJ/g
i
(x)pk(d~i)). K
7. THICKENINGS
In this section we again suppose k’0, and we ‘thicken upa the subschemes
Level
k
(B*, G) of Hom
k
(A*, G) to get schemes >
k
(A,B) with nice properties such that
Hom@
k
(A*,G)"Z
B
>@
k
(A,B) as schemes (where >@
k
(A,B) means >
k
(A,B)]
Xk
X@
k
as usual).
This re"nes Theorem 3.4 so as to include complete information about nilpotents. In
particular this will give an exact description of the cohomology u~1
k
E0 (BA)/I
k
of an abelian
group over a pure chromatic stratum.
In the following de"nition we use the Frobenius pullbacks GSiT and the Frobenius
morphism fG :GPGS1T from Section 6.
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De,nition 7.1. Let A be a "nite abelian p-group, B a subgroup of A, and n :A*{B* the
canonical map. Let= be a scheme over X, and / a homomorphism A*P!(=,G). We say
that / is a pk-fold level-(A*, B*) structure if
(I) If C* is a subgroup of ker(n) with pdC*"0 (such as B3 (d)) then the composite
C*P( GPf
dG
GSdT
is zero.
(II) If C* is a subgroup of A* with pdC*"0 and ker(n)WC*"pC* then there is a pk-fold
level structure t : nC*P!(=,GSd!1T) such that the following diagram commutes.
The following result follows easily from [30, Proposition 16].
PROPOSITION 7.2. „he functor from schemes over X
k
to sets de,ned by
>
k
C Mpk-fold level-(A*,B*) structures on G over >
k
N
is represented by a scheme >
k
(A,B) over X. „his is a closed subscheme of Hom
k
(A*,G) and
thus is ,nite over X
k
. =e write D
k
(A,B)"O
Yk(A,B)
. K
The main result is as follows.
THEOREM 7.3. (1) >
k
(A,B) is -at over X
k
, of degree DADkDHom(B*,"
k
)D.
(2) >
k
(A,B) is an in,nitesimal thickening of Level
k
(B*,G).
(3) Hom@
k
(A*,G)"Z
B
>@
k
(A,B).
(4) >
k
(A,A)"Level
k
(A*,G).
(5) >@
k
(A,B)WHom
k
(B*, G)"Level
k
(B*, G).
COROLLARY 7.4. By Parts (1) and (4), we see that
deg[Level
k
(A*,G)]"DADkDMon(A*,"
k
)D.
To prove this, we de"ne some related schemes Z
k
(A,B) that will turn out to coincide
with >
k
(A,B) when G is of universal type. (However, the formation of Z
k
(A,B) does not
commute with base change, so we cannot conclude that Z
k
(A,B)">
k
(A,B) in general.)
De,nition 7.5. It follows from Theorem 3.4 by lifting idempotents (Proposition A.15)
that there is a splitting Hom@
k
(A*,G)"Z
B
Z@
k
(A,B) of schemes over X@
k
, where
Z@
k
(A,B)
3%$
"Level@
k
(B*). Equivalently, we have a splitting R@
k
(A)"<
B
E@
k
(A,B). We de-
"ne E
k
(A,B) to be the image of R
k
(A)LR@
k
(A) in E@
k
(A,B). This is a quotient of R
k
(A) and
a subring of E@
k
(A,B) (which contains u~1
k
), so u
k
is not a zero-divisor in E
k
(A,B). We de"ne
Z
k
(A,B)"spf (E
k
(A,B)), which is the closure of Z@
k
(A,B)LHom@
k
(A*, G) in Hom
k
(A*,G).
Remark 7.6. It is easy to check that Z
k
(A,B) is an in"nitesimal thickening of
Level
k
(B*, G) and that Z@
k
(A,B)"X@
k
]
Xk
Z(A, B).
The proof of Theorem 7.3 will rely on the following two results.
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PROPOSITION 7.7. deg[>
k
(A,B)])DADkDMon(B*,"
k
)D.
PROPOSITION 7.8. If G is of universal type, then Z
k
(A,B)->
k
(A,B).
We summarise our notation for ease of reference.
De,nition 7.9.
D
k
"O
Xk
R
k
(A)"O
H0.k(A*,G)
D
k
(B)"O
L%7%-k(B*,G)
D
k
(A,B)"O
Yk(A,B)
E
k
(A,B)"O
Zk(A,B)
.
We now prove Theorem 7.3 assuming the above propositions.
Proof of „heorem 7.3. We may assume that we are in the universal case, as everything in
the theorem commutes with base change.
Part (4) holds by inspection of the de"nitions.
The closed inclusions Z
k
(A,B)M>
k
(A,B)MHom
k
(A*, G) give epimorphisms R
k
(A)PrA
D
k
(A,B)PsA E
k
(A,B) and thus maps R
k
(A)Pr <
B
D
k
(A,B)Ps <
B
E
k
(A,B) with s surjective.
We will show that s is an isomorphism, which shows that Z
k
(A,B)">
k
(A,B), and Part (2)
of the theorem will follow from the de"nition of Z
k
(A,B). Part (3) of the theorem states that
r becomes an isomorphism when u
k
is inverted.
Write d
B
"DADkDMon(B*, "
k
)D and d"DADn"DADkDHom(A*, "
k
)D. Note that the decompo-
sition Hom(A*, "
k
)"Z
B)A
Mon(B*, "
k
) gives d"+
B
d
B
, and recall from Proposition 2.7
that R
k
(A) is a free module of rank d over D
k
. Proposition 7.7 gives us an epimorphism
t
B
:DdB
k
{D
k
(A,B) of D
k
-modules, and putting these together gives an epimorphism
t :Dd
k
{<
B
D
k
(A,B).
We now invert u
k
everywhere, and denote this as usual by adding a dash. As we are in
the universal case, we know that u
k
acts injectively on free D
k
-modules.
It is clear from De"nition 7.5 that s@r@ is an isomorphism, so <
B
E@
k
(A,B) is free of rank
d over D@
k
. This means that s@t@ is an epimorphism between free modules of the same rank
d over D@
k
; since the rings are Noetherian, we conclude that it is an isomorphism. As s@ and t@
are epimorphisms and s@t@ is an isomorphism, we conclude that s@ and t@ are isomorphisms.
As s@r@ is an isomorphism, we now see that r@ is an isomorphism, proving Part (3).
As t@ is an isomorphism, we see that the kernel of t : Dd
k
{<
B
D
k
(A,B) is a u
k
-torsion
module, but u
k
is regular on Dd
k
, so t is injective. It is also surjective, so each t
B
is an
isomorphism, and D
k
(A,B) is a free module over D
k
of rank d
B
. This proves Part (1). It also
shows that u
k
is regular on D
k
(A,B); as s@
B
:D
k
(A,B)PE
k
(A,B) is an isomorphism, the same
argument shows that s
B
is an isomorphism, so >
k
(A,B)"Z
k
(A,B), completing the proof of
Part (2).
Part (5) will be proved separately as Proposition 7.13. K
We turn to the deferred proofs. The proof of Proposition 7.7 relies on three lemmas.
LEMMA 7.10. ‚et B be a subgroup of A, so that (A/B)*)A*. „hen the natural map
r : Hom
k
(A*,G)PHom
k
((A/B)*,G)
is -at of degree DBDn.
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Proof. Write d"deg[Hom
k
(A*,G)PHom
k
((A/B)*, G)]. By de"nition, d is the same as
the degree of the restriction of r over the special "bre of Hom
k
((A/B)*,G). The special "bre is
contained in the closed subscheme of Hom
k
((A/B)*, G) where the universal homomorphism
(A/B)*PG vanishes, which is a copy of X
k
. The inverse image of this copy of X
k
under r is
exactly Hom
k
(B*, G). Thus, d"deg[Hom
k
(B*, G)]"DBDn. We can choose generators
x
1
,2, xd giving a surjective map f :OdH0.k((A@B)*,G)POH0.k(A*,G). By Proposition 2.7, both
O
H0.k((A@B)*,G)
andO
H0.k(A*,G)
are free overO
Xk
, with ranks e"DA/BDn and ed"DADn respective-
ly. Thus, f is an epimorphism between free modules of the same "nite rank over the
Noetherian ring O
Xk
, so it must be an isomorphism. Thus, r is a #at map of degree d"DBnD,
as claimed. K
LEMMA 7.11. „here is a pullback diagram of the following form:
Proof. Note that (A/pB)* is the preimage under n :A*PB* of B* (1). Thus, in conditions
(I) and (II) of De"nition 7.1, the subgroup C* is necessarily contained in (A/pB)*. This
means that a map / :A*PG is a pk-fold level-(A*, B*) structure if and only if the restriction
of / to (A/pB)* is a pk-fold level-((A/pB)*, (B/pB)*) structure, as required. K
LEMMA 7.12. If pB"0 then we can choose a presentation of A* of the form
A*"Sb
1
,2, bs D pdibi"0T=Sc1,2, ct D pejcj"0T,
where n(c
j
)"0 for all j, and Mn(b
1
),2, n(bs)N is a basis for B*. =e may also assume that
0(d
1
)2)d
s
.
Proof. Choose a presentation
A*"Sa
0
,2, ar~1 D pciai"0 for all iT,
where 0(c
0
)2)c
r~1
. Write
S"Mi D n(a
i
)3Sn(a
j
) D j(iTN.
If i3S, then we can choose an element a@
i
which is congruent to a
i
mod Sa
j
D j(iT, such that
n(a@
i
)"0. Because we have c
j
)c
i
when j(i, we see that a@
i
has order precisely pci. We
relabel Ma
i
D i NSN as Mb
1
,2, bsN and Ma@i D i3SN as Mc1,2, ctN. It is easy to see that these
elements give a presentation of the required type.
Proof of Proposition 7.7. We must prove that deg[>
k
(A,B)])DADkDMon(B*, "
k
)D. For
the moment we assume that pB"0, and we choose a presentation of A as in Lemma 7.12.
Write A*
j
"Sb
i
D i)jT)A*, and B*
j
"n(A*
j
)KA*
j
/p. We also write x
i
"x(/(b
i
))3O
Yk(A,B)
and y
j
"x(/(c
j
)), and note that these generate O
Yk(A,B)
as an algebra over O
Xk
. We let R
i
be
the subalgebra generated by Mx
1
,2, xiN.
For each b3B*
j
we choose a lift bI 3A*
j
, and we write
h
j
(x)"<
b|B*j
(x!x(/(bI ))).
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We now apply condition (II) of De"nition 7.1 to the group C*"B*
j
, giving a diagram
in which t is a pk-fold level-B*
j
structure. This means that (h
j
(x)pk)pk(dj~1)"h
j
(x)pkdj divides
[p](x)pk(dj~1). It follows that
l
j
(x)"[p](x)pk(dj~1)/h
j~1
(x)pkdj
is a power series of Weierstrass degree pkdj(pn~k!pj~1) over R
j~1
, and that l
j
(x
j
)"0. As
R
j
is generated by x
j
over R
j~1
we see that the degree of R
s
over R
0
"O
Xk
is at most
<s
j/1
pkdj (pn~k!pj~1).
Next, we apply Condition (I) of De"nition 7.1 to the subgroup spanned by c
j
to see that
f
ej
/(c
j
)"0 and thus that ypkej
j
"0. It follows that the degree of O
Yk(A,B)
over O
Xk
is at most
t
<
i/1
pkei
s
<
j/1
pkdj(pn~k!pj~1).
A comparison with Lemma 5.13 shows that this is just DADkDMon(B*,"
k
)D, as required.
We now remove the assumption that pB"0. We can still apply the above argument to
see that
deg[>
k
(A/pB,B/pB)])DA/pBDkDMon((B/pB)*, "
k
)D.
On the other hand, Lemmas 7.11 and 7.10 give
deg[>
k
(A,B)P>
k
(A/pB,B/pB)]"deg[Hom
k
(A*, G)PHom
k
((A/pB)*, G)]"DpBDn.
It follows that
deg[>
k
(A,B)])DpBDnDA/pBDkDMon((B/pB)*,"
k
)D.
Using (B/pB)*"B*(1) and (pB)*"B*/B* (1) and Lemma 5.13, we can rewrite this as
DADkDB*/B* (1)Dn~kDMon(B* (1),"
k
)D"DADkDMon(B*, "
k
)D
as required.
Proof of Proposition 7.8. Suppose that G is of universal type; we must prove that
Z
k
(A,B)->
k
(A,B). Let / be the tautological map A*P!(Z
k
(A,B),G). We need to prove
that this satis"es conditions (I) and (II) of De"nition 7.1.
We "rst address condition (I). Suppose that a3A* satis"es pda"0 and n(a)"0; it will
be enough to prove that apkd"0, where a"x(/(a)). If we restrict to the closed subscheme
Level
k
(B*, G) then / factors through n so a becomes zero, in other words a is in the kernel of
the map E
k
(A,B)PD
k
(B). As Z
k
(A,B) is an in"nitesimal thickening of Level
k
(B*, G), this
means that a is nilpotent. Using the factorization in Lemma 6.2, we also see that
d
<
i/0
g
i
(a)pk(d~i)"0.
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The zeroth factor is apkd, and we will show that the other factors are all units in E@
k
(A,B). It
will follow that apkd"0 in E@
k
(A,B), and since E
k
(A,B) has no u
k
-torsion, we conclude that
apkd"0 in E
k
(A,B), as required. Suppose then that i’0. In D
k
(B), we have a"0, so
g
i
(a)"g
i
(0)"u
k
, and g
i
(a) becomes a unit in D@
k
(B). We know by construction that
ker(E@
k
(A,B){D@
k
(B)) is nilpotent, so g
i
(a) is a unit in E@
k
(A,B).
We next prove condition (II). Let C* be a subgroup of A* such that pdC*"0 and
ker(n)WC*"pC*. Suppose that a3C*CpC*, and write a"x(/(a)). As before, we have
d
<
i/0
g
i
(a)pk(d~i)"0.
This time we argue that g
1
(a)pk(d~i)"0, and as before it su$ces to show that g
i
(a) is a unit in
D@
k
(B) if iO1. Because n(a) has exact order p and / becomes a pk-fold level-B* structure over
D
k
(B), we see that xpk(x!a)pk divides [p](x) in D
k
(B)IxJ and thus a"g
0
(a) divides u
k
in
D
k
(B) and is therefore a unit in D@
k
(B). Since n(a) is of order p, we have [p](a)"0 in D
k
(B),
and thus g
i
(a)"g([pi~1](a))"g(0)"u
k
for i*2, so that g
i
(a) is also a unit in D@
k
(B).
As g(a)"g
1
(a) divides [p](a), we conclude that [p](a)pk(d~1)"0, which implies that the
map
pC*MC*P( !(Z
k
(A,B),G) &&"fd~1G !(Z
k
(A,B),GSd!1T)
is zero. This means that there is a map t : n(C*)"C*/pC*P!(Z
k
(A,B),GSd!1T) such
that f d~1G /"tn. In the previous paragraph we saw that a was a unit in E@k (A,B) and thus
not a zero-divisor in E
k
(A,B). It follows by Proposition 5.10 that t is a pk-fold level-nC*
structure. K
It remains to prove Part (5) of Theorem 7.3.
PROPOSITION 7.13. >@
k
(A,B)WHom
k
(B*, G)"Level@
k
(B*, G).
Proof. It is clear that Level
k
(B*, G) is a closed subscheme of =
k
">
k
(A,B)W
Hom
k
(B*,G)-Hom
k
(A*, G), so that Level@
k
(B*, G) =@
k
">@
k
(A,B)WHom
k
(B*,G). For
the reverse inclusion, let O
Vk
be the image of O
H0.k(B*,G)
in O
W@k
, or equivalently the quotient of
O
Wk
by the ideal of elements annihilated by a power of u
k
. Note that<
k
is a closed subscheme
of =
k
with <@
k
"=@
k
, so it is enough to show that <
k
)Level
k
(B*,G). Over =
k
, the
tautological map / :A*PG factors through a map t :B*PG; we need to show that this
becomes a level structure when we restrict over <
k
.
Let b be a nonzero element of B*(1), and let a be a preimage of b in A*, of order pd say.
By the de"nition of >
k
(A,B) we see that (x!x(/(a)))pkd divides [p](x)pk(d~1) over >
k
(A,B).
Thus x(/(a)) divides the coe$cient of xpkd, which is a power of u
k
, and over =
k
,
x(t(b))"x(/(a)). It follows that over <
k
, the element x(t(b)) is not a zero-divisor. The
proposition follows, by Proposition 5.9. K
8. PURE STRATA
In this section, we apply the algebraic results of Sections 5}7 to the topological context.
We thus return to the framework of Sections 2 and 4, where we have an admissible ring
spectrum E, a "nite group G, a "nite G-complex Z, and a categoryA whose objects are the
abelian p-subgroups of G. The scheme we work over is X"spf (E0) and the formal group is
G"spfE0(CP=).
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For brevity, we de"ne a new functor M
k
from A to schemes as follows. Each object
A3A is sent to the scheme
M
k
(A)" Z
B)A
Level
k
(B*,G).
Consider a morphism u : BPA inA, so u is really a map of G-sets from G/B to G/A, sending
B to gA say. As this is a map of G-sets we must have Bg)A. The map u
*
:M
k
(B)PM
k
(A) is
de"ned to send each component Level
k
(C*,G) of M
k
(B) to the component Level
k
((Cg)*,G)
of M
k
(A) by the map induced by g.
Another point of view is to consider the category A@, whose objects are the same as
the objects of A, and whose maps are the isomorphisms in A. The assignment
ACLevel
k
(A*,G) gives a functor from A@ to schemes, and M
k
is the left Kan extension of
this functor along the inclusion A@PA.
LEMMA 8.1. „here is an isomorphism of formal schemes
P
A|A
An0(ZA)] Z
B)A
Level
k
(B*, G)B"AZ
A|A
n
0
(ZA)]Level
k
(A*, G)BNG
and similarly with Level
k
(A*,G) replaced by Level@
k
(A*, G).
Proof. Both statements are formalities: we prove the "rst.
For brevity, we write P(A)"n
0
(ZA) and ‚
k
(A)"Level
k
(A*, G). By de"nition,
(Z
A
P(A)]‚
k
(A))/G is the initial example of a scheme > with maps m(A) :P(A)]‚
k
(A)P>
such that
m(Ag)"m(A) 3 (g*](g~1)*) :P(Ag)]‚k (Ag)P>.
Thus, to construct a map m@ : (ZP(A)]‚
k
(A))/GP:AP(A)]M
k
(A), we need to construct
maps m@(A) : P(A)]‚
k
(A)P:AP(A)]M
k
(A) with m@(Ag)"m@(A) 3 (g*](g~1)*).
Similarly, the coend :AP(A)]‚
k
(A) is the initial example of a scheme > equipped with
maps j(A) :P(A)]M
k
(A)P> such that for each morphism u :BPA in A, the following
diagram commutes:
Each such morphism u :BPA is given by an element g3G such that Bg)A; the element
g is not well-de"ned, but its coset gB is well-de"ned. By looking at the components of the
schemes in the above diagram, we see that :AP(A)]M
k
(A) is the initial example of a scheme
> with maps j(A,B) :P(A)]‚
k
(B)P> whenever B)A, such that whenever Cg)Bg)A
we have a commutative diagram as follows.
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Thus, to construct a map j@ : :AP(A)]M
k
(A)P(ZP(A)]‚
k
(A))/G, we need to construct
maps j@(A,B) :P(A)]‚
k
(B)P(ZP(A)]‚
k
(A))/G making diagrams like the above commute.
We de"ne
m@(A)"j(A,A) :P(A)]‚
k
(A)PP
A
P(A)]M
k
(A)
and
j@(A,B)"AP(A)]‚k(B) Pu*]1 P(B)]‚k (B)Pm(B)AZ
A
P(A)]‚
k
(A)BNGB.
(Here u* is the morphism P(A)PP(B) induced by the inclusion BPA.) We leave it to the
reader to check that these maps have the necessary compatibilities to induce maps
AZ
A
P(A)]‚
k
(A)BNGPm@P
A
P(A)]M
k
(A)Pj@AZ
A
P(A)]‚
k
(A)BNG,
and that these maps are mutually inverse. K
Proof of „heorem 3.6. When B)A3A, we have an inclusion
Level
k
(B*, G)PHom
k
(B*,G)PHom
k
(A*,G).
These can be assembled to give a map
M
k
(A)" Z
B)A
Level
k
(B*, G)PHom
k
(A*,G),
and one can check that this is natural for maps APA@ in A. We therefore get an induced
map of coends
f :AZ
A
n
0
(ZA)]Level
k
(A*, G)BNG"P
A
n
0
(ZA)]M
k
(A)PP
A
n
0
(ZA)]Hom
k
(A*,G).
We compose this with the map
g :P
A
n
0
(ZA)]Hom
k
(A*, G)PX
k
(Z,G)
provided by Theorem 3.5 to get the required map.
We know by Theorem 5.6 that the maps X@
k
]
X
M
A
PHom@
k
(A*, G) are <-isomor-
phisms, and it follows using Proposition A.13 that f @ is a <-isomorphism. We also know
from Theorem 3.5 that g@"1
X{k
]
X
g is a <-isomorphism, so g@f @ is a <-isomorphism, as
required. K
Remark 8.2. One way to think about this result is that it guarantees that the intersection
of any two irreducible components of X
k
(Z,G) lies over an in"nitesimal thickening of X
k‘1
.
There is another way that one might hope to prove this, at least in the case where E is
Morava E-theory. As the components are distinct and have Krull dimension n!k, the
image of the intersection in X will have dimension strictly less than n!k. Because of the
way that the components arise from abelian subgroups, this image will also be invariant
under the action of the Morava stabilizer group. It is widely believed that the only prime
ideals of E0 that are invariant under this action are the ideals I
k
, and that this is a simple
consequence of the classi"cation of invariant primes in M;
*
. We suspect that the "rst of
these beliefs is true, but the second seems to be false. We also suspect that the I
k
are the only
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invariant radical ideals, or equivalently that they are the only primes that are invariant
under an open subgroup of the stabilizer group. If we assume this, we see easily that the
reduced part of the image of the intersection of two irreducible components is X
j
for
some j’k.
Proof of „heorem 3.8. First observe that
AZ
A
n
0
(ZA)]Level@
k
(A*, G)BNG"AZ
(A,z)
Level@
k
(A*,G)BNG"Z
*A,z+
Level@
k
(A*, G)/=
G
(A, z).
By Theorem 3.6, this scheme maps by a <-isomorphism to X@
k
(Z,G)"spec(u~1
k
E0
G
(Z)/I
k
),
which can be in"nitesimally thickened to get the scheme spec(u~1
k
E0
G
(Z)/Im
k
) for any m’0.
Applying Proposition A.15, we get an induced splitting of the ring u~1
k
E0
G
(Z)/Im
k
into pieces
indexed by the orbits inZ
A
n
0
(ZA). Moreover, the piece indexed by (A, z) is<-isomorphic to
Level@
k
(A*, G). All this is canonical and thus compatible as m varies, and by taking the
inverse limit we get the theorem. K
We can be a little more explicit in the abelian case. We write >K @
k
(A,B) for >K @
k
(*, A,B, *).
Proof of „heorem 3.9. We must show that if A is an abelian p-group and B)A then
O
YK {(A,B)
is a free module of rank DADkDMon(B*, "
k
)D over O
XK {k
. This is essentially Theorem 7.3,
Part (1), together with Theorem 3.8.
The decomposition XK @
k
(A)"Z
B
>K @
k
(A,B) of Theorem 3.8 gives a decomposition
Hom@
k
(A*,G)"X@
k
(A)"XK @
k
(A)]
X
X
k
"Z
B
>K @
k
(A,B)]
X
X
k
.
Comparing the construction of Z@
k
(A,B) in De"nition 7.5 with the splitting in Theorem 3.8,
we see that this must coincide with the splitting in Theorem 7.3, so that O
YK {k(A,B)
/I
k
"O
Y@k(A,B)
.
By 7.3 (1), we also know that O
Y@k(A,B)
can be generated over u~1
k
E0/I
k
"O
XK {k
/I
k
by
d
B
elements, where d
B
"DADkDMon(B*, "
k
)D. It follows easily that we can choose an epimor-
phism t
B
:OdB
XK {k
{O
YK {k(A,B)
. The direct sum of all these is an epimorphism Od
XK {k
{O
XK {k(A)
where
d"+
B
d
B
"DADn. In other words, it is an epimorphism between free modules of the same
"nite rank over the Noetherian ring O
XK {k
, hence an isomorphism. This implies that t
B
is an
isomorphism, as required. K
9. THE E-HOMOLOGY OF BG
In this section we use our results as input to the calculation of E
*
(BG) by equivariant
means. We have been much concerned with the cohomology theory E*
G
(Z)"E* (EG]
G
Z),
and now we consider the calculation of EG
*
(EG]Z)"E
*
(EG]
G
Z) for "nite G-complexes
Z, particularly if Z"* when we obtain EG*(EG)"E*(BG). We remind the reader that
EG
*
(Z) is usually not the homology of the Borel construction unless Z is free.
For this section we assume that
(1) E is Landweber exact, and
(2) E*
G
(Z) is a free module over E*, concentrated in even degrees.
Condition (2) is known to hold for Z"* for a large class of groups.
Let J be the augmentation ideal of E0
G
, so J"ker(E0
G
{E0). We will apply Theorem 3.8
to the study of the local cohomology H*
J
(E0
G
(Z)) and the local Tate cohomology HK *
J
(E0
G
(Z)),
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which is the same as the C[ ech cohomology H[ *
J
(E0
G
(Z)) because E0
G
(Z) is complete at J. In
good cases, these will be relevant to the calculation of EG
*
(EG]Z)"E
*
(EG]
G
Z) and the
E-Tate cohomology groups t(E)*
G
(Z) of [10]; indeed, we expect to have spectral sequences
E**
2
"H*
J
(E*
G
(Z))NEG
*
(EG]Z)"E
*
(EG]
G
Z)
and
E**
2
"H[ *
J
(E*
G
(Z))Nt(E)*
G
(Z).
These spectral sequences can be constructed by elementary means if G is a p-group [13, 8],
but for a general "nite group we rely on the theory of highly structured ring spectra [11, 8].
The particular way that the algebra is reduced to the ungraded ring E0
G
is discussed in detail
in [13].
This approach is a continuation of the progression starting with [12, 13], although the
answer is necessarily less explicit in the higher-dimensional cases.
Recall that for a "nitely generated ideal J"(a
1
,2, ad) of E0G we may de"ne the #at
stable Koszul complex
Kv(J)"(APA[1/a
1
])?2?(APA[1/a
d
]);
this is independent of the generators up to quasi-isomorphism and the local cohomology of
a module M can be de"ned by
H*
J
(M)"H*(Kv(J)?M).
Note that
H0
J
(M)"!
J
(M) :"Mx3M D JNx"0 for N su$ciently largeN;
geometrically, !
J
(M) is the module of sections of the sheaf MI with support in <(J). Since
E0
G
is a Noetherian ring, a result of Grothendieck states that local cohomology calculates
the right derived functors of the left exact functor !
J
. Note that in general the local
cohomology of a ring depends on the nilpotents, so that it is not a functor of the variety
var(R). However, the J-local cohomological dimension only depends on the variety, and in
particular Hi
J
(R)"0 for i’0 if and only if J is nilpotent, or equivalently var(R)"
<(J)"var(R/J).
For any module M over E0
G
, we may form the Cousin complex corresponding to the
chromatic "ltration
Cv(M)"(p~1MPu~1
1
M/p=Pu~1
2
M/p=, u=
1
P2Pu~1
n~1
M/I=
n~1
PM/I=
n
),
where the terms are de"ned recursively by the exact sequences
M/I=
k
Mu~1
k
M/I=
k
{M/I=
k‘1
.
If p, u
1
,2, un~1 is an M-regular sequence the complex is acyclic and H*(C
v(M))"M.
In the usual way this gives a spectral sequence.
LEMMA 9.1. ‚et M be a module over E0
G
. If p, u
1
,2, un~1 is a regular sequence for M then
there is a spectral sequence
H*H*
J
(Cv(M))NH*
J
(M).
Proof. Consider the double complex
„v,v"Cv(M)?Kv(J).
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If p, u
1
,2, un~1 is a regular sequence for M then if we take Cousin cohomology of „
v,v we
obtain M?Kv(J) whose Koszul cohomology is H*
J
(M); this is therefore the cohomology of
the total complex. The spectral sequence is the one for calculating the cohomology of the
total complex obtained by taking Koszul homology "rst. K
Our main result is that the spectral sequences collapses.
THEOREM 9.2. Assuming that E is ‚andweber exact and E*
G
(Z) is a free module over
E* concentrated in even degrees, there is a natural isomorphism
H*
J
(E0
G
(Z))"H*!
J
Cv(E0
G
(Z)).
Proof. This follows immediately from Lemma 9.1 and Proposition 9.3 below. K
For any module M over E0
G
, it is easy to see that Ck(M)"u~1
k
M/I=
k
admits a unique
structure as a module over (u~1
k
E0
G
/I
k
)\
Ik
"O
X
K {k(G)
"<
(A)
O
Y
K {k(G,A)
extending its structure as an
E0
G
-module, where the product splitting comes from Theorem 3.8. It follows that Ck(M) has
a canonical splitting as a direct sum of pieces Ck
A
(M), where Ck
A
(M) is a module over O
YK {k(G,A)
.
In particular, we have a piece Ck
1
(M) corresponding to the trivial subgroup A"1.
PROPOSITION 9.3. For any module M over E0
G
we have
!
J
Ck (M)"H0
J
Ck (M)"Ck
1
(M)
and Hi
J
(Ck(M))"0 for i’0.
Proof. Write <"<(J). Note that the maps 1MG{1 induce an isomorphism <KX,
and thus <@
k
"X@
k
"Level@
k
(1,G). Recall from Theorem 3.8 that X@
k
(G)"Z
(A)
>@
k
(G,A),
where the map Level@
k
(A*,G)P>@
k
(G,A) factors through a <-isomorphism Level@
k
(A*,G)/
=
G
(A)P>@
k
(G,A). In particular, we have <@
k
->@
k
(G, 1).
The splitting gives an idempotent e3u~1
k
E0
G
/I
k
such that eC 0 in O
Y{k(G,1)
and eC 1 in
O
Y{k(G,A)
for all AO1. For large enough N we have a"uN
k
e3E0
G
/I
k
. As <@
k
->@
k
(G, 1), we see
that a becomes zero in u~1
k
E0/I
k
, but E0/I
k
has no u
k
-torsion so a becomes zero in E0/I
k
. We
can thus choose a lift b3E0
G
of a such that b becomes zero in E0, in other words b3J. When
AO1, it is clear that b becomes a unit in O
Y{k(G,A)
and thus also in O
Y
K {k(G,A)
.
Now let M be an E0
G
-module. If AO1 then b acts as an isomorphism on Ck
A
(M) and
b3J; it is immediate from the de"nition of local cohomology that H*
J
(Ck
A
(M))"0.
Next, recall that <@
k
P>@
k
(G,A) is a <-isomorphism and thus dominant; this means that
the image of J in O
Y{k(G,A)
"O
YK {k(G,A)
/I
k
is nilpotent. It follows that for each m*1 the image of
J in O
YK {k(G,A)
/Im
k
is nilpotent. As every element of Ck
1
(M) is annihilated by Im
k
for some m, we
see that it is also annihilated by a power of J. The de"nition of local cohomology now tell us
that H0
J
(Ck
1
(M))"Ck
1
(M), and since !
J
preserves injectives, Hi
J
(Ck
1
(M))"0 for i’0. K
The geometric content of the proof is that the components >K @
k
(G,A) do not meet <(J)
unless A"1 and that >K @
k
(G, 1) is essentially a colimit of in"nitesimal thickenings of <(J).
We may argue rather similarly for C[ ech cohomology, and obtain a chromatic route to
calculating it, and hence to calculating the Tate cohomology t(E)*
G
(Z) via the local Tate
spectral sequence. Note that there is a "bre sequence Kv(J)PAPC[ v(J), where C[ v(J) is the
usual #at complex for calculating C[ ech cohomology; therefore we may argue exactly as in
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Lemma 9.1 to obtain a spectral sequence for calculating the C[ ech cohomology. Further-
more in case H1
J
(M)"0 we "nd H[ 0
J
(M)"M/!
J
M, so that by Proposition 9.3 we obtain the
following in which (
J
(M) :"M/!
J
M.
COROLLARY 9.4. Provided that p, u
1
,2, un~1 is a regular sequence for E0G(Z), the C[ ech
cohomology groups H[ *
J
(E0
G
(Z)) are the cohomology groups of the complex (
J
Cv(E0
G
(Z)).
10. SOME EXAMPLES
Let us consider some special cases. We have p-complete K-theory with n"1, where the
sequence reads
!
J
(p~1R(G)\
p
)P!
J
(R(G)\
p
/p=).
By character theory we see that J-power torsion in the zero’th term consists of multiples of
the regular representation, and if G is a p-group Jn-(p) for some n, so all of the "rst term is
J-power torsion. The sequence is thus
Z\
p
[1/p]PR(G)/p=
we recover the p-complete version of the calculation [8]
H0
J
(R(G))"Z
H1
J
(R(G))"(R(G)/Z)?Z/p=.
Geometrically, there are components >
0
(1), and >
0
(A) when A is a cyclic p-subgroup. The
statement that the local cohomology of p~1R(G)\
p
is concentrated in degree 0, corresponds
to the fact that >@
0
(1) does not meet >@
0
(A) if AO1, or that >
0
(1) only meets other
components over the point (p)3Spec(Z\
p
). The statement that there is a single component
>
1
(1) mod p suggests that the components >
0
(A) meet>
0
(1) &&tangentially’’ in an in"nitesi-
mal neighbourhood of p, and the rank of the answer suggests that >
0
(A) contributes with
multiplicity equal to the number of generators of the group A. In this case one may make
a more precise integral analysis using Segal’s description of Spec(R(G)) [29].
The results of [13] concern the admissible theory
E
n,i
"E
n
/(p, u
1
,2, ui~1, ui‘1,2, un~1),
and give a precise calculation for an elementary abelian group of rank r, "tting into the
following picture. Again the local cohomology is given by the complex
!
J
(v~1
i
E0
n,i
(BG))P!
J
(E0
n,i
(BG)/v=
i
).
If i"n!1 these terms correspond to the nonzero terms of the complex of !
J
Cv(E0
n,i
(BG))
in degrees n!1 and n. If G is elementary abelian of order pr, the (n!1)th term is a free
v~1
i
E0-module of rank pir, and the nth term is a direct sum of pnr copies of E0/v=
i
. This again
suggests that X
0
(G) has components >
0
(1) and >
0
(A) for A a cyclic p-subgroup, and that
>
0
(1) only meets the other components over (v
i
). The di!erence is that it now has
multiplicity pir. Again, in an in"nitesimal neighbourhood of (v
i
), there is a single component
>
i
(1), but now with multiplicity pnr. This suggests that the intersection of >
0
(A) with >
0
(1)
is &tangential’, but now the multiplicity contributed by each group element of order divisible
by p is (pnr!pir)/(pn!1).
Now consider the case of an abelian p-group G"A, and E"E
n
. By lifting idempotents
from the case m"1 in Theorem 7.3, for each m*1 there are rings D@
k
(A,B, m), where
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D@
k
(A,B, 1)"D@
k
(A,B), and there is a splitting
u~1
k
E0(BA)/Im
k
+<
B
D@
k
(A,B,m).
Furthermore, D@
k
(A,B,m) is a free u~1
k
E0/Im
k
-module of rank DADkDMon(B, (Z/p=)n~k)D, inde-
pendent of m. Thus, we "nd that H*
J
(E*(BA)) is the cohomology of a &&chromatic complex
with multiplicities’’
DAD0[p~1E*]PDAD1[u~1
1
E*/p=]PDAD2[u~1
2
E*/p=, u=
1
]
P2 PDADn~1[u~1
n~1
M/I=
n~1
]PDADn[E*/I=
n
].
This then suggests the general picture that each !
J
(u~1
k
E0 (BG)/I=
k
) is a direct sum of l
k
(G)
copies of u~1
k
E0/I=
k
. However, the di!erential
!
J
(u~1
k
E0 (BG)/I=
k
)P!
J
(u~1
k‘1
E0 (BG)/I=
k‘1
)
is not given by just projecting onto l
k‘1
(G) factors and then composing with the natural
map
u~1
k
E0/I=
k
Pu~1
k‘1
E0/I=
k‘1
in each one, contrary to what one might guess from the one-dimensional case. To see this,
consider the case where G is elementary abelian. The naive guess would give E0 in degree 0,
and a direct sum of pkr!p(k~1)r copies of E0/I=
k
in degree k*1. This is non-zero for
0)k)n. However, the local cohomology vanishes above dimension r if J can be gener-
ated as a radical ideal by r elements (for example if G is abelian of rank r); this gives
a contradiction.
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APPENDIX A. SCHEMES AND VARIETIES
In this appendix we set up the technical framework for our use of schemes and varieties.
All rings will be assumed to be commutative and p-local.
First, recall that the Jacobson radical J
A
of a ring A is the intersection of its maximal
ideals, and that a ring is said to be semilocal if it has only "nitely many maximal ideals.
A semilocal ring is said to be complete if it is complete with respect to its Jacobson radical.
The complete semilocal Noetherian rings are precisely the "nite products of complete local
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Noetherian rings. We de"ne three categories:
RK "Mcomplete Noetherian semilocal ringsN
R"MNoetherian ringsN
K"Malgebraically closed "eldsN.
In RK , we consider only maps f :APB such that f (J
A
) J
B
; equivalently, f must be
continuous with respect to the J-adic topologies on A and B. In the other two cases, we
consider all ring maps. Of course, any ring map between "elds is injective.
De,nition A.1. If A3RK , we de"ne a functor spf (A) :RK PSets by
spf (A)(B)"RK (A,B).
We de"ne a formal scheme to be a functor X :RK PSets such that XKspf (A) for some A.
If X is a formal scheme, we write O
X
for the set of natural maps from X to the forgetful
functor. These form a ring, and an isomorphism XKspf (A) gives an isomorphism O
X
KA
by Yoneda’s lemma. Thus, the functors AC spf (A) andXCO
X
give an equivalence between
RK 01 and the category of formal schemes. We prefer to think about the functor category
because many examples arise in topology where the functor is easier to describe than the
representing ring. See [30] for some basic theory of formal schemes in this sense, and
extensive discussion of some examples. See [33] for more examples and topological
motivation, in a rather more general technical framework. We make heavy use of the
functorial viewpoint in Sections 5}7 of the present work.
We next de"ne schemes and varieties.
De,nition A.2. If A3R, we de"ne a functor spec(A) :RPSets by
spec(A)(B)"R(A,B).
We de"ne a scheme to be a functor X :RPSets such that XKspec(A) for some A. If X is
a scheme, we write O
X
for the ring of natural maps from X to the forgetful functor.
De,nition A.3. Let var(A) :KPSets be the restriction of spec(A) to K. We de"ne
a variety to be a functor X :KPSets such that XKvar(A) for some A. Thus, every scheme
X has an underlying variety; this will often also be called X, but we will write X
7!3
where it is
necessary to emphasize the distinction.
We say that a map f :XP> of schemes is a <-isomorphism if the induced map
X
7!3
P>
7!3
is an isomorphism, and that a map APB of rings is a <-isomorphism if the
induced map spec(A)Qspec(B) is so.
One can check that a <-isomorphism of schemes gives a continuous bijection of prime
ideal spaces, which is a homeomorphism if the map is "nite.
The notion of <-isomorphism is closely related (see Proposition A.8) to the following
more elementary condition. We say that a map u :APB of F
p
-algebras is an F-isomorphism
if every element of the kernel is nilpotent, and for each b3B there is an integer k*0 such
that bpk3u(A).
We next de"ne a number of useful properties of formal schemes and maps between them.
The corresponding notions for schemes are directly analogous, and well known. We refer
the reader to [25] (for example) for the basic facts about these concepts.
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De,nition A.4. (1) A formal scheme X is connected if it is not the disjoint union of two
nonempty formal schemes, equivalently if O
X
is not the product of two nonzero rings.
(2) A formal scheme X is reduced if O
X
has no nonzero nilpotents. The reduced part
X
3%$
of a scheme X is spec(O
X
/J0).
(3) A connected formal scheme X is smooth if O
X
is a regular local ring.
(4) A closed subscheme of a formal scheme X is a formal scheme of the form
<(I)"spec(O
X
/I) for some ideal I)O
X
. We say that X is an in,nitesimal thickening of > if
>"<(I) for some nilpotent ideal I)O
X
.
(5) A map f :=PX of formal schemes is ,nite if the corresponding map O
X
PO
W
makes O
W
into a "nitely generated module over O
X
. The degree of f is the smallest possible
number of generators. When working over a "xed base scheme X, we write deg[=] for the
degree of the given map =PX.
(6) A map f :XP> of formal schemes is dominant if the corresponding map O
Y
PO
X
has nilpotent kernel. If f is "nite and dominant, then f induces a surjective map X
7!3
P>
7!3
.
(7) A map f :XP> of formal schemes is -at if it makes O
X
into a #at module over O
Y
,
and similarly for faithful #atness. If > is a connected formal scheme and f is "nite and #at
then O
X
is a free module over O
Y
.
We next state various results about <-isomorphisms, mostly proven in [27, Appen-
dix B].
PROPOSITION A.5. An in,nitesimal thickening is a <-isomorphism.
PROPOSITION A.6. Every <-isomorphism is dominant.
Proof. Let f : XP> be a<-isomorphism. Given a prime ideal p)O
Y
, we can embed the
integral domain O
Y
/p in an algebraically closed "eld K. As f is a<-isomorphism, we can "nd
a map u :O
X
PK such that u 3 f * is the composite OY{OY/pMK. It follows that
ker( f *) p. As the intersection of all primes in O
Y
is the ideal of nilpotents, we see that
ker( f *) is nilpotent, as required. K
PROPOSITION A.7 (Quillen). ‚et B be a ring, M a B-module, d :BPM a derivation, and
A the kernel of d (which is a subring of B). If B is a ,nitely generated A-module then the
inclusion APB is a <-isomorphism.
Proof. This is Corollary B.6 of [27]. K
PROPOSITION A.8 (Quillen). A ,nite map of schemes over spec(F
p
) is a <-isomorphism if
and only if it is an F-isomorphism.
Proof. This combines Propositions B.8 and B.9 of [27]. K
We next consider "nite limits and colimits of (formal) schemes. We will often apply the
following results to (co)ends, which can be converted to (co)limits as described in [24, Chap.
IX]. Whenever we write something like limQi=i, we implicitly refer to a "nite diagram. We
"rst make the following convention:
Convention A.9. When we talk about (co)limits of varieties, we mean (co)limits com-
puted in the category of all functors from K to sets.
Neither the limit nor the colimit of a diagram of varieties need be a variety.
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Most of the time, we will work over a "xed base scheme X. We write Cf
X
for the category
of schemes = equipped with a "nite map=PX, and !(<,=)"Cf
X
(<,=) for the set of
maps of schemes <P= that commute with the given maps to X.
PROPOSITION A.10. „he category Cf
X
has ,nite limits and coproducts, which are converted
by the functor =CO
W
into colimits and products in the category of O
X
-algebras. In
particular, the products are given by<]
X
="spec(O
V
?O
X
O
W
) and the coproducts are given
by <P="spec(O
V
]O
W
). For any ring A3R we have
(limQ
i
=
i
)(A)"limQ
i
(=
i
(A)),
where the limit on the right is computed in the category of sets over X(A). Finally, the category
of varieties over X has colimits: for any algebraically closed ,eld K3K, we have
(limP
i
=
i
)(K)"limP
i
(=
i
(K)).
Proof. It is not hard to see that Cf
X
is equivalent to the opposite of the category of "nite
O
X
-algebras. It thus su$ces to construct products, coproducts, equalizers and coequalizers
in the category of "nite O
X
-algebras. For products and coequalizers this is easily done. The
coproduct of O
X
-algebras is the tensor product: we need only note that the tensor product of
"nite O
X
-algebras is "nite.
The only nontrivial fact is the existence of equalizers, and this is Proposition B.1
of [27]. K
PROPOSITION A.11. If X is a formal scheme, then Cf
X
is equivalent to the category of formal
schemes = equipped with a ,nite map to X.
Proof. This just means that every "nite O
X
-algebra is a complete semilocal Noetherian
ring, and that all maps of such algebras are continuous with respect to the Jacobson
radicals. K
De,nition A.12. Let M=
i
N be a "nite diagram of schemes, equipped with compatible
maps=
i
P=. We say that= is a<-colimit of the diagram if the induced map limPi=iP=
is a <-isomorphism.
The behaviour under pullbacks follows from Proposition A.10.
PROPOSITION A.13. Any map of schemes X@PX gives rise to a functor Cf
X
PC
X{
given by
=C=]
X
X@: explicitly, =]
X
X@"spec(O
W
?O
X
O
X{
). „his has the following properties:
(limQ
i
=
i
)]
X
X@"limQ
i
(=
i
]
X
X@).
„he canonical map
limP
i
(=
i
]
X
X@)P(limP
i
=
i
)]
X
X@
is a <-isomorphism, and a genuine isomorphism if the colimit is a coproduct. =e also have
(=]
X
X@)
7!3
"=
7!3
]
X7!3
X@
7!3
,
so that the pullback functor preserves <-isomorphisms and <-colimits. K
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Remark A.14. In the light of Proposition A.8, this has the following consequence. If we
have a Noetherian F
p
-algebra A and a "nite diagram of "nite A-algebras A
i
, and a Noether-
ian A-algebra B, then the natural map B ?
A
limQi AiPlimQi B ?A Ai is an F-isomorphism. It
would be nice to have a more direct proof of this fact.
We conclude by showing (using idempotent lifting) that a splitting of varieties gives rise
to a splitting of the underlying schemes.
PROPOSITION A.15. Suppose that we have a ,nite collection of ,nite maps of schemes
f
i
: X
i
P>, such that the combined map f :Z
i
X
i
P> is a<-isomorphism. „hen there are closed
subschemes >
i
-> such that >"Z
i
>
i
and f
i
factors through a ,nite <-isomorphism
X
i
P>
i
.
Proof. Write B"O
Y
and A
i
"O
Xi
and I
i
"ker(BPA
i
). Because f is a <-isomorphism
and thus dominant, we see that J"5
i
I
i
is nilpotent. We claim that if iOj then I
i
#I
j
"B.
If not, we can "nd a map B/(I
i
#I
j
)PK for some algebraically closed "eld K. As the map
B/I
i
PA
i
is "nite and injective, we can factor the map B/I
i
{ B/I
i
#I
j
PK through A
i
.
Similarly, we can factor it through A
j
, so the map BPB/I
i
#I
j
PK de"nes a point of
X
i
(K)WX
j
(K), which contradicts the assumption that >(K)"Z
i
X
i
(K).
We can now apply the Chinese Remainder Theorem to see that the natural map
B/JP<
i
B/I
i
is an isomorphism. This means that there are elements e
i
3B such that
e
i
"1 (mod I
i
) and e
i
35
jEi
I
j
, so that e2
i
!e
i
lies in the nilpotent ideal J. By the Idempotent
Lifting Theorem, we can modify the e
i
modulo J in a unique way to ensure that e2
i
"e
i
, and
then +
i
e
i
"1. This means that B"<
i
C
i
as rings where C
i
"Be
i
. It is easy to check that
the map BPA
i
factors through a <-isomorphism C
i
PA
i
, so we can put >
i
"spec(C
i
).
K
APPENDIX B. A VARIANT OF THE THEOREM OF HOPKINS+KUHN+RAVENEL
In this appendix we prove Theorem 3.7. It is placed in an appendix since it is a version of
the main theorem of [16]; the precise relationship was discussed in Section 3.
Proof of „heorem 3.7. First we construct a natural map
l : p~1E*
G
(Z)PA<
A
p~1E*(ZA)?
E0
D(A)B
G
.
Indeed, it su$ces to construct the components
l
A
: E*
G
(Z)PE*(ZA)?
E0
D(A)
in a suitably natural way, since G acts trivially on the domain. For this we use the restriction
maps:
E*
G
(Z)PE*
A
(Z)PE*
A
(ZA)"E*(ZA]BA)"E*(ZA)?
E0
E0(BA)
together with the natural map E0(BA)PD(A). It remains to show that l is an isomorphism
for all "nite G-complexes Z.
The domain is evidently a cohomology theory, and the codomain is too, because D(A) is
#at and the group order is inverted before we take invariants. Thus, if l is an isomorphism
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for Z"G/B whenever B is an abelian subgroup, it is an isomorphism whenever Z has "nite
abelian isotropy groups. The general case follows since both sides give equalizer diagrams
when applied to Z]„]„PZ]„PZ. For the domain this is Corollary 4.3. For the
codomain, it su$ces to show that for each A when we apply E*( ) ) to the diagram
ZA]„A]„APZA]„APZA we obtain an equalizer. Indeed, the subsequent operations
preserve equalizers: D(A) is #at, localization and products are exact, and passage to
G-invariants is exact since the group order is invertible. However „A is the space of
A-invariant complete #ags in <, and this is a disjoint union of products of the #ag spaces of
the A-isotypical parts of <. The result therefore again follows from the nonequivariant
instance of Corollary 4.3.
It remains to show l is an isomorphism if Z"G/B, which we do by direct calculation
and the theory of level structures. A simple argument reduces us to the case where B is
a p-group. In this case the codomain of l is
A<
A
p~1Hom(A(A,B),D(A))B
G
in each even degree. By Lemma 8.1 and the Yoneda Lemma, this coincides with
P
A|A
HomAA(A,B), <
C)A
p~1D(C)B"p~1 <
C)B
D(C).
By Theorem 5.6, the natural map
p~1E0
B
"p~1O
H0.(B*,G)
Pp~1 <
C)B
D(C)
is surjective (with nilpotent kernel). Both sides are free modules over p~1E0. The domain
has rank DHom(B*, "
0
)D, and the codomain has rank +
C)B
DMon(C*, "
0
)D, which is the same.
An epimorphism of free modules of the same rank over a Noetherian ring is an isomor-
phism, so p~1E0
B
"p~1<
C)B
D(C), as required. K
APPENDIX C. COMPACT LIE GROUPS
We have restricted attention to "nite groups in the body of the paper for simplicity of
exposition, since we believe the "nite case is likely to be of most interest. It is easy to extend
our general conclusions to arbitrary compact Lie groups. However, our splitting results do
not generalize quite so easily. In the rest of this appendix we discuss the changes that need to
be made.
First, Quillen’s reduction to the abelian case applies essentially without change. It is
only necessary to be cautious about "niteness in two ways. Firstly, we must work with rings
"nite over a given Noetherian ring to ensure good behaviour of limits, and it is no longer
true that E0(BG) is "nite over E0. However, just as in Quillen’s original account, we can
embed G in a unitary group ;(N) and observe that E0B;(N)"E0Ic
1
,2, cNJ is Noether-
ian. For any "nite G-complex Z we have a map s
Z
: X(Z,G)PX(G)PX(;(N)) which can be
seen to be "nite and natural in Z, as required.
Secondly, we must ensure all ends and coends are indexed over categories with "nite
skeleton. In the "rst instance, we are working with the set A of closed abelian sub-
groups whose component groups are p-groups, and with morphisms A(A,B)"
n
0
(Map
G
(G/A,G/B)). This does not give "nitely many isomorphism classes, but for any "nite
G-space Z the subcategoryA
Z
ofA on objects with ZAO0 has a co"nal subcategory with
"nite skeleton, namely the subcategory of subgroups of maximal dimension.
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Next we turn to the analysis of the abelian case. For an abelian compact Lie group AI we
have a splittable short exact sequence
0P„PAI PAP0
where „ is identity component „ and A is the component group. This gives a splittable
short exact sequence
0PA*PAI *P„*P0.
Evidently Hom(Zr,G)"Gr, so the given proof of Proposition 2.7 constructs a formal
scheme Hom(AI *, G) which sits in a splittable short exact sequence
0PHom(„*, G)PHom(AI *,G)PHom(A*, G)P0.
The given proof of Proposition 2.9 shows X(AI )"Hom(AI *, G).
Next we consider how Hom
k
(A*, G) might be decomposed into irreducible components.
In general we may choose a splitting AI +Zr=A with A "nite, and this gives
Hom
k
(AI *,G)"Gr]
X
Hom
k
(A*,G); since G is irreducible, the decomposition of
Hom
k
(A*,G) into irreducible components gives a decomposition of Hom
k
(AI *,G) into
irreducible components. We can do this naturally, by de"ning Level
k
(AI *,G) to be the
pullback of Level
k
(A*,G); the decomposition is exactly analogous to that in the "nite case.
Since any map AI PBI takes identity components to identity component, we still obtain
a bijection between components of X
k
(Z,G) and conjugacy classes of subgroups of maximal
dimension in A
Z
. In particular the irreducible components of X
k
(G) are in bijection with
conjugacy classes of abelian subgroups of maximal dimension with component groups of
rank )n!k. This corresponds nicely to Quillen’s description of the variety of the
cohomology ringH*(BG;F
p
) as having irreducible components corresponding to conjugacy
classes of maximal elementary abelian p-subgroups.
However, to extend our splitting theorems over pure strata requires extra work. For
"nite groups we could take a product of rings <
k
D
k
(A) and then take G "xed points. For
compact Lie groups it is natural to replace this product by a sheaf of rings on the
topological space of closed subgroups, and consider the space of invariant sections. We
intend to return to this elsewhere.
APPENDIX D. THE EVENS NORM MAP
In this section we outline an alternative approach to Theorem 3.6, parallel to that of
Evens [6] for the case of ordinary cohomology. This has the advantage that it constructs
some useful elements of E0
G
explicitly. However, we need to assume that E has the structure
of an H
=
ring spectrum [2]. There are essentially only two admissible theories for which
there is a published construction of an H
=
structure (rational cohomology and p-adic
K-theory). However, it is widely believed that Morava E-theory admits even an E
=
struc-
ture. The key ideas needed to prove this are due to Mike Hopkins and Haynes Miller, but
the foundations needed to support them have turned out to be unexpectedly hard to
construct. We understand that an account will appear in a paper currently being written by
Paul Goerss and Mike Hopkins.
For this appendix we assume that E has an H
=
structure. For simplicity, we also assume
that k’0. The H
=
structure allows us to construct an Evens norm map E0
H
PE0
G
whenever
H)G, which should be thought of as a multiplicative analogue of the transfer. The action
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of G on G/H together with a choice of coset representatives G/H"Mx
1
H,2,xdHN gives rise
to a homomorphism GP&
d
;H, which is canonical up to conjugacy. If u3E0
H
"[BH
‘
, E]
then we de"ne
normG
H
(u)"(BG
‘
PB(&
d
;H)"D
d
(BH
‘
)PDd(u)D
d
EPhd E)
where D
d
is the dth extended power construction, and h
d
is provided by the H
=
structure.
This norm map has the following properties:
1. It is natural for isomorphisms of groups, and thus behaves in the obvious way under
conjugation.
2. It is multiplicative: normG
H
(uv)"normG
H
(u)normG
H
(v).
3. There is a double coset formula: For any two subgroups H and K of G we have
resG
K
normG
H
(u)" <
KgH|KCG@H
normK
KWgH
resgH
KWgH
c
g
(u).
De,nition D.1. For any abelian p-subgroup A of G we write s(A)3E0
A
for the Euler class
of the reduced regular representation of A. Under the identi"cation X(A)"Hom(A*, G),
this becomes the natural transformation Hom(A*,G)PForget given by /C<a|A*C0x(/(a)).
This is a unit over Level@
k
(A*,G) and nilpotent over Level@
k
(B*,G) when B(A. It is also
invariant under Aut(A). We write D=
G
AD"pab where p does not divide b, and we note that
g(x)"(1#x)1@b!1 is a power series over Z
p
. We de"ne
z
A
"g(normG
A
(1#s(A))!1).
Using the above properties of the norm map, we see that
resG
B
(z
A
)"G
0 if B contains no conjugate of A
s(A)pa if B"A.
If A and B are non-conjugate abelian p-subgroups, with DBD)DAD say, then B cannot contain
a conjugate of A. Thus, z
A
is zero over the image of Level@
k
(B*,G) in X@
k
(G), and invertible
over the image of Level@
k
(A*, G), so these images are disjoint.
Consider the natural map
f : u~1
k
E0
G
/I
k
"O
X{k(G)
PD@
k
(A)WGA"O
L%7%-{k(A*,G)@WGA
.
We know that s(A)pa lies in the image of f and that it is invertible. The inverse is integral over
the image of f (because everything is "nite over X@
k
). After multiplying a monic equation of
integral dependence by a suitable power of s(A)pa, we "nd that s(A)~pa also lies in the image
of f, say s(A)~pa"f (m(A)). Now suppose that y3D
k
(A)WGA, and choose an element yJ 3E0
A
lifting y. One can check that
f (g(normG
A
(1#s(A)yJ ))m(A))"ypa.
Thus, f is F-surjective in the evident sense. A little more work in this direction recovers
Theorem 3.6, at least in the case Z"*. For general Z, we can observe that F"F(Z‘, E) is
again an H
=
ring spectrum, with F0
G
"E0
G
(Z).
APPENDIX E. VARIETIES AND REDUCTION Mod I
k
In this appendix we give the elementary argument that E*(BG)/I
k
and (E/I
k
)*(BG) have
isomorphic varieties, assuming that Bockstein spectral sequences with appropriate multipli-
cative properties exist, and we sketch a construction under certain circumstances.
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PROPOSITION E.1. For any ,nite group G there is an F-isomorphism
E*(BG)/I
k
P(E/I
k
)*(BG).
Proof. We shall in fact prove the corresponding result for any space X with K(n)*(X)
"nitely generated over K(n)*; by a result of Ravenel [28] or by Corollary 4.4 above, this
applies to X"BG.
By a Bockstein spectral sequence argument given in [13] or by Corollary 4.4 above,
since E is complete, EM *(X) is "nitely generated over EM * for EM "E/I
k
for any k)n. We argue
by induction on k, supposing that we have constructed an F-isomorphism
E*(X)/I
k
P(E/I
k
)*(X), using the identity if k"0. Now let EM "E/I
k
and v"u
k
, and consider
the co"bre sequence EM Pv EM PEM /v; this gives a ring map EM *(X)/vP(EM /v)*(X). Combining
this with the F-isomorphism already constructed, we obtain
E*(X)/I
k‘1
"(E*(X)/I
k
)/vPME/I
k
N*(X)/vPME/(I
k
#(v))N*(X)"ME/I
k‘1
N*(X).
The fact that the "rst map is an F-isomorphism is an amusing exercise.
LEMMA E.2. If h : APB is an F-isomorphism and a3A then hM : A/aPB/h(a) is also an
F-isomorphism. K
It therefore su$ces to deal with the principal case.
LEMMA E.3. If EM *(X) is ,nitely generated over the characteristic p ring EM * then for any
v the map EM *(X)/vP(EM /v)*(X) is an F-isomorphism.
Proof. Of course the map is injective by construction, so it su$ces to show that there is
an integer t such that for any y3(EM /v)*(X) the power ypt is the reduction of some class
x3EM *(X). This is a job for the Bockstein spectral sequence arising from the diagram
by applying [X, ) ]*. Here b is the connecting homomorphism (EM /v)*(X)PEM *(&~1X). Since
EM *(X) is Noetherian it has bounded v-torsion in the sense that there is an integer t so that if
vt‘1y"0 then also vty"0. Now by de"nition, if d
t
z"0 we have bz"vtz
t
for some
z
t
3EM *(X), and since 0"vbz"vt‘1z
t
it follows that 0"vtz
t
"bz, and hence z is the
reduction of an element of EM *(X). It thus su$ces to show that any ptth power ypt3(EM /v)*(X)
is a t-cycle. But the spectral sequence is multiplicative by assumption, and so for any s-cycle
z, d
s‘1
zp"0, thus ypt is a t-cycle by induction. K
If we assume E is an S-algebra in the sense of [5], the tower can be constructed in the
category of highly structured E-modules, since v comes from the coe$cients of E. This
gives the "rst property we required. The second property is that the di!erentials are
derivations. For this we "rst need to know that EM /v is an E-algebra up to homotopy, and
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that the diagram
commutes. This follows by elementary obstruction theory as in Chapter V of [5] provided
E
*
is concentrated in degrees divisible by 4, and I
k
is generated by a regular sequence (and
also under slightly weaker hypotheses). Indeed, EM is the E-smash product of the spectra E/u
for the elements u in the regular sequence, so it su$ces to deal with the case EM "E. Here it is
easy to be explicit since E/v’
E
E/v"E/vs&E/v, and the product k is the identity on the
"rst summand and zero on the second. The clockwise composite is zero on the second
factor, andE/vPb &EP&E/v on the "rst. Consider the anticlockwise contribution from the
second factor: the components into each of the factors at the bottom left are $1 and G1,
and thus cancel. On the "rst factor, one of the terms is zero and the other is
E/vPb &EP&E/v, depending on the isomorphisms used.
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