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Abstract 
A graph is partially 2-edge-colored if edges of G are colored by two colors, possibly with 
some edges uncolored. A walk is alternating in a partially 2-edge-colored graph if the given 2- 
edge-coloring can be extended to all edges of G such that colors alternate as the walk is traversed. 
We present a polynomial-time algorithm to decide, given a partially 2-edge-colored graph and 
two distinct vertices, whether there is an altemating walk connecting the two vertices. We apply 
the algorithm to solve problems in graph labeling. In particular, we show that the regularizable 
strength of a graph can be determined in polynomial time. (~) 1999 Elsevier Science B.V. All 
rights reserved 
I. Introduction 
In this note, all graphs are finite, undirected and simple (with no loops or mul- 
tiple edges) unless otherwise indicated. Denote G=(V,E)  a graph with vertex set 
V={1 . . . . .  n} and edge set E. Let Z + be the set of  all positive integers. An edge 
labeling f : E ~ Z ÷ of graph G assigns positive integers to edges of  G. The strength 
of f is S( f )= max{f(e)  le E E}. A graph is regularizable if for some integer t E Z + 
it permits a regular labeling f :E--+Z + such that ~-]uce f (e )= ~'~vce f (e )= t for all 
u, v E V. The regularizable index L(G) of  a graph G is the smallest t for which G 
is regularizable. Let F be the set of all regular labelings on G. Then the regulariz- 
able strength of G is St(G) = minfcF maxe~E{f(e)}. Regularizable graphs have been 
studied by Berge [1-6],  and Lovfisz and Plummet [11]. Regular labeling has also 
been studied by others under the name of magic labeling [10,9]. Using well-known 
polynomial-time matching algorithms, regularizable graphs can be recognized in poly- 
nomial time. 
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In this note we define the notion of an alternating walk in a partially 2-edge-colored 
graph. We show that a graph labeling is not optimal if and only if a certain type of 
alternating walk is present, and that such alternating walks can be found in polyno- 
mial time, if they exist. The main consequence is that the regularizable strength of a 
graph can be determined in polynomial time and there are labelings that achive both 
regularizable index and regularizable strength for regularizable graphs. 
2. Alternating walks in partially 2-edge-colored graphs 
A partition of the edge set E of a graph G =(V,E) into two subsets, red and blue, 
is called a 2-edge-coloring (not necessarily a proper coloring). A path P is alternating 
if the edges of P alternate color as the path is traversed. Vornberger [12] showed, by 
reducing the problem to a matching problem, that there is a polynomial-time algorithm 
to decide whether there is an alternating path connecting any two given vertices in a 
2-edge-colored graph. 
We now extend the notion of alternating paths to walks in partially 2-edge-colored 
graphs. An edge coloring of graph G=(V,E)  is partial if a subset (possibly empty) 
of E is left uncolored. A walk W in a partially 2-edge-colored graph G is alternating 
if we can extend the partial 2-edge-coloring to all edges of G so that W is alternating. 
Alternating trails, closed walks, and closed trails are defined similarly. The following 
lemma is obvious and thus we omit its proof. 
Lemma 2.1. Suppose G=(V,E)  is a partially 2-edge-colored graph and u, vE V. I f  
there is an alternating uv-walk W in G, then there is an alternating uv-subwalk W ~ of 
W that visits any given vertex or edge at most twice. Furthermore, given the walk W, 
such a subwalk W ~ can be found in polynomial time. 
Let G be a partially 2-edge-colored graph. Suppose that the red edges are further 
partitioned into RI and R2, and blue edges are partitioned into B1 and B2. A walk W 
of G is r-alternating if the partial 2-edge-coloring of G can be extended to a 2-edge- 
coloring of G such that the edges of W alternate color, and an edge in R1 or B1 is 
used by W at most once. Similarly define r-alternating trails. 
Theorem 2.2. Suppose G=(V,E)  is a partially 2-edge-colored graph with a parti- 
tion R1,R2 of the red edges, and B1,B2 a partition of the blue edges. Given distinct 
vertices u, v E V, there is a polynomial-time algorithm to decide whether there is an 
r-alternating uv-walk in G. Furthermore, if such a walk exists, then the algorithm 
constructs it in polynomial time. 
Corollary 2.3. Suppose G = ( V,E) is a partially 2-edge-colored graph with a partition 
RI,R2 of the red edges, and B1, B2 a partition of the blue edges. Given an edge 
e E E, there is a polynomial time algorithm to determine whether there is a closed 
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r-alternating walk containing e. I f  such a walk exists, the algorithm constructs it in 
polynomial time. 
Proofs of Theorem 2.2 and Corollary 2.3 use an extension of Vornberger's idea with 
some simple edge subdivision and substitution. We omitted details here. 
3. Optimal strength of graph labeling 
Let G = (V,E) be a graph with vertex set V = { 1,2 .... .  n} and suppose f :  E--~ Z + 
is a t-labeling of G. An edge e E E is heavy with respect o f if f (e )  = S( f ) .  Denote 
h( f )  the number of heavy edges with respect o f .  For a vector t=(t l  . . . . .  t,,) with 
positive integer components, f :E ~ Z + is a t-labeling if ~,c,~ f (e )  = t, for all u E V. 
A t-labeling f of G is t-optimal if S( f )<~S( f ' )  for any t-labeling f '  of G and there 
is no t-labeling f '  of G such that S( f )=S( f ' )  and h( f )>h( f ' ) .  For convenience, let 
m = S( f ) .  If m = 1, then obviously f is t-optimal. If m = 2 then f is t-optimal because 
the number of heavy edges incident o vertex i must be ti -d i ,  where di represents 
the degree of vertex i in G. Therefore, we assume that m ~> 3. 
Given G and any t-labeling f of G, we now define a partially 2-edge-colored graph 
H(G). Partially 2-edge-color G by coloring an edge e red if f (e )= m or m-  1, and 
coloring an edge e blue if f (e )  = 1. If m = 3, then place e E Ri if f (e )  = m - 1 - -  2 ,  
and place eEBI  if f (e )= l .  If m>~4, then for any e=uvEE with f (e )=m-2  
or )C(e)=2, delete e from G, add four new vertices u~,u",v',v '', and add edges 
uu I , UU II, ul v I, UII V It, VI U, VII v. Color uu", ut v ', v" v red and uu', u" v", v' v blue. Place u'v' ERI 
if f (e )=2,  and place u"v" EBI if f (e )= m-  2. All other edges are uncolored. This 
new graph H(G) is well defined because m>~3. Note that all the heavy edges of G 
appear in H(G), so it makes sense to speak of a walk of H(G) containing heavy edges 
of G. A walk of H(G) is augmenting if it is a closed, r-alternating walk containing a
heavy edge of G. 
Theorem 3.1. Suppose G=(V,E)  is a graph with n vertices, and t is an n-vector of 
positive integers. I f  f is a t-labeling of G with a strength at least 3, then f is not 
t-optimal if and only if  there is an augmenting walk in H(G). 
Proof. '~ '  Assume there is an augmenting walk W in H(G). Use the walk W to 
augment the labeling f as described in the paragraph before the theorem. This either 
reduces the number of heavy edges of f or reduces the strength of f ,  so f is not an 
optimal t-labeling. 
'3 '  Assume that f is not t-optimal. Let f '  be a t-optimal abeling of G. Con- 
sider the mapping C:E- - ,Z  defined by C(e)=f (e ) -  f~(e). Use C to define a 
multigraph G~=(V,U),  where U contains precisely ]C(e)[ copies of eEE.  Color 
eEU red if C(e)>0, and blue if C(e)<0. Because f and f~ are both t-labelings, 
~~jl,TcL. C( i j )=O for all iEV. Hence, G ~ is Eulerian. Furthermore, f is not an 
264 A.E. Kkzdy, C. Wang~Discrete Mathematics 194 (1999) 261-265 
optimal t-labeling, so at least one heavy edge eEE of f satisfies C(e)>0. Let e 
be a heavy edge of f in G such that C(e)>0 and let T be a closed alternating trail 
of G' containing copies of e. The trail T corresponds to an augmenting walk in H(G). 
To see this, pull T back into G to obtain a closed alternating walk W ~ containing 
the heavy edge e. It suffices to show that each edge of R1 or BI in H(G) is used at 
most once. However, each edge e of W is used at most IC(e)l times. So if e E W and 
C(e)<0, then the 'augmented' label for e is at most f (e )+ IC(e)[ =f(e)+ ( f ' (e ) -  
f (e) )  = f ' (e )<S( f ) .  Whereas, if e E W and C(e)>0, then the 'augmented' label for 
e is atleast f (e ) -  IC(e)l-----f(e)- ( f (e ) -  f ' (e ) )=f ' (e )>O.  This implies that the 
walk W is augmenting in H(G). [] 
Theorem 3.2. There is an algorithm that, given a t-labeling f of graph G, finds 
an optimal t-labeling in time polynomial in IV[ and ]lti]~= max{6 ..... tn}, where 
t = (t~ ..... t,). 
Proof. As observed earlier, if S(f)~<2, then f is optimal. Suppose S(f)~>3. Con- 
struct and partially 2-edge-color the graph H(G) as described in the paragraph before 
theorem 3.1. By Theorem 3.1, to determine whether f is optimal it suffices to deter- 
mine if there is an augmenting walk in H(G). So for each heavy edge e in G, check 
if there is a closed r-alternating walk in H(G) containing it. Corollary 2.3 guarantees 
that this can be done in polynomial time. If there is an augmenting walk contain- 
ing e, then augment f .  This produces a t-labeling with either smaller strength or 
fewer heavy edges. Repeating this process at most IE[ IItl[ times, we obtain an optimal 
t-labeling. [] 
4. Regularizable index and strength 
A perfect 2-matching is a labeling f : E ~ Z + O {0} such that ~vlu~cE f(uv) = 2 for 
all u E V. Lovfisz and Plummer [11] showed that a graph G is regularizable if and only 
if every edge of G is in some perfect 2-matching. In particular, a bipartite graph is 
regularizable if and only if every edge is in some perfect matching. It follows that the 
regularizable index of a bipartite graph is the minimum number of perfect matchings 
covering all of its edges. Similarly, the regularizable index of an arbitrary graph is the 
minimum number of perfect 2-matchings covering all of its edges. 
Let f :  V(G)---~Z +U {0} be a function on a multigraph G=(V,E). An f-factor of 
G is a subgraph H such that dH(v) = f (v)  for all v E V(G). Examining the proof of 
Tutte's f-factor theorem (see ch. II of [7]), we observe that the problem of computing 
the regularizable index of a general graph can be solved in polynomial time by reducing 
it to finding f-factors on an auxiliary multigraph. Since the reduction is straightforward 
and standard, we omit it. 
Theorem 4.1. The regularizable index of a graph can be computed in polynomial 
time. 
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Now, we turn to the problem of determining the regularizable strength of a general 
graph. 
Theorem 4.2. I f  the graph G is regularizable, then there is regular edge labeling f 
of a such that Ir( f)=Ir(G) and S~(f)=Sr(G). 
Proof. Let f be a regular labeling of G with L( f )  =/~(G) such that St(f)  is minimum 
among all such regular labelings. Suppose, for a contradiction, that Sr(f)>Sr(G). Let 
f '  be a regular labeling such that S( f ' )=  S(G) (we may assume that L( f ' )>L(G)= 
L( f ) ) .  Consider the mapping C:E---.Z defined by C(e)= f ' (e ) -  f(e). Use C to 
define a multigraph G ~ =(V ,U) ,  where E ~ contains precisely IC(e)[ copies of e E E. 
Color all copies of the edge e red if C(e)>0,  and color the copies blue if C(e)<0. 
Because I~(f)<Ir(f ') ,  there are more red edges than blue edges incident to every 
vertex of G ~. Therefore, there is a subgraph T of G' such that T is the union of 
closed alternating trails, and T covers all the blue edges of G'. Consider the regular 
multigraph H = G ~ - E(T). This multigraph H contains only red edges and, because 
there were more red edges than blue edges in G ~, the edge set of H is non-empty. 
Let r(e) denote the number of copies of edge e E G that appear in H. Observe that 
r(e) denotes a 'surplus' in the sense that f (e ) -  r(e)>~f(e). Now, consider the new 
regular labeling g(e) = f (e)  - r(e). This is a regular labeling of G with index smaller 
than f contradicting the choice of f .  [] 
Theorem 4.3. There is a polynomial-time algorithm that computes the regularizable 
strength of a graph. 
Proof. This follows from Theorems 3.2, 4.1 and 4.2. [] 
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