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Abstract
This research focuses on the enhancement of electroquasistatic and magnetoquasistatic
nondestructive evaluation techniques. The terminals of the sensors involved are connected to
conductors which are traditionally located on a single plane and have a spatially-periodic
structure. The sensor operates as a two-port device with one conductor used to excite the sensor
and a second conductor used to sense the response to test materials.
Existing measurement capabilities are extended:
1. Multiple sensing elements are incorporated into electroquasistatic and magneto-
quasistatic sensors such that the response can be accurately modeled.
Single sensing element sensors which remain stationary on a test material's surface cannot
provide information about variations in material properties along the surface. Scanning of a
single element sensor requires many passes in order to provide high resolution property
mapping of the surface. By introducing an array of sensing elements it is possible to provide
stationary resolution and increase the rate at which a test material's surface can be mapped.
Multiple sensing elements can also provide the ability to independently measure material
properties that may otherwise be inseparable. The sensors developed allow semi-analytic
models to accurately predict their response to layered-media. The sensor is then able to
measure absolute material properties using only an air calibration.
2. Existing sensor modeling methods are extended to address new sensor structures.
Traditional formulations for models of spatially-periodic sensors were limited to simple
conductor patterns on a single plane. These models have been reformulated to address more
complex conductor patterns and allow placement on multiple sensor planes. In addition, the
models have been used to approximate the sensor response of sensors with aperiodic
conductor patterns.
3. Instrumentation for characterizing the terminal response of a many-element sensor is
developed.
The two-port nature of a single element sensor allows for its characterization by commonly
available impedance measurement instruments. The complete realization of the capabilities
of a multiple element sensor requires that its terminal response can be rapidly and accurately
characterized. An impedance instrument compatible with sensors having up to 39 elements
was developed along with methods for accurate calibration.
4. A perturbation method is presented for rapidly predicting the response of a
magnetoquasistatic sensor to a notch in a conducting material.
Since magnetoquasistatic sensors are often used in the detection of cracks, the ability to
model the sensor response to a simplified notch representation is desired. Due to the
computational efficiency offered by the spatially-periodic layered-media models, a method of
utilizing the computed material current density in the absence of the notch is sought. An
approximate response is determined by introducing the notch in a way that perturbs the
original current distribution.
The extended capabilities are demonstrated through measurements on a variety of material
configurations. In some cases the measurements can be represented as images of absolute
material properties.
In addition to the application of this research to quasistatic measurement methods, other
disciplines can benefit from this work. Modeling techniques presented are valuable for
microstrip and strip-line transmission lines, microcircuits, and can possibly be applied in fields
such as geology and geological exploration. Methodologies applied to these sensor arrays may
generically be applied to other array types such as: acoustic, optical, thermal, pressure, antenna,
and chemical.
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Introduction
This work involves both the theoretical and practical aspects of measurement systems needed to
provide useful analysis tools for nondestructive material evaluation. The use of multiple element
electroquasistatic and magnetoquasistatic sensor arrays which can be accurately modeled allows
for both quantitative imaging and extraction of multiple material properties. The resulting
progress has direct application to many measurement problems encountered in industry.
1.1 Thesis Objective
At the highest level, the goal of this thesis is to make contributions in capacitive and inductive
NDE methods that result in improvements in the areas of measurement speed, accuracy, and
applicability. The origin of the specific NDE techniques of interest can be found in earlier work
focusing on the development of periodic winding inductive sensors and periodic electrode
capacitive sensors as applied to layered media [2, 3]. In order to define more specific goals of
this thesis, it is first useful to introduce the architecture of the measurement system. This system
contains the physical hardware, mathematical models, algorithms, and parameters required to
extract numerical values which characterize the desired property or properties of the material
under test (MUT). A block diagram of the measurement system is shown in Figure 1-1.
1.1.1 Overview of Measurement System
The components of the measurement system have been grouped into two categories: 1) the
physical system components and 2) the models, algorithms, and properties. The MUT can be
found within the "Physical Components" and is nondestructively interrogated by the sensor using
distributed electromagnetic fields. The instrumentation is connected to the discrete electrical
terminals of the sensor and provides its excitation while characterizing the material dependent
signals that it returns. This characterization of the sensor response also includes the essential
conversion of the electrical signals to numerical equivalents which are passed on to the
remainder of the system in the form of impedance values.
The function of the components grouped as "Models, Algorithms, and Properties" is to take the
numerical impedance values and from them produce numerical values that characterize the MUT
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Thesis Objectives
1-Incorporate multiple sensing elements into planar magnetometers and dielectrometers that can be
accurately modeled
2-Expand and develop modeling techniques to provide accurate models for new sensor structures
3-Improve sensor designs for increased robustness in the area of absolute material property estimation, ease of
calibration, and sensitivity
4-Develop instrumentation to support multi-element sensors and robust calibration techniques
5-Develop a rapid modeling technique for approximating the effect on an MQS sensor's terminal response
caused by a notch in a conducting MUT
6-Apply sensors, instrumentation and algorithms to several practical problems and representative material
structures to demonstrate measurement capabilities
Figure 1-1: Block diagram of a complete measurement system and its relation to the objectives
of this thesis. This diagram presents the steps necessary in order to interrogate a material using
electromagnetic fields and evaluate estimates of selected material properties. Thesis objectives
are labeled with numbers that appear in the block diagram and indicate the area of the
measurement system on which each objective has a primary impact. A more detailed discussion
of each objective can be found in the text.
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properties of interest. The impedance values directly produced by the instrumentation are not
generally absolute and therefore must be calibrated to absolute values using a calibration
algorithm which often relies on parameters obtained by previous measurements on materials with
known properties. From these absolute impedance values the material parameters sought can be
estimated. This operation involves the ability to predict the sensor's terminal response in the
presence of materials with different possible property values. In order to increase the likelihood
that accurate values are found, a priori knowledge is utilized. This includes known geometric
and electrical properties of both the MUT and sensor. An inversion method is then employed to
determine the most likely material properties either by 1) searching through a multidimensional
table of precomputed responses based on simulations or by 2) successively "guessing" material
properties and simulating the response until a close enough match is found.
1.1.2 Specific Thesis Objectives
This thesis is composed of six primary objectives which can now be related to improvements in
the measurement system outlined. The motivation for each objective is presented along with the
associated accomplishments. The combined accomplishments lead to a more useful
measurement system valuable in the practice of NDE.
The following objectives are numbered in a manner consistent with that of Figure 1-1 such that
the area of primary relevance can be easily identified. The objectives of this thesis are:
1. Incorporate multiple sensing elements into planar magnetometers and dielectrometers
that can be accurately modeled
Motivation:
Traditional periodic capacitive and inductive sensors utilized a single excitation element and a
single sensing element. It is desirable to utilize multiple sensing elements within a single
sensor footprint in order to improve the spatial resolution of estimated material properties for
imaging. Utilizing multiple elements also allows improvements in the sensitivity to local
material features while retaining the area of material covered by the sensor. Selective
placement of sensing elements can also provide additional information about the MUT and
allow a larger number of unknown material properties to be estimated. The design of the
sensors incorporating these multiple elements should be completed in a fashion which will
allow them to be modeled accurately using rapid techniques. This aspect is important because
it allows robust and rapid calibration techniques to be employed and accurate estimates of
material properties to be obtained.
Accomplishments:
Multiple sensing elements have been incorporated into both planar MQS sensors and planar
EQS sensors.
Chapter 4 focuses on the development of planar MQS sensor arrays. Several initial designs
are discussed along with the advantages and disadvantages of each depending on its intended
use. Aperiodic arrays containing multiple sensing elements of identical geometry are
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developed for high resolution MUT scanning and imaging. Arrays containing sensing
elements of nonidentical geometry are also developed for imaging of additional material
properties. Estimation of MUT properties for several measurement problems provides an
indication as to the accuracy with which the terminal response of these sensors can be
modeled and calibrated.
Chapter 6 focuses on the development of planar EQS sensors which incorporate multiple
sensing elements. These sensors utilize multiple sensing elements to simultaneously estimate
multiple MUT properties that could not be independently measured with a single sensing
electrode and a single excitation electrode. Representative measurements on materials of
known properties again provide validation of the accuracy to which the terminal response of
the developed sensor can be modeled and calibrated.
In addition to the previously developed sensors, the development of large-scale variants of
these sensors has also been pursued. These large-scale sensors are typically focused on the
detection of visually obscured objects. The end of Chapter 6 discusses the EQS variant, while
Chapter 7 discusses the MQS variant.
2. Expand and develop modeling techniques to provide accurate models for new sensor
structures
Motivation:
In reaching the objective as described in objective 1 it became necessary to develop models
which allowed for more complicated structures than which had previously been modeled
in [2, 3]. These sensor structures include multiple sensing elements of nonhomogeneous
geometry in addition to structures comprised of non-coplanar sensor electrodes or windings.
As a result of considerations such as physical sensor size and sensitivity optimization, the use
of aperiodic sensors became desirable and therefore appropriate modifications to modeling
techniques were required to predict the response of these sensor geometries. Additionally it is
desired to develop approaches for including the effects of the finite thickness of the windings
or electrodes. Large-scale MQS sensors with distributed windings and targeted at discrete
objects rather than layered media also required an alternate modeling approach.
Accomplishments:
Chapter 2 provides a detailed and generic development of a model for handling both the EQS
and MQS sensors in the presence of layered media. These models are formulated with
generality in the number and location of excitation and sensing elements of infinite length
within planar interfaces of the sensor. In addition, excitation and sensing elements may be
placed on multiple planar interfaces allowing the more complex sensor structures to be
accurately modeled. In comparison to previous modeling work in [2, 3] for more simplistic
structures, this work uses higher order functions to provide a more efficient representation of
electromagnetic quantities within excitation and sensing elements. Numerical tests have also
been performed to evaluate the techniques developed for the modeling of aperiodic sensors.
Methods of utilizing the described modeling techniques to address finite thickness winding
and electrodes are also described.
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These models are highly utilized in Chapters 3 and 4 for the generation of plots containing
magnetic field lines and current distributions in the vicinity of the sensor and MUT. The
models are also utilized in generating plots of the dependence of the terminal response on
both sensor and MUT properties. These models are further utilized in the inversion of
impedance measurements into estimated MUT properties for the representative
measurements.
In addition to modeling of planar sensors in the presence of layered media, modeling of the
fields produced by large-scale MQS sensors with distributed windings has been performed
and can be found in Chapter 7. The modeling initially focuses on the fields produced by the
winding geometry in the absence of any MUT interaction. Interaction with discrete objects is
then included in the modeling by utilizing a polarization tensor representation.
3. Improve sensor designs for increased robustness in the area of absolute material
property estimation, ease of calibration, and sensitivity
Motivation:
The limitations in the accuracy of estimating material properties from the sensor's measured
terminal response are directly related to the extent to which the mathematical model matches
the physical reality of the sensor and MUT. Although it may be possible to increase the
complexity of the model in order to increase the accuracy of the representation, this often has
the undesirable effect of decreasing computation speed and of making the model less
generically applicable. Alterations which focus on unmodeled and less accurately modeled
portions of the sensor response are desired to improve the accuracy of estimated MUT
properties. These improvements also simplify the corrections which must be made during
calibration and therefore also simplify the calibration process. Greater accuracy also allows a
better absolute comparison of MUT properties.
In addition to altering sensor designs for measurement accuracy improvements related to
model representation issues, it is also desired to minimize material property errors caused by
errors in the measured terminal response and unknown material properties not of interest. In
order to accomplish this it is necessary to develop methods of rapidly relating these terminal
response measurement errors and material uncertainties to errors in estimated MUT
properties. Methods for quantifying errors in the measured terminal response are also
necessary as these errors are inputs to the MUT property error evaluation. These techniques
can then be used adjust both sensor and measurement parameters to obtain the desired balance
between maximum measurement speed, maximum accuracy, and sensor geometry. They can
also allow the applicability of the measurement technique with respect to a well defined
problem to be evaluated.
Accomplishments:
Chapter 3 demonstrates improvements in the match between the theoretical and actual
terminal response of single sensing element MQS sensors as a result of sensor design
alterations. These improvements include the reduction of unmodeled sensor response
components which vary with deformation of the flexible sensor. The reduction of the affects
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of unmodeled dipole-like fields resulting from the finiteness of the sensor windings is also
demonstrated. Additional tests of the model accuracy can also be found in the various
measurements presented in which calibration is performed using only measurement data in air
and with a shunted sensing element. The concepts from these alterations have been applied in
the development of the multi-element MQS sensors of Chapter 4.
A method for rapidly approximating errors in the estimated material properties is also
presented in Chapter 3. In order to rapidly evaluate errors, a linear approximation of the
relation between the sensor response and both sensor and MUT parameters is made in the
vicinity of parameter values of interest. This allows the calculation of estimated property
errors which result from both noise and bias errors in parameters that are assumed to be
known. An analysis of errors in estimated MUT properties for an infinite half-space material
resulting from uncorrected sensor fabrication errors is performed. The described method can
also be used to determine estimated MUT property errors resulting form errors in the
measured sensor response. However, for these property errors to be evaluated, knowledge of
the errors in the measured sensor response is necessary. Chapter 8 analyzes noise in the
measured sensor response which is associated with instrumentation. Chapter 3 presents a
method for bounding the bias errors in the response measurement based on a reference MUT.
Errors in estimated MUT properties are calculated for a representative problem in which a
secondary measurement method can be used to evaluate the true errors for comparison. The
bias error bounds are also utilized in optimizing a specific measurement problem by selecting
sensor excitation frequencies; comparisons are made with actual errors in addition to errors
resulting from other possible excitations choices.
4. Develop both instrumentation to support multi-element sensors and robust calibration
techniques
Motivation:
In order to realize the full value of a multi-element sensor, the ability to rapidly and
accurately characterize the sensor's terminal response across all sensing elements is
necessary. Commercial instrumentation designed for impedance characterization does not
provide the best combination of excitation frequency range, channel count, precision, and
speed. In order to provide the best measurement performance, instrumentation specifically
targeted for the multi-element sensors is desired. Since accuracy in the measured terminal
response is essential to accurate MUT property estimates, practical calibration methods
applicable to the many channel instrument are also needed.
Accomplishments:
Instrumentation has been developed to take advantage of multi-element MQS and EQS
sensors and is described in Chapter 8. This instrumentation allows the simultaneous
measurement of up to 39 sensing elements while allowing measurements to be made over a
frequency range of 1 kHz to 40 MHz. The instrumentation has been designed to allow
modular signal conditioning circuitry to be interchanged such that the most appropriate signal
conditioning can be applied for the sensor being utilized. The use of signal conditioning
located in the vicinity of the sensor also allows an increased distance between the more
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compact sensor and the larger instrument. Robust calibration techniques are also presented
for both MQS and EQS sensors and utilize a minimum of unknown parameters. The ability
of these calibration techniques to provide sufficiently accurate impedance data from the
instrumentation can be seen in the estimated MUT properties presented in Chapters 3, 4, and
6. The accuracy of the estimated properties is an indicator of the success of the calibration
methodology and instrumentation.
5. Develop a rapid modeling technique for approximating the effect on an MQS sensor's
terminal response caused by a notch in a conducting MUT
Motivation:
Crack detection in metals is a primary use of eddy-current sensors. The capability of
predicting the response of a planar MQS sensor in proximity to a MUT containing a crack is
useful for both sensor optimization and crack identification. Crack morphology is generally
complex and therefore the simplified structure consisting of a rectangular notch is utilized
rather than the irregular structure of a crack. In the absence of cracks, typical materials of
interest are often well approximated by layered media. Since the prediction of the
electromagnetic fields in these media can be done rapidly and accurately, it is expected that a
method of introducing a notch, which acts as a perturbation to these fields, can be valuable.
Although a sufficiently large notch will surely be more than a small perturbation, practical
crack detection is often most difficult when the crack is relatively small in size and thus such
a model is useful.
Accomplishments:
A numerical modeling technique has been developed for approximating the effects of a notch
on an MQS sensor's response and is presented in Chapter 5. The approach utilizes the
numerical current distribution within the material in the absence of a notch such as produced
by the modeling methods developed in objective 2. The notch is introduced such that it
perturbs the current density via an electric field produced by surface charge accumulation on
the walls of the notch. This accumulated charge has a distribution which forces charge
conservation conditions to be met at the surfaces of the notch. The perturbation of the
sensor's terminal response then results from the additional coupling of magnetic fields
produced by the perturbation currents outside the notch and the subtraction of fields originally
produced by currents previously located within the notch. The approximate nature of the
solution results primarily from neglecting the higher order effects of coupling between the
time-varying perturbation magnetic field and the electric field which results. Plots of the
current distribution resulting from the placement of a notch in exponentially decaying current
distributions having different skin depths are presented as an intuitive validation of the
modeling concept. The modeling method is then applied to an MQS array and scanning
measurements are made on EDM notches with known dimensions. A reasonable agreement
in between measured and simulated responses is achieved by introducing a frequency
dependent complex scale factor to the impedance perturbation. Measurements are then made
on actual cracks and dimensions are estimated based on comparisons with simulated notches;
the degree of agreement with expected crack dimensions, by using an idealized representation
of a crack, is encouraging.
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6. Apply sensors, instrumentation and algorithms to several practical problems and
representative material structures to demonstrate measurement capabilities
Motivation:
In certain cases the developments presented in the accomplishments associated with each
objective lend themselves to a straight forward verification. For example, several
experiments were conducted to demonstrate improvements in the match between the expected
sensor response that resulted from the design changes of Objective 3. The exactness of other
developments is somewhat more difficult to verify. For example, the exactness of the sensors
response produced by the modeling techniques resulting from the accomplishments of
Objective 2 is difficult to specify. One can compare to other available methods for producing
the same values, but in this case the other available methods are expected to be less accurate
and therefore they are only of use as indicators of large errors.
Since the preceding objectives have essentially been in support of a main objective of making
an improvement to an NDE technique, the accuracy of measurements utilizing many of these
developments can provide a more practical and useful characterization of the quality of the
developments in combination.
Accomplishments:
In order to demonstrate the capabilities of the overall measurement system, it has been
applied to several representative measurement problems. Many of these problems involve the
measurement of materials with electrical properties that can be found in the literature or
which have geometric properties which may be directly measured using alternate means. By
comparing MUT property values estimated to expected values, one can develop a sense of the
measurement capability. The following is a list of measurements of interest that can be found
in this thesis:
1. Conductivity measurement of uniform metals (Section 3.5.1)
2. Conductivity and thickness measurement of thin metals (Section 3.5.3)
3. Coating conductivity, coating thickness and substrate conductivity measurements of
simulated metal on metal coatings (Section 3.5.4)
4. Imaging of metal loss due to corrosion (Section 4.2.1)
5. Imaging of multiple thickness properties for a multi-layered structure (Section 4.2.2)
6. Frequency dependence of the complex magnetic permeability for several ferromagnetic
fluids (Section 4.2.3)
7. Complex magnetic permeability dependence on magnetic particle concentrations for a
water-based ferrofluid (Section 4.2.3)
8. Imaging of the adsorption of a ferrofluid into cornstarch (Section 4.2.3)
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9. Scanning measurement of EDM notches and comparison with simulated impedance
response (Section 5.3.1)
10. Scanning measurements of cracks and comparison with simulated impedance
responses (Section 5.3.2)
11. Permittivity measurement of uniform dielectrics (Section 6.2.1)
12. Permittivity measurement of Teflon as a function of pressure induced lift-off
change (Section 6.2.1)
13. Permittivity and thickness measurement of Teflon backed with glass (Section 6.2.2)
While the specific objectives of this thesis are centered on quasistatic measurement systems and
the preceding accomplishments have been presented in the same context, the accomplishments of
this work should not be considered as only applicable to such systems. The electromagnetic
modeling techniques can be applied in the development of microcircuits and transmission lines,
while other fields of study, such as geology and geological exploration may also find value in the
models of the interactions of larger sensors.
The methodologies used for measurement, calibration, and error analysis may also be useful for
other array technologies such as: acoustic, optical, thermal, pressure, antenna, chemical, etc.
Calibration using a model for predicting the response of a sensor to known conditions is
especially useful when many sensors or sensing elements are involved. Methods of error
prediction are important for optimizing many systems.
The methodology used in the development of a perturbation technique for analyzing the sensor
response to a notch can also be adapted to other systems of interest. These systems may be
described by different governing equations for which a solution to a closely related problem is
known and an approximate solution is desired.
1.1.3 Guide to Further Reading
In order to help the reader locate information of interest contained in this thesis, the following
brief overview of each chapter is provided:
Chapter 1: Introduction - The remainder of this chapter provides some basic history of
electromagnetic NDE methods along with a more detailed overview of planar MQS and EQS
sensors on which this work expands.
Chapter 2: Modeling of Planar Sensors in the Presence of Layered Materials - A detailed
development of the modeling methods utilized for predicting the layered media interaction of
both MQS and EQS sensors composed of planar conductors. The governing equations and
boundary conditions specific to each sensor type are presented followed by a generic formulation
for the modeling of sensors with an arbitrary number of planes and conductors. This chapter also
discusses the modeling of layers containing a spatially linear conductivity variation for the MQS
sensor case. A review of possible methods of inverting measured sensor responses into material
properties along with associated issues can also be found.
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Chapter 3: Single Element Planar MQS Sensors - Enhancements are made to existing single
sensing element sensor designs and the resulting improvements in the match between measured
and predicted sensor response are shown. Plots demonstrating the magnetic fields and electric
currents for the sensor in the presence of materials are shown along with the dependence of the
sensor response with changes in material properties. A method for determining measurements
errors and relating them to errors in estimated material properties is presented and applied to a
material configuration for which errors can be quantified. A range of measurements are included
in which two, three, and four unknown material properties are determined from the measured
sensor response.
Chapter 4: Planar MQS Sensor Arrays - The various ways in which multiple sensing elements
can be incorporated into sensors to form arrays is discussed along with their advantages and
limitations in various measurement scenarios. Several array designs are presented including
arrays which contain aperiodic fields and arrays which utilize nonhomogeneous sensing
elements. Measurements using the arrays provide images of corrosion loss in an airplane
component, thicknesses of individual layers of a layered structure, and magnetic properties of
ferrofluids.
Chapter 5: Perturbation Model for a Notch - A modeling method is developed for handling the
presence of a notch in a uniform material using the current distributions in the absence of the
notch. The method is used to simulate and plot the current and charge density for simple current
distributions. The method is then coupled with the modeling techniques for MQS sensors to
predict their response to notches. Measurements are made on materials containing machined
notches and actual cracks; comparisons are made to simulated responses.
Chapter 6: Multi-Element Dielectric Sensors - Important aspects of incorporating multiple
sensing elements into dielectric sensors are discussed. A multi-element dielectric sensor is then
used in the measurement of dielectric properties for a variety of materials and material
configurations. A brief overview of large-scale EQS sensor arrays is also included.
Chapter 7: Large-Scale MQS Sensors - The importance of sensor size and winding layout for
interrogating materials located at greater distances from the sensor is discussed. The fields
surrounding the windings of one possible sensor structure are modeled. These resulting fields
are then combined with a preexisting model for the interaction of objects to predict the response
of the sensor as it is scanned over multiple spheres.
Chapter 8: Instrumentation - An overview of the requirements of the instrumentation needed
for practical application of multi-element and array sensors is provided along with several
options and tradeoffs for implementation. The implementation of the instrumentation developed
is described in detail along with its adaptability to both MQS and EQS sensors. Methods of
calibrating both the instrumentation and sensors are described. A noise analysis focusing on
variability errors is provided along with methods of utilizing empirically determined parameters
to predict noise levels for alternate configurations.
Chapter 9: Summary and Conclusions - This chapter includes a discussion of the successes of
this thesis and areas in which future work may focus.
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Nondestructive evaluation (NDE) encompasses many techniques that are essential in a variety of
fields that cover a wide range of applications. NDE techniques are applied to everything from
the inspection of heat exchanger tubes in power plants to the inspection of human tissues and
bone in hospitals. Most of the techniques used today were initially developed in the late 1800s to
the mid 1900s and have continued to evolve, by drawing from the ever growing pool of
technological advances, to become faster, more accurate, and more widely applicable. Some of
the more common NDE techniques are: liquid penetrant testing, magnetic particle testing,
radiographic testing, ultrasonic testing, eddy current testing, thermography, acoustic emission
testing, magnetic resonance imaging, dielectric testing (dielectrometry), and microwave testing.
The work described here makes advances in areas that are most closely related to the traditional
techniques of eddy current testing and dielectrometry.
The terms eddy current testing and dielectrometry, as used in this document, refer to techniques
which utilize electromagnetic fields that are of sufficiently low temporal frequency to be termed
quasistatic. This restriction allows the full set of Maxwell's Equations, which govern the wave
nature of electromagnetic fields, to be approximated by one of two possible simplified sets of
equations. In eddy current testing the magnetic fields are dominant and therefore the
magnetoquasistatic (MQS) approximation is used, while in dielectrometry the electric fields are
dominant and the electroquasistatic (EQS) approximation is used.
Eddy current testing is applied to relatively conducting and/or magnetically permeable materials
where a current carrying coil is used to excite a time varying (typically sinusoidal) magnetic field
in the material under test (MUT). If the material is conducting, the time varying magnetic fields
will induce conduction currents (eddy currents) in the material. If the material is permeable the
magnetic fields will induce magnetization currents in the material. Both of these effects will
result in a time varying secondary magnetic field which will contribute to the total magnetic
field. The total field, which includes the effects of the MUT, is sensed by the voltage induced on
either the excitation coil or a separate sensing coil.
In contrast to eddy current testing, dielectrometry is generally applied to insulating or weakly
conducting materials. The test material is often sandwiched between two plates to form a
capacitor and a time varying voltage (typically sinusoidal) is applied across the plates while the
current passing through the plates is measured. The time varying electric field resulting from the
imposed voltage will result in conduction currents if the material is conducting and also
polarization currents if the material is polarizable. These currents will affect the measured
current flowing into the plates, providing a means of characterizing the material.
The use of eddy current testing and dielectrometry for characterizing materials seems to have
been developed almost coincidentally with the understanding of electromagnetic phenomena.
One source cites the first use of eddy currents for nondestructive testing by D.E. Hughes in 1879
where the principles were applied to metallurgical sorting tests [4]. No such reference was found
for dielectrometry, but one can imagine weakly conducting/insulating materials being
characterized by their relative ability to store charge or conduct electricity as an early form of
dielectrometry.
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The widespread use of eddy current techniques grew rapidly between 1940 and 1960 with the
development and marketing of practical eddy current test instruments [4]. Further advancements
in microprocessor based instruments and explanatory material in the 1980s has allowed those
without advanced technical backgrounds to utilize the technology.
The use of dielectrometry for NDE does not seem to have reached the widespread use of eddy
current testing based on its near absence from references such as the American Society for
Nondestructive Testing (ASNT) Nondestructive Testing Handbook. This may be partially due to
the historic use of metal components in aerospace and power systems which are generally very
conducting and therefore suited for eddy current testing. Dielectrometry measurements also tend
to require greater care in establishing and following measurement procedures since they are more
easily affected by other factors, which are generally not of interest, than measurements in eddy
current testing. However, the ever increasing use of polymers in manufacturing should continue
to expand the number of applications for which dielectrometry may be an appropriate NDE
method.
Although the brief description of eddy current testing and dielectrometry focused on the
electrical properties that affect the measurements, the utility of these techniques lies in how the
electrical properties are related to many other material properties. For example, the measured
electrical conductivity of a metal is typically affected by properties such as temperature and
material composition. A representative range of material properties that ultimately affect the
electrical properties can be seen in the following lists. Eddy current testing allows the
characterization of material properties that include:
* Presence of discontinuities such as cracks and inclusions
* Material thickness
* Thickness and properties of conducting claddings or coatings on a base metal
* Thickness of non-conducting coatings on a base metal
* Temperature
* Stress
* Fatigue
* Heat treatment
* Alloy composition
Dielectromety allows the characterization of material properties that include:
* Diffusion of other compounds into the material such as moisture
* Temperature
* Cure state
* Dielectric damage
* Density/Porosity
* Delamination
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Planar quasistatic sensors are defined here to include eddy current and dielectrometry sensors for
which the windings and electrodes composing the sensor are located in one or more parallel
planes and which are operated in a frequency range such that the quasistatic field approximations
are valid. The planes, on which the windings or electrodes are located, are generally positioned
on one side of the MUT such that a single sided measurement can be performed (although it is
also possible to create planar sensors which would require placement on more than one side of
the MUT). Although the windings or electrodes could potentially have any shape in the planes
of these sensors, two general geometries are most common: Cartesian and cylindrical. As the
name implies, a Cartesian sensor has windings or electrodes which generally run in straight,
orthogonal lines while a cylindrical sensor has windings or electrodes that run in arcs about a
common center point.
A commercially available planar dielectrometry sensor resulted from the work of Senturia and
coworkers at MIT in the early 1980s [5, 6]. These sensors were termed microdielectrometry
sensors because they utilized micro fabrication techniques to produce small electrode patterns
and some integrated circuitry with the ability to measure thin films which were often coated
directly on the sensor. These sensors consisted of interdigitated electrodes to produce a fringing
field penetrating into the MUT. Later work by Zaretsky, et al [2] developed models for these
sensors and parameter estimation routines. This work also involved the development of what
was called a "macro" sensor, which consisted of a larger interdigital sensor fabricated using
flexible printed circuit techniques for measurement of thicker materials than the
microdielectrometry sensor was capable of. The terminology of "imposed o - k " was used to
describe the ability to independently control the temporal excitation frequency and the spatial
frequency. This technique allowed the depth of penetration of the sensor to be controlled by the
geometry of the interdigital electrodes, while the temporal frequency was determined by the
applied excitation signal. This concept was utilized in [7, 8] by placing three sensors in close
proximity, each with a different characteristic interdigital electrode spacing, which allows for the
estimation of material property variation with depth. Although this is in some sense a multiple
element sensor or array of sensors, it differs from the work described in this thesis in that each of
the sensors is treated independently. In contrast, the multiple elements in the sensors of this
thesis are part of a single sensor structure with a single drive and multiple sensing electrodes.
The interdigital electrode structure can be considered a Cartesian geometry; cylindrical
variations and appropriate modeling methods have been more recently investigated in [9].
The magnetic analogue to the "macro" dielectrometer, called the Meandering Winding
Magnetometer (MWM®), was developed in the mid 1980's at MIT by Professor James R.
Melcher and were commercialized in the early 1990s by Goldfine [3, 10]. These sensors operate
by the same principles as eddy current sensors described previously, but differ in that the
windings forming the coils are constrained to planes and have a relatively small number of turns.
The MWM is a Cartesian geometry sensor; cylindrical variations and modeling techniques have
been investigated in [9]. Planar MQS sensors are described in detail in the following section.
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1.3.1 Planar MQS Sensors
Figure 1-2a shows an example of a single element planar MQS sensor fabricated on an insulating
polyimide substrate. The windings consist of etched copper which is protected by an additional
layer of insulating polyimide. Figure 1-2b shows a schematic view of the winding layout in the
plane of the substrate. The sensor is typically excited at the terminals labeled "+Primary" and "-
Primary" with a sinusoidal current source that induces a magnetic field in the sensor and
surrounding material as shown in cross sectional view of Figure 1-2c. A portion of the magnetic
flux created by the primary winding is linked to each of two secondary windings, which are
typically connected in series, so that the sensor acts as a planar transformer.
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Figure 1-2: Magnetic fields and winding structure for the Meandering Winding Magnetometer.
a) JENTEK Sensors Inc. Meandering Winding Magnetometer (MWM) fabricated on flexible
polyimide substrate b) Schematic of MWM winding layout in the plane of the sensor. c) Cross-
sectional view of windings and substrate relative to MUT including sketch of magnetic field
lines.
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The sensor's terminal response can be characterized by a three-port network, where the terminal
voltages and currents on each of the three windings are related by:
p p psi ps2 p
V1 psi ZsslZsls2 (1.1)
A A A A A
L Vs2 J ps2 sls2 s2 s2
Where V is the complex amplitude of the terminal voltage, I is the complex amplitude of the
terminal current and the subscripts denote the terminal. The complex impedances Z are
generally both a function of frequency and of the MUT properties. The diagonal elements
represent the self-impedances of each coil, while the off diagonals represent the mutual
impedances between windings. Since the secondary windings are typically connected to a high
impedance instrument, Is, and Is2 can generally be assumed as zero. This sensor is also
relatively balanced in the coupling between the primary and each secondary and therefore
_ps1 - 2 ps2 Zps andVsl - s2 • s
The magnetic field induced by the primary winding interacts with the material under test (MUT),
which may become magnetized or where eddy-currents may be induced depending on the
material's electrical properties. This will modify the induced field from that of a non-
conductive, non-magnetically permeable material and alter the linkage of magnetic flux to the
secondary windings. The terminal response will therefore be affected and the terminal self and
mutual impedances will be altered such that with the previous assumptions:
V Z, (,MUT) (1.2)0% = IN IP (1.2)
In general it would be possible to use either Zp or Z,, in determining the electrical properties of
the MUT, however the self-impedance of a winding is highly dependent on the winding's
conductivity which is dependent on temperature. In addition to changes in ambient temperature,
the sensor may be driven at current levels which cause the winding temperature to rise.
Compensating for these temperature changes directly is difficult since they depend on both
ambient temperature and the thermal characteristics of the contact with the MUT and the MUT
itself. To avoid the necessity of accurate winding temperature measurement, the use of the
transimpedance Zp, for determining MUT properties is preferred since it can be designed to
have a much weaker dependence on the conductivity of the sensor's windings [3].
The discussion of the planar MQS sensor, to this point, could also be applied to most eddy-
current sensors utilizing round coils, with the exception of its planar nature and in some cases the
use of separate excitation and measurement windings. The following discussion emphasizes the
novelty of this sensor which lies in three major areas: 1) the ability to accurately and quickly
model the interaction of the sensor with planar layers of material, 2) the reproducibility and
conformability of the winding geometry, and 3) the ability of the sensor to measure anisotropic
properties of the MUT.
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The fabrication of planar MQS sensors using flex-circuit techniques creates a sensor which
exhibits advantages over conventional coils in geometric repeatability of windings, geometric
characterization of windings, and conformability. Studies have shown that wound coils which
exhibit matched terminal impedances can have significantly different magnetic field distributions
[11 ]. This is not very desirable from both a modeling point of view and an application point of
view, since a study of each specific coil's magnetic field would be required for accurate
modeling and measurement consistency with differing coils would be in question. This puts a
greater burden on the calibration of the sensors in the field, prior to an inspection, in order to
ensure the output response is appropriate. The fabrication techniques used for flex-circuits are
more exacting since each portion of the winding is specifically located using photo lithography.
The planar nature also allows additional improvements in accuracy to be achieved by allowing
winding placement within the two dimensional plane of the sensor to be accurately measured by
using optical methods after fabrication. This is much simpler than trying to determine winding
positions within a wound coil or mapping the magnetic field empirically.
The conformability of the sensor also improves its ability to be modeled accurately. Since many
practical applications of eddy-current sensors are on non-planar surfaces, models for rigid
sensors would typically require the tilt of the sensor and shape of the surface to be included for
an accurate prediction of the sensor's response. A sensor that exhibits conformability can be
better approximated as parallel to the surface over a larger range of surface topologies. The
closer proximity or lower lift-off achieved generally results in a higher sensitivity to properties of
the MUT.
The structure of the primary winding in the plane of the sensor can be described as meandering
and is reflected in the name Meandering Winding Magnetometer (MWM). The motivating
factor behind this type of primary winding pattern is to create a current distribution which is
locally periodic in one Cartesian coordinate direction and constant in an orthogonal direction.
This periodic distribution is valuable for creating a sensor that can be accurately and rapidly
modeled. This is possible due to the existence of solutions to the time-harmonic magnetic
diffusion equation in terms of the magnetic vector potential in Cartesian coordinates of the
form (see Section 2. 1.1 for a detailed development):
A, (x, y)= e±rx cos(ky) + C2 sin(ky)] (1.3)
where
y = k2 +jo9c (1.4)
and C1 and C2 are complex constants dependent on the properties of the sensor and MUT, k is
the spatial angular frequency (wave number) in the y direction, co is the angular temporal
frequency, u is the magnetic permeability, a is the electrical conductivity and j = r- .
Solutions of this form with different spatial frequency and constants create a set of solutions that
can be superimposed to meet the periodic boundary conditions created by the primary winding
currents. These solution sets with electrical properties matching those of each layer of a layered
sensor and MUT can also be used to form a complete solution to the multi-layered problem and
ultimately used to determine the total sensor response characterized by its terminal impedance.
1.3 Planar Quasistatic Sensors
This modeling technique has been applied to sensors including and similar to those shown in
Figure 1-2 in [9, 12], where the primary winding current distribution contains odd half-wave
symmetry and the windings are confined to a single plane. Part of the work described in this
thesis extends these modeling techniques to more generic winding configurations including
multiple planes, nonsymmetric and aperiodic geometries.
In addition to the modeling advantages that the primary winding geometry allows, the locally
one dimensional current flow also improves the sensor's ability to resolve anisotropy in electrical
properties of the MUT. Unlike a circular coil which induces bidirectional current flow in the
material, the MWM, creates a unidirectional current flow in the material, essentially isolating the
associated element of the conductivity tensor (assuming no off diagonal elements) describing the
material. In a similar manner the circular coil induces tri-directional magnetic fields in the
material, while the MWM primarily induces bidirectional magnetic fields. Although no
individual components of the permeability tensor are isolated, the MWM provides more
independent information about the MUT
The terminology "imposed co - k ", discussed earlier in reference to dielectrometers, can also be
applied to this sensor since the decay of the vector potential and magnetic fields into the material
are governed by (1.3), where the sensor geometry imposes the spatial frequency and the input
current excitation frequency imposes the temporal frequency. However, unlike the
dielectrometry sensors, the decay of the fields into the MUT is not generally independent of the
temporal frequency, due to magnetic diffusion and the induced eddy currents.
1.3.2 Planar EQS Sensors
Figure 1-3a shows a planar EQS sensor, developed in [7], consisting of three single element
sensors fabricated on a common polyimide substrate. Each sensor consists of two sets of
interdigital electrodes located on one side of the polyimide substrate and a ground (guard) plane
located on the opposing side. One set of electrodes is typically driven by a sinusoidal voltage
source while the other set is used for sensing electrode voltages or currents. Figure 1-3b shows a
cross sectional view of the substrate and electrodes above a ground plane for a single sensor,
including a sketch of the electric fields in the neighboring MUT, which is separated from the
sensor by an air gap.
The sensor's terminal response can be characterized by a three-port network, where the terminals
are related by:
I Yds g 1 (1.5)I[ dg V, (1.5)
Ig [ dg g Lg g
where V is the voltage of the terminal, I is the current into the terminal, Y is an admittance and
the subscripts d, s, and g denote the drive electrodes, sense electrodes, and ground plane
respectively. The admittances are typically a function of both the temporal excitation frequency
and the electrical and geometric properties of the MUT. The diagonal elements of the matrix
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contain the self admittances of each respective terminal, while the off diagonal elements contain
the mutual admittances between terminals. The sensor is typically operated such that the ground
plane potential Vg is used as the ground reference (Vg = 0) for the other terminal voltages,
simplifying (1.5) to:
A ds s d (1.6)
(b)
Figure 1-3: Electric fields and electrode structure for three interdigital dielectric sensors on a
common substrate. a) Three planar EQS sensors fabricated on a common polyimide substrate
which was developed at MIT's Laboratory for Electromagnetic and Electronic Systems (LEES).
b) Cross-sectional view of electrodes, substrate, and ground plane for a single sensor geometry
including a sketch of the electric field interaction with the MUT, which is separated from the
sensor by an air gap.
In addition to the free charge induced on the electrodes, the electric field created in the sensor's
substrate and neighboring MUT can result in both conduction and polarization effects, which can
create charge and current distributions in these materials. The combination of material current
and charge distributions will alter the net current flowing into the sensor electrodes and ground
plane, which will alter the admittances of (1.6). Measuring these admittances allows a means of
determining information about the material's permittivity and conductivity, which govern the
polarization and conduction affects in the material. These admittances also contain information
about the material's geometry.
Although each element of (1.6), is affected by the MUT, some are better choices for use in
recovering the MUT's electrical properties. In order to utilize Ydg or i• a measure of Ig is
required. However, in practice the ground plane generally serves to shield the sensor from
effects of the material and fields present on the side of the sensor opposite the MUT. Though
these fields influence I,, they are generally not well known, making both Idg and Yg a poor
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choice. Yd is another possibility, though it is generally not utilized in the sensor design shown
for two reasons. The first is based on the additional electronics required to measure the current
into the terminal which is also used to excite the sensor and the second is the accuracy to which
this terminal admittance can be modeled in this sensor design. The remaining choices are Yds
and Y, of which YI is typically more sensitive to material properties.
Measurement of Y. requires the measurement of ,, of which direct measurement has often
been avoided by the use of a known load admittance placed electrically between the sense
electrode and the ground plane [13]. The load admittance requires I, = -YLV and substitution
into (1.6) relates the ratio of the excitation voltage to the sense voltage as:
-
=  YA6 (1.7)
Vd YL +s
This method has several drawbacks for practical application since it requires a calibrated load
admittance in addition a well calibrated instrument for measuring the ratio d /Vd and a
understanding of the relation of both YI, and Y, to the electrical properties of the MUT.
Direct measurement of Is through a virtual ground as shown in [14] vastly simplifies the number
of calibrated quantities required when relating the sensor response to MUT properties and further
simplifies guarding or shielding of sense electrode connections. The virtual ground connection
of the sensing electrode forces V, = 0 and therefore from (1.6) it can be seen that Yds = s Vd.
As compared to (1.7) this expression involves only an understanding of Yds and allows linear
errors in IY, , and Vs to be grouped into a single factor.
This sensor has many features similar to its magnetic analogue including: reproducibility due to
fabrication techniques, conformability to the MUT, the capability of detecting material
anisotropy, and its ability to be accurately modeled when interacting with uniform layered
materials. The benefits of the sensor's reproducibility, conformability, and anisotropic
measurement capabilities closely match those discussed for the MQS sensors. The ability for the
sensor's electrode configuration to be accurately modeled for uniform layered material lies in the
existence of time-harmonic solutions to Laplace's equation in Cartesian coordinates of the
form (see Section 2.2.1 for a detailed development):
D (x, y) = e" [Cj cos(ky) + C2 sin(ky)] (1.8)
where C1 and C 2 are complex constants and k is the spatial angular frequency (wave number)
in the y direction. Solutions of this form can be superimposed for each region of uniform
electrical properties of which the multi-region problem is composed in order to meet boundary
conditions and form a complete solution. Unlike the MQS solutions, electrical properties of
uniform regions are only involved in the boundary conditions and do not appear explicitly in
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(1.8). The complete solution can then be used to evaluate the terminal response and the lumped
parameters of the admittance matrix.
As mentioned in previous sections, the spatial periodicity of the interdigital electrodes can be
used to limit the depth of penetration of the electric fields in the x direction. Although many
solutions are superimposed to match boundary conditions in each region of the multi-region
problem, those with the slowest decay will have spatial frequencies close to the spatial frequency
of the electrode geometry. It can then be seen from (1.8) that the characteristic decay into the
material is controlled by that spatial frequency k.
1.4 Summary of Chapter 1
This chapter presented the goals of this thesis and placed them in the context of a measurement
system used to extract electrical and geometric properties from a material by using
electromagnetic fields. Each specific objective was presented along with the basic
accomplishments which have been made. The primary objective of this thesis is to incorporate
multiple sensing elements into planar sensors in order to enhance measurement capabilities.
Other objectives support this primary objective by providing mathematical models and
instrumentation which can be utilized with these sensors. An additional objective focuses on
improvements in single sensing element magnetic sensors and the development of methods for
predicting errors, both of which can also be applied to multiple sensing element sensors. A
method for modeling the interaction between magnetic sensors and cracks represented as notches
is also sought. A final objective is to provide a measure of the quality of the resulting work by
utilizing the sensors, modeling techniques, algorithms, and instrumentation in characterizing
material properties which can be compared to values found in literature or measured using
alternate means.
A brief history of the development of eddy-current and capacitive sensors for use in
nondestructive evaluation was also presented. These sensors have evolved to the more specific
planar type sensors with periodic windings or electrodes on which much of this work is based.
These planar sensors include the Meandering Winding Magnetometer (MWM) and the
interdigital dielectrometer for which the novel features and basic workings of these sensors were
reviewed.
Chapter 2
Modeling of Planar Sensors in the
Presence of Layered Materials
The ability to develop reasonably accurate sensor models is useful in practice since it allows for
improved sensor designs with fewer iterations and the ability to recover electrical and geometric
material properties from measured data with minimal calibration. Without the ability to simulate
sensor-material interaction, one is left to optimize sensor performance and gain intuition only
through trial and error with physically realized sensors. The sensor development process is also
enhanced through the insight gained in the development of modeling techniques. The ability to
predict sensor responses theoretically and observe practical deviations provides indications of
unmodeled effects allowing further improvements in sensors and instrumentation. Solving the
inverse problem of determining material properties from measured sensor response would be
much more difficult if done using purely empirical methods. Accurate empirical sensor
characterization would require a significant number of well-defined measurement specimens and
the ability to independently measure all measurement dependent parameters, such as the sensor
to MUT lift-off.
One popular option for modeling electromagnetic systems is the use of finite element methods
(FEM), which are some of the most generic in terms of applicable geometries and property
distributions. They are, however, generally inferior in speed and accuracy when solutions are
available through analytic or semi-analytic methods. It is important that the models utilized be
computationally efficient, especially if they are to be applied to near real-time inversion where
either repeated solutions or large tables (measurement Grids) are required. The drawback of the
analytic and semi-analytic methods is that they are most often limited to a given geometry or
class of geometries.
The original planar MQS and EQS sensors were conceived around the idea that their interaction
with homogeneous planar layers could be efficiently modeled using semi-analytic methods.
Fortunately many practical NDE problems are well-approximated as layered media since their
surfaces are often sufficiently close to being planar. NDE applications, not strictly consisting of
homogenous layered material, can also benefit from these types of models by allowing effective
properties to be estimated independent of less controlled measurement parameters like sensor
lift-off. Applications, such as the detection of discrete flaws in materials can utilize planar
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models to help filter the sensor response into flaw indications by cueing off unexpected layered
material property variations. The electromagnetic solutions to the layered MUT in the absence
of a flaw can also be incorporated into other modeling techniques as done in the following
chapter.
The following sections describe the modeling approaches for both MQS and EQS systems
composed of layered media. For each system type, an overview of the sensor structures for
which the models can be applied is given. The specific solutions to either the MQS or EQS form
of Maxwell's equations are included with their formulation into transfer relations and the
relevant boundary conditions ultimately needed for calculating a field solution. An overview of
the method in which these analytic solutions, boundary conditions, numerical techniques, and
conductor constraints are utilized is then presented. A detailed analysis, completed in a form
which is mostly generic to either the MQS or EQS system and resulting in a final system of
equations, follows.
2.1 Models for MQS Sensor Structures
Planar MQS sensors having the structure of that shown in Figure 1-2 have been modeled in the
previous work of [9, 3]. The structures for which these models can be applied are limited to
those with a winding design which has both periodic and odd half-wave symmetry. The winding
design is also limited to a single primary and a single secondary winding per quarter period;
these windings must be placed on a common interface. New sensor variations, discussed in
Sections 3.1 and 4.1, require the development of a more generic model that is compatible with
the new structures. The more generic model must handle the following structural characteristics
which may be present in these sensors:
* Designs consisting of more than one primary and more than one secondary winding
* Locations of windings on more than one interface
* Sensors with periodic, odd, even and/or half-wave symmetry
* Sensors which are not approximately periodic
Figure 2-1 presents a schematic view of the general problem to be solved. The cross-sectional
structure consists of any number of homogenous layers of material which are characterized by
their properties: permeabilityp, conductivity a and thickness A. The planar boundaries
separating each layer are all parallel to one another and the layers extend infinitely in the y and z
directions. The outermost layers (topmost and bottommost) of the structure are assumed to have
an infinite thickness such that there is no interaction between the system, consisting of the sensor
and MUT, and the surroundings. The system is excited by any number of windings placed
between the layers. These windings are assumed to be infinitely long in the z direction and
infinitely thin in the x direction, such that the currents can be modeled as surface currents which
flow in the z direction only. The surface conductivity of these windings can be defined such that
only the net current of the winding needs to be specified, in which case diffusion effects within
the windings are accounted for by the model. Additional windings defined with zero net current
can also be located at interfaces and are typically used to represent secondary windings for which
an induced potential is sought; the specification of a surface conductivity again allows diffusion
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effects to be included. The left and right planar boundaries can impose several symmetries
including periodic, even, odd, and half-wave. For the case when the structure is aperiodic, these
boundaries are essentially located at an infinite distance from the windings of the structure. This
case is addressed in a later section pertaining to the approximation of aperiodic structures using
the framework of the periodic models.
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Figure 2-1: Generic MQS sensor and MUT structure indicating the various possible boundary
conditions and composed of multiple material layers, winding interfaces, and windings.
2.1.1 Transfer Relations for Uniform Layers
The existence of analytic solutions which could be used as building blocks of a total solution for
a layered region was a motivating factor in the original sensor designs. These solutions also lend
themselves to being formulated as algebraic relations between spatial harmonics of
electromagnetic quantities at a layer's interfaces [15]. This allows a system that would normally
be described by a complex differential equation to be reduced to set of algebraic equations. The
transfer relation formulation also allows a systematic approach for generically dealing with
differing layer structures. The development of these analytic solutions and their formulation into
transfer relations are therefore used as the starting point for the model development.
In the MQS system, the relevant Maxwell's equations (Ampere's Law, Magnetic Flux
Continuity, and Faraday's law) are approximated by:
VxH=J (2.1)
V.B=O (2.2)
Vx-E = (2.3)
Since the magnetic flux density B is solenoidal it can be represented as the curl of the vector
potential as:
+Z
Icit
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B=VxA (2.4)
The divergence of the vector potential must be specified in order for the vector potential to be
unique and therefore the Coulomb gauge is chosen, requiring that V -A = 0. The expression for
the flux density in terms of the vector potential can then be substituted into Faraday's law to
produce:
VxE =Vx  (2.5)
In regions of uniform electrical properties there is no charge accumulation and therefore
V . = 0. Since the divergence of both the electric field and the vector potential is zero, (2.5)
requires that the electric field be equal to the quantity inside the parenthesis (to within a time-
dependent constant) and therefore:
E = - +C(t) (2.6)
at
Ohmic conduction is assumed for the region such that J = o•E, where a is the electrical
conductivity, taken to be constant, and the material is assumed magnetically linear such that
B =/fH, where u is the magnetic permeability, also taken to be constant. Using these
constitutive relations along with the flux density in terms of the vector potential, the electric field
in terms of the vector potential, and the Coulomb gauge, Ampere's law becomes:
V2+Pa- -+e(t) =0 (2.7)Sat
A time-dependent constant can also be added to the vector potential without changing its
divergence or its curl. The constant term in (2.7) can always be chosen such that it cancels the
constant term in A and therefore it vanishes leaving the diffusion equation for the vector
potential:
V2 + -A = 0 (2.8)
at
It should be remembered that a time-dependent constant may always be added to A, subject to
boundary conditions, without violating Maxwell's equations. This is true even though the
resulting potential no longer appears to be a solution of (2.8) and is due to the choice of the
constant in (2.7).
The sinusoidal steady state response is desired and therefore, using the convention that
2(F, t) = 91 {(F)eJ~ t}, the time-harmonic form of (2.8) becomes:
V2;(F)+ jcpa-H(F) = 0 (2.9)
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Figure 2-2: Homogenous material layer for the MQS system with the dependence of the vector
potential and the tangential magnetic field indicated at interfaces. The transfer relations relate
the complex coefficients of the complex exponential terms and are dependent on the electrical
and geometric properties in addition to the wave number (k) parameters.
The layer in Figure 2-2 is assumed to be homogenous within the region bounded by the planes
located at x = 0 and x = A and orthogonal to the x-axis. This layer will be excited by a planar
winding structure with surface currents flowing only in the y-z plane and therefore it is expected
that volume currents in the layer will also flow only in the y-z plane. The constitutive relation
between the current and the electric field requires the electric field to be in the same direction as
the current. Using the relation between the electric field and the vector potential of (2.6), it can
be seen that the vector potential will also contain only y and z components. In order to find
solutions to (2.9) a product solution having only these components is assumed:
A(x, y,z) = 4yx (x),y (y)r (z)S + ~Zx (x) Ay (y)A. (z) i (2.10)
where the first subscript of A indicates the vector component and the second subscript indicates
the Cartesian coordinate on which it is dependent. The method of separation of variables can
then be applied by substituting this expression into (2.9) which then results in two independent
partial differential equations. The equation resulting from they component of A is:
+ + (2.11)
while the equation resulting from the z component of A is:
Azx (x) +A (y) I .z (z)
Since each term is only dependent on a single coordinate, each term must be a constant for the
preceding equations to be satisfied. The constant terms in the above equations can then be
replaced with constant parameters. The relation resulting from the y component of A is:
'x - k - k = jocr (2.13)
rc~~O +Zr.=O
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while the relation resulting form the z component of A is:
, - k - k2 = jco.o (2.14)
Ordinary differential equations are produced when the terms in these equations are equated with
their corresponding terms in the partial differential equations. By restricting the k parameters to
be real, the associated differential equations are forced to have solutions consisting of complex
exponentials with purely imaginary exponents. These solutions are desired for the associated
products of the product solution because they are dependent on the coordinates along the layer's
interfaces and will allow Fourier methods to be utilized later. The remaining parameter f must
then be complex which results in exponential solutions, containing complex exponents, for the x
dependent part of the product solution of A. Both of these solutions have the following form,
where the first subscript of A(x) indicating the vector component of A has been temporarily
dropped:
x (x) = > ejX + d e-ix (2.15)
The coefficients 8 and d must be determined according to boundary conditions at the layer's
interfaces. It should be noted that in the case when both k terms for a given vector component
of A are zero in addition to the conductivity being zero, the parameter 7 becomes zero and the
ordinary differential equation on Ai(x) will no longer have exponential solutions (this case is
dealt with later in this section).
Although the solutions to all of the ordinary differential equations could be substituted back into
(2.10), which could then be equated to the boundary conditions, a more elegant approach exists.
The y and z components of the vector potential at the layer's interfaces must have a complex
exponential dependence equivalent to that dictated by the solutions to the differential equations
produced by the k parameters. These solutions have undetermined coefficients which can be
rearranged in the product solutions such that they are lumped with Ay (x) and A4x (x). At the
interfaces there is no x dependence of the vector potential and therefore Ayx (x) and ý,4 (x) must
be equal to the coefficients of the y and z dependent complex exponentials as shown in Figure 2-
2. The coefficients in (2.15) required to produce this result must be determined; however, a
linear combination of the exponentials can first be taken to produce hyperbolic sine functions. A
linear combination of these hyperbolic functions with proper normalizations and translations
produces the following result for which the coefficients have been determined by inspection:
X(x)=i sinh(f x) sinh (f (x -A)) for*•0 (2.16)
sinh (QA) sinh (# A)
where again a portion of each subscript has been dropped due to the similarity between the
analysis between y and z components of A. The complete solution for the vector potential is
now obtained by substituting each component of the product solution into (2.10), leading to:
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A sinh ( yxA )  yO Sinh()yx A)
A(sinh (AX) sinh((x- A)) jky - jk,+ sinh(h) -A0 e-e-Jk+ AAsinh(?AA) AZO sinh(,x) e e
for y,, x Y # 0
where:
,= Vk + ky + jwouo
and
zx = k +±k= + jo,
The magnetic flux density can be evaluated from the vector potential as:
A sinh ( yxx)
sinh( 
•A)
sinh(P 7(yx - A)) e-jk y e-jkzzlk
sinh (yxA) j
for yx, 7 # 0
A sinh () x) -
AA
^ sinh (f)zxA)
A cosh (Aix) -A.
sinh (fA)
AyA cosh (7x)-
sinh(4yA) YO
sinh (f, (x- -A)) e Ajky -jký,z -
zo e e -Z
sinh ( x-A)
cosh (7" (x -A)) e-1jky 
-jkz
o sinh( 3AxA)
cosh( , (x - A)l ) e-jky -jkz
A set of transfer relations which relates the coefficients of the complex exponential dependence
of the tangential magnetic field to the coefficients of the complex exponential dependence of the
vector potential on the layer's interfaces can now be constructed. Evaluating the z component of
(2.20) at x = 0 and x = A, followed by using the constitutive relation between the magnetic field
and magnetic flux density, results in two equations which can be put into matrix form as follows:
Hoft, -coth( AA) csch(? AA) Y1
-csch() coth(A) A ALA, i 11 csch(;vyA) coth YYXAj -yO
for •^ 0VYX (2.21)
The contribution to the normal component of the magnetic flux density from the y component of
the vector potential can also be evaluated and put into matrix form:
B AxO yO
= jky, A
(2.22)
A(x, y,z)= (2.17)
(2.18)
(2.19)
B (x, y, z)=
-jk
-zX
YYX
(2.20)
Chapter 2 : Modeling of Planar Sensors in the Presence of Layered Materials
The expression for the vector potential did not have an arbitrary constant added and therefore
i (t) = 0 in (2.6) and the electric field can be determined from the vector potential:
YO= A YO for # •0 (2.23)
The preceding methodology can be repeated for the y component of the tangential field and for
the contribution to the normal flux density due to the z component of the vector potential to
produce:
HY0 1 ZX coth(fA) -csch(A)1 for (2.24)o
A for f, W 0 (2.24)
Hy, Lcsch(,YA) -coth(?A) LA&
[ f _ t zO (2.25)
and:
o,= - L' [ ] for , 0 (2.26)
Although the case, in which a • 0 and each term k associated with a specific component of A
is zero, falls into the development of the previous relations, some nuances exist. An arbitrary
periodic vector potential at a layer interface can be expressed in terms of a one or two
dimensional Fourier series (assuming the potential is sufficiently well behaved). The functions
composing these series are mutually orthogonal and therefore a unique coefficient for the
constant term is produced. In the development of the diffusion equation it was indicated that an
arbitrary constant may be added to the vector potential without violation. This constant has the
correct dependence at the interfaces to be included with the product solutions which result when
both k terms are zero; however, in the general product solution no constant solution was
included. Adding this arbitrary term results in a third unknown coefficient, which must be
determined. However, the Fourier series representation of the potential only results in one
equation for the coefficient of the constant term per layer interface. Specification of the
interfacial potential is then insufficient to determine these coefficients uniquely. A second
byproduct of allowing this term to be nonzero is that the relation between the vector potential
and the electric field now includes a constant term (only in the case when both k terms are zero).
Therefore, by specifying the electric field at one interface in addition to the potential at both
interfaces this constant term can be determined and related back to the constant term in the
vector potential; this allows the two coefficients of the remaining product solution to be
evaluated. The transfer relations developed can therefore be directly applied if this constant term
is either zero or if it can be determined and first removed from the constant part of the interfacial
potentials. In practice, this constant term will only need to be considered and can be dealt with
without its specific evaluation.
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The upcoming boundary conditions will generally require the tangential electric field and the
vector potential to be continuous at interfaces. Since the electric field is directly related to the
potential, this will require that the constant term be identical between neighboring layers. In
handling the case when both k terms are zero, only the difference in potential will usually need
to be considered and therefore calculation of this constant will be unnecessary. In the special
cases where the boundary condition on the tangential electric field is not appropriate, the
evaluation of these constants can still be avoided by special handling of the multilayered region.
Special Case of k = 0 and o = 0
In the case when both the k terms associated with a specific vector potential component are zero
and the conductivity is zero, the solutions to the ordinary differential equations containing the
components of the product solution are altered. With the ^ parameter now equal to zero, the
associated differential equation becomes:
A^"(x)= 0 for f = 0 (2.27)
which has solutions:
A.x (x) = x + d for = 0 (2.28)
The ordinary differential equations associated with the k terms also have different solutions.
However, the ultimate goal is to utilize solutions with forms, when evaluated at layer interfaces,
which correspond to terms of the Fourier series expansion of boundary quantities. The other
products of the product solution for A are then taken as unit constants. The coefficients C and d
can then be determined by matching the vector potential at the layer interfaces resulting in the
product solution:
Ax (X)= AX AAx (·x)= A - + for * = (2.29)
This result can be used for both the y and z components of A from which the flux density can
then be determined:
A-- A
B(x, y, z) = for, Axf =0 (2.30)
It can be seen that the magnetic flux density has no normal component for the case when f = 0.
The tangential magnetic field is still present and can be related to the vector potential in the form
of a transfer relation. The y component of the vector potential produces the relation:
]= I L for =0 (2.31)
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Although this form will be useful when handling regions composed of both conducting and
nonconducting layers, the following more simplistic relationship is possible since the tangential
field is identical on either boundary and only dependent on the difference of the potential:
HZo = H, A - yO- AY ) for ,=0 (2.32)
Similar relationships can be developed for the z component of the vector potential:
HY A [1 -1[ •o for = 0 (2.33)
HA, pA 1 - 1 ^
and
Hyo = HY=-L o - Az, for 9 = 0 (2.34)
Transfer Relations for the Limiting Cases: k -+ o• and A -- oo
In several instances it will be advantageous to utilize an approximation for the coefficients of the
transfer relations, resulting from limiting behavior, in place of the regular transfer relations. The
limiting behavior will also provide further insight into how electromagnetic quantities on one
interface affect electromagnetic quantities on the opposing interface, which will be useful in
improving efficiency in the model implementation. In particular, the effects of the layer
thickness becoming very large and of the wave number k becoming large are of interest.
In the case of the layer thickness, the behavior of the transfer relations is dependent only on the
hyperbolic functions for the relations of (2.21) and (2.24). Since 9 will always have a real part
and may have an imaginary part the limit of the terms containing the hyperbolic cosecant is:
lim 9 csch (9A) = lim 2(y, +jy) = 0 (2.35)
&--+ A er, e A _ e-r, A e-Jr(A
where ,, and y, represent the real and imaginary part of 9. In the case of the terms containing
the hyperbolic cotangent, the limit is:
ere ra + e-r e-r Alim 9 coth (QA) = 9 lim Ae A  Ae = (2.36)
A---o A--oo e -- e Yre(
Since the magnitude of e±JrA is always one and the real part of 9 is always greater than zero,
these limits are a good approximation when:
1
A > •- (2.37)
J
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Replacing the corresponding terms with their limiting values produces a set of transfer relation
approximations that are valid under the previous condition of (2.37).
In the case of the limiting behavior with increasing wave number, the transfer relations contain
the term ^, which is a function of k and appears both inside and outside the hyperbolic
functions. The product of the ^ term and hyperbolic cosecant has the following limit:
2(y, + j y, )lim csch (A) = lim = 0 (2.38)
k---o k---• er/eJr, A _ e- ere-jy a
Although the numerator now increases with order k, the denominator has exponential growth
and results in a limit of zero as in (2.35). The transfer relation terms, containing the hyperbolic
cotangent, reach the same limit as in (2.36), although the limit is no longer a constant but rather a
function of k. For these approximations to be valid, (2.37) must again hold.
Substituting these approximations into the transfer relations of (2.21) and (2.24) results in the
following approximate transfer relations:
Z Y = O1 ] for Y • 0, A» >> - (2.39)AA 0 k-Ay A  V{yx
and:
Hy I1 0 Aor0  1(
=A lJ-AZL for L, # 0, A >> (2.40)
A closer look at these relations reveals that the electromagnetic quantities on a given interface of
a layer are independent of the electromagnetic quantities on the other interface. This is useful for
the layers bounding the modeled structure, which are assumed to be infinitely thick and therefore
satisfy the requirements for using the approximation. The electromagnetic quantities at the
layer's interface, located at infinity, then have no influence and the quantities at the opposite
interface are directly related.
The Fourier series representation of interface quantities will generally require an infinite number
of terms to be exact. Since the series involves terms with increasing values of k, a value of k
will be reached for each of the structure's layer, such that the condition of (2.37) is valid. A
layer for which this approximation is valid has the same affect as though it were infinitely thick.
The structure is essentially broken into multiple structures for which there is no direct interaction
between solution components with values of k equal to or larger than that at which the
approximation became valid. Groups of layers which become isolated from interfaces
containing windings by layers using the approximation then have solutions with no components
corresponding to these k values. The result is that for larger values of k fewer of the structure's
layers generally need to be considered. At some value of k all of the layers will allow the
approximations to be used and only layers adjacent to interfaces containing windings need to be
considered; this behavior will be useful in reducing excess computations in later discussion of
the model development and implementation.
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The approximate transfer relations in (2.39) and (2.40) are used to replace the regular relations
for the case when ^ # 0 and therefore separate approximations for the case when ^ = 0 are now
investigated. The requirement that 9=0 for the relations of (2.31) and (2.33), makes an
approximation for the case when k -- oo immediately meaningless. In the case when A -> oo
the relations force the tangential magnetic field to zero for any finite potential. Therefore the
k = 0 component of the tangential magnetic field will generally be zero at the interface of the
infinitely thick layers bounding the structure and no approximation relation is necessary.
However, the vector potential is only finite when there is no net current being returned at
infinity. Since there is no net current in these infinitely thick layers, the magnetic field at these
interfaces is directly dependent on the current at infinity. Approximations associated with these
layers being infinitely thick will then enter through the imposed boundary conditions involving
the tangential magnetic field.
2.1.2 Transfer Relations for Layers with Linear Conductivity Variation
Traditionally inhomogeneous material layers have been successfully dealt with by discretizing
the layer into many homogenous sub-layers in order to approximate the inhomogeneous property
distribution (piecewise constant) [16]. Although this technique is effective, when a closed form
method is available, it generally provides faster and more accurate computations. Therefore,
closed form solutions are specifically investigated for layers in which the conductivity is non-
homogenous.
The focus is on layers for which the conductivity is only dependent on the x coordinate and the
permeability is constant. The constitutive law relating the current to the electric field then
becomes:
J=a (x)E (2.41)
It is expected that due to the nature of the excitation provided by the winding structure and the
dependence of the conductivity variation, there will only be currents present in the y-z plane.
Since the system is expected to be MQS, the current is expected to be divergence free, which
requires:
a a aV'J= - (x)Ex +c(x) E +, (x)-E, =0 (2.42)
ax ayy az
This implies that in the absence of an x component for the current density, the electric field is
again divergence free. The development of the diffusion equation in terms of the vector potential
then follows that of the previous section with the exception of the new spatial dependence in the
conductivity. In time-harmonic form the diffusion equation then becomes:
V2. = o (x) jcop2 (2.43)
The product solution of (2.10) can be substituted into (2.43) after which the method of separation
of variables can again be used to produce two partial differential equations for each vector
component of A:
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A?"x Ay" Ay"., (z)
S jCop W(x) + [(Y)+ ( 0 (2.44)4yx (x )  •4yy (y) Aye (Z)
and:
[ ( j 1PU  [x) + + [= (z)1 (2.45)
JAIzXJ +A(y) j L_(z)(y
These equations have been arranged such that each term must be a constant in order for the
equations to be satisfied. Replacing each term with a constant parameter yields:
xy -k 2 -k 2 =0 (2.46)
and
axz -k2y-k2= 0 (2.47)
Equating each constant term of these equations with the corresponding term in the partial
differential equations results in a set of ordinary differential equations. The term -jcop (x)
was purposely grouped with the x dependent components of the product solution, such that the
ordinary differential equations associated with the y and z dependent terms result in complex
exponential solutions with purely imaginary exponents. This will again allow Fourier methods
to be applied in matching solutions to the boundary conditions. In order for the A (x)
components of the product solution to be explicitly evaluated, the exact form of the conductivity
variation must now be specified.
aCY=a(A)
A
Figure 2-3: Region containing a linear variation in the conductivity as a function of the x-
coordinate, where the conductivity is specified on the planes that bound the region and the
permeability is constant.
A linear dependence was chosen due to its relative simplicity and its general applicability. A
linear conductivity distribution is valuable for both modeling corresponding physical
distributions and as a piece of a piecewise linear approximation of more complex property
distributions. In both cases the use of a linear distribution will generally provide a better
approximation with fewer pieces than a piece-wise constant representation using homogenous
layers. The linear conductivity variation corresponding to that of Figure 2-3 is chosen, where the
conductivity is expressed as:
+x
+z
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a (x) = Co + A x (2.48)
The ordinary differential equations associated with the constant a parameters are now expressed
as:
" (x) - x (x) j o x + jo 0 + a = 0 (2.49)
where the first subscript on A (x) and a have been temporarily dropped due to the identical
analysis for each vector component equation. Solutions of this equation are related to the Airy
functions [17] and take the following form:
Ax (x) =i(x)+ id(x) (2.50)
where:
a(x) = Ai(/ - 2/3 (x +)) (2.51)
S(x) = Bi(1r -2/3 (1x+ )) (2.52)
/p = jcoap o  (2.53)A
X = jwcopo + a (2.54)
The functions Ai () and B i(2) are the Airy functions of the first and second kind respectively,
while C and d are coefficients which must be determined by the layer's boundary conditions.
The complete solution for the vector potential in the layer can now be expressed as:
xz Y ay, (x) + d, b, (x)] e-Jky e-jkv,zYA (x,y,z) = (2.55)
S z (x)+ az  (x) e-jd Ye -Jkze
The unknown coefficients can now be chosen such that the previous expression matches the
vector potential at the layer interfaces:
A(x = 0, y, z) = Ayoe - JeJk . z + Azoe J vye - jk z (2.56)
and:
A(x = A,y,z)= Y4ye-Jkye -Jk zy +± JAe-Jk Y j jZ (2.57)
This resulting coefficients are:
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C= (2.58)
a(0),(A)- a(A) (0)
d A (2.59)a(0) ,(A)-a(A)b,(0)
The magnetic flux density can now be evaluated from the vector potential:
C y (x) + dt ,y (x)] jkyze-Jkye-jkz]
x, y, z c a- z(x) + d, z (x)] jke -jky e-jkv z  (2.60)B(x,y,z)= (2.60)
S(x)a zI (x)]e-Jk.y e-Jkzz,
C+ yi, (x) + y (x) e-Jk'Ye-jkzi
where:
' (x) l3 Ai'( -2/3 ( x+ j)) (2.61)
and
' (x)= -1/3 Bi'( ^-2/3 (Ax + )) (2.62)
The y and z components of the tangential magnetic field can be evaluated at the layer interfaces
using (2.60). The resulting expressions can then be used to relate the coefficients of the complex
exponentials which describe the vector potential and tangential magnetic field. The transfer
relation associated with the y component of the vector potential is:
Hzo 1 [ (0, A) g,(A, 0)[ 10SI (2.63)
where:
f(p, ) = () (2.64)
and:
(p, ) (r) (r) (2.65)^( t(P ) - (P)bp
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The relations between the coefficients of the normal flux density or the coefficients of the
electric field and the vector potential are identical to those of (2.22) and (2.23) for the uniform
layer.
The transfer relation associated with the z component of the vector potential is:
HY 1 z (0, A) ,0F 1zo
yo 1( z(,o) AA (2.66)
HY -g9 (0, A) (A, 0) Aza
The relations for the electric field and the flux density are identical to (2.25) and (2.26).
For layers with linear variation, there is no special case equivalent to the A = 0 case of the
uniform layer. If the conductivity is zero the layer should no longer be classified as having a
linear variation and therefore should be handled as a uniform layer. The case of an infinitely
thick layer with linear conductivity variation does not seem to be of practical importance because
the conductivity at infinity would be either infinitely positive or infinitely negative. However,
the behavior of the transfer relation as k - co may be of interest.
Although not specifically evaluated it is expected that the off-diagonal terms of the transfer
relations will approach zero as k -+ oo, since this behavior would obviously be present if the
layer was approximated with one or more uniform layers. As an estimate as to when the
diagonal terms can be taken as zero, the uniform layer requirement that Agj {(~ >> 1 can be used
by choosing c to be the smallest conductivity value present in the linear variation of the layer.
This should be conservative since it underestimates the shielding between the layer's interfaces.
From the approximate relations for the uniform layer, it can be shown that the influence of the
conductivity diminishes as k -+ oo, since • -- k. Therefore, the approximation that A = k can
be used when:
cop << k 2  (2.67)
By choosing a to be the largest value in the linear variation, a conservative estimate as to when
the conductivity can be neglected is made. In the case when both of the aforementioned
requirements are met, the approximations of (2.39) and (2.40) for the uniform layer can be
invoked for the linear layer by setting a = 0.
Comparison with the Piecewise Uniform Approximation
In order to validate the equations derived for the region of linear conductivity variation and to
gain some understanding of the usefulness of these solutions, comparisons with a piecewise
constant approximation have been made. The comparison has been simplified by placing a
region with a linear conductivity variation adjacent to a nonconducting layer with infinite
thickness. Using methods of combining layers, which will be developed in later sections, a
linear relation can then be developed for the region which relates the coefficients of the
tangential magnetic field and the coefficients of the vector potential. Only the z component of
the vector potential and the y component of the tangential field will be focused on. Therefore,
rather than comparing the error in each of the four elements in (2.63) or (2.66) between methods,
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the error in the single ratio HYO /Al is investigated for the described region. The layout of the
region is shown in Figure 2-4 and includes both the linear conductivity variation and
into N uniform layers including their conductivity values.
x =A
its division
x=0LY l " III
I I
Linear
Variation
,z)= yoee-' A (x = O, y,z)=: -o e- kyZ
Uniform Layer Approximation
Figure 2-4: Approximation of a region with linear conductivity variation by layers of uniform
conductivity. The region is divided into N uniform layers, each with a conductivity value equal
to the average of the actual conductivity over the thickness of the layer. An infinitely thick
nonconducting layer has been added on one side of the linear region such that the total region
can be characterized by the ratio of HY and A/. The deviations in the approximation from the
analytic solution can then be evaluated in terms of this ratio.
The error between methods is investigated using different values of N to understand the
convergence of the error. Since there are several parameters which describe the properties of the
region with the linear conductivity variation, it is also desired to alter these parameters to observe
their effect on the convergence; these properties include the layer thickness, the conductivity at
the interfaces, and the magnetic permeability. Additional properties which may affect the
convergence are the excitation frequency and the mode number k associated with the ratio
H1oy / . Varying each of these properties independently would require many simulations and
many plots to represent the data. Fortunately the relations can be formulated such that they are
only dependent on three non-dimensional quantities.
Although it is no longer possible to define a single skin depth for the region, terms in (2.53) and
(2.54) can be related to two characteristic skin depths. The relations are:
Htan (x = 0, y
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2
cofro = 02 (2.68)
and:
2
cP A- = 2- (2.69)
where 50 and 68 are simply the skin depths based on the conductivity at the x = 0 and x = A
boundaries, respectively. The quantity k appears indirectly in (2.54) and is defined in (2.46) and
(2.47). It can be related to the exponential decay length of electromagnetic fields in the absence
of conduction such that:
k = (2.70)
where 6 k is the decay length into the material (note that although the symbol 6 is used, this
decay does not physically result from a skin depth phenomena). By further normalizing the
quantities 60, 5a, and 6 k with respect to the thickness A, the ratio HoY ~/A becomes dependent
only on the normalized quantities except for an additional linear factor p. The permeability of
the conducting region and the infinitely thick region are identical here and therefore the ratio
becomes linear with respect to p for both the analytic solution and the uniform layer
approximation. The relative error is therefore unaffected by p as long the characteristic skin
depths are kept constant.
With three possible parameters there is still a relatively large space to investigate and therefore
the convergence of errors is evaluated for a few cases only. In each of these, one of the
normalized parameters is varied, while the others are held constant. The variation between the
analytic solution and the approximate solution is then calculated by:
Ho{ '•/ } Analytic - {Hoy / }Approximate
D ion=10Analytic
In Figure 2-5a the normalized skin depth at x = 0 is varied from approximately one hundredth of
the thickness to up to three times the thickness; the normalized skin depth at the opposite
interface is equal to the thickness and k /A = 2 as indicated in the figure. The range of o /A
from 0.9 to 1.1 was excluded due to convergence issues associated with the computation of the
analytic solution inside this range. This occurs since the spatial variation in the conductivity
becomes uniform when o0 = 5A and the differential equation governing the case of a linear
conductivity variation changes form to that of a uniform layer. Further investigation is required
to determine if expressions for the asymptotic behavior can be employed for the linear variation
solutions or if the uniform layer approximation is better suited for handling these cases. Note
that the deviation is generally decreasing as "o - 1 and typically a fewer number of layers
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would be required for a good approximation in the cases where the linear variation solution fails(note that although not plotted the analytic solution was typically valid outside the range 0.98 to
1.001).
The largest deviations in Figure 2-5a correspond to the smaller skin depths. The slope of the
conductivity is unbounded as 60 -+ 0 and therefore it is expected that more uniform layers are
required to approximate the more rapidly changing conductivity with an equivalent deviation. In
the case when 50 - oo the slope of the conductivity profile converges since ro- -+ 0 and the
change in the deviation with the number of layers becomes relatively independent of 80.
Figure 2-5b varies the normalized skin depth associated with x = A while keeping the other
parameters constant. Similar convergence issues related to the analytic solution are again present
in the region of the plot around o0 = SA and therefore the deviations are omitted there. The
largest deviations are again present at smaller value of 86 but are smaller than those for small
values of 6o. This is due to the greater dependence of H•0//ý on the properties near the
interface at which it is being evaluated. Since the normalized skin depth is held constant this
interface, the changes in 81 result in smaller deviations.
The last comparison of the deviation between analytic and approximate methods is done as the
quantity 6 k /A is varied with 16 and 58 held constant as shown in Figure 2-6. The most
noticeable characteristic, besides the expected convergence with increasing numbers of layers, is
the decrease in deviation at small values of k . Reasoning for this behavior can be arrived at
from the limiting behavior observed in uniform layers. In the case when cop•o << k 2 the response
of the layer could be determined independently of the conductivity. Since the characteristic skin
depths are held constant and smaller values of 6 k imply larger values of k, this condition will be
approached. As it is approached, the conductivity will influence the solution of HoyI  o less and
therefore consideration of the conductivity distribution will affect the solution less. The analytic
and approximate solutions are then expected to converge as 8k -* 0. Although not observed for
the range of 6 k investigated, it is expected that when 5k is sufficiently small, convergence issues
may again appear in using the analytic solution. In this case, the limiting behavior can then be
applied as a reasonable approximation.
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Figure 2-5: Deviation between the approximate solution and the analytic solution as a function
of the normalized skin depth for a region with a linear conductivity variation. The deviation is
expressed in terms of the percentage difference in the quantity H~' /I between the analytical
solution and the approximation using different numbers (N) of uniform layers. This deviation is
plotted as a function of the normalized skin depth at the interface: a) x = 0 or b) x = A, while
the normalized skin depth at the opposing interface and 5k are held constant.
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Figure 2-6: Deviation between the approximate solution and the analytic solution as a function
of the normalized decay length for a region with a linear conductivity variation. The deviation is
expressed in terms of the percentage difference in the quantity H/o Y/ between the analytical
solution and the approximation using different numbers (N) of uniform layers. The normalized
characteristic skin depths based on the region properties are held constant and have values as
indicated.
The preceding results help to provide some knowledge as to the correctness of the analytic
solution and of the number of layers required to achieve various levels of deviation. The small
deviations observed with large numbers of layers tend to support the correctness of the analytic
solution. In the absence of convergence errors in the computation of the analytic solution, the
preferred method then becomes dependent on the tolerance of deviations and the tolerance of
computational time.
In order to help compare these trade-offs, Figure 2-7 compares the computational time for the
approximation method using various numbers of layers. The processing platform dependence of
these times is somewhat removed by normalizing them to the time required to compute the
analytic solution. The computations were performed on a PC platform using MATLAB®'s
standard implementation for hyperbolic and Airy functions. The results demonstrate that the
number of layers required for a comparable computational time between the analytic method and
approximate method is 23. By comparing the deviations expected for N = 23 with the desired
accuracy, a reasonable choice can be made (at least for non-dimensional quantities in the vicinity
of those investigated).
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Figure 2-7: Comparison of the computational time for the piecewise constant approximation
using different numbers of uniform layers. The computational time has been normalized to the
computational time of the analytic solution. The number of layers in the uniform layer
approximation for which the computational time is equal to that of the analytic solution is
indicated.
2.1.3 Boundary Conditions and Winding Constraints
The preceding sections have developed sets of solutions for regions consisting of a single layer
with uniform electrical properties or linear spatial variations in conductivity. These solutions can
be applied to each layer of the multilayer structure to form the total solution. In order for this
total solution to be self-consistent with Maxwell's equations, the proper boundary conditions
must be applied at each layer interface such that the correct boundary values for each component
of the solution can be determined.
Interfaces Void of Windings
The interfaces separating layers within the modeled structure can be divided into one of two
possible categories. Some of the interfaces contain the windings which excite the system and are
assumed to be infinitely thin; these windings reside at the interfaces corresponding to the
winding position. The remaining interfaces are void of windings; the associated boundary
conditions are described first.
The first boundary condition is produced by the equation for Magnetic Flux Continuity and
requires that the normal component of the magnetic flux density be continuous at layer
interfaces:
i.[i(x=a',y,z) 
-(x=a,y,z)]= =(x=ay,z)- x= ,yz (2.72)
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where the interface is located at x = a and the positive and negative superscripts indicate that the
flux density is evaluated by the limit as x -+ a from either the positive or negative side of the
interface. In terms of the solutions for each layer, this simply indicates that the flux density at
x = a' is evaluated using the solution for the layer just above the interface at x = a and similarly
the flux density at x = a- is evaluated using the solution for the layer just below the interface.
The next boundary condition results from the expression of the flux density in terms of the vector
potential of (2.4). Taking the integral of this relation over an arbitrary surface S and applying
Stokes' theorem requires:
A -d3= B dii (2.73)
C S
where C is a closed contour around the surface. Since there is no surface flux at the interface,
applying this relation using a tight contour around the interface requires:
A(x = a+, y, z)- A(x = a-, y,z) = 0 (2.74)
The vector potential must also be continuous at the interfaces between layers.
A look back at the relationships in (2.22) and (2.25) between the coefficients of the normal flux
density and the coefficients of the vector potential shows that they are related in a way that is
independent of layer properties and only dependent on k. Therefore, for a specific value of k
the continuity of the vector potential automatically guarantees that the normal flux will be
continuous.
An additional boundary condition results from the integral form of Faraday's law, which in the
absence of a surface flux density requires:
ix [Ex = a,y,z- x = a-,y,z = ,x = a,y,z- ,x = a,y,z =0 (2.75)
In other words the tangential electric field must be continuous at the interface. The relations in
(2.23) and (2.26) between the coefficients of the tangential electric field and the vector potential
imply that if the vector potential is continuous then the tangential electric field will also be
continuous.
For the layer interfaces of the structure which do not coincide with interfaces containing the
sensor's windings, no surface current density is expected. Ampere's integral law then requires
that the tangential magnetic field be continuous at these interfaces:
ix[H(x = a,y,z)-H(x = a-,y,z)]= ,z(x = a,y,z)-y,z(x =a ,y,z)=O (2.76)
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Implications of Boundary Conditions for k = 0 Solutions
The four preceding boundary conditions originate either directly from Maxwell's equations or
from defining relations and are all exact. However, some special considerations need to be given
in applying these boundary conditions to layer solutions with k = 0. From the relations between
the normal magnetic flux density and the vector potential of (2.22) and (2.25) it can be seen that
there is no normal flux density when k = 0 and a # 0. Likewise from (2.30) it can be observed
that when k = 0 and r = 0 there is also no normal flux density. Therefore when k = 0, the
boundary condition on the normal component of the flux density no longer needs to be imposed.
A tangential component of the magnetic field is maintained in both instances and requires the
associated boundary condition.
In the case of two adjacent conducting layers (k = 0 solutions), the electric fields at the
interfaces of either layer are still expressed in terms of the vector potential by (2.23) and (2.26)(assuming no constants are added to the vector potential) and therefore continuity of one quantity
implies the continuity of the other. The solutions for the nonconducting layers with
k =0 and f = 0 did not include any relationships between the electric field and the vector
potential due to the lack of uniqueness of the electric field. This results from the use of the MQS
approximation of Maxwell's equations and the lack of coupling between the current density and
the electric field in Ohm's law when a = 0. Therefore, only the curl of the electric field appears
in the governing equations and a unique solution for the electric field is not implied. The
boundary condition on the electric field then provides no immediately useful information at an
interface involving a nonconducting layer. For the case of two adjacent nonconducting layers(k = 0 solution), the remaining boundary conditions on the continuity of the vector potential and
the continuity of the tangential magnetic field are sufficient to constrain the solution coefficients.
When a conducting layer (k = 0 solution) is adjacent to a nonconducting layer (k = 0 solution)
imposing the continuity of the vector potential and the tangential field carry certain implications
about the layer interactions. In order to demonstrate this, two possible scenarios for the
interaction between layers in a three layer system composed of an insulating layer placed
between two conducting layers are shown in Figure 2-8. In Figure 2-8a the two conducting
layers are connected at the infinite extents of the layers such that there is a conducting path for
current to flow between these layers. The flux density in the integral form of Faraday's law can
be related to the vector potential as:
SE. d = -jcio A. d§ (2.77)
C C
Note that, for this to be consistent, the vector potential must be continuous. This relation can be
applied to contour A in Figure 2-8a, which follows a path that lies an incremental distance from
the interface inside the conducting media. Since the k = 0 solutions are being considered, both
the tangential electric field and the vector potential are constant along the interfaces. The
portions of the contour path at the infinite extent of the layers and normal to the layer interfaces
have thicknesses equal to the insulating layer thickness, which is much smaller than the infinite
path length parallel to the interface. The current density in the conducting material will be finite
as will the vector potential and therefore in the limit where these layers have infinite extent, the
smaller path portions of length A will make no contribution to the total contour integral. The
contour integral along the designated path then requires:
XI_
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E -E 2 = -jco + A2  (2.78)
However, the electric field at the interfaces of the conducting layers can be related to the vector
potential using the relations of (2.23) and (2.26), which can then be substituted into the previous
result. This produces an expression of self-consistency with:
E -E 2 = E - E2  (2.79)
It is important to note that although the freedom existed to add different constants to the vector
potential solutions for k = 0 and o r 0, this would have resulted in different relations (2.23) and
(2.26) for each conducting layer. The self-consistency observed would then have been lost.
Therefore by choosing not to add a constant term to the product solution for conducting layers
and imposing continuity of the vector potential and continuity of the tangential magnetic field,
the layer interactions of Figure 2-8a are imposed.
Unlike the previous layer configuration, the configuration of Figure 2-8b restricts the flow of
current between the two conducting layers. Attempting to apply (2.77) to a contour path similar
to the one used previously is no longer convenient since the electric field is not uniquely defined
in the insulating layer. Instead, Ampere's integral law now becomes valuable:
4H di= fJ.dd (2.80)
C S
Since current is no longer transferred between the layers, the integral of the current density over
the surface defined by contours B and C in Figure 2-8b must be zero. For the k = 0 solutions,
the tangential magnetic field is again constant along the interfaces. The portion of the path with
length A makes no contribution due to the lack of a magnetic field component in the direction
normal to the layer surfaces and therefore applying (2.80) to each contour results in H1 = H 2 and
H 3 = H4 . The magnetic field for insulating layers is independent of position within the layer
and therefore H 2 = H 3 . With the tangential magnetic field now known to be equivalent at each
interface, the vector potential at interfaces can be determined. The relationships between the
tangential field and the vector potential of (2.21) and (2.24) can be used for the conducting
layers. However, the matrix relation needs to be inverted so that the vector potential is expressed
in terms of the magnetic field, which is identical at each interface. The relationships of (2.32)
and (2.34) can be used for the insulating layer and only constrains the difference in the vector
potential at each layer interface. It should now become apparent that since the tangential
magnetic field H1 = H2 = 3 = H 4 imposes the vector potential A 2 and A3 through the
conducting layer relations and the vector potential must be continuous at interfaces, that the
difference A2 - A3 dictated by the insulating layer relation will not be self-consistent.
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Figure 2-8: Implied interlayer conduction due to imposed
solutions. Conducting layers separated by an insulating layer
y, z = ±oo, b) no conducting path between the conducting layers.
boundary conditions for k=O
with a) a conduction path at
This inconsistency can be resolved by the addition of the allowed free constant term in the
product solution of the vector potential for the conducting layers. In order for a unique vector
potential solution to be determined, the vector potential at one interface must be defined as a
reference value. The correct constants which must be added to the conducting layer solutions
can then be determined using the reference value, the interface values without constants, and the
required difference A2 - 3 . This then provides a total solution in which no current is transferred
between layers, and both the tangential magnetic field and vector potential are continuous at
interfaces.
Although this could be the method used to solve the layer configuration of Figure 2-8b, the
vector potential at each interface in terms of the magnetic field is often unnecessary. Later in the
general model development, the regions composed of multiple layers between interfaces
containing the windings will only need to be described by expressions consisting of the identical
magnetic field at the interfaces bounding the multilayered region and the difference in vector
potential between these interfaces. Since the constant terms make no contribution to the
difference in the vector potential between the interfaces of each layer, the difference in the vector
4, 4
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potential between the interfaces of group of layers can be determined as the sum of the
differences for each layer, which avoids the determination of these constants. Later in this
chapter, this methodology will be extended to regions composed of many layers and combined
with the methodology for the case of Figure 2-8a to address the more general model structure.
Interfaces Containing Windings
The windings which excite the system are assumed to be infinitely thin and are therefore
modeled as residing at interfaces between layers rather than occupying a finite volume. The
windings do not usually occupy the complete length of the interface and therefore the finite
thickness gaps separating one or more windings are also modeled as infinitely thin. Since in
actuality the physical windings and gaps have finite dimensions, the assumptions made in order
to model each winding as infinitely thin will be briefly discussed. However, determining the
accuracy of simulation quantities resulting from these approximations a priori is generally not
possible. After simulation an estimate of the errors in relevant quantities is most easily obtained
by comparison with an alternate accurate solution method, although it is expected that other
methods of bounding the error may be devised. One alternate solution method which always
exists and allows a more accurate simulation is based on approximating the finite thickness
winding using multiple infinitely thin windings and the modeling techniques described in this
chapter (this method is discussed in more detail in Section 2.5).
Determining actual errors may present some difficulty, but general trends associated with the
magnitude of certain errors can be stated. The fields resulting from current sources such as the
windings have a nature in which they become more diffuse and smoothly varying with distance
from the source. Therefore, as the distance from the winding becomes much larger than its
thickness, the errors introduced in the fields decrease. Errors in other quantities such as self-
inductance are dependent on fields both near and far from the winding and do not lend
themselves to this simple reasoning.
The first assumption required by the infinitely thin approximation relates to the normal magnetic
flux entering and exiting the interfaces of a thin layer containing the finite windings and gaps.
The flux density is assumed to be identically distributed along these interfaces. Ideally, this
requires that none of the flux entering or exiting at these interfaces is redirected tangentially
within the thin layer of the gaps and windings, while as an approximation this implies that
normal flux directed tangentially is a relatively small portion of the normal flux. The goal is to
replace the bulk behavior of the winding with relations that only involve electromagnetic
quantities at the planar interfaces of the thin layer and net winding properties over the thickness.
This assumption then implies that the normal flux density is continuous at interfaces on which
windings are placed and produces a boundary condition identical to (2.72).
The second assumption is that the vector potential is identical between interfaces of the thin
layer. The integral relating the vector potential to the flux density of (2.73) was previously
applied to the interfaces not containing windings and the continuity of the vector potential was
reasoned by the lack of a surface flux tangential to the interface. Due to the finite thickness of
the thin layer containing the gaps and windings, any tangential flux within the layer requires a
mismatch in the vector potential between layer interfaces. Assuming that the potential is
identical between interfaces implies that affects of this flux are negligible. The boundary
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condition for the continuity of the vector potential of (2.74) then applies to the winding interface.
A similar argument of an absence of surface flux was used in the development of the boundary
condition on the tangential electric field for layers not containing windings. Therefore, ignoring
the tangential flux density in the thin layer also implies the continuity of the tangential electric
field described by the boundary condition of (2.75). Since the interfaces of the thin layer being
approximated are adjacent to normal material layers, the vector potential on an interface is
directly related to both the normal flux density and the tangential electric field on the same
interface, independent of material properties. By making any of the preceding assumptions the
others must also follow for the boundary conditions of the regular material layers to be
simultaneously met.
The last boundary condition replacing the thin layer is produced by Ampere's integral law (2.80)
applied to a contour through the thin layer with a path similar to contour B in Figure 2-8b. If the
length of the long side of this path is shrunk to a differential size, the surface integral over the
current density can be expressed in terms of the product of a differential length and a surface
current density K which is dependent on the position along the interface. The contour on the
left side of Ampere's law involves four linear segments, two with length equal to the thickness of
the layer, and two of the differential length. If the magnetic field in the normal direction is
assumed to be sufficiently constant, an assumption that is consistent with the assumption of the
continuity of the normal flux, then the paths of length equal to the layer thickness make no
contribution to the contour integral. The result can then be expressed in terms of an additional
boundary condition replacing the thin layer as:
ix[H(x= a+,y,z)-H(x= a-,y,z)]= (x= a,y,z) (2.81)
Since the thin layer is composed of both windings and gaps, the surface current density will be
exactly zero in locations along the interface corresponding to the gaps, while for locations along
the windings the surface current density must be determined.
In order to constrain the current density in the locations corresponding to the windings,
Faraday's law in integral form (2.77) is applied to the contour path shown in Figure 2-9. It is
assumed that the currents and fields are identical to those for windings of infinite length in the z
direction such that there is no z dependence due to symmetry. However, the z directed portion of
the contour path is applied over a finite length t, which is equal to that of the physical winding;
this effectively ignores the edge effects of the finite length windings.
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Figure 2-9: Contour path used for applying Faraday's integral law to a winding in order to
generate constraint equations for windings. The path passes through an arbitrary location on the
windings and then is connected to a voltage source using perfectly conducting wires such that the
electric field is zero except in the winding. Though the winding will be approximated as
infinitely thin, it has the physical thickness A, and bulk conductivity w.
The contour path passes through the winding where the electric field and the current density are
related by Ohm's law. Since the winding is approximated as infinitely thin, only the surface
current density is specified rather than the volume current density. The average volume current
density is therefore determined as the z directed surface current density divided by the winding
thickness A,. The electric field is then related to the surfaces current density by:
E, (y) - z (y )  (2.82)
where the surface conductivity is defined as:
aO -e aAw  (2.83)
and where a w is the bulk conductivity of the winding. Due to the symmetry and the assumptions
for modeling the winding as infinitely thin, the vector potential inside the winding only has a z
component and is dependent only on the position along the winding in the y direction; it is
therefore expressed as A, (y). The symmetry also forces the vector potential to have only a z
component throughout the remaining volume of the modeled structure and therefore the x
oriented portions of the path do not contribute to the contour integral of the vector potential. The
vector potential at the leg opposite the winding leg and at infinity is assumed to be far from the
structure where the vector potential can be taken as zero.
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The electric field along the path excluding the winding is zero except at the location
corresponding to the voltage source, for which the contour integral is simply evaluated as the
voltage -^. The electric field is zero at these indicated locations by using the abstraction that
the windings are connected to the voltage source with perfectly conducting wires. This is an
abstraction in the sense that it does not represent a practical method of connecting the winding
due to the infinite path lengths in reaching the leg of the path opposite the winding. Additionally
the wires are assumed not to influence the fields except for imposing the electric field to be zero.
However, this representation is useful since most often more than one winding will be connected
in a way such that the interconnection is through a short segment, which is highly conducting
such that the electric field can be approximated as zero. The voltage of interest is then located at
the winding ends opposite to the short interconnect. Applying Faraday's law to this new path of
finite length through each winding and the interconnect results in a voltage which is equivalent
to the difference of the voltages produced by using the path of Figure 2-9 for each winding.
Since the exact value of the voltage is normally not imposed, this technique allows the
connections between winding segments to be ignored until a solution for the voltage of each
winding is calculated. The voltage for a specific connection scheme can then be simply
determined.
Applying Faraday's law to the path of Figure 2-9 and utilizing the electric field, voltage, and
vector potential discussed results in the following relation:
= + jwA, (y) (2.84)
where the voltage has been normalized by the winding length such that:
V=- (2.85)
The constraint of (2.84) is valid for any arbitrary y coordinate within the winding, where the
voltage V^ is a winding specific constant. The requirement that the voltage is constant can be
seen by choosing a contour which passes through the winding at one location and connects to a
returning path within the same windings at another location using the highly conducting winding
material at one edge. A voltage developed at the edge opposite to this connection would result in
a y directed electric field within the conductor with currents in the same direction; this is not
allowed by the symmetry and therefore the voltage must be zero. Since this zero voltage can be
calculated as the difference of the voltages using the path of Figure 2-9 for each leg within the
winding, the voltages calculated for each path must be identical.
Equation (2.84) constrains the distribution of the surface current subject to the vector potential
and the winding voltage. The vector potential and the surface current density are related by the
bulk relations leading to the transfer relations equations. The voltage is often not constrained
other than being constant for a specific winding since the net current through a specific winding
is generally imposed in order to excite the system. The net current through a winding is simply
calculated as the integral of the surface current density distribution along the winding. The
current is then constrained by the relation:
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I (y)dy = (2.86)
winding
where ? is the current through the specific winding.
2.1.4 Summary of the MQS Modeling Approach
Solutions to Maxwell's equations in the form of transfer relations, boundary conditions relating
layer solutions and winding constraints have been developed and must now be tied together in
order to provide a method for reaching a solution to the MQS system. In order to do this the
previous results which involve analytic results will be joined with numerical techniques and
linear algebra methods.
The modeling approach requires expressing unknown electromagnetic quantities at the interfaces
containing windings in terms of functions contained in a finite dimensional function space or
equivalently functions which are described by a finite number of parameters. At any of these
interfaces there are two independent choices of quantities which may be parameterized, either the
surface current density or the vector potential. Work in [3], involving more limited structures,
indicated that at high temporal frequencies of excitation, parameterizing the surface current
density produced numerical instabilities, while parameterizing the vector potential was more
robust. Work in [9] also successfully utilized the vector potential approach for these limited
structures. However, there is motivation for pursuing the parameterization of surface current
density. By making this choice, it is easier to choose the parameterization of the functions which
result in a reduction in the number of function parameters because the surface current density is
zero in the gaps separating windings. Fewer parameters lead to a smaller number of unknowns
and ideally to a faster solution. Additional possible benefits lie in numerical issues associated
with imposing boundary conditions near the edges of windings and in allowing for efficient
methods for dealing with thin span-wise skin depths which exist in the windings at high temporal
frequencies. The following outline of the methodology is therefore based on the
parameterization of surface current density:
1. Since the actual surface current densities within the windings are unknown at the outset, they
are defined by parameterized functions. These parameterized functions consist of defined values
at discrete points along the windings in terms of unknown current densities. The current density
between discrete points is then assigned by interpolation functions based on the values at the
discrete points. The use of linear interpolations produces a piece-wise linear description of the
current density and is the method utilized in [2, 9, 3]. It is however desirable to use smooth
functions (i.e. continuous derivatives) such as splines, since in reality the current distributions
will be smooth. Fourier methods are utilized in the solution and smooth functions also provide
more rapidly convergent Fourier representations. Furthermore, significantly fewer splines can
often provide a better fit than linear pieces and therefore their use is investigated. The piece-
wise description of the current density, utilizing either linear or spline interpolation, results in
functions which are linear in terms of the unknown current densities at the discrete points, which
will ultimately become important if linear algebra techniques are to be applied.
2. With a functional form for the surface current distributions, the Fourier series coefficients
describing the spatial Fourier expansion of the surface current density along each interface
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containing windings can be found in terms of the unknown current densities at the discrete
points.
3. Relationships in the form of a single transfer relation per spatial mode can be developed for
each region between interfaces containing windings or between interfaces containing windings
and the upper or lower extremes of the structure. This is accomplished by combining two
adjacent layers within each region, by applying the relevant boundary conditions, to form a new
effective layer described by a single transfer relation. By repeating this process between the
effective layer and its adjacent layer repeatedly all of the layers within a region can be reduced.
The process can be repeated for each region within a structure until a single transfer relation per
is computed for each region. The resulting relationships relate the coefficients of complex
exponentials of the spatial modes of the tangential magnetic field with those of the vector
potential for adjacent boundaries containing windings. The details of the layer structure in these
regions are therefore absorbed into the final transfer relation for the region.
4. At the interfaces containing windings, the MQS boundary conditions require the normal
component of the magnetic flux density to be continuous along the whole boundary, which
further requires that the vector potential also be continuous and therefore be represented by a
single function on the boundary. For each interface containing windings, the function
representing the vector potential will be expressed in terms of its Fourier series and associated
coefficients. The jump condition on tangential magnetic field at each interface, containing
windings, also requires the jump in the coefficient for each mode of the tangential magnetic field
to be equal to the corresponding coefficient of the current density. This boundary condition, in
combination with single transfer relation for each region, allows the formulation of a matrix
equation relating the coefficient of a specific mode of the current on each interface to the
coefficients of the corresponding mode of the vector potential on each interface.
5. Additional constraint equations can then be generated for each winding. These include the
constraints associated with Faraday's integral law which require the voltage induced on each
winding to be constant within the winding. The winding constraints specifying the net current
into each winding also provide necessary equations.
6. The resulting system of equations is then solved for the unknown current densities at discrete
points and winding voltages. Once the discrete current densities are determined, total winding
currents, terminal impedances, bulk/boundary vector potential, interpolated winding current
distributions and internal fields can be evaluated.
A graphical representation of the algorithm is included in Figure 2-10, which indicates the flow
of information used to arrive at the final linear system equation.
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Figure 2-10: Graphical representation of the MQS layered model. Flow of information
consisting of equations, boundary conditions, function parameterization, Fourier representation,
geometry and constraints to produce a linear system of equations is shown.
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The preceding algorithm is a generic formulation, which allows for multiple winding interfaces
containing an arbitrary number of windings at arbitrary positions and can therefore accommodate
the new geometric features of sensors developed. The important governing equations, solutions
for individual layers, relevant boundary conditions, and winding constraints were presented for
the MQS system along with an overview of how these items are interconnected in arriving at an
overall solution. A common exhaustive development of the equations of the final system for
both MQS and EQS systems later in Section 2.3 draws on these specific results for the MQS
system as needed. Methods of utilizing the symmetry present in the modeled structure in
addition to dealing with aperiodic structures are discussed in Sections 2.5 and 2.3.12
respectively.
2.2 Models for EQS Sensor Structures
The development of the original EQS sensors composed of periodic electrode structures in the
presence of layered media was driven by the existence of appropriate solutions to the EQS form
of Maxwell's equations in a fashion analogous to the MQS case. Past work in [2, 9] focused on
the modeling of sensors similar to and including those of Figure 1-3 consisting of a periodic
electrode structure containing a single drive and sense electrode per period. As in the MQS case,
these models were again restricted to electrodes with a specific symmetry and which were
located in a single plane, although a continuous ground plane was also included. Enhanced
planar EQS sensor designs presented in later sections require additional flexibility in these
models including:
* A variety of symmetries and electrode configurations in order to accommodate multiple
sensing elements
* Placement of electrodes on multiple layers in order to accommodate finite thickness
approximations using multiple electrodes
* Sensors with electrode patterns which are aperiodic
Figure 2-11 presents a schematic view of the generic EQS sensor and MUT configuration to be
modeled. The cross-sectional structure consists of any number of homogenous layers of material
which are characterized by their properties: electrical permittivity , conductivity o and
thickness A. The planar boundaries separating each layer are all parallel to one another and the
layers extend infinitely in the y and z directions. The outermost interfaces of the structure,
consisting of planes normal to the x direction, can be constrained with a zero potential (i.e.,
ground plane) or the outermost layers can be assumed to have an infinite thickness. In either
case the structure has no interaction with the surroundings beyond the constrained interface or
infinitely thick layer. The system is excited by any number of electrodes which have an imposed
voltage and are placed between the layers. These electrodes are assumed to be infinitely thin
such that the charge on the surfaces of each electrode can be modeled as surface charge in a
single plane. The boundaries described by planes normal to the y coordinate can impose several
symmetries including periodic, even, odd, and half-wave. In the case of an aperiodic structure,
these boundaries are located far from the electrodes of interest and the periodic model is adapted
to approximate the aperiodic structures.
2.2 Models for EQS Sensor Structures
Infinite Extent (AR,K=oo) or Constant Potential Boundary
• Layer K AI.K 0 R, •KR
SLayer GR, R.1
Layer 1 Electrode 1 Electrode 2*.. Electrode Lm.
i Electrode Interface M
Bm•. . i • +X
.• Additional Layers, Electrode Interfaces, and Electrodes
:Electrode Interface 1 Electrode 1 Electrode 2-* Electrode L, S
V N I
. a Iy L.I,.N  1lN  IlN  WZ
CC
. Layer2 A1.2 a,2 64
Layr........... 1. . . .. . ........................ ayer... . . .
Infinite Extent (A.1,=oo) or Constant Potential Boundary
Figure 2-11: Generic EQS sensor and MUT structure, with various possible boundary
conditions, composed of multiple material layers, interfaces containing electrodes, and
electrodes.
2.2.1 Transfer Relations for Uniform Layers
The existence of solutions to the EQS approximation of Maxwell's equations for layers of
uniform electrical properties is again the enabling factor in the modeling technique being
described. However, the arrangement of these solutions in the form of transfer relations [15]
having a similar form to those of the MQS system allows a systematic approach for dealing with
multi-layer structures. The use of transfer relations also simplifies the development of common
equations for both EQS and MQS systems later in this chapter. The development of the
solutions and their formulation into transfer relations serve as the starting point of the analysis
for the EQS system.
The relevant equations for the EQS approximation of Maxwell's equations are (Gauss' law,
charge conservation, and Faraday's law):
V.~E = p (2.87)
V.-J= (2.88)
at
VxE=0 (2.89)
Ohmic conduction is assumed in the layers composed of uniform electrical properties such that
the constitutive relation between the current and the electric field is:
J=o-E (2.90)
+Z
J
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This relation can be substituted into the charge conservation expression and o can be moved
outside the divergence due to its uniformity. The divergence can then be replaced using Gauss'
law, since the permittivity is also uniform, resulting in the equation governing charge relaxation:
p - (2.91)E at
which has the solution:
p(F,t) = p(F, t = 0)e-(r/ ):t (2.92)
Since in the regions of uniform properties the charge can only decay from its initial value at
t = 0, it will be assumed that the charge in these regions is completely relaxed and therefore
there is no volume charge p to consider in the analysis.
Since Faraday's law requires that the curl of the electric field is zero, it can be represented as the
gradient of the scalar potential:
E = -V(D (2.93)
With the volume charge density equal to zero, substitution of (2.93) into Gauss' law produces
Laplace's equation which will be the governing equation for the uniform layer. Assuming a
time-harmonic form for the scalar potential with the convention that ' (F, t) = D(D)eje"' results
in the following time-harmonic form of Laplace's equation:
V 2= 0 (2.94)
Solutions to this equation can then be determined by first assuming a product solution in
Cartesian coordinates with the form:
D(x,y,z) = Dx (x)dy (Y)z (z) (2.95)
Substituting this solution into Laplace's equation and using the method of separation of variables
produces the partial differential equation:
[A-- = A--] + ] A (2.96)
Since each term is only dependent on a single coordinate, the components of the product solution
must be chosen such that each term in (2.96) is a constant. Replacement of each term with a
constant parameter results in the following relation among parameters:
k2 = k + k± (2.97)
Equating each term in (2.96) to each term in (2.97) produces a set of three ordinary differential
equations. The signs of the terms associated with the parameters ky and k, have been chosen
such that solutions to corresponding ordinary differential equations have the form e+jk ,y and
e-jkz'z in anticipation of applying Fourier series methods for the variations in these coordinate
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directions. One solution to the ordinary differential equation associated with the x dependent
component of the product solutions has the form:
Dx (x) = aekxx + be- kxx for kx  0 (2.98)
where the undetermined coefficients of the solutions to the other ordinary differential equations
have been collected in the undetermined coefficients & and b .
x=0
Figure 2-12: Homogenous material layer for the EQS system with the dependence of the scalar
potential and the normal complex current density indicated at interfaces. The transfer relations
relate the coefficients Jxo and J-0 to the coefficients 00 and (A and are dependent on the
electrical and geometric properties in addition to the k parameters.
In order to evaluate these coefficients, the product solution must match the potential at the layer
boundaries as shown in Figure 2-12. However, a method similar to that used in the MQS system
can be applied in order to reformulate the solution of (2.98) in terms of hyperbolic functions.
Applying the proper scaling to the new hyperbolic form of the solution then allows for
determination of the coefficients needed to match the boundary potential by inspection. The
total product solution has the form:
sinh(kxx) sinh(kx (x - A)) j(h(X, Y, Z) d sinh(kx A) 0 sinh (kbe A) f-ro ye e for ku s n (2.99)
The electric field inside the layer can then be evaluated from the potential using (2.93):
E (x, y,z)=
cosh (kxx) cosh (kx (x - A))
-k x sinh (kA) o sinh(kA )  Yez forkx 0
[ sinh(kxx) sinh(kx (x - A)) - jk
+jky~,[ sinh(kxA) sinh(kx A) e (2.100)
ik{ sinh(kxx) sinh (kx (x - A)) e-jk
" j, (DAsinh(kxA ) - 0 sinh(kxA) e
x=A
+X
+Z
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However, due to the boundary conditions which must later be imposed at interfaces of adjacent
layers, it will be more useful to utilize a complex current density rather than the electric field.
The complex current density is expressed in terms of the electric field such that:
J* =&E (2.101)
where the complex conductivity &* is defined in terms of the electrical properties of the layer:
or - + jo (2.102)
By evaluating the normal component of the complex current density at x = 0 and x = A, a set of
transfer relations relating the coefficients of the complex exponential dependence of the current
density to the coefficients of the potential at the layer interfaces can be developed in matrix form:
I _ coth(kA) -csch(kA) D
= k a* for kx 0 (2.103)
X csch(kxA) 
-coth(kxA) f 0
Special Case of kx =0
The solution to the ordinary differential equation produced by the x dependent component of the
product solution in (2.98) required that kx # 0. In the case when kx = 0 the differential equation
has solutions of the form:
Ix (x) = ax + b for kx = 0 (2.104)
where a and b have yet to be determined. For kx to equal zero, both k, and k, must also be
zero in which case the y and z dependent components of the product solution become constant.
The coefficients a and b can be determined by evaluating the product solution at x = 0 and
x = A and equating the result to the potential at the corresponding interface. The potential in the
layer is then described by:
(X, y, ) = x-A for kx = 0 (2.105)
The electric field is then evaluated using (2.93) as:
E-(x,y,z)= [_ + 0D for kx =0 (2.106)
From this relation it can be seen that the electric field is constant within the layer and has only a
single vector component normal to the layer's interfaces. A matrix relationship is therefore
unnecessary and (2.101) can be used to relate the normal complex current density to the vector
potential at the layer's interfaces:
Jx DL= - A+ 0 for kx =0 (2.107)
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Transfer Relations for Limiting Cases
Certain limiting behavior of the transfer relations developed will be useful for imposing
boundary conditions in addition to enhancing computational efficiency in the implementation of
the model. Three types of limiting cases are of interest and include: the case of an infinitely
thick layer, the case of large kx values, and the case where one interface of a layer is constrained
to zero potential. Since the cases of an infinitely thick layer and large values of kx result in
similar transfer relation behavior they are studied first.
The two outermost layers of the structure being modeled each allow for one of two options in the
boundary condition applied to the outermost interface. One of these options consists of the
boundary being located at infinitely or equivalently that the corresponding layer is infinitely
thick. Although in the actual structure no layer can be truly infinitely thick, determining the limit
of the transfer relations as A -+ oo can result in a useful approximation. The matrix elements of
the transfer relations in (2.103) have two distinct forms and are dependent on the layer thickness
A such that the limits are easily evaluated. The limits of these two matrix element forms are:
Sekx •A -kx
lim kxo* coth(kxA) = lim k, kxA -kA = kxo* for kx # 0 (2.108)
and:
limkxo- csch(kxA)= limkxcr A k =0 for kx z 0 (2.109)
A--*, o-+ e - e
The limiting values of these terms are good approximations when:
kxA > 1 (2.110)
Since the thickness of a layer for a given simulation is a constant, the validity of the
approximation must be determined by the smallest nonzero value of kx which will be used.
From (2.97) it is seen that kx is directly dependent on k, and k,. The modeling of the structure
will employ Fourier series methods and therefore the smallest nonzero values ky and k, can be
related to the periodicity of the structure, such that the smallest nonzero value of kx is
determined by:
2 2 22 (2.111)
The upcoming modeling techniques will assume no z dependence in which case the associated
term in the expression above can be taken as zero.
In the case of large values of kx , the limiting behavior of the transfer relations as kx  00 is of
interest. The matrix elements of (2.103) are again involved and the resulting limits are identical
to (2.108) and (2.109) (with the exception that the limit is taken as kx --+ o rather than as
A -+ oo). The situation differs from that involving a layer being approximated as infinitely thick
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in which case the limiting values are either a good approximation for the layer or not. Since the
Fourier series techniques will involve many kx values, a layer of finite thickness may allow the
limiting values to be used for larger values of kx, while requiring the full evaluation of matrix
terms for the smaller values.
Using these limiting values of (2.108) and (2.109) in the transfer relation of (2.103) results in:
Skx. 0 1 o fork x  0, k A >>1 or kx  0, A >> 1 (2.112)
From this result it can be seen that if the transfer relations can be approximated in this way, then
there is no interaction between each layer interface; the current density at an interface is then
only dependent on the potential associated with that interface. The transfer relation can then be
simplified to two linear relationships between the complex current density and the potential at
each interface. Often, only one of these relationships is of significance, since the behavior at the
other interface is either known to be zero, or of no interest.
The preceding results have focused on the limiting behavior for the transfer relation associated
with kx , 0. The case of kx = 0 is contradictory to kx - oo and therefore only the behavior as
A - oo is considered. The potential at infinity is assumed to be finite and therefore the relation
for the current density in (2.107) becomes independent of the potential. The current density at
either interface is then:
Jox = J = 0 for kx = 0, A- oo (2.113)
In this case the result and the condition for its validity are essentially one in the same. In other
words, if the current density associated with kx = 0 within a layer is sufficiently small due to the
layers thickness and bounding interfacial potentials, then the current density can be considered
zero.
The last case of interest involves the constraining of the potential on an interface to zero. This is
a physical situation that often occurs when a ground plane is used at an outermost extreme
interface. From the transfer relation of (2.103) and the relation of (2.107), it can be seen that by
setting the potential of one interface to zero, the current density and potential at the opposite
interface become linearly related. This behavior will become useful in later model development
because the linear form is identical to that observed for the cases when A or kx were sufficiently
large. It is also worth noting that the approximate relation of (2.112) in the case of large kx
values can also be applied to layers with a constrained interface, when the criteria kxA > 1 is
met.
2.2.2 Boundary Conditions and Electrode Constraints
The solutions to layers composed of uniform electrical properties have been developed and
formulated into relations between the complex current density and the potential at layer
interfaces. In order to link these solutions for each layer together, the appropriate boundary
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conditions are needed for both interfaces containing electrodes and those void of electrodes.
Addition constraints will also become necessary in order to impose the desired excitation and
constrain the solution to that matching the configuration of the modeled structure.
Boundary Conditions at Interfaces Void of Electrodes
Adjacent layers composing the modeled structure share an interface which either contains no
electrodes, or which is assumed to contain an infinitely thin approximation to the physical
electrodes. In the case when the interface contains no electrodes, the boundary conditions follow
directly from the EQS form of Maxwell's equations and the defining relation for the electric field
in terms of the potential in order to provide a self consistent solution for the complete structure.
The electric field at the interface between two layers is expected to be finite. Since the electric
field is defined in term of the gradient of the scalar potential, this requires that the potential is
continuous at the interface such that:
((x = a+, y,z) = (x= a-, y,z) (2.114)
where the planar interface is located at x = a and the superscripts indicate that the potential is
evaluated as the limit approached from the corresponding side of the interface. The evaluation of
the potential can also be interpreted as choosing the layer solution from the corresponding side of
the interface and evaluating it at x = a.
The EQS approximation of Faraday's integral law requires:
JE .di=O0 (2.115)
C
Applying this to a closed contour around the interface surface requires the tangential electric
field to be continuous as in the MQS system. The tangential components of the electric field
arise from the partial derivatives of the potential with respect to the surface coordinates of the
interface. In order for the tangential field to be continuous these partial derivatives must be
equal. However, this is already guaranteed by requiring the continuity of the potential in (2.114).
The charge conservation law of (2.88) can be written in time-harmonic integral form:
4.7 da = -jw Jpdv (2.116)
S V
Gauss' law can be used to replace the charge density on the RHS, followed by using Gauss's
integral theorem and relation (2.90) for Ohmic conduction to produce:
4(a + jo ) E -.d = 0 (2.117)
S
The quantity (o" + jos) will appear often and is therefore defined as the complex conductivity
a'. The complex current density is then related to the electric field by: J* = a'E. Applying the
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preceding integral to a closed incremental surface around the interface results in the following
boundary condition requiring the continuity of the normal complex current density:
• (x= ,yz x=y a-, yz= = a(x=ay,z)-J (x = a-,y,z)= O (2.118)
The boundary conditions of (2.114) and (2.118) are then sufficient to mathematically connect the
transfer relations of two adjacent layers.
Interfaces Containing Electrodes
The interfaces containing the infinitely thin electrodes in the modeled structure have the purpose
of approximating the behavior of the finite thickness electrodes and gaps of the physical
structure. The goal is to forego the distribution of the electromagnetic quantities in the volume
of the thin layer containing the windings and gaps in lieu of expressions which simply relate the
electromagnetic quantities at the interfaces of this thin layer to each other and to other mean
layer quantities. These relationships can then be used as boundary conditions for adjacent layers
sharing the interfaces which coincide with the interfaces of the thin layer and allowing the
existence of this thin layer to be ignored in other respects. This simplification does not come for
free since several assumptions must be made and some degree of error is introduced into the final
solution.
The first assumption in developing the boundary conditions requires the potential at each of the
thin layer's interfaces to be identical. For the regions of the thin layer in which the electrodes are
present this is accurate since these electrodes are highly conducting and represent equipotential
regions. The gaps between the electrodes do not physically represent equipotential regions and
therefore this assumption forces the normal component of the electric field in the gap to be zero.
The normal electric field is expected to be finite in the physical problem, which in the case of a
sufficiently thin layer results in a minimal jump in the potential between interfaces. One of the
boundary conditions replacing the thin layer of electrodes and gaps is then equivalent to (2.114).
4 :: i
x=a'-
-. 6 4-- -* 6 *-
Figure 2-13: Application of the charge conservation integral to the thin finite thickness layer
containing electrodes in order to replace the layer by approximate boundary conditions. Two
integration surfaces are shown, one within an electrode labeled "A" and one in the gap between
electrodes labeled "B". The approximate boundary conditions are arrived at by taking the limit
as S -+ 0 in addition to making assumptions about the contributions to the surface integral by
the integration surface faces normal to the layer interfaces.
..... tirode +Z
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The next boundary condition results from applying the charge conservation law to the thin layer.
The same reasoning used to arrive at (2.117) from the charge conservation integral is again
employed. This integral can then be applied to the surface labeled "A" enclosing the electrode
which is shown in Figure 2-13. Since the electrode is highly conducting (cr -- c,), the electric
field inside is assumed to be zero. However, a current density may be present in the electrode
which contributes to the four surfaces of integration normal to the layer interfaces. The net
contribution to the integral due to this current density is expressed in terms of the current I. The
surface integral then becomes:
4 .d7 l = (2.119)
S
By taking the limit as the surfaces coincident with the layer interfaces become incremental, the
following relation results:
[ (x = a -,y -,y,z) (Xz) x a ,y,z) -J (x =a-,y,z)= , (y,z) (2.120)
where J, represents the current per unit area that is supplied through the electrode to the
electrode surfaces and the surrounding material. As long as the y and z coordinates correspond
to a location within the electrode and non-inclusive of the electrode edge (2.120) does not
involve any assumptions about the electrode thickness. However, at an electrode edge the
surface of integration now includes a surface on the gap side of the electrode, where the electric
field is not necessarily zero. The assumption must then be made that the electrode is sufficiently
thin that the contribution of this surface can be neglected such that (2.120) can still be used. A
similar integration surface can be applied to the gaps between electrodes and is labeled "B" in
Figure 2-13. In this case there is no additional source of current and = 0. The tangentially
oriented electric field is not necessarily zero and it must again be assumed that the surfaces
normal to the layer interfaces make no contribution to the surface integral. The boundary
condition of (2.120) can then be used in the gaps between electrodes with J, (y,z) = 0.
The boundary conditions of (2.114) and (2.120) are sufficient to mathematically connect the
transfer relations of two adjacent layers sharing an interface on which electrodes are
approximated as infinitely thin. However, the surface current density J, is not imposed and
therefore additional constraints are required such that a unique solution to the system can be
obtained.
In the development of continuity of potential boundary condition the electrode was considered an
equipotential region and therefore no assumptions were necessary at the electrode for this
condition. The equipotential nature of the electrode also requires the potential to be continuous
along the boundary in addition to being continuous across the boundary. This produces the
additional constraint that:
D (x = a, y, z) = (2.121)
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at an interface located at x = a which contains an electrode and where the y and z coordinates are
located within the electrode. The voltage i is the imposed voltage for the specific electrode and
is independent of the position within the electrode. This constraint imposes the electrode
voltages which result in the excitation of the modeled structure.
With respect to the electrodes, one additional equation is of value, since the terminal behavior of
the modeled structure is often of interest. Since the electrode voltage is imposed and therefore
known, the electrode current is then required for computations such as the self-admittance and
the transadmittance. Once the solution for the system is obtained, the current density J, will be
known in some form for each electrode. The total current flowing into the terminal of each
electrode is then simply determined as the integral over the surface of the electrode as:
I'= JI,da (2.122)
electrode
Later in the model development symmetry will be assumed such that there is no z dependence to
any electromagnetic quantity. In this case the current is normalized to the length t of the
structure in the z direction and the integral only needs to be evaluated over the width of the
winding such that (2.122) becomes:
i = JI,dy (2.123)
electrode
where:
i = (2.124)
2.2.3 Summary of the EQS Modeling Approach
The development of the EQS model has focused on sets of solutions for layers of uniform
electrical properties, which have been expressed in terms of relations between the complex
current density and the potential at their interfaces. Additionally, the proper boundary conditions
to relate these quantities at interfaces containing electrodes and void of electrodes have been
developed. These results were based on analytic solutions to the governing EQS equations and
from the application of these governing equations to interfaces with the only assumptions
involving the handling of the electrode thickness. In order to produce a solution to the modeled
structure, the preceding results must now be combined with numerical techniques. Additionally,
symmetry requiring that the electromagnetic quantities are independent of the z coordinate will
now be imposed, although the preceding development of the model has generally not made this
restriction. This symmetry forces the electrodes to be infinitely long in the z direction; however,
the results will generally be a good approximation to the finite structure of interest as long as the
length of the electrodes are sufficiently large compared to the electrode widths.
Similar to the MQS model, this modeling technique requires expressing undetermined
electromagnetic quantities at the electrode interfaces in terms of parameterized functions. At any
electrode interface there are two choices of quantities which may be parameterized: the surface
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current density, which is the current introduced by the electrode into the interface per unit area,
or the electric potential (note that the term surface current density used here, which has units of
A/m2 refers to a different quantity than that of the MQS model which has units of A/m).
Previous work [2, 9] utilized the choice of potential with generally good results. This choice
seems somewhat natural since the potential is constant at individual electrodes and therefore this
information can be incorporated exactly. The potential between electrodes must still be handled
by parameterized functions. For structures in which the area composing electrode interfaces is
mostly void of electrodes this can be a disadvantage; this is due to the number of unknowns and
constraint equations which must be introduced. Aperiodic sensors are an example of these types
of structures where electrodes generally make up a relatively small area of the electrode
interface. A second issue with parameterizing the potential is related to applying boundary
constraints to Fourier series reconstructions of the surface current density near electrode edges
where transitions from zero current density to very large densities (impulse like) are observed.
These large discontinuities result in a slowly convergent Fourier series and generally require
special treatment using fast converging series and special considerations when imposing
constraints on the surface current density in the vicinity of the electrode edges.
By parameterizing the surface current density some of these issues may be better dealt with. In
sections along the electrode interfaces void of electrodes the surface current density is zero and
therefore requires no parameterized functions. It is also not necessary to impose constraints on
the value of the potential in these sections; constraints on the potential are only required at
electrodes. The issues associated with constraining the surface current density near electrodes
edges are also diminished. This is due to the constraints now being imposed on the potential
which has a smoother behavior. An additional advantage of parameterizing the surface current
density is special functions such as impulses can explicitly be added to the representation which
may result in improved numerical performance.
In this effort, preliminary work utilized parameterization of potential for simulation of EQS
sensors containing multiple sensing elements with reasonable results. However, due to some
numerical behavior observed, the anticipated advantages, and the similarity of the formulation of
the model with the MQS model (based on the MQS parameterization choice of surface current
density), the parameterization of the surface current is presented here.
The following is a general outline of the EQS modeling method:
1. The surface current density is exactly zero at sections of interfaces void of electrodes. The
distribution of the surface current density on the electrodes is unknown at the outset. These
distributions are therefore defined by functions described by a finite number of parameters. The
function parameters having yet unknown values specify the function value at discrete points
along the electrode. The values between the discrete points are then assigned by interpolation
functions based on the values at the discrete points. The use of linear interpolations produces a
piece-wise linear description of the current density and was the method utilized for
parameterizing the potential in [2, 9]. It is however desirable to use smooth functions (i.e.,
continuous derivatives) such as splines, since in reality the current distributions will be smooth,
except at electrode edges. Fourier methods are utilized in the solution and smooth functions
provide more rapidly convergent Fourier representations. Furthermore, significantly fewer
splines can often provide a better fit than linear pieces and therefore their use is investigated.
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Impulses in the current density located at electrode edges and defined in terms of unknowns can
also be added to the piecewise description, but handled separately to improve efficiency of
subsequent calculations. The piece-wise description of the current density, utilizing either linear
or spline interpolation and possibly including impulses, results in functions which are linear in
terms of the unknown current densities at the discrete points, which will ultimately become
important when linear algebra techniques are later applied.
2. With an expression for the functions describing the surface current density distributions, the
Fourier series coefficients of the Fourier expansion of the surface current density at interfaces
containing electrodes can be found as linear functions of the unknowns.
3. Relationships in the form of a single transfer relation per spatial mode can be developed for
each region between interfaces containing electrodes and for each region between interfaces
containing electrodes and the upper or lower extremes of the structure (which may have infinite
extent or be constrained at a zero potential). This is accomplished by combining two adjacent
layers within each region by applying the boundary conditions (continuous potential and zero
surface current density) at their shared interface to form a new effective layer described by a new
transfer relation. By applying this procedure between the new effective layer and an adjacent
layer repeatedly, the behavior of all the layers within a region can be reduced to a single relation
between the Fourier coefficients of the complex current density and the potential at the region
interfaces. The process can be repeated for each region within a structure until a single transfer
relation is computed for each region.
4. At the interfaces containing electrodes, approximate boundary conditions were developed
including the condition that the scalar potential is continuous. The scalar potential is therefore
represented by a single function on the interface and will be expressed in terms of its Fourier
series expansion. Due to the orthogonality of the modes of the Fourier series, the jump condition
x (Y) = s (y) at the interfaces containing electrodes also requires an equivalent condition on
the coefficients such that J (k)l = j (k). This boundary condition, in combination with the
single transfer relations for each region, allows the formulation of a matrix equation for each
value of k which relates the Fourier coefficients of the surface current density on each interface
containing electrodes to the coefficients of the scalar potential on these interfaces.
5. Equations specifying the terminal constraints for each electrode are imposed and require the
electrode's voltage to be a constant value throughout the electrode. The electrode voltage at a
specific location can be evaluated through the Fourier series expansion of the potential at the
interface of the electrode. The coefficients of this expansion can be expressed in terms of the
matrix relations of 4 and the expressions for the Fourier series coefficients of the current density
which are further expressed in terms of the unknown parameters. The method of imposing this
constraint for each electrode results in a system of equations in terms of unknown current density
parameters.
6. The system of equations generated is then solved for the surface current density parameters.
Once these parameters are determined, the total electrode current, terminal admittances,
interpolated surface current density distributions, boundary potentials, and internal fields can
further be evaluated.
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Figure 2-14: Graphical representation of EQS layered model. The flow of information
consisting of equations, boundary conditions, surface current density parameterization, Fourier
series representation, geometry and constraints to produce a linear system of equations is shown.
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A graphical representation of this algorithm is shown in Figure 2-14. This figure demonstrates
the manner in which information, including analytical solutions, transfer relations, boundary
conditions, terminal constraints, etc., is combined to arrive at the final linear system equation,
which is then solved for the unknown quantities.
The algorithm presented is general in handling any of the EQS structures represented by Figure
2-11. The method of imposing even, odd, and/or half-wave symmetry is discussed later in the
sections containing the general modeling equations, since an identical method to the MQS
system is used. The use of Fourier series techniques makes the modeled structure inherently
periodic. Therefore in dealing with aperiodic structures, a long spatial wavelength
approximation can be utilized and is demonstrated in Section 2.5.
2.3 General Model Equations
Due to the duality of the EQS and MQS systems and the associated choice of electromagnetic
quantity which is parameterized in each, the majority of the equations involved in the model
formulations have identical forms. To avoid the independent development of each, it has been
chosen to follow through the development using generic symbols, which are then defined for the
specific system by Table 2-1. In a few instances certain terms in equations are only applicable
only to the EQS or MQS system and are indicated as such. The term "conductor" has been used
to replace the term "winding" in the MQS case and "electrode" in the EQS case. For
completeness, the development of the models also include parameterization of quantities in terms
of both piecewise linear and cubic spline functions.
Symbol MQS EQS
P A,, z component of vector potential (D, Electric potential
K K, winding surface current J,, surface current density
density in the z direction introduced by the electrode
Q , y component of magnetic field J = -E, x component of
tangential to MUT surfaces complex current density
Vp voltage on the pth winding voltage on the pth electrode
p, net current into the pth winding net current into the pth electrode
Table 2-1: Relation of the symbols used in the general model equations to the equivalent MQS
or EQS system symbols.
2.3.1 Parameterization of Current Density on Sensor Conductors
For each sensor conductor for which the distribution of current density is not explicitly defined,
the distribution must be represented in terms of a parameterized function for which the
parameters are currently undetermined. There are an essentially unlimited number of choices for
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this function; however a good choice will allow the current distribution to match the physical
distribution as closely as possible. Since the solution method is numerical, the number of
unknown parameters describing the current distribution must be finite and preferably as small as
possible. In order for this criterion to be met, the solutions for the current distribution which
these parameters allow should ideally cover only the function space in the neighborhood of true
solutions. These solutions include those encountered for various frequencies of operation and
material configurations. For example, these solutions will have the form of a constant value over
the winding in the low frequency limit of the MQS problem. In the high frequency limit, a large
current density is expected at the edges of windings as compared to the center of the winding due
to magnetic diffusion.
Since the geometry between edges of each conductor does not meet with any discontinuities, it is
expected that the current density distribution be continuous within the conductor and also smooth
to infinite degree (continuous derivatives). The approach is to parameterize the functional
description of the current density by values of the current density at discrete points along the
conductor, which must be equivalent to the continuous function description. As mentioned in
earlier discussion, one method of obtaining the continuous description from these values, which
has been utilized in other work, is to interpolate between these points using linear functions.
Continuity of the function is then automatically imposed, putting a significant constraint on the
allowed function space. The use of a piecewise description such as this has the additional
property in that each function only has local support (values for a specific function piece are zero
outside the interval of the piece), which results in a set of mutually orthogonal functions. This
part of the criterion on functions forming a basis helps to promote numerical stability. However,
the piecewise linear functions do not possess continuous first derivatives at interval boundaries.
Additional derivatives are continuous, but only as a result of the limitation that they must be
zero. The limitation in the function space of allowed solution that this creates is in general
overly restrictive, but is typically dealt with by the intelligent concentration of interpolation
intervals.
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Figure 2-15: Interpolation of surface current density along sensor conductors using piecewise
linear or cubic spline functions. The interpolation functions are defined by the current density
parameters at the edge of each interpolation interval.
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The limitations of the linear method are in the inclusion of the non-physical function space
having discontinuities in derivatives, and the exclusion of function spaces involving non-linear
changes within the interpolation interval. To improve upon this the models will also be
developed using a cubic spline method. This has the advantage in that continuity of up to a
second derivative can be imposed in addition to allowing more complex function variation
within intervals. This should lead to a reduction in the number of unknowns due to a reduction
in the number of intervals required to achieve a comparable match with the piecewise linear
description at the additional expense of complexity in calculations. However, a study of the
appearance of these additional terms in computation will reveal that for a given sensor geometry
they need only be computed once. As compared to number of unknowns, which must always be
determined, this will always yield a benefit when doing modeling of a single sensor geometry for
a variety of MUT configurations, as is often the case.
The parameterization and description of the surface current density by interpolation functions is
shown in Figure 2-15. The parameters are the undetermined current density values at locations
yo through yN denoted by K^ (y0) through /K (yN) respectively. The interpolation functions
now need to be described in terms of these parameters.
Piecewise Linear Interpolation of Current Density
The piecewise linear current density is described by the sum over each linear interpolation
function as:
N-1
K(y)= K/n, (y) (2.125)
n=O
where the interpolation functions have the form:
fryn (Y) 0 (2.126)
0 for y < y,, y > y,+t
and N is the number of intervals covering the sensor conductor. The coefficients Cn and D)
are directly evaluated from the values of each function at y = y, and y = y,,+. Substituting back
into (2.126) produces the following expression for the linear interpolation functions in terms of
the current density parameters:
- Y) + K (y.) for y :5 y<y4  (2.127)
0 for y < yn, y > yn+l
where h, =(yn•+ 
-Yn)
/n (Y)
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Cubic Spline Interpolation of Current Density
The cubic spline representation of the current density replaces the summation of linear functions
found in (2.125) by the cubic functions:
K(y-yn) +Bn(Y-Y n) +C(Y-Yn)+ Dn foryn ,•y5yn (2.128)
0 fory<y,,y>y,,+
Each of these cubic polynomials must match the current density specified at y = y, and y = y,+1
such that:
Dn = K(yj) for n = 0...(N-1) (2.129)
and
h, 3+B h2 nh, +!, =!K(Y+,) forn=0...(N-1) (2.130)
where h, = (yn+l -Y, ).
The first derivative of neighboring polynomials must be continuous (i.e., K' (y,,+) = Kn,, (y,,,))
such that:
3Ah, 2 +2Bh, +Cn-Ci =0 forn=0...(N-2) (2.131)
The second derivative of neighboring polynomials must also be continuous (i.e.,
K(n•" (y,,, ) = K++, (yn+1)) such that:
3nh, + Bn - B,,+ = 0 for n = 0...(N-2) (2.132)
Equations (2.129) and (2.130) result in a total of 2N equations on the cubic coefficients, while
(2.131) and (2.132) result in a total of 2(N-1) equations. Therefore there are a total of 4N-2
equations for the 4N unknown cubic coefficients. The additional two equations required to
fully define the solution are typically obtained by specifying the first derivative or by setting the
second derivative to zero at y = yo and y = yN. The first constraint is typically called the
clamped boundary condition while the latter is referred to as the natural boundary condition. It is
possible to introduce two new unknowns, one for the derivative of the surface current density at
each of these boundaries, and add these to the set of unknown parameters. However, since a
discontinuity will be present at these identical locations due to the zero current density off of the
conductor, these slopes will play a lesser role in the solution. This is due to the spectral
relationship between the potential along the boundary and the current density along the
boundary. Since the size of the step discontinuity at these locations will produce a more
dramatic effect on spectral content than a change in slope, the inclusion of the slopes as
parameters is avoided. The natural boundary condition is chosen since it does not introduce
additional unknowns and does not overly constrain the solution. It is imposed by the following
constraints on cubic coefficients for the first and last interpolation interval:
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Bo =0 (2.133)
and
3 A h + B =0 (2.134)
N-1 N-1 N-1
Spline interpolation is typically applied when the values of the function being interpolated are
known numerically at the points y,,. In the purely numeric case, the previous equations, which
constrain the cubic coefficients, can be arranged in a banded diagonal linear system which allows
for rapid solution. In the current problem the values of the current density at the points y, will
only be determined from additional constraints formulated in terms of the cubic polynomials that
the unknowns define and therefore computation of a matrix inverse is required. The equations
constraining the spline coefficients can now be expressed in the following matrix equation:
Ws = g (2.135)
The column vector s contains the coefficients of the cubic polynomials, defined as:
s - AO Bo Co Do -AN-1 BN-1 CN-1 DN-1] (2.136)
and the elements of W are defined as:
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Im -
h 2(1-3)/4
2h (i-3)/4
1
-1
3h
1
-1
(i-5)/4h3
(i-5)/•4
h2
h_
1
3hN-1
1
0
for = 1, m=2
for l= 2,6,10...(4(N-2)+2), m= 1+2
for l=3,7,11...(4(N- 2)+ 3), m= -2
,m=l-1
,m=l
,m=1+4
for l= 4,8,12...(4(N-2)+ 4), m= 1-3
,m=l-2
,m=1+2
for l= 5,9,13...(4(N- 2)+5), m= -4
,m= -3
,m=l-2
,m=1-1
for l = 4(N-2)+6, m=l + 2
for l= 4(N-2)+7, m= 1-2
,m=l-1
m=l
,m=l+l
for 1= 4(N-2)+8, m=1-3
,m=1-2
for all other 1, m
The column vector g has the form:
g=[ol0 (yO) o 0 i(y,) .. (yN-2) 0 o K(y,_)l k(yN_l) K (YN) 0]T
(2.138)
The goal is to obtain the inverse of the matrix W such that:
s = W-'g (2.139)
However, it is desired to obtain the cubic coefficients in terms of a column vector containing a
simple list of the undetermined surface current densities. From (2.138) it can be seen that g
contains many zeros in addition to the unknown current densities being repeated. In order to
allow g to be replaced by the simple list of unknown parameters, the inverse matrix W- 1 must
(2.137)
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be modified. The multiplication of W-'g shows that many of the columns of W-' are not
required since they are always multiplied by the associated zero elements of g. It is also
possible to add the columns of W-' which multiply the same A(y,) in g, and thereby
eliminating duplicate K (y,) elements in g. These modifications could be carried out on W- 1
to produce a new matrix U such that:
s = UK (2.140)
with:
K=[!(yo) ... (yN)]T (2.141)
However, roughly half of the columns of W-' need not be computed due to the zeros in g,
while the direct calculation of combined columns can also reduce computation. One method of
obtaining the inverse of W-' is by solving WW-' = I for one column of W-' at a time. From
this it can be seen that by removing the columns from I corresponding to the unneeded columns
of W-1 the extra computations are avoided. Also, this is a linear system and therefore
W-1 [aI +a2] = b + b 2. This property implies that adding columns of I, before solving for
W- 1, will result in the addition of corresponding columns of W-1 . Therefore U can most
directly be obtained by solving:
WU = O (2.142)
one column at a time, where the 4N x (N + 1) matrix 0 is defined as:
0 = [12  5 +16) ... (141_3 + 141-2) (14N-3 +14N-2) I 14N-1] (2.143)
where the subscript I corresponds to the column index within 0, and la represents the
ath column of the 4N x 4N identity matrix I.
2.3.2 Fourier Series Expansion of the Surface Current Density
The current density can now be interpolated between the discrete set of points at which its value
has been defined using either the piecewise linear or piecewise cubic functions. This continuous
representation allows the Fourier series coefficients to be calculated from the interpolation
functions. The integrals used to determine the contribution to the Fourier coefficients, describing
the surface current density at a single interface due to a single conductor of the sensor, are:
A even YN N-1 Yn+1
Keve j l K(y)dy = I•n(y)dy for k=0 (2.144)
yo yn
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- 2 ,YN 2 N-i Yn+iKeve k = -K(yy) cos (ky) dy = - k Jn(y) cos (ky) dy
- 2 Yn 2 N-i Yn+
K [k = - KJ^(y)sin i(kiy)dy = - Y (y)sin(ky)dy
for k= 1, 2,...
for k= 1, 2,...
(2.145)
(2.146)
- n=V
where K [k] and s[ft] are the coefficients of the even and
series expansion of the surface current density K (y),
odd modes in the Fourier
k=2 -- A I (2.147)
is the wave number of the Fourier mode, k an integer indicating the mode number, and A is the
periodicity of the modeled structure.
Since the function K (y) is described in a piecewise fashion, these integrals are also expressed
in terms of a sum of integrals over each piece of the piecewise function. The specific piecewise
functions (linear or cubic) can then be inserted and the integration carried out.
Fourier Coefficients for Piecewise Linear Description of Surface Current Density
Substitution of the linear interpolation functions of (2.127) into the Fourier series integrals of
(2.144), (2.145), and (2.145) produces:
Aee[k]]= I N-1
Keve" k]= h(K(y,)+K(y,,,)) for= 0
)- K ( v. )sin(ky. )]
2 N-'f even" = - NA n-o for 1 = ,2,...
for k = 1,2,...
-1 (yn+l)cos (kynI)- (Yn)cos(kY)
o+dd 
sin ( ky0.N-1 k s yj
A k= 2  h(ky,,,)-sin(Ayk2 k,
The terms in these summations contain both factors of K (y,) and K (y,,,); in preparation for
arrangement as matrix equations, neighboring terms in the summation series are arranged to
produce summations containing only terms with factors of K(y,). These expressions can be
further simplified by normalizing the dimensions, such that:
(2.148)
(2.149)
(2.150)
n=V
w•
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2;"
Yn =-Yn
which results in:
N
Keven [ k] [k]een ()
n=O
koAd [E•] = (ftod [k]kQn)
K = Fo Kn=K
n=o
F even 0]
1
40r
1
4;r
for n =0
for 1 n• (N-1)
for n = N
1[sin (-o) cos (4)-cos(•o)]
S k + k2h
1 1 cos( if)-cos 4n-1) cos ( 4n)-COS (4n
2
(2.155)
for n =0
(2.156)
for n(N - 1)
1 sin( )
k
cos (4N)-cos (N 1)
k 2 N_
and
(2.151)
(2.152)
and:
where:
(2.153)
(2.154)
F even 0
n
for n = N
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for n =0
I" [ *0] = for 1 n (N-l1) (2.157)
1 COs(4) siin(4)-sin(4f)
I k kj
1 1sin )-si ,-j ) sin4•)-sin•i-n.)
L • C2 n1 Jos kN) sin k4N -sin (kYN_
- - + 
-2)r k k'A_ for n = N
Fourier Coefficients for Piecewise Cubic Description of Surface Current Density
Substitution of the spline interpolation functions of (2.128) into the Fourier series integrals of
equations (2.144), (2.145), and (2.145) produces:
even 1 N-I 1 1 h3  1h +h
K k -4 n 3 nh 2 nh "A n=0 4 3 2 for k= 0 (2.158)
K -1
"['] 2 AN-n=o
V1 -IAn=o
+ 3h + 2An Bh, +62 ] cos(ky 1)- cos (ky,)
for k= 1, 2,...
-k 2 ],h,, + sin(kyA,+ )- 2,] sin (ky,)
kI h + h +' h Ch, c+D]cos(ky.+,)-D, cos(ky,
-nC s k .
+ [[3~+ +2h, + ,, ]sin (ky,,)
-
6, sin(ky,)]sik2y
for k = 1, 2,...
-4 [6A, sin(ky+,) - 6A, sin(ky,)
Each term in these sums depend only on coefficients from a single cubic, which will allow it to
be readily arranged in matrix form, although the existence of simplifications can be seen by
observing the Fourier series coefficient's decay with mode number.
The rate of decay of Fourier series coefficients with increasing wave number k is directly
related to the smoothness of the function being expanded and its derivatives, such that the
slowest decay rate is proportional to 1/k. Here a represents the number of derivative of the
(2.159)
(2.160)
A
kEhE + +h+^.h +/). ] sin(kyn.+)-/) sin(ky)
!
• [6A^ cos(ky.+,)- 6 ' cos(ky,
llll
k 6[[-4h, +2 cos(kyn.+,)-2B cos(ky)
ill
llll
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function being expanded before a delta function is observed. In the present case of the cubic
splines with continuous second derivative, the slowest decay rate should be related to 1/k4,
however the terms contain powers of 1/k ranging from the first to the fourth. This motivates the
search for simplifications which would eliminate terms of slower decay, except for those due to
the cubic functions at the extremes of the piecewise representation, where continuity is not
imposed. By using the relationships of (2.129) through (2.132), which define the continuity of
the spline interpolation and derivatives, parts of neighboring terms in the previous sums can be
canceled. Additional terms are eliminated by using the natural boundary condition of equations
(2.133) and (2.134). As with the linear case, these expressions can also be simplified by
2,r
normalizing the dimensions, such that , = y, and i, = (,+ - •n). The normalized cubic
coefficients in the following expressions are related to the current density parameters by utilizing
the normalized quantities I, in place of the unnormalized quantities h, in building the W
matrix, which is used for evaluating U. The resulting expressions for the coefficients are:
- 1 rA i-11 1eve k= 1 N-l+ +- +C, 2 +b, ,
2; n-o 4 3 2
for k= 0 (2.161)
16 7
4 COS (1)- cos (4o)] AO
11 ZSOs( ko) Co
11 . 1
-1 sin o) for k = 1,2,...
k z%
6 N-2 1
+- 4 -sin( +1) +COS - n A
+ 3 ý6 
Z
+- h s-isin 4, 2 
_-I COS k4 COS (4N1COS (N1 N
+ -hN_-1 sin (4+N 2 - COs () BC-1
+- -I sin(4)+ COS CN-1
11
+ - sin N,) ),,
; xk
(2.162)
K even[k]L
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K [k]=
The preceding relations for the even and odd Fourier series coefficients have been expressed in
terms of the coefficients of the cubic interpolation functions. However, a summations in the
form of (2.153) and (2.154), involving the current density parameters, is desired.
The matrix U in (2.140) relates the surface current density parameters for a conductor to the
cubic coefficients of that conductor. Each column of U corresponds to a surface current density
parameter and represents the parameter's contribution to each of the cubic coefficients.
Therefore, the required expressions for the contribution to the even and odd Fourier series
coefficients by a surface current density parameter are obtained by substituting each element of
the corresponding column of U for the corresponding cubic coefficients in (2.161), (2.162), and
(2.163). The terms for the desired summation form can then be represented as:
1 6k4 sin(,) - sin( o)] A
± sin( )o
+ -- cos Do for k =1,2,...
1 1 3 6
k+ 1 sin()] k N
1 1N- z
+- Cos (N)+ 2
_ Nl sin( BN-l
+i-k N-I COS•c +-k2sin(•,) CN(2.
; k (2.163)
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k4 Cos, ) - cos (0)] 1u,n.+1
k2F1 COS (0) 3,n+1
- -sin (/Yo) U4,n+1
6 N-2• •-
if n=l 1 kL
3 2
sin N +k 2 -1
+ 2 ýN-1
sin(4N k2
- COs(N1 )] U4N-3,n+l
F," [E •o]=
COS (N 4 ) COS 4 N
COS (ON U4N-2,n+l
+ sin(YN)U4N,n+1
ir k
1 6Sin(/l)-sin(o,0)]U1,n+1
+ 2 1 C3(0) U4,n+1
k Y ;
- sin ( )] U4N-3,n+l
N) + k2 N-1
1+I[1 COS(ON ) 1 sin
+-- cos + Si
rk• - k \
sin(N )] U 4N-2,n+l
NY)] U4N-l,n+I
k-cos(x k \ON ) U4N,n+1 (2.165)
even 0 N 4n+,n+USn4 4n+I,n+1 S- U4 n+2n+I + -U nU4n+4 n+h3 4n+2,n+l + n U4n+3,n+ 4n+4,n+3 n
where the subscript of U indicates the row and column of the desired element of the matrix.
F even [ =
(2.164)
(2.166)
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On )] U4n+l,n+l
6 N-2 I
"n=1 k -
+1- 1N-3
sin(n+l) + sin(n )]U4n+1,n+l
Cos •)+2 -1 sin Sin( N)
k2 I (O
+--I hN-1
1 2
+-- 
- h 
_k+ • 
_1
11++- 
-l_
" L'V
si + 12 COON )U4N-1,n+1
sin •N)k I-- -C0S
+- I 2 _1 COS
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2.3.3 Combining Transfer Relations from Adjacent Layers for k # 0
In preceding sections containing equations specific to the MQS or the EQS problem, transfer
relations have been shown for each system which can relate the Fourier coefficients of the
potential at the bounding surfaces of a material layer to the complex amplitudes of either the
normal complex current density j. (EQS) or the tangential magnetic field Hy (MQS) at the
bounding surfaces. The regions separating the interfaces which contain the sensor's conductors
are composed of one or more layers of material. The interfaces between these layers are
assumed to have no surface conductors, so that the current density K (y) is zero there. In the
case when any one of the aforementioned regions is composed of more than one material layer, it
becomes possible to simplify the problem by reducing the multiple transfer relations
corresponding to each layer of the region into a single relation for the region.
+2k +2 V1kM (m+I) ( fl'm+I
Layer (m + 1) m[n+1+ 1r(m+l)
Layer m
Interface (m +2)
Interface (m +1)
Interface m
Figure 2-16: Adjacent materials layers each to be represented by a single transfer relation. The
transfer relation describing each layer is shown
appropriate side of each boundary.
along with the electromagnetic quantities on the
To facilitate the reduction to a single relation, the transfer relations for two
first examined, they are:
SA M[k,] [k] II k P kQ k ML k M2 J L km+E P
Q;+2 1 |(mM2 M kl 2 2
adjacent layers are
(2.167)
(2.168)
where the subscripts on the quantities P and Q indicate the layer interface number within the
region, the "+" or "-" superscripts indicate the upper or low side of the interface respectively, and
the superscripts on the matrix elements M indicate the layer index of the transfer relations
elements to which they are equal. Figure 2-16 shows the physical association of the quantities to
the two layer structure.
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The boundary conditions at the (m +1) interface, from (2.76) for MQS system and (2.118) for
the EQS systems, require that:
J(-l= :Q,+l) (2.169)
since there is no current density K (y) at these interfaces. The boundary condition of (2.74) for
the MQS system and (2.114) for the EQS system requires that the potential at all interfaces be
continuous such that:
n+1) ^ (.+) (2.170)
By applying the preceding boundary conditions to the transfer relations of (2.167) and (2.168),
the quantities Q,, + , ,, and P can be eliminated from the system of equations
resulting in:
[ +[k•] ][ 1 :(l+) [/k] 1 [2:(m+1)[/ ]I  + [,] 1 (2.171)
where
Mm:(m+l) [,~]= Mf' [k] - A [k]lr(rnl) [k] (2.172)
1M [kj = [12 (2.173)
A[] i []V + '- [] (2.17
A ^ +) [, +IA^I" A =(2.173)
I" [k ] -M l(rn 1 [,]A m. k=M + (2.175)
M 2 2'k -M " k
where the notation of m: (m +1) indicates that the matrix element is for the single transfer
relation produced from reducing layers m through (m +1).
The transfer relation of (2.171) is the reduction of the two transfer relations of the two layers to a
single relation for the region composed of those two layers. Since this transfer relation has the
same form of the original two adjacent layers found in (2.167) and (2.168), this reduction process
can be continued in an iterative manner. This is accomplished by repeating the previous process
for the two adjacent layers, with the exception that the transfer relation describing one of the
layers is replaced by that describing the region of previously reduced layers. The situation of a
reduced region of layers being combined with an adjacent layer is shown in Figure 2-17.
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Interface (m + 1)
Interface m
Interface (m -1)
Interface (p + 1)
Figure 2-17: One iterative step in the reduction of adjacent materials layers to a single transfer
relation representation. The transfer relation for the upper layer can be combined with the
equivalent relation for the lower region of layers to produce a single transfer relation for layers
p through m. This process is repeated to produce single relations for regions separated by
interfaces containing sensor conductors.
The expressions for the elements of the combined transfer relation can be simplified by
observing the symmetry present in the transfer relations for a single layer. In both the MQS and
EQS expressions for the transfer relation of single layer, it can be seen that the matrix elements
are related such that: M 2 [ ] =- 21 [k]. If this relationship is used in the expressions for
elements of the combined transfer relation in (2.173) and (2.173), then it can be shown that the
elements of the new transfer relation will exhibit the same M12 [k] = -M 21 [] relation.
Therefore continued iteration will continue this relation in the reduced transfer relation of the
region and will reduce computation.
For the iterative step, as shown in Figure 2-17, where layers p to m -1 have been reduced to a
single relation which is being combined with layer index m above, the new reduced relation is
described by:
+ M[k] k M r jk P+kQm[]M] - [PP2 [k] prkm (2.176)
MIP: lk []-= kM ] [ + ) (2.177)
M22 (m' mi L^
(2.178)
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M2P1* V1 -(M:(-1) [/k] A [k] (2.179)
m [/•])2 (2.180)
In handling the outer bounding regions of the structure being modeled, it will be useful to have
these relations for the iterative combination of layers progressing in the opposite direction. In
this case a single relation for a region containing layers p +1 to m is combined with layer index
p below. The relation for the region is again described by (2.176), where the matrix elements
now become:
Af: m [k] = ^A [k+ ( P [) (2.181)
^I,"[ ] = -A^Iz[; ] (2.182)
MIP2 V1 = (2.183) V1
^M =2k [/-] P+1):M (2.184)
By repeating this iterative process (NL -1) times, where NL is the number of layers in the
region, a single transfer relation of the form (2.176) is obtained where p = 0 and m = (NL - 1).
2.3.4 Combining Transfer Relations in Bounding Regions for k • 0
The results of the preceding section can be applied to layered regions separated by sensor
conductors located at interfaces on which the current density is described in terms of unknown
parameters. However, the outermost regions, which bound the modeled structure on the outside
of the first and last of these interfaces, require the use of a modified method to account for the
outermost boundary constraints.
It was shown earlier in the development of the MQS and EQS transfer relations for k 0 that
when the layer thickness became infinite then the electromagnetic quantities on one interface
became decoupled from those on the opposite interface. For the EQS case it was also shown that
if the potential is constrained to zero at one of the interfaces, then the potential and J* on the
other interface are independent of either quantity on the first. Both of these results are useful in
the final upper and lower structure layers, which have either an infinite thickness or an imposed
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zero potential. In either case the relationship between the potential and field quantities on the
interface nearer the sensor structure is independent of the interface at infinity or of zero imposed
potential. This replaces the full transfer relation of the final layer in the negative x direction with
the simplified relation:
Q[- M= O [kI f [ (2.185)
This is the relation for the first layer of the region which has index 0. The quantity M22 [k] is
taken from the full transfer relation and has superscript denoting the layer, while the quantities
Q,- [k] and j-E [k] have subscripts indicating the interface index to which they are associated;
the sign in the superscript again indicates the sides of the interface to which the quantities
belong.
The full transfer function can also be replaced for the final layer in the positive x direction with
the relation:
AQ [k = EM -' k]Pi,] (2.186)
This is the relation of the last layer in the region which has index (NL -1) where NL is the
number of layers in this bounding region. The interface for which the electromagnetic quantities
are being related is on the opposite side of the layer as compared to (2.185) as reflected in the
signs of the superscripts and interface index number relative to the layer number.
When there is only a single layer in the final region bounding the sensor, these relations are
sufficient to describe the region. However, when there are additional layers in these bounding
regions, it is again desired to reduce the multiple transfer relations of the region to a single
relation for the region. The results for combining two adjacent layers developed in the previous
section can be utilized here with a slight modification. This will again be accomplished through
an iterative approach of combining layers, starting with the combination of the layer described
by a simplified relation and the layer adjacent to it. The result of this combination should not be
dependent on the electromagnetic quantities for the interface at infinity or alternatively with
imposed zero potential, since the presence of first layer has essentially decoupled that interface.
The results of this combination can therefore be expressed in a simplified manner similar to
(2.185) and (2.186). To combine the relations for the bounding region in the negative x
direction, (2.180) is used. This expression for ^OP m [k] is only dependent on the result of
previous iterations A:(m-1)F ], and the transfer relation elements of the layer with index m
being combined. Therefore the element M 2 from the first infinite or constrained layer is
sufficient to start the iteration process. For this region the iteration process proceeds from layer
index 0 to layer index (NL -1) and therefore the iteration step of (2.180) can be expressed as:
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[K] [2 ] [ (2.187)
where M0:0 = 022
A similar expression can be generated for use on the region bounding the structure in the positive
x direction. The iteration process again proceeds from the layer of infinite thickness or imposed
potential toward the remaining modeled structure; however the layer indexing is now reversed.
The reversed direction of layer combinations utilizes (2.181) which after adjustment for the
starting iteration layer index becomes:
MIM[k]"'M Ln - [K [ [K]) 2  (2.188)
where M(••I-):(N,-)= •~L*-1
With these results in addition to the results of the previous section, the behavior of each of the
multilayered regions between interfaces containing conductors can be expressed by a single
relation for each region for spatial modes k •0.
2.3.5 Combining EQS Layer Relations for k = 0
The preceding two sections focused on combining layers described by transfer relations for
K • 0 . Up to this point it has been possible to handle the combining of layer relations for the
EQS and MQS systems using identical relations forms. However, the layer relations for the
k = 0 mode do not have the same form between the MQS and EQS systems when the layer of
the MQS system has a nonzero conductivity. Therefore the methodology for combining layers
and arriving at a single relation for the region must be developed separately; although regions of
the MQS system that are void of conducting layers could use an analogous method to that of the
EQS system.
For the EQS system, when k =0 (the electromagnetic quantities have no y dependence) the
forms of the solutions changed as compared to K• 0 and it was no longer necessary to use a
matrix formulation to describe the relationship between the scalar potential (D and the current
density J'J. When the layer thickness is finite the relationship has the form:
[ = O] = 1 [= O] = [ , = 0] ( = 0] - m =0]) =(2.189)
where the subscripts and superscripts retain the same meanings as in the preceding analysis. The
boundary conditions at interfaces which do not contain sensor conductors require that J" be
continuous or in generic notation Qm[- ]= [ ]. Since the quantity Q[ = 0] is also
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identical at both interfaces of a layer, 0[k = O] is the same at each layer interface of the region
between sensor conductors. Therefore the potential for each layer is related to Q[k = 0] at the
interfaces bounding the region by:
A o[ =o]-,[] Q[i=[o (2.190)
To obtain a relation of the form (2.189) for the complete region, the difference of the potential at
the boundaries of this region is needed in terms of Q[k = 0] at either boundary. This is simply
the sum of (2.190) over each layer of the region. After taking this sum and rearranging the
expression to match the form of (2.189), the following relation containing the effects of each
layer is obtained for the region:
o [ = O] = •,- = O] =~ l' [, = 0](i [ = O]- P [ = o]) (2.191)
where:
ApI00:(NL1 0] = 1 (2.192)
M=O mo[km=0]
In the EQS system the bounding regions of the structure will either contain an infinitely thick
layer or have an interface with the potential constrained to zero. When a layer of infinite
thickness is present, J for the region is independent of the bounding potentials and equal to
zero. This is a result of the requirement that there is no current density or charge at infinity or
equivalently that the net charge of the finite system must remain zero.
In the case when there is an imposed bounding potential of zero, (2.191) is further simplified.
The relation for the final region in the negative x direction bounded by an imposed zero potential
becomes:
QL 0] = =-:(NL [ = [k = 0] (2.193)
while the relation for the final region in the positive x direction bounded by an imposed zero
potential becomes:
Q[ =O] = AIo:( = o]+ [K=0] (2.194)
In both cases the relation for the region becomes independent of the electromagnetic quantities at
the interface with imposed potential and assumes a form similar to that encountered for k • 0 in
regions with an infinitely thick layer or regions with an interface having an imposed potential of
zero.
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2.3.6 Combining MQS Layer Relations for k = 0
As mentioned previously, the differing forms of the solutions to the governing equations of
layers for MQS and EQS systems require differing treatments in developing combining relations
in the case when k= 0. Solutions for conducting layers in the MQS system allow for three
undetermined coefficients, one of which is associated with a constant term. In the development
of the boundary conditions for the MQS system, issues associated with this additional constant
term were discussed.
Based on the discussion, the layers located between the winding interfaces can be divided into
groups of adjacent layers within which inter-layer conduction is expected as a result of
appropriate conduction paths. Each of these groups is expected to contain no net current and
therefore Ampere's law requires that the tangential magnetic field is identical between each
bounding interface of each group of layers. Since the additional layers separating these regions
must each contain no net current, the tangential magnetic field has the same value on the
bounding interfaces of the region between winding interfaces, on the bounding interfaces of
groups of inter-conducting layers, and on the interfaces of all other layers. It will therefore be
possible to represent the behavior of the region with a linear relation between the difference in
the potential at region interfaces and the tangential magnetic field which is the same at these
interfaces; this relation will have the same form as in the EQS case.
In order to reach this final relation, each group of layers which allow inter-layer conduction is
first analyzed separately. The results from these groups are then combined with the results from
the other layers. In order to simplify the description of this method, the layers which compose
the groups must be either conducting, or nonconducting and bounded by other conducting layers
of the group. Single conducting layers which do not allow inter-layer conduction with
neighboring layers are each individually considered as a group, while the layers which are not
contained in any group must be nonconducting.
Based on the discussion in developing the MQS boundary conditions, the vector potential
solution in each conducting layer is chosen to have a zero constant term. The transfer relation of
(2.24) is then valid and the continuity of the vector potential at interfaces between conducting
layers guarantees the continuity of the tangential electric field. At the interface of a conducting
layer and a nonconducting layer, the electric field is not uniquely defined in the nonconducting
layer and the associated boundary condition cannot be applied at the interface. However, in the
discussion Faraday's integral law was applied to a nonconducting layer separating two
conducting layers which included conduction paths to one another. The result was that
Faraday's law was self-consistent as long as the vector potential was continuous in the
nonconducting layer. Therefore, for each interface within the inter-conducting layer group, the
boundary conditions require continuity of the tangential magnetic field and the continuity of the
vector potential. By using the transfer relation form of (2.33) rather than the linear form of
(2.34) for the nonconducting layers, the methods of combining layers for k # 0 can be applied to
the group. This results in a single relation for the group of layers with the form:
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Q+ i M.:m k MI + kk
A M A L 1 (2.195)
where p is the index of the first layer in the group and m is the index of the last layer in the
group. The inverse of this matrix can be taken to produce the reverse relationship between the
potential and the tangential magnetic field:
SA•E P:m [k] A M•n[2m C] AEiM[k] A1 M (2.196)Lm+I1 [ m [" M-22l " [ mlm IP C[km]l
As stated earlier, the tangential magnetic field is identical on the two bounding interfaces of this
group of layers such that QP I[k = Qm+ I[k]. The preceding result can therefore be put in terms
of the linear relation:
+= 0= ,, = 0] = AP:m= 0]( " ^= 0] - 0]=0 (2.197)
where:
:m 0] A :m V]1Ami]V1- ^MV1] :m iV (2.198)
This method can be applied to each inter-conducting group to produce an associated coefficient
0P:m I[k -= 0 .
The layers that are not part of any groups are each described by the linear relation between the
potential difference and tangential field of (2.34). The tangential magnetic field in (2.197) for
each group and the tangential magnetic field in (2.34) for each layer not in an inter-conducting
group are identical and therefore a relationship in the form of (2.191) for the region can be
developed where:
1fj:(NL-1 1 (2.199)
1 1
m •I mmc ~ 0 gEG OApg:m"=[k 0]
where M is the set of layer indices which are not contained in inter-conducting groups, G is the
set of groups of inter-conducting layers, and where pg and m, are the starting and ending layer
indices of the inter-conducting group g.
In the case when no conducting layers are present in the region and therefore the set G is empty,
the calculation of (2.199) is identical to (2.192) for the EQS system. This is due to the absence
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of issues associated with inter-layer conduction and the similarity of the solution forms for
nonconducting layers of the MQS system and layers of the EQS system.
The expression of (2.199) can be applied to each region of the modeled structure, except for the
bounding region which presents a special case. For the MQS problem it is required that these
bounding regions have a thickness which is approximated to be infinite. If no current is returned
at infinity for the bounding region then, as a result of the requirement that there be no net current
in the material layers, the tangential field at the finite boundary of the region is zero. However,
if the current returned at infinity is nonzero then for the bounding region in the negative x
direction the following expression for the tangential field holds:
Q; =, 0]= = k(2.200)
A 2
where k_ is the average current and i_, is the net current. A similar expression for the
bounding region in the positive x direction also holds:
Q[k=0j=- K+G = (2.201)
Since these regions are assumed to have infinite extent, the change in vector potential across
either bounding region will be infinite unless the corresponding current at infinity is exactly zero.
Therefore no relation between the change in vector potential and the tangential magnetic field is
developed. Rather the two preceding relations are used whenever the tangential magnetic field is
required at the associated boundaries.
2.3.7 Relating the Potential to the Surface Current Density for k 0
The goal of the several preceding sections has been to combine layers within regions separated
by interfaces containing the sensor's conductors to arrive at simplified expressions relating
region boundary quantities. Each interface within these regions was required to have no net
surface current density such that Q(y) was continuous. At the interfaces containing the sensor
conductors, this is no longer required due to the nonzero surface current density and so the
boundary condition for the EQS system of (2.120) and the boundary condition for the MQS
system of (2.81) can be generically expressed as:
Q) (y)- ) (Y)= -( (y) (2.202)
The use of parentheses on the subscripts signifies that the subscript is no longer an index for
interfaces within a region, but rather an index for interfaces separating regions as shown in
Figure 2-18. The orthogonality of the modes for the Fourier expression of the boundary
quantities in (2.202) requires:
SV1 V1= (2.20V1
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The boundary condition requiring continuity on the vector potential for the MQS system and the
scalar potential of the EQS system remains the same for the interfaces separating regions such
that:
(2.204)
The superscript indicating the side of the boundary therefore becomes unnecessary.
Constrained Potential or Infinite Boundary
Bounding Region N i MA('') [- 1
Region (N - 1) Q-N,-l)[k]
Pk[k]
Region i AiA V]
[2 1[k]M22[k]
to) [k•] Region 1 Q(o) [V]1
Bounding Region 0 Qo) [I] Ml [0
Constrained Potential or Infinite Boundary
Interface (N, - 1)
Interface i
Interface (i- 1)
Interface 0
Figure 2-18: Layered regions and interfaces on which boundary conditions related to the
surface current density are applied. The simplified relations for each region between interfaces
containing conductors are used with the boundary conditions to relate the surface current density
at each interface to the potential at each interface.
The coefficients of the simplified relations describing each region between interfaces are also
shown in Figure 2-18. Applying the boundary conditions of (2.203) and (2.204) to the first
interface and substituting for Q( [k] and Q) [k] using the simplified region relations in terms
of the potential on region interfaces yields:
(MI [] - M22 [k]) PO) [k] + Mi12 [] ) [k = K(0) [k] for i = 0, N, 1
where i is the index of the interface, N, is the total number of interfaces, and the superscript of
AM^ indicates the region, such that MA is equal to the appropriate element AMI :(N' -) corresponding
to the region.
~N-I[K~]
(2.205)
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The same procedure can be applied to the intermediate interfaces 15i (N, -2) and the final
interface to produce:
--,,,,;l [Ml] M2_,, [+ (M121 P+) (k] _ [])) = K()+ ,,+l[%] , , ) (•.•o6)M21 l+i (k) +) (2.206)
for 1 i _ (N, - 2), N, # l
and:
__./•/•- ] i-2) [ +"1~ "/I•K -(-."2 - I PN,-I) • = KN,-I) #:  for i= N, -I, N,# I
(2.207)
In the special case when only a single interface containing conductors is present the boundary
conditions result in:
(A [k] - 2  [])0o) [•] K(0) [k for i=0, N, =1 (2.208)
Since the layer properties are specified numerically in the forward problem the values of M are
known. These equations can therefore be arranged into the following matrix equation:
(o0)[k K(O)kT [k-] [ (2.209)
where T[k] contains the corresponding coefficient values AI .
The Fourier modes of the surface current density have been previously expressed in terms of the
surface current function parameters. The Fourier modes of the potential can now be expressed
in terms of the Fourier modes of the surface current density by calculating the inverse T-' [k]
such that:
= T' [k] (2.210)
In the cases where N, = 1 and T[k] is a 1 x 1 matrix the inverse is easily calculated. However,
a closer look at the structure of T[V] for N, > 2 reveals that the system is tridiagonal and
therefore can be calculated more efficiently than a full matrix).
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Decoupling of Interfaces as k --+ c
In developing transfer relations for the bounding regions of the modeled structure in which the
final layers were approximated as infinite the decoupling behavior of the transfer relations was
used to remove any dependence on the boundaries at infinity. The decoupling behavior results
from the off-diagonal terms in the transfer relations approaching zero in the limit as A -> o.
However, k appears in such a way that the same behavior also exists as k -> oo. This result can
be put to practical use in several ways for improving computational speed.
The first application extends this behavior beyond a single layer to the single relation which
encapsulates the layer relations for a given region. If the coupling between the interfaces of any
layer within the region becomes negligible then it is reasonable to expect that there will be no
coupling between the interfaces bounding the region and this will be reflected in the off-diagonal
terms of the simplified region relation. A closer look at (2.206) and the effect of M1 2 and M 21
approaching zero on the internal structure of matrix T[k] reveals that smaller uncoupled tri-
diagonal block matrixes are formed when two interfaces become decoupled. Since the value of
k for which pairs of interfaces will become decoupled will generally be different for each
region, the matrix T [k] will progressively break into smaller and smaller blocks until the
blocks themselves are only 1 x 1 matrixes and T/[k] becomes diagonal. This has great value in
that all T [k] matrixes for k greater than the point where T [k] is approximated as diagonal
can be very simply inverted. Additionally, the computation of T' [k], for values of k where
T [k] is composed of uncoupled block matrixes, can be done by computing the inverses of the
smaller individual blocks which requires less computational time.
The second application of the decoupling of layer interfaces as k -+ o is in the reduction of
unnecessary re-computations. Generally the layers nearest the interfaces containing the sensor's
conductors represent air gap or materials of which the sensor is composed and therefore have
constant properties as simulations performed over many MUT configurations. For some finite
value of k the interfaces of these layers can be approximated as decoupled. This allows for the
layers to be treated as infinitely thick for k values greater than this finite value (using the results
applied for infinite layers of the bounding regions) and therefore changes in the MUT will not
effect the simplified relations. This also allows the inverse matrix T - [k] to be unaffected by
changes in the MUT for k values greater than this finite value and therefore it need not be
recomputed. This fact can also allow other repeated matrix operations which occur in forming
the final system matrix equation and associated with changes in T-' [] to be avoided.
The preceding techniques can be taken one step further by allowing only layers which influence
T- ' [k] for certain ranges of k to be included in calculating simplified region relations. It has
been mentioned previously that once the interfaces of any one layer of a region become
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decoupled that the interface of the region will also be decoupled and the off-diagonal terms of
the simplified relation will approach zero. It is therefore a waste of computation to combine
layers of this region using the methods which produce all four elements of the simplified transfer
relations. Either a pre-analysis or an evaluation of calculations resulting from the computation of
simplified region relations for successive k can be used to determine which layers in a region
are not contributing for the current value of k. As k increases, layers closer and closer to region
boundaries can be approximated as infinitely thick such that only the elements MI,, and/or -I22
are calculated using the minimum number of layers.
2.3.8 Relating the Potential to the Surface Current Density for k =0
For the case when k • 0, it was possible to relate the Fourier series coefficients of the potential
to the coefficients of the surface current using the simplified relations for the regions of the
modeled structure. This was done without specific regard to whether the system was EQS or
MQS or as to the specific boundary conditions for the bounding regions. However, for the k = 0
mode these boundary conditions have a significant influence on how the relationships are formed
in addition to the final form of the relation. Although for each type of boundary condition there
is a dual boundary condition for MQS and EQS systems, only those typically required in practice
are addressed here. The boundary conditions in this subset apply either to the EQS system or the
MQS system and therefore, to promote clarity, each is analyzed in the context of one specific
system type even though the analysis would apply equally for the dual condition.
Interface (N, -1)
Interface i
Interface (i - 1)
Region 1 Q() [k= 0]
'to) [k = Interface 0
[Bounding Region 0 6) 0 ] 0 [k= 0
^ [V=0 = 0 Potential Constrained to Zero
Figure 2-19: Layered regions and interfaces for developing relations between the potential and
the surface current density at each interface in the EQS system for k = 0 . The potential on one
bounding region interface is constrained to zero and therefore the region is described by a single
nonzero parameter. The opposing bounding region is approximated as being infinitely thick and
therefore has zero current density at the region boundary.
I)[ko =
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EQS System with Potential Constrained to Zero on at Least One Boundary
For the EQS system, where at least one of the bounding regions of the modeled structure has an
interface constrained to zero potential, the analysis is very similar to that of the k # 0 modes and
has the most straightforward form. Figure 2-19 indicates the specifics of this configuration
including the parameters M0 of the simplified relation for each region. In the case shown, one
of the bounding regions has an infinite extent resulting in the current density Q~1_,) being zero.
In order for the relation being developed to be applicable to the case of one or both boundaries
constrained to zero potential, the term M0 is set to zero for bounding regions of infinite extent.
The boundary condition relating the jump in current density to the surface current density must
still hold for k = 0 and therefore:
Q-o]- [k= 0] = , = 0] (2.211)
where subscripts are again placed in parentheses to indicate that the index refers to the index of a
region interface. The region relations relate the surface current density at either region interface
to the potential as:
=0]= -1) 0=] A = 0P,) = -io =] 0  (2.212)
except in the special case of the lower and upper bounding regions where ,-1) or ,) are zero
respectively. Applying (2.211) and (2.212) to the first interface, any intermediate interface, and
the last interface results in the following expressions relating the potential to the surface current
density:
(A^Ic [i~] +/i 0 [kI])O)[/ ]- 0 [kI[• = [] ) [k] fori = 0, N, 1, k= 0 (2.213)
-^Io [/•]2 _-1 [/•]+ (^I/ [/•]+^I)/ [f/])/) [/•] - " [k] P =/ K / (2.214)
for 1 i i (N, - 2), N, #1 , k = 0
and
-io- [ k q [P]N-2k + Mo-' [k]) Ni-l)[] = K(-1)[k] for i= N, -1, N, •l, k=O0
(2.215)
For the special case where there is only a single interface:
(AI [k] + Ai k /])/)o1k[/] 0)[/k]  fori=0,N, =l, l=O0 (2.216)
The preceding relations can be put into a matrix form similar to the way that the k • 0 modes
were handled to produce a matrix T [k = 0] such that:
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T[k = K( k=0]Sk [(2.217)
k(N1) [k=o]
Since at least one of the bounding interfaces had its potential constrained to zero the potentials at
the other interfaces are well defined since the constant is no longer arbitrary and the matrix
T[k = 0] has an inverse T- [k = 0]. Thus again a simple and straight forward relation between
the Fourier coefficients of the potential at region interfaces and the Fourier coefficients of the
surface current density at region interfaces exist. The handling of the other boundary conditions,
although not difficult, will result in a slightly more complicated relation.
EQS System with Potential Constrained on No Boundaries
In the case where the lowermost region of Figure 2-19 is made to have infinite extent as the
uppermost region some additional analysis is required over the previous case. The matrix
T[k = 0] can again be formed using (2.213) through (2.216) with both MA^/ and Aii"' now equal
to zero due to the infinite extent of the bounding regions. The absence of an absolute reference
for the potential now causes the inverse T- 1[ =0] to no longer exist due to the lack of
uniqueness in the potential which produces the surface current density in (2.217) (any constant
may be added to the potential with no change in the surface current density). It should be noted
that this does not mean that there is not a unique solution for the potential in the system; the
required terminal constraints on potential will not allow this degree of freedom in the constant
term of the Fourier series expansion of the potential. However, at this stage in the overall
analysis of the system, these constraints have not been introduced. Therefore a relation between
the potential and surface current density at interfaces is needed with an absolute reference for the
potential defined in terms of a yet unknown quantity.
The absolute reference for the system will be set in terms of the potential on the first interface
and therefore the potential on other interface will be found relative to this potential. Since the
potential on the interfaces will be relative to P0O), the potential on this interface can be initially
set to zero. After a relationship is established for the potential on the other interfaces, expressed
in terms of the current density on interfaces, the reference potential P(0) can be added back to the
interface potentials. By setting P•o) to zero the relationship in (2.217) can be reduced by
removing the first column of T[k = 0] and removing P(0) from the column vector multiplying
it. The resulting system of equations is no longer square, however a unique and exact solution is
now expected and upon closer inspection the first row can be shown to be redundant due to the
initial tridiagonal structure of T [k = 0]. By removing this row an inverse is now possible such
that:
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= t- =
k=O] 01
I +oP0)[k = 0] (2.218)
[k=o]j
where:
T22 0=] ... T2, f 0]
t = ]= 0 - (2.219)
and where the subscripts of T indicate the indices of the matrix elements and p is the
dimensionality of the square matrix T. Notice that the reference potential P(0) has been included
in (2.218) such that the potentials on the other interfaces are absolute. This produces the desired
relation between the interface potential and the surface current density at interfaces. However, a
problem becomes apparent by realizing that the interface potentials of (2.218) are independent of
the current density of the first interface (i = 0).
The earlier statement that the first row of T was redundant should have been prefaced with the
requirement that the system have a solution which puts additional requirements on the allowed
column vector of surface current densities. This additional requirement comes about through the
conservation of charge, which was built into the unmodified matrix T. Since both bounding
regions have infinite extent in the current case, the current density for the k= 0 mode was
required to be zero in these regions. For the system to remain charge neutral, this requires that
the sum of the surface currents over all interfaces is zero. Since the only surface current on the
interfaces is located in the sensor conductors, this is equivalently expressed as:
Conductors
i,,=0 (2.220)
Therefore the current density on the first surface is tied in to the other surface currents through
this additional equation which must be appended to the total system equation (the calculation of
net conductor currents will be carried out in Section 2.3.9) and which balances the additional
unknown P(0)
One special situation left to discuss is the case of only a single interface, where removing the
column and row from T results in a matrix t with no elements. However, this does not create a
problem since there is no need to use (2.218) since the potential on the only interface is
equivalent to the new unknown P(0)
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MQS System with Infinite Boundaries
Unlike the EQS system, only structures with outer bounding regions of infinite extent are
addressed for the MQS system. In the EQS system, the regions of infinite extent were restricted
to have zero current density and the parameter A 0 was set to zero for the region. However,
return currents are allowed at infinity for the MQS system, which results in a constant tangential
magnetic field at the near interfaces of the infinite regions as shown in Figure 2-20. The
relationship between the return current and the tangential magnetic field was demonstrated in
(2.200) and (2.201). This change from the EQS system requires that the boundary condition of
(2.211) be reapplied to the first and last interfaces resulting in the new relations:
or i=0, N, 1, k = 0 (2.22
for i=N,-1, N, •1, k=0
21)
(2.222)
Infinite Boundary
Bounding Region N, Q-_,)[k=O] =
QQ)[K-O]
QeoMk= 0]
Region i a8 [k=o]
e~-s[=030Q(+i - 4 k 0
-LZIII[=0o] =I /x
Interface (Ni -1)
Interface i
Interface (i - 1)
Interface 0
Infinite Boundary
Figure 2-20: Layered regions and interfaces for developing relations between the potential and
the surface current density at each interface in the MQS system for k= 0 . Both upper and
lower bounding regions of the modeled structure have infinite extent. The tangential field at the
near interface of these regions is determined by the return current at positive or negative infinity.
Since there is no absolute reference for the vector potential in the system, the first interface is
used as the zero reference.
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Using (2.214), (2.221), and (2.222) a matrix relation can again be formed between the potential
and the surface current density, with the inclusion of the constant terms due to the return current
at infinity:
T[k = 0] +
2
~+oo
(2.223)
The inverse T- ' is again desired, but T is not invertible in its current state due to the non-
uniqueness of the potentials caused by the common arbitrary constant term which may be added
to each. Since for the MQS system, the conductors will be constrained with current sources and
all conductor voltages will be referenced to other conductor voltages, the choice of the reference
for the potential is arbitrary. Therefore, the potential of the first interface is chosen as the zero
reference such that:
i(o),[=O]=O (2.224)
Unlike the EQS system it was not necessary to introduce an unknown since the vector potential
is not restricted to an exact value by any system constraint. Following a similar reasoning to that
in the previous EQS case, the first row and first column of T can be removed to form a new
square matrix t which is invertible. The potential is now related to the surface current density
and the current returned at positive infinity as:
K, [ =0
-t'[ 0] I~lt~'0] (2.225)
A,[6o
where tP1 is the pth column of the p xp inverse t -1.
No additional constraints on the sum conductor currents is required as in the EQS case because
the net imposed current on conductors, including those at infinity, is required to be zero in the
system definition.
2.3.9 Total Current in Sensor Conductors
The distribution of the surface current density in each conductor of the sensor is defined in terms
of the parameters consisting of the density at various positions along the conductor. However,
an expression for the total current on each conductor is also necessary for imposing the system
excitation, maintaining charge neutrality, and making post-computations.
For the EQS system the total current is required for both creating constraints and for post-
computations. In the case when both bounding regions have infinite extent, the net current on
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each conductor is required such that a system constraint, which forces the sum of the currents
over all conductors to be zero, can be created as required in (2.220). In all cases of the EQS
system, the net current on conductors is required for the post-computation of terminal
characteristics of self-admittance and/or mutual admittance.
For the MQS system the total conductor current is required in order to create the constraints used
to impose the excitation currents. The net current will need to be expressed in terms of the
surface current density parameters for each conductor and set equal to the numerical value of the
excitation current for that conductor. Therefore a new equation is added to the system for each
additional conductor.
The net current could be obtained from the Fourier series representation of the current density,
but integrating the piecewise representation of the current density over the conductor is more
accurate and efficient. The total conductor current is therefore determined by the following
integral:
YNA N-1 n+1
I,= K(y)dy =I • , K(y)dy (2.226)
YO n=O yn
where is the current on the pth conductor, K (y) is the nth interpolation function on
the pth conductor, and y,, are the endpoints of the interpolation functions as defined in Figure 2-
15.
This integral is almost identical to that for calculating the Fourier series coefficient of the k =0
mode in (2.144) except for the absence of the factor of 1/12. Again it is desired to express the
result in terms of a sum over the current density parameters of the conductor such that:
N
ip = PAF" " ~k=O Kkyn) (2.227)
n=O
The results of (2.155) and (2.166), corresponding to linear and cubic interpolation methods, can
therefore be used to determine the conductor current since the 1/2 factor has been accounted for
in (2.227).
2.3.10 Final Constraints on Conductor Potential
The parameterized surface current density along each conductor has been used to produce the
Fourier series coefficients of the surface current density for each interface. These coefficients
have then been used with the continuity conditions on either the tangential magnetic field (MQS)
or the normal complex current density (EQS) along with the simplified region relations to relate
the coefficients of the interface potential back to the current density. Constraints on the potential
are now needed in order to produce a sufficient system of equations to uniquely define the
current density parameters as the system solution.
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For the EQS system the potential along each conductor is both constant and defined numerically
by the system specifications. The requirement for each conductor of (2.121), put into generic
notation is simply:
/(M)= P for yo y5yN (2.228)
where P, is the voltage of the pth conductor, i is the interface on which the conductor is
located and yo, YN are the bounding coordinates of the conductor.
For the MQS system the conductor constraint results from Faraday's law as developed in (2.84).
However, unlike the EQS counterpart, the relation not only involves the conductor potential, but
is also directly related to the surface current density. The requirement for each conductor in
generic notation is:
jaW0) (+)+ = 0 foryo Y YN (2.229)
where o, is the surface conductivity of the pth conductor. Unlike the EQS system, the voltage
vp on each conductor is not defined numerically. Therefore a new unknown vP must be
introduced for each conductor. These new unknowns are already balanced by the equation
constraining each conductor's current which excites the system.
In an exact modeling method in which purely analytic solutions for the electromagnetic
quantities were obtainable, (2.228) and (2.229) would hold exactly. In evaluating solutions for
specific numerical cases, errors would typically result from the ability to numerically evaluate
the analytic functions. However, the modeling technique being utilized represents the solution
for the surface current density in a piecewise fashion with a finite number of parameters. In the
earlier discussion on the details of this piecewise description, the importance of it being able to
match the true solution closely was emphasized. It was also realized that as close as this
representation may get to the actual solution, the solution will not actually be in the space of
functions which are representable by the piecewise description. In other words, except for
possibly a few special cases, there will always be some amount of error between the true current
density and the piecewise representation (although this error can generally be made sufficiently
small by increasing the number of pieces).
Up to this point in the analysis, the boundary conditions at layer interfaces were applied exactly
in terms of each Fourier coefficient with no allowance for error. The error due to the
representation of the surface current density must now manifest itself in an inconsistency
(although small) in these last constraints to be imposed. This becomes more obvious if the
uniqueness of the solution is considered. If two solutions could be found that satisfied all surface
and volume equations for the system being modeled then uniqueness would be lost. Therefore
by definition the true solution fits all the equations of the system exactly while the close
approximation must have some error which has been forced into (2.228) or (2.229).
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With the realization that the error in these equations cannot be made exactly zero, at every point
in the continuous range of y specified for each conductor, the closest solution of the surface
current density is sought. However, unlike something which is truly exact, close is a matter of
the metric by which it is measured. Since the true surface current density will never be known in
the general case, building a metric directly from the surface current density is not possible. The
metric must therefore be build from (2.228) or (2.229). The methods of building these metrics
by which the close solution will be found are a central topic of many numerical techniques. A
few basic approaches will be discussed before proceeding with the chosen method.
The first possibility is to find the closest in the norm sense. For continuous functions this
amounts to squaring the error function followed by integrating the error over the dimensions of
the functions. In the present case, the error as a function of position is represented by the
homogenous form of (2.228) or (2.229) for each conductor. The sum of the integral over each
conductor of the error squared represents the total squared error in the system. The desired
solution is then the one that minimizes this quantity. To get a better understanding of the
practical issues associated with this technique, some further explanation is in order.
The makeup of the quantities to be squared will be important in evaluating the computational
demands of setting up the expressions which then must be minimized. Since (2.229) contains the
most terms, it will be focused on, as (2.228) will require less computation. The Fourier series
coefficients of the potential P can be determined in terms of the surface current density. In
order to calculate the potential for a given interface as a function of y, the Fourier series
expansion of P is required, which involves the summation of terms over all modes. Equation
(2.228) also involves the surface current density directly, which is expressed as a sum of the
linear or cubic interpolation functions. Due to the summation over modes for the potential and
the summation over interpolation functions for the surface current density, the operation of
squaring (2.228), when the quantities involved are expressed in terms of only the surface current
density parameters and unknown constants ,, produces many cross-terms. The result of the
squaring will contain products of sines, cosines, and polynomials which must then be integrated
over each conductor. Although these integrations can be carried out analytically, the number of
cross-terms involved makes this operation unappealing. Nonetheless, the results of the squaring
and integration lead to a system of equations that have the following form:
kAk - Bk+C = (error)2 (2.230)
where k is a column vector of surface current density parameters and where A, B, and C are
coefficient matrices. The minimum of the error can then be found by finding k for which the
derivative of the preceding is zero or equivalently the solution to:
Ak =B (2.231)
It should be noted that a rigorous treatment should verify that certain properties of (2.230) exist
such that a minimum will be present, however the construction of this expression from the square
of the error would suggest a minimum exists at the solution of (2.231).
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The rest of the methods for finding a close solution can actually be viewed as a single method
with a parameter; however the parameter choice can force this more general method to
degenerate into other specific methods. Here, the parameter is the choice of the function set
used, each of which generally has its number of functions equal to the number of unknown
surface current density parameters. The method proceeds by integrating the product of each one
of these functions with the error of (2.228) or (2.229) and setting the result to zero. This general
technique is typically referred to as Galerkin's method or the method of weighted residuals.
With the function set chosen to be delta functions at different locations, the method becomes
collocation [18]. The error is then forced to be exactly zero at a number of points equal to the
number of unknown parameters. However, this method leaves the error in (2.228) or (2.229)
unchecked over much of the conductor interval on which it is expected to be zero. However, the
error behavior between collocation points is indirectly limited by the limited function space of
the surface current density representation and its associated smoothness. Other useful choices of
function sets exist which involve the value of the error at every location on the conductor.
The choice of a function set, composed of nonzero constants over subintervals of the conductors,
results in the inclusion of the error at every location. As compared to the minimization of the
error squared, this method has the disadvantage in that the integral of the error over these
subintervals may be zero, while the error at each location could have large positive and negative
components. However, the limitation in the represented function space of the surface current
density and the smoothness which has been imposed on it again provides some relief for this
issue.
Additional options for the function set include a choice which forces the error to be orthogonal to
the trial functions of which the surface current density is composed. Each trial function can be
created by setting one of the surface current density parameters to one and all others to zero. The
resulting trial functions then resemble the hat function for the linear interpolation, while the
functions have a piecewise cubic description with numeric coefficients for the cubic spline
interpolation method. Since the integral of the product of these functions is really the inner
product, forcing this quantity to zero guarantees that the error is orthogonal to the basis formed
by the trial functions. This produces the weak solution as it is often referred to in mathematics
and is typically used in FEM. In comparison to the exact solution, this weak solution uses the
definition of the zero function as any function that is orthogonal to the basis, which again does
not require the error to be zero in a point-wise fashion. Computationally, this choice of function
set results in integrals of quadratics and integrals of products of Fourier series and linear terms in
the linear interpolation case. In the cubic spline interpolations case, this produces integrals of
products of Fourier series and piecewise cubic functions and integrals of sixth degree
polynomials. Therefore more computation is required as compared to the choice of collocation
methods or constants over subintervals, but less than that of determining the minimum in the
norm sense.
All of the preceding options have some merit, whether it is purely computational speed or strong
mathematical backings, and further investigation into each, including practical comparisons,
could be valuable. However, a single option, which utilizes the integrals of the error with
constants over subintervals of each conductor for generating the system of equations, was
pursued here. This choice has the benefit in reducing additional computations, while still
involving the continuous interval on which the error would ideally be zero.
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In preceding descriptions of this method, the number of subintervals and therefore the number of
equations generated was originally considered to be equal to the number of unknown parameters.
However, there is no restriction on increasing the number of intervals to be greater than the
number of the unknowns by making each interval smaller. Since the functions interpolating the
surface current density have a limited degree of freedom, smaller subintervals will result in a
more constant error over each subinterval. If the error is sufficiently constant, it becomes less
necessary to perform operations such as squaring the error in order to avoid the net cancellations
of large positive and negative errors within these subintervals. This approach trades the
complexity resulting from the products of Fourier series which existed in the minimum norm
method for an over-defined set of system equations which produces a least squares problem.
The chosen method can now be applied to (2.228) and (2.229), which defines the error for each
system. The integral of each is taken over a single subinterval of the pth conductor and results
in:
1 a+1 a1
(J df =))dj (2.232)
for the EQS system and:
+) A •= (2.233)
for the MQS system, where the conductor lies on the ith interface between regions and the
subinterval is defined by the normalized endpoints IY and 1,a+ such that:
YO Y0 < Y•+< I YN (2.234)
The additional factor of 1/(i+ 1 - ?) has been added such than when (2.232) or (2.233) are used
to form the equations of an over-defined system, the error density is minimized rather than the
absolute error in dissimilarly sized subintervals. In either case the potential is expressed in terms
of its Fourier series representation:
Pi) () = 0 •= ] + [in [cos( )+ )[•]sin(k) (2.235)
k=l
The integrals of (2.232) and (2.233) can then be expressed as:
0+ ,[ = 0] = V (2.236)
for the EQS system and:
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jo9( + P)= 0])+ 0_ - V = 0
for the MQS system, where:
an r [ke] sin (kYa, )-sin (k + o,[ - Cos(kYa+l + cos Ya
a" +k a k wh
and where:
a+1
= 1
(.f.+l - fa Yn Y a+1f K n(Y)4+ f K (~ d) 4fa n+1
fory, IY, < ,, _ Y,+I
(2.239)
for y < f , < Y,+I < +,,1 < Yn+2
Since the representation, of the surface current density inside the integrals contained in the
expression for l2, is dependent on the interpolation method, Q£ must be calculated for each
method. However, in the formulation of the final matrix equations it will be useful for 0 to be
expressed as a sum over the surface current density parameters, for the conductor on which the
constraint is being applied, as:
(2.240)
N
n=O
The coefficients , in the case of linear interpolation are:
for yd !!a < Y, - Yd+1 and
0 for nd, n#d+1
fa+_ ,-a 2 for n = d
2j,
2 _(f _ý2 (fa.l - ý2)  a n
2 5,
for n =d+l1
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(2.238)
1
(f+ = f
(2.241)
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foryd 
-Ya <y a Yd+1 <a+ Y÷d+2 and
0 for n d, n d+1, n d+2
n+l - Ya +
2 2hk
j ( ) 21 - n+ 1 2
2 2k 2a n
a+1 n+ 22kAn
for n = d
for n = d +1
forn=d+2
In the case of the cubic interpolation method, the surface current density functions within the
integrals of (2.239) are expressed in terms of the cubic coefficients and therefore 92 is expressed
in terms of these coefficients:
f1
(2.242)
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( ~4 _ f- ý n)4(a+1 - n ) a n
4( 3 
_( 
_ý3
3
2 _l-(f _ )2
+(a+1 -ý
+ B,,+ -a D4 4n -(-fa-ýn)•4 4
3
+ 
3
2
+ ( 
- C
+(n+1 - a )D
4a+1 - Yn+ll) 7
4n -9..j
3fa+1 - n+1 )2
+ 3 Bn+1
2+ ( -a+1 n+l1) .,2 11+1
+ (a1- .Pn+i) D3 n+i
In order to determine 9^ in the form of the sum of (2.240), the relation between the cubic
coefficients and the current density parameters of (2.140) is used. The coefficients for the
summation in the case of cubic interpolation are then determined by:
U= 1p a•+1- a)
(2.243)
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(-4 _( _d4(f+1 Yd) u4 a ) U 4d+l,n+l
4
A 1
3
2 _f _ d2
fa+1 - d ) a d
2
a+1 fa )U 4d+4 ,n+1
Sfor yd :Y, <Yjyd+l (2.244)
d4 )
4 U4d+1,n+l
3-
3 U4d+2,n+l
2 2
+~+1 - a ) U 4d+ 4 n+
4
4 -4d+5,n+1
a+ - +3 U4d+6,n+1
2a+1- d+2 U4d+7,n+1
a+ Yd+) U4d+8fn+1l
foryd Ya < Yd+1 < a+1:+ Yd+2
(2.245)
where the subscript of the matrix U indicates the row and column of the matrix element.
The division of the conductor into subintervals, which define the bounding points fa and fa+1,
can now be discussed. Again there are many possibilities; however two basic methods were
utilized here. The first method is well suited for the case when it is desired to create an
equivalent number of subintervals on each conductor as the number of current density
parameters, with the final goal of producing a square matrix equation. In order to prevent the
allowed freedom of the interpolation functions from producing an integrated zero error as the
byproduct of large positive and negative excursions, it is desired to cover each interval with as
many subintervals as possible. Starting with one subinterval, for each interpolation function
interval, results in one less equation than desired. In order to incorporate one additional
Up =
+2,n+l-I U
+
P a+1 fa
4a
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subinterval, the subintervals are moved to straddle the interpolation interval endpoints and one
half-sized subinterval is included on each side as shown in Figure 2-21 a. As compared to simply
dividing the conductor up evenly into the desired number of subintervals, this method provides a
more consistent coverage relative to the interpolation functions intervals.
÷+Y
Position Along O •N2 
-2 YN- YNSensor Interface
-- -- Conductor - -- --
(a)
S+y
Position Along YO p1 .2 YN.2 YN-I YNSensor Interface
I- - - Conductor ,
(b)
Figure 2-21: Location of subintervals, along conductor, used for imposing the final constraints
on the conductor potential. Locations are shown relative to the interpolation function for: a)
producing a number of subintervals equal to the number of surface current density parameters
and b) producing identical subintervals within each interpolation function intervals for the over-
defined case.
In the case when more subintervals are to be included than the number of current density
parameters, the number of subintervals is generally chosen to be some factor greater than the
number of parameters. This is due to the waste in computation efficiency that would be incurred
by converting a square matrix problem into an overly defined problem without affecting the
results significantly. The previous method of dividing the conductor can be adapted by simply
dividing each of the subintervals into smaller, equally sized subintervals such that each original
subinterval now contains the same number of smaller intervals. The number of equations is then
increased by a factor equal to the number of new intervals inside each of the original intervals.
However, when there are approximately twice as many intervals as surface current density
parameters, it becomes possible to use a uniform division of the interpolation function intervals.
The subintervals are then created by dividing each interpolation function interval into equal
subintervals as shown in Figure 2-21b. The number of equations is then increased by a factor
equal to the number of subintervals into which each interpolation interval was divided.
2.3.11 Final System Matrix Construction
The many preceding sections have developed the various relationships necessary to form the
final system equation. The connections between these relationships have been suggested along
the way to motivate the analysis; this section now makes explicit use of the results to develop the
expressions which can be directly used to construct the system matrix. However, in order to
keep these final expressions from becoming confusing and unreadable, the symbols used to
Chapter 2 : Modeling of Planar Sensors in the Presence of Layered Materials
represent terms and coefficients of previously developed relations will continue to be utilized.
The complexity of the notation for these relations will still be increased by the addition of many
indices which are required to indicate a specific interface, a specific conductor, a specific surface
current density parameter, and/or a specific constraint subinterval. Explicit substitution of
expressions is also avoided in order to allow both linear and cubic methods to be generically
described here.
Due to the generality of the modeled structure (i.e., any number of conductor interfaces, any
number of conductors, any number of current density parameters, and a variety of boundary
conditions on the modeled structure) no single expression for directly calculating matrix element
values based on matrix indices will be developed. This is due to the awkward, almost inverse-
like problem that exists in relating the row or column index of the final matrix back to the
interface, conductor, current density parameter, and/or subinterval to which the matrix
coefficient corresponds and therefore this type of expression does not represent the method that
would typically be used to construct the matrix in practice. Rather the matrix is built by
successively appending each system equation generated for each subinterval and represented by
a row vector. Since this row vector generally includes contributions from each conductor
interface, each conductor of the interface, and each current density parameter of the conductor, it
will be created in a similar way by progressing through each contributor and appending its
contribution. This technique of building the matrix has more of a forward problem feel and is
more efficient. Since a closed form for the matrix elements is not developed, several figures will
provide an annotated matrix layout for the MQS and EQS system equations for clarity.
As a starting point for this analysis it will be assumed that the regions, possibly composed of
many layers and separating interfaces containing sensor conductors, have been simplified to
single transfer relations. These relations are then used in (2.210), which relates the Fourier
coefficients of the potential on interfaces to Fourier coefficients of the surface current density on
interfaces through the matrix T-l' [].
The development of the system equation begins by connecting the Fourier coefficients of the
surface current density to the surface current density parameters. Expressions (2.153) and
(2.154) describe the contributions of the current density parameters of a single conductor to the
Fourier coefficients of the surface current density along the interface on which it is contained.
Since the contributions of multiple conductors can be superimposed and since the surface current
density parameters associated with conductors on a given interface only contribute to the Fourier
coefficients of that interface, these expressions can modified to:
C,-1 N ,"
Se[Z]k F=(,).[](, [ick Y(,),,) (2.246)
c=O n=O
Kod]d / jC -1N, ,,oddF[K(a~,c (Yi(,c.,,n (2.247)
c=0 n=0
where i is the index of the interface, C, is the number of conductors on the ith interface, Ni., is
the number of interpolation intervals on the cth conductor of the ith interface, and K(i)c (5K(,n~,)
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is the surface current density parameter at ý(i),c,n -The quantities evel ] and pFo [ ]
correspond to the expressions Fe'v [k] and Fd" I[k] developed earlier for a single conductor
using both linear and cubic interpolation methods. The additional subscript components
(i) and c simply identify the conductor and its associated properties used in calculating
Feven [] and dd[k]
The relationship between the Fourier coefficients of the potential on interfaces and the surface
current density on interfaces is described by (2.210). The matrix equation can be rewritten for
the potential on a single interface as:
[ N,-1I
,(i) [k]= ,,,g [k]K(g) [k] for k •0 (2.248)
g=0
where the subscript of the inverse matrix T-F indicates the matrix element, and N, is the number
of interfaces containing conductors.
The Fourier series coefficients of the potential on a specific interface are required in the 9 term
of the final constraint equations for the conductors found in (2.236) (EQS) and (2.237) (MQS).
From (2.238), the 0 term has the form:
0, [,akiZ.a P [ke]+n  , [a] )[Ak]) (2.249)(),,a ( (),Z, (i)
where i indicates the interface, ' indicates the conductor, and a specifies the subinterval of the
constraint.
The relations of (2.246) and (2.247) for the Fourier coefficients of the surface current density on
an interface can now be substituted individually into (2.248) to produce expressions for the even
and odd coefficients of the potential in terms of current density parameters. These results can be
further substituted into (2.249), which after the reordering of summations results in:
N,-1 Cg-1 Ng A
(i), ,a = 4 (g)c (g),cn (2.250)
g=O c=O n=0
where:
-( (9ee -i -l " oevend
zk ik "F" k+0 ikiTP( Li) .kj) (2.251)4- = , ((Oiv).akT [f .,+l[k])[ ) nP [k]--,.a [+ ]( i , +l [[k])Fng])^d (2.251)
The T,,gl [kI term has not been factored and has been included in parenthesis with the even or
odd 0(i),a, ] terms to indicate the preferred order of operations for numerical computation.
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This order is preferred due to the summation over n which changes the even and odd F(g),c,n [/
terms, but leaves the product of T,;Ig.,+ [k] and 0(i),,a [k unchanged.
The earlier discussion on the behavior of the matrix T/[k] as I -+ o0 can now be put to use.
Recall that T [k] is typically a full matrix at low mode numbers and at some larger mode
number all of the interfaces of the modeled structure become essentially decoupled leaving both
T/[k] and T-1[k] approximately diagonal. At even larger mode numbers the diagonal
elements of T [k] are approximately equal to those that would occur if the layers immediately
adjacent to the conductor interfaces had infinite thickness. For these larger mode numbers, each
diagonal element of -• [k] is therefore only dependent on the adjacent layers of the
corresponding conductor interface. The mode number at which this approximation becomes
valid is defined as kn . In the case when the off diagonal elements of T-1' [• are considered to
be zero, the summation over g can be simplified to a single term. The summation of (2.250) can
then be expressed as:
SNI -1Cg - Ng (, + ) forg=i (2.252)
(i),z,a E= 1 !(g),c ( g),c,n (2.252)
g=O c=O n=O 2 for g i
where:
20 l1 7 F(1O]ve Fj odd rk'- ft A Aodde (2.254)
L ] G+,L (g),c,n +"'j aG"(i),x,acn Li)
=2 i)/F=1g , +,  , (2.254)
for i#g
+1,g+ 1 = I , l,+for i+ (2.255)
T- 4i[k] fori g
and where G(i)[k represents the matrix element T,-l,+, [k] calculated by assuming that the
layers adjacent to the conductor interfaces have infinite thickness. Under this assumption each
interface can be treated as independent of the others and (2.208), relating the potential to the
surface current density for a single interface, can be rearranged to produce:
G() [V] =1 (2.256)
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Although the summations over k in ;l and ;2 could have been divided such that there was no
overlap and therefore V would have been equal to T- ', the partitioning used has practical
computational value.
In most simulations, the geometry of the conductors and the electrical properties of the material
in layers adjacent to the conductor interfaces remain unchanged and therefore the result of the
summation within 4; is unchanged as other layer properties are altered. Since changes in the
thickness of layers adjacent to conductor interfaces may change kf , the chosen division of the
summations forces only the summation in 42 to be affected. This is preferred since the
summation in 12 is over a finite range of k, which should be faster to compute than the
summation range of k in 4; which is currently unbounded. This division of the summation is
also useful in the cases where the electrical properties of layers adjacent to the conductors are not
constant. For these cases a factor dependent on the electrical properties of the adjacent layers
can be removed from the summation in 4;. Therefore, it is again unnecessary to compute the
summation more than once for a fixed geometry of the conductors.
A similar division has been used in previous work [2, 3] which utilized linear interpolation
methods for conductors located on a single interface. However, the infinite summation similar to
that in l, which involve the transfer relations for layers that are approximated as infinitely
thick, were evaluated using a rapidly converging series. The use of cubic interpolation functions
results in additional powers of 1/k in the summation of 4; that are not present when using linear
interpolation. Although it is expected that rapid methods for computing the summations of these
additional terms exist, they were not pursued here. This is due to the fact that the summations
only need to be computed once for a specific geometry and therefore do not represent the bulk of
the computational time. Additionally, the choice of parameterizing the surface current density
instead of the potential results in a summation, which contains terms that decay significantly
faster.
This faster decay comes from the smoothness of the quantity represented by its Fourier series
reconstruction in the final conductor constraints. In the case of either linear or cubic
interpolation methods, the Fourier coefficients of the parameterized surface current density
contain a 1/k factor, while the parameterized potential would contain a 1/ 2 factor. The Fourier
coefficients for the potential enjoy a faster decay due to the continuity of the potential as a
function of y as opposed to the jump in the surface current density at conductor edges.
However, in reaching the conductor constraint for which 4• is being evaluated, the Fourier
coefficients of the surface current density are multiplied by a 1/Ilk factor from the transfer
relations and another 1/Ilk factor from the integration present in applying the constraint. In
comparison, the Fourier coefficients of the potential utilize the transfer relations in a reciprocal
fashion, which requires a multiplication by k. In this alternate formulation the final conductor
constraint would integrate the Fourier representation of the surface current density and provide
an additional 1/k factor. The end effect is that the parameterization of the surface current
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density results in a summation with a 1/k3 factor as compared to the parameterization of the
potential for which the summation contains a slower decaying 1/k2 factor. However, the actual
number of terms required for an accurate estimate of the infinite sum in 4; also depends on the
functions of k which multiple the 1/k3 factor.
These functions are differences of products of sines and cosines and originate in the evaluation
of the Fourier coefficients of the parameterized surface current density and in the Fourier series
reconstruction of the potential. With respect to the behavior of the summation terms, these
functions tend to modulate the 1/k13 factor and contain both high and low frequency components.
The summation of the higher frequency modulation components converges more rapidly than the
summation of lower frequency modulation components and therefore the lowest frequency
components limit the rate of convergence for the summation. The lowest frequency components
result from the difference of sines or cosines produced by the integration of the final conductor
constraints in (2.238). The use of trigonometric identities for differences of sines and cosines
then allows the argument of the dominant low frequency modulation component to be identified
as k (a+ - a). The modulation frequency can then be determined as the coefficient of the
summation variable k and can then be expressed for the smallest subinterval dimension Amin
using unnormalized dimensions as: 2;r(Amin /12). Therefore, the rate of convergence for the
summation in ;l depends on this quantity.
Based on the relation for the modulation frequency, it can be seen that in a modeled structure
where the ratios of the conductor subintervals to the wavelength are sufficiently large, the
summation will converge rapidly. However, in a problem that is poorly scaled, this ratio will be
very small and therefore many terms will be required to approximate the summation of 4;. In
these cases the use of a rapidly converging series or other approximation method may be
preferred for evaluating ;1. However, if the thicknesses of layers adjacent to the conductor
interfaces are also very thin as compared to the wavelength, the number of terms required in the
summation of G2 will also be large and result in slower computations. The sensor structures, for
which these simulation techniques were applied, were well scaled and allowed reasonable
computation of 4• and ,2 without the use of other special methods.
In addition to the use of the Fourier series coefficients of the potential in the 0 term of (2.236)
(EQS) and (2.237) (MQS), the coefficient for the k =0 mode also appears directly in each
constraint. The form of the relation between the coefficient of the potential and the coefficients
of the surface current density on the other interfaces is dependent on the specific conditions
imposed on the bounding layers or bounding interfaces of the modeled structure and also on
whether the system is EQS or MQS. These various relations have been developed in previous
sections and generally put in the form of a matrix relation between the k= 0 coefficients of
interface potentials and the k = 0 coefficients of surface current density on interfaces. Since the
k = 0 mode of Fourier series representation of the surface current density along an interface can
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still be related to the surface current density parameters by (2.246), the k= 0 coefficient of the
potential at an interface can then be related to the surface current density. The relations for the
EQS system with various bounding constraints of the modeled structure are summarized as:
N,-1Cg -1Ng.
c c ,,+.,g+1 .[ O ' )c,] /=0]/ (, (Y),c.n) for EQS, ZP
g=O c=O n=O
N,-1 Cg-1 Ng'
,)[k=0] = *D + t,[, [k = ] • •n, = 0] (,. (p ,) for EQS, NZP, i• 0 (2.257)
g-= c=O n=O
i0D for EQS, NZP, i = 0
where (I is an unknown which must be solved for in the system equation, ZP indicates a system
with at least one imposed zero potential bounding interface, and NZP indicates a system with no
zero potential bounding interfaces. The MQS system is assumed to have bounding layers of
infinite extent, however there may be return currents at positive or negative infinity. The
relations for the k = 0 coefficient of the potential in the MQS system are:
NI -1 C9 -1 Ng,
= 0 = ]t,_ = + t  =0even [+ o]•, g) for MQS, i 0
0 for MQS, i= 0
(2.258)
The first term for the i# 0 interfaces is a constant since the current at infinity must be an
imposed quantity and therefore this term must ultimately be moved to the constant side of the
matrix equation.
The conductor constraint of (2.237) for the MQS system case has an additional term n, which is
not present in the EQS constraint. This term is expressed as a sum over the surface current
density parameters of the conductor, on which the constraint is being applied, in (2.240). The
additional subscripts indicating the interface, conductor, constraint subinterval, and current
density parameter can be added to the terms in this summation such that the relation becomes:
i), = • ,),z,a,.ni(,).x (J(i).,,) (2.259)
n=O
This provides the final relation needed to express the terminal constraints of both (2.236) (EQS)
and (2.237) (MQS) in terms of the current density parameters, constant terms and additional
unknowns.
EQS System Equation
The terminal constraint which must be applied to every subinterval of every conductor in the
EQS system has the form:
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(i),x,a + P() [/= = (i z  (2.260)
where v(i)., represents the imposed voltage on the zth conductor of the ith interface. The
quantities on the LHS of this equation have been related to the surface current density parameters
and possibly an additional unknown potential by (2.252) and (2.257). Substituting these
quantities into (2.260) and rearranging the summation terms produces the following expressions:
N,-1C-4 N b +z +4) for g = ]
E : g(g),c Y(g),c,n l +2 (i) for EQS, ZPg=O c=O n=0 2 + 3 for g i
(2.261)
(4,+ 2) forg=i=0
N,-1Cg-1Ng A2 for g i, i = 0
K(g),c (g),c,)n 2+ 0 = i,),x for EQS, NZPg=O c=O n= (-1 -4) forg=i#0
(2 4) for gi,i forEQSNZP
where:
= T];,+, L[ e O] = k0] (2.262)
and:
4=t=[-O] n( ) " -O] (2.263)
By repeatedly applying (2.261) to each subinterval of every conductor on every conductor
interface, a system of equations having the form:
Sk = E (2.264)
can be constructed, where k is a column vector containing the unknown surface current density
parameters, and E contains the imposed conductor voltages.
In the case of a system with no imposed zero potential bounding interfaces (NZP), (2.261)
contains an additional unknown 0Do which must be appended to k. The introduction of this
additional unknown requires the inclusion of an equation restricting the net current into all
conductors to be zero. By substituting the expression of (2.227), for the current into a single
conductor, into the net current equation of (2.220) and adopting the notation of this section, the
following equation is produced:
_ Aeen [= 01 (i),c (g),c,n = 0 (2.265)
g=O c=O n=O
which should be appended to the system matrix S. The structure of the resulting matrix and
column vectors for both the ZP and NZP cases is shown in Figure 2-22.
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Figure 2-22: Structure of the final system matrix equation for the EQS system. The matrix S
contains the coefficients of the unknown surface current density parameters contained in the
column vector k. These coefficients are present in the equations resulting from the constraints
placed on each subinterval of each conductor. The column vector E then contains the imposed
excitation voltage for each conductor. In the case when no bounding interfaces have an imposed
zero potential (NZP), the matrix and each column vector contains an additional component.
MQS System Equation
The terminal constraint which must be applied to each subinterval of a conductor in the MQS
system has additional terms compared to that for the EQS system. In addition, voltage of each
conductor in not imposed and therefore becomes an additional unknown. The expression for the
constraint on a specific conductor subinterval is:
jo (),a + i) [• = 0]) + ),,a 0V). =0 (2.266)
As in the EQS case, the terms on the LHS of this equation have been expressed in terms of the
surface current density parameters and imposed return currents at positive infinity, except for the
unknown conductor voltages ^(i),z, by (2.252), (2.258), and (2.259). Substitution of these
expressions into (2.266), followed by rearranging the summations, produces the following
expression for the constraint on the ith interface, Xth conductor of the interface and ath
subinterval of the conductor:
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j(o
( (c(; +• 2 +,4 ) i)X n )
jO( 2 + 4)
for g = i= 0
for g i, i0= 0
(i),x ooforg=i 0 0
for g i, i 0 O
for i • 0
for i = 0
(2.267)
where:
(2.268)and where hasbeen previously defined i  (2.263).
and where ý;4 has been previously defined in (2.263).
Coefficients of
Constraint Equations
Subinterval i).X.O ),),l -1 0 0
( i),,N (i),x,N(i),z -1 0 0
Subinterval •) o y < i)< ,, O0 -1 0
i),x,  -1 Y),x N, 0 -1 0
Subinterval i)x,o <  i),z, 0 0 -1
Y~i),xNij), Y1 Yi),x,N ij 0 0 -1
Conductor (i = 0, X = 0) 0 0 0
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Figure 2-23: Structure of the final system matrix equation for the MQS system. The matrix S
contains the coefficients of the unknown surface current density parameters and unknown
conductor voltages contained in the column vector k. These coefficients result from the
equations produced by the constraints placed on each subinterval of each conductor and each
conductor's net current. The column vector E then contains the constants related to either the
return current at infinity or the imposed current in each conductor.
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2.3 General Model Equations
Unlike the EQS system, in which the imposed system excitation is present in each of the
constraint equations, the MQS system requires additional equations to constrain the net current
for each conductor to the imposed value. The total current for a specific conductor is expressed
in terms of its surface current density parameters in (2.227). The additional equations required to
enforce the conductor current have the following form:
Aieven [=O]K(Y.)=Ki). (2.269)
n=0
By applying (2.267) to each subinterval of each conductor and by applying (2.269) to each
conductor the final system of equations can be built for the MQS system and put in the matrix
form of (2.264). The structure of the resulting matrix equation is shown in Figure 2-23.
2.3.12 Effects of Symmetry on the Model
The development of the model has made no assumptions about the existence of any symmetry
within the modeled structure, allowing it to be applied to the most general problems. Any
symmetry present could simply be ignored and all conductors for the complete period of the
structure would then be included in reaching the final system equation and solution. However,
ignoring the symmetry will generally result in a waste of computational effort in three primary
areas. First, the expressions for relating the surface current density parameters to the Fourier
coefficients may be calculated for conductors with identical coefficients to other conductors and
therefore resulting in redundant calculations. Secondly, the even coefficients, the odd
coefficients, and/or the even modes of the coefficients may be exactly zero, in which case their
determination by calculation represents wasted computational effort. Furthermore, any
computations which utilize these zero or redundant coefficients provide yet another waste in
computational effort. Thirdly, the number of unknowns may be increased due to the inclusion of
conductors on which the surface current density distributions are directly related to those on
other conductors, resulting in a larger final matrix equation which must be inverted. The
existence of any useful symmetry should therefore be included in the definition of the modeled
structure.
Symmetry Type Description
Periodic K(y)= K(y + A)
Even K(y)= K(-y)
Odd K(y)= 
-K(-y)
Half-wave K(y) = -K(y+ 2/2)
Table 2-2: Summary of symmetry types which may be imposed on modeled structure. The
periodic condition is included as a starting point since all of the other symmetries are assumed to
have this symmetry.
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Symmetry Type Adjustment to Coefficients Part of Period Defined
Periodic none 2
Even Feve" [k = 2Feve" [] 2/2
nFoa  = 0
Odd Fodd [k]= 2F dd [k] 2/2
F even" k=o
Half-wave F•eve[] = 2Fv [] fork =1,3,5,... 2/2
Podd[k~]= 2Fo:d[k] fork= 1,3,5,...
F even[k]=O fork=0,2,4,...
F" [k/] = 0 for k = 2,4,6...
evn[ ]=O fork=0,2,4,...
nFoa [k]=0
Odd, Half-wave F [k = 4Fo [] for = 1,3,5,... A/4
a d[k =0 for = 2,4,6...
nF even [k] 0
Table 2-3: Summary describing how symmetry is incorporated into the models. For each type
of symmetry, more efficient computational methods result by defining the modeled structure
over only the listed portion of the period. The modified coefficients are indicated with a double
dot and specified in terms of those calculated using only the indicated portion of the period.
Coefficients indicated as zero do not need to be computed or carried through to further
computations.
The types of symmetry which can easily be included for efficiency are odd, even, and half-wave
symmetry; combinations of even or odd and half-wave symmetry may also be included. The
result of an even or odd symmetry simply forces the corresponding opposite coefficients to zero.
In addition, only one-half period of the structure needs to be defined in either case, and the
nonzero coefficients are then simply doubled. The half-wave symmetry forces the coefficients
for even mode numbers to zero including the even k= 0 mode. Again only one-half of the
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period must be defined and the nonzero coefficients are doubled. In the case when both half-
wave symmetry and either even or odd symmetry are present many coefficients will be zero. It
is then only necessary to define one-quarter of the period, while nonzero coefficients are
quadrupled. The Table 2-2 summarizes the mathematical description of the symmetry types,
while Table 2-3 summarizes the affect on coefficients, and the portion of the period that must be
defined. Any further calculations based on coefficients which are zero should be omitted.
2.3.13 Computation of Impedance and Admittance
One of the primary goals of modeling the sensor is to predict its terminal characteristics for use
in estimating the sensor's performance or for use in inversion methods which attempt to predict
the best set of physical properties responsible for producing a measured terminal response. The
preferred characterization of this terminal response is dependent on whether the modeled
structure is MQS or EQS.
In the MQS system the impedance matrix is preferred and relates the winding voltages to the
winding currents as:
V,1 Z, I ... ZIN i
= (2.270)
v ZN1 ... ZNN _1
where the system is composed of N windings. The diagonal elements represent the self-
impedance of each corresponding winding while the off-diagonal elements represent the
transimpedance between windings.
One method of determining the impedance matrix is to simulate the modeled structure by
selectively exciting one winding at a time. By forcing the current in one winding to be a unit
value, while forcing the current in all other windings to be zero, the resulting vector of winding
voltages is equivalent to the column of the impedance matrix corresponding to the excited
winding. By repeating this process for each winding, the full impedance matrix can be obtained
if necessary.
If the voltages on the LHS are equivalent to the voltages used in formulating the system
equation, the winding is composed of a single conductor with infinite extent in the z direction.
This implies that each of these winding loops consists of a single conductor in the finite structure
and an infinitely conducting path which stretches out to infinity. In most structures, the winding
loops of interest are typically formed from the interconnection of these single conductors such
that the winding path remains in the finite structure. The form of the relation in (2.270) can still
be used, but the voltages are then calculated as the sum of the individual conductor voltages with
the sign of each term determined by whether the path is aligned or anti-aligned with the +z
orientation of each individual conductor forming the loop. Each current in the column vector on
the RHS of (2.270) is associated with a winding loop formed by interconnected conductors. The
currents in each conductor segment forming a particular loop must then be equal and in the
direction dictated by the loop path in order for the terminal response to be described in the form
of (2.270). Although the impedance matrix which relates the voltages of individual conductors
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to the current in individual conductors can be used to calculate the impedance matrix for the
interconnected conductors, this is generally not the most efficient method. Each individual
conductor of an interconnected winding can be excited by a unit current with a sign
corresponding to the winding path direction, while all other conductors are imposed with no net
current. After solving for the individual conductor voltages, the interconnection of the individual
winding segments for each winding loop are used to evaluate the voltage of each interconnected
winding. The vector of these voltages represents a column of the desired impedance matrix and
sequentially exciting each interconnected loop produces the full matrix.
In the case when symmetry within the structure is imposed, the voltages on single conductors
which would be interconnected to form the physical winding loops may not be calculated. The
voltages of these conductors must be determined by the symmetry which was imposed. For
example, if odd symmetry is imposed, the inclusion of a conductor in defining the half-period of
the structure implies the existence of an additional conductor in the other half-period. Due to the
odd symmetry, the voltage on this implied conductor will be the negative of that calculated for
the one included in the structure definition. In considering the sign of each term associated with
a winding path, the voltage of the implied conductor is still based on a +z directed path and must
be accounted for accordingly. In the case of a pseudo-periodic structure with interconnected
windings which involve the interconnection of implied conductors within other periods a method
similar to the preceding can be employed.
Due to the assumed infinite extent of the conductors in the z direction, the winding voltages
involved in the formulation of the system equations have been normalized on a per unit length
basis. The impedance matrix quantities determined from these voltages are therefore also on a
per unit length basis. The absolute impedance values can be determined by denormalizing the
voltages based on the actual winding loop path lengths to which they correspond by multiplying
by the physical conductor lengths.
In the EQS system the preferred representation of the terminal response is in terms of the
admittance matrix which relates the electrode current to the electrode voltage as:
= " (2.271)
where N is the number of electrodes.
As with the MQS system the elements of the matrix can be evaluated by selectively exciting the
electrodes. However, in the EQS case the selective excitation is done by imposing the voltage of
one electrode to a voltage of value one, while forcing the other electrodes to zero voltage. The
vector of electrode currents then represent one column of the admittance matrix corresponding to
the excited electrode; repeating the method for each electrode produces the full matrix.
Multiple single conductors included in the structure can also be connected to form larger
electrodes. In this case the voltage on each must be identical and the current into the electrode is
the sum of the current for each conductor. Since there is no loop path associated with the
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interconnection of electrodes, the terms of this sum retain their original sign unlike the MQS
system. The interconnection of implied electrodes due to symmetry can be handled similarly to
the MQS system, again with the requirement that the interconnected electrodes are of the same
voltage. In the EQS system, the infinite extent of the electrodes resulted in the electrode current
to be expressed on a per length basis; denormalization is accomplished as in the MQS system.
2.3.14 Post System Solution Computations
In addition to the terminal characteristics of the sensor structure modeled, many other quantities
of interest can be evaluated once the surface current density parameters have been solved. These
include electromagnetic fields and currents at both interfaces and in the volume of the material of
the structure. The fields and currents have value in validating the self consistency of the model,
improved understanding of the interaction with the material, and for further use in other models.
Surface Current Density in Conductors
The surface current density parameters describe the surface current at discrete points along each
conductor and can be used to determine the full distribution in one of two ways. In developing
the general model equations, the value of the surface current density at discrete points was
related to the current density between the points using interpolation functions. In the case of
linear interpolation, coefficients of the linear functions are described directly in terms of the
surface current density values at discrete points using (2.127). In the case of the cubic spline
interpolation method, the interpolated value is based on the cubic function of (2.128) and the
coefficients of this function must be determined from the surface current density values at all
discrete points of the conductor using (2.140).
A second method of evaluating the surface current density along an interface containing
conductors is to utilize the Fourier series representation. The Fourier coefficients needed for the
series representation are related to the surface current density parameters of each conductor on an
interface through (2.246) and (2.247). The surface current density as a function of the position
along the interface is then determined by:
,(Sj)= K -o] + P "K(7 [i ]cos(k)+K [ siin() (2.272)
k=1
where i is the index of the interface.
Potential at Interfaces
The potential at interfaces containing windings was required in the development of the models
and is described by its Fourier series. The coefficients of the series can be evaluated from the
surfaces current density parameters using (2.248), (2.257), and (2.258) and used in the Fourier
series representation of (2.235).
The Fourier coefficients of the potential at the interfaces void of conductors are needed for both
evaluating the potential at the interface and for calculating the distribution of fields and currents
within layers adjacent to the interface. The methods utilized in developing the modeling
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equations avoided these intermediate calculations by combining the relations for individual
layers into a single relation for the region composed of multiple layers. Relations between the
coefficients of the potential at these interfaces and any other quantity which can be related to the
surface current density parameters by existing equations have not been developed. There are at
least a few possible methods of relating the Fourier coefficients at these interfaces to other
known quantities. However, a method which utilizes the iterative techniques of combining layer
relations was chosen.
As a starting point, the interface void of conductors on which the Fourier coefficients are desired
is assumed to lie somewhere in the region between two interfaces containing conductors. The
expressions for the Fourier coefficients on these interfaces can be evaluated from previous
results. The region between these interfaces may contain many layers and interfaces other than
the one of interest. For the coefficients associated with k# 0, the previously developed methods
of combining transfer relations from each layer can be applied to the layers between the interface
of interest and interface with index zero and again to the layers between the interface of interest
and the interface of index N,. This results in one relation for the group of layers below the
interface of interest and one relation for the layers above:
QO k] M .- Mi- [k P kL []_ [=m- []1)["~]IF 1 (2.273)
] 1] M 1- M] E1 (2.274)
where m is the index of the interface for which the coefficients of the potential are sought.
The usual boundary condition for both the MQS and EQS systems require that Q+ = []
at the interface void of conductors. By setting these quantities equal, the coefficients of the
potential on the mth interface can be related to the coefficients on the interfaces which bound
the region:
S 2 ] -I Pk, [k + k]  for # 0 (2.275)
In the case when the interface of interest is in a bounding region of the structure, one of the
region interfaces will either be constrained with zero potential or located at infinity. The
methods of combining layers for the bounding regions must then be applied to the layers which
lie between the mth interface and this bounding interface. Depending on which side of the mth
interface this bounding interface is located, one of the relations (2.273) or (2.274) is then
replaced by a linear relation. This results in the absence of the term in (2.275) that is associated
with the potential on the corresponding bounding interface.
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Evaluation of the k = 0 coefficient of the potential on an interface void of conductors requires a
somewhat specialized handling due to the possibility of conducting layers in the MQS system.
Therefore the calculation of the coefficients is only described for the EQS system and for regions
of the MQS system composed of nonconducting layers. Note that for the MQS system, the
k= 0 coefficients are often zero due to symmetry or imposed conductor currents, in which case
the k = 0 coefficients can be taken as zero and the issues associated with calculating the
coefficients for interfaces in regions with conducting layers are avoided.
Under the specified conditions, the quantity Q[k] within a region is identical at each interface
void of conductors and on the inside of the bounding interfaces. Methods of combining relations
for k = 0 in these regions produced a linear relation between the jump in potential between
region interfaces and the quantity Q[k]. Since the k= 0 coefficients of the potential at the
boundary can be determined from previous methods Q[•k] can be determined by:
/=0] = M•- NL-') = 0]0 ([ = 0]-- l [,~ =0]) (2.276)
In the special case of the bounding regions, Q [k] is zero for the EQS system when an interface
is located at infinity while for the MQS system Q[k] is dependent on the current returned at
infinity as described by (2.200) or (2.201). The relation of (2.276) is valid in the bounding
regions of the EQS system in the case of a constrained interface and the potential at the
corresponding interface will be zero.
The potential at an interface within the region can then be determined by:
P Po • =- ] (2.277)
or:
S[]= [k] M+ (NL) = ] (2.278)
Either relation can generally be used, although in the bounding regions of the structure only one
may be useful.
Potential and Fields within Layers
In both the EQS and the MQS systems the distribution of the potential and fields inside each
layer is the result of the superposition of multiple solutions corresponding to different values of
k. The portion of the solution associated with a specific value of k is described in terms of the
Fourier coefficients of the potential at the layer's interfaces for the same value of k. Therefore,
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once the coefficients of the potential have been determined at a layer's interfaces, the field and
potential in the layer can be evaluated as the sum the solutions over all values of k.
2.4 Approximation of Aperiodic Structures
In order to model aperiodic sensors, the approach of using a long wavelength periodic (Fourier
series) approximation was taken, although a Fourier transform approach is also possible. A
closed form for the Fourier transform of the parameterized surface current density can be
derived; however the inverse Fourier transform of the resulting surface vector potential requires
numerical integration techniques for evaluation. As a result the long wavelength periodic
approach is "loosely" one method of carrying out this numerical integration, although it is
expected that more efficient integration methods may be possible by working directly with the
Fourier transform.
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Figure 2-24: Convergence of a long wavelength approximation for estimating the response of
an aperiodic MQS sensor. Deviation in sensor response (compared to a relative wavelength of
20) for the sensor of Figure 4-4 as a function of the relative wavelength of the periodic structure
model used to approximate the physically aperiodic sensor structure. Real and imaginary
components of the primary-secondary transimpedance are shown for the sensor in air and with a
MUT composed of a 30 %IACS (17.4 MS/m) infinite half-space at a distance of 0.001 in.
(25.4 um) from the sensor.
The quality of this long wavelength approximation is evaluated in Figure 2-24 for the sensor
construction of Figure 4-4. A relative wavelength of one corresponds to the vertical distance
between the uppermost and lowermost primary windings in the sensor figure. The deviation in
the real and imaginary parts of the transimpedance between primary and secondary windings is
presented as a function of the relative wavelength used for simulation. The deviation is relative
to the response obtained at a relative wavelength of 20. Although there is no guarantee that the
response at a relative wavelength of 20 is close to that of the true aperiodic response it is
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considered a reasonable assumption for this comparison. Model results for the sensor in air and
at a 0.001 in. (25.4 pm) lift-off from a 30 %IACS (17.4 MS/m) infinite half-space with a 1 MHz
sensor excitation are compared. It can be seen that the sensor response converges more rapidly
for the conducting material. Conceptually the periodicity in the model results in an array of
aperiodic sensors for which the interaction can be reduced by increasing the separation (relative
wavelength) or by shielding the fields, which is the result of the conducting MUT. As a practical
comparison, the more slowly convergent air response reaches a deviation of approximately
0.0015% at a relative wavelength of 7, which is approximately comparable to the error
introduced by measurement quantization at 16-bits.
2.5 Using Multiple Infinitely Thin Conductors to Approximate Finite
Thickness Conductors
In addition to modeling multi-layered sensors, the ability of the model to include multiple
conductor interfaces can be exploited for approximating finite conductor thickness. In the
preceding model description, the finite thickness of the windings in the MQS case was
introduced only in terms of its effect on the winding surface conductivity. The actual currents
were assumed to be confined to a single plane. The validity of this assumption will depend on
the relative geometric dimensions of the sensor. However, in cases where this assumption is in
question or violated, additional winding interfaces can be introduced to provide a discrete
approximation to the currents distributed over the winding thickness as shown in Figure 2-25.
For this approximation, each additional winding interface contains a winding of equivalent
length positioned directly above or below the other discrete windings and is constrained to be at
equal electrical potential as other discrete windings. Since each discrete winding represents a
portion of the thickness for the actual winding, their surface conductivity is adjusted accordingly.
Although the introduction of these windings introduces additional unknowns and computation, it
should be more efficient than resorting to FEM methods.
Physical Winding Outline
Physical Winding Outline
SWinding Interface 1. ....
Winding Interface 1 . Windin Interface 2
Windin Interface 3j#
Single Model Winding Multiple Model Windings
(a) (b)
Figure 2-25: Approximation of finite thickness windings using multiple infinitely thin
windings. a) Finite thickness winding modeled by a single infinitely thin winding. b) Finite
thickness winding modeled by multiple infinitely thin windings located on independent
interfaces in order to approximate the actual current distribution.
In order to demonstrate the use of this technique for modeling the diffusion of currents within a
winding, the periodic structure of Figure 2-26 is introduced. This winding structure is composed
of identical rectangular windings, each extending infinitely in the z direction. Each winding is
excited with a sinusoidal current such that the magnitude of the net current in each winding is
equal to 1 Amp while adjacent windings have currents flowing in opposing directions. This
results in a structure with a spatial period of 4 mm, which is twice the spacing of the windings in
Chapter 2 : Modeling of Planar Sensors in the Presence of Layered Materials
the y direction. The windings in this example are located in a nonconducting and nonmagnetic
medium.
Per
+x
+Y 100 Pm
Figure 2-26: Periodic winding structure with finite thickness windings which are simulated
using multiple infinitely thin windings. Each winding has a 200 pm by 100 pm rectangular
cross section with extends infinitely in the z direction. Each winding is excited by a sinusoidal
current source such that the current in adjacent windings flows in an opposing direction.
The current distributions within these windings are simulated using the MQS modeling
techniques while subdividing the thickness of the winding in the x direction into multiple
infinitely thin windings. Figure 2-27 presents the results of these simulations in which both the
number of windings into which each winding is subdivided and the excitation frequency
dependent skin depth are varied. Due to the symmetry, the magnitude of the current distribution
within each winding is identical and is therefore only shown for a single winding for each
simulation case. Each finite thickness winding is equally divided into either 3 or 10 infinitely
thin windings, each having a finite width of 200 pm in the y direction. The surface current
distributions calculated on each of the infinitely thin windings are presented by uniformly
distributing the current over the portion of the finite thickness winding to which the surface
current corresponds.
In the case in which the skin depth 5 is equal to the 100p m thickness of the winding, a minimal
diffusion effect is observed as seen by the uniformity of the current distributions. Although one
may expect to see some variation, the fact that the currents are diffusing from multiple sides of
the conductor in conjunction with the common color scale used for all plots obscures these small
variations. The distributions, as displayed, appear essentially identical for this skin depth when
comparing the N = 3 and N = 10 plots. This is due to the uniformity of the surface current
distribution for each infinitely thin winding which, when displayed as previously described,
results in the overall uniformity of the approximated volume current. However, the similarity
between the plots of the approximated current distribution should not be confused with these
approximations being equally accurate for other purposes. For example, the magnetic fields
associated with these two cases would not be identical due to the locations of the current sources
which coincide with the infinitely thin windings used in the approximation.
The simulations for which the skin depth is significantly smaller than characteristic dimensions
of the windings demonstrate the effects of magnetic diffusion on the current distribution within
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Figure 2-27: Approximation of the current distribution within a finite thickness winding using
multiple infinitely thin windings. The 200 pmx 100 pm rectangular winding is part of the one-
dimensional periodic winding structure shown in Figure 2-26. The current density within the
winding is approximated by subdividing the winding into N infinitely thin windings which are
equally spaced in the x direction. The approximate current density magnitude distributions are
shown using 3 or 10 infinitely thin windings with the winding excited by frequencies
corresponding to skin depth values within the winding of 10 pm, 25 pm, or 100 pm.
the windings. The distributions which utilize only 3 infinitely thin windings appear as a course
approximation to those using 10. Unlike a circular conductor in which the currents would
distribute themselves uniformly around the circumference, the rectangular conductor can be seen
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to concentrate the currents near the comers as the skin depth decreases. In the cases in which the
effects of the winding thickness are of importance and when the skin depth is sufficiently small,
a good approximation to the finite thickness may be achieved with as few as two infinitely thin
windings. Rather than positioning the interfaces of the windings at the center of the regions
resulting from the even subdivision of the finite thickness winding, positioning these interfaces at
the upper and lower surfaces would provide a good approximation since these locations
correspond to the positions of the majority of the resulting currents. This would reduce the
computation related to the extra unknowns which are associated with the negligible surface
current density inside the conductor.
The previous example focused on approximating the winding current distribution for an MQS
system; however, a similar technique can be applied to the finite thickness electrodes for an EQS
system. Although this is very similar to the technique applied for the MQS model, it differs in
the placement of the discrete electrodes. Physically the injected current in the EQS case occurs
at electrode surfaces where the surface charge is also located; in the EQS system the electrodes
are well approximated as perfectly conducting. Therefore, the upper and lower most infinitely
thin electrodes of the approximation should be placed in the locations of the actual electrodes
corresponding to upper and lower surfaces. Additional approximating electrodes should be
located between these two electrodes and are held at the same potential as the other electrodes
approximating the actual finite thickness electrode. These additional electrodes tend to model
the left and right sides of the finite electrode and drive the potential within the region coincident
with the finite electrode to approximate a constant as is the case with the perfectly conducting
electrode. Since the upper and lower electrodes and the portions of the other electrodes located
at the left and right sides of the interior will shield the center, only negligible current will be
introduced at the center of the interior electrodes. Therefore, it is also expected that each of the
infinitely thin electrodes that lie inside the finite thickness electrode may be broken into two
electrodes that do not extend all the way to the center. As with the MQS case, these types of
reductions reduce the number of unknowns which must be determined and have the effect of
producing faster computations. The modeling of finite thickness electrodes for the EQS problem
has been dealt with more directly for conductors of rectangular cross-section in [19].
Although the use of multiple infinitely thin conductors was primarily conceived as a method for
the finite thickness conductor approximation, another use has become apparent. Specifically,
this involves the modeling of conductors of irregular cross-section. Much like the discrete
approximation of the rectangular conductors, the irregular shape would be approximated by
being subdivided in x direction into multiple interfaces on which infinitely thin conductors would
be dimensioned in the y direction to approximate the desired shape. In the MQS case conductors
of specified conductivity could be modeled while in the EQS case the conductors would be
perfectly conducting. The modeling of these irregularly shaped conductors may also include
layered media. The efficiency of this use as compared to other available methods remains
untested; however, this use perhaps makes the methods described in this chapter useful for a
larger class of problems than was obvious at the outset.
2.6 Inversion
The main focus of this chapter has been the development of modeling techniques for structures
representing sensors of interest with the goal of being able to predict their terminal response.
However, the ultimate goal of utilizing these sensors and models is to obtain physical MUT
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properties from measurements. The modeling techniques described for predicting the sensor
response as a function of the MUT properties are numerical in nature and do not produce
expressions for which the direct inverse can be obtained. The result is the classical inverse
problem in which dependent function parameters are known and the independent parameters are
sought.
More specifically, the measurements consist of transimpedance (or transadmittance) values, in
complex form, at one or more frequencies and from one or more sensing elements. The goal is
then to find the unknown MUT properties, which are the most likely for the given set of
measurements. In order for a unique solution to possibly be found, it is necessary that there are
at least as many measurements as unknown properties. A single transimpedance measurement
generally counts as two measurements since it is a complex value, although certain sensor and
MUT configurations may produce completely real or imaginary impedance data in which case
only a single measurement is counted. In order for each measurement to be counted it should
also be independent of the other measurements, which in the strictest sense is not often an issue.
However, in the presence of measurement errors, the degree of independence will directly
influence error in estimated properties; this is discussed in Section 2.6.2.
2.6.1 Techniques
In order to find the most likely set of properties, inversion problems such as this are typically
formulated in one of two ways: as a non-linear root searching problem or as an optimization
problem. The root searching approach is comprised of a system of M functions, one
corresponding to each measurement. Each of these functions has N independent parameters,
one for each MUT property. The problem is then to find the best solution to the set of equations:
Fm (x,,...
, x,n)-Zm = 0, for meM (2.279)
where Zm is the mth measurement.
In contrast to the non-linear root searching approach, the optimization formulation differs by
focusing on a single equation known as the metric. The metric is commonly formed as:
I (Fm (xl,...,Xn)-Zm) 2  (2.280)
meM
The solution is then sought by finding parameters which minimize this metric equation.
Numerical techniques for root solving of non-linear systems of equations and for optimization
are widely available in literature and in references such as [20]. Popular root searching methods
include: Newton-Raphson and Broyden's method, while popular minimization methods include:
conjugate-gradient, downhill simplex, and Powell's method. Each of these methods involves
iteration in order to converge to a result of sufficient accuracy and in doing so requires repetitive
evaluation of the functions: Fm(x,,...,x,). Evaluation of these functions is equivalent to
evaluating forward sensor models, which is relatively computationally expensive. This can
become a limiting factor for the near real-time inversion of large amounts of data.
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In order to avoid the time associated with the model computation, it is often possible to pre-
compute the sensor response for a sufficiently large number of cases, especially when the
number of independent parameters and associated parameter ranges are sufficiently constrained.
Typically a set of monotonic parameter values would be chosen for each independent parameter,
and all parameter combinations would be simulated. This allows intermediate sensor response
values to be efficiently interpolated from the pre-computed values as needed by using linear or
higher order interpolation schemes.
For the case of two independent properties and two measurements, the method of an "inverse
interpolation" has been developed in [9, 21]. This method again relies on a table of pre-
computed sensor response values; however, the inversion value and accuracy of the value are not
dependent on multiple iterations or on a starting "guess", resulting in a deterministic inversion
value. The "inverse interpolation" technique also provides a smooth mapping from the
measurement space to the estimated parameters space with no discontinuities. This "inverse
interpolation" method is utilized here for the inversion of all two unknown, two measurement
problems, while appropriate inversion techniques are applied for problems consisting of more
than two unknowns and overly defined problems.
2.6.2 Estimated Property Errors
In the measurement of physical parameters by any type of sensor the question often arises as to
whether a property can be measured and with what degree of accuracy and/or precision. Often
the answer is determined experimentally by comparison with alternate, though often less
convenient, forms of measuring the same property. However, this is not always practical when
alternate means of property measurement are of insufficient accuracy or are nonexistent. The
prediction of measurement capability without a physical implementation of the complete
measurement system and MUT is often useful for optimization of the sensor design (i.e.,
electrode and winding configuration) and measurement techniques (i.e., excitation frequency)
and as a check of the practicality of any measurement.
In order for a theoretical quantification of measurement capability for an EQS or an MQS sensor
to be performed there are several required pieces, which will have varying degrees of difficulty
in being obtained. First, a sufficient description of the MUT is required. This description should
include all material properties, in addition to their variability, to which the sensor may be
sensitive including the properties of interest. Since the sensors will respond only directly to
geometric and electrical properties, a relation between the known non-electrical properties and
electrical properties must be established. This may prove to be challenging since these relations
are often complex, material dependent (i.e., alloy composition, heat treatment) and not well
established in the general literature. Therefore additional work of theoretical modeling or
empirical characterization of sufficient accuracy may be required if reasonable approximations
cannot be made.
Next a method of relating the sensor response to variations in the MUT must be determined. In
many MUT configurations the preceding modeling methods can be utilized to provide accurate
estimates of the sensor response. However, these models demonstrate increased deviation in the
predicted response as the actual MUT deviates from theoretical representation. In other cases
different methods must be utilized which are appropriate for the MUT including analytical and
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numerical modeling techniques such a FEM. In some cases it may be possible to develop
relations empirically; however, this generally requires the use of a rather complete physical
system and therefore quickly digresses to an empirical estimate of measurement capability.
The last required piece is a description of the noise induced in the process of converting the
sensor's terminal response to a numerical representation, which is the function of the
instrumentation and associated electronics. In this conversion there are an abundant number of
possible noise sources, which can introduce both errors between the expected value of the
measurement and that of an individual measurement along with bias error between the expected
value and the true value. Some examples of these types of noise sources are: thermal noise,
ambient noise, non-linearity, drift, calibration error, parasitics, quantization, and jitter. Although
a complete theoretical noise model of the instrumentation and the electronics could be attempted,
one would often run into difficulties accounting for all noise sources in the complex system.
Fortunately the more complex instrumentation blocks often remain constant, while other simpler
blocks such as amplification stages are adapted to a specific sensor. This allows for empirical
characterization of the complex blocks to be carried out once, while more simple noise models
can be created for the highly variable blocks. Empirical characterization of the probability
distribution for these complex blocks is rather straight forward since many measurements can
easily be made automatically and representative noise values are determined in Chapter 8.
However, determining the error between the expected value and the true value of a measurement
can present a challenge, due to the uncertainty of the true value and dependence of this error on
operating conditions. A possible method of bounding these bias errors is presented in Section
3.5.2.
Once a sufficient representation for each of the previously discussed pieces has been achieved, a
study of the measurement capability for the problem at hand can begin. One approach utilizes
the information about the measurement noise and sensor response to simulate synthetic data
about a set of MUT properties of interest. The inversion methods, as previously discussed, can
then be used to estimate MUT properties for this synthetic data along with the associated error
distribution from the expected MUT properties. This type of analysis of simulating experimental
data for use in evaluating parameter distributions is known as Monte Carlo simulation.
An alternate approach is to linearize the non-linear relations between MUT properties and sensor
response about the MUT properties of interest. This allows linear algebra techniques to be
applied in the analysis. One such method was utilized in [12], which used singular value
decomposition of the Jacobian matrix which contains partial first derivatives of the sensor
response with respect to MUT properties. This allowed a method for evaluating the relative
performance of different sensor and excitation configurations and some of the underlying physics
of the sensor response, but does not utilize measurement noise in determining errors in MUT
properties. However, these errors can be evaluated by using matrix inversion and analysis
techniques such as least squares to relate measurement errors to property errors; a method for
evaluating these errors is presented in Section 3.3.
The preceding techniques were concerned with how measurement noise translates to errors in
estimated MUT properties. A second area of interest is how MUT properties which may be
assumed constant in the simplification of a problem can translate into errors in the properties of
interest. The procedure for evaluating these errors first utilizes the relations for the sensor-MUT
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response to determine the equivalent error in the measurement induced by a change in the
property which was initially held constant. If probability distributions for this property are
known, equivalent measurement error distributions can also be obtained. This measurement error
can then be included in any of the preceding analysis methods, allowing the effect on the errors
in the properties of interest to be resolved.
The noise sources previously described tend to produce incremental though possibly significant
errors in the ultimate inversion of measurement data into MUT properties. However, issues
associated with global measurement uniqueness can lead to completely incorrect property
estimates. This can occur because in general there is no guarantee that a given set of
measurements will correspond to a unique set of properties, even when there is a greater number
of measurements than unknowns. When this happens locally, for a given set of MUT properties,
this corresponds to a lack of independence and results in a minimal change in sensor response for
certain coordinated changes in material properties as demonstrated in [12]; this generally results
in a significant variability associated with the estimated MUT properties lacking independence.
When this happens globally, the MUT properties may be very locally independent, but there will
exist a completely different set of MUT properties, which is equally probable in the absence of
any a priori knowledge (such as allowable MUT property ranges). The resulting estimates of
MUT properties may exhibit little variability, but be erroneous. It would therefore be useful to
apply an appropriate method in the search for these areas of non-uniqueness in order to avoid
possible pitfalls during measurement inversion.
With the various possible methods of characterizing the errors associated with the MUT
properties being sought, it is possible to perform optimizations which can bring these error
quantities closer to prescribed values. This is accomplished by varying sensor geometry,
excitation frequency, and/or sensor location until the requirements have been met or it has been
determined that the requirements are too severe for existing measurement noise levels.
2.7 Summary of Chapter 2
This chapter focused on the modeling techniques for planar sensors in the presence of layered
materials; models which are utilized in many of the remaining chapters. The fundamental MQS
and EQS equations were presented along with their organization into transfer relations for
homogenous layers of material. In addition, solutions to the MQS equations were found for
layers containing spatially linear conductivity distributions. These solutions were compared with
the accuracy and computational speed provided by the use of piecewise constant solutions for
different numbers of constant pieces. The relevant boundary conditions necessary at both
conductor interfaces and layer interfaces were reviewed along with their implications. The
general form of the structure, for both MQS and EQS systems, to which the model is applicable,
was described along with flow charts showing the relations between the solutions for individual
layers and boundary conditions in developing a solution. The detailed specifics for developing a
matrix equation for the system were then presented in a form which was generically applicable to
both MQS and EQS systems. The calculation of electromagnetic quantities, such as potential,
magnetic fields, current density, and electric fields from the interfacial quantities produced by
the matrix equation, were described. Computational simplifications resulting from a variety of
symmetry types, which may be present in the modeled structure, were also described.
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The application of the modeling methods for use in approximating both aperiodic structures and
the finite thickness of the conductors of the model is explored. Since the modeling techniques
are based on solutions that are inherently periodic in nature, the use of a long wavelength
approximation to the essentially infinite wavelength of an aperiodic structure was shown to be
capable of providing an accurate calculation of the terminal response in a practical example. The
use of multiple infinitely thin conductors for the modeling of finite thickness windings and
electrodes was described. As an example, the diffusion driven two-dimensional distribution of
current within the winding of an MQS structure was approximated using multiple infinitely thin
windings. The possible use of this method for modeling irregular conductor shapes was also
indicated.
The inversion problem which results when
recover material properties was discussed.
inversion problem can be formulated and
significance of various errors is introduced
methods presented in Chapters 3 and 8.
applying these models to sensor data in order to
This included the various ways in which the
common methods available for solution. The
as a prelude to error determination and analysis
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Chapter 3
Single Element Planar MQS Sensors
In the process of developing array versions of the planar MQS sensors, single element sensors
were first focused on in order to gain insight into possible problems and improvements which
may also be relevant to the arrays. In evaluating a particular sensor design, three main factors
are considered including the sensor's: absolute accuracy, stability, and sensitivity. By observing
both theoretical and practical weaknesses in these areas, modification to sensor designs have
been made and tested yielding improved performance.
3.1 Sensor Enhancements
The general behavior of the original MWM design of Figure 1-2 could be modeled, but required
effective geometric parameters to be used in obtaining absolute MUT property estimation,
resulting in a degradation of the absolute accuracy over wide MUT property ranges. This
motivated design modifications and enhancements, which were driven by the goal of increasing
the match between the sensor and the assumptions of the model used to predict its response. The
general concept was to minimize, by as much as practical, the magnetic coupling between
primary and secondary windings which does not mimic the coupling of the model.
The models utilized in [3] contain two assumptions that are necessary for reasons of
mathematical simplification, yet conflict with any practical sensor design. The first assumption
requires the conductors forming the windings of the cross section of Figure 1-2c to continue
infinitely into the page of the figure, while the second requires the periodic pattern of primary
and secondary windings to continue infinitely.
The sensor of Figure 3-1 (designated MI) was designed to produce an improved match with the
model. The various enhancements are detailed in Figure 3-1b and include numbers used for
reference in the current discussion. The infinite extent requirements of the model are better
approximated by not completely extending secondary windings to the edges of the primary
structure (detail labeled "1"). This allows the majority of the flux linked by the secondary
winding to have a structure which closely matches that produced by infinitely long primary
windings. Since the secondary windings must be interconnected with instrumentation,
connections must be brought away from the primary winding. Therefore small gaps are utilized
between conductors in order to minimize the coupling with the fields at the edges which greatly
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(a)
Secondary 1
Primary
Primary
Secondary 2
(b)
0.3 mm 0.2 mm 01 mm
25.4 pm
25.4 pm
(c)
Figure 3-1: Modified winding design for a planar MQS sensor designated as Ml. a) Sensor tip
composed of sensor flex-circuit, foam, plastic casing, and probe connections. b) Schematic view
of winding geometry with various features numbered and described in the text. c) Cross-section
of windings for one period. The leads are looped around the foam so that the terminal
connections are on the back side of the sensor tip.
17.4 pm f
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deviate from the modeled fields (detail labeled "2"). To further minimize coupling from fields
produced by the primary connections, they are routed away from secondary windings and
winding connections as much as possible (detail labeled "5"). In order to better approximate the
periodicity which is usually implied by the modeling techniques, the primary winding pattern is
continued for an additional half-period beyond the last connected portion of the secondary
windings (detail labeled "3"). This again helps improve the match between model and sensor by
making the structure of the flux linked by secondary windings more similar to that from the
theoretical primary winding. Several non-connected traces have also been included within the
additional half-period of the primary (detail labeled "4") to account for the eddy currents
normally induced in the secondary windings. However, these eddy currents are much smaller
than the primary currents and the net current in a secondary segment is approximately zero in the
case of perfect instrumentation. Therefore it is expected that the inclusion or exclusion of these
segments will generally have a minimal effect [22]. As shown in Figure 3-1, the assembled
sensor is formed by wrapping the flex-circuit around a foam material such that the sensor
conforms to the MUT by applying pressure. By bringing the winding connections away from the
MUT surface in this way the sensor becomes somewhat more compact than early versions.
(a) (b)
Figure 3-2: Testing of the variability in the sensor response as the flex-circuit leads connecting
the sensor are flexed. The foam has been removed so that the sensor can be held in place against
the aluminum at constant lift-off while the flex-circuit leads can be independently flexed.
Measurements of the response were made as compression of the foam was simulated by moving
probe from position (a) to position (b).
Although this design provided an improvement in accuracy, one of its weak points was in the
measurement variability that was observed as the sensor was compressed against the MUT. The
experimental setup shown in Figure 3-2 was used to separate the portion of the variability caused
by lift-off changes from those caused by the flexing and deforming of the flex-circuit leads.
Impedance data at 1 MHz was taken continuously for each evaluated sensor as it was deformed
as shown in the figure. Since for each sensor the region corresponding to that being modeled has
the same spatial wavelength and is comparable in terms of other dimensions, the effects of
variation of the impedance on estimated MUT properties can be compared by quantifying the
variability in terms of a percentage as:
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max Z -Z2
% variability = 100 x - Z 2  (3.1)
Zmean
where maxZ, - Z 2 is determined by finding the maximum absolute value of the difference
between two values within the set of impedance data for a specific sensor. The term mea, is
calculated as the absolute value of the mean of the acquired impedance data for a sensor and
serves to balance different nominal sensor impedances due to the differing designs.
The variability of the original design of Figure 1-2 (designated MO), the design currently being
discussed (designated MI), and two additional designs (designated M2 and M3) are compared in
Table 3-1. To allow a comparison of the MO design with the enhanced designs, it was evaluated
without additional shielding that would typically be used in practice which resulted in rather
large tabulated variability. Although the Ml sensor design has a lower variability, its tabulated
value of 1.24% produces errors in estimated MUT properties that are often too large for precision
applications.
Sensor Variability
Designation (%)
MO 8.48
M1 1.24
M2 0.14
M3 0.15
Table 3-1: Variability in the sensor response due to the flexing of flex-circuit leads which
connect the sensor. The sensor designations MO, Ml, M2, and M3 correspond to the designs of
Figure 1-2, Figure 3-1, Figure 3-2, and Figure 3-7, respectively.
The source of this observed variability was predicted to be the result of the loop-like path of the
primary current flowing from the probe to the modeled region of the sensor. The loop is
composed of the two primary connections designated as "5" in Figure 3-1 and the meandering
path of the winding in the periodic region which together roughly form a square loop when
assembled around the foam. As this loop is distorted by the action of compressing the foam, the
magnetic field that it produces is also changed. The coupling of this changing field with the
secondary winding and the changing excitation of the material produces the variation in the
sensor's impedance.
The sensor of Figure 3-2 was designed to remove this loop by pairing the previously separate
conductors which connect the primary winding. The close proximity of these conductors, which
carry equal currents to and from the periodic region of the sensor, results in a minimal magnetic
field. This is desired since the change in the field associated with the flexing of these conductors
will also be reduced. Additionally, these unmodeled current sources will have less of an effect
on the absolute accuracy of the sensor due to their minimal contribution to the total field. Table
3-1 demonstrates a reduction in the variability of almost an order of magnitude as compared with
the previous design. This design also has the benefit of minimizing the inductance of the
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primary winding which allows the sensor to be driven with larger currents without increasing the
voltage requirements. In order to accommodate the changes in the primary winding layout and
allow fabrication on a single sided flex circuit, it was necessary to eliminate part of the
secondary winding. This can be seen in Figure 3-2 where the secondary windings located in
alternating half-periods have been replaced by unconnected conductor segments. The
disadvantage of reducing the secondary windings is that the impedance of the sensor becomes
smaller which generally results in increased measurement noise. Although the stability aspect of
this sensor was greatly improved, further testing showed that its absolute accuracy was
significantly worse than previous sensors.
Primary
Secondary
Figure 3-3: Schematic view of winding geometry designated as M2 and designed to reduce
primary parasitic inductance formed by looping the winding leads around the back of the sensor
tip.
In order to locate and understand the source of the errors associated with the absolute accuracy of
this sensor design, tests were performed using an anisotropic material. This material was created
by laminating many thin sheets of conducting aluminum and insulating Mylar together, and then
machining the material to produce a smooth surface for measurement as shown in Figure 3-4.
The sensor was calibrated based on its theoretical air impedance and impedance measurements
were made in both parallel and perpendicular orientations, as indicated in the figure, with the
sensor at different distances from the MUT. Due to the highly anisotropic conductivity of the
MUT, the response in the impedance is also expected to be highly anisotropic. The resulting
measurements are presented in Figure 3-5a and are compared with the theoretical response for a
uniform material.
In order to simplify the comparison between the measured impedance of the anisotropic material
and the theoretical impedance of the uniform material, the response has been expressed in terms
of the percent deviation from the air response. Therefore, instead of comparing complex values,
single quantities can be calculated for both measured and theoretical responses by:
% devation from air = 100 x (3.2)
where Z, is the impedance of the sensor and iZir is the impedance in air.
The choice of conductivity values for the uniform material in the theoretical simulations were
made in order to provide some bounds on the expected response of the anisotropic material. In
the case of the parallel orientation the direction of the current flow in the material is dominantly
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0.010" Aluminum 0.001"
(a)
(c)
Figure 3-4: Anisotropic material created by laminating layers of aluminum with Mylar. The
aluminum has a conductivity of approximately 59 %IACS (34.2 MS/m) while the Mylar can be
considered a perfect insulator. Measurement of the material with the long direction of the
windings oriented: a) parallel to the sheets of laminate and b) perpendicular to the sheets of
laminate. c) Anisotropic block used for measurements.
located along the conducting aluminum laminate sheets. It is therefore expected that the
response will be similar to the response of a uniform conductor having a conductivity equal to
that of the aluminum adjusted by the volumetric ratio of the aluminum in the material, which
results in a conductivity of approximately 54 %IACS (31 MS/m). Since the goal is to provide a
bounding response, a conductivity of 60 %IACS (35 MS/m) which is similar to a solid aluminum
material was used. In the perpendicular orientation the dominant current flow in the material is
oriented perpendicular to the laminate sheets. Since the insulating sheets do not allow the
current to flow for long distances in this direction, the response is expected to be similar to a
uniform material with significantly lower conductivity than the parallel orientation. In this case,
the bounding conductivity value could be chosen as zero; however, this provides little
information for comparison since the response would be equal to that of air. Therefore a
162
~~~~ r~~r ~ ~~
-·-········---·/
(b)
3.1 Sensor Enhancements
conductivity of 0.1 %IACS (0.06 MS/m) was chosen somewhat arbitrarily for the second
theoretical uniform layer response.
Several characteristics of the measured data provide insight into the sources of the sensor's
inaccuracy when compared to the theoretical response. Theoretically, the measured response
when the sensor is in air should be equal to the theoretical response used for calibration and the
deviation should be zero. Due to errors in the impedance measurement this is not the case and
the minimal deviation of significant is limited by the measurement noise and is not an indicator
of absolute errors in the sensor response. However, when the deviation in Figure 3-5a is
correlated with the distance to the MUT, the deviation is mostly caused by the sensor responding
to the MUT and the effect of measurement noise on the deviations can be neglected.
The first characteristic of significance in the measured behavior appears when the sensor is
located between approximately 20 mm to 1.5 mm from the MUT (note that the x axis values
increase from right to left). The measured deviations are rather large compared to the expected
range of the theoretical response to the MUT. For example, when the MUT is located at 3 mm
the measured deviation is about 2% while the greatest expected theoretical response is only
0.01%. The sensor is more greatly influenced by the MUT at these distances than predicted by
the ideal models.
A second characteristic of significance which appears in the same range of MUT positions is
related to the lack of an anisotropic response to the anisotropic material. If the dominant current
flow in the material is controlled by the orientation of the sensor then the nearly identical
deviations of the sensor in parallel and perpendicular orientations is not expected. However, as
the sensor is brought into closer proximity of the MUT and the deviations fall into the expected
range, the response then becomes anisotropic.
Based on the 3.6 mm periodicity of the sensors, the slowest decay rate of the magnetic field in
the nonconducting and nonpermeable air can be estimated from the analytic solutions presented
in the chapter on sensor modeling. The maximal distance in which the fields are expected to be
attenuated by one exponential decay factor is 0.573 mm = 3.6 mm/2;r . Because the secondary
windings couple the stronger magnetic field near the sensor, the interactions of the magnetic
field with the material will generally be negligible in comparison to other noise sources once the
fields have decayed by about three exponential factors which in this case is about 1.5 mm. This
is the distance at which the response starts to have a better agreement with the range of predicted
responses.
The relation between the periodicity and the distance at which sensor is expected to have
significant sensitivity to the MUT also leads to the conclusion that the longer range deviations
must be caused by fields associated with larger characteristic winding dimensions than the
3.6 mm periodicity of the sensor. The lack of anisotropy in the unexpected long range deviations
also indicates that the responsible current sources do not have a single directionality as in the
case of the modeled windings.
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Figure 3-5: Comparison of the measured deviation from the air response for the sensor in the
presence of an anisotropic material with the theoretical deviation in the presence of a uniform
material. The deviation is presented as a function of the distance of the MUT from the sensor for
measurements in the two sensor orientations as shown in Figure 3-4 and for theoretical
calculations using two different conductivity values for a uniform MUT. The characteristics of
the deviation helps to qualify the difference in performance between the sensors denoted a) M2
and b) M3.
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3.1 Sensor Enhancements
Figure 3-6: Primary winding current paths responsible for unmodeled long-range fields in the
sensor M2. The arrows indicate the winding segments which together form a rectangular loop
with a characteristic dimension significantly larger than the periodicity of the primary winding.
The portions of the primary winding which were predicted as the cause of the large deviations
from the expected response are indicated in Figure 3-6. Together these segments form a
rectangular loop with a characteristic dimension of approximately 13 mm, which is much larger
than the 3.6 mm characteristic dimension of the modeled winding, which accounts for the
unexpected long-range response. The presence of current flow in two orthogonal directions
within the loop also supports the absence of an anisotropic response.
In order to reduce the field produced by these segments the sensor designated as M3 in
Figure 3-7 was designed [23]. The most significant difference in this design is the splitting of
the long primary conductors in the periodic region into two conductors such that each half-period
of the primary winding is formed by an individual rectangular loop. The two sets of primary
terminals indicated as "Primary 1" and "Primary 2" are connected in series such that the current
in conductors which were split is equal and in the same direction. This layout alters the current
flow that was present in the left and right legs of the large loop of Figure 3-6 by adding segments
with current flowing in an opposing direction between the indicated segments. The
superposition of these collinear segments with opposing current directions reduces the magnitude
of the unmodeled field components responsible for the long-range effects.
In order to fabricate this design on a flex-circuit, it was necessary to place the secondary
windings on a separate layer from the primary windings as shown in the cross section of
Figure 3-7b. An additional benefit of using a two-layer fabrication process is that the secondary
windings could again be located in each half-period unlike the M2 design. Since the two sets of
secondary terminals indicated as "Secondary 1" and "Secondary 2" in Figure 3-7a are usually
connected in series this gives the sensor a larger impedance which usually reduces measurement
noise. This series connecting also helps to reduce the sensor's response to certain unmodeled
fields. For example, unmodeled magnetic fields which are not spatially periodic and which have
a sufficiently slow spatial dependence will be linked by portions of the secondary winding
located over adjacent half-periods. Since the secondary winding in adjacent half-periods are
connected to additively link flux in alternating directions, there will be a cancellation of the
linked flux from the slowly varying non-spatially periodic field.
Previous to the design of Figure 3-7 the idealized geometry of the other sensors could be handled
by preexisting models; however, the sensor M3 has two characteristics which make previous
models not directly applicable. These include the split primary conductors and the location of
primary and secondary windings on different planes. The models developed in Chapter 2 are
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more general than those previously developed and allow the modeling of sensors with these newdesign features.
Secondary
Primary
I -i
(a)
0.3 mm 0.1 mm 0.1 mmS 14- 
-1 1+ Kapton _
Secondary 2
Primary 2
0.1 mm
-*I. I*-
A 12.7 pm
25.4 pm
12.7 tn
Kapton
(b)
Figure 3-7: Schematic view of the winding geometry designated M3 developed
unmodeled long-range fields produced in previous primary winding designs.
to reduce the
Measurements of the sensor response to the anisotropic material and theoretical simulations
using the appropriate models were performed for the M3 geometry in order to evaluate
improvements in accuracy. The results are shown in Figure 3-5b and indicate a significant
improvement. Although a trend in the deviation is still present at distances ranging from 20 mm
to 1.5 mm, the deviation has generally been reduced by greater than an order of magnitude as
compared to the M2 design. This brings observed deviations for this distance range closer to the
theoretical deviations and also closer to the deviation limitations set by the measurement noise.
The measured response of the M3 design also falls into the theoretically predicted response
bounds at a greater distance than the M2 design. Unlike the M2 response, for distances of less
than a 0.5 mm the M3 response tracks a parallel trajectory to the theoretical response in both
parallel and perpendicular orientations. This is a good indicator that the distance dependence of
the theoretical response would be in good agreement with the measured response if the correct
conductivity was assigned to the anisotropic material in each orientation. Furthermore, it is
expected that in the case of a uniform material with known conductivity, the distance
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dependence would also be in agreement. Measurement later in this chapter will provide
additional testing of the accuracy by comparing estimated material properties calculated by the
inversion of impedance measurements.
3.2 Simulations
To gain further insight into the dependence of the sensor's terminal response on material
properties and the interaction between the sensor and the material, several simulations were
performed using the models developed in Chapter 2. These simulations utilized the sensor
geometry M3 in the proximity of a uniform half-space which is similar to the configuration
shown in Figure 3-20a. The simulations utilize excitation frequencies of 100 kHz and 10 MHz.
Since the skin depth in a material of fixed electrical properties will be different by an order of
magnitude for the selected frequencies, this will provide very noticeable differences in both the
terminal response and the electromagnetic fields.
3.2.1 Terminal Response
In order to characterize the dependence of the terminal response on changes in two different
material properties the transimpedance data has been put in the format of a Grid [3]. Figure 3-8
presents the sensor response at 100 kHz and 10 MHz for material conductivity values between
0.58 MS/m (1 %IACS) and 58 MS/m (100 %IACS), and for lift-off values between 0.01 mm
(0.39 mils) and 0.31 mm (12.2 mils). Trajectories of the transimpedance between the primary
and secondary windings are plotted in the complex plane by keeping one property constant and
varying the other property over the corresponding range. The labels at the start of each line
indicate the value of the material property that was held constant. By plotting the data in this
form, the relative sensitivity and independence of the changes in the impedance to changes in the
material properties can be compared qualitatively for different values of material properties. The
sensitivity and independence are importance characteristics of the impedance response since they
will ultimately determine to what degree errors in the impedance measurement will be translated
into errors in estimated material properties.
The sensitivity to each material property refers to the amount of change in the measured
transimpedance due to a change in the corresponding material property. This can be expressed
as:
S 1z 1+ (3.3)
Where Z, and Z, are the real and imaginary components of the transimpedance, and S, is the
sensitivity to the nth property P,. Note that sensitivity can also be expressed in other forms such
as a percentage change in the impedance for a percentage change in material properties. By
approximating the trajectories of Figure 3-8 to be locally linear, the sensitivity for the
nth property, near a specific set of material properties, is related to the distance between
intersections along the trajectory created by varying the nth property. In the case of the
trajectories of varying lift-off (constant conductivity), each intersection occurs at a lift-off which
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Figure 3-8: Dependence of the M3 sensor's transimpedance on the proximity and conductivity
of a uniform half-space with an excitation frequency of: a) 100 kHz and b) 10 MHz. Each line
represents a trajectory in the complex impedance plane as a single parameter is varied. The air
response is indicated and represents the transimpedance of the sensor in the presence of a
nonconducting and nonmagnetic material. Field and current plots are shown in later figures for
the indicated point with a lift-off of 0.05 mm and 17.4 MS/m (30 %IACS).
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is a constant increment from the previous intersection. This is due to the choice of lift-off values
used in plotting the trajectories of varying conductivity (constant lift-off). Therefore, the
intersection spacing along the trajectory provides an indicator of the sensitivity to an absolute
change in lift-off. In comparison, the intersections along trajectories of varying conductivity
(constant lift-off) have a geometric progression due to the choice of conductivity values used in
plotting trajectories of varying lift-off (constant conductivity). Therefore the intersection spacing
provides an indicator as to the sensitivity to multiplicative changes in the conductivity rather than
absolute changes. In Figure 3-8b, the intersections along the trajectories of varying conductivity
that correspond to values greater than 2.9 MS/m are spaced very closely. If a constant increment
equal to the 0.1 MS/m increment at the lowest conductivity value had been used, the resulting
intersections would have been even closer and less information would have been conveyed in the
Grids.
The independence of the terminal response refers to the difference in the way the transimpedance
is changed by one material property in comparison to the way it is changed by another property.
The level of independence for a specific set of material properties is related to the angle at which
the corresponding trajectories in Figure 3-8 intersect and is sometimes also referred to as
selectivity. In the case in which trajectories intersect at right angles, the impedance response
exhibits complete independence between the changes in different material properties. As the
acute angle at the intersection is reduced, the independence of the terminal response is also
reduced. In the limit when this angle is zero, the trajectories created by holding one material
property constant become parallel to those created by holding the other material property
constant and there is no independence.
Together the sensitivity and independence determine the space between the trajectories making
up the grid. A change in the sensitivity to one material property results in a similar change in the
spacing of trajectories corresponding to constant values of the same material property. A change
in the independence of the response to material properties will result in a similar change to the
trajectory spacing for both material properties (e.g., an increase in independence will increase the
spacing). If the errors in the measured transimpedance are assumed to be independent of the
impedance value, then by comparing the relative spacing of trajectories corresponding to a
specific material property at different locations on the Grid the relative measurement errors can
be compared.
This result can be observed by taking the measurement of the exact transimpedance value to fall
within a circle centered on the exact value with radius equal to the possible error in the
measurement. This circle should be small enough that the trajectories can be considered linear in
the vicinity of the circle. At one location of the Grid this circle will be intersected by a range of
trajectories some of which may have been plotted and some which could have been plotted. The
range of material properties corresponding to these trajectories represents the estimation error
due to the measurement error. Moving this circle to another location on the Grid, while keeping
its radius constant such the impedance measurement error remains independent of the impedance
value, produces another range of values for trajectories which intersect the error circle. Since the
ranges of material properties for intersecting trajectories is related to the trajectory spacing, the
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changes in trajectory spacing provide a means for comparing the relative error in estimated
material properties within a single Grid.
In order to compare the relative error between Grids which depend on the same material
properties but are based on different frequencies or sensor geometry, an understanding of the
relative impedance error between each Grid is required. The preceding discussion is targeted at a
qualitative comparison of the relative errors for different material properties using graphical
methods within a single Grid. In the cases of multiple Grids with two unknown properties and
more complex problems involving the estimation of more than two material properties from
multi-frequency impedance data, better quantitative methods can be applied which incorporate
knowledge of actual measurement errors.
From Figure 3-8 some observations can be made as to material property ranges for which the
sensor is best suited at each frequency in addition to some general observations about
measurement errors for this sensor geometry. At both 100 kHz and 10 MHz the expected error
in lift-off measurements is generally reduced when the sensor is close to the MUT. At either
frequency, the error expected in conductivity measurement is also generally reduced when the
sensor is close to the MUT. This is expected since the flux linked by the secondary sensing
elements results from the superposition of the fields produced by the primary currents and fields
produced by the induced currents in the material. Since the relative position of the primary
currents with respect to the secondary windings does not change with lift-off, increasing the lift-
off distance only reduces the contribution from the current in the material. This has the end
effect of reducing the sensitivity to the material currents and material properties.
The impedance response at 100 kHz shows a significant increase in the error for both the
conductivity and lift-off with conductivity values less than 2.9 MS/m, which corresponds to skin
depths of greater than 0.93 mm (36.8 mils). In contrast, 10 MHz shows mainly an increase in the
expected conductivity error for conductivity values greater than 2.9 MS/m, while the lift-off
error is not dramatically altered. The increase in error in both conductivity and lift-off with
decreasing conductivity at 100 kHz is expected since the induced currents have a reduced
magnitude in addition to being more diffuse. Both of these effects reduce the component of the
flux linked to the secondary elements by the current in the material which again reduces the
sensitivity to the material properties. The increase in the expected conductivity error at 10 MHz
with increasing conductivity can be explained by the behavior of the induced currents in the
material. As the skin depth associated with the material currents becomes small, further
reduction in the skin depth introduces diminishing changes in the flux linked to the secondary
winding; this is due to the distance of the secondary windings from these currents. Although the
conductivity error increases, the lift-off error is not increased since changes in proximity to these
small skin depth currents will still result in significant changes to the flux linked by the
secondary windings.
The material conductivity range plotted in Figure 3-8 primarily shows a degradation in
measurement performance for low conductivities at 100 kHz and for high conductivities at 10
MHz. However, increasing the conductivity range would demonstrate degradations for both high
and low conductivity values at either frequencies. The specific reasoning for the high
conductivity and low conductivity degradation follow that in the previous paragraph. The
measurement performance is therefore best at some middle conductivity value which is
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dependent on the specific frequency value. In the case of the 100 kHz response, the best
performance appears around a value of 15 MS/m (26 %IACS). For the 10 MHz response, the
conductivity range shown is not low enough to demonstrate the conductivity of best
performance. Additional simulations (not shown) indicated the optimal response was for
conductivity values approximately equal to 0.15 MS/m (0.25 %IACS). Since the frequencies
and the optimal conductivity values are both two orders of magnitude apart, they correspond to
identical skin depths of 0.41 mm (16.2 mils). It is expected that the optimal sensor performance
will exist when certain geometric parameters of the sensor are comparable to the skin depth in
the material. From the sensor geometry in Figure 3-7b, the 0.3 mm spacing between the primary
and secondary windings is likely an important characteristic length within the sensor.
By looking at the upcoming figures of the current distribution associated with this sensor and
material geometry some conclusions as to why this characteristic length is relevant can be made.
When the skin depth is comparable to this spacing, the distance from the current in the primary
winding to the secondary winding is comparable to the average distance from the distributed
current in the material to the secondary winding. Therefore the flux linked by the secondary
winding is balanced between the material independent current in the primary and the material
dependent current distribution in the material. A larger skin depth would tend to reduce the
contribution from the material making the response less optimal, while a smaller skin depth does
not significantly increase the contribution from the currents in the material. The fact that
magnetic fields produced by a current distribution tend to become "blurred" with distance from
the distributions also plays a role. Changes in the current distribution, when the distribution is
not concentrated at too great a distance from the secondary winding will produce the greatest
change in the flux linked to the secondary winding. As the skin depth is reduced and the
distance to the current distribution is increased, changes in the structure of the distribution do not
create as great of a change in the flux linked by the secondary winding. For these reasons, when
frequencies and material properties are such that the skin depth is comparable to the primary to
secondary spacing best sensor performance is usually expected for conductivity measurements of
a uniform material. Some exceptions may exist for cases in which the sensor half-wavelength is
also comparable to the primary to secondary spacing. However, this is not a typical geometry
since it generally results in a sensor with secondary loops of insufficient area resulting in too low
of a transimpedance. Additionally, at larger lift-off values, the distance from the secondary
windings to the material currents may have a large component attributable to the lift-off. In
these cases the characteristic distance to which the primary to secondary distance is compared
may require both the skin depth and lift-off.
3.2.2 Fields and Currents
This section presents the electromagnetic fields and currents for the same sensor and material
geometry previously used in evaluating the terminal response. However, due to the large amount
of information associated with the simulations for each set of material properties, only data for a
conductivity of 17.4 MS/m (30 %IACS) and a lift-off of 0.05 mm (1.97 mils) are presented.
Since the sensor is excited by a sinusoidal current, the field quantities and current distributions
resulting from the simulations can be represented in terms of their complex amplitudes. The
surface and volume current densities have been plotted in terms of their real and imaginary
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components. This can alternatively be interpreted as plotting the instantaneous currents at two
different instants of the periodic cycle corresponding to cot = 0 and cot = ;r/2.
While the current distributions can be reduced to scalar quantities due to the symmetry of the
system, the magnetic field is represented by a two-dimensional distribution of two-component
vectors. Therefore the magnetic field is plotted in terms of magnetic field lines which have been
superimposed over an image of the field intensity. Since the magnetic field lines can only be
plotted for an instantaneous field distribution, they are shown for the same instants as the current
densities. This provides a complete snapshot of the surface current density on the windings, the
material volume current density, the magnetic field intensity, and the magnetic field orientation
at cot = 0 and cot = 4r/2.
The first set of simulations utilizes an excitation frequency of 100 kHz. The primary windings
are each constrained by a cosine current source with an amplitude of 1 A, while the net current in
each secondary winding is constrained to zero. Figure 3-9 shows the distribution of surface
current within each winding for a half-period of the sensor geometry at the instant cot = 0. Note
that although the primary and secondary windings are physically located in different planes they
are presented in the same figure with the left and right scales corresponding to the primary and
secondary current density, respectively. Each point in the distribution represents an unknown of
the final matrix generated in simulating the response (due to the symmetry only half of these are
actually required). These points define the continuous spline representation of the current
distribution which is shown as the lines connecting the points.
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Figure 3-9: Distribution of surface current density on the M3 sensor's primary and secondary
windings with a 100 kHz excitation at the instant cot = 0. Each primary winding is excited by a
sinusoidal current with a 1 A amplitude while the sensor is located 0.05 mm from a material
with a conductivity of 17.4 MS/m (30 %IACS).
Due to the time dependence of the current source imposed on the primary windings, the net
current in each primary winding must total 1 A at the instant shown. The windings are
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composed of copper which has a skin depth of 0.21 mm (8 mils) at the excitation frequency. The
rather uniform distribution of the current in each primary winding suggests that they are not
sufficiently large for significant skin effects to be observed. In this case, using the 0.1 mm
winding width as the characteristic dimension does not precisely predict the onset of the skin
effect due to the large aspect ratio between the thickness and width of each winding. Although
eddy currents are present in the secondary windings, they are three orders of magnitude smaller
than the currents in the primary windings and therefore have a rather small effect on the total
fields. The secondary winding surface current distribution also indicates that the imposed
terminal constraint of zero net current is achieved.
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Figure 3-10: Instantaneous magnetic field and current density for the M3 sensor with a 100 kHz
excitation at the instant ot = 0 . Each primary winding is excited by a sinusoidal current with a
1 A amplitude while the sensor is located 0.05 mm from a material with a conductivity of 17.4
MS/m (30 %IACS). Both figures show one half of a full period and indicate the positions of the
primary and secondary windings.
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The current density in the material and the magnetic field throughout the volume of the sensor
and MUT are shown in Figure 3-10. The dashed lines mark the different planes on which the
primary and secondary windings are located. In Figure 3-10a current is seen to be absent from
the nonconducting material of the sensor and air gaps, while in the conducting MUT the current
is concentrated below the primary windings. The skin depth for the material in this simulation
has a value of 0.38 mm (15 mils), which is similar to the decay rates of the current density into
and along the surface of the material. Although difficult to visually resolve in the image, the
current density distribution for this instant also contains currents of the opposite polarity for
material depths with coordinates in the range -1.1 mm to -2 mm. These currents result from the
diffusion of currents of a similar polarity located nearer the surface at an earlier time which were
attenuated as they propagated inward.
The magnetic field in Figure 3-10b has the greatest intensity in the vicinity of the primary
windings where the excitation current is concentrated. A local minimum in the field intensity is
produced between the two primary windings due to the symmetry of their current distributions.
Locally the magnetic field lines individually encircle the concentrated currents of each primary,
while field lines at a greater distance encircle the complete pair of primary windings. Magnetic
field lines located more deeply within the material, where the field intensity is greatly attenuated,
can be seen to circle in the opposite direction about a point inside the material. These fields are
associated with the diffusion of fields which were located near the surface at an earlier time in
the cycle and had a structure similar to those encircling the primary winding but with an opposite
orientation.
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Figure 3-11: Distribution of surface current density on the M3 sensor's primary and secondary
windings with a 100 kHz excitation at the instant cot = ;r/2. Each primary winding is excited by
a sinusoidal current with a 1 A amplitude while the sensor is located 0.05 mm from a material
with a conductivity of 17.4 MS/m (30 %IACS).
The surface current density is shown later in the periodic cycle at Cot = r/2 in Figure 3-11. Due
to the cosine time dependence of the excitation and the terminal constraint on the secondary
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windings, the net current in each winding must be zero. The small magnitude of the surface
current density in the primary windings, which is approximately two orders of magnitude smaller
than at cot = 0, results from the minimal skin effect. The surface currents in the primary
windings therefore have a time dependence which is approximately equal to that of the excitation
current. The induced surface currents in the secondary windings have a magnitude which is now
comparable to those within the primary windings. However, due to the intensity and distribution
of currents flowing within the material neither will have a significant effect on the field
distribution as can be seen in Figure 3-12b.
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Figure 3-12: Instantaneous magnetic field and current density for the M3 sensor with a 100 kHz
excitation at the instant ot = 4r/2. Each primary winding is excited by a sinusoidal current with
a 1 A amplitude while the sensor is located 0.05 mm from a material with a conductivity of 17.4
MS/m (30 %IACS). Both figures show one half of a full period and indicate the positions of the
primary and secondary windings.
The current density in the material shown in Figure 3-12a has an overall characteristic similar to
that at the instant ot = 0 with a few exceptions. Again there is a polarity change between the
strong currents near the surface of the material and the highly attenuated currents located more
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deeply into the material due to the cyclic diffusion process. The sinusoidal nature of the
excitation is responsible for the difference in polarity of these currents as compared to those at
cot = 0. The different stage of the cyclic diffusion process is also evident from the difference in
the degree of penetration of the currents at this instant.
As compared to the distribution of the current density, a much more dramatic difference exists
between the magnetic fields at the instants wt = 0 and cot = ;r/2. In the case of Figure 3-10b,
the concentrated currents within the primary windings determined the major characteristics of the
magnetic field intensity and orientation with the exception of the fields located more deeply in
the material. Since the current in the primary winding is now small relative to the induced
current flowing in the material, the material currents primarily define the magnetic field. Unlike
the case of the concentrated primary currents, the material's distributed currents produce field
intensities that have maximums at locations other than in the areas of the highest current density.
The next set of simulations increases the excitation frequency to 10 MHz while keeping all other
geometric and electrical properties of the sensor and MUT constant. As mentioned earlier, this
reduced the skin depth in the material by an order of magnitude to 0.038 mm (2 mils), which willbe evident from the comparisons with the previous simulations.
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Figure 3-13: Distribution of surface current density on the M3 sensor's primary and secondary
windings with a 10 MHz excitation at the instant cot = 0. Each primary winding is excited by a
sinusoidal current with a 1 A amplitude while the sensor is located 0.05 mm from a material with
a conductivity of 17.4 MS/m (30 %IACS).
The surface current density on the primary and secondary windings is shown in Figure 3-13 for
cot = 0. The skin depth associated with the copper windings is now 0.02 mm (1 mil). This is
five times smaller than the largest winding dimension and the skin effect can be seen in thedeviation of the primary current distribution from a uniform distribution. Due to the higher
excitation frequency, the currents induced in the secondary windings are also more than an order
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Figure 3-14: Instantaneous magnetic field and current density for the M3 sensor with a 10 MHz
excitation at the instant ot = 0. Each primary winding is excited by a sinusoidal current with a 1
A amplitude while the sensor is located 0.05 mm from a material with a conductivity of 17.4
MS/m (30 %IACS). Both figures show one half of a full period and indicate the positions of the
primary and secondary windings.
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of magnitude larger. The terminal constraints still require the net primary current to be 1 A and
the net secondary current to be zero at this instant.
The distribution of the material's current density in Figure 3-14a reflects the shallower
penetration of the currents as predicated by the change in skin depth. Although the distribution
of the currents along the surface of the material has also become narrower, its width does not
correspond to the new skin depth. Rather, it appears to be more comparable to the width of thepair of primary windings. From the simulation results it is expected that when the skin depth islarge compared to the width of the pair of primary windings, the current distribution along the
surface will have a width of approximately twice the skin depth. In the case when the skin depthis small compared to the width of the primary pair, the current distribution will be comparable to
the primary pair width. Moving the windings away from the surface of the material will also tend
to widen the surface distribution when the distance to the primary windings becomes comparable
to the width of the primary pair. Therefore it is expected that determining an effective primary
pair width will be necessary in estimating the width of the current distribution in the case of alarge primary winding to material distance.
In addition to the change is the spatial distribution of the current density, the peak intensity of the
currents is also significantly effected by the change in frequency. Comparing the current density
at cot = 0 and ct = )r/2 for both frequencies indicates an increase in the peak current density of
more than an order of magnitude at 10 MHz for the same excitation amplitude. Understanding
how the width, depth, and intensity of the current density distribution is affected by both sensor
and material properties is important for improving the sensor response to various types ofdiscrete material anomalies.
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Figure 3-15: Distribution of surface current density on the M3 sensor's primary and secondary
windings with a 10 MHz excitation at the instant ot = )r/2. Each primary winding is excited by
a sinusoidal current with a 1 A amplitude while the sensor is located 0.05 mm from a material
with a conductivity of 17.4 MS/m (30 %IACS).
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Figure 3-16: Instantaneous magnetic field and current density for the M3 sensor with a 10 MHz
excitation at the instant wt = 4r/2. Each primary winding is excited by a sinusoidal current with
a 1 A amplitude while the sensor is located 0.05 mm from a material with a conductivity of 17.4
MS/m (30 %IACS). Both figures show one half of a full period and indicate the positions of the
primary and secondary windings.
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The magnetic fields in Figure 3-14b are most intense in the vicinity of the primary windings
whose net current is at a maximum at the particular instant. However, in comparison to the
magnetic fields in Figure 3-10b, the material currents are now intense enough to have a
significant impact on the magnetic fields. The symmetry about the horizontal plane of the
primary windings, which was present in regions of significant field intensity, is now rather
asymmetric.
The surface current density on the winding at cot = ;r/2 is shown in Figure 3-15. The most
significant change from that at 100 kHz is the relative magnitude of the surface current density
on the primary relative to that at cot = 0. The surface currents on the primary at this instant are
no longer negligible in comparison to the currents flowing at Ot = 0 due to the significance of
the skin effect. Therefore the surface currents within the primary can no longer be considered to
have the same time dependence as the source imposing the current on the winding. The
magnetic field shown in 3-14b further indicates that these currents are strong enough to have an
effect on the total field at this instant. This is seen as the increased field intensity in the vicinity
of the primary windings.
3.3 Method for Predicting Errors in Estimated Material Properties
The goal of this section is to develop a method for predicting the influence of both impedance
bias errors and impedance noise errors on estimated material properties. The determination of
impedance noise errors based on a combination of empirical measurements and noise models is
further discussed in Chapter 8, while methods of approximating bounds for the impedance bias
errors are investigated later in this chapter. The use of these impedance errors to predict errors in
estimated material properties is useful in optimizing the sensor geometry for specific material
configurations. It is also useful in gauging the errors that may be expected in the measurement
of material properties before proceeding with physical measurements.
Two possible approaches for predicting the material property errors are apparent. The first
follows from the inversion operation which must eventually be performed in order to convert
measured impedance data into the desired material properties by utilizing the ability to simulate
the sensor's terminal response. The inversion may be performed by using inverse interpolation
methods based on a database of simulated responses for two unknown problems [9], or one of
many optimization or root searching algorithms for problems with greater numbers of unknowns.
For the material configuration of interest the measured impedance, absent of any measurement
errors, can be determined using the sensor models. If this impedance were supplied to a robust
inversion algorithm the estimated material properties should be nearly identical to those used in
the forward simulation. If the bias error in the impedance measurement is known then this error
can be added to the simulated impedance, which is absent of any measurement errors. Inversion
of this new impedance produces estimated material properties which contain some amount of
error relative to those used in the forward simulation. Therefore in the case of a bias error which
is exactly known, the material property error is estimated.
However, impedance bias errors are unlikely to be known exactly since this would allow
measured impedance values to be corrected for the bias error and perfect measurement accuracy
to be achieved. More likely some bounds will be available for the impedance bias errors. A
single impedance measurement consists of two components while a measurement utilizing
multiple impedance measurements will contain many components, each which may have a value
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falling within specified error bounds about the true value. Due to the relation between the
material properties and the impedance, the bounds on estimated material property errors will not
necessarily occur when the individual component errors are at bounding values. In order to then
find the error bounds on material properties, the space containing the bounded impedance values
must be searched. This is not desired since it will usually require many inversions, which may
be computationally time consuming. This is especially true if the material errors are to be
evaluated for a range of sensor parameters and material configurations in which this process
must be repeated for each variation.
Determination of the noise errors in the estimated properties can also be accomplished using this
approach of inverting impedance values with errors introduced. Noise type impedance errors are
characterized by a statistical measure describing the distribution of the measurements about the
expected value such as its standard deviation. The distribution of the estimated material
properties due to this impedance distribution is desired. This can be accomplished by creating an
artificial data set of impedance values with a distribution matching the impedance noise
specification. Inversion of this data set produces a set of material property estimates for which
the distribution of each provides an approximation of the noise due to the impedance noise. For
this approximation to be useful a sufficiently sized data set must be used, which again requires
computational effort.
The second method for predicting the errors in the estimated material properties arises by making
the simplifying assumption that the dependence of the impedance on material properties can be
approximated as locally linear for impedance variations on the scale of the impedance errors.
Since a closed form expression is not available for the relation between the sensor's impedance
and the material properties, calculation of the approximation accuracy for a given sensor with a
given material configuration requires direct comparison between the approximated values and
exact values. In practice this would require additional simulations to be performed and require
additional computational time. No direct investigation of this approximation accuracy is made
here; instead the general usefulness of the technique is relied on as an indicator.
By making the assumption of linearity, the material property errors can generally be evaluated
more efficiently. Rather than requiring a database of simulations or repetitive inversions, which
may be iterative and require many simulations, only enough sensor simulations are required to
determine the partial derivatives of the impedance with respect to material properties. These
partial derivatives can be calculated with two simulations per material property for each
frequency. The partial derivatives are then placed in a matrix to form the Jacobian. The inverse
of this matrix can be found using linear algebra techniques and contains all of the information
needed to evaluate both bias and noise errors from the impedance errors. This approach to
evaluating the material property errors is used here and described in greater detail in the
following section.
3.3.1 Linearization of Impedance Dependence on Material Properties
The linear approximation for the relationship between the real and imaginary components of the
sensor impedance and the measured material properties can be written as:
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where P, is the value of the nth material property, AP, is a change in the nth material property,
and AZr and AZ' are the changes in the real and imaginary parts of the mth impedance
measurement due to the changes in the material properties, respectively.
The partial derivatives in (3.5) are approximated numerically by simulating the sensor response
with all properties at their nominal values except for the property for which the particular partial
derivative is with respect to. This property is perturbed about its nominal value by a small
amount 8/2 from which the resulting impedance is used to calculate the partial derivatives for
the real and imaginary components by:
(3.4)
n ,s Il6, J (3.6)
The quantity 8/2 must be chosen with some care such that it is small enough that the resulting
partial derivative is a good approximation of that at the nominal property values and also
sufficiently large that numerical errors in the simulation do not dominate the result.
The multiple impedance measurements which may be present in (3.4) and (3.5) have several
possible sources. Most often for MQS sensors these measurements are produced by a fixed set
of material properties at different excitation frequencies. However, these multiple measurements
may also result from sensors in which multiple sensing elements are utilized to provide
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additional material property information rather than surface image resolution. Also possible is
the inclusion of multiple impedance measurements resulting from altering the material
configuration. The material configuration is generally altered by changing either a measured
material property or by changing a material property for which the value is specified. In the case
of a specified value, the partial derivatives which correspond to a given impedance measurement
must utilize the correct specified properties during their numerical evaluation. In the case of a
changed measured property, a new measured property P,,, must be introduced in (3.4) to
represent this property value in the alternate material configuration. Strictly speaking, this
requires that the partial derivatives be evaluated about a set of N + 1 properties. However, since
two of the measured properties correspond to the same physical property, but during different
measurements at different times, only the value of the measured property associated with the
impedance measurement is utilized in the partial derivative calculation. Also, since the value of
a measured property during a different measurement at a different time does not affect the
current measurement, the partial derivatives with respect to measured properties that represent
values during alternate configurations are equal to zero. Many combinations of the
aforementioned sources for multiple impedance measurements are possible in the estimation of
material properties and can be included in the error analysis by their incorporation into the
linearized relation as described.
The next step in evaluating the material property errors requires that the inverse of the matrix J
be found. It is worth noting that J will often be rectangular such that the system is overly
defined or at least appears to be, based on the size of the matrix. The situation in which the
matrix size represents an under-defined solution is avoided since it is does not correspond to a
useful inversion problem when ultimately estimating material properties from real data. The fact
that the matrix is rectangular in the overly defined system requires that the standard inverse for a
square matrix be replaced by the pseudo inverse. In either case the inverse or the pseudo inverse
will be denoted as J-1 such that:
AZl,
AZL
AZIM
M
(3.7)
In the case when J is overly defined, the solution vector containing the changes in material
properties which results from the vector of impedance changes using (3.7) does not necessarily
solve (3.4) exactly. Rather, the least squares solution is determined such that the sum of the
squares of the errors in each component of the impedance vector which results by substituting
the solution vector of material properties into (3.4) is minimized. Therefore the relative
magnitude of the impedance for each impedance measurement included plays a role in
determining the amount of emphasis that the material property solution puts on minimizing the
error in that particular impedance measurement. Since the magnitude of the impedance produced
by the sensor simulation does not correspond to the relative importance of the measurement,
additional weighting is typically applied in the final inversion techniques used and is therefore
mimicked here for error predictions. The weighting is applied to (3.4) such that:
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The weights w, ... wm in (3.9) are duplicated to correspond with the real and imaginary
components of each impedance measurement. Typically, if the error in each impedance
measurement is sufficiently characterized, the weights are inversely proportional to the
corresponding errors. These errors may be described by the standard deviation of the measured
impedance in the case that the noise errors are dominant or in terms of absolute error bounds if
the bias errors are dominant.
In the case when the errors are not well known, the full scale impedance range of the
measurement instrument can be utilized. As a starting point, it may be assumed that the
instrument will exhibit errors that are constant when expressed in terms of the full scale
measurement range. A more optimal emphasis on each measurement is then accomplished by
setting each weight equal to the reciprocal of the full scale impedance range of the instrument
which is associated with the specific measurement. Since the instrumentation discussed in
Chapter 8 is capable of dynamically adjusting its full scale range to the sensor at each frequency
and since the maximum sensor impedance for an MQS sensor is often determined by its
impedance in air, the determination of the weights can often be simplified. The impedance of the
sensor in air is essentially inductive and therefore this impedance is proportional to the excitation
frequency. The weights can then be set equal to the reciprocal of the excitation frequency.
When the weight matrix is included, the inverse J-' in (3.7) is calculated in terms of the
Jacobian of (3.5) and the weight matrix as:
J-1 = (W)- 1 W (3.10)
As mentioned earlier, the inverse or pseudo inverse can be evaluated using standard linear
algebra techniques.
W
where:
(3.9)W=
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3.3.2 Predicting Bias Errors in Estimated Properties from Impedance Bias Errors
In order to calculate material property error bounds resulting from bias errors in the impedance
the method in which the impedance error bounds are specified must now be decided. Two
possible candidates are: specifying error bounds on each individual component of each
impedance measurement or specifying error bounds on the magnitude of the error for each
complex impedance measurement. Since the actual structures of the bias errors have not been
investigated in depth and since both methods are relatively easy to apply, both are presented.
The method that will be used for determining bounds on material property errors is based on the
case when the specified bias error bounds produce the largest material property error. In the case
when impedance bounds are specified individually for each component, the material property
errors are calculated by:
Pe
= abs(J)W
_P e
Zer
z*e
Zet
(3.11)
where the superscript e indicates that a quantity is a bound and the abs( ) function is the
element-wise absolute value of the matrix argument. It should be noted that the error bounds
represent the bounding deviations from the actual value and are required to be positive values
such that the possible deviations about the true value are symmetric.
In the case when the impedance bounds are specified in terms of the magnitude of the error in
each complex measurement quantity some additional computation is necessary. In this case the
error results in possible impedance values that lie in a circular region which is centered about the
true value within the complex impedance plane. The bias error in the nth property due to the
error in the impedance of the mth measurement is described by:
,e = (J-1 cos+J-12m sinO) for z e < Ze, O 9<2;r (3.12)
where Ze is the magnitude error bound and P,e is the property error at a radius ze and angle 0
within the circular region. The location of the largest property error is desired since this is the
criteria being utilized for evaluation property bounds. Since the error Pe is directly proportional
to the radius, the maximum error occurs on the circumference of the error circle in the
impedance plane when ze = Ze . The angle that maximizes the property error can be determined
and when substituted into (3.12) results in:
e = 2m-1 2 2 (3.13)
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The error bounds for each property due to the impedance error bounds of all measurements
described in terms of magnitude bounds on the complex error are determined by:
pe = Z (J•,m-12 + (J1 2m)2  (3.14)
m=l
3.3.3 Predicting Noise in Estimated Properties from Impedance Noise Errors
The impedance measurement noise analysis carried out in Chapter 8 demonstrates several
important characteristics that simplify the prediction of the resulting material property errors.
The probability distribution functions found from the measurement of both the real and
imaginary components of the impedance were shown to be very similar to normal distributions.
The standard deviation of these distributions then provides a rather complete characterization of
the noise. It was also shown that under fixed conditions (e.g., excitation frequency, material
configuration, and instrument gain settings), the standard deviations of the real and imaginary
components are nearly the same. Reasonable results in predicting impedance noise levels under
varied conditions also demonstrated that the noise in the real and imaginary components of the
impedance could be treated as uncorrelated in the instrumentation being utilized.
Due to the previously described results, the noise in estimated material properties can be
predicted from the standard deviation of the components for each impedance measurement by:
= 
2 (( - 1 )2 +(J •2 )2) (3.15)
where PJ' is the standard deviation of the predicted noise in the nth property and 0, is the
standard deviation of the noise in the real and imaginary parts of the mth impedance
measurement.
3.3.4 Predicting Errors in Estimated Properties Due to Errors in Specified Material
Properties
Often in attempting to measure properties of multi-layered material structures the number of
material properties can become too large for each to be independently estimated. In these cases
it becomes necessary to specify as many of the known properties as possible. The value of these
specified properties is only known to a finite level of accuracy due to variations in the material or
due to accuracy of the method in which they are measured. Therefore it is desirable to predict
the extent to which these errors will influence the unknown properties which are estimated from
sensor measurements.
Although the direct simulation and inversion technique discussed earlier as a possible method for
error analysis could be used in incorporating these types of error sources, the method resulting
from linearization is continued. The determination of the estimated property errors due to the
specified property errors then requires the Jacobian based on the partial derivatives of the
impedance measurements with respect to the specified properties, such that:
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The partial derivatives of this matrix can
described for evaluating J in (3.6).
be approximated numerically using the methods
The relation between changes in the specified material properties and the estimated material
properties can now be produced by substituting (3.16) into (3.7)
=J-IS
MN . L-
(3.18)
The bounds for the estimated property bias error are evaluated for the case when the error bounds
of the specified material properties produce the largest estimated property errors using:
=abs(J-iS)I] -PJ
where pe is the error bound for Ith specified material property.
The standard deviation of the noise error in the estimated material properties is determined from
the standard deviation of the noise in the specified properties using:
(3.19)
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Pn = l(p,)2 ( j-iS (3.20)
where p' is the standard deviation of the error in the lth specified material property and Pn, is
the predicted standard deviation of the nth estimated material property.
3.4 General Sensor Performance
The methods for predicting estimated property errors are now utilized to evaluate the
performance of the M3 sensor design. A visual analysis of the terminal response, represented in
the form of a Grid, was previously used to estimate general performance trends of the sensor in
the presence of an infinite half-space MUT. The quantitative method discussed in the preceding
section allows a more direct comparison of the performance at various frequencies and material
configurations. It also avoids the visualization issues that arise when three or more material
properties are unknown or when the material properties are determined using multiple impedance
measurements.
3.4.1 Frequency Dependence of Errors for an Infinite Half-Space
The performance of the sensor will generally be analyzed for the specific material configuration
of interest; the most basic measurement of the conductivity and lift-off of an infinitely thick
uniform half-space of material is analyzed. The results will demonstrate the excitation frequency
which is most optimal for a specific material configuration, in addition to the increase in error as
the measurement frequency is altered from the optimal. The method in which this error analysis
can be used to optimize sensor parameters is also demonstrated.
Since the errors associated with impedance measurement noise can often be reduced to a desired
level by making either multiple or longer measurements, estimated property errors associated
with bias errors in the impedance are investigated. However, these errors have yet to be
determined and therefore an assumption of a constant full scale impedance error with respect to
varying frequency will be applied. The full scale impedance is based on the sensor response
when the MUT is composed of a nonpermeable and nonconducting material such as air. This
configuration is used to determine the full scale range since calibration of the instrumentation is
often based on the sensor response in this configuration. A bounding bias error value of 0.1% of
full scale is used in the analysis as a rough order of magnitude estimate. This allows error
bounds in material properties to be plotted in terms of absolute quantities. The linearity of the
analysis allows the property errors to be proportionally scaled to any other desired full scale error
value.
The frequency spectrum of the conductivity and lift-off errors are shown in Figures 3-17 and
3-18 for material conductivity values of 1 %IACS (0.58 MS/m), 10 %IACS (5.8 MS/m) and
100 %IACS (58.0 MS/m). Error estimates are provided at two different sensor lift-off values of
0.05 mm (-2 mils) and 0.25 mm (-10 mils). For each material configuration the errors
associated with the nominal M3 sensor geometry, which has a 0.3 mm primary to secondary gap,
are shown in addition to the errors for cases in which this gap is altered to values of 0.10 mm and
0.55 mm. From these plots several conclusions about the performance of the sensor relative to
material configuration and frequency can be made. Similar conclusions were previously drawn
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from the visual analysis of the Grids for the infinite half-space configuration and therefore only
limited explanations for the behavior is provided for many of the conclusions.
1. An optimal frequency which produces the minimal conductivity error exists for each
conductivity value.
The width and depth of the induced currents in the material are roughly related to the
frequency and conductivity dependent skin depth. At sufficiently low frequency and
conductivity values the superposition of opposing material currents produced by primary
windings located a distance of 2/2 apart results in partial cancellations of net currents. The
diminished intensity and diffuseness of the induced currents results in a smaller contribution
to the flux linked by the secondary winding as compared to the primary winding, for which
impedance errors result in greater estimated property errors. At sufficiently high frequency
and conductivity values, the changes in the distribution of induced currents result in a
diminished change in the flux linked by the secondary winding due to the relative distance
from the induced currents as compared to the size of the current distribution. The optimal
frequency exists when the induced current distribution, as perceived by the secondary
windings, is both intense and rapidly changing with respect to conductivity changes. If the
characteristic dimension of the induced currents is taken as two skin depths, then the
frequency at which this quantity becomes comparable to half the spacing of primary windings
with opposing currents (2/4) appears to approximately predict the optimal frequency for
each conductivity value.
2. The optimal frequency for each conductivity value is minimally dependent on the sensor lift-
off for the lift-off range investigated.
For the lift-off ranges investigated, the characteristic dimension of the current distribution is
well approximated by the skin depth which is independent of lift-off.
3. Although the absolute conductivity error is different for each material conductivity value at
the optimal frequency, the relative error is very similar.
The skin depth within the material relative to geometric dimensions is important in
determining the sensor performance. When the geometric dimensions of a given sensor are
fixed, the absolute skin depth value is an important characteristic. For frequency and
conductivity values which produce similar skin depth values, similar absolute changes in the
skin depth result from similar relative changes in the conductivity.
4. Both conductivity and lift-off errors increase with increasing lift-off.
The magnetic flux produced by the current distribution within the material becomes more
diffuse and reduces the change in the flux linked to the secondary winding due to conductivity
and lift-off changes. In addition, the intensity of the flux produced by the induced currents
composes a smaller part of the total flux linked by the secondary winding as compared to the
flux produced by the primary currents which are essentially independent of material
properties.
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Figure 3-17: Simulated performance of the M3 sensor on an infinite half-space material at a
0.05 mm lift-off for various material conductivity values. The errors were calculated based on
an assumed full scale impedance bias error of 0.1% at each frequency. Errors are also shown for
permutations of this sensor in which the primary to secondary spacing is altered from its
0.30 mm nominal value to either 0.10 mm or 0.55 mm to demonstrate resulting changes in
performance. Errors are shown for both a) conductivity and b) lift-off.
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Figure 3-18: Simulated performance of the M3 sensor on an infinite half-space material at a
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0.25 mm lift-off for various material conductivity values. The errors were calculated based on
an assumed full scale impedance error of 0.1% at each frequency. Errors are shown for both a)
conductivity and b) lift-off.
· 0.30 mm Gap :I _~~~~~~~~~-- - ------- -------I II 1 ---- ir_ : III7r7_I
------ ------------------- ---- ;----------- f---
10 T - - -- -
__ I_ ---- : I ~c ---- - ---- -I_1 ::. ::10.0 m a
,--------------:------------------ --------------
10 - - - - - - ~ 1~--5.-- - - - - - -- - - - -Ec ---a---- 
-------·-- - - - 7 -- - - - -
- - - -- - - -- - - -- - - -- - - --
_i~ _- ___. ~ ___. _i _. i I ---- -_---- ---------- - --- --- -
--------- ------- --------------------~- ~
conductivity and b) lift-off.
Chapter 3 : Single Element Planar MQS Sensors
5. As the excitation frequency is increased, lift-off errors become independent of the material
conductivity values and approximately constant with frequency.
At increased frequencies the induced current distribution has the approximate appearance of a
surface current in comparison to other geometric parameters. The changes in this distribution
due to increased frequency or conductivity do not significantly change the flux linked to the
secondary windings. The lift-off errors then remain similar for further increases in frequency
or conductivity.
6. Lift-off errors increase with decreasing frequency.
The larger skin depth values associated with lower frequency result in the currents being
distributed more deeply into the material. The additional average distance between the
secondary windings and the induced currents reduces the contribution of the linked flux from
the induced currents in comparison to the linked flux from primary currents. In addition,
partial cancellation of material current distributions resulting from primary windings with
opposing current directions reduce the flux linked to the secondary windings.
Changes in the primary to secondary winding gap can be seen to alter the calculated errors from
those in the nominal 0.3 mm case. Decreasing the gap tends to increase both the lift-off and
conductivity errors except in the case of the higher conductivity and frequency values when the
material is at a 0.05 mm lift-off. The most noticeable improvement can be found in the errors
corresponding to the 100 %IACS conductivity value. In this case the closer proximity of the
secondary winding to the induced current distribution allows the changes in the distribution to
have a greater impact on the flux linked to the secondary winding. The improvement occurs
when the characteristic dimension of the distributions relative to the secondary distance is
becoming small. The same behavior is not found at the greater lift-off value of 0.25 mm since
the decrease in gap only creates a minor improvement to the secondary windings proximity to
the induced currents. Rather, a greater error is produced due to the increase in linkages to the
flux produced by the primary current. This increase in flux linkage is also responsible for the
increase in errors for the other frequency and material configurations.
The uniform conductivity half-space material analyzed here is one of the most basic material
configurations. Though the analysis determined optimal measurement frequencies for the
conductivity of materials with different conductivity values, the situation is somewhat artificial
in that rarely is a truly uniform material present. The measurement frequency is then generally
used as a control of the depth of interrogation of the material. However, the performance
analysis here can easily be adapted to more complex material configurations.
3.4.2 Winding Layer Misalignment Errors
Another important aspect of sensor performance includes the robustness of measurement
accuracy with respect to manufacturing tolerances of the sensor. Due to the photolithographic
process which is typically used to fabricate the sensors, one parameter of interest is the alignment
of the windings which are located on different sensor layers. Manufacturing limitations result in
a finite relative shift of the layer containing the primary windings with respect to the layer
containing the secondary windings. Although it is possible to characterize these errors to some
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degree using an optical or other methods, it will be assumed that the misalignment is not
accounted for.
The scenario is that the misaligned sensor is used for air calibration of the instrument and
measurements on the MUT, while sensor simulations for calibration and estimation of material
properties utilize the nominal sensor geometry. The analysis to predict the outcome must
determine the impedance bias errors by accounting for the calibration and measurement steps.
The resulting bias error can then be utilized with the linear error analysis methods to predict the
errors in estimated material properties.
The air calibration method is discussed in detail in Chapter 8. For this analysis, the measurement
system will be considered ideal and therefore void of any parasitic impedance or transimpedance.
The instrumentation is therefore calibrated by determining the complex calibration coefficient
K•ca for each frequency such that the actual impedance is determined from the impedance
measurement by the instrument using:
Zs = K,,,Zm (3.21)
A measurement of the shifted sensor with impedance -Z•h is calibrated to produce the
impedance of the nominal sensor with impedance Z, by setting the calibration coefficient as:
Kt- = . (3.22)ca 
-r
shift
The value ,_f' is produced by simulation of the sensor using shifted geometric parameters while
the value of Zor is produced by simulation using the nominal parameters.
The impedance bias error for a specific material configuration can then be calculated by:
bias shMUT MUT (3.23)
shift
where M7Z and ZMm2" are produced by simulation using the corresponding sensor geometry for
the specified material configuration. In preceding error analyses the impedance bias errors have
been specified in terms of a bound on the error magnitude which constrained the impedance to a
circular region in the complex plane about the exact value. In this case the error structure is
completely predicted through simulation and therefore the actual complex value of the error is
known. Equation (3.7) is then used to directly determine the errors in the estimated properties
from the real and imaginary components of bias. Since the scenario for which the resulting
errors are being analyzed utilizes the nominal sensor geometry in the parameter estimation stage
of the measurement, the linearization required to produce J-' in (3.7) is completely based on this
same nominal geometry.
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Figure 3-19: Errors resulting from a shift misalignment between the primary and secondary
windings of the M3 sensor on an infinite half-space material for various material conductivity
values. The errors are calculated assuming the air calibration and measurements are performed
with the misaligned sensor, while the simulated impedance values required for calibration and
parameter estimation are based on the unshifted sensor geometry. The nominal sensor lift-off is
0.05 mm and errors are shown for both a) conductivity and b) lift-off.
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3.5 Measurements
The conductivity and lift-off errors due to misalignment were evaluated for the uniform
conductivity half-space at a lift-off of 0.05 mm. Figure 3-19 shows the frequency dependence of
these errors for misalignment values of 0.05 mm (-2 mils), 0.10 mm (-4 mils), and 0.15 mm
(-6 mils). Note that although the impedance error Zbias will produce property errors with
positive or negative signs using (3.7), the absolute value has been taken in order to allow the
logarithmic plots. These plots demonstrate the general trends of the errors such as apparent low
and high frequency asymptotic conductivity error values and a low frequency lift-off error which
is independent of frequency.
Although the uniform conductivity half-space can again be considered somewhat artificial, the
method described here for analyzing estimated property errors can be applied to more complex
configurations. In addition, a similar analysis for variations in other sensor parameters can be
accomplished by altering the appropriate parameter(s) of the sensor in simulating ZhsJ, and
shift
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This section utilizes the models of Chapter 2, the instrumentation and calibration methods of
Chapter 8, and the single element planar MQS sensors of this chapter in measuring the material
properties for three major material configurations. For each of the major configurations, material
properties are altered to produce many additional configurations. Basic conductivity and lift-off
measurements of thick materials which are assumed to have uniform conductivity are presented
first. Comparison with typical property ranges found in literature will help to build confidence in
the overall measurement system. The use of these measurements in estimating bounds for the
impedance bias errors is then investigated. A more complex measurement problem involving
three unknown material properties follows. One of the estimated properties of this measurement
is a thickness which can easily be verified by a secondary measurement method. The error in
measured thickness values are then predicted using the bias error bounds determined by a worst
case method and an optimistic method to determine the most appropriate bounds. The final
measurement configuration involves four unknown measurement properties and simulates a
metal coating on metal substrate measurement problem.
3.5.1 Conductivity Measurement of Uniform Metals
These measurements focus on solid metal plates which will be modeled as having uniform
electrical properties and as infinitely thick. Before proceeding with the measurements details
and results, it is worth reviewing the skin depth of several materials including those measured.
The skin depth is calculated in the usual manner as:
1=, 2 (3.24)
The excitation frequency range which will be used for the measurements spans from 10 kHz to
10 MHz. The materials measured include brass, aluminum (2024 alloy), aluminum (99% pure)
and copper. From Table 3-2 the skin depth associated with these frequencies and materials
ranges from 0.021 mm (0.8 mils) to 1.296 mm (51 mils). Although the skin depth S is based on
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a uniform plane wave incident on a planar conductor of uniform conductivity, it provides a
useful estimate as to the maximal depth to which the material may be excited. Since one skin
depth corresponds to a single exponential decay of the fields and currents within the material,
typically the fields and currents at depths greater than 3-5 skin depths can be assumed to have
minimal or no influence on the measurement. The properties of the material greater than these
depths therefore also can be neglected. As a result, the metal plates measured are not required to
be infinitely thick; they are only required to be sufficiently thick such that the "missing" material
does not influence the measurement.
Skin Depth (mm I inches):
Conductivity Conductivity Frequency
Metal (MSlm) (%IACS) 1 kHz 10 kHz 100 kHz 1 MHz 10 MHz 100 MHz
Titanium (for reference) 0.58 1 20.898/0.823 6.609/0.260 2.090/0.082 0.661 / 0.026 0.209 /0.008 0.066 / 0.003
Brass 15.08 26 4.098/0.161 1.296/0.051 0.410/0.016 0.130/ 0.005 0.041 /0.002 0.013 / 0.001
Aluminum (2024 Alloy) 17.4 30 3.815 / 0.150 1.207 / 0.048 0.382 / 0.015 0.121 / 0.005 0.038 / 0.002 0.012 / 0.000
Aluminum 34.8 60 2.698 / 0.106 0.853 / 0.034 0.270 / 0.011 0.085 / 0.003 0.027 / 0.001 0.009 / 0.000
Copper 58 100 2.090 / 0.082 0.661 / 0.026 0.209 / 0.008 0.066 / 0.003 0.021 / 0.001 0.007 / 0.000
Table 3-2: Typical conductivity and skin depth for materials used in measurements.
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Figure 3-20: Setup for single element planar MQS sensor measurements on thick uniform
metals. a) Configuration of model geometry, known property u = po and unknown parameters
cr and lift-off. b) Measurement of thick copper by single element planar MQS sensor.
The measurements on the metal plates were conducted using the M3 sensor design. The
instrumentation was calibrated using only measurements of the sensor in air and measurements
of a shunt version of the sensor in addition to the simulated response for the sensor in air. Figure
3-20b shows the probe in contact with the copper plate for measurement. Impedance data was
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taken at seven logarithmically spaced frequencies between 10 kHz and 10 MHz on each material.
Measurements of each material were also made with the addition of one and two nonconducting
shims, each with a nominal thickness of 1 mil (0.0254 mm), in order to vary the sensor lift-off
from the surface of the metal plates. The material configuration in Figure 3-20a, which involves
the unknown lift-off and unknown conductivity of the measurement, was used to create a
database of sensor responses covering the expected range of material conductivity and lift-off by
utilizing the simulation methods of Chapter 2.
estimated from each impedance measurement
responses and the inverse interpolation method
A single conductivity and lift-off value were then
at each frequency using the database of sensor
of [9]. The results are shown in Table 3-3.
Reference Sample Additional Frequency
Conductivity Thickness* Lift-Off 10 kHz 31.62 kHz 100 kHz 316.2 kHz 1 MHz 3.162 MHz 10 MHz
Material (%IACS) (mils) (mils) Measured Conductivity (%IACS)
Copper 100 187 0 100.4 100.2 100.0 100.0 99.9 100.9 87.5
1 100.3 100.1 100.0 99.8 98.8 99.2 81.1
2 100.0 100.1 99.9 99.5 97.7 97.6 75.4
Aluminum 60 30.5 0 57.0 59.3 59.2 59.3 59.5 60.3 54.5
1 56.6 59.3 59.1 59.2 59.0 59.5 51.1
2 56.7 59.2 59.0 59.0 58.5 58.7 48.1
Aluminum 30 250 0 26.7 29.1 29.1 29.2 29.3 29.7 28.0
(2024 Alloy) 1 26.5 29.1 29.1 29.1 29.2 29.5 26.7
2 26.2 29.0 29.1 29.1 29.0 29.2 25.5
Brass 26 31.4 0 23.5 26.2 26.5 26.4 26.4 26.6 25.0
1 23.0 26.2 26.4 26.4 26.3 26.4 24.0
2 22.8 26.1 26.4 26.3 26.1 26.3 23.1
* Obtained by Micrometer Measurement
(a)
Reference Sample Additional Frequency
Conductivity Thickness* Lift-Off 10 kHz 31.62 kHz 100 kHz 316.2 kHz 1 MHz 3.162 MHz 10 MHz
Material (%IACS) (mils) (mils) Measured Lift-Off (mile)
Copper 100 187 0 1.10 1.12 1.12 1.12 1.11 1.11 1.08
1 2.14 2.17 2.17 2.17 2.15 2.15 2.10
2 3.20 3.25 3.24 3.24 3.22 3.22 3.15
Aluminum 60 30.5 0 0.59 1.03 1.05 1.05 1.05 1.06 1.03
1 1.55 2.05 2.07 2.07 2.06 2.07 2.02
2 2.62 3.10 3.12 3.13 3.11 3.12 3.04
Aluminum 30 250 0 -0.06 0.99 1.03 1.04 1.04 1.07 1.04
(2024 Alloy) 1 0.91 2.02 2.07 2.08 2.08 2.10 2.05
2 1.89 3.08 3.13 3.15 3.14 3.16 3.09
Brass 26 31.4 0 -0.36 0.96 1.07 1.07 1.06 1.08 1.05
1 0.47 1.94 2.08 2.08 2.06 2.08 2.02
2 1.45 3.00 3.14 3.15 3.12 3.14 3.06
Obtained by Micrometer Measurement
(b)
Table 3-3: Conductivity and lift-off measurements of a uniform MUT by
sensor. a) Estimated conductivity. b) Estimated sensor lift-off.
a single element MQS
Before comparing the estimated conductivity values to the literature values, it is worthwhile to
provide a brief description of the various factors that may affect the conductivity of a particular
metal. The composition of the metal is a primary factor and includes both the concentration of
intentional alloying materials and undesired impurities. Further processing of the material in
operations such as annealing, heat-treating, and aging have an effect on the internal structure of
the metal and can alter the conductivity. In addition, forming operations which may introduce
work hardening and plastic deformation can also contribute to conductivity changes.
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Furthermore, the conductivity is also temperature dependent. Therefore in comparing reference
values to those measured, some deviation is expected.
Examination of the estimated properties reveals several important aspects of the measurements.
Comparing estimated conductivity values for each material to those of the same material at other
frequencies indicates bands of frequencies with similar conductivity values. Based on the sensor
performance evaluated in Figure 3-17, these bands of frequencies generally coincide with those
at which the best sensor performance is expected for a specific material conductivity. It should
be noted that increased measurement errors for the aluminum and brass materials at the lowest
frequencies may also be attributable to the thinness of these materials. The conductivity values
in these bands are also within reasonable agreement with the literature values. The relative
independence of the estimated conductivity with respect to changes in lift-off resulting from the
addition of nonconducting shims is also important in evaluating the measurement. This
independence is best for frequencies near the optimal for a particular material and deteriorates
for increasingly distant frequencies. The estimated lift-off can also be used in evaluating the
measurement. However, the measured lift-off of the sensor with no shims generally contains
some degree of sensor to sensor deviation due to manufacturing tolerances. Instead of the
absolute lift-off values, the change in lift-off due to the addition of a shim can be compared to
the 1 mil shim thickness. As the performance curves indicated, the most consistent lift-off
changes are observed at the higher frequencies. The measured lift-off changes are very
reasonable when considering the degree to which dust and gaps from minor wrinkles in the shim
material could affect the lift-off.
The estimated conductivity values, relative independence of conductivity with lift-off, and lift-
off changes, when compared with the performance expected with a 0.1% full scale error, provide
evidence that the various components of the measurement system are functioning with
reasonable accuracy. This includes: the numerical accuracy of the sensor models for layered
materials, the accuracy of the instrumentation in providing a numerical representation of the
sensor's terminal response, and the ability of the sensor to match the idealized model. By
measuring material configurations with increased numbers of unknown properties the accuracy
will be further tested.
3.5.2 Determination of Impedance Bias Error Bounds
Bounds on impedance errors were previously unknown and therefore an intuitive guess of a
0.1% full scale impedance error was used in evaluating the general performance characteristics
of the sensor. The measurements of the previous section now provide empirical data from which
a better estimate of the error bounds should be attainable. It would be a relatively easy task to
evaluate the impedance error in each of these measurements if the exact estimated properties
were known. Unfortunately neither the exact conductivity values of the plates nor the exact lift-
off values are known. The approach taken here is to determine a set of error bounds in the
absence of these exact values. Because of the approach that will be used, the calculated error
bounds will most likely be an overestimate of the possible error in the measurement; however,
this will be a step better than the intuitive guess used previously.
Several assumptions will be necessary in order to evaluate the error bounds. First, some
assumptions about the structure of the impedance bias error will be necessary. A study of the
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detailed structure of the impedance bias errors has not been performed nor has a method to do so
been presented. A magnitude bound for the impedance error will therefore be used to
characterize the maximum deviation of the true impedance value from any measurement of the
value for the complete range of possible impedance values of the sensor. Based on the
arguments presented elsewhere, this magnitude bound will again be assumed as a constant for
each frequency when represented in terms of a percentage of the full scale impedance of the
instrument with the exception that the highest and lowest of the seven frequencies used may have
a larger error. This exception is made to allow for the larger parasitic affects which tend to be
exhibited at frequency extremes.
The next assumption relates to the metal plates which were used in previous measurements.
Although the exact conductivity will not be assumed as known due to the many possible ways in
which the conductivity can be altered, the plates will be assumed as uniform. In reality the plates
may have some non-uniformity due to processing which may add to the overestimation of error
bounds. However, this must suffice for the current analysis and future work may utilize plates
with improved processing or apply additional processing steps such as annealing before utilizing
such plates for the current purpose. In the absence of any impedance bias error, the estimated
properties for each uniform metal plate should be identical for each of the seven frequencies at
which they are measured. The deviation of the estimated properties for different frequencies will
form the basis of the bias error bound determination.
Two similar approaches will be used to evaluate the bias error. The first method will focus on
finding the absolute worst-case bounds when the preceding assumptions are true. Since these
bounds are expected to overestimate the impedance errors that will be experienced in practice, a
second method will be presented which generates more optimistic values.
Based on the ability to predict errors in the estimated properties and on the empirical data from
the metal plates, the following procedure is used to predict the worst-case full scale error bounds:
1. An identical full scale error is assumed at each frequency and the spectrum of the predicted
error for a specific property and material configuration is plotted.
2. The measured property value at the frequency which produces the minimal error is chosen to
be the most correct. The error in this measured property value is then assumed to be equal to
the frequency's predicted property error.
3. Deviations of the measured property from the property value at the minimal error frequency
are then assumed to be due to further increases in the error at these other frequencies. Based
on this calculation, the errors for these other frequencies are plotted.
4. The assumed full scale error which produces property errors for all five central frequencies
that are less than or equal to the predicted error are then found.
5. Using this full scale error to evaluate the error in the measured property of the highest and
lowest frequencies according to step 3, the independent high and low frequency full scale
errors which each predict an error equivalent to the corresponding measurement error are then
found.
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6. Steps 1-5 are repeated for both lift-off and conductivity properties and for different materials
to determine the worst-case errors bounds.
The plots in Figure 3-21 and 3-22 demonstrate this procedure on both lift-off and conductivity
properties using measurements of the metal plates with nominal conductivity values of 30, 60,
and 100 %IACS with the addition of a 1 mil shim. To further explain the procedure, Figure 3-
21a which is based on the conductivity measurements of the 30 %IACS plate is focused on. The
predicted conductivity error and associated error for the measurement are plotted for the assumed
full scale errors of 0.01%, 0.1% and 0.2%. The measurement error calculated for the 0.01%
assumed error is significantly greater than that predicted for each of the five central frequencies.
Therefore the worst-case full scale error must be greater than 0.01%. A 0.1% full scale error
produces a calculated measurement error in each of these five frequencies that is less than or
equal to the predicted error. This is the bounding error for the five central frequencies based on
this property and material configuration. The calculated measurement errors based on the 0.1%
full scale error at the lowest and highest frequencies are then compared to predicted values from
other full scale errors. The lowest and highest frequency errors are determined to be 0.27% and
0.13%, respectively. The results from each material property and plate material are summarized
in Table 3-4. The greatest errors for all of the cases are then used as the error bounds as
described in Table 3-5.
The second approach which provides more optimistic values for the error bounds results from a
slight modification of the previously outline method. In step 2, the same frequency is used for
the most correct property value; however, the error in the measurement is now optimistically
assumed to be zero, rather than the maximum predicted. There is no justification given for this
other than to indicate that because of the unknown structure of the bias errors it probably is as
likely that the error is zero as it is likely that the error is maximal. The results of this method
cannot be considered as absolute bounds, but are rather presented as a method of produce more
practically useful values.
The graphical analysis using the optimistic method is presented in Figures 3-23 and 3-24. The
main difference between these figures and those of the previous method is that the calculated
measurement errors are now independent of the assumed full scale error. The error at the
optimal frequency does not appear because, as discussed, it is assumed as zero and therefore
cannot be plotted on the logarithmic plots. The errors bounds extracted from each property and
material are included in Table 3-4, while the maximum bounds are included in Table 3-5.
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Figure 3-21: (See figure caption on following page.)
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Figure 3-21: Comparison of simulated conductivity bias errors to measurement errors
determined using the worst-case methodology in order to approximate impedance error bounds
for the M3 sensor. Several full scale impedance error values are plotted for each material
configurations consisting of an infinite half-space with a nominal sensor lift-off of 2 mils
(50.8 gm) and material conductivity values of: a) 30 %IACS (17.4 MS/m), b) 60 %IACS
(34.8 MS/m), and c) 100 %IACS (58 MS/m).
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Figure 3-22: (See figure caption on following page.)
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Figure 3-22: Comparison of simulated lift-off bias errors to measurement errors determined
using the worst-case methodology in order to approximate impedance error bounds for the M3
sensor. Several full scale impedance error values are plotted for each material configurations
consisting of an infinite half-space with a nominal sensor lift-off of 2 mils (50.8 rtm) and
material conductivity values of: a) 30 %IACS (17.4 MS/m), b) 60 %IACS (34.8 MS/m), and c)
100 %IACS (58 MS/m).
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Figure 3-23: (See figure caption on following page.)
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Figure 3-23: Comparison of simulated conductivity bias errors to measurement errors
determined using the optimistic methodology in order to approximate impedance error bounds
for the M3 sensor. Several full scale impedance error values are plotted for each material
configuration consisting of an infinite half-space with a nominal sensor lift-off of 2 mils
(50.8 Im) and material conductivity values of: a) 30 %IACS (17.4 MS/m), b) 60 %IACS
(34.8 MS/m), and c) 100 %IACS (58 MS/m).
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Figure 3-24: (See figure caption on following page.)
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Figure 3-24: Comparison of simulated lift-off bias errors to measurement errors determined
using the optimistic methodology in order to approximate impedance error bounds for the M3
sensor. Several full scale impedance error values are plotted for each material configuration
consisting of an infinite half-space with a nominal sensor lift-off of 2 mils (50.8 gm) and
material conductivity values of: a) 30 %IACS (17.4 MS/m), b) 60 %IACS (34.8 MS/m), and c)
100 %IACS (58 MS/m).
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Error Material Estimated Full Scale
Evaluation Property on Which Conductivity Impedance Error Bounds (% FS)
Method Error Bounds are Based (%IACS) 10 kHz 31.6kHz to 3.16 MHz 10 Mhz
Worst-Case Conductivity 30 0.27 0.10 0.13
60 - 0.07 0.15
100 0.10 0.10 0.15
Lift-Off 30 0.35 0.35 0.35
60 - 0.30 0.32
100 0.30 0.42
Optimistic Conductivity 30 0.23 0.04 0.11
60 - 0.02 0.12
100 0.05 0.05 0.15
Lift-Off 30 0.28 0.08 0.10
60 - 0.05 0.14
100 0.07 0.07 0.19
Table 3-4: Summary of error bounds determined using either conductivity or lift-off errors at
each material conductivity for both worst-case and optimistic methods. Figures 3-21 through 3-
24 were used to determine a full scale error bound for the frequency range 31.6 kHz to 3.16
MHz, while larger bounds were permitted at 10 kHz and 10 MHz.
Error Estimated Full Scale
Evaluation Property on Which Impedance Error Bounds (% FS)
Method Errors are Based 10 kHz 31.6kHz to 3.16 MHz 10 Mhz
Worst-Case Both 0.35 0.35 0.42
Conductivity 0.27 0.10 0.15
Lift-Off 0.35 0.25 0.42
Optimistic Both 0.28 0.08 0.19
Conductivity 0.23 0.05 0.15
Lift-Off 0.28 0.08 0.19
Table 3-5: Summary of maximum error bounds determined by either the worst-case or
optimistic method and based on conductivity errors only, lift-off errors only, or errors from both
properties. The error bounds result from the maximum bounds evaluated from the measurements
of materials with conductivity values: 30, 60, and 100 %IACS.
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3.5.3 Conductivity and Thickness Measurement of Thin Metals
The measurements of this section focus on determining the sensor lift-off, thickness, and
conductivity for thin plates of various metals. These measurements will demonstrate several
aspects of the measurement capability, including the use of multiple impedance measurements
from different frequencies in estimating the material properties. In addition, the empirically
determined error bounds will be tested by comparing predicted errors in the thickness values to
those of the actual measurements. This is possible since the thickness can be measured using a
secondary method (micrometer) and compared to thickness values estimated from the impedance
data.
The basic measurement setup and material configuration for the model are shown in Figure 3-25.
As shown, the unknown properties are the sensor lift-off, the metal conductivity, and the metal
thickness. The metals chosen are usually considered to be nonmagnetic and therefore the
permeability in the models utilized has been set to that of free space. The thin metal is also
assumed to be backed with a nonconducting and nonpermeable material. Separating the
measured plate by a sufficient distance from any other metals using most common insulators will
allow this assumption to be valid.
The instrumentation was calibrated using the measured sensor response in air, the simulated
response in air, and a special shunt sensor as discussed in Chapter 8. Impedance measurements
were made at seven logarithmically spaced frequencies from 10 kHz to 10 MHz. For each type
of metal, three different material thicknesses were measured with and without the inclusion of a
1 mil nonconducting shim. Using the impedance data from all seven frequencies and the model
for predicting the sensor response at each frequency an inversion method was used to estimate
the three unknown properties. The results are shown in Table 3-6.
Sensor
I Thickness
(a) (b)
Figure 3-25: Setup for single element planar MQS sensor measurements on thin metal shims.
a) Configuration of model geometry, known property a = ,u and unknown parameters
conductivity, thickness and lift-off. b) Measurement of copper shim by single element planar
MQS sensor.
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Metal Shim Additional Measured Measured Measured
Shim Thickness* Lift-Off Thickness Conductivity Lift-Off
Material (mils) (mils) (mils) (%IACS) (mils)
Copper 6.2 0 5.96 99.1 1.06
1 6.00 98.5 2.05
9.9 0 9.84 99.5 1.05
1 9.87 99.2 2.04
15.6 0 15.44 98.5 1.04
1 15.47 98.2 2.04
Aluminum 5.3 0 5.12 58.5 1.07
1 5.19 57.8 2.06
10.3 0 10.21 59.1 1.06
1 10.25 58.8 2.05
20.9 0 20.98 57.5 1.03
1 20.97 57.5 2.03
Brass 8.1 0 7.94 26.1 1.02
1 8.01 25.9 2.02
15.3 0 15.26 25.4 1.04
1 15.30 25.3 2.04
20.3 0 20.31 26.9 1.05
1 20.35 26.8 2.05
* Obtained by Micrometer Measurement
Table 3-6: Results from measurements of conductivity,
shims using a single element planar MQS sensor.
thickness, and lift-off on thin metal
The estimated parameters shown in the table agree favorably with expected values. The
thickness estimates are almost always within 0.2 mils (0.0051 mm) when compared with those
taken with a micrometer. The resolution of the micrometer utilized was 0.05 mils; however, the
absolute accuracy was not certified. Factors such as the repeatability of the micrometer related
to the pressure applied by the mechanism and variability of the metal thickness within each part
also play a part in calculating exact errors at this magnitude. The change in the estimated
thickness due to the lift-off change produced by the introduction of a 1 mil shim is generally less
than 0.05 mils. The observed change in the sensor lift-off produced by the addition of a 1 mil
shim is within 0.01 mils. The conductivity values measured are close to the reference values and
exhibit a reasonably small change when the shim is introduced. The conductivity value
differences between different thickness pieces of the same type of metal are possibly caused by
variations in metallurgical properties; the metals were obtained in the thickness values shown
and therefore may have been produced from different metal sources in addition to having
processing variations.
The determined impedance bias error bounds of the previous section are next utilized to predict
the error bounds on the three estimated properties. Table 3-7 shows the predicted property error
bounds using both the worst-case and optimistic impedance errors bounds. Since the thickness
errors were determined using a secondary measurement technique, they are used as the basis for
evaluating the success or failure of the predictions. Comparison of the actual thickness errors
and those predicted using the worst-case bounds demonstrate that the errors are always within
the predicted bounds. However, the actual errors in the measurements are always much smaller
than the predicted bounds and therefore the predicted error seems overly restrictive in evaluating
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the measurement capability. Comparison of the estimated property bounds using the optimistic
impedance bounds indicates that they are more useful, since they provide a much tighter bound
of the actual errors. Further analysis will therefore utilize the optimistic bounds rather than the
worst-case bounds.
Actual Estimated Thickness Estimated Conductivity Estimated Lift-Off
Micrometer Measured Thickness Error Bounds Error Bounds Error Bounds
Shim Thickness Thickness Error Optimistic Worst Case Optimistic 1 Worst Case Optimistic Worst Case
Material (mils) (mils) (mils) (mils) (mils) (%IACS) (%IACS) (mils) (mils)
Copper 6.2 6.00 0.20 0.20 0.69 2.6 9.1 0.04 0.13
9.9 9.87 0.03 0.21 0.74 1.5 5.3 0.03 0.11
15.6 15.47 0.14 0.32 1.01 1.0 3.5 0.03 0.10
Aluminum 5.3 5.19 0.11 0.20 0.70 2.0 6.7 0.04 0.14
10.3 10.25 0.05 0.21 0.76 0.8 3.0 0.03 0.11
20.9 20.97 0.07 0.48 1.50 0.5 1.7 0.03 0.10
Brass 8.1 8.01 0.09 0.20 0.71 0.5 1.7 0.04 0.12
15.3 15.30 0.00 0.28 1.00 0.2 0.9 0.03 0.10
20.3 20.35 0.05 0.41 1.44 0.2 0.7 0.03 0.10
Note: All measurements and estimates include an additional 1 mil of lift-off such that the nominal sensor lift-off is approximately 2 mils.
Table 3-7: Predicted error bounds on the thickness, conductivity, and lift-off for measurements
of the thin metal shims and comparisons to actual thickness errors. Material property error
bounds are based on previously determined impedance error bounds from measurements on thick
uniform materials. Seven logarithmically spaced frequencies from 10 kHz to 10 MHz were used
to estimate the three material properties.
The estimated material properties and error analysis have focused on the use of impedance data
from seven frequencies to estimate three unknown properties. Since there are two components to
each impedance measurement, there are actually 14 measurements used to estimate the three
parameters. Since there are significantly more measurements than unknowns, one can conclude
that it may not be necessary to utilize all fourteen of these measurements. Although the actual
relations between the impedance and material properties are not linear, this can intuitively be
understood by comparison to the case of a linear system of 14 equations with three unknowns; to
arrive at a unique solution, at least three independent equations are necessary. In predicting the
estimated property errors, the linearization that is utilized results in a similar system.
The goal is now to determine whether fewer measurements can be utilized and the effect it will
have on the property errors. Although individual components of each impedance measurement
could be included or excluded in estimating material properties, complete impedance
measurements are utilized since simulations and measurements produce both real and imaginary
components for each frequency. Therefore the minimal requirement of three independent
equations or three components is rounded up to two complex impedance measurements. Since
the permutations of the seven frequencies, when taken between 2 and 7 at a time, total up to 120
cases, a brute force approach can be applied in which the errors for each case are evaluated. The
computation time of the linear analysis is kept to a minimum by computing the partial
derivatives corresponding to each of the seven frequencies only once. The main computation for
each permutation then involves the calculation of a matrix inverse, which does not pose a
problem
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Utilized Frequencies
Thickness Conductivity Lift-Off
Metal Shim Error Error Error I I ~
Shim Thickness Bounds Bounds Bounds . . C D
Material (mils) (mils) (%IACS) (mils) .
Copper 6.2 0.14 1.85 0.02 x x
0.15 1.77 0.02 x x
0.14 1.85 0.02 x x
0.15 1.98 0.03 x x x x x
0.20 2.56 0.04 x x x x x x x
9.9 0.15 0.98 0.02 x x
0.15 0.98 0.02 x x
0.15 0.98 0.02 x x
0.16 1.14 0.02 x x x x x
0.21 1.48 0.03 x x x x x x x
15.6 0.20 0.67 0.02 x x x
0.51 0.67 0.02 x x
0.38 0.72 0.02 x x
0.21 0.72 0.02 x x x x x
0.32 1.01 0.03 x x x x x x x
Aluminum 5.3 0.14 1.36 0.03 x x x
0.14 1.36 0.03 x x x
0.14 1.39 0.03 x x
0.15 1.48 0.03 x x x x x
0.20 1.95 0.04 x x x x x x x
10.3 0.15 0.61 0.02 _ x x x
0.26 0.58 0.02 x x
0.23 0.60 0.02 x x
0.16 0.66 0.02 x x x x x
0.21 0.84 0.03 x x x x x x x
20.9 0.30 0.33 0.02 x x x
0.30 0.33 0.02 xx x
0.62 0.40 0.02 x x x
0.31 0.35 0.02 x x x x x
0.48 0.49 0.03 x x x x  x x
Brass 8.1 0.14 0.35 0.03 x x x
0.18 0.33 0.02 x x
0.15 0.36 0.02 x x
0.15 0.37 0.03 x x x x x
0.20 0.50 0.04 x x x x x x x
15.3 0.20 0.18 0.02 x x x
0.26 0.17 0.02 x x
0.21 0.21 0.02 x x
0.21 0.19 0.02 x x x x x
0.28 0.25 0.03 x x x x x x x
20.3 0.28 0.14 0.02 1 x x
0.28 0.14 0.02 x x
1.07 0.27 0.02 x x
0.30 0.16 0.02 x x x x x
0.41 0.20 0.03 x x x x x x x
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Table 3-8: Predicted thickness, conductivity, and lift-off error bounds based on the optimistic
impedance error bounds and using excitation frequencies determined as optimal. For each
material configuration (conductivity and thickness) the frequency selections that produced the
minimal error bounds for each property were determined from all possible permutations of the
listed frequencies. For each configuration the first three property error bounds correspond to
optimal frequency selections for thickness, conductivity, and lift-off, respectively. Error bounds
using the central five frequencies and all frequencies are also included as the fourth and fifth
entry for each material configuration.
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here because of the relatively small number of unknown material properties and impedance
measurements that produce a sufficiently small matrix.
The estimated property errors predicted using the optimistic impedance bounds are shown in
Table 3-8. For each metal type and thickness, the errors and frequencies utilized are indicated
and based on five different criteria. In each case, the first three rows of errors and frequency
selections are predicted as optimal in estimating the thickness, conductivity, and lift-off,
respectively. The fourth row utilizes the five central frequencies to avoid the frequencies that
were allowed to have higher impedance errors. The fifth row utilizes all seven frequencies for
comparison and contains values identical to those determined in Table 3-7. In all cases the
frequency selection predicted as being optimal for measuring a specific property was composed
of either two or three frequencies; however, depending on the metal's conductivity and
thickness, the specific frequencies varied. A slight to moderate improvement in the error bounds
was generally predicted while at the same time reducing the number of measurements required.
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Table 3-9: Actual errors in estimated thickness for measurements of the thin metal shims using
frequencies determined as optimal. For each material configuration, errors are shown for each of
the frequency selections determined as optimal for thickness errors on a specific configuration.
The error for the frequency selection that was determined as optimal for a particular
configuration is shown in bold. In addition the errors produced by using all seven frequencies
and the central five frequencies are shown for comparison.
Of the nine optimal frequency selections related to the thickness property for different metals and
thickness values, only five unique frequency combinations are present. The corresponding
impedance data was extracted from the seven frequency impedance data utilized earlier for
evaluating the unknown properties. The impedance data for each set of frequencies was then
inverted to produce estimated properties. The error in the thickness data based on micrometer
measurements is shown in Table 3-9. The errors using all seven frequencies and only the central
Shim
Material
Copper
Aluminum
Brass
10.0 kHz
31.6 kHz
100 kHz
316 kHz
1.00 MHz
3.16 MHz
10.0 MHz
Metal Shim
Thickness
(mils)
6.2
9.9
15.6
5.3
10.3
20.9
8.1
15.3
20.3
) *
0.20 0.19
0.03 0.02
0.17 1.32
0.08 0.13
0.04 0.02
0.21 1.05
0.06 0.11
0.05 0.06
0.11 0.19
212
3.5 Measurements
five frequencies are also shown. For each set of frequencies, the error corresponding to the
material configuration for which it was determined as optimal is shown in bold. Though these
errors were predicted to be smaller than the errors produced by using all seven frequencies, they
are often slightly larger. For a given frequency set, the errors for the material configurations that
are not associated with the set may be substantially larger. This indicates that if a measurement
problem is sufficiently limited in the range of material properties, the number of impedance
measurements required may be reducible without severely increasing the error in the
measurement property of interest.
It may also be possible to further reduce the number of impedance measurements by specifying
one of the three estimated properties. For example, if the type of metal is known, its actual
conductivity could be assumed as equal to the reference value of the metal type. Since there will
be difference in the actual conductivity as compared to the reference value, the predicted sensor
response will contain some errors with respect to the actual measurement situation. This will
ultimately translate into an error in the remaining unknown properties. If the conductivity is
specified then the lift-off and thickness can be estimated from a single impedance measurement
at a single frequency.
Actual
Shim Thickness o 4 g .
Shim Thickness Error * _
Material (mils) (mils) Predicted Thickness Error Due to a 1% Error in Conductivity (mils)
Copper 6.2 0.20 0.07 0.07 0.07 0.10 0.11 4.51 >>10
9.9 0.03 0.12 0.12 0.15 0.22 2.64 >>10 >>10
15.6 0.13 0.21 0.24 13.10 >10 >>10 >>10 >>10
Aluminum 5.3 0.15 0.06 0.06 0.06 0.06 0.30 0.38 >>10
10.3 0.05 0.12 0.13 0.14 0.94 2.07 >10 >>10
20.9 0.13 0.33 0.38 >10 >10 >>10 >>10 >>10
Brass 8.1 0.13 0.09 0.09 0.09 0.10 0.29 0.52 >10
15.3 0.01 0.21 0.21 0.23 0.74 1.74 >10 >>10
20.3 0.05 0.31 0.32 0.41 1.20 9.48 >>10 >>10
* Using five frequencies to estimate the conductivity, thickness,and lift-off
Table 3-10: Comparison of actual thickness errors to predicted errors introduced by assuming
the conductivity of the metal shims to be known and allowing a 1% deviation from the known
value. In the case of an assumed conductivity, only the thickness and lift-off are unknowns and
therefore these properties can be estimated from an impedance measurement at a single
frequency. Thickness errors are shown for each material configuration and at each of seven
logarithmically spaced frequencies in the 10 kHz to 10 MHz range. In cases where the error was
excessive, the actual errors are indicated as being either larger or much larger than ten.
Using the linearization method, Table 3-10 indicates the predicted error in the thickness due to a
1% error in the assumed conductivity for each frequency. The actual errors resulting from the
three unknown estimations when compared to micrometer measurements are also shown for
comparison. In the cases of the thinner materials, it appears that the predicted errors resulting
from the 1% error in the specified conductivity may be less than the actual errors encountered by
estimating all three properties. The lowest frequency also produced the smallest thickness errors
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for any specific material configuration. The higher frequencies cannot sufficiently penetrate the
thin plates and therefore large thickness errors are produced by the conductivity error. This
analysis only incorporated errors from the assumed conductivity. Errors in the impedance
measurement must also be accounted for and are therefore included in Table 3-11 based on the
optimistic impedance errors.
Inclusion of the impedance errors further increases the total thickness error. The lowest
frequency is no longer the best choice and the optimal frequency is dependent on the metal type
and thickness. In some cases the predicted error is smaller than the actual error of the three
unknown technique, but only for the thinner materials.
Predicted o \ ©
Shim Thickness ,
Shim Thickness Error* Predicted Thickness Error Bounds Due to a 1% Conductivity Error
Material (mils) (mils) and Optimistic Impedance Bias Error Bounds (mils)
Copper 6.2 0.15 0.67 0.10 0.09 0.18 0.51 >10 >>10
9.9 0.16 0.64 0.15 0.20 0.55 9.44 >>10 >>10
15.6 0.21 0.79 0.31 >10 >>10 >>10 >>10 >>10
Aluminum 5.3 0.15 1.83 0.12 0.07 0.08 0.85 2.01 >>10
10.3 0.16 1.46 0.18 0.17 1.69 6.02 >>10 >>10
20.9 0.31 1.95 0.52 >10 >>10 >>10 >>10 >>10
Brass 8.1 0.15 7.51 0.32 0.13 0.12 0.55 1.81 >>10
15.3 0.21 6.90 0.43 0.29 1.10 3.64 >>10 >>10
20.3 0.30 7.76 0.59 0.55 1.93 >10 >>10 >>10
* Using five frequencies and the optimistic impedance errors to estimate the conductivity, thickness,and lift-off
Table 3-11: Comparison of metal shim thickness error bounds due to impedance error bounds
for errors predicted by estimating the conductivity, thickness, and lift-off to those predicted by
estimating the thickness and lift-off only. In the case where only the thickness and lift-off are
estimated, a single frequency impedance measurement is used and a 1% conductivity error is
included in the assumed conductivity.
3.5.4 Measurement of Simulated Metal on Metal Coatings
The measurements of this section add additional complexity by increasing the number of
unknown material properties from three to four. The material configuration utilized is designed
to represent metal coatings which have been applied to a metal substrate. However, unlike the
types of coatings that would usually be encountered in practice, these are simulated using thin
metal pieces for the coating and placing them in close contact with the thick substrate metal.
This allows the thickness of the coating to be directly measured using a micrometer and also
allows the substrate and coating metals to be used in various combinations.
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The material configuration used in modeling the sensor response is shown in Figure 3-26 along
with the physical measurement for one of the coating-substrate configurations. The materials are
expected to be nonmagnetic and therefore the permeability is specified as that of free space. The
unknown properties are the sensor lift-off, coating conductivity, coating thickness, and substrate
conductivity. The substrate metals utilized are much thicker than the skin depth associated with
the lowest excitation frequency and therefore are assumed as infinitely thick in modeling the
sensor response.
The M3 sensor design was utilized in the measurements at seven logarithmically spaced
frequencies between 10 kHz and 10 MHz. The instrumentation was again calibrated using only
the predicted response of the sensor in air, measurements of the sensor in air, and measurements
of a special shunt sensor as described in Chapter 8. The impedance measurements were made on
metal coating on metal parts with substrates of copper or aluminum (2024 alloy). The simulated
metal coatings of these parts were made of brass or aluminum (99% pure) with various thickness
values. Measurements with and without a 1 mil nonconducting shim were again made to test the
independence of the other estimated properties on changes in the sensor lift-off. The seven
impedance measurements and the modeled sensor response for the general material configuration
were used with an inversion method to produce estimates of the four unknown parameters. The
estimates for the different coating-substrate-shim configurations are shown in Table 3-12.
Sensor
-J
Thickness
Infinite
Thickness
(a) (b)
Figure 3-26: Setup for single element planar MQS sensor measurements on simulated metal on
metal coatings. a) Configuration of model geometry with known property pu =•u, and unknown
properties of: lift-off, coating conductivity, coating thickness, and substrate conductivity. b)
Measurement of metal on metal coating simulated by an aluminum shim on a thick copper
substrate using a single element planar MQS sensor.
/Z
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Metal Coating Additional Measured Coating Substrate Measured
Substrate Coating Thickness* Lift-Off Thickness Conductivity Conductivity Lift-Off
Material Material (mils) (mils) (mils) (%IACS) (%IACS) (mils)
Copper Aluminum 5.3 0 5.82 58.6 100.3 1.07
1 5.77 58.2 99.9 2.06
10.3 0 11.02 59.4 99.6 1.05
1 11.38 59.2 99.6 2.06
15.6 0 15.69 57.9 97.7 1.06
1 15.48 57.9 97.0 2.06
Brass 8.1 0 8.49 26.1 99.8 1.03
1 8.42 26.0 99.5 2.02
15.3 0 15.74 25.3 98.4 1.03
1 15.66 25.3 97.9 2.02
Aluminum Aluminum 5.3 0 4.92 58.8 29.0 1.07
(2024 Alloy) 1 5.02 58.3 28.9 2.06
10.3 0 10.11 59.4 28.8 1.05
1 10.27 59.2 28.5 2.04
15.6 0 15.93 58.1 27.7 1.06
1 16.19 58.0 27.1 2.05
* Obtained by Micrometer Measurement
Table 3-12: Results from measurements of conductivity,
lift-off on simulated metal on metal coatings using a single
thickness, substrate conductivity, and
element planar MQS sensor.
The results can again be considered favorable when considering that the only calibration made
was based on the response of the sensor in air. Due to the addition of an unknown, the accuracy
of the thickness values is somewhat worse than in the case of the thin metals in the absence of
the conducting substrate. The possibility also exists that increased errors resulted from the
coating metals not being in perfect intimate contact with the substrate due to slight curvatures.
The substrate and coating conductivity values are comparable to the reference literature values.
The substrate conductivity values tend to deviate from the reference value as the coating
thickness increases. This is due to a loss of sensitivity to the substrate since the lowest
frequencies no longer penetrate as deeply into the substrate; the substrate is essentially becoming
shielded from the sensor, thereby making its properties more difficult to measure. The apparent
accuracy of the change in lift-off due to the addition of the 1 mil shim is comparable to that
observed in previous less complex measurements. This is due to the shallow penetration
achieved by the higher measurement frequencies, which can provide information about the lift-
off that is less dependent on other material properties. The use of the other calibration methods
described in Chapter 8, which utilize reference parts of known properties, may improve the
accuracy of these measurements. This is most likely if the available reference parts have
properties similar to the parts being measured.
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3.6 Summary of Chapter 3
This chapter focused on several aspects of planar single sensing element MQS sensors; many of
these aspects are equally related to planar MQS arrays. Several design improvements were made
to preexisting sensor designs in order to increase the accuracy of their theoretical representation.
The first set of improvements was targeted at providing a winding structure that would allow the
secondary windings to respond as though they were located within electromagnetic fields which
were periodic in one coordinate direction and of infinite extent in an orthogonal coordinate
direction. Although the resulting sensor was better matched to the theoretical models, variability
of the response with deformation of the flexible sensor connections was still greater than desired;
experimental data demonstrating the change in the sensor response was presented for several
designs in the development process. In order to correct the variability, a successive design
located the current carrying conductors of the flexible connections in closer proximity such that
opposing currents produced a minimal magnetic field and therefore the currents in these
interconnections influenced the sensor response to a lesser degree. The changes in the winding
structure that were required for the stabilization of the response had a negative effect of
producing a square loop with a dipole-like field. Since the characteristic dimension of this loop
was larger than the spatial periodicity of the winding pattern, experiments demonstrated a clear
discrepancy between the predicted response and the measured response at large lift-off values; a
lack of anisotropy was also shown as an indicator of the unmodeled effects of the loop. A more
complex winding structure was developed to provide a cancellation of this loop and the resulting
improvements in match between theory and experiment were shown. All three of three of these
design improvements can be found in the majority of the MQS sensor arrays of the following
chapter.
In addition to the improvements in the sensor design, several simulations were presented to gain
a better understanding of the interaction of the sensor with the MUT. Several of these
simulations were presented in the form of the terminal response represented by a Grid which
indicates the dependence of the complex impedance response of the sensor as a function of two
varying MUT properties. The use of this display method as a relative indicator of the robustness
of the material property measurement was discussed. Simulations were also presented in the
form of the current distributions within the sensor's windings, current distributions induced in
the MUT, and magnetic fields surrounding both the sensor and the MUT.
Although the use of Grids provides a useful visualization tool for measurement problems
involving two unknown properties based on a single complex impedance measurement, a more
quantitative method for determining errors in measured material properties was presented. This
method is especially useful in the case of more than two unknown material properties based on
multiple complex impedance measurements in which case visualization becomes more difficult.
The method presented was based on the local linearization of the nonlinear relationships between
the MUT properties and the sensor impedance and required knowledge of the errors associated
with the impedance measurements. The use of this method was applied in understanding how
specific geometric properties of the sensor altered the measurement accuracy for infinite half-
space materials using hypothetical impedance errors. A variation of this method was also used to
predict the errors in MUT properties resulting from discrepancies between the geometric
parameters used in the forward simulations and the geometric parameters of the physical sensor.
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In order for more realistic estimates of measurement property errors to be obtained, a method for
bounding impedance errors was devised. This method utilized nonmagnetic metals which were
assumed to a have uniform electrical conductivity. Several assumptions about the spectral
behavior of the errors in the instrumentation were made such that the spectral response of the
measured conductivity could be used to bound the impedance errors using both an optimistic and
a worst-case methodology. The estimated bounds were then applied to a three unknown problem
involving the measurement of the lift-off, conductivity, and thickness of many metal shims. The
thickness errors, which could easily be determined using an independent measurement method,
provided validation of the impedance bounds and error determination method.
In addition to the measurements on thick uniform metals and on thin metal shims, measurements
of a simulated metal coating on metal substrate were made. The MUT in these measurements
was created by placing a thin metal shim in intimate contact with a thick metal substrate. The
sensor lift-off, coating conductivity, coating thickness, and substrate conductivity were
determined from a multi-frequency impedance measurement. Like the other measurements, the
measurement system was calibrated using only measurements of the sensor in air and
measurements with a sensor with the secondary leads shunted. The estimated coating thickness
was also determined using a micrometer and a good agreement was demonstrated.
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This chapter builds on the improvements and methods presented in the previous chapter for
single elements MQS sensors by incorporating multiple sensing elements to form array type
sensors. The different ways in which these sensing elements can be incorporated are discussed
along with the advantages of each based on the intended use. In the process of adding multiple
sensing elements, several modifications to the single element sensors were required and are
discussed; these include changes to the primary winding structure and the secondary winding
connections. Several initial sensor designs leading to the more refined arrays are also presented.
Finally, measurements utilizing one type of scanning array for several applications are shown to
demonstrate the functionality of the arrays, models, and instrumentation developed.
4.1 Sensor Development
Multiple sensing windings are integrated into a planar MQS sensor in order to achieve one or
more of the following characteristics:
* Higher spatial resolution measurements
* Greater material coverage
* Faster scans of material properties
* Reduced measurement errors and the ability to estimate otherwise inseparable material
properties
The placement, geometry, and number of the sensing elements within the primary winding
determine which of these characteristics are improved. In determining the location and geometry
of the elements, several aspects of the measurement must be considered including the optimal
orientation of the primary winding relative to the material as this affects the orientation of
sensitivity to anisotropic material properties. The placement and geometry of the sensing
elements also influence the measurement noise and bias errors, which must be considered if an
overall improvement in measurement capability is to be realized.
Higher spatial resolution is achieved by simply reducing the size of the sensing coils such that
the material properties to which they are sensitive are confined to a smaller area in the vicinity of
the sensing element. This is generally desired to improve both the sensitivity to localized
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material variations and to improve the differentiability of material properties of proximate areas
of the measured material. Both of these characteristics are desirable in creating an image of the
material properties in the case of a stationary or scanned sensor array. Since reducing the size of
the sensing coil also reduces the area of the material inspected when the sensor is stationary,
multiple elements are incorporated to maintain sufficient material coverage. In this case, the
multiple sensing elements are usually of an identical geometry and offset from one another to
provide the required material coverage. However, the inclusion of multiple sensing elements is
done at the expense of requiring interconnection of these coils with instrumentation which must
contain sufficient channels to support the resulting number of sensing elements.
While stationary material coverage is typically associated with sensor arrays which may be
mounted or held in place on the MUT, improvements from the use of multiple sensing elements
also result for arrays used in a scan-mode of operation. If the instrumentation supporting the
array is capable of simultaneously performing measurements on multiple sensing elements, the
area covered by the path of the sensor can be increased without a loss of scan speed or
resolution. This increase in scan path width allows fewer passes of the sensor over the material
and therefore provides a faster scan. Tradeoffs between sensor resolution, scan width, and
required instrumentation channels can be made to provide the desired measurement
characteristics.
In addition to the use of multiple sensing elements to improve resolution, coverage, and scan
time, they can also provide improvements in material property value estimation. In contrast to
the case where multiple sensing elements of identical geometry are offset to provide coverage
and have similar positions relative to primary windings, elements of different geometry can be
located at different distances from the primary windings. Impedance measurements from these
different elements may provide more accurate material properties for certain material
configurations. The improvement in accuracy would result from the improved relation between
the material properties and the impedance of these multiple sense elements; the errors in the
measured impedance will translated into smaller property errors during the inversion process.
An example of an extreme case in which inversion cannot be accurately performed on a single
impedance measurement occurs in the measurement of a nonconducting magnetic material. The
absence of conductivity leads to the absence of any induced eddy currents in the material.
Although the measured impedance of a single secondary element contains both a real and
imaginary component, only the imaginary part of the impedance is dependent on the materials
permeability and lift-off, while the real part is essentially zero and independent of the MUT (the
real part of the impedance is nonzero due to diffusion in the sensor windings). Therefore, if the
lift-off and permeability of the material is desired, the single imaginary component of the
impedance is not sufficient to independently determine these two properties. The use of
impedance data from two or more sensing elements with different relative positions to the
primary winding can provide the additional measurement information needed to estimate the
desired properties. An MQS sensor array utilizing multiple sensing elements for both additional
measurement information and for spatial resolution is discussed later in the Chapter.
The anisotropic sensitivity of the sensor to material properties plays an important role in
determining the placement of multiple sensing elements for improving the sensor's scan width or
coverage when applied to the measurement of anisotropic materials or materials with localized
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anisotropic features such as cracks. For example, the preferred orientation for the detection of a
crack is with the primary windings oriented perpendicular to the length of the crack such that the
greatest interruption of eddy currents is created. Often the location and orientation or predicted
location and orientation of formation for a crack fall along a linear path on the surface of the
material. In the case of a stationary sensor, it is desired to have the periodic primary winding
structure oriented to result in multiple crossings of this path. For a single secondary winding
constructed from the series connection of components within each half-period, a crack occupying
only a fraction of the path produces a limited response due to the averaging of the total material
under the sensor footprint; generally no information about the absolute crack location within the
footprint is provided by the measurement. By making each component of the secondary winding
within each half-period a separate element improved response sensitivity to the crack is obtained
in addition to the ability to locate the crack based on the sensing element(s) on which the
response is observed.
The use of the previously described array configuration for scanning is usually less desirable due
to the nonuniform response to the material in the scan path. For this configuration, the scan
motion would typically be in a direction parallel to the primary windings. The position of the
material within the scan width of the sensor alters the sensitivity since the eddy current
distribution is dependent on the location along the scan width. However, when the crack is
oriented perpendicular to the scan direction, this configuration may be optimal when the crack
position within the scan width places it in the vicinity of one of the primary winding segments
where the eddy currents are most concentrated. If the orientation of the scan direction relative to
the crack orientation can be chosen then an alternate placement of secondary elements is usually
preferred.
A more uniform response to material properties within the scan width can be achieved by placing
multiple secondary elements within a single half-period of the periodic primary winding and
scanning the sensor in a direction perpendicular to the drive windings. The more uniform
response results from the uniform eddy current distribution across the scan width. The concepts
for the placement of multiple secondary elements are further elaborated on and demonstrated in
the following presentation of various sensor designs.
4.1.1 Initial Sensor Designs
The multiple sensing element array version of the MWM, shown in Figure 4-1, was developed
around the previously discussed Ml single element sensor design of Figure 3-1. The goal of this
sensor was to provide increased coverage over single element sensor design without a significant
loss of resolution in measured material properties for both stationary and scan mode applications.
In order to maintain a manageable number of measurement channels, each secondary connection
consists of multiple half-period elements. For improved resolution, these clusters of half-period
elements have been interleaved. Since this design is based on the enhancements found in the Ml
single element sensor, it does not have the features as found in the M3 design which reduce the
parasitic primary inductance, reduce deformation based impedance variability, and reduce
unmodeled current loops. However, this sensor successfully demonstrated the practicality of a
many element array which could be modeled using the methods described in Chapter 2.
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Figure 4-1: Planar MQS sensor array with multiple interleaved secondary elements. a)
Mounted sensor flex-circuit and cabling. b) Schematic view of array winding geometry
consisting of a single primary winding and interleaved secondary sensing elements.
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(b)
(c)
Figure 4-2: Eight element planar MQS array designed for in situ monitoring of crack initiation
and growth. a) Sensor array mounted on a tensile fatigue specimen along with channel
multiplexing electronics for in situ measurement of crack initiation and growth inside of a 0.25"
hole. b) Schematic view of sensor array winding geometry. c) Picture of actual sensor array.
Increased sensitivity and resolution to local material properties can generally be obtained by
reducing sensing element size as was done with the sensor shown in Figures 4-2b and 4-2c. This
sensor was developed with the intent of being mounted at a stationary location inside of a 0.25"
hole of a fatigue specimen and utilized for in situ monitoring of crack initiation and growth
within the hole. Each secondary connection of this sensor is composed of a single half-period
element providing the ability to resolve both crack location and size. The anisotropic nature of
the sensor allows it to be most sensitive to the component of the material's conductivity oriented
circumferentially within the hole which is also parallel to the long segments of the drive winding
(top-to-bottom page orientation of Figures 4-2b and 4-2c). As discussed earlier, the orientation
of the sensitive direction is due to the orientation of the induced eddy currents within the
material, which have a like orientation. This makes the sensor advantageous for detecting cracks
oriented along the axial direction of the hole since they will be perpendicular to the current flow
in the material and create the greatest disruption of the eddy currents. This sensor is again most
similar to the Ml single element sensor design and therefore does not incorporate the other
enhancements of the M3 design.
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(c)
Figure 4-3: Planar MQS sensor array with two sensing rows each containing multiple sensing
windings with each row located within a single half-period of a periodic primary winding.
a) Schematic of winding geometry for a sensor array composed of multiple independently
connected secondary elements located within either of two half-periods of a periodic primary
winding. b) Cross-section of the array in the vicinity of a sensing winding indicating the
geometry of both the periodic primary winding and the sensing elements. c) Picture of mounted
sensor array.
Although the previously described multi-element sensor arrays can be utilized in a scan-mode of
operation, where the sensor is traversed across the MUT, and can be optimal for the
measurement of material properties in one orientation, they are not well suited for measurements
when either an orthogonal property orientation is required or when the material property of
interest is not anisotropic. The sensor of Figure 4-3 again relies on a periodic primary winding
pattern and is based on the M3 single element sensor design. However, multiple secondary
elements with independent connections have now been included within a single half-period of
the primary. This allows the sensor to provide material property resolution while being scanned
in a direction orthogonal to the previously described arrays. The secondary elements contained
in the two half-periods of the sensor have been staggered to provide an improvement in
resolution without further reducing the sensing element size and thereby reducing the
transimpedance.
A closer look at the connections to the secondary sensing windings reveals a second pair of
geometrically parallel connections which are self-connected in the vicinity of the sensing coil.
The purpose of this pair of connections is to aid in the cancellation of parasitic magnetic flux
linked to the winding connections. Due to the etched method of fabrication of the coil
connections, the conductors have finite spacing and width and cannot be created in a twisted
fashion as is often done to eliminate significant parasitic coupling in other applications of coils.
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The issues of parasitic coupling are further exacerbated by the small area present in the single
turn of the sensing coil when compared to the area of the long connections. The second set of
parallel running connections is designed to couple magnetic flux similar to that coupled by the
secondary coil connections, which is the case when the magnetic fields have sufficiently slow
spatial variations in the vicinity of the connections. The connections to the coil and the parallel
connections are ultimately connected in series such that the voltage induced in the winding
connections and in the parallel connections approximately cancel leaving the voltage induced on
the rectangular sensing loop.
This configuration of individually connected secondary elements also has several advantages
over the previous described arrays. The configurations of Figures 4-1 and 4-2, when scanned, do
not impose identical fields and currents on all media in the scan path due to the periodic primary
variation across the scan path. This results in a non-uniform sensitivity to material properties
across the scan path, which may be significant depending on the size and magnitude of material
variability being sought. The sensor of Figure 4-3 provides uniform currents and fields across
the scan path and therefore provides more uniform sensitivity. The maximum density of
elements for the previous arrays has been determined by the spatial period of the primary
winding. The sensor of Figure 4-3 allows the density of the homogenous secondary elements to
be increased to limits dictated only by fabrication and noise constraints.
4.1.2 Aperiodic Sensor Arrays
As a result of the multiple secondary elements and the additional primary windings used to make
the primary appear periodic, the size of the footprint of the sensor in Figure 4-3 can become
somewhat large. Since most of the magnetic coupling to the secondary elements is from the
nearest primary windings, removal of the primary windings not neighboring active secondary
elements does not decrease the sensitivity to material properties and in cases of discrete material
anomalies it may even increase sensitivity to these features. The sensor shown in Figure 4-4,
designated MA], has these extra primary windings removed and the secondary elements shifted
toward the central pair of primary winding segments. This results in an increase in sensitivity to
the material beneath these segments, while decreasing the sensitivity to the material properties
below the outer primary segments. This is advantageous for detecting small material anomalies.
For applications where these small anomalies coexist with larger material features (e.g., cracks in
the presence of fasteners such as rivets), it is especially useful to reduce the sensitivity to the
material below the outer primary segments by both increasing the wavelength for the single
period and biasing the secondary elements toward the central primary pair.
The removal of the extra primary windings for the sensor in Figure 4-4 simultaneously reduces
the footprint size and the inductance of the primary winding, which is relevant for sensor
excitation. Although the sensitivity is not adversely affected by this change in the structure of
the primary, the modeling techniques which assume that the structure is periodic do not generally
give sufficiently accurate estimates of the sensor response. Improved modeling accuracy for
sensors composed of non-periodic winding structures provided the motivation for expanding
upon existing models and is accomplished in Chapter 2.
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Figure 4-4: Planar MQS sensor array MA1 composed of an aperiodic primary winding and a
single row of independently connected sensing windings. a) Schematic of winding geometry for
the sensor array composed of multiple independently connected secondary elements located
within an aperiodic primary winding. b) Cross-section of sensor indicating the primary and
secondary winding geometry and placement within the Kapton layers on which they are
fabricated. c) Picture of mounted sensor array.
4.1.3 Aperiodic Sensor Array Performance Analysis
The methods discussed in Chapter 3 for predicting errors in estimated material properties were
used to evaluate the relative measurement performance of the MA1 sensor on a nonmagnetic
uniform half-space material. The plots shown in Figure 4-5 indicate the maximum conductivity
and lift-off bias errors due to an assumed 0.1% full scale impedance bias error for the
frequencies range spanning from 10 kHz to 10 MHz. Errors are shown for materials with
conductivity values of 1, 10, and 100 %IACS with the sensor at a 0.05 mm lift-off from the
material. Additionally, errors are shown for other sensor configurations resulting from altering
the primary to secondary winding gap as shown in Figure 4-4b; the gap is altered from the
2.0 mm nominal geometry value to alternate values of 1.0 mm and 3.0 mm.
From the error plots, several observations about the performance of the sensor array can be
made. For each conductivity value of the material there exists a different measurement
frequency which produces minimal property errors. Furthermore, for a material of a specific
conductivity, the frequency which produces the minimal conductivity error and that which
produces the minimal lift-off error are different. For each material conductivity there exists a
crossover point in frequency at which the errors have little dependence on the gap changes; this
frequency is again different for lift-off errors and conductivity errors. Changes in the primary to
secondary gap can be seen to have the greatest effect on the property errors at frequencies higher
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Figure 4-5: MA1 Planar MQS sensor array performance on a nonmagnetic uniform half-space
material. The predicted bias errors in estimated properties are based on an assumed 0.1% full
scale impedance bias error. The sensor has a lift-off of 0.05 mm from the test material. Errors
are shown for the nominal geometry of Figure 4-4 and for alternate sensor configurations with
primary to secondary gaps of 1.0 and 3.0 mm. a) Conductivity bias error, b) Lift-off bias error.
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than these crossover points. The 1.0 mm gap produces a reduced error in both conductivity and
lift-off properties at frequencies higher than the crossover point, while the 3.0 mm gap produces
reduced property errors at frequencies below the crossover point.
In considering how changes in the sensor's primary to secondary gap can influence bias errors in
estimated material properties, the effects of gap changes on the magnitude of the transimpedance
between these windings should also be considered with respect to noise. Figure 4-6 indicates the
dependence of the impedance magnitude (expressed on a per unit length basis) on the gap for the
MAl sensor in air and excited at 1.0 MHz. It is useful to consider the magnitude of the air
response since it represents the desired full scale impedance range of the instrumentation when
air calibration methods are used for measurements of nonmagnetic materials. Although the
dependence is shown for a 1.0 MHz excitation, other frequencies in the range of 10 kHz to
10 MHz will have very similar trends with only slight variations due to diffusion effects in the
sensor's windings. With a smaller gap, the secondary coil is in closer proximity to the primary
winding which results in a greater coupling of magnetic flux and a greater impedance magnitude.
The converse is true for the larger gaps which then result in a smaller impedance magnitude.
The impedance magnitude is roughly halved in changing the gap from 1.0 mm to 3.0 mm.
Whether the change in the desired full scale impedance due to changes in sensor parameters will
increase or decrease the uncertainty of estimated material properties is determined by several
factors. These include the specific instrumentation parameters adjusted to accommodate the
impedance range and the changes in the relation between impedance measurement errors and
material property errors caused by the changes in sensor parameters.
The instrumentation is typically adjusted for changes in the required full scale impedance
measurement range by altering either the sensor excitation level or the gain of the measured
signals. Since noise errors are typically dominated by the measurement of the voltage induced
on secondary windings, increasing the gain for a smaller impedance range typically produces a
proportional increase in impedance noise. However, if the excitation level of the sensor is not
limited by instrumentation output capabilities or by sensor heat dissipation limits, the level can
be adjusted to compensate for both increases and decreases in the impedance range with a
minimal affect on the noise. Since the sensor response is frequency dependent, the full scale
impedance range required will also be frequency dependent resulting in a frequency dependent
noise characteristic; the previously mentioned full scale measurement range adjustments are
typically done at individual frequencies. It should be noted that in cases in which neither the
gain nor the excitation level can be increased to achieve a sufficiently small full scale range,
noise performance will initially suffer in proportion to the full scale range utilized. As the
utilized portion of the full scale measurement range diminishes, other noise sources will further
increase noise levels. It should also be noted that not being able to utilize the configured full
scale range of the instrumentation will result in an underestimate of the impedance bias errors
assumed in Figure 4-5; this is due to the larger than optimal full scale impedance range on which
impedance errors would then be based.
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Figure 4-6: Change in the magnitude of the array impedance in air due to changes in the gap
between the primary winding and secondary sensing elements. As shown in Figure 4-5, changes
in the gap influence the bias errors in the estimated properties when impedance bias errors are
based on a constant full scale percentage. Uncertainty errors associated with various noise
sources will usually increase as the impedance is decreased unless a proportional increase in
excitation current is made. Therefore both the bias errors and uncertainty errors should be
considered in understanding the various effects of gap changes on noise.
The impedance noise induced material property errors are presented for the two distinct cases of
impedance noise variation with gap. Figure 4-7 presents the relative noise errors for the case in
which the changes in the full scale measurement range, resulting from gap changes, produce a
change in the impedance noise. This is the case in which the changes in range are achieved by
adjusting instrumentation gain levels which results in a noise level that is inversely proportional
to the full scale air impedance of Figure 4-6. In order to avoid the need for frequency dependent
noise values, the noise levels for the 2.0 mm gap have been used to normalize the noise values
for 1.0 mm and 3.0 mm gaps at each frequency and material conductivity value. In the case of a
variable impedance noise, the relative noise in both conductivity and lift-off are seen to increase
with an increasing gap. This indicates that for the range of frequencies and gaps presented that
any improvements in the relationship between sensor impedance and material properties
resulting from increasing the gap are more than lost by the decrease in the required full scale
impedance and the associated increase in impedance noise.
The case in which the impedance noise is held constant with gap changes is presented in
Figure 4-8. Here improvements in noise errors are seen when a larger gap is used and the
conductivity and frequency are sufficiently low. The benefit of the larger gap seems to coincide
with situations in which the skin depth of the induced eddy currents is sufficiently large. This is
likely due to the better balance of electromagnetic coupling to the secondary winding from
magnetic fields produced by the primary winding and those produced by the eddy currents
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Figure 4-7: MA] planar MQS sensor noise performance on a nonmagnetic uniform half-space
material based on a full scale dependent impedance noise source. The noise for the 1.0 mm,
2.0 mm and 3.0 mm primary to secondary gaps is normalized to the 2.0 mm noise at each
frequency and material conductivity such that the 2.0 mm noise is a constant unity. The sensor
has a lift-off of 0.05 mm from the test material and data for material conductivity values of 1, 10,
and 100 %IACS is shown. The noise source for each gap is inversely proportional to the full
scale impedance based on the sensor response in air. a) Normalized conductivity noise.
b) Normalized lift-off noise.
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Figure 4-8: MAl Planar MQS sensor noise performance on a nonmagnetic uniform half-space
material based on a constant impedance noise source. The noise for the 1.0 mm, 2.0 mm and
3.0 mm primary to secondary gaps is normalized to the 2.0 mm noise at each frequency and
material conductivity such that the 2.0 mm noise is a constant unity. The sensor has a lift-off of
0.05 mm from the test material. The impedance noise for each of the three gaps is held constant.
a) Normalized conductivity noise. b) Normalized lift-off noise.
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Figure 4-9: Dependence of the MAl planar MQS array performance on lift-off for a
nonmagnetic uniform half-space material. The predicted errors in estimated properties are based
on an assumed 0.1% full scale impedance error. Errors are shown for material conductivity
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induced in the MUT. In the previous case, the increase in noise with gap out weighed this gain.
It should be noted that due to the normalizations used, Figures 4-7 and 4-8 do not represent the
noise response as a function of frequency; only the noise response as a function of gap at each
frequency is meaningful.
In contrast to the preceding MA1 sensor performance plots which focused on changes in errors
with the primary to secondary gap, Figure 4-9 compares the change in material property bias
error bounds with lift-off. One characteristic that is especially worth noting is the reduction of
error with increased lift-off in the cases of high material conductivity values and high
frequencies which correspond to a relatively small skin depth. This is contrary to intuition based
on the asymptotic behavior in which errors are expected to be large when the sensor is far
removed from the MUT. This initial decrease in errors at small skin depth is likely due to the
combination of the "image-like" currents induced in the material by the primary windings and
the close proximity of the primary to these opposing currents. As the lift-off is increased in this
situation the proximity of primary currents and opposing MUT currents will tend to cancel each
other to a lesser degree. At the same time, the induced currents will become less "image-like"
and more diffuse across the MUT surface due to the increased space between the sensor and
MUT. In the limit in which the lift-off becomes large, the decay of the fields, in the gap before
significantly exciting the MUT, will result in an increase in error. At larger skin depths which
are more comparable to the characteristic dimensions of the sensor (e.g. primary to secondary
gap, etc.) the more intuitive behavior of increasing errors with lift-off are observed.
The performance analysis in this section has concentrated on a nonmagnetic uniform half-space
material; although most practical measurement problems are not composed of such simple
material structures, this analysis is still practically valuable and provides insight into
measurement optimization. The depth of interrogation can roughly be approximated from the
excitation frequency and an approximate material conductivity using the skin depth equation; the
interrogation depth is typically taken to be three to five times the calculated skin depth. The
analysis of this section can then be applied to errors for problems in which a sufficiently thick
layer of approximately uniform material lies on the surface of the MUT nearest the sensor. The
analysis also provides insights into the affects that changes sensor geometry may have on errors.
Optimizing to minimize bias type errors may have negative impact on noise type errors and
therefore they must also be considered.
4.1.4 Aperiodic Arrays with Multiple Sensing Element Geometries
This section presents a planar MQS sensor array that utilizes pairs of dissimilar sensing elements
to allow the measurement of an increased number of material properties. Figure 4-10 contains a
schematic view of the sensor denoted MA2 which includes two rows of sensing elements. From
the figure it can be seen that one row of sensing elements is positioned more closely to the
central primary winding pair, while the other is located at a greater distance. Since the fields
near the primary windings are typically more intense, the closer sensing elements are smaller
than those at a greater distance such that they have a more comparable transimpedance which is
helpful in reducing measurement noise. On a material which has no variation in properties along
surfaces coordinates, each element of a particular row couples approximately the same magnetic
flux and therefore each element of the row has a similar transimpedance to the primary winding.
Changes in a MUT's properties and/or lift-off will generally produce changes in the magnetic
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flux linked to each element and also the transimpedance associated with each element. Since the
elements of each row couple different magnetic flux lines, it is reasonable to expect that the
transimpedance of the elements from different rows will have different dependencies on MUT
properties.
A differing dependency on properties provides additional information about the lift-off and MUT
which can be used to calculate values for the additional properties. Although the relations
between material properties and impedance are not linear, many issues in solving for material
properties correspond directly to those found in solving linear systems; this identification can be
made by viewing the linear system as a refinement to a sufficiently close approximate solution to
the non-linear system such that the relations between properties and impedances can be
linearized as was done for the error analysis techniques previously discusses. Since each sensing
element provides a complex impedance value which is dependent on MUT properties, it
represents two equations in a linear system of equations. Therefore, the transimpedance from the
two rows has the potential for estimating a total of four material properties which may include
the sensor's lift-off. As with a linear system of equations, it is necessary for the system of
equations to contain four independent equations in order to determine four material properties
from two complex measurements. However, it is not often the absence of four mathematically
independent equations which presents a problem, but rather the degree of independence. This is
reflected in the translation of impedance measurement errors into errors in material properties,
which can be analyzed according the techniques described in Chapter 3. The practical number of
material properties that can be calculated, four or less in this case, is ultimately driven by the
specifics of the MUT and the magnitude of measurement errors.
The sensor is typically used to estimate a single set of material properties based on two adjacent
sensing elements where each is from a different row. By estimating a different set of properties
for each adjacent pair, material property distributions along the sensing row direction is
determined. This allows the sensor to be used in both a stationary mode, in which properties are
measured along a linear area beneath the sensor footprint, or in a scan mode in which the
properties along a surface are mapped.
This sensor is valuable in measuring properties of nonconducting and magnetically permeable
materials due to the additional information provided by the dissimilar sensing elements. In the
case of a non-complex permeability and in the absence of material conductivity, a single
impedance measurement will essentially provide only a single equation. Therefore, a single
sensing element will only allow one material property to be determined. Since sensor lift-off can
often be difficult to control accurately, it is generally desired to estimate the lift-off in addition to
the MUT property of interest. Since the MA2 array provides a second impedance measurement
with additional information, it has the potential to allow both the sensor lift-off and permeability
to be determined.
It is worth noting that for a nonconducting and magnetically permeable material, measurements
from multiple frequencies do not provide additional useful information. This is primarily due to
the absence of eddy currents and the skin effect, which results in identical magnetic field patterns
at different frequencies. Due to the identical field patterns, no additional information is
contained in impedance measurements at different frequencies. In addition, permeability is often
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Figure 4-10: Planar MQS sensor array MA2 composed of an aperiodic primary winding and two
rows of sensing elements of dissimilar geometry. Each neighboring pair of dissimilar sensing
elements provides complementary information which may be used to increase the number of
unknown material properties which may be estimated; multiple pairs of elements allow for the
observation of spatial material property variations. a) Schematic of winding geometry. b) Cross-
section of sensor indicating primary and secondary winding placement within Kapton layers on
which they are fabricated.
a dispersive property, in which case the nature of the dispersion is likely unknown. Since the
inclusion of impedance measurements at different frequencies would require new corresponding
unknown permeability values to be included, the number of unknown material properties will
increase with the additional equations provided by the measurements.
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In the case of a material with a complex permeability, which is defined as:
Pl - t'- jp"
the impedance from a single sensing element will contain both a real and imaginary part and can
provide two equations for determining two material properties. However, in characterizing the
magnetic properties of such materials neither u' nor u" is typically known. Since it is desired to
estimate the lift-off in addition to the magnetic properties the additional measurement provided
by the MA2 is again required.
(4.1)
t' Error (rel.) at 5 mils Lift-Off
V Relative g'
5
0.039
0.039
0.041
0.159
10
0.14
0.14
0.15
0.22
100
13.3
13.3
13.3
13.4
0.1
S 1
S10
t' Error (rel.) at 20 mils Lift-Off
0.009
0.009
0.006
0.222
Relative t'
5 10
0.067 0.24
0.067 0.24
0.065 0.24
0.218 0.27
;i" Error (rel.) at 5 mils Lift-Off
Relative g'
1.5 5 10 100
L 0 0.004 0.032 0.12 10.6
0.1 0.004 0.032 0.12 10.6
- 01 0.006 0.035 0.12 10.6
10 0.116 0.171 0.28 10.9
Lift-Off Error (mils) at 5 mils Lift-Off
Relative gt'
1.5 5 10 100
Or0 0.45 0.19 0.16 0.15
0.1 0.44 0.19 0.16 0.15
1 0.24 0.18 0.16 0.15
10 0.15 0.15 0.16 0.15
Table 4-1: Predicted MA2 sensor performance
space material with a complex permeability.
assumed for the measurement of the complex
p" Error (rel.) at 20 mils Lift-Off
Relative g'
1.5 5 10 100
0 0.005 0.039 0.14 12.9
> 00.1 0.005 0.039 0.14 12.9
1 0.011 0.046 0.15 12.9
S 10 0.144 0.250 0.46 13.5
Lift-Off Error (mils) at 20 mils Lift-Off
Relative g'
1.5 5 10 100
: 0 0.59 0.24 0.21 0.19
0.1 0.58 0.24 0.21 0.19
1 0.31 0.24 0.21 0.19
10 0.19 0.20 0.20 0.19
for the characterization of a nonconducting half-
A 0.1% full scale impedance bias error was
permeability and lift-off which are estimated
utilizing a single frequency and two sensing elements of dissimilar geometry. The analysis was
performed at an excitation frequency of 1.0 MHz; however, similar errors are expected at other
typical frequencies due to the absence of material conductivity. The errors are presented for a
range of magnetic property values, while the lift-off is either 5 mils (0.127 mm) or
20 mils (0.508 mm) as indicated.
An error analysis was conducted on the MA42 array for use in the characterization of the magnetic
properties of a nonconducting and magnetically permeable half-space. The material is assumed
to have a permeability which was allowed to be complex in some of the cases investigated. The
analysis is based on using measurements from the two dissimilar sensing element geometries of
: 0
0.1
_• 1
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0.005
0.005
0.005
0.138
100
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22.1
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the array to determine t', p", and lift-off. Since an error analysis of impedance measurements
was not made for this sensor, impedance bias errors were approximated based on those found for
the single element MQS sensor; it is expected that this approximation will provide at least an
order of magnitude accuracy in the calculated material property errors.
The results of the analysis are presented in Table 4-1 which contains error information for the
magnetic properties and lift-off. The predicted errors in properties were evaluated at all
combinations of four p' values, four u" values, and two lift-off values. The calculated errors in
both p ' and p" generally increase with increases in either property and are generally comparable
for a specific set of material properties; the errors appear to be primarily dependent on the
magnitude of u* in the case of a fixed lift-off. The errors in both i' and '" can be seen to have
a nonlinear dependence on the magnitude of p* and increase more rapidly as the magnitude
increases.
Using a magnetic circuit analogy, this can be explained by considering the material on the MUT
side of the sensor as one portion a magnetic circuit which also includes the air on the backside of
the sensor. Since the backside half-space and the MUT side half-space have similar geometric
dimensions their relative reluctance within the circuit will be primarily determined by their
permeability. The air always has a fixed relative permeability of one and therefore a fixed
reluctance in the magnetic circuit, while the reluctance representing the MUT will decrease with
an increase in the magnitude of u*. As the reluctance representing the MUT becomes
increasingly small in comparison to that of the air reluctance, changes in the MUT permeability
will have a smaller effect on the flux within the magnetic circuit. This corresponds to a smaller
change in the terminal impedance of the sensing elements for larger u* magnitudes and causes a
loss of sensitivity to the magnetic properties of the MUT and an increase in errors.
The magnetic circuit analogy can also be used to explain the decrease in lift-off errors with
increases in u* magnitude that are seen in the tabulated errors. In this case, the reluctance
representing the MUT side of the sensor is based on a weighting of the reciprocal of the
permeability of the air gap and the reciprocal of the permeability of the MUT. The weighting is
a function of the lift-off such that an increase in lift-off places a larger weight on the air and a
smaller weight on the MUT. This follows from the expectation that at large lift-off values the
impact of the MUT properties should diminish, while at low lift-off values the impact of the
MUT properties should dominate this reluctance. Based on this magnetic circuit model, a MUT
with a permeability of one would result in a reluctance and an impedance, which are independent
of lift-off. This would produce the expected infinite lift-off error due to the ill-defined lift-off of
a MUT with properties equivalent to the lift-off gap. In the case of a MUT with a relative
permeability only slightly larger than one, the change in weighting resulting from lift-off changes
will have a slight change on the reluctance. For large MUT permeability values, the weighted
reciprocal of the MUT permeability will be negligible and the dependence of the reluctance on
lift-off will increase. This increase in the lift-off dependence of the reluctance leads to a greater
sensitivity of the impedance to lift-off changes and the observed smaller errors.
The tabulated errors also demonstrate how an increase in lift-off from 5 mils (0.127 mm) to
20 mils (0.508 mm) affects the errors in properties. Errors in j', p", and lift-off all increase
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with the material more remote to the sensor, although the increase does not appear to be overly
prohibitive. The increase in errors again follows from the magnetic circuit analogy in which an
increase in lift-off results in a decrease in the weighting of the MUT permeability.
The errors observed in this analysis indicate that reasonable measurement results are likely to be
obtained for materials with relative p* magnitudes less than 10. Ferromagnetic fluids are good
examples of materials which have properties that fall into this range. Measurements in
Section 4.2.3 apply the MA2 array to these fluids in order to characterize their magnetic
properties and also to monitor a dynamic process in which a ferromagnetic fluid is absorbed into
a nonmagnetic powder.
4.2 Measurements
This section applies planar MQS arrays to three specific measurement problems for which
multiple sensing elements are valuable. The MA1 array is applied in a scanning mode of
operation in which multiple sensing elements allow rapid imaging of MUT properties over a
surface. The MA2 array is then utilized for its dissimilar sensing elements for characterization of
a nonconducting and magnetic fluid. In addition, the ability of this sensor to monitor spatial
variations of properties, while in a static location, is used.
All of the measurements presented here provide a level of confidence for much of the work
found in this thesis. The fact that the calibration of measurements is based only on the sensor
response in air and with a shunted sensor and does not rely on any specified values for measured
values on the articles further strengthens their significance. The measurements indicate that the
models presented provide a relatively accurate prediction of the array's response and that the
geometry of the arrays provide a good representation of the somewhat idealized models. The
measurements also indicate that the instrumentation developed can provide accurate numerical
values for the response of the sensor and that the calibration techniques utilized are appropriate.
4.2.1 Imaging of Metal Loss for Corrosion Characterization
The characterization of metal loss due to corrosion is often of interest since it may jeopardize the
structural integrity of a mechanical component. Although metal thickness can easily be
measured using a micrometer when both sides of a component are accessible, the measurement
becomes significantly more difficult when only one side is available. This may be due to the size
of the component, in which case the micrometer may not have sufficient reach for the area of
interest. Also, the shape of the component or the structure in which it is mounted may prohibit a
two sided measurement. Since the planar MQS array only requires access to a single side and is
sensitive to geometric properties, it is well suited for such measurements.
The measurement scenario is depicted in Figure 4-11, which shows the idealized model
geometry and the scanning of the MA] array over a corroded aluminum aircraft component. The
idealized model simplifies the geometry by assuming a uniform layer of metal with unknown
thickness which is backed by air and separated from the array by an unknown lift-off. This
implies an assumption that the thickness and lift-off have sufficiently slow spatial variation
across the measurement surface that they can be approximated as locally constant in the vicinity
of each sensing element.
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Although many factors have an affect on a material's conductivity, the geometric changes are
assumed to be most dominant and therefore a fixed conductivity is used such that only the lift-off
and thickness will be determined from the array measurements. In order to obtain the fixed
conductivity value of the metal, a single element MQS sensor was used to make measurements
on a thick area of the structure; a sufficiently high excitation frequency allows the single element
sensor measurements to be independent of the actual thickness. Since the material is known to
be an aluminum alloy, the magnetic permeability is assumed to be that of free space.
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Figure 4-11: Setup for planar MQS array sensor measurements on an aircraft component with
metal loss due to corrosion. a) Configuration of model geometry with known parameters:
u= =, and o-= 33.5 %IACS (19.43 MS/m), and unknown parameters: thickness and lift-off.
b) One of three adjacent linear scans required for the complete measurement of the corroded
component. The position in the scan direction is recorded by a position encoder, so that the three
scans can be combined into the single image of Figure 4-16.
Due to the fact that only two properties are to be determined and the material is conducting, it is
expected that an impedance measurement at a single frequency may be sufficient. In order
determine an optimal excitation frequency and to evaluate the practicality of the measurement an
error analysis was performed. The component being measured has regions of varying thickness
and therefore the errors were analyzed for three nominal thickness values which fall into the
range of those found in regions of interest. A full scale impedance bias error bound was not
specifically evaluated for this sensor; a value of 0.1% was used as an approximation based on
single element sensor data. Since the geometry of the MA1 array was not specifically optimized
for this measurement, the error analysis in Figure 4-12 indicates the degree to which changes in
the primary to secondary winding gap of the sensor could improve measurement performance.
However, before focusing on gap effects, it is valuable to focus on the dependence of errors on
both frequency and thickness for the nominal 2.0 mm gap. The measurement of lift-off is useful
for insuring the array is sufficiently close to the MUT. However, later plots will show that
thickness errors do not dramatically change with lift-off and therefore lift-off errors are not of
great concern and their dependencies are not discussed; they are included in the figures as
verification.
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The following is a short list of thickness error characteristics and a brief discussion of their
origins:
1. Each thickness value has an optimal frequency which decreases with increasing thickness.
Since the excitation frequency can limit the depth to which eddy currents are induced in the
metal, a frequency which is too high will not allow significant currents to be induced on the
side of the metal opposite to the array. Changes in thickness correspond to the addition or
removal of metal in this area absent of currents and will therefore not affect the response of
the sensor. As the frequency is decreased, the induced eddy currents will penetrate through
the metal (unless the geometry of the sensor limits the penetration). However, once sufficient
currents exist at the opposite side of the metal, a further decrease in frequency will result in a
decrease in current density. Due to a lower current density the addition or removal of metal
will produce smaller changes in the magnetic field at the sensing elements and a smaller
change in the sensor response. Therefore, an optimal frequency exists for a specific
thickness, which will allow sufficient penetration and current density. The optimal frequency
must decrease with increasing thickness since the frequency must decrease in order to achieve
sufficient penetration as the metal thickness increases.
2. The thickness error, based on the optimal frequency for the thickness value, increases with
increasing thickness.
Since the primary winding of the array does not induce a current density which is constant in
planes parallel to the surface of the metal, the magnetic fields associated with any specific
plane will decay with the distance from the plane. As the thickness of the metal is increased
the planes, containing the induced current which will change in response to thickness
changes, will be located at a greater distance from the sensing elements. Thickness changes
will produce a reduced change in field at the sensing elements which will ultimately lead the
increase in error.
3. For 40 mil and 60 mil metal thickness values extremely large spikes in the thickness error
occur about thickness-specific frequencies.
At frequencies above those at which the spikes exists, the errors are seen to first decrease with
frequency before resuming the increase as explained in characteristic 1. This indicates that
the increase in error at the spike is not due to a lack of penetration since a higher frequency
would have even less penetration. The sensitivity to thickness changes is not expected to be
drastically inhibited over such a small frequency band; the spikes in error can be attributed to
an inability to independently measure lift-off and thickness for the associated set of MUT
properties using a single frequency. The absence of the spikes in the case of the 20 mil
thickness is due to the limited frequency range plotted.
Depending on the measurement frequency used, changing the primary to secondary gap can
either increase or reduce the expected bias errors in the thickness measurement. Typically a
larger gap results in a smaller error when the optimal frequency is considered for a specific metal
thickness, although the reduction in error is somewhat minimal. Based on earlier discussions,
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Figure 4-12: Dependence of the MAl array bias error performance on frequency, thickness and
gap for a finite thickness material with specified conductivity. The predicted errors in thickness
and lift-off are based on an assumed 0.1% full scale impedance error. Errors are shown for three
thickness values and three primary to secondary gap values, including the 2.0 mm nominal gap,
with the array at a 10 mil (0.25 mm) lift-off. a) Thickness error. b) Lift-off error.
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Figure 4-13: Dependence of the MAl array bias error performance on frequency, thickness and
lift-off for a finite thickness material with specified conductivity. The predicted errors in
thickness and lift-off are based on an assumed 0.1% full scale impedance error. Errors are
shown for three thickness values and two lift-off values over a frequency range of 1 kHz to
100 kHz. a) Thickness error. b) Lift-off error.
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the reduction of impedance associated with an increase in gap is likely to result in an increase in
measurement noise. The minimal reduction of thickness bias errors and the increase in thickness
noise errors does not justify the increase in the gap.
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Figure 4-14: Relation between the MA1 array's transimpedance and material properties for
measurements at 10.0 kHz on a finite thickness material with specified conductivity. The
response is shown as a Grid in which trajectories of either constant lift-off or constant thickness
are plotted in the complex impedance plane for a range of values of each property; many lines
are labeled to indicate the value which was held constant. The relative orthogonality of lines of
constant lift-off and lines of constant thickness indicate the ability to estimate each property
independently while the closeness of lines of constant thickness at larger thickness values
indicates a loss of sensitivity to thickness.
The surface of the component over which the array is scanned has a significant variability in
lift-off due to the presence or absence of paint in addition to valleys created by corrosion on the
sensor side of the part as shown in Figure 4-15a. It is expected that the errors in measured
thickness will typically increase as the sensor is located at a greater distance from the MUT. The
amount of lift-off that can be tolerated is dependent on the tolerable increase in thickness error.
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Figure 4-13a shows the increase in thickness error that would result from increasing the lift-off
from 10 mils to 20 mils. The thickness error tends to increase with lift-off except for frequency
bands in the vicinity of the large spikes in thickness error.
From the error analysis it has been shown that the optimal frequency which minimizes thickness
errors is dependent on the thickness of the metal. Since the component being measured varies in
thickness, a single frequency will not be optimal for all locations. For the thickness range of
20 mils to 60 mils, the optimal measurement frequency lies in the range of 3 to 10.5 kHz.
Although a multi-frequency measurement would allow reduced errors over a wider thickness
range, it would result in slower scanning due to the additional measurement time required for
additional frequencies. A frequency of 10 kHz was selected for the purpose of reducing noise
errors and due to a greater interest in thinner regions.
Since a single complex impedance value will be converted to a single lift-off and thickness
measurement for each sensing element, the relation can be displayed as the Grid in Figure 4-14.
The relative orthogonality of constant lift-off lines to constant thickness lines indicates that the
two properties can be measured independently; they do not exhibit the problems which would be
encountered at frequencies corresponding to the spikes in error. For larger values of thickness,
the increase in the density of lines of constant thickness corresponds to an increase in error due
to the reduced penetration of the eddy currents into the metal.
In order to create a complete map of the component, measurements were made by scanning the
array down the long axis of the component. The array was first calibrated using only
measurements in air and measurements with a shunted sensor as discussed in Chapter 8. Since
the component is wider than the scan width provided by the 37 sensing elements of the MAL
array, three adjacent scans were required for complete coverage of the part. A position encoder
was utilized to record the distance along the scan such that the measurement data could be
reconstructed into a single image. The data resulting from the inversion of the impedance
measurements into the properties of lift-off and thickness is shown in Figure 4-16.
In order to provide a level of confidence in the values measured, a 1" micrometer was used as a
secondary measure of the thickness. Micrometer measurements were made at two locations
which were within reach of the micrometer and are indicated on Figure 4-15a. Since the paint
was not stripped from the locations measured, the micrometer reading are expected to be slightly
larger than the thickness reported by the array; this is due to the fact that the thickness produced
by the MQS array is that of the metal only, while the micrometer includes all material between
its measuring faces. The first location on the top left of the component was measured with the
micrometer as 53 mils (-1.35 mm) and the thickness provided by the image is approximately
48 mils (-1.22 mm). The second location on top right of the component was measured with the
micrometer as 64 mils (-1.63 mm), while the array indicated a thickness of 58 mils (-1.47 mm).
The differences in thickness can easily be attributed to paint or other nonconductive coatings on
the component and the data appear to provide a reasonably accurate measure of thickness.
By comparing the pictures of the component found in Figure 4-15 to the lift-off and thickness
images of Figure 4-16 a direct correspondence between many features is evident. The thick
reinforcing ribs are apparent even though they are too thick for accurate thickness estimates at
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(b)
Figure 4-15: Sample corrosion panel with varying thickness due to structural ribs, areas of
scattered corrosion, and mechanically ground surfaces. a) Top side of panel from which the
scanning was performed (dark yellow-brown Kapton tape is placed to protect the sensor from a
sharp puncture in the panel). b) Bottom side of panel showing structural ribs, scattered
corrosion, and micrometer thickness measurements at two locations (note that this image has
been digitally mirrored for a better comparison with upcoming scan images).
the frequency utilized. The large hole located under the dark-brown Kapton tape is very
apparent in the property images and appears as white since the simultaneous measurement of
lift-off and thickness do not apply in the complete absence of a metal layer. This hole has a
larger appearance than the physical hole due to the abrupt spatial change in material properties
which do not provide as good of a match to the uniform layer model utilized as other regions of
slower variation. The small bolt holes located throughout the panel do not directly allow the
uniform layer model to provide meaningful estimates of lift-off and thickness and tend to leave
measurement artifacts in the vicinity of each hole. Several areas of corrosion, located between
ribs, appear as spots of gray and are indicated as spots of thinner material. Other larger areas
have been thinned due to grinding on the measurement-side surface, some of which appear as a
shinny surface absent of paint. The lift-off image, which is somewhat dependent on the way that
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Figure 4-16: Estimated thickness and lift-off data from three adjacent scans of a sample
corrosion panel. a) Image of estimated panel thickness showing material loss due to hidden
corrosion and grinding, thick rib structure, and holes though panel. b) Image of estimated sensor
lift-off from surface showing changes due to roughness from surface corrosion, depressions from
dents and grinding, and protective coatings.
the array conforms to the surface, also contains information about the surface. The lift-off can be
seen to decrease in some of the areas on the measurement-side of the component where paint has
been removed or has thinned. Larger areas of corrosion on the measurement-side that appear as
I
I I i
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gray produce an increase in lift-off due to the valley created bellow the array as it is scanner over
the surface.
4.2.2 Imaging of Geometric Properties of a Multilayered Structure
The next set of measurements increases the complexity from those of the previous section by
increasing the number of measured material properties from two to three. A measurement panel
was constructed using two 20 mil (0.508 mm) aluminum plates of constant thickness,
nonconducting shims composed of plastic or paper, and aluminum strips with a thickness of
5 mils (0.127 mm) and 10 mils (0.254 mm). These materials were assembled to create a layered
structure which is modeled as shown in Figure 4-17a. The 20 mil aluminum plates are composed
of a 2024 alloy for which a typical conductivity value of 30 %IACS (17.4 MS/m) was used for
modeling. The thinner aluminum strips located at the bottom of the structure have a composition
which is closer to that of pure aluminum and have a higher conductivity which was chosen as
60 %IACS (34.8 MS/m) based on both literature values and measurements performed using the
single elements MQS sensors. All the materials in the structure are nonmagnetic and therefore
have a relative permeability of one. The paper shims were used to create a gap between the two
20 mil plates while plastic shims were used to alter the lift-off. Measurement data will be used
to determine the array lift-off, gap between plates, and thickness of the high conductivity
aluminum at the bottom of the structure, while the conductivity values of the conducting
materials and thickness of the 20 mil plates will be taken as known.
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Figure 4-17: Setup for the measurement of a multilayered structure by a planar MQS array
sensor. a) Configuration of multilayer structure composed of layers of known conductivity and
magnetic permeability (p = P0 ) with unknown thickness, gap, and lift-off. b) Linear scan over
the layered structure in three adjacent strips to form a complete image of the unknown material
properties.
In order to create a more interesting structure for which the MA] array can provide a map of
properties, the measured material properties were varied in a controlled manner as shown in
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Figure 4-18. The 5 and 10 mil aluminum strips were placed in a pattern on the backside of one
of the 20 mil plates; adhesive tape was used to hold the metal strips in close proximity to the
plate to avoid any unmodeled gaps. The paper used for creating the gap between the 20 mil
plates was formed into seven strips with thickness values of: 4, 7.8, 11.8, 15.3, 19.3, 23.5, and
26.5 mils; these strips were arranged in an increasing order to form a stair-step-like gap as shown
in Figure 4-18b. A 2 mil (0.0508 mm) clear Mylar shim was cut into a triangle in order to create
a diagonal step in lift-off on the surface of the constructed measurement panel.
Since this measurement problem involves the estimation of three material properties, a single
complex impedance measurement no longer provides sufficient information for the inversion.
The presence of conducting materials allows additional information to be obtained by the use of
a multiple frequency measurement. An error analysis specific to this sensor and MUT geometry
would generally provide a more rigorous method of determining the number and values of
frequencies utilized and an approximation of the achievable property error levels. However, a
rigorous analysis was not performed for this measurement problem and frequencies were
selected based on intuition.
The thought process behind the intuitive method in which the frequencies were selected starts
with the fact that a minimum of two frequencies are required in order to allow the inversion.
However, it was chosen to use three frequencies because of the location of the measured material
properties at three distinct spatial positions within the layered structure: lift-off on the surface,
gap in the middle, and thickness on the backside. Since the penetration depth of the fields is
dependent on frequency it is though that a good choice of frequencies will help provide the most
independent measures of the properties in each of these three regions. A sufficiently high
frequency will minimally penetrate the first 20 mil plate and will provide information primarily
associated with lift-off. Since fields generally decay in amplitude with depth, it is not possible to
pick a frequency which will excite only material in the vicinity of the gap and therefore a second
frequency which minimally excites the backside material is desired. The impedance measured at
this frequency will be very sensitive to both the lift-off and gap. The third frequency chosen
must be sufficiently low to penetrate completely through all metal layers for sensitivity to the
backside metal thickness; the impedance measured at this frequency will be sensitive to all three
material properties. Based on the previous reasoning, measurement frequencies of 15.8 kHz,
39.8 kHz, and 100 kHz were chosen and correspond to skin depths in a 30 %IACS material of
38, 24, and 15 mils, respectively.
Before making measurements, the sensor response was calibrated using a method similar to that
which utilizes measurements of the array in air and measurements with an array containing
shunted secondary windings as discussed in Chapter 8. The calibration technique, used here,
differs in that it includes measurements of the shunted array placed on the panel at nominal
conditions in addition to measurements of the shunted array in air. The general use of a shunted
array for calibration allows parasitic coupling between the primary and secondary windings to be
measured. The additional measurements provided by the shunted array on the panel allow
changes in the parasitic coupling between the array in air and the array on the panel to be
quantified. A more accurate parasitic value can then be applied for calibration measurements
with the non-shunted array in air and for measurements with the non-shunted array on the panel.
It should be noted that none of the panel's material properties have been used for calibrating the
sensor response.
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Figure 4-18: Multilayered measurement panel separated into its various components such that
the property variation can be observed. a) Diagonal step in lift-off created on the top surface of
the panel by a transparent layer of Mylar. b) Creation of stair step in gap between the top and
middle metal panels by 7 shim strips (4, 7.8, 11.8, 15.3, 19.3, 23.5, 26.5 mils) ordered with
increasing thickness. c) Strategic placement of metal shims (cr = 60 %IACS (34.8 MS/m) ) on
back side of panel structure.
Measurements were made by scanning the MA] array over the constructed panel in a linear path
as shown in Figure 4-17b. Due to the width of the panel, it was necessary to make three adjacent
passes with the array in order to measure the complete surface. A position encoder was used to
associate measurement data with the location of the array along each linear path. This allowed
the three adjacent scans to be accurately concatenated into images of material properties with the
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correct spatial locations of data.
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Figure 4-19: Estimated thickness, gap, and lift-off images for a measurement panel composed
of multiple material layers. a) Estimated lift-off image showing the step created by the diagonal
Mylar sheet placed on top of panel. b) Estimated gap image showing the stair step in gap created
by the 7 strips of insulating shims. c) Estimated thickness image for conducting shim material
on backside of panel. d) Estimated thickness image with appropriate color scheme.
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The lift-off, gap, and thickness image data shows very good agreement with the expected values.
The lift-off image clearly shows the diagonal step resulting from the 2 mils of Mylar placed on
the surface of the panel. The absolute lift-off values are dependent on several factors including
the actual thickness of Kapton layers composing the array and the degree to which wrinkles in
the Mylar are compressed; the lift-off also contains an additional 6 mils due to Mylar sheets
which completely cover the panel and allows smoother scans. However, the average jump in
lift-off across the step is in agreement with the expected 2 mils. The gap image of Figure 4-19b
demonstrates the stair-step effect created by the strips of paper shims. Comparisons with the
shim thickness values provided in the caption of Figure 4-18 indicate accurate measurements.
The metal strips placed on the backside of the panel are composed of six 5 mil pieces and a
single 10 mil piece. The thickness values found in Figure 4-19c match the metal thickness
values when taken from the central regions of each strip. In the thickness image, the edges of the
strips contain a more gradual transition from the zero thickness in the absence of the strip to the
actual strip thickness. This is an artifact resulting from the use of a uniform layered material
model for regions which are not truly uniform. For those familiar with the current MIT logo, the
pattern of strips may not seem so arbitrary and the appropriateness of the color scheme of
Figure 4-19c will make sense.
4.2.3 Measurement of Ferromagnetic Fluids
Measurement of ferromagnetic fluids represents a case in which sensors containing
nonhomogeneous elements are required to characterize the MUT. Section 4.1.4 provided a
discussion on the reasons why nonhomogeneous sensing elements are required and also provides
an error analysis for the measurement of a nonconducting material with a complex magnetic
permeability. Recall that the error analysis produced encouraging results for materials with
magnetic properties in the range of those typical of ferrofluids, which helps to motivate the
continuation to experimental measurements.
A ferrofluid is typically described as a stable colloidal suspension of sub-domain magnetic
particles in a liquid carrier [24]. These magnetic particles are often composed of magnetite
(Fe 30 4) and have a typical diameter of 10 nm. A typical ferrofluid may contain 5% magnetic
solid, 10% surfactant, and 85% carrier by volume and common carriers are water, hydrocarbon,
and fluorocarbon. The surfactant in the ferrofluid coats the magnetic particles and prevents them
from agglomerating due to van der Waals forces and magnetic forces. The particles remain
suspended in the carrier liquid due to Brownian motion.
In the absence of a magnetic field, the magnetic particles, which are each considered to be in a
state of uniform magnetization, tend to randomly align such that the fluid contains no average
magnetization. The transitioning of the fluid from a state with no average magnetization to a
magnetized state occurs as a result of the alignment of the individual magnetic particles. Both
alignment of the particles and relaxation back to the random state occur primarily as a result of
two distinct processes. Rotational Brownian motion involves the rotation of the individual
particles such that fluid viscosity effects play a role in determining the rate of rotation during
transition. The Neel mechanism involves the rotation of the magnetic moment within the
particle. These two processes do not occur instantaneously and each has its own associated time
scale. The delay between the applied magnetic field and the orientation of the magnetic
moments in the fluid causes them to be unaligned for sufficiently fast time varying fields. In the
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case of AC excitation, the delay results in a lag between the magnetic field intensity and the
magnetic flux density which are then related by a complex magnetic permeability. As a result of
the two time scales associated with the magnetization of the ferrofluid, frequency dependent
complex magnetic susceptibility curves have been shown to contain two peaks in the imaginary
component [25]. For a water-based ferrofluid, a peak associated with the Brownian relaxation of
larger particles and aggregates occurred at 250 Hz, while a second peak associated with both the
Brownian relaxation of smaller particles and N6el relaxation occurred at 2.2 MHz.
The complex permeability is related to the complex susceptibility by:
p' =( 0 1+ Z (4.2)
where the complex susceptibility is defined as:
m 
- " (4.3)
The measurements of this section include both water-based ferrofluids and hydrocarbon-based
ferrofluids. Table 4-2 lists the specific fluids along with their carrier medium type and several
physical properties which were obtained from product datasheets except for the solids
concentration of the water-based ferrofluid. The solids concentration was measured by
evaporating the water and other volatile components from a known volume of ferrofluid and
weighing the remaining solids. The water-based ferrofluid is readily diluted with additional
water, which provided a simple method of varying its permeability.
FerroTec (USA) Corp. Saturation Nominal Solids(formerly Ferrofluidics Corp.) Carrier Magnetization Magnetic Density Viscosity Concentration
Type Medium (Gauss) Permeability (g/mL) (cp @ 27*C) (g/mL)
MSG WI1 Water 167 1.5 1.23 3.6 0.314
EFHI Hydrocarbon 400 2.7 1.21 6.0 -
NF2077 Hydrocarbon 575 - 1.30 9.7
Table 4-2: Physical properties of the three ferrofluids utilized in measurements. All
specifications were compiled from product data sheets except for the solids concentration which
was measured for the water-based ferrofluid.
The measurements were carried out using the MA2 array which contains two rows of eighteen
sensing elements as shown in Figure 4-10. Each adjacent pair of dissimilar elements (one from
each row) was used to produce a single measurement of the complex permeability and lift-off for
the MUT. Since the fluid is expected to be homogenous, the property values from eighteen
measurements were averaged to produce a single measured property value at each excitation
frequency. Calibration of the sensor and instrumentation was performed using measurements of
the array response in air and the response of an array with shunted sensing elements as discussed
in Chapter 8. For most measurements, impedance data was taken at seven excitation frequencies
ranging from 10 kHz to 10 MHz. Although the main instrumentation and sensor were identical
for this frequency range, different signal conditioning was utilized for upper and lower portions
of this range.
II/
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In order to contain the fluid for measurement, a special measurement container was constructed
and appears in Figure 4-20. This container was designed to allow the array to remain free from
contamination by the ferrofluid while placing the sensor in close proximity to the fluid for
maximum accuracy. In order to accomplish this, a thin sheet of 1 mil Mylar was attached across
the bottom of a rectangular container. The container was sized based on the geometry of the
array and filled such that the ferrofluid would be well approximated as a uniform layer of
infinitely thick material. Measurements were made by placing the ferrofluid-filled container on
top of the array which was facing upward. During measurements, the spatial distribution of
lift-off across the array was used to detect erroneous measurements resulting from severe
wrinkling in the Mylar caused by bad placement of the container.
(a) (b)
Figure 4-20: Container used for holding ferrofluids while measuring magnetic properties. The
bottom side of the container is constructed from 1 mil (25.4 fm) Mylar such that measurements
can be made through the bottom surface without significantly degrading measurement accuracy
as a result of the lift-off distance from the sensor to the MUT. a) Top side view. b) Inverted
view showing Mylar bottom surface.
As a first verification of the measurements made, the properties of the MSG W11 ferrofluid were
characterized at several lift-off values by inserting additional Mylar shims between the array and
the container of ferrofluid. The water-based ferrofluid was also diluted with water to produce a
fluid with reduced susceptibility on which measurements at several lift-off values were also
made. The lift-off dependence of the permeability is shown in Figure 4-21 for both solid
concentrations at excitation frequencies of 316 kHz and 3.16 MHz. The undiluted ferrofluid is
specified to have a nominal relative permeability of 1.5. Measurements of the undiluted fluid
indicate a value of u' which range from approximately 1.45 to 1.46 at 316 kHz and 1.34 to 1.35
at a higher frequency of 3.16 MHz. The measured values can be considered comparable to the
nominal specified value for which the measurement frequency was not specified.
Since the properties of the ferrofluid are not expected to change as the lift-off is changed, the
lift-off dependence is an indicator of the quality of the measurement. It should be noted that the
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Figure 4-21: Dependence of measured magnetic properties on lift-off for a water-based
ferromagnetic fluid (MSG W11). The data demonstrates the degree to which magnetic
properties can be measured independent of lift-off changes at the frequencies of 316 kHz and
3.16 MHz for ferrofluids with solid concentrations of: a) 0.314 g/mL and b) 0.157 g/mL.
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4.2 Measurements
relation between the magnetic field intensity and the magnetic flux density is not truly linear and
changes in lift-off could result in a decrease in field intensity and alter the magnetic properties as
perceived by the measurement system. However, experimentation with sensor excitation levels
has not indicated a significant change in measured properties and therefore the assumption of a
linear material is expected to be valid under the operating conditions of the sensor. The error
analysis results provided in Table 4-1 predict a bias error bound in the relative u' of 0.005 for a
nominal value of 1.5 and at a lift-off of 5 mils; the error increases to -0.001 as the lift-off is
increased to 20 mils. The 0.001 deviation in q' over the lift-off range of the measurements falls
slightly outside the predicted bounds and indicates that although the assumed 0.1% impedance
bias error bound was likely a reasonable approximation, the true bound is probably somewhat
larger. The predicted error bound on a" of -0.005 for a nominal range of 0 to 0.1 is somewhat
lift-off independent over the range of 5 to 20 mils. Deviation of y" measurements with changes
in lift-off for the undiluted MSG W11 are less than 0.0025 which falls within the predicted error.
Measurements of the diluted ferrofluid, which has a complex susceptibility with roughly half the
magnitude of the undiluted fluid, demonstrate similar lift-off deviations of magnetic properties.
The presence of lift-off induced errors in the magnetic properties which fall into the range of
expected errors helps to provide additional confidence in the measurements in the absence of
comparisons of measured magnetic properties with exactly known values.
The next set of measurements observes the permeability dependence of the water-based
MSG Wi1 ferrofluid on solids concentration. Measurements were made over a range of
concentrations; the 1 MHz dependence appears in Figure 4-22.
In a material composed of magnetic dipoles, the magnetization density can be defined as:
M = Ni (4.4)
where N is the density of dipoles and - is the magnetic moment of each dipole. For a linear
material the complex susceptibility relates the magnetization density to the magnetic field
intensity by:
M = zH (4.5)
Since the volume of carrier is typically much larger than that of the magnetic solids, it is
expected that a minimal interaction between dipoles will occur and the magnetic moment will be
independent of the density of dipoles. If it is assumed that the moment of each dipole is linearly
dependent on the magnetic field intensity, then the susceptibility is proportional to the density of
dipoles:
Xm oC N (4.6)
In Figure 4-22, the best fit lines have been plotted from data for both pu' and /u". Both lines
appear to be a good fit to the data and indicate that the assumptions made are reasonable for the
range of concentrations examined.
257
Chapter 4 : Planar MQS Sensor Arrays
1.
1.4
1.
1.3
1.
-=
S1.2
m 1.
1.1,
1.
1.0
=)
C,
Concentration (g/mL)
Figure 4-22: Dependence of the magnetic properties on the concentration of solids for a water-
based ferromagnetic fluid (MSG W11). The magnetic properties were measured at a frequency
of 1.0 MHz over a range of concentrations. The best fit lines have been plotted for both p'
and u".
As second comparison of concentration dependence, the complex permeability for the full
measurement frequency range is shown for two values of solids concentration in Figure 4-23.
The figure is easily interpreted as complex susceptibility by simply subtracting one from the
relative ip'. The ratio between the solids concentration values is approximately 3 and a similar
ratio between susceptibility values from each concentration is observed at each frequency. This
indicates that the linear relation of (4.6) holds across all measurement frequencies.
It is thought that if the solids concentration can be sufficiently increased, a deviation from this
linear relation may occur. This nonlinearity may result from the interactions of local fields from
each magnetic particle or as a result of agglomeration of magnetic particles. Since the low
frequency behavior is associated with Brownian rotation, the larger clusters would likely create
changes in the frequency characteristics of the complex permeability.
The frequency data of Figure 4-23 also demonstrates the use of different signal conditioning
electronics at the low and high ends of the frequency range. The measurement frequencies of
316 kHz and 1 MHz are common to both ranges and provide another indicator of measurement
errors by comparing the differences in property values produced by low and high frequency
range electronics. The observed differences are comparable to error bounds predicted using an
estimated impedance bias error and those observed in the preceding measurements of the
complex permeability dependence on lift-off.
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Frequency (Hz)
Figure 4-23: Magnetic property frequency spectrum for a water-based ferromagnetic
fluid (MSG W11). Both u' and ,u" are estimated for two different solid concentrations over a
frequency range of 10 kHz to 10 MHz. In order to reduce measurement errors, signal
conditioning electronics appropriate for the frequencies being measured were used and as
indicated in the legend.
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Figure 4-24: Comparison of the magnetic property frequency spectrum for ferrofluids
MSG W11, EFH1, and NF2077. Both pu' and p" are estimated over a frequency range of
10 kHz to 10 MHz using frequency appropriate signal conditioning electronics as indicated.
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Measurements on the two hydrocarbon-based ferrofluids were performed using calibration and
measurement methods similar to those used on the water-based ferrofluid. The combined
frequency data for all three ferrofluids is shown in Figure 4-24. The nominal relative
permeability value of 2.7 for the EFH1 fluid is in the range of values measured for L', which
indicates that the measurements are reasonable.
The preceding measurements utilized the nonhomogeneous sensing elements of the MA2 array,
but did not utilize its multiple sensing elements for spatial imaging as a result of the uniformity
of the ferrofluids. In order to demonstrate this ability, a measurement was conceived of in which
a stationary sensor would monitor the dynamic absorption of the water-based MSG W11
ferrofluid into cornstarch. In the absence of ferrofluid, the cornstarch has electrical properties
which can be taken as those of free space for the case of the current measurement. As the
ferrofluid absorbs into the cornstarch its permeability will increase from 0u,. Since the ferrofluid
is essentially diluted with the nonmagnetic cornstarch, the permeability of the resulting material
is expected to be less than that of the pure ferrofluid.
The measurement container created for ferrofluid measurements was again used as shown in
Figure 4-25. Cornstarch was first placed in one-half of the container such that when the
container was placed on the array, roughly half of the sensing elements would monitor the
cornstarch. The other half of the container, monitored by the remaining sensing elements, was
initially left empty. With the chamber placed on the array, measurements were started and
approximately seven seconds later the ferrofluid was poured into the empty half of the container.
Measurements were continued as the fluid was allowed to absorb into the cornstarch.
(a) (b)
Figure 4-25: Container configured for magnetic property measurements of a water-based
ferrofluid absorbing into cornstarch. The sensor array is positioned below the container such that
roughly half of the sensing elements respond to the cornstarch filled portion of the container
while the other half respond to the remaining half of the container. a) Container half-filled with
cornstarch. b) Container after ferrofluid has been introduced.
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Figure 4-26: Measurement of the magnetic permeability of a water-based ferrofluid at 1.0 MHz
as it is absorbed by cornstarch. The sensor is located in a stationary position below the container
as shown in Figure 4-25. The ferrofluid is introduced into the chamber at approximately 7
seconds at which time the sensing elements positioned directly below the fluid respond
immediately while those positioned below the cornstarch respond as the fluid is absorbed.
a) Image displaying the continuous time response. b) Measured magnetic permeability across
the sensor before the addition of fluid, shortly after chamber is filled, during the absorption
process, and when the absorption process is essentially complete.
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The impedance data from each of the eighteen pairs of sensing elements was again used to
estimate the lift-off and complex permeability of the material. Unlike previous ferrofluid
measurements, the material property measurements were not averaged together, but instead used
to build the space-time image of Figure 4-26a. This image uses the position of the sensing
element pair as the y coordinate of the image and the time of the measurement as the x coordinate
of the image; the color at a given x and y location on the image indicates the property value for
the associated time and one-dimensional location of the measurement. Before the introduction of
the ferrofluid, at 7 seconds, the relative permeability of 1 across all sensing positions shows the
absence of any magnetic material. At approximately 7 seconds, the sensing elements on the side
of the container absent of the cornstarch immediately indicate the magnetic material. Based on
Figure 4-23, the relative permeability of the MSG W11 at 1 MHz should be approximately 1.38.
Although many of the measurement locations report a comparable value, some report a value
closer to 1.3 due to a wrinkle in the Mylar container bottom. As time progresses, the absorption
of the ferrofluid into the cornstarch is seen as an increase in permeability that travels further into
the cornstarch region. At approximately 30 seconds into the measurement, a permeability
increase occurs at locations within the cornstarch region opposite to the location at which the
ferrofluid was introduced. The significant increase at this location occurs in the absence of a
comparable increase in all location leading to the fluid region and indicates a more rapid
absorption path around the measurement region. It is hypothesized that either nonuniform
packing of the cornstarch, a crack in the compacted cornstarch, or a gap between the cornstarch
and the container side created this alternate path. In any case, the absorption continues from both
sides of the cornstarch region until an equilibrium is reached at approximately 60 seconds. The
equilibrium mixture of cornstarch and ferrofluid has a relative permeability of approximately
1.17.
The plot in Figure 4-26b provides a snapshot of the permeability distribution across the sensor at
several times during the measurement. More specifically, the distributions are shown: before the
start of measurements, shortly after the introduction of the ferrofluid, after absorption has started
from both sides of the cornstarch, and at equilibrium.
4.3 Summary of Chapter 4
This chapter discusses the development of planar MQS arrays and many important aspects of
their design. The benefits of placing multiple sensing elements within a single primary winding
include increased sensitivity to variation in material properties, increased material coverage,
increased surface scan rates, and the ability to measure a larger number of unknown material
properties. The initial array designs incorporated multiple sensing elements but lacked several
features which later lead to improvements in single element MQS sensors. Incorporation of
these features improved the capability for predicting the response of the array for layered
materials. For many applications, the geometry of the primary winding required to create a
magnetic field which appeared to sensing elements as periodic was too large. This motivated the
use of primary winding structures which were aperiodic, but retained other characteristics which
allowed the use of the models developed in Chapter 2. An error analysis was performed with the
aperiodic array in the presence of an infinite half-space material and included the effects of both
impedance bias errors and impedance noise errors. This analysis investigated the increases and
decreases of material property errors associated with altering one specific parameter of the
sensor geometry.
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An array which utilized sensing elements with multiple geometry types was also presented in this
chapter. The array contained two rows of sensing elements such that the elements within a row
were identical but differed from the other row. The value of simultaneously using impedance
measurements from two adjacent sensing elements, one from each row, for estimating a set of
material properties was discussed for magnetic, nonconducting materials. This discussion
included the prediction of errors in the complex permeability and lift-off for a range of nominal
material properties. As a result, it was seen that the best results were observed for relative
permeability values of less than 10.
To demonstrate the ability of the arrays to characterize material properties, several types of
measurements were performed. The first set of measurements involved the characterization of
metal loss due to corrosion on an aircraft component. The conductivity of the part was
determined using a single element sensor and was assumed to be constant over the component.
An error analysis was used to determine whether a single frequency measurement could
characterize the metal thickness for the range of interest; the analysis also assisted in selecting
the measurement frequency. A single frequency measurement was then used to determine the
lift-off and thickness of each sensing element as the array was scanned over the aluminum part.
The property data was used to build a thickness image indicating the integral structure of the part
and areas of corrosion, and a lift-off image showing many topological features of the part's
surface. Comparison of thickness data taken at two locations accessible with a micrometer with
data produced by the array showed good agreement.
The second set of measurements was chosen to be somewhat more difficult by increasing the
number of measured material properties to three. The MUT was constructed from sheets of
aluminum alloy, sheets of nonconducting material, and strips of aluminum. The materials were
assembled into a panel which provided an interesting variation in geometric properties that were
well characterized for comparison of measurement data. Impedance data was taken at three
frequencies as the sensor was scanned over the plate and the resulting measurement data was
used to create lift-off, gap, and thickness images. Comparisons of the property values produced
by the array were in good agreement to those expected.
The last set of measurements utilized an array with multiple sensing geometries for
characterizing the magnetic properties of three ferrofluids. Since the magnetic properties were
expected to be frequency dependent, impedance data from pairs of dissimilar sensing elements
was used to produce a measurement of the complex permeability and lift-off at each
measurement frequency. Measurements showing small variations in magnetic properties as a
function of lift-off were shown to be within the range of expected errors. Additional
measurements of a water-based ferrofluid at a variety of concentrations showed a linear relation
between the measured complex susceptibility and the concentration of magnetic solids in the
material. Nominal permeability values for two of the ferrofluids were known from the product
datasheets. These values were not accompanied by a specific measurement frequency but appear
comparable to values present over the frequency range measured. For all ferrofluids measured,
the observed frequency characteristic of p" exhibits a peak at a frequency comparable to that
observed by other researchers and associated with specific loss mechanisms within the fluid.
Since the measured ferrofluids have uniform properties, an additional experiment was performed
to demonstrate the ability of the array to observe spatial variations in properties. A container,
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half-filled with cornstarch, was placed on the array and measurements were started. The empty
half of the container was then filled with a water-based ferrofluid, which was allowed to absorb
into the cornstarch. Measurement data was plotted as a space-time image to demonstrate the
dynamics of the absorption. The image clearly shows the time evolution starting from the
absence of magnetic material, introduction of ferrofluid, absorption process, and a final
equilibrium.
Chapter 5
Perturbation Model for a Notch
Chapter 2 focused on methods for predicting sensor response to materials which may be
approximated locally as layered. However, eddy-current sensors are often used in crack
detection, for which these layered material models do not provide a means of predicting the
sensor response. The ability to estimate the response to a notch like flaw such as a crack has
value in evaluating and optimizing sensor performance in addition to estimating crack
parameters such as length and depth.
Theoretically, the most accurate approach in estimating the sensor response is to solve for the
electromagnetic fields in the total system composed of the sensor and the MUT containing the
notch. Since a closed form solution was not available for the more simplistic case of the sensor
in the presence of a uniform material, it is unlikely to expect that the introduction of a notch will
allow for this type of closed form solution either; the introduction of the notch converts the two-
dimensional problem of the sensor and MUT into a three-dimensional one. The most general
approach for solving this type of problem is the use of 3-D finite element methods, which solve
Maxwell's Equations by filling the volume of the problem with basis functions having local
support [18]. These functions contain unknown coefficients which must then be solved
according the governing differential equations, boundary conditions, and terminal constraints.
As compared to the methods of the previous chapter, where the unknown parameters were
introduced only along lines which coincided with the windings, the number of unknowns in FEM
methods increases dramatically. The accuracy of the FEM type of solutions of the exactly
specified problem will then be determined by the numerical accuracy which can be obtained by
existing computer technology.
The efficiency and accuracy of the layered models motivates their incorporation into a method of
solution for this problem in which the geometry is generally slightly perturbed from the one that
these models are so good at solving. In designing this method, the field and current distributions
calculated from the layered sensor model in the absence of the notch are used in determining
how the notch perturbs the fields by simplifying the way in which the notch interacts with the
MUT.
265
Chapter 5 : Perturbation Model for a Notch
5.1 Modeling Method
The types of notches for which a model is being sought is limited to those with simple
rectangular box shape oriented such that the faces are either parallel or perpendicular to the MUT
surface to which the sensor is parallel. The material within the notch is assumed to have the
properties of free space. The notch is located in one of three possible locations: surface breaking
at the surface near the sensor, buried inside the MUT surfaces, or surface breaking at a MUT
surface opposite the MUT surface near the sensor. For the first two cases the material may be
infinitely thick, in which case only the single surface near the sensor is considered. Figure 5-1
demonstrates these possible configurations.
(a)
(b) (c)
Figure 5-1: Possible notch configurations within MUT. a) Surface breaking notch on top(sensor) side of MUT. b) Surface breaking notch on bottom (opposite sensor) side of MUT. c)
Notch buried inside of MUT.
With the unperturbed field and currents in the MUT determined by other methods, the perturbing
affect of the notch on the sensor's terminal response must now be considered. The response of
the notch as detected by the sensor is due to the notch's alteration of the currents flowing in the
material and therefore the magnetic flux coupled at the sensor's secondary sensing elements.
The fact that the notch is nonconducting requires that no currents flow within the volume of the
notch and therefore the coupling to the sensing elements by the magnetic fields produced by
these currents must be subtracted. It is being assumed that the direct perturbing effect caused by
the absence of these currents on the fields and currents within the volume outside of the notch
will be negligible, such that at this part of the analysis the external fields and currents are
assumed equivalent to those of the unperturbed system.
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Since the current density within the notch is now treated as zero, the current density at the
surface of the notch is no longer continuous and therefore conservation of charge at the surface
requires:
Ilpf, -(5.1)
where fi is the surface normal, []] is the jump in the volume current density across the surface,
and Pf, is the free surface charge density.
The current density in the notch is zero and conduction in the MUT is ohmic, characterized by
conductivity o-,. The system is excited by a sinusoidal excitation and therefore (5.1) can be
simplified to the time-harmonic form:
i -oM = -jc- (5.2)
where fi is now the normal of a surface pointing into the conducting region, and E, is the
electric field on the conducting side of the interface.
Charge must accumulate on the surfaces of the notch such that this equation of charge
conservation is obeyed. Since the system is composed of highly conducting metals and free
space, only free charge will be significant (i.e., polarization charge need not be considered such
that e = co). The accumulated surface charge will produce an electric field which must be
superimposed on the unperturbed field in enforcing (5.2). The MUT is assumed to have
homogenous electrical properties which does not allow for volume charge accumulation to result
from the perturbation field. However, the field caused by the surface charge on the notch will
generally have components normal to the other MUT surfaces. In order for charge conservation
to be obeyed at these surfaces, surface charge contributing to the perturbation electric field must
be allowed on these surfaces also.
If the surface charge can be evaluated such that charge conservation boundary conditions can be
met then the perturbation of the volume currents can also be obtained from the charge
distribution. The magnetic fields created by these perturbation currents and coupled to the
sensing elements can then be added to the total sensor response.
An important assumption has been made here that the total electric field is simply the initial field
superimposed with the field from charge sources. However, an exact solution would also
account for contribution to the electric field made by the perturbation magnetic fields. Of course
a complete solution would simultaneously handle the coupling of electric and magnetic fields
and not necessarily approach it as an iterative perturbation. Accounting for the coupling of
electric and magnetic fields is equivalent to including magnetic diffusion effects in the notch's
perturbation of the initial fields. By making these simplifying assumptions, the unknowns which
must be determined are reduced from vector quantities over the complete volume in a FEM
approach to the scalar surface charge density quantities over a limited surface area.
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The modeling method is summarized in the following steps:
1. Allow for surface charge distributions on notch and MUT surfaces in terms of unknown
parameters.
2. Determine total electric field at surfaces in terms of initial electric field and perturbation
electric fields from accumulated charge.
3. Impose charge conservation at surface boundaries and solve for charge distribution
parameters.
4. Use charge distribution parameters to evaluate perturbation electric fields and thereby
perturbation currents in the volume of the MUT surrounding the notch.
5. Calculate the magnetic flux produced by perturbation currents and coupled to sensing
elements.
6. Add perturbation in sensing element terminal voltage resulting from coupled magnetic flux to
total sensing element terminal voltage as calculated using layered models.
7. Subtract perturbation in sensing element terminal voltage resulting from the absence of
layered model currents within the volume of the notch.
5.1.1 Surface Charge Density Representation
As mentioned in the preceding steps, the surface charge density on the surfaces of the notch and
the MUT needs to be defined in terms of unknown parameters. Due to the rectangular
geometries involved (i.e., rectangular notch faces and perimeter of notch on the MUT surfaces),
a bilinear interpolation method is applied in which the charge density within a rectangular region
can be determined in terms of the comer values. The charge within these rectangular cells is
described by:
Pfs (0,0) AA p (Ax,0) AA p (0, A A) +p (AX y
Axy ' xy xy xy
(5.3)
where the coordinates x and y represent position within the plane of the surface for a
rectangular region with a comer at the origin and an opposite corner located at (Ax, A).
Larger rectangular surfaces regions can be formed by locating equally sized bilinear regions on a
regular grid (with grid spacing equivalent to cell dimensions), such that adjacent edges of the
smaller bilinear regions share corner points. The result is a surface region with a surface charge
density that is continuous. This method is sufficient to cover the surfaces involved, which
include the faces of the notch that border the conductive MUT and a rectangular perimeter
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around the notch on the MUT surfaces. Surface breaking notches are handled by choosing an
appropriate cell size for the MUT surface such that the cells on the surface breaking face of the
notch can be omitted in a way that allows the immediate perimeter of the notch face to remain
completely covered by cells. The MUT surfaces do not require coverage of infinite extent since
the surface charge accumulated on these surfaces will decay with distance from the notch to a
point where the surface charge density can be assumed as zero with minimal error. It should also
be noted that there is no requirement that the surface charge density be continuous at edges of
non-coplanar surfaces that intersect, such as along edges of the notch where the faces intersect.
-5 -10
Figure 5-2: Representation of surface charge density by bilinear interpolation cells. The MUT
surface is composed of eight rectangular regions of cells to form the perimeter of the surface
breaking face of the notch, while the remaining five faces of the notch are each composed of
single regions. Other region layouts have been utilized in simulation, in which the notch faces
were also composed of multiple rectangular regions in a manner similar to the MUT surface.
Although it is sufficient to use a single rectangular cell size and a single large rectangular region
of cells per surface, it is not optimal in terms of the number of unknowns that will ultimately
need to be determined. Therefore it is desired to use multiple rectangular regions of cells, each
possibly using a different cell size to cover the required region of a surface. The lack of a
requirement that charge be continuous on meeting edges of non-coplanar sides does not apply
here since the surface that will contain these multiple larger rectangular regions is indeed
coplanar with itself. Moreover, one expects the surface charge on a planar surface to be
continuous in the absence of any geometric or electric property discontinuities. This means that
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the surface charge density along the edge of two larger rectangular regions should be continuous.
However, the desire to allow different cell sizes within these rectangular regions will not allow a
strict continuity to be achieved. Fortunately no derivatives of the surface charge functions will
be taken in calculations, but rather the charge functions will be used in integration (summation)
reducing any errors created by a discontinuity.
However, for the purposes of numerical stability, a pseudo-continuity is still required. This
becomes an issue when boundary conditions on charge conservation are applied. If the surface
charge density at the meeting edges of these rectangular regions are not coupled in some way,
boundary conditions imposed along the edge may be met numerically as the result of two large
oppositely signed charge density values, one from each region, in the vicinity of the point at
which the boundary condition is imposed. This type of behavior would produce non-physical
solutions and a poor predicted sensor response.
To impose this pseudo-continuity, one of the meeting edges is designated as the driving edge,
typically the one with a large cell size, while the other is designated as the driven edge. Edges of
a rectangular region meeting with multiple other rectangular regions may have its edge
segmented into driving and driven pieces. The cell corner values from the driven edge are
determined in terms of the cell corner values of the driving edge by applying (5.3).
An example for the location of cells and corner points can be seen in Figure 5-2. For the MUT
surface on which the notch is surface breaking, eight rectangular regions are used to cover a
sufficient perimeter of the surface breaking notch face. A smaller cell size is chosen near the
notch, while a large size is utilized away from the notch where the charge density is expected to
vary more slowly. In practice, simulations also utilized multiple rectangular regions on notch
faces, such that smaller cells could be incorporated near notch edges and comers.
Choosing the optimal size and distribution of cells and rectangular regions is a balance between
accuracy and speed. FEM methods typically employ methods of evaluating the size and location
of errors and refine the mesh to improve accuracy to a specified level. Although these types of
methods could be employed, a more simplistic approach of investigating the effects of increasing
the number of cells on the terminal response was employed. However, this does make the
assumption that a reasonable rate of convergence is present, otherwise the solution for which an
approximate convergent value is being assumed may be far off the true answer.
5.1.2 Evaluation of Electric Fields
The electric field can now be determined as the superposition of the electric field from the non-
perturbed problem Eo (F) and the electric field due to the accumulated surface charge E, (F),
such that the total electric field is:
ET () = EO0 (r)+ l (r) (5.4)
where F is the position vector within the volume of the problem.
The electric field from the accumulated charge can be evaluated using the superposition integral
over the volume:
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J1 v( -r dVE (F=) f f-_) 2'rdV (5.5)
where p (rF) is the volume charge distribution and i r is a unit vector from the position vector
P" to the position vector F'.
Since all of the accumulated charge must be located on the specified rectangular surface regions
in the form of surface charge, (5.5) can be expressed as:
S()= C 1eE - iC,dS (5.6)
4ro region cells Fr - F2
Equation (5.3) provides an expression for the surface charge within each cell in terms of the four
corner charge density values. One approach is to carry out the integration of (5.6) after
substituting the surface charge expression. Since the charge density values at the corners are
constants with position, this would result in an expression for E, (F) that is linear in terms of
these comer values. However, the analytic expression for this integration is rather complex and
therefore a numerical approach to evaluating (5.6) is pursued.
E, (P)
,3
PC
Ax Pc,2
(a) (b)
Figure 5-3: Representation of charge within interpolation cells and subcells as point charges for
use in calculating the perturbation electric fields. a) Representation of cell surface charge as a
single point charge equal to the net charge within the cell for cases where IF - F'I is sufficiently
large. b) Division of cell into multiple sub-cells, each containing point charges equal to the net
surface charge within the corresponding sub-cell, in order maintain an accurate calculation of the
perturbation electric fields when IF - Fc is not sufficiently large.
A numerical approach may seem less attractive with the possibility of an analytic expression, but
in this case the numerical integration may generally be performed rapidly. This is due to the
specifics of the charge distribution pf, (F) within a cell having less of an impact on the integral
than the total charge contained within the cell, as the distance from the cell to the point where the
electric field is being evaluated is increased. Therefore when IF - F' is sufficiently large, all of
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the charge within the cell can be located at a single point and the simple expression for the field
from a point charge can be employed. The total charge within the cell is easily evaluated, due to
the bilinear interpolation scheme used, as:
qc- = 4 +c,2 c,3 (5.7)
where c is the index of the cell within a specific region and k,1 through P~,4 are the surface
charge density values at its four corners. For terms in the summation of (5.6) in which IF - F' is
not large enough to obtain a sufficiently accurate approximation of the integral, some additional
work must be done.
By breaking these cells down into sufficiently small sub-cells, it is generally possible to make the
electric field at F dependent only on net charge in the sub-cell and not on its specific
distribution. In this case the electric field contribution from the charge within a cell can be
determined as the summation over the sub-cells by again using the expression for a point charge.
The net charge in the sub-cells is then determined from the bilinear interpolation expression for
the charge density within the cell and the sub-cell dimensions as:
qc,b = AAXsy ,sf (Xb, Yb) (5.8)
where A, and A,, are the dimensions of the subcell, xb,yb is the surface coordinate of the
center of the subcell within the cell, and b is the index of the sub-cell within the cell. It should
be noted that since the charge within each sub-cell is determined from the interpolation equation,
no new unknowns are introduced by this subdivision of the cell.
The perturbation electric field resulting from the accumulated surface charge can now be
expressed as:
1 cells
41reo regions c
A, A ( As + +,2 c,3 cA 4 7 -
4 r - F12
subcels a y PC., (b - Ax (Yb - Ay)- PC, 2Xb (Yb - )Y + Pc,4X Yb o
I I 2  Ir otherwiseb xAy b
(5.9)
where Fc the center location of cell c and F' is the center location of sub-cell b. The criterion
that IF- I >> Ax, Ay was chosen since this guarantees that no part of the cell surface may be
close to F . Numerically, some real threshold value must be established for F - FlI/Ax, A
which by adjustment will trade between accuracy and speed. When the cell must be divided into
sub-cells a similar threshold criterion can be used in determining the required number of sub-
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cells. Figure 5-3 shows the representation of the cell charge as a single point charge and the
subdivision of a cell into sub-cells each containing a point charge.
5.1.3 Imposing Boundary Conditions at Surfaces
With the surface charge density defined in terms of unknown parameters (charge density at cell
corners) and a method for calculating the perturbation electric field, the boundary condition on
charge conservation can now be enforced at the surfaces. The electric field on the conducting
side of a surface E in (5.2) is now replaced with the total electric field such that:
fi -am (E0 (7)+ E, ())= -jcoff (5.10)
In the true solution this equation would be exact at every point, however with a finite number of
parameters defining the charge distribution there is no guarantee that the available charge
distributions will fall exactly into the true solution space. Therefore the best one can hope for is
that the error in (5.10) is generally small, such that the solution is approximately true (note that
here true refers the solution to the perturbation problem with its assumptions which is usually not
equal to the true full solution to the notch problem). Numeric techniques often handle the
problem of not having solutions covering the complete solution space by integrating (5.10) over
a finite number of areas usually equal to the number of unknowns and imposing the resulting set
of equations in lieu of the original boundary condition equation. In FEM techniques the
integration is normally accompanied by weighting functions, which under special conditions can
guarantee the solution found is the closest of the available solutions to the actual solution in the
norm sense.
The method of collocation chooses the weighting functions as impulses, which does not
guarantee the closest solution, but allows for the rapid generation of the set of equations defining
the solution. This method is equivalent to enforcing (5.10) at a number of locations equal to the
number of unknowns. Therefore the surface locations of enforcement are chosen to coincide
with the cell corners that are free parameters (i.e., comers not being interpolated from another
cell's edge).
The final difficulty that lies in building the set of equations to be solved pertains to the
evaluation of E, (F) with F positioned an incremental distance from the surface at the locations
where (5.10) is being enforced. The issue can be observed in equation (5.6) when the
summations reaches the cells near the point at which E, (F) is being evaluated. Here the
quantity IF - F' will approach zero and subdividing the cells into more and more sub-cells will
only result in values of IF - ' becoming closer to zero. Numerically this will result in a
summation of large values that will not have an appropriate convergence to a finite value.
Since the boundary condition only requires the normal component of the field, the contributions
from the coplanar cells can be handled in a numerically stable way. The continuity (jump)
condition relating the electric field to the surface charge is:
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fi Ps = (5.11)
60
when only free charge is present as is the immediate case. If only surface charge, coplanar to the
plane on which the boundary condition of (5.10) is being enforced, is considered, the electric
field will be symmetric about the plane and therefore:
ii Pf- (5.12)
2co
where E is the field on the on the surface normal side of the boundary. The normal electric field
contribution from all of the charge in the plane is then simply related to the surface charge
density at the location of the boundary condition. The set of equations which must be solved for
the surface charge parameters are then described by:
IO
-fi, -E (F)- -- Pf• (F) = fi E0 (E ) = 0,1,...,L-1 (5.13)
where L is the number of cell comer locations at which the boundary condition is being
imposed, F, is the location of the eth cell comer, ii, is the surface normal (pointing into the
conducting region) of the cell for which F, is a comer, and where the normal electric field is
determined by:
surface
s 1 reg ins cells
26 4m .pe c
Ax AyP c,+ Pc2 +• ° (ii, 4 I I >-' x
4 -, -
subcells Asy cl b (Yb - y- c,2Xb (Yb - ,3 b + ,4XbYb otherwise
A2 y 2 Irr otherwise
b ALA,, :'I
(5.14)
where P is the set of regions not coplanar to the cell for which F, is a comer.
5.1.4 Charge Balance and System Equation
Although it may appear that a sufficient number of equations can be created from (5.13) to match
the number of unknowns, these equations are not completely independent and one additional
equation is required. In the unperturbed state (i.e., the MUT with no notch) the current in the
MUT has no divergence and there is also no accumulated charge. Since perturbation from the
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notch decays with the distance from the notch, the limit of the closed surface integral of the
current will approach zero as the surface is moved away from the notch. This indicates no net
charge should be enclosed in the volume that this surface surrounds. Since all the charge in the
system has been located on the bilinear interpolation cells, the integral of the charge over all cells
must be zero also. Since the net charge in each cell can be determined by (5.7) this constraint
can be expressed as:
surface
regions cells ,PY .1 +  A +  . +  A (5 .15)
Z (c~I+ c, 2 Pc,3 3 c, 4 )=o (5.15)
The equation formed by (5.13) and (5.15) are all linear in terms of the unknowns and therefore
they can be arranged into the matrix form:
Mp= Eo (5.16)
where M contains the coefficients of the charge density parameters, p is the vector of charge
density parameters, and Eo is the vector of unperturbed field values from the RHS of (5.13) and
the single zero from the RHS of (5.15).
It is useful to note that in forming the matrix M, no specific information was included about the
unperturbed electric field Eo (F) (although the matrix does contain information about the
frequency co ). This is significant with respect to computational efficiency because the matrix M
can be factored once into an LU form (lower triangular times an upper triangular matrix), which
can then be used to rapidly solve for p with different RHS vectors Eo by back substitution
(strictly, M is a rectangular matrix due to the additional equation on total charge, since it is
known that this is an independent equation it can be added to any of the other equations to
preserve M as square). In practice, this allows for the sensor position to be translated with
respect to the MUT or rotated parallel to the MUT surface with no computational effort spent on
recalculating matrix coefficients or factoring the matrix. In these cases the majority of the
computation will result from the remaining task of computing volume perturbation currents and
their affect on terminal voltages.
5.1.5 Evaluation of Perturbation in Sensing Element Voltage
The approximate perturbation in the sensing element voltage can now be calculated by the
application of Faraday's Integral Law to the mean contour of the winding by assuming that the
winding forming the element has zero perturbation current density and therefore a zero electric
field inside. The resulting expression for the perturbation voltage is:
b = jo•C A, (F) di (5.17)
where A, (F) is the perturbation in the magnetic vector potential. The perturbation in the vector
potential is due to the perturbation currents throughout the volume and can be determined from
the superposition integral for the vector potential:
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p (F) P  dV (5.18)4y r IF- Fr'
The perturbation current J,, has two components: an additive component resulting from the
perturbation currents created by the accumulated surface charge on the outside of the notch
denoted by J.o, and a subtractive component Jo, resulting from the removal of the unperturbed
currents flowing inside the notch. The total perturbation currents are related to the external
perturbation field and internal unperturbed electric field by:
J = Jo -J0, = mE,1o - amuEO, (5.19)
The unperturbed electric fields are determined from the chosen description method of E0 (F) in
the problem specification, while the perturbation field is evaluated at any position not coincident
with charged surfaces by using the solution vector p and (5.9).
In order to avoid a complex expression involving the integration of the terms of the sum found in
(5.9) along with the issues associated with incremental distances from charged surfaces and the
likely numerical representation of E0 (F), the integral of (5.18) will be evaluated numerically.
The volume of integration will be divided up into volumetric cells. The integral has the behavior
that as the distance IF - F' becomes large compared to the cell size, the actual distribution of Jp,
within the cell becomes unimportant. The minimal distance from the current in the MUT to the
locations where it will be necessary to evaluate the vector potential for the contour integrals is
also limited since the sensing element is offset from the surface of the MUT. Therefore (5.18)
can be reduced to:
Volume
Cells
i( 2- ( = ad (5.20)4;r d dF-Fl
A second approximation is now made in evaluating ZFd, which is the integral of the perturbation
current over the volumetric cell with index d. Since the current density determined by EA (F)
and Eo (F) are both expected to be continuous in their corresponding integration volumes, it is
possible to choose a small enough cell size such that fd is well approximated by:
= -- E 0 (Fd) de internal cell indices (5.21)
d MEl (id) de external cell indices
where Vd is the volume of the dth cell. The division of the volume into volumetric cells is a
matter of optimizing cell size as compared to both distance to the point at which AP is being
evaluated and the spatial dependence of the current density in the vicinity of the cell.
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The structure of the volume cell layout used is shown in Figure 5-4. It is composed of skins of
cells of a similar size surrounding the available faces of the notch. Each successive skin is
chosen to have an increasing thickness and cell size since it is expected that the fields from the
charge sources will become more diffuse with position. It is assumed that the larger cells will be
kept small enough such that the distance to the sensing element will be large in comparison and
the preceding approximations will be valid or alternatively these cells will make minimal
contribution as a result of containing a minimal current density. The extent of the skins around
the notch is chosen such that perturbation currents in the remaining MUT volume do not produce
significant errors. The volume inside the notch is then divided into equally sized cells.
Figure 5-4: Cross-sectional view of volume cell layout for perturbation currents used in
calculating the perturbation of the vector potential. A single cell size is utilized inside the notch,
while skins of varying thickness and cell size are used outside the notch.
The contour of the sensing element which must be followed in the integral of (5.17) is generally
composed of linear segments as is the case of a rectangular winding. Therefore by substituting
the result for the perturbation vector potential found in (5.20), and changing the integral of (5.17)
to a sum of contour integrals over linear segments, the following expression is produced:
Volume -
A ]O~~f G-1 Cells r9+j
Vp = E_ d - dY (5.22)4z g=0 d F ES) -rd
where 7g is the location of the gth node of the linear segments defining the total contour from
the positive to the negative terminal of the sensing element, G is the total number of nodes
defining the contour, and s is the distance along the contour path.
Since the path of the contour is a straight line and the quantity • d is not dependent on the
position along the path, the dot product can be moved outside the integral by replacing di with
igds, where:
-~ r -r
g = -rgx (5.23)
The remaining position vector F can then be represented parametrically in s for the segment
starting with the gth node as:
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F(S)= ( x,+ + xy g +6zt5 8 45+s i (5.24)
where 6= 1j+,-F[, the quantities 6x, y6,, correspond to the proper vector component of
(i+ -,), the quantities x, y , z correspond to the components of F , and s = 0 has been set
to correspond to the position along the path at rF. The expression for (5.22) can now be
expressed as:
Volume
ro G-1 Cells
ig) 0 (Xg 6
X 2
Xd ) + Y
where xd, Yd Zd are the vector components of Fd .
The integrand of (5.25) can be simplified, resulting in:
Volume
G-1 Cells 2 2 f
' s, +s-rg+1
-= °4yr g=0  d d " g  0  s Tg+1-g ' g d
For which the integral can be solved analytically [26]
in the terminal voltage of a sensing element:
Volume
jo. 1 1o G-1 Cells
-A =d 
'ig) InJ
4;r g=O d
)+lg -12 ds (5.26)
giving the expression for the perturbation
(5.27)
2 tdg +
where C = 2(+1, -F ).(F~ -Fd) and dg = rg -g Fd
5.1.6 Incorporation of Unperturbed Electric Fields from Other Models
So far in this analysis, it has been assumed that the unperturbed electric field E0 (F), used in
forming the vector E0 for the system matrix equation, can be simply calculated at will;
depending on the modeling techniques utilized, their evaluation may be computational
expensive. When simulations are being performed where, for example, a notch is being
translated across the MUT surface or rotated in the plane of the MUT this would often result in
repetitive computation of unperturbed fields at similar locations. Therefore, in practice, it is
often useful to evaluate the unperturbed fields in the region of interest on regular grid intervals
before starting notch perturbation simulations. Assuming that a sufficient density of points can
be included in the region, the unperturbed electric field can be calculated at the specific points
required from the regular grid using linear or other higher order interpolation schemes with
sufficiently small error. In addition to the reduction in redundant computation, this method of
+y 
- Yd(5 +(Zg +85-, Z 2 -1/2ds
(5.25)
2452 +C+g +26+ C
9
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evaluating the electric field simplifies the required dynamic interaction between implementations
of the perturbed and unperturbed models.
5.1.7 Applicability
At this point in the analysis it is worth commenting on some of the possible issues surrounding
the application of a perturbation model for a notch as described. The chosen perturbing effects
of the notch have been introduced to resolve two basic conflicts with the unperturbed model,
created by its presence. These conflicts consist of the nonzero current density of the unperturbed
model in the nonconducting region of the notch and the divergent current density at the notch
surfaces which results from subtracting these currents. The divergence of the current at the other
MUT surfaces, which arises as a result of addressing the two preceding conflicts, is also
accounted for. However, in a system in which the MUT is magnetically permeable, the presence
of the notch also creates a conflict in the relation between the magnetic field intensity H and the
magnetic flux density B. This can also be looked upon as a conflict in the continuity of magnetic
flux density across the notch surfaces. This may be addressed by the inclusion of perturbation
magnetization currents, but this analysis has not included this aspect. As a result, increased error
in the perturbation approximation is expected when the MUT is permeable and will likely be
exasperated by the following conditions:
* Larger MUT permeability values
* Volumetric increase in the notch resulting primarily from increases in notch dimensions
which would produce an increase the path length of magnetic fields through the
nonpermeable notch
* Magnetization currents in the MUT dominate over the induced eddy currents in determining
the sensor response; dominate currents are dependent on excitation frequency, permeability
and conductivity
The first item is simply due to the greater inconsistency of the field and flux inside the notch or
the discontinuity of flux density on the notch surface. The second item relates to the relative
spacing between magnetization currents flowing on the notch surfaces. As the surfaces are
brought closer together the magnetization currents will have a partial canceling effect. This is
similar to the affect in a magnetic circuit analogy in which the reluctance of a section of material
is proportional to its thickness. The third item relates the relative portions of magnetization
currents and eddy currents in the sensor response to the MUT. For example, if the frequency of
excitation approaches DC there will be essentially zero conduction currents. In this case the
perturbation model would predict essentially zero perturbation since there would be essentially
zero electric field. A notch of finite volume would indeed have a finite response producing a
near infinite error in the predicted response in terms of a percentage.
A second aspect of the perturbation solution, which may result in errors, even for nonpermeable
materials, relates to additional assumptions of the solution. The perturbation solution neglects a
component of the electric field which would result from the time varying magnetic fields
produced by the calculated perturbation currents in the material. These components of the
electric field would result in additional perturbation fields, etc., which is the basis of magnetic
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diffusion. Since this diffusion effect is neglected, there is no guarantee that total current
densities found using the perturbation solution will exhibit reasonable skin depth in the vicinity
of the notch. However, it is expected that for notches with a sufficiently large ratio of skin depth
to characteristic dimension, this type of behavior will not be an issue. Furthermore, proper
incorporation of the skin depth effect on the unperturbed fields may tend to minimize these
errors and further simulations in the next section will attempt to investigate this issue in more
detail.
5.2 Simulation of a Notch in a Complex Exponential Current Distribution
Two types of MUT excitation have been chosen for simulation using the notch perturbation
model. This section utilizes the first type, which consists of a uniform magnetic field, tangential
to the surface, resulting in a current density of the form . = e(l+J)/1y, where 8 is the standard
skin depth. This excitation was chosen because of the symmetry about the notch for the solution,
the simplicity in calculating the unperturbed electric fields in the MUT, and direct relation
between the standard skin depth equation and that of the unperturbed solution. In lieu of a
comparison with another solution method, this excitation allows the solution to be compared
with intuitive expectations in order to check for inconsistencies that may indicate limitations of
the model or errors in its implementation before utilizing it with more complex excitations.
The second excitation chosen matches that from a planar MQS sensor and is calculated from the
modeling techniques of Chapter 2. This allows the interaction of the sensor and the notch to be
predicted for various notch sizes and sensor positions. Section 5.3 focuses on these simulations
and also compares the predicted sensor response with measurement on both notches produced by
electric discharge machining (EDM) and cracks.
The notch for simulations with the exponential current distribution was chosen to be surface
breaking in an infinitely thick MUT with the dimensions of 250 x 50 x 125 pum. The length to
depth ratio of 2:1 was chosen because it is the typical aspect ratio of a surface breaking crack
under uniaxial loading conditions. The 50 um notch width was chosen such that charge
distributions on edge surfaces would be observable in figures, in addition to being comparable
with the dimensions of notches produced by EDM techniques.
Simulations were conducted for current distributions with three different skin depths equal to one
third, one, and three times the notch depth. This range of skin depth should be sufficient to allow
the determination of current distribution regimes where the perturbation model may become
inaccurate by the observation of unexpected field behavior. To better observe the behavior of the
current distributions, two types of plots have been included for each unperturbed skin depth.
The first type of plot only includes information about the magnitude of the time-harmonic
representation of the surface charge density and current density. Since the surface charge is a
scalar quantity located on the notch and MUT surfaces only, it is directly indicated. To avoid
obstructing the sides of the notch, the surface charge density on the MUT surface has been
partially cut away. In comparison to the surface charge density, the current density is a vector
quantity located throughout the volume and therefore is only indicated on two planes. One plane
is positioned away from the notch such that the current density is equivalent to the unperturbed
quantity, while the other cuts through the center of the notch; both planes are oriented normal to
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the unperturbed current direction. The component of the current density normal to these planes
is indicated in each plot, however, due to the symmetry of the problem and the chosen plane
locations, the current density is normal to these planes and therefore no vector information is
lost.
The second type of plot includes information on the instantaneous values of current and charge
density for a chosen phase of the sinusoidal cycle. The electric field lines or equivalently the
lines of current flow are generally changing with time, due to the phase dependence of the
unperturbed current density as a function of depth and therefore must be visualized at a specific
instance of time within the periodic cycle. Each plot contains six field lines labeled a throughf
with starting coordinates: a - (125, 300, -8/2), b - (75, 300, -8/2), c - (25, 300, -8/2), d -
(-25, 300, -8/5), e - (-75, 300, -8/5), and f- (-125, 300, -8/5). The instantaneous charge
density is also shown on the notch surfaces in addition to the MUT surface. However, the charge
density on the MUT surface has been plotted, such that its transparency is inversely related to its
intensity, to keep it from visually obscuring the field lines. In addition, the current density
normal to a plane is displayed in a region away from the notch where the current density is
approximately that of the unperturbed density. For each skin depth value used in simulation, two
plots of instantaneous quantities are included for the sinusoidal phases described by:
cat = 0, -Z/4.
An important characteristic of the unperturbed field with respect to the instantaneous phase is the
location of planes parallel to the surface where the current density is exactly zero. The location
of these planes can be calculated from the expression for the current density as:
z = n- -Cot for integer n (5.28)( 2
The zero current planes, which are located near the MUT surface and intersect the notch, will be
relevant in understanding field line behavior in later discussion. Table 5-1 provides a quick
reference to the simulation figures with appropriate information about the parameters of each
figure, including the location of the zero current plane closest to the MUT surface for plots of
instantaneous values.
The simulation case, where the skin depth is three times as large as the notch depth provides a
useful starting point in the review of simulations. Since the skin depth is significantly larger than
the notch depth, this case starts to approach the case of a notch in an infinitely long
homogeneous conductor where the skin effect is neglected. Figure 5-5 demonstrates the
resulting intensification of the current density around both the bottom and sides of the notch.
The charge density on the notch surfaces normal to the direction of the unperturbed current
density forms in order to cancel the unperturbed currents at these surfaces. However, the charge
on the notch surfaces results in electric field components normal to the MUT surface. Surface
charge on these MUT surfaces must form in order to keep the boundary conditions satisfied. The
charge on the MUT surfaces tends to counter the electric field on notch surfaces and thus
requires the surface charge on the notch surfaces near the MUT surfaces to intensify to continue
to meet boundary conditions. This back and forth effect is responsible for the high charge
concentrations at both notch and MUT edges in the final solution.
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Skin Phase Depth of Zero Figure for Figure for
Depth aot Current Density Plane Current and Charge Field Lines and
(pm) (rads) (pm) Magnitude Instantaneous Quantities
375 - - 5-5
0 589 - 5-6a
-a/4 295 - 5-6b
125 - - 5-7
0 196 5-8a
•-/4 98 - 5-8b
42 - - 5-9 -
0 66 5-10a
n /4 33 - 5-10b
Table 5-1: Reference to figures of simulations for a notch in an exponential current distribution.
Simulations are referenced by the skin depth describing the complex exponential defining the
current distribution. Plots for the magnitude of the surface charge density on the notch and MUT
surfaces along with the current density normal to planes at two locations are provided for each
skin depth. Plots of the instantaneous charge density, current density normal to planes, and
electric field lines are included for two phases of the sinusoidal excitation for each skin depth.
The depth of the first plane parallel to the MUT surface, where the instantaneous current density
is exactly zero for the unperturbed current density, is also listed in the table.
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Figure 5-6: Electric field lines and surface charge density for a 250 x 50 x 125 gim notch in an
exponential current distribution with a 375 gLm unperturbed skin depth. Field lines, current
density and surface charge density shown for a relative phase of: a) cot = 0 and b) cot = -r/4.
Note that field lines labeled b and c fall below the axis limits and are therefore incomplete.
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The instantaneous plots of Figures 5-6a and 5-6b help to emphasize the current flow pattern near
the notch. Field lines a through c are significantly below the notch and are therefore mildly
impacted, while field lines d and e which would pass directly through the notch in the
unperturbed current density are forced under and around. A comparison of the field lines
between the two plotted phases shows a minimal difference in current paths. The large skin
depth as compared to the notch depth results in a minimal shift in phase of the unperturbed
currents in the region of the notch. Coupled with the reduced variation in the unperturbed
current density with depth, this produces instantaneous distributions which are generally similar
to those of a DC conduction case. The exception to this is during the phase of the cycle when the
zero current plane intersects the notch. The location of the zero current plane is significantly
below the notch in both instantaneous field plots, where it is located for most of the cycle.
During the short period of the cycle when the zero current plane intersects the notch, the field
lines are significantly different from those plotted due to the existence of unperturbed current
flow in opposing directions on opposite sides of the zero current plane.
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Figure 5-8: Electric field lines and surface charge density for a 250 x 50 x 125 prm notch in an
exponential current distribution with a 125 pm unperturbed skin depth. Field lines, current
density and surface charge density shown for a relative phase of: a) ot = 0 and b) cot = -;r/4.
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The reduction of the skin depth so that it is equal to that of the notch depth produces the plot of
quantity magnitudes shown in Figure 5-7. Here it can be seen that a greater portion of the
current is traveling around the sides of the notch due to the greater current density near the
surface. The instantaneous plots shown in Figure 5-8a again demonstrate the current flow
around and under the notch. The field line c takes the largest excursion away from the notch, but
seems feasible when compared to the skin depth for the MUT. The instantaneous plots of Figure
5-8b now demonstrate the dramatic change in field lines that is possible when the zero current
plane intersects the notch. The field lines e and fnear the surface take the normal path around
the notch, however field lines a through d can be seen to reverse direction about the zero plane.
Since there is unperturbed current flow both toward and away from the notch surface it seems
reasonable for some portion of the current to return following this path, but this effect is now
beyond comparison of a pure conduction problem.
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Figure 5-10: Electric field lines and surface charge density for a 250 x 50 x 125 jtm notch in an
exponential current distribution with a 42 gim unperturbed skin depth. Field lines, current
density and surface charge density shown for a relative phase of: a) ot = 0 and b) wot = -_r/4.
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Further reduction of the skin depth to one third of the notch depth produces the magnitude plots
of Figure 5-9. Here the current density is slightly increased near the MUT surface on the sides
on the notch, while there appears to be little increase in the current density immediately below
the notch. Since the magnetic field should have a dominant y component, it seems reasonable
that the path of least impedance may be around the notch rather than under (although the
perturbation model does not include any of these inductive effects). The instantaneous field plot
of Figure 5-10a adds some additional information on the current paths. It should be noted that
for this small skin depth, a plane of zero current is always intersecting the notch. Field lines a, e
and f follow around the sides of the notch in a reasonable fashion. Field line b and c show a
return of current about the zero plane, which is feasible. However, field line d (not plotted in its
entirety due to axis limits) follows a large loop as a result of the fringing electric field caused by
the accumulated charge. Based on the skin depth associated with the excitation frequency and
MUT properties, this path seems unreasonable. Also, due to the 50 um x coordinate of this field
line and its intensity at the originating depth, this could indicate that the unperturbed current in
the central 100 to 150 pm is following a significantly wrong path. It is therefore expected that
the accuracy of the perturbation model will suffer in conditions like these where the skin depth
becomes significantly smaller than the characteristic dimensions of the notch.
All of the preceding simulations oriented the notch such that its faces were either parallel or
normal to the direction of the exponential current density distribution in the MUT. The resulting
symmetry in the current and charge distributions helped to verify the implementation of the
perturbation model. The goal of the next simulation is to demonstrate the application of the
model to the exponential current density, but with an orientation of 45 degrees in the x-y plane
such that the resulting symmetry in the fields is broken. The depth dependence of the
unperturbed current density is identical to that used previously; however, the rotation results in
the following expression for dependence of its vector components on rotation:
J = e(1+')/s (ji sin 0 + y cos 9) (5.29)
It is again emphasized that this rotation of the unperturbed current does not require the
reformulation or re-factoring of the matrix used to evaluate the surface charge density and
therefore the surface charge density can be rapidly calculated for any rotation.
The simulation results for a skin depth of 375 pm and a rotation angle of 45 degrees are shown
in Figure 5-11. The field lines have been labeled on the planes normal to the unperturbed current
such that the field lines are easily traced from one region with an essentially unperturbed current
distribution to another on the opposite side of the notch.
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Figure 5-11: Electric field lines and surface charge density for a 250 x 50 x 125 gLm notch in an
exponential current distribution oriented at 45 degrees to the notch with a 375 gm unperturbed
skin depth. Two additional planes have been shown and the field lines have been labeled on
each plane, such that it is possible to compare the origin and termination locations of each field
line.
5.3 Comparison with Measurements from a Planar MQS Sensor
The perturbation modeling technique previously described is now tested by comparison with
measurement data provided by an MQS array similar to the arrays discussed in Chapter 4. This
section contains measurements on metals containing surface breaking notches created through
EDM methods and actual surface breaking cracks produced by cyclic fatigue. The EDM notches
provide measurement data for which the actual notch shape and dimensions are known to a
sufficient accuracy. This allows a degree of confidence when comparing the predicted and
measured responses and allows the testing of calibration methods for improving the agreement.
In contrast to the notches, the subsurface structure of an actual crack is of much less certainty
and is often inferred from surface characteristics such as length. The measurement of these
cracks provides some insight into the practical use of the modeling techniques of this chapter for
use in the estimation of crack size when a rectangular shape is assumed in place of the complex
and unknown morphology of the actual crack.
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The prediction of the impedance response, as the sensor is scanned over a notch, results from the
combination of the layered-media modeling techniques of Chapter 2 and the perturbation model.
In the absence of either feature, the MUT can typically be approximated as having electrical
properties which are constant over an area of the MUT surface having dimensions similar to the
features of interest. Since the impedance data generated by scanning the sensor over the feature
will be primarily influenced by its presence at the point when the sensor's windings are in close
proximity to the feature, impedance data on the perimeter of that affected can be used to estimate
electrical properties as in Chapter 4. These electrical properties can then be used in the layered
models to evaluate the current distribution within the material in the absence of a notch, which
serves as the unperturbed current distribution required by the perturbation model. By translating
this current distribution relative to the modeled notch and simultaneously translating the paths of
(5.27), which correspond to the locations of the secondary sensing elements, the perturbation of
the secondary voltage as a function of position is calculated. The resulting impedance response
in the vicinity of the notch is calculated by:
V
Z, n = Z + (5.30)
where Zo is the impedance of the sensor in the absence of the notch based on an assumed
layered material structure, i0 is the excitation current used to determine the unperturbed current
distribution, and p,, is the perturbation voltage on the nth secondary winding.
The array used for measurements was similar in construction to that found in Figure 4-4 with
several alterations. The row of sensing elements, which was biased toward the central pair of
primary windings, is now centered in the space between the primary winding pair and the single
outer primary winding. In addition, the narrow dimension of the box describing the perimeter of
the primary windings is reduced from approximately 24.25 mm (955 mils) to 3.7 mm (145 mils).
The relative positioning of the primary windings and sensing elements is represented in
Figure 5-12b.
Measurements were made with the sensor mounted to a motorized scanning apparatus which
traversed the material containing the notch or crack. This allowed the measured impedance data
to be recorded along with position information for more direct comparison with theoretical
responses. Before making measurements, the measurement system was calibrated using the
response of the array in air and the response with a shunted sensor as discussed in Chapter 8.
Since the greatest response is expected when the feature interrupts the greatest amount of
current, the long dimension of the notch or crack was oriented perpendicular to the main
direction of induced eddy currents within the material. Although the perturbation analysis
technique allows for the arbitrary positioning of the notch relative to the sensor, the feature was
positioned such that it would fall directly below a single sensing element in order to simplify
comparisons. This was accomplished by locating the sensing elements within the measured data
which indicated a response to the feature, adjusting the position of the sensor in a direction
orthogonal to the scan direction, and repeating the scan until the response was primarily
contained within the measurements of a single sensing element.
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5.3.1 Measurement of EDM Notches
Measurements were made on three EDM notches of differing sizes located within a stainless
steel material with a thickness of 0.050" (1.27 mm). Each of the notches had an approximate
width of 5 mils (0.127 mm) and a depth equal to one half the length, such that the cross-section
was semicircular in shape. The three notches measured were 30, 50, and 90 mils (0.762, 1.27,
and 2.29 mm) in length.
Although the notches were semicircular in geometry, the existing numerical implementation of
the perturbation model required a rectangular notch geometry which was the geometry used in all
simulated responses. Figure 5-12 demonstrates current and charge density distributions
associated with the 50 x 25 x 5 mil notch at an excitation frequency of 316 kHz with the sensor
located at either of two positions along its scan path.
Since the thickness of the material is known, the conductivity of the material and lift-off of the
sensor can be determined from a single frequency measurement of the impedance in areas away
from the notch. Figure 5-13 presents material property data based on such a layered media
model and the impedance data obtained. The peaking in the conductivity and lift-off data for
scan positions in the range of -100 to 50 mils is a result of the inconsistency of the layered model
in the presence of a notch. However, outside of this range, a reasonable estimate of the material
properties can be obtained from the data; the estimated values have been used in the calculation
of the unperturbed current density indicated in Figure 5-12. With a conductivity value of
2.28 %IACS, the skin depth at 316 kHz is 30.6 mils, which allows significant penetration of the
induced currents over the depth of the notch.
Figure 5-12 also contains information about the current density for a plane located at y = 0,
which cuts down the center of the notch. Since the interior of the notch is assumed to be
composed of nonconducting material, the current density is exactly zero for the associated
rectangular section of this plane. The increased current density resulting from the disruption of
currents around the notch can be seen along the notch perimeter. The surface charge density is
indicated for a portion of the MUT surface surrounding the location at which the notch breaks
the surface and on the near surfaces of the notch. The surface charge on the large rectangular
face of the notch can be seen as distributed in such a way as to counter the unperturbed current
density.
In order to compare the predicted impedance response and the measured impedance response, the
measured data was first shifted along the scan direction to provide good agreement between the
shapes of the responses. This was necessary due to the difficulty in accurately adjusting the
position of the sensor relative to position of the notch to a known distance during measurements.
Initial comparisons between the measured impedance response and those produced by (5.30)
revealed that although the structure of the theoretical response was in good agreement, the
magnitude of the response varied from that predicted by more than a factor of 2. Several
possible sources of this discrepancy exist including: the semicircular nature of the notch as
compared to the rectangular model, non-canceling numerical errors resulting from the use of one
model for the predicting the unperturbed current density and a different for evaluating the
perturbation response, approximation errors resulting from ignoring diffusion effects in the
perturbation currents, mathematical errors, and implementation errors. Due to the difficulty in
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Figure 5-12: Current density and surface charge density for a surface breaking 50 x 5 x 25 mil
notch in the presence of a planar MQS array with an excitation frequency of 316 kHz. The
unperturbed current density is shown on a plane at y = -100 mils while the notch's effect on the
current density is shown for a plane at y = 0 mils. The surface of the notch and the partially
shown MUT surface display the surface charge density. With the x position of the sensor
defined relative to the center of the gap between the pair of primary windings, distributions are
shown for the sensor positioned at: a) x = -75 mils and b) x = -10 mils.
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Figure 5-13: Comparison of the measured and predicted sensor response as the sensor is
scanned over a surface breaking 50 x 5 x 25 mil notch at an excitation frequency of 316 kHz.
a) Comparison of the measured and predicted impedance response. b) Estimated material
properties based on the assumption of a MUT with uniform electrical properties.
resolving the source of this type of error and the good response shape agreement, it was chosen
to introduce a frequency dependent complex correction factor to scale the perturbation in the
impedance response such that the impedance response is now determined by:
Z1,n = + Vpn (5.31)
io
where C is an empirically determined correction factor.
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In order to determine the value for this correction factor, the best fit scale factor was evaluated
for each notch size. In this case the best fit was chosen to minimize the error between the
measured and theoretical response over a defined range of the response data. The error in the
range x, < x • x2 is characterized by:
Error 2  (x) CZ,(x)) dx (5.32)
x1
where 2m (x) is the measured impedance response, and:
Z, =pA (5.33)i0
The quantity Zo is subtracted from the measured response due to the fact that the correction
factor effects only the deviation in the predicted response from this value.
Since both measured and theoretical responses are known only numerically, the best fit
correction factor which minimizes the error can be determined from:
S Z tH m- 0 )
Zt 2 (5.34)
where Zt and Zm are column vectors containing values sampled from Z m (x) and Z, (x) at
regular intervals on the interval x1 • x x2 X2
316 kHz 3.16 MHz
Best Fit Best Fit Average Best Fit Best Fit Average
Notch Size Scale Factor Error Error Scale Factor Error Error
(mils) (mag Z phaseo) (%) (%) (mag Z phase) (%) (%)
30x5x15 0.390 Z -17.47 0.99 1.20 0.251 Z -24.28 5.21 5.59
50x5x25 0.410 Z -18.02 0.69 0.90 0.278 Z -21.66 3.68 3.60
90x5x45 0.424 Z -11.19 0.68 1.48 0.319 Z -18.81 1.85 4.22
Average 0.408 Z -15.48 1M 0.282 Z -21.36
Table 5-2: Complex scale factors and resulting error density determined from the measured and
predicted sensor response for notches with known dimensions. The "Best Fit Error Density" is
associated with the "Best Fit Scale Factor" which provides the best fit for a specific notch, while
the "Average Error Density" for each notch is based on the use of the average scale factor for the
particular measurement frequency.
Based on the responses observed for each of the three notches, the correction factor was
determined using the scan range of -150 mils to +150 mils. The best fit correction factors
calculated for each notch size and measurement frequency are contained in Table 5-2. The errors
5.3 Comparison with Measurements from a Planar MQS Sensor
(a)
Scan Position (mils)
Figure 5-14:
30 x 5 x 15 mil
316 kHz. a) 30
(b)
Comparison of the measured and predicted sensor
and 90 x 5 x 45 mil surface breaking notches at an
x 5 x 15 mil notch. b) 90 x 5 x 45 mil notch.
response for scans over
excitation frequency of
presented reflect an "energy" error as a fraction of the "energy" in the corrected response, which
is described by:
Energy Error = Z
11 t 112
(5.35)
The averages of the complex factors from each notch are also indicated in the table along with
the errors associated with using the average factor rather than that producing the best fit
response. Although an increase in error is generally seen, the errors do not seem to be excessive.
A visual demonstration of the match in the corrected theoretical response and the measured
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Figure 5-15: Current density and surface charge density for a surface breaking 50 x 5 x 25 mil
notch in the presence of a planar MQS array with an excitation frequency of 3.16 MHz. The
unperturbed current density is shown on a plane at y = -100 mils while the notch's effect on the
current density is shown for a plane at y = 0 mils. The surface of the notch and the partially
shown MUT surface display the surface charge density. With the x position of the sensor
defined relative to the center of the gap between the pair of primary windings, distributions are
shown for the sensor positioned at: a) x = -75 mils and b) x = -10 mils.
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response of the 50 x 5 x 25 mil notch at 316 kHz is shown in Figure 5-13a. Additional response
comparisons for the 30 x 5 x 15 mil and 90 x 5 x 45 mil notches are shown in Figure 5-14.
The current density and surface charge density are also shown for the excitation frequency of
3.16 MHz in Figure 5-15. At this frequency the skin depth is approximately 10 mils which is
roughly one-third of the skin depth at 316 kHz. The two scan locations shown in the figure
correspond to the approximate locations at which the peaks in the impedance response are
observed. The smaller peak in the response occurs at the position shown in Figure 5-15a, at
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Figure 5-16: Comparison of the measured and predicted sensor response as the sensor is
scanned over a surface breaking 50 x 5 x 25 mil notch at an excitation frequency of 3.16 MHz.
a) Comparison of the measured and predicted impedance response. b) Estimated material
properties based on the assumption of a MUT with uniform electrical properties.
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which point the notch interrupts the currents induced by the single primary conductor. The
paired primary conductors contain current flowing in the same direction and therefore induce
approximately twice the current density in the material. This results in the larger second peak
found in the impedance response which occurs when the primary conductor pair is located above
the notch as shown in Figure 5-15b. The actual position of the peak appears approximately
10 mils before the primary windings are centered over the notch. This results in a majority of the
interrupted current being diverted away from the secondary sensing windings. As the sensor
progresses, the majority of the interrupted currents return on the side of the notch closest to the
secondary windings. However, since this edge of the notch is now retreating relative to the
secondary winding location the current density returns to its distribution in the absence of the
crack and the response diminishes.
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Figure 5-17: Comparison of the measured and predicted sensor response for scans over
30 x 5 x 15 mil and 90 x 5 x 45 mil surface breaking notches at an excitation frequency of
3.16 MHz. a) 30 x 5 x 15 mil notch. b) 90 x 5 x 45 mil notch.
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5.3 Comparison with Measurements from a Planar MQS Sensor
Comparisons of measured and corrected theoretical response at 3.16 MHz are shown for all three
notches in Figure 5-16a and Figure 5-17. As indicated by the tabulated errors, the matches
between experiment and simulations do not appear as good as those at 316 kHz. However, they
do contain a majority of the significant features of the response structure. For example, the
change in shape of the response from a clear double peak to a mostly single peaked response as
the length of the notch increases from 30 mils to 90 mils is captured. In addition, the overall
amplitudes of the responses generally track the change in notch size.
The fact that a single corrections factor per frequency was sufficient in providing a reasonable
match between theoretical data and measured data for notches spanning a three to one range of
sizes is encouraging. The correction factors obtained through the preceding measurements can
now be applied in the estimation of crack sizes from measured crack responses.
5.3.2 Measurement of Cracks
The measurements in this section focus on three cracks of different sizes located in thick
titanium plates. Although the true dimensions of these cracks are not exactly known, values
exist based on the observable surface length and the use of this length to determine depth values
from empirical correlation charts obtained through destructive testing of other cracks. The goal
here is to compare the impedance response of the measured cracks with the response from the
perturbation model using a notch representation of the crack. The expected dimensions are
initially considered in simulations and errors between measured and theoretical responses are
evaluated in order to find alternate crack dimensions which produce a better match in response.
The cracks specimens obtained were produced in a laboratory environment by applying a cyclic
load to the titanium plates. However, in order to cause crack initiation to occur in a desirable
location and to decrease the possibility of multiple initiation sites, EDM notches were created in
the plates before loads were applied. The notches have the effect of locally concentrating
stresses in their vicinity and therefore promoting the formation of a crack during cyclic fatigue.
Since the presence of the notch will in itself produce a significant sensor response, metal is
removed from the surface after the fatigue process is complete such that only the crack remains.
A variety of crack sizes are produced by the intrinsic variability of the material and by altering
parameters of the cyclic loading such as the number of cycles. Since only the surface of the
material can be directly observed without a destructive analysis of the material containing the
crack, crack size and morphology can only be estimated for intact cracks. This estimation is
typically made by repeatedly performing a destructive analysis until a sufficient degree of
reproducibility is obtained using fixed fatigue parameters; the results of previous destructive
analysis then serve as the estimate. However, due to the complex geometry of a typical crack
and the degree of randomness in crack growth, it may be difficult to always predict what lies
below the surface with accuracy using this method.
Although the actual width of the crack was not directly measured, it may be significantly smaller
than either the length or the depth since no material is removed as in the case of an EDM notch.
The width is primarily dependent on residual stresses within the material which may either cause
the crack to be closed in a local area of compression or pulled open in a local area of tension.
Due to the fact that extreme relative dimensions in geometry may lead to errors and excessive
computations in reaching a numerical solution, a notch width of 2 mils was used for all notch
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simulations. It is expected that the impedance response will be somewhat independent of width
as long as both actual crack and simulated notch width values are small compared to both sensor
dimensions and the skin depth. The simulated responses of this section also utilize the correction
factors obtained from the EDM notches of the preceding section.
In comparing the measured impedance response of each crack to notches with various
dimensions, the degree of match is expressed in terms of an energy error. However, unlike the
comparisons of the previous section which used (5.35), the energy error is now expressed
relative to the energy of the measured response by:
Energy Error = 2 (5.36)
The error is again evaluated over the scan range of -150 mils to 150 mils for each comparison.
Table 5-3 presents comparisons of measured data for the crack with expected dimensions of
34 x 12 mils and simulated notches of various dimensions. For each notch size compared, the
energy error is shown for each excitation frequency of the sensor. In the case of the 34 x 12 mil
crack, the dimensions of the notch producing the minimal error are frequency dependent. At
316 kHz, a 34 x 8 mil notch produces the best fit, while at 3.16 MHz a 24 x 14 mil notch
produces the best fit. This difference in the dimensions of the best match is likely due to several
issues including variations between the actual crack shape and that of the simulated notch and
the approximations of the perturbation model. The degree to which the error changes with notch
dimensions is also relatively small for certain combination changes in both length and depth. For
example, the match error at 3.16 MHz increases from 4.4% for a 24 x 14 mil notch to 4.5% for a
30 x 10 mil notch. Since the skin depth at this frequency is approximately 15 mils, the induced
eddy currents penetrate below the notch and these two notches tend to produce similar responses
as a result of their similar area.
Energy Error (%)
24 mils Length 30 mils Length 34mils Length 40 mils Length
Depth 316 3.16 316 3.16 316 3.16 316 3.16
(mils) kHz MHz Avg. kHz MHz Avg. kHz MHz Avg. kHz MHz Avg.
4 52.3 52.8 52.5 41.3 42.5 41.9 35.9 37.6 36.7 29.4 31.9 30.7
6 29.7 31.2 30.4 16.7 19.0 17.9 11.4 14.1 12.7 7.2 10.4 8.8
8 14.7 16.8 15.8 5.7 7.2 6.5 4.6 5.7 5.1 10.3 9.9 10.1
10 7.2 8.7 7.9 6.1 4.5 5.3 15.3 10.3 12.8 38.8 27.5 33.1
12 5.4 5.1 5.3 16.4 8.4 12.4 39.9 23.8 31.9 88.3 57.6 73.0
14 7.6 4.4 6.0 33.2 16.1 24.6 74.0 42.0 58.0
Table 5-3: Comparison between the measured response of a 34 x 12 mil crack and the simulated
response of a notch for a variety of notch dimension values. The comparisons are presented in
terms of an energy error relative to the energy of the measured response. The minimal error
appears in bold for each measurement frequency while the minimal average error appears in red.
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Although no optimizations for the selection of measurement frequencies has been done for these
measurements, it is expected that in the case when frequencies are chosen optimally, the use of
multiple frequencies can provide some independent information in the determination of crack
Scan Position (mils)
(a)
Scan Position (mils)
(b)
Figure 5-18: Comparison of the measured impedance response of a 34 x 12 mil crack and the
simulated response of a 34 x 8 mil notch which produced a best match. The impedance response
is compared for excitations frequencies of: a) 316 kHz, and b) 3.16 MHz.
length and depth. A sufficiently high frequency will not penetrate the depth of the crack and
should primarily contain information about the length of the crack. A lower frequency which
penetrates the crack will contain both information about the length and depth of the crack.
Although there are several ways in which the errors from each frequency can be combined, the
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average of the two errors is included in the table of comparisons. The expected dimensions of
the measured crack would typically occur when this average error is minimal.
In the case of the 34 x 12 mil crack, the minimal average error occurs with notch dimensions
of 34 x 8 mils. However, the average error can be seen to increase only marginally for notches
with dimensions of 24 x 12 mils and 30 x 10 mils. Therefore, some error in the crack size
estimated from impedance data is expected and is possibly the result of the specific frequencies
used for measurement. In contrast to these marginal increases, the increase in the average error
associated with notches having a length dimension of 40 mils appears more significant and tends
to put a bound on the length of the crack.
The measured impedance response as a function of scan position is presented for the 34 x 12 mil
crack and is compared to the simulated 34 x 8 mil notch response in Figure 5-18. The simulated
response at 316 kHz provides a good match to the measured data and contains most of the
features of the response. The response at 3.16 MHz contains considerably more deviation as was
the case for the measurements on actual notches in the preceding section. This deviation may be
partially responsible for the lack of a strong minimum in the average errors and suggest that the
higher frequency response may not necessarily have a positive impact on the accuracy of
estimated crack sizes.
Energy Error (%)
60 mils Length 66 mils Length 70 mils Length
Depth 316 3.16 316 3.16 316 3.16
(mils) kHz MHz Avg. kHz MHz Avg. kHz MHz Avg.
18 8.02 7.84 7.93 4.93 4.81 4.87 3.97 3.87 3.92
20 5.51 5.69 5.60 3.23 3.17 3.20 2.89 2.61 2.75
22 4.03 4.30 4.17 2.63 2.24 2.44 2.99 2.09 2.54
24 3.28 3.37 3.32 2.87 1.80 2.34 3.98 2.04 3.01
26 3.11 2.83 2.97 3.69 1.71 2.70 5.51 2.26 3.89
28 3.35 2.53 2.94 4.70 1.67 3.18 7.47 2.65 5.06
30 3.86 2.39 3.12 6.15 1.83 3.99 9.72 3.11 6.42
32 4.55 2.34 3.45 7.73 2.05 4.89 12.07 3.58 7.83
34 5.37 2.35 3.86 9.36 2.29 5.83 14.40 4.02 9.21
Table 5-4: Comparison between the measured response of a 61 x 24 mil crack and the simulated
response of a notch for a variety of notch dimension values. The comparisons are presented in
terms of an energy error relative to the energy of the measured response. The minimal error
appears in bold for each measurement frequency while the minimal average error appears in red.
Comparisons for a larger notch having expected dimensions of 61 x 31 mils appear in Table 5-4;
the minimal average error suggests crack dimensions of 66 x 24 mils. In this case, the minimal
error at both excitation frequencies occurs for an identical notch length of 66 mils, but at
different depth values. Due to the limited penetration of the currents at 3.16 MHz as compared
with the likely crack depth, the changes in the error with depth at this frequency are somewhat
minimal. This allows the deviations between measured and simulated responses caused by non-
notch-like crack geometry, perturbation approximations, and calibration errors to produce
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significant changes in the depth at which the minimal error occurs at this frequency. However,
the greater sensitivity to notch depth at 316 kHz, tends to dominate the dependence of the
average error on depth and drive the minimal average error toward the depth predicted by
316 kHz. A comparison of the measured response and the simulated response of a 66 x 24 mil
notch appears in Figure 5-19.
Scan Position (mils)
(a)
Scan Position (mils)
(b)
Figure 5-19: Comparison of the measured impedance response of a 61 x 24 mil crack and the
simulated response of a 66 x 24 mil notch which produced a best match. The impedance
response is compared for excitations frequencies of: a) 316 kHz, and b) 3.16 MHz.
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The final crack measured had expected dimensions of 78 x 31 mils, however the impedance data
suggests a significant difference in size. From Table 5-5, the error associated with the match
between the simulated response of a 78 x 31 mil notch and the measured response is
exceptionally large. The minimal average error occurs for a notch of roughly half the expected
size having dimensions of 40 x 14 mils. If only the error at 316 kHz is considered, then a notch
size of 46 x 12 is predicted, while considering only the errors at 3.16 MHz predicts a notch no
larger than 36 x 18 mils.
Although further investigation is required to fully determine the reasons for this difference,
several possibilities are immediately evident along with unlikely causes. Due to the previously
observed correlation between measurements on notches of known sizes and predicted responses,
the discrepancy is not likely attributable to problems associated with the simulated response. An
unknown degree of electrical conduction across the interior interfaces of a crack is a more
probable cause for a crack with larger mechanical dimensions to produce a smaller interruption
of eddy currents and a smaller sensor response. Since the depth is determined based on the
observed surface length, this crack may have a morphology which is inconsistent with those used
to correlate length and depth and may not have a typical geometry. Also, the cracks measured
were obtained along with specified sizes, for which additional verification has not been made
and therefore the possibility of erroneous specifications has not been eliminated.
Error (%)
36 mils Length 40 mils Length 46 mils Length 50 mils Length 78 mils Length
Depth 316 3.16 316 3.16 316 3.16 316 3.16 316 3.16
(mils) kHz MHz Avg. kHz MHz Avg. kHz MHz Avg. kHz MHz Avg. kHz MHz Avg.
6 43.3 41.5 42.4 38.3 36.9 37.6 32.1 31.4 31.7 28.7 28.7 28.7
8 28.7 27.9 28.3 23.1 23.0 23.0 16.4 17.6 17.0 13.3 15.4 14.4
10 16.9 17.5 17.2 11.5 13.0 12.2 6.1 9.2 7.7 30.8 44.6 37.7
12 9.3 10.9 10.1 5.1 7.6 6.3 2.4 6.6 4.5 3.1 8.4 5.8
14 5.2 7.2 6.2 2.8 5.5 4.2 4.2 7.9 6.1 8.3 12.8 10.5
16 3.6 5.4 4.5 3.7 5.5 4.6 10.0 11.6 10.8 18.2 19.6 18.9
18 3.8 4.8 4.3 6.7 6.8 6.7 18.5 16.6 17.6 31.3 27.7 29.5
31 - - - - - - - - - - - - 484.7 290.0 387.3
Table 5-5: Comparison between the measured response of a 78 x 31 mil crack and the simulated
response of a notch for a variety of notch dimension values. The comparisons are presented in
terms of an energy error relative to the energy of the measured response. The minimal error
appears in bold for each measurement frequency while the minimal average error appears in red.
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Figure 5-20: Comparison of the measured impedance response of a 78 x 31 mil crack and the
simulated response of a 40 x 14 mil notch which produced a best match. The impedance
response is compared for excitations frequencies of: a) 316 kHz, and b) 3.16 MHz.
5.4 Summary of Chapter 5
This chapter develops numerical modeling techniques to address MQS array measurements of
notch-like material features such as cracks which are not directly handled by layered media
models. The goal was to treat the presence of a notch as a perturbation to the induced eddy
currents which would flow in the absence of the notch as opposed utilizing a conventional FEM
solution method.
The perturbing effect of the notch was introduced in terms of a superposition of surface charge
located at notch and MUT surfaces to enforce current density boundary conditions at these same
interfaces. The mathematical development of this perturbation model was presented along with
the numerical techniques utilized in setting up a matrix equation from which surface charge
density could be calculated. Calculation of the perturbation to the measured sensor response
based on the surface charge density was also discussed.
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Several simulations using this modeling technique were presented for a notch in a simple current
distribution with exponential decay. Three different decay rates were utilized to provide
different penetration depths relative to a notch of constant dimensions. For each case, plots of
the current density and charge density at critical surfaces were presented along with plots of
three dimensional current trajectories at various instants of the periodic excitation. These plots
provided a degree of confidence in the mathematical development and implementation of the
model through comparison with intuitive expectations.
In order to provide further verification and to demonstrate the practical use of such a model, the
perturbation technique was combined with unperturbed fields produced by an actual MQS array.
This array was first used to measure three EDM notches of known dimensions by scanning the
sensor directly over each notch to produce a position dependent impedance response. These
responses were then simulated based on known notch dimensions and compared. The results
indicated that the introduction of a frequency dependent complex factor could produce
satisfactory matches between measured and simulated responses. The matches between the
simulated and measured responses were shown graphically and also presented in terms of a
single energy error parameter. Plots demonstrating the effects of the notch on current
distributions were also presented for the sensor located at two different positions along the scan
over the notch.
The same MQS array was then applied to the measurement of three actual cracks that were
produced in a laboratory environment. For each crack, the measured response was compared to
simulated notch responses using a range of length and depth dimensions. These comparisons
were presented in tables which indicated the energy error in the match for both excitation
frequencies; the average of the errors at each frequency was also provided. For two of the cracks
measured, the minimal errors were observed for dimensions comparable to those expected, while
the other crack indicated dimensions of approximately half of those expected. However, this
discrepancy is most likely caused by either inaccuracies in the expected size or by specific
aspects of the crack morphology, such as conduction across notch surfaces, which produce a
smaller sensor response.
The modeling technique of this chapter was successfully combined with layered media models to
predict both notch and crack responses from actual measurements with encouraging accuracy.
Further comparisons of modeling accuracies and computations speeds are necessary in order to
gage how this method compares to other possible solution methods. In addition, further
investigation is necessary to identify the reason why it was necessary to introduce complex
correction factors.
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EQS sensors can benefit from the use of multiple sensing elements in ways similar to those of
the MQS sensors. These benefits again include increased surface resolution of measured
material properties, the ability to measure additional material properties, and the ability to
increase the speed at which the surface of a material can be characterized.
This chapter reviews several general design considerations applicable to both single element and
multiple element EQS sensors and discusses their impact in incorporating additional sensing
elements. A multiple element sensor targeted at the characterization of multiple material
properties is then described and a variety of measurements demonstrate some of its capabilities.
6.1 Sensor Development
Incorporating multiple sensing elements into EQS sensors can be more difficult than for MQS
sensors for several reasons including: the non-negligible effects of the sensing elements
supporting structure (sensor's substrate material), the active effect of the presence of the sensing
electrode on the distribution of electric fields, and the difficulty in shielding sensing electrodes
within limited space and without a significant effect on electric fields.
In the case of MQS sensors, the substrate materials can be chosen to have electrical properties
which sufficiently approximate the properties of nonconducting, nonmagnetic materials (for
MQS systems, permittivity is usually insignificant). This allows their substrate to be ignored in
all respects except for the relative positioning of the windings and the MUT. In comparison,
great effort must be made to reduce the observable effects of the EQS sensor's substrate
conductivity, especially for measurements at lower temporal frequencies where excitation time
constants become comparable to the material's charge relaxation time. Furthermore, all
materials which are suitable for the mechanical support of the sensor's electrode structures have
a relative permittivity significantly greater than one. In order to fabricate an EQS sensor which
can be modeled with an acceptable degree of accuracy, an accurate knowledge of the geometric
and electrical properties of the fabrication materials is necessary. For sensors fabricated using
printed circuit fabrication techniques, this places restrictions on the use of adhesive bounded
layers, for which the adhesive contains both uncertain and undesired geometric and electrical
properties. In order to minimize these material uncertainties, protective layers for electrodes are
often avoided at the expense of the sensors ruggedness as seen in the sensor of Figure 6-1. The
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avoidance of additional bounded routing layers also places limits on sensing element
configurations.
The sensing element configurations of EQS sensors require additional planning over those in
MQS sensors because of their active effect on the electric fields. The sensing elements of MQS
sensors are composed of secondary sensing loops, which by the nature of their connection to
instrumentation carry minimal current. The eddy-currents induced in these secondary windings
are also relatively small due to their minimal size and the minimal quantity of conducting
material. Both of these factors result in a minimal alteration of the fields excited by the addition
and/or placement of sensing elements. Additionally the magnitude of the signal produced by a
secondary winding is dependent on the size of the winding loop, which does not significantly
affect size and amount of conducting material required for the winding. In comparison, the
magnitude of the signals produced by the sensing electrodes of an EQS sensor are directly
related to the electric fields and currents terminated on the electrode, requiring a larger electrode
for increased signal. Since electric fields and currents are terminated on the electrodes, the
excitation field can be significantly altered by the presence and position of the electrodes.
Design of a sensor which minimizes unmodeled coupling between excitation electrodes and
sense electrodes is also more complicated for EQS sensors than MQS sensors. Unwanted
coupling was minimized in previously described MQS sensors by simply placing the two sensing
loop connecting leads as close as possible. For the EQS sensor, the sensing element is composed
of only a single electrode. Unwanted parasitic coupling can only be removed by distancing the
electrode from the coupling source or shielding the electrode. Since the distance from a coupling
source cannot be made arbitrarily large within a practical distance, this technique never
completely removes the unwanted coupling and also requires adequate space. The technique of
shielding can theoretically remove all undesired coupling, however it is practically limited in that
the section of an electrode which is to be isolated from other sources must be surrounded by the
shielding electrode. Even if this is relaxed such that the entire electrode need not be surrounded,
additional electrode layers would be required along with their material issues as previously
discussed. Space is also a limiting factor in applying shielding techniques and the shielding also
will alter the distribution of excitation fields. Although as sensor size increases many of the
difficulties in idealizing EQS sensors to models can be easily overcome.
An example of a multiple sensing element EQS sensor appears in Figure 6-1. Unlike the MQS
arrays presented, which used multiple elements for improved spatial resolution or for both
improved spatial resolution and an increased number of material properties measured, the
multiple sensing elements only enhance the measurement of material variation normal to the
surface. This may not be immediately apparent since the sensing electrodes are located at
various positions relative to the drive electrode, which may give the impression of an attempt to
achieve surface resolution in one dimension. However, it can be seen from Figure 6-1b that each
of the three electrodes in the periodic pattern is connected to corresponding electrodes in each
period. In general, it is assumed that each period of the sensor is exposed to similar material
such that variations of MUT properties along surface coordinates are relatively constant over the
sensor footprint. Although the connection of electrodes from multiple periods effectively
reduces the sensor's surface resolution, it increases the total measured electrode current and
improves the signal to noise ratio of measurements from each electrode.
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000
GND DRV GND
(a) (b)
Figure 6-1: Planar EQS sensor array with three sensing elements within a single drive electrode
structure. a) EQS sensor array containing three sensing elements designed to allow estimation of
multiple material properties. b) Schematic view of sensor indicating electrodes and connections
for ground (GND), sensor drive (DRV), and three sensing elements (SEN1, SEN2, SEN3).
c) Mounted sensor.
The ability of this sensor to resolve multiple properties of the material lies in the additional
independent information which each electrode provides about the MUT. In the absence of the
MUT, a current will flow from each of the virtually grounded sensing electrodes due to the
termination of electric field lines emanating from the drive and passing through the substrate and
the region normally containing the MUT. As the MUT is brought into proximity with the sensor,
309
Ga
Chapter 6 : Multi-Element Dielectric Sensors
the electric field will induce polarization and/or conduction in the material. At surfaces within
the MUT where electrical properties vary, a time varying charge will accumulate. This charge
will result in additional electric fields for which some of the fields lines will terminate on sensing
electrodes and perturb the normal sensing electrode currents. The distribution of perturbation
currents among sensing elements will then be dependent upon the distribution of material
properties. If the possible material variations are sufficiently limited, then the measurements can
be used to estimate a unique distribution of material properties.
The modeling techniques utilized for the EQS sensor of Figure 6-1, contain assumptions similar
to those used for MQS arrays. The electrodes are assumed to be of infinite extent, while the
periodic electrode pattern is assumed to continue infinitely. Since neither of these assumptions is
physically realizable, the sensor has been designed to mitigate these non-ideal effects. The
sensing electrodes in the ending periods of the sensor have been replaced with grounded
electrodes, such that the field pattern mimics that of an infinite sensor in the sensing region, as
was done in the MQS sensor arrays. Although theoretical methods exist to make the sensor
appear as infinite to the sensing electrodes by extending the other two sensor edges with
grounded electrodes (this is discussed in more detail in Section 6.3), for this size of sensor it is
difficult to implement due to fabrication limitations. An alternative method applied in this
sensor design to reduce this "edge effect" is to maintain similar spacing between drive and sense
electrodes. Additional improvements to the sensor can be made by increasing the aspect ratio,
such that these ends of the sensor contribute a smaller amount to the total sensing electrode
signal.
6.2 Measurements
The sensor shown in Figure 6-1 is now applied to measurements in which either two or three
material properties are determined from the terminal response. In all measurements of this
section the sensor is calibrated using only measurements of the response in air and all
measurements are made at a single frequency of 39.8 kHz. At this excitation frequency, the
conductivity of the materials measured is sufficiently small such that the materials can be
approximated as perfect insulators. Therefore, each complex transadmittance measured between
the drive electrode and a sensing electrode is essentially absent of a real component and adds
only a single equation for use in determining material properties. Since the sensor has three
sensing elements, this limits the maximum number of estimated material properties to three.
6.2.1 Permittivity and Lift-Off
The first set of measurements is designed to provide confidence in the sensor's ability to produce
response data which can be used to determine two material properties. The material
configuration consists of a slab of dielectric material which is sufficiently thick such that is can
be approximated as a uniform half-space. Unlike a conducting material in the MQS case, the
decay rate of the fields as they penetrate the material in the EQS case is based only on the sensor
geometry. From Section 2.2.1, the exponent of the exponential decay of an infinitely thick
material is determined by the wave number describing the periodicity of the fields. The
periodicity of the fields is constrained by the periodicity of the sensor electrodes; however, the
electrodes do not constrain the potential and the charge to a single harmonic. Since smallest
wave number will determine the slowest rate of decay, the periodicity of the electrode pattern is
310
6.2 Measurements
sufficient to estimate the minimal thickness of the material for it to be approximated as infinitely
thick.
The sensor of Figure 6-1 has an electrode pattern with a periodicity of 69 mils (1.75 mm) which
implies a decay length of approximately 11 mils. If it is assumed that the fields will be
sufficiently attenuated after five decay length, materials with a thickness of greater than 55 mils
should be well approximated as infinitely thick.
The measurement setup is shown in Figure 6-2 and indicates the positioning of the sensor and
MUT for the measurements. In Figure 6-2b, a thick Teflon block is used as a backing for the
measurement of materials which are just thick enough to be approximated as infinitely thick.
During measurements, pressure is manually applied to the block in order to remove any warpage
from the MUT which may keep it from coming into close proximity with the sensor. It should be
noted that the larger Teflon block is not being measured, but serves to isolate electric fields from
the object used to apply pressure.
Infinite
Thickness
Sensor-. I Lift-Off
Probe
(a) (b)
Figure 6-2: Setup for multi-element planar EQS sensor measurements of a thick dielectric.
a) Configuration of model geometry, known property cr = 0 and unknown parameters: dielectric
permittivity and lift-off. b) Measurement of FR4 circuit board material backed with a Teflon
block used to manually apply pressure.
In these measurements, only two material properties are being estimated and therefore the
transadmittance from two of the three sensing elements may be sufficient for inversion. The
predicted sensor response, using the methods discussed in Chapter 2, appears in Figures 6-3 ,
6-4, and 6-5. Each of these figures bases the sensor response on a different set of two of the
three sensing electrodes. By comparing these figures, the set of electrodes most likely to
produce the best estimates of material properties can be determined (a detailed discussion, on
important characteristics for comparing the relative measurement performance using Grids, can
be found in Section 3.2.1). Since these plots do not represent the plotting of impedance response
values in the complex plane, the scaling of x and y axes are chosen in a different manner than
discussed in Section 3.2.1. In each plot, the axis range is based on the full scale response of the
sensing element corresponding to the axis. In all plots the largest sensing element capacitance
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occurs for a lift-off of 0.25 mils and a relative permittivity of 15.0; the associated capacitance
values are chosen to represents the full scale response.
10
lb .U
14.0
3.0
0
LO
/9.0
8.0
"2.0
Air Response
10
Sense 1 Capacitance
15
(pF/m)
Figure 6-3: Dielectric sensor response as a function of the lift-off and permittivity of a
nonconducting infinite half-space material. The sensor response is measured in terms of the
transcapacitance between the drive electrode and the sensing electrodes; the plotted response is
based on sensing electrodes 1 and 2. The plotted trajectories represent the response as either the
lift-off or the permittivity is held constant, with the labeled value, while the other property is
varied.
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Figure 6-4: Dielectric sensor response as a function of the lift-off and permittivity of a
nonconducting infinite half-space material. The sensor response is measured in terms of the
transcapacitance between the drive electrode and the sensing electrodes; the plotted response is
based on sensing electrodes 1 and 3. The plotted trajectories represent the response as either the
lift-off or the permittivity is held constant, with the labeled value, while the other property is
varied.
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Figure 6-5: Dielectric sensor response as a function of the lift-off and permittivity of a
nonconducting infinite half-space material. The sensor response is measured in terms of the
transcapacitance between the drive electrode and the sensing electrodes; the plotted response is
based on sensing electrodes 2 and 3. The plotted trajectories represent the response as either the
lift-off or the permittivity is held constant, with the labeled value, while the other property is
varied.
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Comparison of the three Grids reveals that Figure 6-4, which utilizes sensing elements 1 and 3,
has the most desirable characteristics. These include the greatest orthogonality of trajectories
and most often the largest spacing between particular trajectory lines. Referring to Figure 6-1, it
can be seen that sensing electrodes 1 and 3 have the greatest difference in the separation distance
from the drive electrode. As a result, this electrode combination provides the most independent
information about the MUT and in this case creates the most favorable relation between
measured response and material properties.
Although an inversion method utilizing the measurements from all three sensing elements in the
estimation of two material properties could have been applied to the measurements of this
section, the more rapid method of [9] was utilized with the response from sensing elements 1
and 3.
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Figure 6-6: Estimated permittivity and lift-off of a thick Teflon sample as the contact pressure
between the sensor and MUT is manually increased. The relative consistency of the permittivity,
as pressure is applied, indicates that the sensor is well modeled and the instrumentation is well
calibrated. The reduction of lift-off as the applied pressure is increased indicates that there is a
significant change in the sensor to MUT contact geometry.
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The measurements of Figure 6-6 demonstrate the ability of the sensor to independently measure
permittivity and lift-off for a Teflon material. Measurements were made continuously as
pressure was applied to the MUT; the increased pressure results in a reduction of the gap
separating the sensor and test material. Typical literature values for the relative permittivity of
Teflon range from 2.0 to 2.1. The measured permittivity falls within this expected range and
also remains relatively constant as the lift-off changes from 0.9 mils to 0.57 mils. The agreement
in the absolute value of the permittivity and the lift-off independence of the value validate the
modeling of the sensor response, the calibration technique, and the instrumentation.
Measurements of the permittivity and lift-off under a constant pressure were made for several
additional materials and the results appear in Table 6-1. In all of the cases in which reference
values were obtained from literature, the measured values fall within the range of expected
values. Also, the lift-off tends to correspond to the flexibility of the material. The softer
materials such as paper and Teflon tend to have a lower lift-off, while the harder materials such
as the glass slide, fiberglass circuit board (FR4), and polycarbonate have a larger lift-off. Since
the sensor used in these measurements is rigid, this lift-off dependence on material flexibility is
likely due to the ability of the material to conform to the sensor.
Although no reference values were found for the type of paper measured, its measurement
demonstrates the capability of the sensor to measure anisotropic material properties. Table 6-1
includes the measured permittivity and lift-off for the same stack of paper in two orientations,
separated by ninety degrees. While the lift-off is essentially the same in both orientations, a
significant difference in the estimated permittivity exists. Since most paper is produced by a
rolling process, it is expected that the various components of the paper may obtain directionality.
The directionality of these components is a likely cause of the observed anisotropy of its
dielectric properties,
Reference Measured Measured
Dielectric Relative Relative Lift-Off
Material Permittivity Permittivity (mils)
Teflon 2.0-2.1 2.05 0.57
Polycarbonate 2.9-3.0 3.01 1.06
FR-4 -5.4 5.50 0.86
Paper Base Orientation - 6.45 0.34
Paper 90 deg. Orientation - 7.32 0.35
Glass Slide 3.7-10 (glass) 7.86 0.79
Table 6-1: Results from measurements of dielectric permittivity and lift-off for several thick
materials using a multi-element planar EQS sensor.
6.2.2 Multilayered Structure
The three sensing elements of the sensor of Figure 6-1 give it the potential to estimate three
properties of a MUT. Since the lift-off between the MUT and the sensor can alter the sensor
response significantly and at the same time be difficult to determine using an alternate method, it
is chosen as one of the unknown properties. As a result of the insulating nature of the materials
measured, each material only has one electrical property affecting the sensor response.
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Therefore, in order for the sensor to be sensitive to more than two MUT properties (including
lift-off), the MUT can no longer be composed of a single thick uniform dielectric. Figure 6-7
shows the configuration of the MUT used in these measurements, which is composed of a thin
insulating material backed by a second material which can be approximated as infinitely thick.
For the sensor to be sensitive to the presence of this backing material, the thickness of the thin
layer must be significantly less than the 55 mil thickness calculated for approximating a layer as
infinitely thick for this sensor. The material configuration consists of two geometric properties
(lift-off and thin layer thickness) and two permittivity properties, which results in a variety of
choices for the three properties to be measured. In this case it was chosen to estimate the lift-off,
thin-layer thickness, and thin-layer permittivity of the structure.
The backing material was chosen to have a permittivity value which would improve the accuracy
of the other estimated properties. Since in the case of the nonconducting materials, the change in
the sensor response is due to the presence of bound charge at the material interfaces, increasing
the dielectric contract between materials assists in improving estimation accuracy. Teflon was
used for the thin layer for which the dielectric constant and thickness would be estimated, while
a glass slide, for which the permittivity had been characterized in the previous section, was used
for the backing material.
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Figure 6-7: Setup for multi-element planar EQS sensor measurements of thickness, permittivity,
and lift-off for a thin material backed by glass. a) Configuration of model geometry, known
properties: cr = 0 and glass permittivity E = 7.86 (from a previous measurement), and unknown
parameters: dielectric permittivity, thickness, and lift-off, b) Measurement of a stack of thin
Teflon sheets backed by a glass slide in addition to a Teflon block used for manually applying
pressure.
Measurements were made on the structure with three different thicknesses of Teflon. In order to
keep the permittivity of the Teflon constant, multiple sheet of the same Teflon material were
stacked to produce the thickness change. The results of the inversion of the measured data from
the three sensing elements into material properties are shown in Table 6-2. Each measurement
case contains two repeated measurements as a test of the measurement repeatability.
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Although the measured values are not exactly equal to those which are expected by micrometer
measurement and the literature values of permittivity, the differences are small enough to be
attributed to possible sources of errors in the Teflon layer. Since the Teflon is soft and multiple
sheets are used, they may compress differently during micrometer measurements. In addition,
air gaps between sheets may result in a decreased permittivity as compared to a solid material.
Reference Measured Measured Measured
Dielectric Relative Thickness* Thickness Relative Lift-Off
Material Permittivity (mils) (mils) Permittivity (mils)
Teflon 2.0-2.1 6 x 2.9 mils = 17.4 mils 17.71 1.93 0.26
17.78 1.93 0.26
7 x 2.9 mils = 20.3 mils 20.61 1.94 0.26
20.60 1.94 0.27
8 x 2.9 mils = 23.2 mils 23.24 1.95 0.25
23.40 1.95 0.26
* Determined by micrometer measurement
Table 6-2: Results from measurements of permittivity, thickness and lift-off using a multi-
element planar EQS sensor on thin Teflon sheets backed by glass.
Measurements were carried out over a relatively limited range of thickness. A formal error
analysis following that of Section 3.3 was not carried out for this measurement structure, but
would have the benefit of indicating changes in the expected errors for different values of
thickness. It would also indicate the error changes resulting from using backing materials with
different properties.
6.3 Large EQS Sensor Arrays
This section gives a brief overview of larger variants of EQS arrays. It presents many design
considerations of a sensor that was fabricated for the detection of visually obscured objects.
Although no measurement data is presented, the modeling techniques presented in Chapter 2 can
be applied to these sensors in the case of simple layered materials. Measurement data for the
detection of a plastic landmine located in sand can be found in [27].
The terminology "large" with respect to EQS sensor arrays is used to classify sensors for which
miniature fabrication techniques are not necessary. Sensors such as those shown in Figure 6-8,
can be constructed using electrodes formed from metal sheet or foils by mechanical means. The
substrate of the smaller EQS sensors was formed with dielectric materials such as Kapton ®, or
Teflon providing the mechanical support for the etched electrodes and ground plane. In the large
EQS structures it is possible to utilize volumetrically small amounts of polymers for supporting
structures, such that the region between the electrodes and ground plane approximates that with a
dielectric constant of air (i.e., one). The larger sensor dimensions also allow better shielding
techniques, including the use of coaxial cables, to be utilized for the interconnection of sensing
electrodes to instrumentation. The large EQS sensors shown in Figure 6-8 also differ from the
smaller variants in their intended use and therefore have other differences in their geometry,
other than size.
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The design of this sensor was targeted at the detection of discrete anomalies in the MUT, such as
in the detection of visually obscured objects. The larger size of the sensor, as with the large
(a) (b)
Sense Electrode 
Array
Drive Electrode
Scan Direction
rray
Driv
Figure 6-8: Large EQS sensor array with multiple sensing electrodes located within a single
drive structure. a) Large EQS array with single row of sensing elements. b) Large EQS array
with two-dimensional array of sensing elements. c) Schematic view of large EQS array
construction.
MQS sensors, reflects the need to penetrate the electromagnetic fields more deeply into the
material. The concept of a distributed drive utilized in the large MQS sensor is not utilized here
due to additional complexities in creating multiple accurate potentials for both drive and sense
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electrodes. However, like the large MQS sensor, the periodicity of the drive-sense has not been
maintained. As with the large MQS arrays, the additional sensor size required to maintain the
periodicity of the sensor at these size scales becomes prohibitive. The interconnection of
periodic sense elements is also not desired here, since the anomalies being detected are smaller
than a single sensor period. By not interconnecting sensing elements from multiple periods, a
greater sensitivity to local properties is maintained.
The array of sensing elements in the sensor schematic of Figure 6-8c have been positioned to
simultaneously provide resolution across the scan direction (noted on figure) while providing
additional information about the MUT property variation into the material. The sensor of
Figure 6-8a contains elements positioned in a one-dimensional linear array to give only
resolution in the cross scan direction, while Figure 6-8b contains a limited 2-D array of elements.
Additional modifications have been made to the sensing electrode region of these large EQS
array sensors as compared to the smaller arrays. This includes the use of a grounded sense array
shield covering the side of the sensing elements opposite the MUT. Since charges induced in the
MUT will primarily produce fields terminating on the MUT side of the sense electrodes, the
charge induced on the back of the electrodes is essentially insensitive to MUT properties. By
removing the component of the sensing electrode current which is independent of MUT
properties the sensitivity can be approximately doubled. The additional grounded electrode
surrounding the individual sensing array electrodes serves two main purposes. First, it assists in
maintaining the distribution of the fields to better match the distribution predicted by the models
assuming electrodes of infinite extent (further improvements can be realized by adjusting the
aspect ratio of the sensor). Second, it improves sensitivity to deeper MUT properties by
separating the large charge densities that are normally present on electrode edges, from the
sensing electrodes located closest to the drive electrodes.
6.4 Summary of Chapter 6
This chapter continues the concepts found in Chapter 4, for incorporating multiple sensing
elements into quasistatic sensors, by focusing on issues specific to EQS sensor design. A three-
element EQS sensor with elements positioned to allow the estimation of additional material
properties was presented. The predicted response of this sensor to a uniform nonconducting
half-space material was shown in the format of several Grids; each was based on a different set
of two of the three sensing electrodes. Comparisons of the Grids allowed the best combination
for estimating two material properties from two sensing elements to be determined. Inversion
methods based on this Grid choice were used for all two unknown measurements in this chapter.
Measurements of the lift-off and permittivity were then made on materials of sufficient thickness
to be considered infinitely thick. A measurement in which a Teflon material was pressed against
the sensor with an increasing pressure was used as a verification of the ability to independently
determine lift-off and permittivity. Comparisons of permittivity values from measurements on
additional materials with literature values also provided evidence of the measurement accuracy.
Measurements on a paper material in two orthogonal orientations demonstrated the ability of the
sensor to detect anisotropy introduced by the papers fabrication process.
To test the sensor's ability to estimate additional material properties, measurements were made
on a MUT composed of a thin dielectric layer and a backing layer which could be approximated
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as infinitely thick. Measurements from all three sensing electrodes were used to determine lift-
off, thin-layer thickness, and thin-layer permittivity with the permittivity of the backing layer
known from separate measurements. Comparison of the resulting material properties with
micrometer measurements of layer thickness values and expected permittivity values showed
minimal errors.
A brief overview of design concepts applicable to larger EQS arrays was also presented. A large
sensor based on these concepts and which had been fabricated was shown.

Chapter 7
Large-Scale MQS Sensors
The primary reason for developing large-scale sensors is to provide an increased penetration
depth into the material being interrogated. In some cases the material may have magnetic and
electrical properties which allow them to be approximated as layered-media, in which case the
models of Chapter 2 can be applied. However, other materials of interest are primarily
composed of a nonconducting and nonmagnetic background material in which discrete
conducting and/or magnetically permeable objects are present. This chapter presents a design for
a large-scale MQS array focused on the latter type of materials. A theoretical analysis of the
magnetic fields produced by this sensor is incorporated with existing modeling methods to
predict the response of the sensor to discrete objects.
7.1 Sensor Development
The concept of a large-scale MQS sensor array does not have a strict definition in this text as
there are a continuum of possible array sizes, although as a general rule, the concept of "large" is
used to describe sensor arrays for which standard wire winding techniques can be utilized for
fabrication. The main motivation for creating these larger variants can be seen from (1.3) with
cr = 0 and k = 24r/A, where the exponential decay rate of the fields into the material is inversely
proportional to the spatial wavelength of the fields along the material surface. Therefore in order
to penetrate more deeply into the material, a smaller exponential decay rate is desired which
requires a larger spatial wavelength. When an exponential decay length on the order of feet is
desired for the fields, the array size must become comparable in size. In detecting objects buried
in the ground, this type of slow decay is necessary for the imposed fields to sufficiently excite
the objects for their detection [10].
For the primary winding geometries of the sensors of Chapters 3 and 4, even those with periodic
primaries, the field solution is not limited to that of a single mode at the spatial frequency
corresponding to the periodicity of the primary. The discrete spatial pulses of primary current
along the periodic direction result in higher spectral harmonics being excited. These harmonics
will have shorter spatial wavelengths and faster decay rates, increasing the energy in the near
fields relative to the far fields, which is not desired for deep sensing.
The spatial wavelength of these large sensors places a practical restriction on the concept of
extending the primary to make it appear as approximately periodic. A finite size sensor then
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results in a continuous spatial frequency spectrum rather than just discrete spectral modes. In
order to optimize sensitivity, it is desired to keep most of the spectral energy of the sensor
limited to lower spatial frequencies. This is accomplished by incorporating a distributed drive, in
which the net current through each of multiple bundles of wires is adjusted to approximate a
single period of a spatial sinusoidal current distribution.
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Figure 7-1: Three possible primary current distributions for a large MQS sensor: (black)
continuous single sine wave, (blue) current pulse, and (magenta) approximation to a single sine
wave by discrete pulses.
Figure 7-1 shows three possible primary current distributions, while Figure 7-2 compares the
resulting energy spectrum. The amplitudes of the current waveforms were adjusted to provide an
identical total current in an absolute sense within each wavelength. It can be seen that the
continuously distributed drive does the best job at confining the spectral energy to the lower
spatial frequencies near the wave number of a periodic current distribution with
k = 24r/A = I m'. The distribution containing the current pulses results in a very broad spectrum
(note the scale of the x axis), while the discrete approximation to the sine wave represents a
significant improvement. A quantitative comparison shows the percentage of the total energy
that falls between spatial frequencies of 0 and 2m 1 for continuous sine (Figure 7-2a), pulses(Figure 7-2b), and discrete sine distributions (Figure 7-2c) as 98.9%, 4.0% and 15.9%
respectively. Although in this comparison the continuous sine is far superior to the discrete sine,
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the percentage associated with the discrete sine will increase with the density of discrete pulses.
A compromise must be met between the complexities of implementing a very continuous
distribution and the performance gain.
As mentioned earlier, the reason for minimizing energy in higher spatial spectral frequencies is
to decrease the energy in the near fields. This is desirable in the detection of buried objects due
to the fact that the intensity of the secondary magnetic fields, created by objects, decay with
distance from the object. Reducing the additional intensity of the near field, results in a more
balanced response between shallow and deep objects. The sensitivity of the sensors is also
improved by minimizing additional coupling to the primary, since this portion of the response is
due to the primary winding currents and not to the property dependent sources induced in the
object.
Figure 7-3 shows a large MQS sensor composed of a distributed primary winding. The primary
is distributed among fourteen bundles of wires, where the number of wires in each bundle has
been adjusted such that the fourteen bundles approximate the current distribution of a single sine
wave. The schematic of Figure 7-4 demonstrates the current distribution of the sensor and also
the location of multiple sensing elements.
Figure 7-3: Large-scale MQS array with distributed primary windings. The primary winding is
composed of multiple bundles of wires, where the number of wires per bundle is adjusted such
that the current distribution approximates that of a single sine wave.
The primary winding in this sensor is obviously not periodic in the direction of the single sine
wave current distribution nor infinite in the extent of each current bundle. The aperiodic nature
of the primary could be handled as discussed in Section 2.4.0. However, the inability to
approximate the current bundles as having infinite extent would require the use of two-
dimensional Fourier series techniques. The presence of currents traveling in three mutually
orthogonal directions makes the layered-media techniques less desirable for basic magnetic field
determination in the absence of any conducting and permeable material. Therefore, alternate
methods of modeling the sensor are explored.
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Secondary Elements
Figure 7-4: Schematic of large MQS sensor array with distributed primary. Relative total
current contained within each multi-conductor bundle composing the primary winding, and
return current paths are shown in addition to secondary coils composing the sensing array.
7.2 Modeling
In order to predict the response of the sensor to various objects or combinations of objects the
magnetic field produced by the sensor's primary coil is first determined and then the field
contribution due to the interaction of the objects with this field is evaluated. The contribution to
the total magnetic field produced by the sensor's primary coil is referred to as the primary field,
while the contribution to the total field by one or more objects is referred to as the secondary
field.
In evaluating the primary field, there are at least two possible approaches, although they are not
equally appropriate for the case at hand. One possibility is to utilize the MQS model from
Chapter 2 for layered media by choosing a single MUT layer having the nonconducting and
nonpermeable properties of the background medium. The use of this model would require that
the winding currents not flowing in planes parallel to the MUT, and the currents flowing in the
windings which connect the main winding, be neglected. For this to be valid, a similar criteria as
discussed for the smaller MQS sensors is required, whereby the windings included in the model
are well approximated as infinite in length. As mentioned previously, the desired size constraints
used in the design of this sensor do not allow this as a valid assumption.
The size of the sensor as compared to the wires which carry the primary current, allow the actual
distribution of the current within individual wires to be neglected; this allows the current carried
by each wire to be approximated as a line current (induced currents in the windings can also be
ignored). The current distribution of the sensor is then completely defined by the geometry and
the terminal current of the sensor making this an ideal case for utilizing the Biot-Savart Law.
Since the sensor is of a Cartesian type of geometry the Biot-Savart Law applied to current sticks
[28] further simplifies the analysis and results in a vector algebraic equation for the field as
follows:
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Figure 7-5: Simulated primary field direction and intensity for the sensor of Figure 7-6. Fields
projected into: a) the plane labeled "Plane A" oriented perpendicular to the y-axis and b) the
plane labeled "Plane B" oriented perpendicular to the x-axis.
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H 4= I (7.1)
where i is the current in the current stick, b is a vector from the observation point to the start of
the stick, i is a vector from the observation point to the end of the stick and d = - ý .
Evaluating the total primary field at any particular location is now reduced to the simple task of
summing up the contributions to the field by each segment of current.
Seconda
°° .° ° ° - + X
Figure 7-6: Winding configuration and orientation of planes for which field direction and field
intensity simulations are plotted in Figure 7-5.
The previously described method was utilized in generating the field direction and intensity plots
shown in Figure 7-5 for the winding geometry of Figure 7-6. The plots represent the field
directions projected into one of two orthogonal planes as defined in Figure 7-6. Figure 7-5
shows the fields in the cross section of the sensor where the current distribution has been
configured to approximate that of a single period of a sinusoid. Since the current distribution is a
discrete approximation and not continuous, there are higher spatial frequency variations present
in the plane of these windings at z = 0. Since these represent higher spatial modes, they also
have faster associated decay rates, such that the field distribution becomes smoother with
distance from the windings.
The field plot of Figure 7-5b demonstrates the effects of the finiteness of the y oriented windings,
which results in the non-uniform field distribution as a function of the y-coordinate. The effects
of the large current densities present in the current return paths can be seen in the large field
intensities associated with these windings; these also affect the uniformity of the primary field.
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Figure 7-7: Comparison of the magnetic field spatial dependence determined by simulation,
exponential decay, and dipole decay. The simulated magnetic field dependence is compared to
that from: an ideal sinusoidal current distribution (e- (2 /O.8)z ), a "best fit" ideal sinusoidal current
distribution (e- (2 /0.974)z) and a dipole (1/ z 3 ) source. The comparison is made at the center of the
primary windings (x = 0, y = 0) as a function of the z coordinate for: a) near fields and b) far
fields.
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With this fairly accurate method of evaluating the three dimensional primary field distribution of
this winding configuration, a comparison can be done with the estimated field decay based on
models which assume infinite extents for the windings. The simplest approximation assumes the
imposed current distribution in the windings is a continuous and periodic sine wave. The
associated fields are described by a single spatial mode for which the field decays with an
exponential factor of 2/2A, where 2 is the spatial wavelength of the sinusoid. Figure 7-7a
compares the simulated field decay as a function of the z coordinate at the center of the primary
winding with this exponential decay, where A = 0.8 m. However, it can be seen that by using a
slightly longer effective wavelength of 0.974 m, a much better fit is achieved due to the
aperiodicity of the winding structure and the resultant effect on the spectral energy.
Divergence in this "best fit" is noticed at both proximal and distal extremes. The proximal
deviation can be accounted for by the higher order spatial modes, excited as a result of the
discretization of the current, which decay rapidly. However the distal variation must be
accounted for by the finiteness in the y direction and the non-negligible affect of the current
return paths. The winding currents, including the return currents, form an effective loop which
can be approximated as a dipole at sufficiently distance; in the far-field, the magnetic field
intensity produced by a dipole follows a 1/r 3 dependence. Figure 7-7b shows a much better
agreement with this dependence than with an exponential dependence in the far-field.
With a method of evaluating the primary field at any location, the secondary fields produced by
object interactions must now be evaluated. These interactions consist of induced eddy currents
for conducting objects and/or induced magnetization for permeable objects. Due to the possible
complexity of an object of arbitrary geometry and the complexity of the primary field in the
vicinity of an object, evaluating the exact response is generally reserved for numerical techniques
such as FEM. However, the secondary field response of a solid sphere of homogenous isotropic
electrical properties in a uniform primary field is readily obtained analytically [29, 30] and can
be expressed as:
n m 3(imn) T -n
4r (3) m 3 n (7.2)
where
inn = (r -F)n rmn and rmn = I~ - (7.3)
= 2p, (sinh& -& coshi)+u0o (sinh& -da cosh +&2 sinh (7.4)L 2R (sinha -cosha)--o (sinh~ - •& cosh+2 sinh) (7.4)
c = R jR cr1 plO (7.5)
and u,, a, and R are the permeability, conductivity, and radius of the sphere respectively; r7
is the vector location where the magnetic field is being evaluated, and F, is the vector location of
the sphere. It should be noted that expression (7.2) is useful for evaluating the fields due to any
dipole with vector moment in,,.
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Since this solution for a sphere is only exact in the case of a uniform applied field, it can only be
used as an approximation for predicting the response of the sensor since the winding structure
does not result in a uniform field. The accuracy of this approximation will depend on the size of
the spherical object and its proximity to the windings. The approximation will be improved for
smaller spheres at similar proximity or for equally sized spheres at farther distances, in which
case the nonuniformity of the field over the sphere is reduced.
The secondary fields produced by the sphere can be seen to have the distribution of a dipole
oriented in the same direction as the uniform applied field. The non-uniform field distribution
requires higher order multipole terms to be included for an exact solution. The decay rate, as a
function of distance to the sphere, for these additional terms generally increases with order, while
the contribution of higher order terms generally decreases with order. Therefore, even for non-
uniform excitation, the secondary fields approach those of the uniform excitation with distance
from the sphere.
Unfortunately, many objects of interest are not spherical in nature. Recent work in [31] has
made available solutions to the more complex spheroidal bodies. These solutions are relatively
complex in nature due to the complexity of the operators in Maxwell's equations, which must be
carried out in spheroidal coordinates. One approach for addressing the problem of modeling the
response from a generic object is to assume that its dominant response is purely dipolar in nature.
The viability of this technique follows from the fact that the higher order multipole terms of the
exact solution will decay more rapidly with distance than the dipole term.
In order to relate the induced dipole in the generic object to the applied field it is useful to adopt
the concept of a polarization tensor. The generic polarization tensor has the form below where
the elements of the tensor may be complex due to the phase of the object's induced current.
Since diffusion effects will be frequency dependent and the object's permeability may be
dispersive, the tensor is in general a function of frequency.
mx Mxx M y Mx Hx
my M M My. Hy (7.6)
LM•Jl y zx  y zM_ H
Each column of the tensor represents the dipole moment that would be excited by a uniform
magnetic field in the corresponding coordinate vector direction. Performing the matrix
multiplication on the right, essentially superimposes the individual moments excited by each
vector component of the field.
With this representation it is still necessary to determine the individual elements of the
polarization tensor. When analytic solutions to the object of interest exist, as for spheres and
spheroids, the polarization tensor can be computed from these results. Other more complex
geometries may utilize numerical techniques such as MAS (Method of Auxiliary Sources) [32],
TSA (Thin Skin Approximation) [33], BEM (boundary element method), or FEM. In all of these
cases the dipole representation serves as a means of extracting a simplified representation from
the more exact representation, when it is desired to accelerate the speed of further computations.
However, the polarization tensor representation also lends itself to empirical evaluation. In the
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case where the complexity of the object is great and an exact model is not necessary, instruments
and sensors can be setup to measure the object response under multiple known excitations to
build out the elements of the polarization tensor representation of the object. The polarization
tensor representation of objects allows a uniform library of object responses to be compiled,
which can be quickly accessed even if the initial computation or measurement required
significant time.
Work in [30] has utilized this representation in developing methods for dealing with the
interaction of multiple objects with a primary excitation field and with each other. Since
equation (7.2) relating the dipole moment of an object to the field at any location is linear in
terms of the dipole moment and the induced dipole moment of an object is linearly related to the
field in its vicinity by the polarization tensor, a linear system of equations can be solved for the
induced dipole moments in each object.
Additional work in [34] has utilized multiple dipoles for representing single objects. This has
advantages in that it can simultaneously improve the approximation of the spatial distribution of
the response at closer proximity to the object and improve the approximation of the response to
nonuniform fields. This improvement comes by distributing the dipoles within the object such
that the actual circulating eddy currents and magnetization currents are better approximated. The
use of multiple dipoles can be extended to the case where the induced dipole is again dependent
on the field in the vicinity of the dipole by a polarization tensor. Although not proven, this use
of multiple polarization tensors at distributed locations within the object would seem to converge
more rapidly than multipole solutions as a result of the closer tie with the actual physics of the
source distribution. The multiple polarization tensor object representation can also be used with
the multiple object interaction models discussed previously to provide improved approximations.
R=3 cm
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Figure 7-8: Sensor and sphere configuration used for simulations of Figure 7-9. The Sensor is
incrementally translated in the scan direction while the real and imaginary components of the
normal magnetic field, produced by the spheres in response to the primary field, are evaluated at
16 sense element positions.
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The technique of approximating the response of a sphere in a nonuniform field, by assuming
uniform excitation by the magnetic field present at the sphere's center, was utilized to simulate a
scan of a sensor over two spheres of varied electrical and magnetic properties as shown in
Figure 7-9. For each translational position of the sensor with respect to the two spheres, the field
produced by the primary windings at the center of each sphere was calculated by utilizing the
same methods as that used to generate the preceding field plots. The excited dipole moment of
each sphere was then calculated based on its size, electrical properties, and applied field
magnitude and direction. The normal field component from these dipoles was then evaluated at
each sensing element. By repeating this for a range of translational positions, the simulated scan
images were constructed.
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Figure 7-9: Simulated scan of the sixteen element MQS sensor array over the two-sphere
configuration of Figure 7-8. The real and imaginary components of the normal magnetic field
produced by the spheres for each sensing element location are plotted as a function of the
translational sensor position.
The physical location of each sphere is reflected by the position within the scan image, while the
material properties determine whether each sphere has a real and/or imaginary response. In this
simulation the primary windings were excited at 15 kHz and therefore eddy currents were
induced in the sphere with non-zero conductivity, producing both real and imaginary
components in field. However, the insulating sphere with only a real magnetic permeability
produces only a real response since the internal magnetization is in phase with the applied field.
The polarity difference between the real parts of the response of the two spheres reflects the field
enhancing effect of the permeable sphere as opposed to the field "bucking" effect of the
conducting sphere.
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7.3 Summary of Chapter 7
This chapter presents motivations for winding geometries designed to increase the interrogation
depth of MQS sensors, a large array which was fabricated, calculations of magnetic fields
produced by this array, and the predicted response as the sensor is scanned over conducting
and/or magnetically permeable spheres.
The chapter begins by demonstrating the spectral energy for several current distributions which
approximate a continuous sinusoid. A sensor which utilizes a primary winding composed of
multiple discrete conductor bundles to approximate a sinusoid is then presented. Due to the
finiteness of the sensor, the modeling techniques of Chapter 2 are no longer directly applicable
and an alternate method of predicting the magnetic fields in the absence of any conducting or
magnetic material was required.
Since the windings of the sensor were composed of wires which sufficiently defined the location
of the currents, the Biot-Savart Law for stick currents was applied in calculating the magnetic
field produced by the sensor. Plots of the magnetic field intensity and direction were shown for
two orthogonal planes. Comparisons between the decay of the simulated magnetic fields, the
decay of a sinusoidal current distribution, and the decay of a dipole were made for both near and
far fields.
Methods of utilizing the imposed magnetic field calculations and a polarization tensor for
predicting the sensor response were discussed. The dipole solution to a sphere in a uniform field,
which can be represented as a polarization tensor, was then used to predict sensor response as it
was scanned over two spheres having different properties. The simulated response was
presented in the form of images of the real and imaginary components from each of the sixteen
sensing elements as a function of position.
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Chapter 8
Instrumentation
In order to take full advantage of either EQS or MQS sensor arrays, the ability to measure the
terminal response from each sensing element must exist. Many instruments are commercially
available for characterizing the spectral terminal response of passive electronic components such
as resistors, capacitors, inductors and transformers and are typically referred to as impedance
analyzers. These instruments are generally designed as laboratory instruments to characterize
one or two-port devices and are often not designed with measurement speed as a critical factor.
Sensors previously presented represent passive devices which have up to 38 ports; although it is
not necessary to have a 38 port instrument to measure the sensor's response since the sensor's
excitation terminals and any one sensing element can be analyzed individually as a two port
system, assuming the terminal conditions of the other sensing elements can be properly enforced.
Using this method the complete sensor can be characterized by repeating the measurement for
each element. This technique is not optimal from the perspective of speed and convenience,
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Figure 8-1: Sensor and multiplexer configuration used for measurement of prototype MQS
arrays. a) Prototype sixteen channel multiplexer designed for use with an MQS array and a
single channel PC based ISA impedance instrument board. b) Block diagram of multiplexer
connection to ISA card based impedance instrument, multiplexer and array sensor.
especially if the element to element switching is accomplished through manual connection. It is
most suited for stationary sensor measurements, where long time constants are associated with
material variation, few measurements are required and a limited set of elements are present; this
method was not utilized here.
In order to more efficiently utilize an instrument designed for analyzing a single two-port device,
the concept of electrically multiplexing the multiple sensing elements into a single instrument
channel can be used. Although, the sensing elements must still be measured sequentially in time,
the process can be more efficient and more convenient since it can be controlled via instrument
or computer. Figure 8-la, shows a multiplexer (MUX) developed to be utilized with an MQS
array, which was operated with a preexisting single channel ISA (Industry Standard
Architecture) impedance analyzer board in a PC, while Figure 8-1b provides a block diagram of
its connection with the instrument and PC.
Although the MUX was functional, it revealed several issues associated with the multiplexing of
sensing elements. The use of the MUX increased measurement noise and resulted in some
element to element cross-talk. The significance of the noise induced by the MUX is dependent
on the amount of signal conditioning which is done before the element signals enter the
multiplexer stage. Placing more signal conditioning before the MUX stage of the sensing
element signal path, results in the MUX switching larger, buffered signals and thereby reduces
the significance of the noise induced at the MUX, while increasing the amount of electronics
required. Placing less signal conditioning before the MUX stage requires less electronics, but
increases the noise since most devices used in MUX designs are less optimized for noise and
input loading than the devices used in signal conditioning stages. The relevance of the channel-
to-channel cross-talk is dependent on the measurement application, but can still be qualified as
worse than a non-MUXed method. The use of a multiplexer has been successfully applied in
monitoring crack initiation and growth on a fatigue specimen with a permanently mounted
sensor as previously shown in Figure 4-2.
Most impedance instrumentation provides some type of setting corresponding to the duration
used for making a single impedance measurement. There is a general tradeoff between speed
and measurement noise, such that a shorter measurement will contain more uncertainty in the
measured impedance value than a longer measurement. Since the element measurements are
made sequentially when a MUX is utilized, the noise/speed performance is increasingly
degraded with the number of elements MUXed, even in the absence of MUX induced noise. If
the same measurement rate per channel is to be maintained, the individual measurement duration
needs to be inversely related to the number of MUXed elements. Most often this will not be
possible with larger element counts, due to either ultimate instrument limitations, or the presence
of an intolerable amount of noise. The inability to trade acquisition rate for reduced noise is
most commonly an issue for scan mode operation of sensor arrays, where the scan speed is
directly related to the rate at which data can be taken for a certain level of noise. If the scan
speed is too large compared with the measurement rate, the data will be too sparse and/or the
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individual measurements will be averaged over the area traversed by the array during the scan
movement, in which case material property details may be missed. Compensating for this effect
by reducing the measurement time will produce more uncertainty in measured values, which will
again increase the chance of important material property details being missed.
In order to obtain the best noise/speed performance, it is desired to utilize as much time as
possible on each element for making measurements. In a MUXed configuration, only a fraction
of the total time is spent on a given element, so the solution to providing ultimate performance is
to utilize a parallel measurement approach in which case all elements are measured
simultaneously. Also of importance in the area of noise performance are bias type noise sources,
which cannot be reduced by increased measurement duration and therefore must be reduced by
design or calibrated out of the measurement; these bias errors are introduced by parasitics found
in system components such as sensor-instrument cabling and interconnections. The following
sections focus on parallel impedance instrumentation for improved noise/speed performance,
sensor probes for reduced parasitics, and calibration methods for providing measurement
accuracy.
8.1 Multi-Channel Impedance Instrumentation
In order to provide parallel multi-channel acquisition capability, one might consider utilizing
multiple two-port type impedance instruments, ideally one per sensor element. However, one
would find this to be prohibitive for three main reasons: cost, size, and compatibility. Typical
cost for an appropriate impedance analyzer ranges from approximately $10,000 to $40,000 per
unit, making the cost rise quickly with channel count. Most of these units are also rather large in
size and weight and in the case of PC card based impedance analyzers would require far more
PC slots than usually obtainable. The available instruments are also generally not designed to
work together in a way in which one instrument is exciting the device under test, while the others
are essentially slave devices doing measurement only. Synchronizing many instruments to
function in this fashion generally comes at the cost of sacrificing some speed, since they are not
intimately connected as a single instrument could be. As a result of the preceding, it became
clear that the development of a dedicated instrument would be valuable.
The target impedance instrument desired had several important characteristics:
* Capable of handling any number of channels from 1 to approximately 40
* Provide simultaneous impedance measurement on each channel in such a way as to provide
maximum filtering of undesired noise and minimum uncertainty in measured values
* Provide a temporal frequency range sufficient for both EQS and MQS type sensors
* Provide rapid data rates and frequency scans to minimize resolution loss during scan mode
sensor operation
* Capable of being calibrated to produce accurate impedance data
* Compatibility with MQS sensors (current excitation, voltage measurement) and EQS sensors
(voltage excitation, current measurement)
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* Maintain a reasonably compact overall package such that the instrument could readily be
transported
The main function of the instrument is to provide a sinusoidal excitation of appropriate
amplitude, frequency, and type (current or voltage) and characterize the ratio of the complex
representation of each sinusoidal channel signal to the complex representation of the excitation
(usually measured directly), for each channel. Therefore the instrument must be capable of
analyzing each channel and the excitation signal, and then determine its complex representation
in terms of magnitude and phase or in-phase and quadrature components relative to some
absolute reference.
Since channel multiplexing was to be avoided in order to achieve the best speed/noise
performance, each channel would be identical and integrated together with some common
support systems. This means that the bulk of the instrument would be determined by the
obtainable size and complexity of each channel. Channel complexity within the main instrument
was partially reduced by placing the element conditioning (amplification and bandwidth
characteristics) for each channel external to the unit. This was also useful as a result of EQS
sensors and MQS sensors utilizing sufficiently different conditioning electronics, different
sensors being more optimal with certain conditioning parameters, and certain parasitic affects
being minimized by element conditioning placed local to the sensor rather than the instrument.
By moving the conditioning external, the complexity of the conditioning electronics was also
reduced since it is easy to select from a variety of interfaces with "hard" conditioning settings,
which reduces the degree of reconfigurability that would otherwise be required if placed within
the instrument. Therefore, each channel of the instrument needs only to deal with voltage signals
in a single range.
One approach to analyzing the voltage input signals to determine their complex representation
for such a multi-channel system is to immediately digitize each signal upon entry into the
instrument. This would traditionally be followed by some type of digital signal processing
(DSP) such as: correlation with in-phase and quadrature signals, or performing an FFT.
However, for MQS applications such as measuring thin coatings, it is desired to measure at
frequencies exceeding 20 MHz in order to control the skin depth of the fields in the MUT. The
analog-to-digital (A/D) converters available for sampling at these frequencies are generally
contained in larger packages, expensive, and of lower bit resolution.
A second approach is to utilize a down-conversion method, such that the input signal is mixed
down in frequency to a range where more common, high resolution A/D converters are
acceptable. Again DSP processing techniques would be applied to the sampled signal in order to
determine the complex representation. However, these DSP operations require multiply-
accumulate operations (MACs) to be performed at the speed of the incoming A/D conversions.
Alternatively one could try to postpone the data analysis, however the quantity of individual A/D
measurements is generally several orders of magnitude larger than the quantity of processed
impedance measurements and would require excessive increases in intermediate local storage
and/or data paths, while resulting in a delay in the availability of impedance data. The type of
MAC performance required to handle only a few channels, in real time, is traditionally found in
high throughput digital signal processors, which can be somewhat costly (although
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cost/performance ratios continually decrease). These digital signal processors are also larger
type devices requiring significant space and power.
The approach utilized here is a direct to DC down-conversion, such that the input signal is mixed
all the way down to DC, while other mix products are removed using analog filtering. Again,
correlation is required, but since the correlation will be carried out with a constant (essentially
taking the average of A/D values), no multiplies are required, only additions. This opens the
accumulation task to very compact, low power, and less expensive microcontrollers, with one
dedicated to each channel.
A block diagram of the complete system including the mixer, filtering, A/D conversion, channel
microcontrollers, excitation synthesis, mix signal synthesis and system microcontroller blocks is
shown in Figure 8-2. The instrument is designed to be used with a PC which is used for
configuring impedance measurement parameters such as swept frequencies and measurement
durations in addition to controlling the start and stop of acquisition. The PC is also used to store
the acquired data, since it is the platform on which further impedance data processing such as
calibration and inversion to material properties will be performed, and on which the results will
be displayed.
Additional Channels
Figure 8-2: Block diagram of the instrumentation developed for the simultaneous impedance
measurement of a many element sensor. Input signals are analyzed using direct down
conversion to DC and a distributed multi-microcontroller architecture is utilized to provide
adequate processing power for real-time processing, while a central system microcontroller is
used for configuring and coordinating instrument operation.
I I I I I II I II I II I I I
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In preparation for measurement, the configuration information is transmitted from the PC to the
system microcontroller, including: a list of frequencies to sweep, corresponding measurement
durations in terms of the number of A/D samples, and sensor excitation levels. The system
microcontroller extracts necessary information and immediately passes it on to the channel
microcontroller to avoid future measurement delays. The acquisition of one or more impedance
measurements is then initiated by the PC through communication with the system
microcontroller. The system microcontroller responds by placing the channel microcontrollers in
an appropriate acquisition mode. The system microcontroller then configures the frequency of
the excitation synthesizer, which generates the sinusoidal waveform for driving the sensor, and
the level control, to provide the proper magnitude of excitation. The mix signal synthesizer is
simultaneously configured with the identical frequency of excitation. The excitation and mix
sinusoidal signals are highly synchronized in frequency and relative phase due to the use of
direct digital synthesis (DDS) driven from a common reference clock. The use of a DDS
technique also allows the phase of the mix signal relative to the excitation signal to be accurately
and instantaneously shifted by 90 degrees.
Once the connected sensor has been excited, the measured excitation and the conditioned sensing
element signals will appear at the channel inputs. The magnitude and phase of these signals will
be altered from those exciting the sensor and can be represented in terms of their in-phase and
quadrature parts relative to a common reference as:
vh (t) = V~ cos(ot) + V, sin(aot) (8.1)
In the first stage of each channel the inputs are multiplied by the synthesized mix signal which in
its un-shifted state will be defined as the common reference with an absolute phase of zero and
therefore be represented as: cos (ot). The resulting output of the multiplier is:
V
v,,, (t)= V~ cos2 (ot) + V, sin(ot) cos(ot)= V/+ cos(2ot)+- -sin(2tt) (8.2)2 2 2
By filtering out the non-DC component of this signal, the in-phase coefficient V, can be
obtained. As mentioned previously, it is possible to instantaneously shift the phase of the mix
signal by 90 degrees (leading) relative to its current phase, which has been defined as the
absolute zero reference, without affecting the absolute phase of the excitation and therefore the
phase of the input signals. Under this condition the mix signal is represented as: sin (ot) and
the output of the multiplier is:
V V V
v,,mu (t)= V, cos(ot) sin(wt)+ Vo sin 2(tt) = sin(2t) + - Q cos(2mt) (8.3)2 2 2
The quadrature coefficient VQ can be obtained by filtering the non-DC output of the multiplier.
Although, for improved speed, each channel could have utilized two multipliers (and following
stages), while a 0 and 90 degree mix signal were produced simultaneously, this results in
essentially doubling the size of the required hardware for each channel. Using a single signal
path for both in-phase and quadrature measurements also simplifies calibration since it is not
necessary to account for gain and phase errors between signal paths.
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The choice of filter characteristics for removing the non-DC components of the signal is
important, as they can affect the frequency range of the instrument and the maximum acquisition
speed. The lowest excitation frequency which can be utilized in the currently described mode of
operation is determined by the cut-off frequency of the filter used. At excitation frequencies
lower than twice this cutoff frequency (assuming an idealized low-pass characteristic), the non-
DC components of the multiplied signal will start to pass through the filter, and require
additional filtering. However, using too low of a cut-off frequency also will degrade the
performance. Since making a complete measurement requires a two-step process of measuring
in-phase followed by quadrature components, the output of the filter will first contain the DC
component equal to VI, followed by the DC component equal to VQ. Since V, and VQ will not
be equal, in general, the output will contain a step. A filter with too low of a cut-off will have
poor settling characteristics and will result in an excessive delay before useful measurements can
be acquired by the A/D converter. The net effect would be to reduce the rate at which
impedance values could be taken. A 5th order elliptical filter with a cutoff frequency of 10 kHz
was used because of its sharp cutoff and reasonable settling characteristic. This allows a lower
frequency bound of 5 kHz, however, below these frequencies it is possible for the A/D converter
to acquire data fast enough to do additional digital filtering of the non-DC components and push
the usable low frequency range significantly lower. The choice of cutoff frequency also provides
a settling time on the order of ImS, which allows for rapid acquisition of in-phase and
quadrature parts of the input signals.
Based on the previous discussion, the measurement cycle is carried out by the system
microcontroller first configuring the excitation frequency and level, along with the mix signal for
measuring the in-phase component of the input signals. After the settling time required by the
filter has elapsed, the system microcontroller can coordinate A/D conversions across all signal
channels. If only a DC component was present, a single measurement would theoretically be
sufficient on each channel. Since the filter removes the extraneous mix components, what is left
are noise sources in the 10 kHz band of the filter. Some of this noise has been mixed down from
the excitation frequency along with the desired DC component and is due to thermal noise
sources within electronic components and ambient noise possibly picked up by the sensor.
Additional noise may be inherently present in the filtering stage or may be induced from digital
signals. Therefore multiple A/D conversions of the in-phase component may be averaged to
further filter the noise from the measurement. More measurements will result in lower noise, but
at the expense of longer measurement duration. Since the number of A/D conversions utilized in
a single impedance measurement can easily be configured, this provides a means for the user to
reach an acceptable compromise between noise and speed.
Once the desired number of A/D conversions have been made for the in-phase portion of the
signals, the system microcontroller can set the mix signal for a 90 degree leading phase and the
same procedure described previously can be performed to obtain the quadrature component of
each channel signal. The dedication of a single microcontroller to each channel allows digital
data to be simultaneously extracted from each A/D converter and accumulated for averaging.
When both the in-phase and quadrature signal values have been obtained the system
microcontroller can initiate the transmission of the measurement back to the PC. Each channel
microcontroller has direct access to the data stream to the PC such that the system controller does
not need to keep up with the throughput of data. Since, only one channel transmits its data on a
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given data stream at a time, each channel has the ability to signal its neighboring channel as to
when it has completed its transmission of data. This ability allows the channels utilizing the
same data stream to sequentially send their data without direct coordination by the system
microcontroller. In an acquisition mode of multiple frequencies and/or multiple measurements,
this allows new data to be simultaneously acquired while the previous data is transmitted, with
minimal interruption of the system microcontroller.
The measurement of the in-phase components of all channels are measured simultaneously
followed by the simultaneous measurement of the quadrature components of all channels at a
specific frequency. If the instrument has been configured for multiple frequencies, these will be
acquired sequentially. The complete cycle of in-phase and quadrature measurements at multiple
frequencies is then repeated for each complete set of measurements until the required number is
obtained or the PC terminates the acquisition of data.
The system architecture utilized here, in terms of parallel acquisition and processing on each
channel, nearest neighbor signaling, and common data, setup, and system controller signaling
lines, lends itself to the modular expandability to many channel systems without redesign. This
is due to the fact that unique interconnections do not exist between each channel and any
common system component. All channel connections are made to a common signal bus or are
made to the two nearest neighbors. Also, each additional channel contains all of the resources
that it utilizes highly, and therefore minimal additional load (processing/acquisition) is placed on
common system components. The circuit board implementing the parallel architecture
impedance instrument is pictured in Figure 8-3. A configuration with sixteen-channel capability
(two 8-channel boards) is shown, however additional groups of eight channels can be added by
simply stacking additional boards.
Figure 8-3: Implementation of parallel architecture multi-channel impedance analyzer.
Topmost circuit board contains common system components of the system controller,
excitation/mix signal synthesizers, and clock oscillators. Two modular channel boards, each
containing 8 channels, are stacked below. Additional channel capability is achieved by simply
stacking more channel boards.
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As previously discussed, the data sent back to the PC represents the in-phase and quadrature
components of the excitation measurement and of each sensing element signal. In the case of an
MQS sensor, the measured excitation is related to the current through the sensor's primary
winding, while the sensing element signals are related to the sensor's secondary voltages and the
complex transimpedance between the sensor drive and each channel is desired. For EQS
sensors, the measured excitation is related to the voltage on the drive electrode, while the sensing
element signals are related to the currents flowing to the sensing electrodes, and the
transadmittance is desired. Since the complex amplitude representation of the input signals is
simply related to the measured in-phase and quadrature components as:
Vc• (t) = V, cos(cot) + V, sin(cot) = 91 (Vj -jVo )e'} (8.4)
The transimpedance for the MQS connection and the transadmittance for the EQS connection
between the sensor drive and the Nth sense element are related to the measured signals as:
A (8.5)DN DN cal(VD -j (8.5)
where K•ca is a constant complex scale factor (discussed in Section 8.3), which is unique for
each frequency and required to calibrate the instrument for gain and phase shifts created by the
various stages within the instrument and in the external sensor element conditioning electronics.
Figure 8-4: Enclosed parallel impedance analyzer utilizing five 8-channel boards to provide a
39-channel measurement capability (one channel is dedicated to measuring sensor excitation).
The enclosure also contains support for position encoders, visual/audio cues, and trigger devices.
Three connectors on the lower left allow MQS and EQS probes of varying channel count to be
utilized, while the remaining connectors supply the PC connection, position encoder input, and
pendant switch/foot pedal control.
346
8.2 Probes and Signal Conditioning
The enclosed parallel impedance electronics are shown in Figure 8-4. This configuration has a
39-channel capability and is suitable for measurement of either MQS or EQS probes. The
instrument can provide impedance measurement from approximately 100 Hz to 40 MHz with
sub-Hertz resolution. Measurement duration can be configured from approximately 3 ms to over
one second for all channels at a single frequency. Packaged with support for encoders,
audio/visual indicators, and external measurement trigger support (e.g., foot pedals) the
instrument measures 5.5" x 15" x 12.5" (-14cm x 38cm x 32cm) and weighs 35 lb. (-15.8 Kg).
8.2 Probes and Signal Conditioning
The impedance instrument performs the task of providing excitation for the sensor and
measuring the ratio of the complex representation of the sensing element signal to the complex
representation of the excitation. However, the sensing element signals are often relatively small
and may be in the incorrect form (e.g., current instead of voltage) or have an output impedance
that is not directly compatible with the instrument inputs. The excitation signal applied to the
sensor terminals may also be altered from that at the instrument terminals due to cabling effects,
or the desired excitation quantity may be of the incorrect form (e.g., current instead of voltage)
compared to the instrument inputs.
The probe and the signal conditioning electronics provide several important functions including
making the instrument terminal requirements compatible with the sensor terminal characteristics.
The probe provides signal conditioning for the sensing elements, which includes amplification,
buffering, and filtering of the signals. This is important because the low level signals found at
the sensor terminals can easily be contaminated by loading and parasitic coupling within the
cabling to the instrument. The amplification minimizes the relative coupling by increasing the
signal to noise ratio within the cable, while the buffering function provides sufficient cable
driving capability which will not be affected by changes in MUT properties (the element signals
are still dependent on MUT properties); the filtering function removes noise signals that are out
of the frequency band of interest. Additionally, the probe provides an accurate measurement of
the sensor excitation at a location local to the sensor, while decoupling this measurement from
adversely affecting the sensor excitation. This local signal conditioning of the sensing elements
and measured excitation allows the electronics to be optimized for various sensor configurations
without requiring excessive adaptability of the main impedance instrument. The buffering that
the probe provides also allows much longer cables to be utilized with a smaller degradation in
performance than would otherwise result. The probe also provides mechanical support for
gripping sensors, a place for the sensor interconnect, and provides strain relief between sensors
and instrument cables.
8.2.1 Representative MQS Probes
Measurement of MQS sensors is usually accomplished by exciting the primary winding, while
measuring the excitation current and simultaneously measuring the voltages developed across the
sensing elements composed of secondary windings. Since the controlled excitation of the
instrument is in terms of a differential voltage across the primary winding, the probe is necessary
for providing an accurate measurement of the current, which is converted to a voltage signal that
is compatible with the impedance instrument's inputs. The voltage developed across the
secondary windings should ideally be measured under open-circuit conditions. The electronics
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within the probe provides high impedance inputs for the secondary windings, amplification and
the capability to drive the impedance instrument inputs.
(a) (b)
(c) (d)
Figure 8-5: Representative MQS probes and internal signal conditioning electronics. a) Array
probe with attached sensor supporting 37 sensing elements. b) Single element probe and sensor.
c) Signal conditioning electronics for 37 channel array probe composed of 37 signal conditioning
modules in a common backplane structure. d) Signal conditioning module.
Two representative probes are presented in Figure 8-5, a single element probe and an array type
probe supporting MQS arrays with up to 37 elements. The internal structure of the array probe is
composed of 37 identical channel modules, as shown in Figures 8-5c and 8-5d, which are
assembled on a common backplane. The use of a common channel module simplifies the design,fabrication, and testing complexity of the probe. The modularity also simplifies repair, as
individual modules can be simply replaced immediately and debugged later. The use of
* I
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vertically mounted modules on a common backplane improves packing efficiency, resulting in a
smaller probe package, while providing flow paths for forced air cooling. The design also
minimizes the distance between the sensor interconnection and signal conditioning resulting in
reduced parasitic effects.
(b)
(c)
Figure 8-6: Representative EQS probes and internal signal conditioning electronics. a) EQS
array probe with support for four sensing elements. b) Single sensing element conditioning
module. c) Internal probe electronics for excitation and sensing element signal conditioning
composed of individual modules on a common backplane.
8.2.2 Representative EQS Probes
Measurement of EQS sensors is accomplished by the excitation of a drive electrode, while
measuring the voltage level of the excitation and simultaneously measuring the short-circuit
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current of the sensing electrodes. In this configuration, the probe provides an accurate voltage
signal to the instrument for measurement, which is related to the excitation voltage at the drive
electrode. The signal conditioning electronics provides virtually grounded inputs for the sensing
electrodes, which emulates a short circuit terminal condition. The conditioning electronics also
converts the short circuit current to an amplified voltage signal which is supplied to the
impedance instrument. A representative EQS probe capable of handling up to a four channel
array sensor is shown in Figure 8-6 and is built in a modular configuration similar to that of the
MQS array probe.
8.3 Instrument and Sensor Calibration
In order to ultimately arrive at the correct MUT properties, the transimpedance (transadmittance)
data produced by the instrument must be a precise measurement of the sensors terminal response.
However, the measurement instrumentation is composed of many electrical components, each of
which has some finite tolerance on their specifications. Therefore, although one could utilize
these components' values to relate measurements to actual sensor terminal values, one would
expect some error. In addition, there are opportunities for non-expected parasitic affects to enter
the measured value, further degrading the measurement accuracy. To compensate for all of these
possible effects, some form of calibration based on measurements of a known value is necessary.
8.3.1 MQS Calibration Model
In order to provide a calibration method which is robust over a wide measurement range without
requiring an excessive number of different calibration measurements, a model which sufficiently
describes the sources of corruption is required. Figure 8-7 is one such model that includes
various sources of measurement error. As mentioned previously, the need for a large scale
calibration stems from tolerance limitations on the electrical devices composing the
measurement system. In order to arrive at the correct measured value D for the actual current
im,, a complex scale factor KD is introduced, which is in general a function of frequency. Here
ZZm
Sensor
Figure 8-7: Possible sources of measurement error for MQS sensors consisting of: parasitic
loading impedances Z,, and Zp2, parasitic coupling Zp3, errors in excitation measurement gain
KD, and sensing element signal measurement gain KN,
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it is assumed that the transfer relation between the measured current and the actual current is
simply a linear relation and the errors are manifested in a deviation in the scale factor from the
one which would be calculated using expected component values. In a similar manner, a
complex frequency dependent scale factor K, is introduced to arrive at the correct measured
value N for the voltage ,, .
In addition to the errors introduced by component uncertainty, additional electrical parasitics
may be of significance. Some system parasitics will be compensated for by the previously
mentioned scale factors while others, which produce offsets or influence the measurement in a
way that is dependent on MUT properties, must be handled separately.
Three possible sources of parasitic effects are shown in this model. Impedances Zl and ZP2
represent parasitics which affect the measured sensor response in a way that is dependent on the
MUT. This is due to the fact that their "loading" effects are located in close proximity to the
sensor, before active electrical buffering is provided, and therefore they interact with the MUT
dependent input and output impedances of the sensor. Parasitic transimpedance P3 represents a
coupling between the excitation current and measured signal not included in the ideal model of
the sensor. This occurs in the vicinity of the sensor before measured signals have been
sufficiently amplified, where achieving perfect isolation can be difficult, and is due to physical
limitations of making electrical connections to sensor windings. Although some portion of this
type of parasitic may actually be MUT dependent, it is assumed as a constant here.
To compensate for these corrupting affects, the circuit represented in Figure 8-7 is analyzed.
Since the self-impedance of the primary and secondary winding is MUT dependent, it is only
possible to directly undo the effects of ZAP and P2 to arrive at 12 = Z 21 , with knowledge of
the MUT properties. However, the MUT properties are in general unknown at this point, since
the calibrated measurement data will be used for the purpose of obtaining MUT properties.
Therefore the following new MUT dependent quantity is defined, which utilizes parasitic
quantities and sensor transimpedance matrix values.
Z • 2 Z12 P• P2 (8.6)
(^ 1 ++2P1)(Z22 ZP2 -Z22
The parasitic quantities may be obtained empirically, based on electrical component
specifications, and/or calculated with additional simulations. For a well designed system the
effects of these parasitics should be "second order", and therefore not require extreme accuracy
in their determination.
The quantity Zs can be calculated for any set of MUT properties and therefore if a value of Zs
is known from measurement, proper application of inversion techniques can produce an estimate
for the MUT properties. Therefore all that remains is to obtain a precise value of Z, from the
measured value Zm. The value Zm is altered from Zs by the remaining corrupting effects as:
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Zm =-- A = (2 ) (8.7)D KD
By lumping together the scale factors, the following relation for recovering Zs from the
measurement is obtained:
ZS =Kcalm. Z 3  (8.8)
For this calibration to be applied, it is still necessary to determine Kcat and P3. If two or more
measurements are made for which the corresponding values of Zs are known, then a best fit
estimate of /Kca and P3 can be obtained by solving the following linear system:
II) - 1 A 2Zil
2(2) _1 cal (2) (8.9)
L :jL J [Zsj (8.9)
Where similar parenthesized superscripts indicate the correspondence between a measured value
(Zm) and a known value (Zs).
The model for possible measurement error sources focused on a MQS sensor represented by a
two-port system, which would be equivalent to a single element sensor. Although many of the
sensors are arrays, which are described by many port networks, an exact analysis which includes
the effects of Z, and ZP2 would be cumbersome in this framework since the MUT properties
for each sensor would need to be simultaneously estimated in a much larger inversion problem.
However, for sensors with homogenous sensing elements, a reasonable approximation can often
be made by independently analyzing each element with the assumption that all other elements
are observing an identical MUT. The loading effects are then simply analyzed by multiplying
the term Z12 in equation (8.6) by the total number of elements and dividing the total equation by
the number of total elements. A set of calibration parameters Kc1a and ZP are then determined
independently for each sensing element.
For non-homogenous sensors with only a few element types, similar assumptions can be made,
although it is necessary to utilize a sensor representation in Figure 8-7, which contains an
additional port for each element type. However, as mentioned previously, the effect of Zp, and
ZP2 should be "second order" in nature for a well designed system and therefore an overly
complex analysis to produce higher order corrections to this "second order" error will generally
not produce improvements due to other "second order" errors in the measurement system.
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8.3.2 Calibration Methods
Obtaining measurements for which known values of Zs exist is an issue that still remains. One
possible method would involve the use of electrical references, which can simulate the terminal
response of a sensor and which have known values with sufficient accuracy. Though this is a
method which is used for the calibration of some measurement equipment, it has some
disadvantages. References with compatible terminal response values would be necessary for
each probe configuration due to various sensor terminal response value ranges, which would
require many references. Additional work is also required to maintain the integrity of the
electrical references, further requiring sufficiently accurate methods for characterizing the
references to be available. When references are scarce due to cost or availability, calibrations
which can easily be performed regularly before measurement, are more likely to be skipped in
practical use, lowering measurement performance.
The use of independent electrical references can be avoided by utilizing the sensor as the
electrical reference. If the agreement between the response predicted by numerical simulation,
and the actual response is sufficient, the requirement of a separate method for characterizing
electrical calibration references is avoided. Furthermore, by using the sensor, which will
ultimately be used in the measurement, during the calibration process, some degree of self-
compensation for possible manufacturing variability and unmodeled effects is achieved. This
self-compensation can assist in avoiding the need for exact characterization and calibration of
every sensor used for measurement.
In order to determine the values for Kcal and Z, 3 , at least two measurements with two
corresponding known responses with sufficient independence are required. One possible choice
is referred to as an "Air/Shunt" calibration. In this case, one of the measurements is carried out
in air, for which the predicted response depends on sensor geometry, sensor fabrication
materials, and the MUT. Since the MUT is composed of air, it has electrical properties that are
established with good precision and therefore introduces minimal error in the calibration. The
shunt part of the calibration is accomplished with a modified or specially fabricated variation of
the sensor. The shunt is designed to maintain an excitation that is consistent with the actual
sensor, while the sensing windings are decoupled from the measurement system resulting in the
known value Zs being zero.
Although this type of calibration is often the most convenient and repeatable, it may not always
provide a sufficient amount of calibration precision over the desired frequency range for which
sensor use is desired. This is a shortcoming of the simplicity of the model used to represent
possible sources of systematic measurement error. Several error sources are not exactly
compensated for by the linear scaling corrections, or the constant assumption of the parasitic
Z, 3. These sources include additional sensing element to excitation coupling which is not
modeled exactly and non-linearity within the measurement system. Unfortunately, obtaining the
correct model for some of these error sources is difficult. Also, constructing a very complex
model with too many parameters is undesired, since the number of calibration measurements
required would make the calibration operation cumbersome.
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An approach to dealing with these types of errors is to utilize a calibration which contains
measurements that are local to the desired region of operation for the specific measurements that
require the additional precision. The same mathematics for the calibration is applied, although
the assumption is that some of the nonlinear errors can be locally corrected by the estimated
parameters Kcal and ZP. For the calibration measurements to be local to the ultimate
measurements, they will need to be performed with a reference MUT that has properties known
to a sufficient accuracy and similar to the MUT under investigation. This type of calibration is
referred to as a "reference calibration", due to the use of MUTs with known properties. Since at
least two measurements are still required, either MUTs with different properties are required, or
a property such as the distance from the sensor to the MUT can be altered in a known way.
The disadvantage of this type of calibration technique is the introduction of errors due to
uncertainties in MUT properties. For example, the electrical properties of most metals have a
temperature dependence. Even if sufficiently precise values of a metal's electrical properties are
known, a lack of compensation information for temperature can introduce error. Additionally
references may have spatially varying properties, which may also be anisotropic and therefore
the sensor response will be dependent on sensor's location and rotation. There is also generally
some uncertainty in the lift-off (exact distance from the sensor to the MUT), which may be
dependent on contact pressure. However, many of the repeatability errors introduced can be
overcome by repetitive measurement or by careful control of the calibration measurement.
Errors due to uncertainty in absolute values of the references are often of less importance since
many times the goal of a measurement may be to characterize one MUT with respect to another
of approximate known value.
Excitation ..
- - - I _ -I
Figure 8-8: Possible sources of measurement error for EQS sensors consisting of: parasitic
excitation admittance YI, parasitic ground plane admittance ,p2, parasitic sense electrode
admittance Y•3, parasitic coupling Yp4, errors in excitation measurement gain KD, and errors in
sensing element signal measurement gain KN.
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8.3.3 EQS Calibration Model
A model, which is analogous to the MQS model for sources of measurement error, is presented
for the EQS system in Figure 8-8. The complex scale factors which contain the effects of
uncertainties in electrical component specifications are again introduced in the measurement of
excitation and sensing signals. The single sensing element sensor is characterized by its
complete three-port representation to allow for the possibility of non-ideal terminal constraints.
The admittances of several possible series parasitics are shown and represented by Yp, Yp2, and
2p3, while parasitic coupling between the excitation signal and measured sense electrode currents
are represented by 1p4.
Many of the parasitics shown can often be ignored, due to both the typical frequency of
operation and the sensor/MUT configurations encountered. Since the sensor is usually not
placed in direct electrical contact with the MUT, in addition to the MUT usually being
significantly more insulating than the materials from which the sensor's electrodes and
interconnections are fabricated, series parasitics 2pl, Yp2 and Yp3 can generally be ignored. This
is due to the essentially infinite admittance of the parasitics as compared to the sensor
admittances which include series capacitance in the coupling between electrodes. Although, at
high frequencies the admittances of the sensor continue to increase, while inductive effects in
electrical connections can cause these parasitic admittances to decrease; this is not the typical
mode of operation. The parasitic quantity 1 j3 is also ignored due to the virtual ground provided
by the active electronics in the measurement of .1,, which results in a high admittance to the
ground reference.
When these parasitics are ignored, only KN , 1 D, and Yp4 affect the measurement of the sensor's
response. The relationship between the sensors excitation VD and sense electrode current Is is
also simplified by the resulting terminal constraints. The measured transadmittance can then be
related to the sensor's response as:
Y - = -= [ DS P4 ) (8.10)
D KD
By lumping together complex scale factors, the sensor response can be determined from the
measurement as:
YDS =Klim - P4 (8.11)
where Kca, and PP4 can be determined from calibration measurements and solving the following
linear system:
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Ir IDS
2) cal ) (8.12)
The similar parenthesized superscripts indicate the correspondence between measured responses
Ym and known responses Yas. Possible methods of obtaining these known values are similar to
those previously described for MQS sensors.
Calibration models for multiple sensing electrode sensors follows in a manner similar to those
described for multiple sensing element MQS sensors. However, when the parasitics ,pl , p2 and
P3 are ignored, this is simply handled by determining unique values of Kcal and YP4 for each
sensing element.
8.4 Instrumentation Measurement Error Analysis
An understanding of the errors in the impedance measurement and their dependency on
instrument settings and other factors is important for both predicting measurement capability and
intelligently optimizing measurement parameters (e.g., frequency, sensor configuration,
measurement duration). These impedance errors can be lumped into two primary groups:
uncertainty error and bias error. Uncertainty errors are manifested in the deviation of a single
measurement from the expected value which would be obtained as the mean of an infinite
number of measurements, while bias errors represent the deviation of this expected value from
the true value.
The concept of uncertainty error is similar to that of measurement precision or repeatability. In
quantifying this type of error it is important to consider the time scale over which the
quantification applies. For example, one may consider only the deviations from the expected
value, which are observed within several hours. This however may not be representative of the
deviations that may be observed over several days or months. Any type of error which is not
truly constant may be considered a contributor to uncertainty error.
Since the calibration techniques utilized (discussed elsewhere) are generally of sufficiently short
duration that they can be repeated on the order of each hour, between measurements, this interval
defines at least one time scale of interest for evaluating uncertainty errors. In this case it would
generally be assumed that the calibration process would compensate for the larger uncertainty
errors that may be observed over larger time scales. However, other factors, such as calibration
repeatability due to setup error and errors in determining the expected value of the measurement
for calibration, would result in some bias error variability. Nonetheless, uncertainty errors will
generally be considered here over time scales on the order of an hour.
There are many causes of uncertainty error on this time scale which include sources such as:
thermal noise in electronics, jitter in oscillators, and ambient electromagnetic fields (EMF).
Although some of the errors induced by these sources could theoretically be accounted for if
their instantaneous exact values were known, this is generally not possible since their values are
time-varying in a nondeterministic way and cannot be independently measured. However, the
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cumulative structure of the uncertainty error resulting from these sources is easy to evaluate by
taking a sufficiently large sample of measurements, while keeping the expected value of the
measurement constant.
Bias error is comparatively more difficult to evaluate than the uncertainty error since the true
value is often not exactly known. Also, no number of repeated measurements (under constant
conditions) will give any better estimate of the true value, such that the bias error can be better
evaluated (although the estimate of the expected value is improved). Bias errors also tend to be
more dependent on the true value of the measurement, than uncertainty error, which can often be
described by a constant distribution under certain conditions. This is due to the fact that they are
often caused by non-linear effects (it is assumed that linear bias errors are dealt with during
calibration), such as: non-linear electronic device transfer functions, unmodeled parasitics, and
manufacturing errors in sensor parameters. Since bias errors can only be quantified against an
assumed true value, they are not focused on in this analysis, though they are the ultimate
measurement limitation, when measurement duration is not limited.
8.4.1 Uncertainty Error Estimation
The uncertainty error in the measured impedance (for the following discussion, impedance will
be used generically in place of transimpedance and transadmittance) is due to the uncertainty
error in the variables used in its calculation, which are found in (8.5). Since the impedance is
complex, it represents two functions of random variables, one corresponding to the real part and
one corresponding to the imaginary part. Each of the random variables involved in the
expression for the impedance can be broken up into an expected value plus a noise component
as:
DN cal (8.13)(br+)+j bi +4 )
Where XDN represents either the complex transimpedance or transadmittance between drive and
sensing element, N, and N, are the real and imaginary parts of the complex amplitude
representation of the measured signal from any channel, Dr and D, are the real and imaginary
parts of the complex amplitude representation of the measured excitation, the over-bar indicates
the expected value, and the tilde indicates a noise component.
The noise is assumed to result in an incremental change in the measured value XDN from its
expected value such that equation (8.13) can be linearized with respect to the noise quantities as:
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S= K r + jN1
Dr + jDi
S+ bi + 3r2 +,+ (f
BfF+ 1rj+(-D -5 + B,2) , +2NrDDi] [-D2 +B2) r -2N,DrQ D,
+J + N-2 F'r+  "i + " 2r+ 2 Oi
(8.14)
If the noise sources are assumed to be independent random variables and the standard deviation
of the real and imaginary parts of the noise component of the signal are assumed equal with a
value ao and the standard deviation of the real and imaginary noise components of the measured
excitation are assumed equal with a value D', then the variance for both the real and imaginary
components of XDN can be expressed as:
+ A 2k2 1 N (8.15)
The assumption of independence for the random variables is reasonable for noise sources such as
thermal noise since the random variables are either from different signal paths or measured at an
independent time, in which case one would not expect any correlation. Other noise sources such
as ambient EMF may create instantaneous noise components in the random variables which may
be correlated, however in practice it is expected that these noise sources would only be
significant in the random variables representing the sensing element signal measurement.
Assuming this ambient EMF is not greatly structured (e.g., synchronized with the sensor
excitation) no significant correlation should be observed. Other correlation, which may be
present in the random variables, such as an increase in the magnitude of the excitation signal,
resulting in an increase in the magnitude of the measured signal are automatically cancelled in
the calculation of impedance. The assumption of equal variance between real and imaginary
components for the signal and for the measured excitation is based on the fact that identical
signal paths are utilized in their measurement.
In order to test the assumptions used in arriving at (8.15) and validate the relation, experimental
instrument data was taken. Although the obvious approach to this task may seem to proceed by
directly measuring D and N in order to obtain the standard deviation quantities oD and oa
under various conditions, this is not the approach taken. This is due to the fact that some of the
variability in the components of D and 1N is due to changes that tend to cancel in the
calculation of XDN. For example, a slight change in the excitation level, over the time interval
during which the standard deviation characterization is made, may result in an increase in the
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standard deviation of D and N, but may not change the standard deviation of XDN due to the
canceling changes in D and N. To avoid the additional complexities of trying to separate out
correlated changes, which do not induce noise in the impedance, direct calculations of 0 D and
aN from D and N are avoided.
The approach utilized, evaluated ax (based on 1000 data points) at various operating points
consisting of different values of IDo and INI for which a best fit aD and a• were calculated for
the set of data, when used in (8.15). The success can then be judged by the correlation between
the measured ax and that calculated using the best fit parameters aD and 0 N. The
measurements were conducted with the instrument excitation directly connected to the input
ports for the measurement of D and N, such that the instrument noise levels could be
established in the absence of noise sources present in the sensor and probe. Since the absolute
value of ax will ultimately depend on the impedance to which the instrument is calibrated,
presented values are effectively normalized by setting /Ka, =1. The noise sources may have
nonuniform spectral energy distributions and therefore measurements were made at four
frequencies, covering three decades in frequency, for which unique values of aD and rN were
estimated as shown in Table 8-1. From this table it is useful to note that rD and aN are
relatively close, which is expected since the measurement paths for the signals represented by D
and N are equivalent in structure for the instrumentation configuration used in this experiment.
Table 8-2 compares the actual standard deviation to those calculated by the best fit parameters at
various IDI and INI and indicates the relative error in the fit for each point. Figure 8-9, also
serves to evaluate the quality of the correlation between actual standard deviation and calculated
standard deviations. The results appear to be sufficiently accurate for approximating the noise
behavior over a wide range of operating conditions.
10.00 kHz 100.0 kHz 1.000 MHz 10.00 MHz
CYN 2.12E-03 2.09E-03 2.12E-03 1.99E-03
aD 2.22E-03 2.13E-03 2.14E-03 2.66E-03
Table 8-1: Estimated standard deviation of instrument input measurement noise at four
frequencies. The standard deviations at each frequency were determined as the best fit for data
taken under several operating conditions with the instrument excitation directly connected to
input channels, such that no probe or sensor noise was introduced.
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Actual Calculated
IDI INI Impedance Impedance
(% Full Scale) (% Full Scale) STDEV STDEV Error
88.06% 87.71% 3.36E-05 3.48E-05 3.51%
69.99% 93.24% 5.19E-05 5.20E-05 0.20%
93.52% 69.80% 2.85E-05 2.88E-05 0.75%
47.55% 88.08% 9.52E-05 9.74E-05 2.26%
24.06% 87.03% 3.58E-04 3.45E-04 -3.64%
87.30% 24.00% 2.58E-05 2.52E-05 -2.13%
53.39% 52.95% 5.81E-05 5.72E-05 -1.41%
28.89% 28.86% 1.03E-04 1.06E-04 2.66%
74.71% 74.35% 4.02E-05 4.10E-05 1.85%
26.51% 57.37% 2.00E-04 1.98E-04 -0.73%
57.54% 26.44% 4.07E-05 4.09E-05 0.45%
72.88% 81.26% 4.50E-05 4.47E-05 -0.56%
81.50% 72.67% 3.66E-05 3.56E-05 -2.66%
25.50% 69.38% 2.53E-04 2.51E-04 -0.79%
69.59% 25.44% 3.30E-05 3.26E-05 -1.21%
1.000 MHz
Actual Calculated
IDI INI Impedance Impedance
(% Full Scale) (% Full Scale) STDEV STDEV Error
86.59% 86.25% 3.41E-05 3.47E-05 1.80%
68.85% 91.67% 5.11E-05 5.16E-05 0.95%
91.94% 68.66% 2.86E-05 2.89E-05 0.92%
46.79% 86.61% 9.58E-05 9.60E-05 0.24%
23.69% 85.59% 3.39E-04 3.39E-04 -0.11%
85.85% 23.62% 2.58E-05 2.56E-05 -0.46%
52.53% 52.09% 5.94E-05 5.71E-05 -3.84%
28.44% 28.41% 1.03E-04 1.06E-04 3.22%
73.48% 73.12% 3.97E-05 4.09E-05 3.07%
26.09% 56.45% 1.92E-04 1.95E-04 1.44%
56.61% 26.02% 4.30E-05 4.13E-05 -3.84%
71.68% 79.91% 4.75E-05 4.45E-05 -6.24%
80.14% 71.47% 3.58E-05 3.56E-05 -0.55%
25.10% 68.25% 2.51E-04 2.47E-04 -1.61%
68.46% 25.04% 3.22E-05 3.30E-05 2.45%
100.0 kHz
Actual Calculated
UDI INI Impedance Impedance
(% Full Scale) (% Full Scale) STDEV STDEV Error
87.60% 87.26% 3.41E-05 3.40E-05 -0.03%
69.63% 92.76% 5.06E-05 5.07E-05 0.24%
93.03% 69.45% 2.72E-05 2.83E-05 3.75%
47.30% 87.63% 9.55E-05 9.46E-05 -1.00%
23.94% 86.58% 3.41E-04 3.34E-04 -2.08%
86.85% 23.87% 2.55E-05 2.50E-05 -1.78%
53.12% 52.68% 5.84E-05 5.60E-05 -4.08%
28.75% 28.71% 1.00E-04 1.04E-04 3.42%
74.32% 73.97% 3.86E-05 4.01E-05 4.06%
26.37% 57.08% 1.89E-04 1.92E-04 1.89%
57.24% 26.30% 4.07E-05 4.04E-05 -0.79%
72.50% 80.84% 4.56E-05 4.37E-05 -4.24%
81.07% 72.29% 3.70E-05 3.49E-05 -5.62%
25.37% 69.03% 2.40E-04 2.43E-04 1.53%
69.23% 25.31% 3.17E-05 3.23E-05 1.62%
10.00 MHz
Actual Calculated
IDI INI Impedance Impedance
(% Full Scale) (% Full Scale) STDEV STDEV Error
76.45% 76.19% 4.35E-05 4.33E-05 -0.40%
60.84% 80.95% 7.96E-05 6.66E-05 -16.28%
81.14% 60.70% 3.13E-05 3.46E-05 10.50%
41.37% 76.50% 1.31E-04 1.28E-04 -2.50%
20.97% 75.61% 5.08E-04 4.66E-04 -8.27%
75.81% 20.92% 2.87E-05 2.80E-05 -2.64%
46.44% 46.07% 6.81E-05 7.11E-05 4.41%
25.16% 25.14% 1.14E-04 1.32E-04 15.50%
64.91% 64.63% 5.30E-05 5.10E-05 -3.80%
23.09% 49.91% 2.62E-04 2.63E-04 0.43%
50.03% 23.03% 5.01E-05 4.67E-05 -6.91%
63.33% 70.60% 6.64E-05 5.63E-05 -15.18%
70.78% 63.18% 4.14E-05 4.37E-05 5.61%
22.22% 60.33% 3.34E-04 3.37E-04 0.66%
60.49% 22.16% 3.98E-05 3.66E-05 -8.07%
Table 8-2: Comparison of actual impedance standard deviation with those calculated with best
fit parameters under various operating conditions for four different frequencies for a system
composed of an instrument only with no probe or sensor.
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Figure 8-9: Correlation of actual measured impedance standard deviation with calculated
standard deviation from best fit parameters for a system composed of an instrument only.
Unique best fit parameters crD and rN are estimated at each frequency from data taken at a
variety of input levels and used in (8.15) to generate calculated standard deviations.
With parameters estimated for a system composed of the instrument only, it is desired to now
include the noise sources found in the probe and the sensor. Measurements were conducted for
one possible probe and sensor configuration under various operating conditions in order to
characterize the impedance noise and estimate best fit parameters. The operating conditions
were varied by changing both the MUT and the excitation level of the sensor, so that
measurements over a wide range of operating conditions were obtained. The resulting best fit
parameters are found in Table 8-3. The standard deviations a, and arN are no longer
comparable due to the different signal paths associated with excitation measurement as compared
to sensing element signal measurement. Comparison of the fitted parameters with those obtained
for the instrument only, demonstrates the increase in noise resulting from the probe and sensor.
It can also be seen that the increase was dominantly in the element signal measurement as
opposed to the excitation measurement. This is somewhat expected due to the lower signal
levels present on the sensing elements, which require greater amplification, as compared to the
excitation signals for which measurement requires less amplification.
The quality of the expression used for estimating the standard deviation of the impedance is
again verified in Tables 8-4 and Figure 8-10. The agreement between the actual standard
deviations of the measurements and those calculated from (8.15) is again sufficient to justify the
assumptions made and allow a method of estimating noise levels under different operating
conditions.
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1.000 MHz 10.00 MHz
GN 5.43E-02 1.45E-02
TD 5.78E-03 4.28E-03
Table 8-3: Estimated standard deviation of input measurement noise at two frequencies with
one possible MQS probe and sensor combination. The standard deviations at each frequency
were determined as the best fit for data taken with an instrument connected to a probe and sensor
under various operating conditions imposed by changing MUT properties and sensor excitation.
Table 8-4: Comparison of actual impedance standard deviation with those calculated with best
fit parameters under various operating conditions for two different frequencies for a system
including an instrument, probe, and sensor.
1.000 MHz
Actual Calculated
IDI INI Impedance Impedance
(% Full Scale) (% Full Scale) STDEV STDEV Error
76.10% 75.11% 7.05E-04 7.18E-04 1.77%
76.29% 67.45% 7.07E-04 7.15E-04 1.25%
76.31% 57.85% 7.38E-04 7.14E-04 -3.20%
76.42% 40.31% 7.08E-04 7.12E-04 0.64%
76.47% 28.94% 6.97E-04 7.1 1E-04 2.03%
76.49% 23.73% 7.21E-04 7.11E-04 -1.45%
76.57% 16.25% 7.13E-04 7.10E-04 -0.38%
76.61% 11.41% 7.08E-04 7.09E-04 0.25%
56.27% 55.54% 9.86E-04 9.71E-04 -1.55%
56.37% 55.34% 1.00E-03 9.69E-04 -3.39%
56.37% 55.33% 9.72E-04 9.69E-04 -0.27%
56.39% 50.67% 9.62E-04 9.68E-04 0.58%
56.43% 43.22% 9.76E-04 9.66E-04 -1.02%
56.48% 29.95% 9.73E-04 9.64E-04 -0.92%
56.52% 21.58% 9.70E-04 9.62E-04 -0.84%
56.54% 17.15% 9.60E-04 9.62E-04 0.20%
56.57% 12.14% 9.82E-04 9.61E-04 -2.13%
56.58% 7.85% 9.56E-04 9.60E-04 0.49%
37.65% 37.17% 1.44E-03 1.45E-03 0.87%
37.72% 36.39% 1.46E-03 1.45E-03 -0.60%
37.74% 34.07% 1.44E-03 1.45E-03 0.11%
37.77% 28.67% 1.49E-03 1.44E-03 -3.30%
37.81% 19.85% 1.43E-03 1.44E-03 0.43%
37.83% 14.95% 1.43E-03 1.44E-03 0.77%
37.84% 11.17% 1.40E-03 1.44E-03 2.95%
37.85% 8.04% 1.43E-03 1.44E-03 0.52%
37.88% 5.40% 1.42E-03 1.43E-03 0.84%
18.45% 18.25% 2.92E-03 2.96E-03 1.53%
18.48% 18.12% 2.90E-03 2.96E-03 1.88%
18.49% 16.67% 2.92E-03 2.95E-03 1.11%
18.50% 14.29% 2.93E-03 2.95E-03 0.58%
18.52% 10.18% 2.92E-03 2.94E-03 0.82%
18.53% 7.29% 2.96E-03 2.94E-03 -0.98%
18.53% 5.55% 3.02E-03 2.93E-03 -2.74%
18.54% 4.02% 2.96E-03 2.93E-03 -1.01%
18.55% 2.53% 2.87E-03 2.93E-03 2.00%
10.00 MHz
Actual Calculated
IDI INI Impedance Impedance
(% Full Scale) (% Full Scale) STDEV STDEV Error
81.06% 74.78% 1.85E-04 1.85E-04 0.08%
81.65% 65.01% 1.88E-04 1.82E-04 -3.04%
81.85% 54.02% 1.80E-04 1.80E-04 0.13%
82.25% 33.98% 1.77E-04 1.77E-04 0.21%
82.54% 21.21% 1.78E-04 1.76E-04 -0.92%
82.81% 15.55% 1.75E-04 1.75E-04 0.32%
83.22% 8.21% 1.72E-04 1.74E-04 1.42%
83.41% 4.36% 1.77E-04 1.74E-04 -1.92%
59.43% 54.87% 2.63E-04 2.53E-04 -3.88%
59.80% 53.92% 2.40E-04 2.51E-04 4.41%
59.82% 53.94% 2.56E-04 2.50E-04 -2.00%
59.93% 48.67% 2.48E-04 2.48E-04 0.11%
60.10% 40.22% 2.47E-04 2.46E-04 -0.56%
60.40% 25.15% 2.41E-04 2.41E-04 0.17%
60.64% 15.81% 2.38E-04 2.39E-04 0.70%
60.83% 11.08% 2.45E-04 2.38E-04 -2.67%
61.15% 6.18% 2.39E-04 2.37E-04 -0.82%
61.20% 2.85% 2.30E-04 2.37E-04 3.03%
40.07% 37.02% 3.79E-04 3.74E-04 -1.06%
40.29% 35.61% 3.65E-04 3.71E-04 1.75%
40.35% 32.97% 3.62E-04 3.69E-04 1.97%
40.47% 26.82% 3.56E-04 3.65E-04 2.49%
40.66% 16.73% 3.60E-04 3.59E-04 -0.35%
40.81% 11.21% 3.59E-04 3.56E-04 -0.85%
40.97% 7.14% 3.53E-04 3.54E-04 0.18%
41.13% 4.08% 3.50E-04 3.52E-04 0.55%
41.16% 2.02% 3.55E-04 3.52E-04 -0.81%
19.58% 18.17% 7.75E-04 7.67E-04 -1.03%
19.69% 17.76% 7.51E-04 7.61E-04 1.35%
19.73% 16.12% 7.76E-04 7.55E-04 -2.67%
19.79% 13.41% 7.32E-04 7.46E-04 1.93%
19.88% 8.70% 7.49E-04 7.34E-04 -2.02%
19.97% 5.48% 7.06E-04 7.27E-04 2.98%
20.04% 3.62% 7.28E-04 7.23E-04 -0.66%
20.13% 2.14% 7.20E-04 7.19E-04 -0.08%
20.17% 1.04% 7.28E-04 7.18E-04 -1.37%
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Figure 8-10: Correlation of actual mehured impedance standard deviation with calculated 
standard deviation from best fit parameters for a system composed of an instrument, probe, and 
sensor. Unique best fit parameters a, and a, are estimated at each frequency from data taken 
at a variety of input levels. . .(. 
The techniques described, up to this point, can be repeated for different probe and sensor 
combinations to build a library of parameters a, and a, over a range of frequencies. However, 
.. it seems reasonable that the noise sources for electronically similar probes, which differ simply 
by gain settings, may be constant, if corrected for the gain differences. This would allow the 
characterization of a single implementation of a probe type to be used for other probes of the 
same type with different gain configurations. In practice this would reduce the work associated 
with characterizing each probe type and act as a model for estimating noise for performance 
simulations. 
The schematic of Figure 8-1 1 represents a simplistic representation of possible noise sources 
within the system composed of the instrument, probe,. and sensor. Although the noise sources 
- are distributed t.hrough~ut.the various internal stages of the hstrument and probe, they have been 
, , 
, . lumped at the inputs of each. Since the instrument configuration is generally not altered, the 
exact distribution of noise sources is not important here. However, for the probe, alteration of 
the gain will generally require alteration of the distribution of gain among the distributed noise 
sources within the probe., To be exact, this would require a model more closely matching the 
implementation of the probe, although, as an approximation, most of the noise can be attributed 
to the input stage, for which the simplified model can be applied. ~i; r 12 ? J- ,+ t; . : I ; ;. I :.) . - , .. , ' 
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Figure 8-11: Simplified model of noise sources within the measurement system
instrument, probe, and sensor. Each noise source is characterized by its standard
assumed to have a mean value of zero.
composed of an
deviation and is
Based on the simplified model for the noise sources, equations for the standard deviation of the
noise in the measured excitation and sensing element signal can be determined as follows:
a 2 = G2 2 2D D PD + ID
a = G a +arPN)+am207 N P CL
(8.16)
(8.17)
where 0 'D and a-m are the standard deviations of the internal instrument noise sources, a-PD and
UPN are the standard deviations of the internal probe noise sources, o s is the standard deviation
of noise pickup up at the sensor sensing element, and GD, GN are probe gain settings.
1.000 MHz 10.00 MHz
GN 1500 1500
GD 2.3 5.1
oiN 2.12E-03 1.99E-03
1ID 2.14E-03 2.66E-03
(S + PN) /2  3.62E-05 9.56E-06
CPD 2.33E-03 6.59E-04
Table 8-5: Summary of parameters for estimating the noise in similar probes with different gain
configurations, along with the gain configurations utilized in the measurements from which these
parameters were obtained.
The quantities ,-D and a-N are equivalent to cD and aN which were obtained with the
instrument configured without a probe and sensor as described previously, since the other noise
sources are removed and therefore equal to zero. If it is assumed that the noise introduced by the
sensor is negligible or at least constant for the sensors of interest, then it is not necessary to
determine a s and rpN independently, instead they can remain lumped together; otherwise
additional measurements would be necessary. Based on knowledge of the gain settings utilized,
aD and a N which were obtained with the probe type of interest, the unknowns caPD and
Instrument
Excitation
*-+)_D Measurement (a,)
Noise
Noi Measurement (a,)
SNoise
(a,)
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ol-P + oS' are easily obtained. The gain configurations used in the measurements, along with
calculated parameters are summarized in Table 8-5.
8.4.2 Uncertainty Error Structure
In addition to the standard deviation of the error in the measured impedance, the structure of the
error is also of interest. This structure is best described by a probability distribution function
(PDF) which contains information about the likelihood of obtaining a certain amount of error in
the measurement. An understanding of the distributions produced by the measurement
instrumentation can serve as both an indicator of anomalous instrument behavior and also be
used to motivate the choice of properties of inversion methods utilized.
Although the exact PDF is difficult to obtain, since it would require extensive knowledge of the
underlying PDFs found throughout the instrument, a reasonable approximation can be obtained
empirically due to the speed and simplicity with which a large number of measurements can be
made. The effect of varying instrument settings, including frequency and measurement duration,
on the PDFs is also of interest. Measurements were performed with the instrument only
(excitation directly connected to measured excitation and channel signal inputs), at four
frequencies including 10.00 kHz, 100.0 kHz, 1.000 MHz, and 10.00 MHz and over a wide range
of measurement durations. One thousand data points were included in the approximation of the
PDF for each frequency and measurement duration. Additional measurements were performed
at a single frequency of 1.000 MHz with both a probe and sensor attached over a range of
measurement durations.
The results of measurements for the instrument only are presented in Figures 8-12 through 8-15.
The PDFs for both the real and imaginary part of the impedance measurement are presented for
each frequency and are compared for a short, medium, and long duration measurement. The
distributions can be seen to have an envelope which can be considered similar to that of a normal
distribution for all frequencies and measurement durations. The distributions appear increasingly
discrete at larger measurement durations, due to the reduction of noise to the point where
quantization effects of the digitization process are pronounced. Also important to observe is the
similarity in the distributions between the real and imaginary components, including the standard
deviations of the error at the same frequency and measurement duration.
The characterization of the PDF with the inclusion of a probe and sensor is presented in Figure
8-16. Again, the distributions appear to match that of a normal distribution. The quantization
effects that were apparent with the instrument only configuration are no longer observable at the
scale used, due to the increase in the standard deviation, although there are some vertical
quantization artifacts due to the choice of binning intervals used for the histogram approximating
the PDF (more measurements or wider bins would tend to smooth the envelope without changing
the general shape).
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Figure 8-12: Probability density of measurement error at 10.0 kHz with impedance analyzer
configured for direct measurement of its excitation output (no sensor or probe connected). The
error distribution of real and imaginary parts is shown for various measurement durations, which
are indicated on each plot along with the standard deviation of the distribution.
150
10
l1
366
•t't
n 0
-!I 6 I I i i
ILlL_
-L -
8.4 Instrumentation Measurement Error Analysis
150!
100.0 kHz
Acq. Time: 00.02 ms
Meas. Time: 03.52 ms
100 STD: 0.0223 % Error
50
0 --------
-0.1 -0.05
700 --• -
100.0 kHz
600 Acq. Time: 01.A
500 Meas. Time: 05
STD 0.0042 %
400
300-
200-
100n -
n- L--L
-0.015 -0.01 -0.005
1000 -
100.0 kIHz
8(
6
4(
21
100.0 kHz
Acq. Time: 00.02 ms
Meas. Time: 03.52 ms
100 STUD 0.0219% Error
0 0.05 0.1
700
600
500
400
0 0.005 0.01 0.015
00 Acq. Time: 163.84 ms
Meas. Time: 411.23 ms
STD: 0.0028 % Error00-
00
00-
0 - . L
-0.01 -0.005 0 0.005
Error in Real Part (% of Full Scale)
-0.05
III'
0 0.05
100.0 kHz
Acq. Time: 01.28 ms
Meas. Time: 05.78 ms
STD: 0.0044 % Error
300
200
100
-0.015 -0.01 -0.005
-0.015 -0.01 -0-005
1000
800
6
4
2
0.01.
0.005 0.01 0.015
100.0 kHz
Acq. Time: 163.84 ms
Meas. Time: 411.23 ms
STD: 0.0029 % Error
00
00
00-
-0.01 -0.005 0 0.005
Error in Imaginary Part (% of Full Scale)
0.01
Figure 8-13: Probability density of measurement error at 100.0 kHz with impedance analyzer
configured for direct measurement of its excitation output (no sensor or probe connected). The
error distribution of real and imaginary parts is shown for various measurement durations, which
are indicated on each plot along with the standard deviation of the distribution.
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Figure 8-14: Probability density of measurement error at 1.00 MHz with impedance analyzer
configured for direct measurement of its excitation output (no sensor or probe connected). The
error distribution of real and imaginary parts is shown for various measurement durations, which
are indicated on each plot along with the standard deviation of the distribution.
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Figure 8-15: Probability density of measurement error at 10.0 MHz with impedance analyzer
configured for direct measurement of its excitation output (no sensor or probe connected). The
error distribution of real and imaginary parts is shown for various measurement durations, which
are indicated on each plot along with the standard deviation of the distribution.
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Figure 8-16: Probability density of measurement error at 1.0 MHz with impedance analyzer
connected to one possible MQS probe and sensor configuration. The error distribution of real
and imaginary parts is shown for various measurement durations, which are indicated on each
plot along with the standard deviation of the distribution.
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8.5 Summary of Chapter 8
The width of the PDF was seen to decrease with measurement duration, as would be expected
due to the narrower pass band which results in the frequency domain, thereby limiting the noise
energy in the measurement. Since the width of the distribution can be characterized by the
standard deviation of the measurements, a comparison of the standard deviation of the
impedance as a function of both the actual acquisition duration and of the total measurement
duration is presented in Figure 8-17. The total measurement time is always greater than the
acquisition time for a specific duration setting, due to other "overhead" which exists in the
measurement cycle. This becomes very apparent at the shorter duration settings, where the
measurement time appears to reach a lower limit, although the standard deviation continues to
increase. Also significant is the similarity of the curves for the instrument only configuration
over the wide frequency range. The inclusion of the probe and sensor chosen for this analysis
can be seen to introduce almost an order of magnitude increase in noise over the best
performance expected by the instrument. Additionally, in the case of the instrument only, a
diminishing reduction in the standard deviation with increased duration setting is observed at
larger measurement durations. These curves can be used to judge the relative tradeoff between
measurement uncertainty and measurement duration for use in measurement optimization.
8.5 Summary of Chapter 8
This chapter begins by discussing the desired characteristics of the instrumentation used for
measuring the terminal response of MQS and EQS arrays. Due to channel count, speed, and
performance limitations of commercially available instruments, a more appropriate instrument
architecture was developed. The functionality of this design was discussed and the resulting
hardware was shown along with probes for interfacing both MQS and EQS arrays.
In order for the instrumentation to provide useful impedance data for estimating material
properties, it is necessary to calibrate the instrument data. Several calibration methods were
presented for both MQS and EQS sensors. Some of these methods utilized only measurements
of the sensor response in air while others included the use of a specially connected sensor; the
benefit of such methods is the absence of any specific reference part or material. In cases where
these methods do not result in the desired measurement on the MUT, additional methods which
included the use of MUTs with specified values were discussed. Models designed to achieve an
improved calibration by incorporating parasitics caused by sensor cabling and connections were
also presented.
An error analysis of the instrument included models for predicting noise from empirically
measured noise parameters. The noise model was used to predict the error under a variety of
conditions and a good correlation between predicted and measured noise errors was shown.
Additional statistical analysis demonstrated the noise was approximately Gaussian and the
dependence of the standard deviation of the noise on measurement time was plotted.
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Figure 8-17: Standard deviation of error in the real and imaginary parts of the impedance
measurement as a function of acquisition time and as a function of measurement time.
Measurement time is the total time required to complete the measurement before another
measurement can be started, while acquisition time is the portion of measurement time for which
data is being acquired. Data is shown for the direct measurement of the impedance analyzer
excitation output, and for one possible MQS sensor and probe configuration.
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Chapter 9
Summary and Conclusions
9.1 Summary
The primary objective of this thesis has been to improve quasistatic techniques for
nondestructive interrogation of materials by integrating multiple sensing elements into a single
sensor unit. Placing multiple sensing elements within the same sensor footprint provides several
performance improvements over single sensing element sensors. These include the ability to
resolve spatial variations in material properties with the sensor placed in a stationary location.
The scanning performance of the sensor is also improved by providing a greater area of material
coverage for each scan pass without losing spatial resolution. Intelligent placement of multiple
sensing elements can provide for the estimation of material properties that would otherwise be
inseparable from other material properties using a single sensing element; in other cases multiple
sensing elements can provide a reduction in material property errors. Both MQS and EQS
sensors containing multiple sensing elements were successfully developed in this thesis. The
following measurements demonstrate an MQS array in which multiple sensing elements were
utilized for scanning performance:
e Imaging of metal loss due to corrosion (Section 4.2.1)
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Imaging of multiple thickness properties for a multi-layered structure (Section 4.2.2)
, 11 12 13 14 0 1 2 3 4 1 10 11 12 13 1
aI , -,I l I - -- 1
Measurements which utilize multiple sensing elements within an MQS sensor for determining
otherwise inseparable properties were also made:
* Frequency dependence of the complex magnetic permeability for several ferromagnetic
fluids (Section 4.2.3)
10e
Frequency (Hz)
* Complex magnetic permeability dependence on magnetic particle
based ferrofluid (Section 4.2.3)
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Both spatial resolution and property separation capabilities of a multiple element MQS sensor
were used in:
* Imaging of the adsorption of a ferrofluid into cornstarch (Section 4.2.3)
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9.1 Summary
Several measurements were also made using a multiple element EQS sensor for determining
otherwise inseparable properties:
* Permittivity measurement of uniform dielectrics (Section 6.2.1)
* Permittivity measurement of Teflon as a function of pressure induced lift-off
change (Section 6.2.1)
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* Permittivity and thickness measurement of Teflon backed with glass (Section 6.2.2)
In achieving the objective of incorporating multiple sensing elements into sensors, a number of
other significant developments were necessary and are reflected in the ability to carry out the
preceding measurements. The first of these lies in the ability to accurately model the sensor
structures which resulted from new and enhanced sensor designs. Previous work by many
researchers has focused on models for predicting the response of spatially periodic MQS and
EQS sensors to layered-media materials. Although the governing equations and solutions did not
restrict the sensor's conductors to a single plane or fixed geometry, the formulations of existing
semi-analytic solutions included these limitations. Therefore, more general formulations were
developed for extending these modeling techniques to encompass the new sensor structures in
addition to other potential sensor designs. A long wavelength approximation based on the
spatially periodic methods was also successfully applied to aperiodic sensors. The terminal
response predicted by these models was required for all layered-media or approximate layered-
media property estimations. These models also were used to understand the electromagnetic
fields associated with various sensors, such as in Section 3.2.2:
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While extensions of modeling techniques allowed for improvements in the agreement between
the predicted sensor response and the actual sensor response, improvements also resulted from
changes in sensor designs. This was accomplished by changing several difficult-to-model
aspects of the sensor geometry, such that electromagnetic fields associated with the sensing
elements appear closer to those of the model's idealized representation. Many of these aspects
are of equal concern for single and multiple sensing element sensors, and therefore, in the case of
!
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MQS sensors, design improvements were first explored for single sensing element sensors.
Design changes discussed in Section 3.1, for addressing finite extent, finite periodicity, and net
dipole moments, produced the following single element sensor:
Representative measurements on a range of material structures demonstrate
this sensor:
Conductivity 
measurement 
of uniform metals (Section 3.5.1)
Conductivity 
and thickness 
measurement 
of thin metals (Section 3.5.3)
Coating conductivity coating thick t
simulated metal on metal coatings (Section 3.5.4)
the capabilities of
measurements of
With the development of multiple element sensors and corresponding modeling techniques, the
application of these sensors to real measurement problems requires instrumentation for
converting the sensor's terminal response to numerical impedance values. In the case of single
element sensors, which represent two-port devices, any of several commercially available
instruments can provide the required capabilities. However, sensors presented in this thesis
contain up to 37 sensing elements and create the demand for specialized instrumentation. In
order to take full advantage of the multiple element sensors, the development of a parallel
architecture instrument is discussed in Section 8.1 and 8.2; this instrumentation is utilized for all
measurements presented in this thesis.
N*lI ChY *
Due to variations in electronic components from which the instrumentation is constructed and
due to difficult-to-model parasitics, it is not reasonable to expect sufficiently accurate impedance
values based on nominal component values. Therefore, a method of calibrating the impedance
values produced by the instrument was developed in Section 8.3. These methods are based on
models of the sensor's connection to the instrumentation and may include known values for
properties of the connection. However, all calibration techniques utilize measurements of the
sensor response on known materials or with specially connected sensors. In order to demonstrate
the robustness of the measurement system, all measurements presented in this thesis were based
on calibrations using measurements of the sensor response in air and in some cases additional
measurements with a shunted sensor. By utilizing only the very accurately known
I
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electromagnetic properties of air (free space), which are generally quite different than properties
of the MUT, the material properties estimated have less of a predisposition for returning
expected values than if similar materials were used in the calibration. Therefore, favorable
measurements based on this calibration technique are extremely valuable in the validation of all
measurement system aspects.
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In addition to the developments required for the incorporation of multiple sensing elements,
several ancillary developments exist in this thesis:
1. Of greatest significance is the joining of the current density distributions determined by
layered-media models with a perturbation technique for predicting the effects of notch-like
voids on the response of an MQS sensor. This method is introduced in Chapter 5 with the
goal of providing a sufficiently accurate response prediction while gaining a computational
advantage over traditional three-dimensional analysis tools (e.g., FEM). Simulation results
are presented for both a hypothetical current distribution and in comparison to actual
measurements on notches and cracks:
* Scanning measurement of EDM notches and comparison with simulated impedance response
(Section 5.3.1)
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* Scanning measurements of cracks and comparison with simulated impedance responses
(Section 5.3.2)
Discrepancies between the predicted responses and measured responses on notches with
accurately known dimensions lead to the development of a method for introducing complex
correction factors. The correction factors determined from notch measurements are then
utilized for comparisons of measurements on actual cracks. The measured crack responses
are compared to simulated notches of various length and depth and the match is characterized
in terms of a single scalar error metric from which a prediction of crack size can be made.
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Energy Error (%)24 mils Length 30 mils Length 34mins Length 40 mils Length
Depth 316 3.16 316 3.16 316 3.16 316 3.16(mils) kHz MHz Avg. kHz MHz Avg. kHz MHz Avg. kHz MHz Avg.
4 52.3 52.8 52.5 41.3 42.5 41.9 35.9 37.6 36.7 29.4 31.9 30.7
6 29.7 31.2 30.4 16.7 19.0 17.9 11.4 14.1 12.7 7.2 10.4 8.8
8 14.7 16.8 15.8 5.7 7.2 6.5 4.6 5.7 5.1 10.3 9.9 10.1
10 7.2 8.7 7.9 6.1 4.5 5.3 15.3 10.3 12.8 38.8 27.5 33.1
12 5.4 5.1 5.3 16.4 8.4 12.4 39.9 23.8 31.9 88.3 57.6 73.0
14 7.6 4.4 6.0 33.2 16.1 24.6 74.0 42.0 58.0
2. Methods for predicting errors in estimated material properties are important for both
determining the likelihood of a success in a specific measurement application and for
optimizing sensor and measurement parameters. The errors in these property estimations can
typically be divided into two types. Uncertainty errors or noise describe the deviation about
an expected value that would result from the average of an infinite number of measurements,
while the term "bias error" is used to describe the difference between this expected value
from the true value. Section 3.3 develops rapid methods for relating sensor response noise
errors, sensor response bias errors, and assumed material properties errors to errors in
estimated properties. A model for relating noise errors in the measured sensor response to
fundamental noise parameters of the instrumentation is derived in Section 8.4. Several
measurements are made to extract these fundamental noise parameters; the correlation
between measured noise errors and predictions based on the extracted parameters are
presented.
While noise error can be easily determined empirically, bias errors often present a special
challenge due to the lack of an accurately known material property value. As one possible
method for sidestepping this problem, a method of approximating impedance bias error
bounds by assuming a uniform material rather than by knowing a specific property value, is
presented in Section 3.5.2. In Section 3.5.3 these bias error bounds are then utilized for
predicting error bounds on the estimation of multiple material properties including thickness;
since the thickness can be evaluated using a separate method, the usefulness the bounds was
evaluated.
Although many bias error values cannot be determined easily, in some cases the bias errors
are present in assumed properties for which actual bounds can be determined. Errors in
sensor geometry due to manufacturing tolerances represent such a case and are studied in
Section 3.4.2.
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3. In addition to the formulation of layered-media models required for the new sensor structures,
governing equations and analytic solutions for layers with a linear conductivity were also
developed in Section 2.1.2. The resulting solutions were formulated into transfer relations
which relate the complex amplitudes of electromagnetic quantities at the boundaries of the
layer. Validation of the solution was achieved by using multiple uniform layers to provide a
piecewise constant approximation to the linear variation. Comparisons of the convergence of
this piecewise constant solution to the linear solution as the number of pieces was increased
and comparisons of computational time, indicate speed and accuracy tradeoffs between both
methods.
x =
Fx]
I
Lnwa Uniform Layer Approximation
Variation
4. Larger variants of both MQS and EQS sensors can also be found in this thesis. In the case of
the large multi-element EQS sensors, a discussion of design issues and a presentation of
fabricated sensors are included in Section 6.3. Chapter 7 focuses on larger MQS sensor
arrays and includes both a discussion of design issues and a fabricated sensor. The magnetic
fields for this sensor are also calculated and a uniform field approximation is applied in
predicting the response of the multiple sensing elements to spheres.
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9.2 Conclusions
The culmination of most every development presented in this thesis lies in the range of
successful measurements carried out. These measurements required each aspect of the
measurement system, which includes theoretical models, instrumentation, and algorithms, to
perform satisfactorily. The ability to produce images of absolute material properties using sensor
arrays was successfully demonstrated.
Although uniform layered-media models were utilized for predicting the response produced by
each sensing element or group of elements, measurements demonstrated that in many cases this
is a practical method of approximating materials with surface coordinate dependent variation in
.C=O I I
a.a
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layer properties. In the more extreme cases of notches and cracks, the computational advantages
of layered-media models were again harnessed by combining their simulated eddy current
distributions with a perturbation model for rapidly approximating the sensor response. The
ability to compare the responses with actual measurements makes the method worthy of
consideration among other possible three-dimensional simulation tools.
The instrumentation developed played a key role in taking the multiple element sensors from the
state of being devices with hypothetical value, to a state of having real practical use. Though not
immediately evident from the stationary figures of this thesis, the ability to rapidly measure a
sensors terminal response across many channels has allowed measurements to be made at speeds
acceptable to those performing NDE on a regular basis. Of significant importance is the fact that
this speed advantage has not come as a result of a sacrifice in accuracy. The accuracy produced
by calibration using only measurements of the sensor response in air has been demonstrated. In
many cases this can eliminate the need for other highly accurate material standards.
The practical use of portions of this work has also been demonstrated in many other
measurement applications not presented; a number of these applications are listed in [35-66].
The developments in this thesis make significant contributions to the area of quasistatic NDE
techniques.
In addition to the direct application of this research to quasistatic measurement techniques, this
work has value in other disciplines. For example, the models formulated for predicting the
sensor response to layered-media may also be used in the development of microstrip and strip-
line transmission lines or in the development and simulation of microelectronic devices. On a
more macro-scale, layered-media, large MQS sensors, and notch simulation techniques may be
useful in the areas of geology and geological exploration.
While the details of this research may be less portable to other areas, the methodologies used
here for handling sensor arrays may be of more general interest. These methodologies include
the calibration of sensor arrays using physically-based models to simulate the sensor response,
and the prediction of errors. The use of arrays can be found in many sensing technologies
including: acoustic, optical, thermal, pressure, antenna, chemical, etc. Therefore, a great number
of opportunities exist for applying similar techniques specialized to specific sensing methods.
While the method for modeling a notch as a perturbation can be readily adapted to other
geometries, the methodology for analyzing a change in geometry or constitutive relation in a
confined region also occurs in other fields of study and may be of interest for rapid simulation
applications.
9.3 Future Work
In the course of this work, several areas have evolved for which greater attention may be
focused.
9.3.1 Perturbation Model for Notches
The perturbation model contains both mathematical and practical areas of exploration. In
comparing measured and predicted responses, it was necessary to introduce complex correction
factors. At present, it is unclear whether this was necessary as a result of an error in the
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unperturbed current distribution produced by the layered-media model, a mathematical error in
the perturbation model development, an error in implementing the perturbation model, a
limitation of the perturbation approximation, etc.
Direct comparisons of the perturbation method with other methods such as FEM are also desired.
These comparisons should help determine in which regimes the perturbation model may offer
significant computation advantages and sufficiently small errors.
A limited number of measurements were performed on actual cracks and some basic approaches
for utilizing predicted responses for estimating crack size were explored. More measurements,
response comparisons, and actual crack size validations are necessary to understand the value of
the simplistic notch representation in characterizing the complex morphology of an actual crack.
While the perturbation technique described is not inherently limited to box like notch
representations, the manner in which the surface charge was parameterize and volume current
was evaluated, made this the most simple to implement. In predicting the response from more
complex crack morphologies, the ability to handle more general geometries is required.
9.3.2 2%D Layered Material Models
In the sensor designs presented, a great deal of attention was given to the layout of the primary
windings (MQS) and the driven electrodes (EQS) such that the electromagnetic fields near
sensing elements matched those of a sensor with infinite extent. Due to the wide range of MUT
geometries, the additional space required to achieve this match can be limiting. However,
straying from sensor designs which incorporate this characteristic will result in the deterioration
in measurement accuracy for layered materials. Although the analytical solutions for a layer of
uniform material allowed for periodicity of electromagnetic fields in two coordinate directions,
the absence of a dependence in one of these was assumed. A formulation in which this variation
is kept and a two dimensional periodicity is involved in the solution would allow for more
complex conductor structures. While it is expected that the additional coordinate dependence
will require additional computational time, it is expected that such a method would still exceed
other three dimensional tools when applied to layered materials.
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Appendix A
Notation
The list in Table A-2 provides a description of the notation used throughout this thesis. The
symbols c, C, and f are used generically in describing the meaning of the various decorations,
otherwise the specific symbol should be considered part of the notation. These conventions are
followed unless explicitly noted in the definition of specific symbols within the text.
A list of abbreviations and acronyms is also provided in Table A-1.
Table A-1: Abbreviations and acronyms.
EQS Electroquasistatic
FEM Finite Element Methods
MQS Magnetoquasistatic
MUT Material Under Test
MWM® Meandering Winding Magnetometer
NDE Nondestructive Evaluation
Table A-2: Definition of symbols.
Notation Description
C, C Complex quantity
C Magnitude of complex quantity
c', c Real vector quantity
0 l, Iei Length of vector quantity
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Real unit vector
i, y, z Cartesian coordinate unit vectors
Complex vector
Matrix or column vector
Hermitian (conjugate transpose)
Norm of column vector, C
Normalized quantity or small perturbation quantity
First derivative of the function f (c)
Second derivative of the function f (c)
Jump discontinuity across a surface boundary,
= lim f(aii + F)- lim f (ai + F) , where ii is normal to the
a--40+  a--0-
boundary at F and F lies on the boundary
Dielectric permittivity of free space
Dielectric permittivity
Magnetic permeability of free space
Magnetic permeability
Complex magnetic permeability p'* = p'- j", p* = po (1+ )
Complex magnetic susceptibility Xm = Z - jI
CH
IlCl
f'(c)
f"(c)
384
P(o), li(F)l
Bibliography
[1] Schlicker, Darrell E., "Imaging ofAbsolute Electrical Properties Using Electroquasistatic
and Magnetoquasistatic Sensor Arrays," Document: TR_2003/10_01, JENTEK Sensors
Inc., 110-1 Clematis Ave., Waltham MA 02453.
[2] Zaretsky, M. C., "Parameter Estimation Using Microdielectrometry with Applications to
Transformer Monitoring," Ph.D. thesis, Department of Electrical Engineering and
Computer Science, Massachusetts Institute of Technology, Cambridge, MA, November
1987.
[3] Goldfine, N. J., "Uncalibrated, Absolute Property Estimation and Measurement
Optimization for Conducting and Magnetic Media Using Imposed o-k Magnetrometry,"
Ph.D. thesis, Department of Mechanical Engineering, Massachusetts Institute of
Technology, Cambridge, MA, September 1990.
[4] Hellier, Charles J., Handbook of Nondestructive Evaluation. McGraw-Hill, 2001.
[5] Sheppard, N. F., Jr., D. R. Day, D. L. Lee, and S. D. Senturia, "Microdielectrometry,"
Sensors and Actuators, Vol. 2, pp. 263-274,1982.
[6] Micromet Instruments, merged with Holometrix, acquired by Metrisa GmbH, and more
recently acquired by NETZSCH Instruments, Inc., US Headquarters: 37 North Ave.,
Burlington, MA 01803, Ph: 781-272-5353.
[7] von Guggenberg, P. A., "Application of Interdigital Dielectrometry to Moisture and Double
Layer Measurements in Transformer Insulation," Ph.D. thesis, Department of Electrical
Engineering and Computer Science, Massachusetts Institute of Technology, Cambridge,
MA, June 1993.
[8] Sheiretov, Y., M. Zahn, "Dielectrometry Measurements of Moisture Dynamics in Oil-
Impregnated Pressboard," IEEE Transactions on Dielectrics and Electrical Insulation, vol.
2, pp. 329-351, June 1995.
[9] Sheiretov, Y., "Deep Penetration Magnetoquasistatic Sensors," Ph.D. thesis, Department of
Electrical Engineering and Computer Science, Massachusetts Institute of Technology,
Cambridge, MA, June 2001.
[10] Goldfine, N. J., J. R. Melcher, "Magnetometer Having Periodic Winding Structure and
Material Property Estimator," US patent number 5,453,689, September 26,1995.
385
Bibliography
[11] Dodd, C. V., and W. E. Deeds, "Absolute Eddy-Current Measurement of Electrical
Conductivity," Review of Progress in Quantitative Nondestructive Evaluation, vol. 1,
Proceedings of the Eighth Air Force/Defense Advanced Research Projects Agency
Symposium on Quantitative Nondestructive Evaluation, 1982, pp. 387-94.
[12] Goldfine, N. J., "Magnetometers for Improved Materials Characterization in Aerospace
Applications," Materials Evaluation, March 1993, pp. 396-405.
[13] Zaretsky, M. C., L. Mouayad, J. R. Melcher, "Continuum Properties from Interdigital
Electrode Dielectrometry," IEEE Transactions on Electrical Insulation, vol. 23, no. 6, pp.
897-917, December 1998.
[14] Schlicker, D. E., "Flow Electrification in Aged Transformer Oils," M.S. thesis, Department
of Electrical Engineering and Computer Science, Massachusetts Institute of Technology,
Cambridge, MA, September 1996.
[15] Melcher, James R., Continuum Electromechanics. The MIT Press, Cambridge,
Massachusetts, 1981.
[16] Sheiretov, Y, M. Zahn, "Dielectrometry Measurements of Spatial Moisture Profiles in Oil-
Impregnated Pressboard," Properties and Applications of Dielectric Materials, 1994,
Proceedings of the 4th International Conference on Properties and Applications of
Dielectric Materials, vol. 2, 3-8 July 1994, pp. 701-704.
[17] Polyanin, Andrei D., V.F. Zaitsev, Handbook of Exact Solutions for Ordinary Differential
Equations. CRC Press, Inc., 1995.
[18] Strang G., Introduction to Applied Mathematics. Wellesley-Cambridge Press, Wellesley,
Massachusetts, 1986.
[19] Lesieutre, B. C., A. V. Mamishev, Y. Du, E. Keskiner, M. Zahn, G. C. Verghese, "Forward
and Inverse Parameter Estimation Algorithms of Interdigital Dielectrometry Sensors," IEEE
Transactions on Dielectrics and Electrical Insulation, vol. 8, no. 4, August 2001, pp. 577-
588.
[20] Press, William H., Saul A. Teukolsky, William T. Vetterling, and Brian P. Flannery,
Numerical Recipes in C, Second Edition. Cambridge University Press, Cambridge, 1992.
[21] Shay, I.C., et. al, "Deep Penetration Magnetoquasistatic Arrays," U.S. Patent Application
Number 10/045,650.
[22] Goldfine, N.J., D.E. Schlicker, A.P. Washabaugh, "Absolute Property Measurement with
Air Calibration," U.S. Patent Number 6,188,218B 1, February 13, 2001.
[23] Schlicker, D.E., et. al, "Absolute Property Measurements with Air Calibration," U.S. Patent
Application Number 10/366,306.
386
Bibliography
[24] Ferrotec USA (formerly Ferrofluidics), "Ferrofluid Technology Overview,"
www.ferrofluidics.com.
[25] Fannin, P.C., Charles, S.W., "The Study of a Ferrofluid Exhibiting Both Brownian and N6el
Relaxation," J Phys. D Appl. Phys., no. 22, pp. 187-191, 1989.
[26] Gradshteyn, I.S., I.M. Ryzhik, Table of Integrals, Series, and Products Fifth Edition.
Academic Press, 1994.
[27] Goldfine, N, D. Schlicker, A. Washabaugh, D. Clark, M. Zahn, "New Quasistatic Magnetic
and Electric Field Imaging Arrays and Algorithms for Object Detection, Identification, and
Discrimination," SPIE AeroSense, Orlando FL, 5-9 April 1999.
[28] Haus, Hermann A., and James R. Melcher, Electromagnetic Fields and Energy. Prentice-
Hall, Inc., New Jersey, 1989, pp. 320-323.
[29] J.R. Wait, "A Conducting Sphere in a Time Varying Magnetic Field," Geophysics, vol. 16,
no. 1, January 1951, pp. 666-672.
[30] Henning Braunisch, Chi O. Ao, Kevin O'Neill, and Jin A. Kong, "Magnetoquasistatic
Response of a Distribution of Small Conducting and Permeable Objects," Geoscience and
Remote Sensing Symposium, 2000. Proceedings, vol. 4 , 2000, pp. 1424-1426.
[31] Ao, C.O., H. Braunisch, K. O'Neill, J. A. Kong, "Quasi-Magnetostatic Solution for a
Conducting and Permeable Spheroid with Arbitrary Excitation," IEEE Transactions on
Geoscience and Remote Sensing, vol. 40, no. 4, April 2002, pp. 887-897.
[32] Shubitidze, F., K. O'Neill, S. A. Haider, K. Sun and K.D. Paulsen, "Application of the
Method of Auxiliary Sources to the Wideband Electromagnetic Induction Problem," IEEE
Transactions on Geoscience and Remote Sensing.
[33] Sun, K., K. O'Neill, F. Shubitidze, S.A. Haider, and K.D. Paulsen, "Simulation of
Electromagnetic Induction Scattering from Targets with Negligible to Moderate Penetration
by Primary Fields," IEEE Transactions on Geoscience and Remote Sensing.
[34] Collins, L. M., Y. Zhang, L. Carin, "Model-Based Statistical Sensor Fusion for Unexploded
Ordinance Detection," Geoscience and Remote Sensing Symposium, 2002. IGARSS '02.
2002 IEEE International, vol. 3, 24-28 June 2002, pp. 1556-1559.
[35] Goldfine, N., A. Washabaugh, D. Schlicker, I. Shay, "High-Resolution Inductive Sensor
Arrays for UXO Detection, Identification, and Clutter Suppression," SPIE AeroSense:
Detection and Remediation Technologies for Mines and Minelike Targets VIII, Proceedings
ofSPIE, vol. 5089, Orlando, FL, 21-25 April 2003.
[36] Zilberstein, V., K. Walrath, D. Grundy, D. Schlicker, N. Goldfine, E. Abramovici, T.
Yentzer, "MWM Eddy-Current Arrays for Crack Initiation and Growth Monitoring,"
International Journal of Fatigue, June 2003.
387
Bibliography
[37] Goldfine, N., D. Schlicker, Y. Sheiretov, A. Washabaugh, V. Zilberstein, D. Grundy,"
Surface Mounted Eddy-Current Sensors for Structural Health Monitoring," IEEE
Aerospace Conference: Session: Tack 11. Diagnostics, Prognostics, and Health
Management Section: 11.10 Prognostics & Health Management for Aging Aircraft, Big
Sky, Montana, March 2002.
[38] Goldfine, N., A. Washabaugh, V. Zilberstein, D. Schlicker, I. Shay, D. Grundy, M.
Windoloski, "Absolute Electrical Property Imaging Using High Resolution Inductive,
Magnetoresistive, and Capacitive Sensors Arrays for Material Characterization," 11th Int'l
Symposium on Nondestructive Characterization ofMaterials, Berlin, Germany, 24-28 June
2002.
[39] Goldfine, N., V. Zilberstein, S. Cargill, D. Schlicker, I. Shay, A. Washabaugh, V.
Tsukernik, D. Grundy, M. Windoloski, "MWM-Array Eddy Current Sensors for Detection
of Cracks in Regions with Fretting Damage," ASNT Materials Evaluation, vol. 60, no. 7,
July 2002.
[40] Zilberstein, V., M. Fisher, D. Grundy, D. Schlicker, V. Tsukernik, V. Vengrinovich, N.
Goldfine, T. Yentzer, "Residual and Applied Stress Estimation from Directional Magnetic
Permeability Measurements with MWM Sensors," ASME Journal of Pressure Vessel
Technology, vol. 124, no. 3, August 2002, pp. 375-381.
[41] Goldfine, N., D. Schlicker, Y. Sheiretov, A. Washabaugh, V. Zilberstein, T. Lovett,
"Conformable Eddy-Current Sensors and Arrays for Fleetwide Gas Turbine Component
Quality Assessment," ASME Journal ofEngineering for Gas Turbines and Power, vol. 124,
no. 4, October 2002, pp. 904-909.
[42] Yentzer, T., S. Kramer, N. Goldfine, M. Fisher, V. Zilberstein, D. Schlicker, M.
Windoloski, T. Lovett, D. Grundy, Y. Sheiretov, "High-Resolution Eddy Current Sensor
Arrays for Detection of Hidden Damage including Corrosion and Fatigue Cracks,"
NASA/FAA/DoD Conference on Aging Aircraft, Kissimmee, FL, 10-13 September 2001.
[43] Goldfine, N., D. Schlicker, K. Walrath, A. Washabaugh, V. Zilberstein, "Application of
MWM-Array Eddy Current Sensors to Corrosion Mapping," 4th International Aircraft
Corrosion Workshop, Naval Air Warfare Center, Patuxent River, MD, 22-25 August 2000.
[44] Goldfine N., M. Fisher, A. Washabaugh, V. Zilberstein, D. Schlicker, "Absolute Electrical
Property Measurements Using Conformable MWM Eddy-Current Sensors for Quantitative
Materials Characterization," 1 5 th World Conference on Non-Destructive Testing ICNDT,
Roma, Italy, 15-20 October 2000.
[45] Washabaugh, A., D. Schlicker, Y. Sheiretov, N. Goldfine, "Non-Contact Capacitive
Sensing Dielectrometers for Characterization of Adhesives and Epoxies," ASNT Fall
Conference, Indianapolis, IN, 2000.
[46] Goldfine, N., D. Schlicker, A. Washabaugh, "Surface-Mounted Eddy-Current Sensors for
On-Line Monitoring of Fatigue Tests and for Aircraft Health Monitoring," Second Joint
NASA/FAA/DoD Conference on Aging Aircraft, August 1998.
388
Bibliography
[47] Goldfine, N.J., and Schlicker, D.E., "Magnetometer with Waveform Shaping," U.S. Patent
Number 6,144,206, November 7, 2000.
[48] Goldfine, N.J., Schlicker, D.E., Washabaugh, A.P., "Absolute Property Measurement with
Air Calibration," U.S. Patent Number 6,188,218B1, February 13, 2001.
[49] Goldfine, N.J., Zahn, M., Mamishev, A.V., Schlicker, D.E., Washabaugh, A.P., "Methods
for Processing, Optimization, Calibration, and Display of Measured Dielectrometry Signals
Using Property Estimation Grids," U.S. Patent Number 6,380,747, April 30, 2002.
[50] Goldfine, N.J., Schlicker, D.E., Zahn, M., Ryan, W.D., Sheiretov, Y., Washabaugh, A.P.,
"Segmented Field Dielectrometer, " U.S. Patent Number 6,486,673, November 26, 2002.
[51] Goldfine, N. J., Schlicker, D.E., Zahn, M., Ryan, W.D., Shay, I.C., Washabaugh, A.P.,
"Magnetometer and Dielectrometer Detection of Subsurface Objects," U.S. Patent
Application Number 10/225,406.
[52] Goldfine, N. J., Schlicker, D.E., Washabaugh, A.P., "Absolute Property Measurements with
Air Calibration," U.S. Patent Application Number 10/366,306.
[53] Goldfine, N.J., Zahn, M., Mamishev, A.V., Schlicker, D.E., Washabaugh, A.P., "Methods
For Processing, Optimization, Calibration, And Display Of Measured Dielectrometry
Signals Using Property Estimation Grids," U.S. Patent Application Number 10/040,797.
[54] Goldfine, N.J., Schlicker, D.E., Washabaugh, A.P., "Surface Mounted and Scanning
Spatially Periodic Eddy-Current Sensor Arrays," U.S. Patent Application Number
09/666,879.
[55] Goldfine, N.J., Schlicker, D.E., Washabaugh, A.P., Zilberstein, V.A., Tsukemik, V.,
"Surface Mounted and Scanning Spatially Periodic Eddy-Current Sensor Arrays," U.S.
Patent Application Number 09/666,524.
[56] Goldfine, N.J., Zilberstein, V.A., Schlicker, D.E., Grundy, D.C., Shay, I.C., Washabaugh,
A.P., "High Resolution Inductive Sensor Arrays for Material And Defect Characterization
Of Welds," U.S. Patent Application Number 10/046,925.
[57] Tsukernik, V., Goldfine, N.J., Washabaugh, A.P., Schlicker, D.E., Walrath, K.E., Hill, E.,
Zilberstein, V.A., "Fluid Supports For Sensors," U.S. Patent Application Number
10/348,339.
[58] Shay, I.C., Goldfine, N.J., Washabaugh, A.P., Schlicker, D.E., "Deep Penetration
Magnetoquasistatic Arrays," U.S. Patent Application Number 10/045,650.
[59] Schlicker, D.E., Goldfine, N.J., Miller, E.L., "Eddy Current Sensing Arrays and System,"
U.S. Patent Application Number 10/155,887.
389
Bibliography
[60] Goldfine, N.J., Schlicker, D.E., Washabaugh, A.P., Zilberstein, V.A., "High-Temperature
Spatially Periodic Field Eddy Current Sensors for Process Control and Damage
Monitoring," U.S. Patent Application Number 60/441,691.
[61] Schlicker, D.E., Goldfine, N.J., Washabaugh, A.P., Walrath, K.E., Shay, I.C., Grundy,
D.C., Windoloski, M.D., "Eddy Current Sensing Arrays," U.S. Patent Application Number
10/102,620.
[62] Goldfine, N.J., Schlicker, D.E., Washabaugh, A.P., Windoloski, M.D., Grundy, D.C., Shay,
I.C., "High Resolution Hidden Damage Imaging," U.S. Patent Application Number
10/345,883.
[63] Goldfine, N.J, Zilberstein, V.A., Fisher, J.M., Grundy, D.C., Schlicker, D.E., Tsukernik, V.,
Lyons, R.J., Shay, I.C., Washabaugh, A.P., "Applied and Residual Stress Measurements
Using Magnetic Field Sensors," U.S. Patent Application Number 10/351,978.
[64] Goldfine, N.J., Zilberstein, V.A., Cargill, J.S., Schlicker, D.E., Shay, I.C., Washabaugh,
A.P., Tsukernik, V., Grundy, D.C., Windoloski, M.D., "High Throughput Absolute Flaw
Imaging," U.S. Patent Application Number 10/419,702.
[65] Goldfine, N.J., Schlicker, D.E., Shay, I.C., Washabaugh, A.P., "High Resolution Eddy-
Current Sensors for UXO," U.S. Patent Application Number 10/454,383.
[66] Goldfine, N.J., Shay, I.C., Schlicker, D.E., Washabaugh, A.P., Grundy, D.C., Lyons, R.J.,
Zilberstein, V.A., Tsukernik, V., "Magnetic Field Characterization of Stresses and
Properties in Materials," U.S. Patent Application Number 10/441,976.
390
