We outline the most recent theory for the computation of the exponential growth rate of the number of configurations on a multi-dimensional grid. As an application we compute the monomer-dimer constant for the 2-dimensional grid to 8 decimal digits, agreeing with the heuristic computations of Baxter, and for the 3-dimensional grid with an error smaller than 1.35%.
Introduction
The exponential growth rate h (with respect to the natural logarithm) of the number of configurations on a multi-dimensional grid arises in the theory of various phenomena [29, 10] . In physics e h is viewed as the entropy (per atom) of the corresponding "hard model"; in mathematics h is called the topological entropy [12] ; and in information theory h (with respect to log 2 ) is called the multi-dimensional capacity [33] . The 1-dimensional case is easy, namely e h is equal to the spectral radius ρ(A) of a certain matrix A called the "transfer matrix". There are very few 2-dimensional models where the value of h is known in closed form [8, 21, 24, 25, 2] . In all other cases there are estimates based on: (a) asymptotic expansions, e.g., [27, 1, 15] ; (b) Monte-Carlo methods, e.g., [18, 3] ; (c) bounds, e.g., [17, 7, 26, 6, 9, 28] . In what follows we give a complete up-to-date theory of the computation of h by using lower and upper bounds. It refines the techniques described in [13] by using an automorphism subgroup of a given graph. A fundamental problem in lattice statistics is the monomer-dimer problem (see [22] ). As a demonstration of our techniques, we compute the topological entropy of the monomer-dimer covers of the 2-dimensional grid h 2 = .66279897 (which agrees with the heuristic estimation e h 2 = 1.940215351 due to Baxter [1] ) and of the 3-dimensional grid .7653 ≤ h 3 ≤ .7862. These numerical results are much better than previously known ones.
Consider the grid Z d in d-dimensional space R d . At each point of the grid we place an element of a set of n kinds of colors (atoms) denoted by n := {1, . . . , n}. Certain restrictions may be imposed on the colorings. For example, the restrictions of the hard model are specified by a directed d-graph Γ := (Γ 1 , . . . , Γ d ) called a nearest neighbor digraph, with Γ k ⊆ n × n , in the sense that two atoms of kinds p and q are allowed to occupy respectively the adjacent grid points i = (i 1 , . . . , i d ) and i + e k (where e k := (δ 1k , . . . , δ dk )) only if (p, q) ∈ Γ k . We call such a placement a Γ-configuration or Γ-cover. This general model is anisotropic, since the Γ k can be distinct. A digraph Γ k is called symmetric when (p, q) ∈ Γ k ⇔ (q, p) ∈ Γ k . We call Γ a symmetric isotropic nearest neighbor digraph when The limit h(Γ) is the exponential growth rate of #W (m) per atom, also called entropy or Shannon capacity. It follows from König's Infinity Lemma that h = log 0 = −∞ if and only if there are no Γ-covers of Z d . The case d = 1 is well understood: h = log ρ(A), where A is the incidence matrix for the digraph Γ 1 ; there exist Γ-covers if and only if Γ 1 has a directed cycle, and in that case h is also the exponential growth rate per atom of the number of periodic Γ-covers of Z [12] . A periodic Γ-cover of Z d with period m (i.e., a Γ-cover φ = (φ i ) i∈Z d satisfying φ i+m k e k = φ i for all i ∈ Z d and k ∈ d ) is equivalent to a Γ-cover of the torus T (m) := (Z/m 1 Z) × · · · × (Z/m d Z). For d ≥ 2, the question whether there exist Γ-covers is undecidable and h is not computable in general [4, 20] (we say that a quantity Q is computable when given ǫ > 0, we can find in a finite number of steps, depending on ǫ, a rational number r satisfying |Q − r| < ǫ). Equivalently, there is a d-digraph Γ for which there are Γ-covers of Z d but none is periodic. Hence there are no nontrivial lower bounds for h in this case. A fundamental result in [12] asserts that if at least d − 1 digraphs out of Γ 1 , . . . , Γ d are symmetric, then the exponential growth rate per atom of the number of periodic configurations is equal to h and h is computable, i.e., we have lower bounds on h that converge to h. For d = 2, 3 this will also follow from our results in Section 3. In particular these results hold for a symmetric isotropic nearest neighbor digraph.
We mention briefly the topological entropy. Let W top (m) be the set of all distinct restrictions of Γ-covers of Z d to the box m . log #W top (m) is also subadditive, and the topological entropy of Γ is defined by h top (Γ) := lim m→∞ log #W top (m) |m| pr .
Since W top (m) ⊆ W (m), we have h top (Γ) ≤ h(Γ); a result in [12] asserts that equality holds. We now elaborate our results. (by definition, the spectral radius of a digraph is the spectral radius of its incidence matrix). When Γ 1 , . . . , Γ d−1 are symmetric, this upper bound can be improved as follows. Let Θ d (m ′ ) be the induced subdigraph of Ω d (m ′ ) whose vertices are the periodic Γ ′ -covers of m ′ with period m ′ . Then we show [13] for all p ∈ N and q ∈ Z + := N ∪ {0}. See [13] for slightly different lower bounds on h, which do not use periodicity.
All of these upper and lower bound converge to the true entropy when m ′ → ∞. We can enhance the efficiency of computing the spectral radius ρ(Λ) of a digraph Λ ⊆ N × N as follows. To compute ρ(Λ) one needs to compute the spectral radius of its 0-1 N × N incidence matrix A. Suppose that G ⊆ S N is an automorphism subgroup of Λ. Let O = N /G be the orbit space under the action of G and set M = #O. Let Λ ′ ⊆ O × O be the multidigraph induced by Λ and G. That is, for α, β ∈ O, the multiplicity of the edge (α, β) of Λ ′ is a α,β = j∈β a i,j for any i ∈ α. We show that ρ(Λ) is also the spectral radius of the M × M nonnegative integer matrix A. If M ≪ N , then the computation of ρ( A) may be feasible on a desktop computer whereas the computation of ρ(A) may be infeasible on a supercomputer.
We show that that the automorphism group of Θ d (m ′ ) contains a subgroup isomorphic to the group of translations of T (m ′ ). If Γ 1 = · · · = Γ d−1 = ∆ and ∆ is symmetric, then the automorphism group of Θ d (m ′ ) contains a subgroup isomorphic to the group of rigid motions of T (m ′ ) (motions preserving the distance on T (m ′ ), i.e., translations, reflections and coordinate transpositions for equal dimensions). For example, T (m) has m translations and 2m rigid motions if m > 2.
We now discuss the monomer-dimer covers of Z d , see [10] . A dimer is a domino consisting of two neighboring atoms occupying the places i, i + e k ∈ Z d . A monomer is a single atom occupying the place i ∈ Z d . A monomer-dimer cover, respectively dimer cover, of Z d is a partition of Z d into monomers and dimers, respectively dimers. We denote by h d and h d the entropies of the monomer-dimer and dimer covers, respectively. It is fairly easy to compute the values h 1 = log The big breakthrough in the sixties was a close formula for h 2 in [8, 21] . The exact values of h d for d ≥ 2 and h d for d ≥ 3 are unknown.
A seminal contribution to the study of upper and lower bounds and estimates for h d and h d was given in [16, 17, 18, 19] . In particular, it was shown in [16] that for p ∈ [0, 1], there exists the entropy λ d (p) of the monomer-dimer covers of Z d , where p is the "density" of dimers, i.e., the number of dimers in the cover divided by one half of the volume. The entropy λ d (p) is a continuous concave function of p and
. It was pointed out by Kingman, see [17] , that the van der Waerden conjecture for permanents of doublystochastic matrices gives a lower bound on h d . The improved lower bound for the permanents of 0-1 matrices [31] gives the currently best lower bound h 3 ≥ 0.440075. A recent breakthrough [7] gives the upper bound h 3 ≤ 0.463107, improved in [26] to h 3 ≤ 0.457547.
It is shown in [13] that the dimer covers can be encoded as Λ-covers for an
, where all digraphs are on the set of vertices 2d . We show that the monomer-dimer covers can be similarly encoded as Λ-configurations for an appropriate d-digraph Λ = (Λ 1 , . . . , Λ d ), where all digraphs are on the set of vertices 2d + 1 . Unfortunately, in these encodings the digraphs Γ k , Γ k are not symmetric, so (1.3) and the lower bounds do not apply directly. One of the purposes of this paper is to show that the entropies h d and h d nevertheless obey upper and lower bounds converging to the true entropies, similar to (1.3) and the lower bounds discussed above for the symmetric isotropic nearest neighbor digraph. The bounds for h d are stated in terms of the spectral radii of certain multidigraphs Θ d (m ′ ) whose automorphism group has a subgroup isomorphic to the the group of rigid motions of T (m ′ ). This fact enables us to compute the values of h 2 and h 3 with good precision. We also show that λ d (p) can be bounded below by using the generalized van der Waerden conjecture (Tverberg's conjecture), proved by the first author in [11] . For d = 2, 3, this lower bound is better than those of [5] and [19] except for very high p. Our lower bound for λ d (p) yields in particular a lower bound for h d . For d = 2 this lower bound is somewhat weaker than the one obtained from the numerical computations of ρ(Θ d (m ′ )), but for d = 3 the situation is reversed.
See [14] for a general theory of monomer-dimer covers of an arbitrary graph. Finally it is worth mentioning the theoretical work [23] , which shows that the general monomer-dimer problem in arbitrary planar graphs is computationally intractable.
The contents of the paper is as follows. In Section 2 we discuss the the general theory of Z d subshifts of finite type (SOFT). In Section 3 we prove the main inequalities of the entropy of
In Section 4 we recall the main features of the entropy of the monomer-dimer and dimer covers. In Section 5 we give lower bounds for the entropy of the monomerdimer covers with a fixed dimer density using the lower bounds on permanents. In Section 6 we show that there exist analogs of the upper and lower bounds discussed in Section 3 that apply to the monomer-dimer and dimer entropy. In Section 7 we discuss using automorphism subgroups to reduce the computations. In Section 8 we give numerical upper and lower bounds for h 2 , h 2 , h 3 , h 3 , and compare graphically our lower bounds for λ 2 (p) and λ 3 (p) with the known lower bounds and estimates.
SOFT and NNSOFT
Let n Z d be the set of all colorings φ :
, the restriction of φ to the line through i in the direction of e k , i.e., (φ i+je k ) j∈Z , is a bi-infinite walk on Γ k . In ergodic theory, Γ Z d is called a nearest neighbor subshift of finite type (NNSOFT). Note that for an NNSOFT Γ Z d and for
A general SOFT can be described as follows. Let M ∈ N d and a nonempty subset P ⊆ n M be given. Every element a ∈ P is viewed as an allowed coloring (configuration) of the box M in n colors. For i ∈ Z d , we define the shifted coloring τ i (a) of a ∈ P as the coloring of the shifted box M + i that gives to the point x + i the same color that a gives to x ∈ M . We denote by τ i (P) the set {τ i (a) : a ∈ P}, and regard it as the set of allowed colorings of M + i. A coloring φ ∈ n Z d is called a P-state if for each i ∈ Z d the restriction of φ to M + i is in τ i (P). We denote by n Z d (P) the set of all P-states. In ergodic theory the set n Z d (P) is called a subshift of finite type (SOFT ) [30] .
Each NNSOFT Γ Z d is a special kind of SOFT obtained by letting M = (2, . . . , 2) and P the set of all colorings ψ ∈ n M such that i, i+e k ∈ M imply (ψ i , ψ i+e k ) ∈ Γ k . Conversely [12] , each SOFT n Z d (P) can be encoded as an NNSOFT Γ Z d , where Γ = (Γ 1 , . . . , Γ d ) are defined as follows. Take N = #P and use a bijection between P and N . The digraph Γ k ⊆ N × N is defined so that for a, b ∈ P we have (a, b) ∈ Γ k if and only if there is a configuration φ ∈ n M+e k such that the restriction of φ to M is a and the restriction of φ to M + e k is τ e k (b). Because of this equivalence, we will be dealing here with NNSOFT only.
In the sequel we will be taking lim sup and lim inf of real multisequences (a m ) m∈N d as m → ∞. In order to be clear, we define these here and prove that they are limits of subsequences. We also define the limit of real multisequence in terms of lim sup and lim inf, which is equivalent to other definitions in the literature. 
We define W − (m − ) as the set of (Γ 2 , . . . , Γ d )-covers of the box m − . In the degenerate case m 1 = 0, we define W per,{1} (0, m − ) to be simply W − (m − ) and ( Γ 2 , . . . , Γ d ) to be simply (Γ 2 , . . . , Γ d ). Then (3.1) is also valid for m 1 = 0, where we understand
Let h(Γ) and h(r, Γ) be defined by (1.1) and (3.1), respectively. Assume that Γ 1 is symmetric. Then for all p, r ∈ N and q ∈ Z + ,
Proof. [u, v] is the configuration consisting of u, v occupying the levels x 1 = 1, 2 of (2, m − ) , respectively. Let N = #W − (m − ) and let C(m − ) be the N × N 0-1 incidence matrix of Ω 1 (m − ), with spectral radius ρ(C(m − ). As a nonnegative matrix, C(m − ) satisfies (see e.g., [13] )
is the number of walks of length k on Ω 1 (m − ), which correspond to Γ-covers of (k, m − ) , we obtain
Now send m 2 , . . . , m d to ∞, and observe that by (1.1) and (1.2), the right-hand side of (3.3) converges to h(Γ) and is an upper bound on it for each m − . Thus we obtain [12] log ρ(
Next, we observe that 6) where C(m − ) 0 is the N × N identity matrix. Recall that the trace of C(m − ) q is given by
where λ 1 , . . . , λ N be the eigenvalues of C(m − ). Since C(m − ) is a nonnegative matrix, the Perron-Frobenius theorem yields that its spectral radius ρ(C(m − )) := max i∈ N |λ i | is one of the λ i . Since by assumption Γ 1 is symmetric, Ω 1 (m − ) and hence C(m − ) are symmetric. Therefore λ 1 , . . . , λ N are real, and hence tr C(m − ) 2r ≥ ρ(C(m − )) 2r for each r ∈ N. Taking logarithms and using (3.6), we obtain
Sending m 2 , . . . , m d to ∞ in (3.7) and using (3.1) and (3.5), we deduce the upper bound on h(Γ) in (3.2).
To prove the lower bound in (3.2), we note that
and thus by (3.6)
Sending m − to ∞ and using (3.5) and (3.1) (recall that the latter holds for m 1 ∈ Z + ), we deduce the lower bound in (3.2). 2
is the entropy of the NNSOFT Γ Z 2 (recall that Γ 2 is simply Γ 2 when m 1 = 0). Since this is a 1-dimensional NNSOFT, that entropy is equal to log ρ( Γ 2 ). We denote ρ( Γ 2 ) by θ 2 (m 1 ), and obtain the following corollary to Theorem 3.1.
Corollary 3.2 Let d = 2 and assume that Γ 1 is symmetric. Then for all p, r ∈ N and q ∈ Z + , log θ 2 (2r) 2r
where θ 2 is defined above.
In (3.9) take q = 0 and p = 2r, and send r to ∞. Clearly the upper and lower bounds then converge to h(Γ). Hence h(Γ) is computable [12] . For completeness of the exposition we reproduce a short proof of (1.3) for any d ≥ 2 given in [13] . We use the following straightforward lemma.
Proof. We use the following bijection between the vertices u of Θ d (m ′ ) and the
where the addition i + e k is understood modulo m k , i.e., m k + 1 is 1. Then the corresponding u is defined to be u = ( φ j ) j∈ m , where
. We note that φ j is indeed a Γ 1 -cover of T (m 1 ) and thus a vertex of Γ 2 , . . . , Γ d−1 by (3.10) with i = (q, j) and k = 1. In order to show that u is a Γ ′ -cover of T ( m) and thus a vertex
. . , d − 1 and q = 1, . . . , m 1 , which follows in turn from (3.10) with i = (q, j). It is easy to see that the correspondence u → u can be inverted. It remains to show that (u,
Applying this with i = (q, j), q = 1, . . . , m 1 and j ∈ m shows that (
Proof. The proof is by induction on d. For d = 2 the result is equivalent to the upper bound in (3.9). For the induction step, observe that the upper bound of (3.2) Corollary 3.5 Let Γ = (Γ 1 , Γ 2 , Γ 3 ) and assume that Γ 1 and Γ 2 are symmetric.
with respect to Γ 3 , and let θ 3 (m 1 , m 2 ) be its spectral radius. Let θ 3 (0, m 2 ) be the spectral radius of the transfer digraph between Γ 2 -covers of T (m 2 ) with respect to Γ 3 . Let θ 3 (m 1 , 0) be the spectral radius of the transfer digraph between Γ 1 -covers of T (m 1 ) with respect to Γ 3 . Then for all r, t, p, u, v ∈ N and q, s ∈ Z + we have
Proof. The upper bound in (3.11) follows directly from Theorem 3.4 for d = 3. To show the lower bound we use the lower bound in (3.2), which is valid since Γ 1 is symmetric, and gives
, where Γ 2 , Γ 3 are digraphs on the vertex set Γ a 1,per as in the beginning of this section. Since Γ 2 is symmetric, so is Γ 2 , and so we can apply the lower bound of Corollary 3.2 to ( Γ 2 , Γ 3 ) to obtain
where
) by Lemma 3.3. Inequality (3.13) is also valid for s = 0, since we defined θ 3 (a, 0) to be the spectral radius of Γ 3 , exactly as in Corollary 3.2 for the degenerate case. Using (3.13) for a = p + 2q gives
Apply the upper bound of Corollary 3.2 to ( Γ 2 , Γ 3 ) to obtain
Inequality (3.15) is also valid for a = 0, since in that case ( Γ 2 , Γ 3 ) = (Γ 2 , Γ 3 ), by Theorem 3.4 applied to (Γ 2 , Γ 3 ), and by the definition of θ 3 (0, 2v). Using (3.15) for a = 2q gives
Finally, substitution of (3.14) and (3.16) in (3.12) yields the lower bound of (3.11). As in [13] , the set of monomer-dimer covers, respectively dimer covers, of
, where Γ and Γ are defined as follows. We encode a monomer-dimer cover of Z d as a coloring of Z d with the 2d + 1 colors 1, . . . , 2d + 1: a dimer in the direction of e k occupying the adjacent points i, i + e k is encoded by the color k at i and the color k + d at i + e k ; a monomer at i is encoded by the color 2d + 1 at i. This imposes restrictions on the coloring, which are expressed by the d-digraph Γ = (Γ 1 , . . . , Γ k ) on the set of vertices 2d + 1 , where
It is easy to check that this gives a bijection between the monomer-dimer covers of
is obtained from Γ by removing the vertex 2d + 1, then there is a bijection between the dimer covers of Z d and Γ Z d . The disadvantage of these encodings is that Γ k and Γ k are not symmetric, so we cannot apply the results of Section 3 directly. However, as pointed out in [7] for the dimer problem, there is a hidden symmetry, which enables us to obtain results analogous to those of Section 3.
Recall that W (m) denotes the set of Γ-colorings of m ⊆ N d . Consider a Γ-coloring φ ∈ W (m) with the Γ defined above. Certain points i on the boundary of m can receive colors indicating that i is one half of a dimer whose other half is outside m . Therefore φ corresponds to a monomer-dimer cover of a "box with protrusions" T satisfying m ⊆ T ⊆ m + 21 − 1, where 1 := (1, . . . , 1) ∈ N d , such that each monomer in the cover is contained in m and each dimer in the cover has a nonempty intersection with m . We translate T by 1 to move it into N d , and thus φ corresponds to a monomer-dimer cover of a set S satisfying m + 1 ⊆ S ⊆ m + 21 such that each monomer in the cover is contained in m + 1 and each dimer in the cover has a nonempty intersection with m + 1. Conversely, each monomer-dimer cover of such a set S satisfying these conditions corresponds to a Γ-coloring of m . This is illustrated in Figure 1 .
Similarly, W (m) denotes the set of Γ-colorings of m , and there is a bijection between W (m) and the set of dimer covers of a set S satisfying m + 1 ⊆ S ⊆ m+21 such that each dimer in the cover has a nonempty intersection with m +1.
Let W per (m), respectively W per (m), denote the set of Γ-colorings, respectively Γ-colorings, of m that can be extended periodically to Γ-colorings, respectively Γ-colorings, of Z d with period m. It corresponds to the set of monomer-dimer covers, respectively dimer covers, of T (m) and satisfies
Finally, let W 0 (m), respectively W 0 (m), be the set of Γ-colorings of m for which S defined above is equal to m + 1, i.e., each dimer in the corresponding cover of S is contained in m . To emphasize the fact that the dimers do not protrude out of m , we refer to these covers as tilings. We have
We can see that #W (m) ≤ #W 0 (m + 21), because we can extend the monomer-dimer cover of S into a member of W 0 ( m + 21 ) by tiling m + 21 \ S with monomers.
From the discussion above we have
Recall that the d-dimensional monomer-dimer entropy h d is defined by
This and one more application of (4.1) give
Similarly, the d-dimensional dimer entropy h d is defined by
It is known to satisfy
The proof of (4.7) is more involved, and follows from the results proved in [16] , as we show now. For m ∈ N d and s ∈ 0, 
the following equality holds 
Proof. The proof of (4.10) is easy: pick any sequence m q satisfying lim q→∞ m q = ∞, and take s q = 0 for all q. Then conditions (4.8) hold for p = 0, and consequently (4.9) holds. But #W 0 (m q , 0) = 1, since there is only one way to cover a box with monomers, and (4.10) follows.
We prove (4.7) and (4.11) together. Pick a sequence (m q ) q∈N ⊆ N d such that the |m q | pr are even and lim q→∞ m q = ∞, and take s q = |mq|pr 2 . Then conditions (4.8) hold for p = 1, and consequently (4.9) holds. But W 0 (m q , s q ) = W 0 (m q ), and therefore Inequalities (4.14) and (4.18) combined, along with (4.2), complete the proof of (4.7) and (4.11). We now prove (4.12). As 
These upper and lower bounds converge to h d and h d , respectively, hence the latter are computable.
Proof. The upper bounds follow from the general theory of NNSOFT (1.2), and their convergence from (1.1). For the lower bounds, let k ∈ N and consider the box km . It can be decomposed into k d shifted copies of m . Hence
Sending k to ∞ and using (4.6) and (4.7), we deduce the lower bounds as well as their convergence. 
We see that λ 1 (0) = 0 and λ 1 (1) = 0 = h 1 in accordance with (4.10) and (4.11). It is straightforward to verify that
in accordance with (4.12).
Lower Bounds for Monomer-Dimer Entropy with Dimer Density p
For an m × n matrix A, denote by perm s A the sum of the permanents of all s × s submatrices of A. For a graph G, a matching is a set of vertex-disjoint edges, and W (G, s) denotes the set of all matchings of size s in G, which can be regarded as covers of the vertex set V (G) of G by s dimers (edges) and |V (G)| − 2s monomers (vertices). If G is a bipartite graph with color classes m and n , its incidence matrix is the m × n 0-1 matrix A = A(G) such that a ij = 1 if and only if {i, j} is an edge of G. In that case it is immediate that #W (G, s) = perm s A(G). A bipartite graph G is said to be r-regular if each vertex of G has degree r, equivalently A(G) has all row sums and column sums equal to r, so that 1 r A(G) is doubly-stochastic (a nonnegative matrix with all row sums and column sums equal to 1, necessarily a square matrix). Proof. A result of the first author [11] states that if B is a doubly-stochastic n×n matrix, then perm s B ≥ perm s J n , where J n is the n×n matrix with all entries equal to The recent result of Schrijver [31] improves this lower bound for the case s = n if r is constant and n tends to infinity: under the assumptions of Theorem 5.1
It would be of interest to similarly improve the lower bound of Theorem 5.1 in the interesting range n large and s/n ≥ r > 0 (see below). In a recent paper [32] 
Furthermore, the dimer entropy h d and monomer-dimer entropy h d satisfy Manipulating the limit in the right-hand side of the inequality above and using the equality lim r→∞ 1 r (log r! − log r r ) = −1, we deduce the inequality (5.3). Let (m q ) q∈N again satisfy the assumptions that all the coordinates of each m q are even and lim q→∞ m q = ∞, but this time set s q = n q = |mq|pr 2 . Using the inequality (5.2) for #W per (m q , n q ) and (4.11), we deduce the inequality (5.4).
To prove (5.5), we use (4.12). We easily verify that the right-hand side of (5.3) is a strictly concave function of p in [0, 1], and p(d) given in (5.6) is its unique critical point in that interval, hence its maximizing point there. 
Upper and Lower Bounds on h d and h d Using Spectral Radii
Each of these eight symmetric matrices can be considered as the adjacency matrix of an undirected multigraph, where the multiplicity of an edge is the corresponding matrix entry. This multigraph is a weighted version of G(m ′ ). If the multigraph is bipartite, we say that the matrix is bipartite; if the multigraph is connected, we say that the matrix is irreducible; if the multigraph is disconnected, we say that the matrix is a direct sum; if the multigraph is connected and the greatest common divisor of the lengths of all its closed walks is 1, we say that the matrix is primitive, equivalently for sufficiently high powers of the matrix, all entries are strictly positive. 
, and if vector z is given by z S = p S∅ , then
are bipartite, otherwise they are direct sums.
Proof. We begin with proving the first part of (b), its second part and (a), (c), (d) To prove (f), we note that A(m ′ ) is irreducible, since whenever S ∩ T = ∅, U can be tiled by monomers and therefore each subset of m ′ is adjacent to ∅ in the graph of A(m ′ ). Furthermore, A(m ′ ) is primitive since the graph has a cycle of length 1 from
To prove (g), let E, O denote the subsets of m ′ with even and odd cardinality, respectively. If b ST > 0, then U can be tiled by dimers and so #U must be even. Therefore if |m ′ | pr is odd, members of E are adjacent only to members of O in the graph of B(m ′ ), and so that graph is bipartite; if |m ′ | pr is even, then members of E are adjacent only to themselves, and the graph is disconnected. The same conclusions hold for
The equality in (6.9) follows from a characterization of ρ(M ) for a square matrix M ≥ 0, namely ρ(M ) = lim sup n→∞ (tr M n ) 
To prove (6.2), (6.3) and (6.4), we use another characterization of the spectral radius. A vector norm is a mapping · : M n (C) → R + taking complex matrices of order n to nonnegative reals such that M = 0 only if M = 0, zM = |z| M for all z ∈ C, and M + N ≤ M + N . If c ij > 0 for all i, j ∈ n , then M = ij c ij |m ij | is a vector norm. Proposition 10.1 of [13] states that if · is a vector norm, then ρ(M ) = lim k→∞ M k The proof of (6.6) is a little more complicated because the vector x in Part (e) of Proposition 6.1 is not strictly positive. Therefore we introduce the vector w with entries w S = max (1, x S ) . Then, by Part (e) of Proposition 6.1, we have
This proves (6.6). To prove (6.8), we show analogously that
and on the other hand, by Part (d) of Proposition 6.1,
The proof of (6.7) is similar. 2
Proof. The upper bounds follow from the general upper bounds in Proposition 4.2 along with (6.4), (6.8) . The lower bound in (6.10) follows similarly from the general lower bound in Proposition 4.2 along with (6.1). However, since (6.5) only gives a lower bound for log α(m ′ ), we use a separate argument for the lower bound in (6.11) as follows. 
Proof. We have
where the first inequality follows since β(m ∼d ) is one of the eigenvalues of B(m ∼d ), which are all real, and m d is even, the next equality from Part (b) of Proposition 6.1, the next equality from the same and the fact that #W per (m) is invariant under coordinate permutations in m, and the last inequality from the fact that B(m ∼k ) has 2 |m ∼k |pr eigenvalues, all real, whose absolute values are at most β(m ∼k ). Taking logarithms and dividing by |m| pr , we deduce (6.12). The inequality (6.13) is obtained in a similar way.
Notice that for m 1 ∈ N, h d−1 (m 1 ) is the same as h(m 1 , Γ) defined in (3.1) when Γ is the d-digraph encoding the monomer-dimer covers. For this reason the limit h d−1 (m 1 ) exists, and similarly forh d−1 (m 1 ). The following theorem is an analog of Theorem 3.1 and Theorem 3.4. 
where the first equality follows from (4.7), the next inequality from (6.5), the next one from α(m ′ ) ≤ γ(m ′ ), the next equality from (6.8), and the last equality again from (4.7). From this and
Similarly (and more simply) 
Then, using (6.12) with k = 1 d − 1 times, we obtain log β(p) |p| pr ≤ log 2
Letting p → ∞ and using (6.19) for the left-hand side, we deduce (6.16). Similar arguments apply to deduce (6.17) .
We now demonstrate the lower bound in (6.14) . Let m − ∈ N d−1 , p ∈ N, q ∈ Z + . Assume first that q ∈ N. Since γ(m − ) = ρ(C(m − )) and C(m − ) is symmetric, it follows as in the arguments for (3.8) that
Taking logarithms, dividing by |m − | pr , letting m − → ∞, and using (6.19 ) and the definition of h d−1 (m 1 ), we deduce the lower bound in (6.14) for the case q ∈ N. If q = 0, we have to replace the denominators in (6.20) by tr I = 2 |m − |pr , and the lower bound in (6.14) is verified because h d−1 (0) was defined to be log 2. The lower bound in (6.15) is proved similarly. We now prove the upper bound of (6.14). For each m ′ ∈ N d−1 we have
where the inequality above is true because the eigenvalues of the symmetric matrix C(m ′ ) are real and γ(m ′ ) is one of them, the first equality follows from Part (d) of Proposition 6.1, and the last equality from the invariance under coordinate permutations. Therefore
and letting m ′ → ∞, we deduce the upper bound of (6.14) by (6.19) and the definition of h d−1 (m 1 ). Similarly we deduce the upper bound of (6.15). 2
The following theorem supplies practical upper and lower bounds on 2-and 3-dimensional monomer-dimer and dimer entropies. Theorem 6.6 Let p, r, t, u, v ∈ N and q, s ∈ Z + . Then
Proof. The upper bounds in the above inequalities are the inequalities (6.16) and (6.17) . We now show the lower bounds. Equations (6.2) and (6.6) for d = 2 yield
Hence the lower bounds on h 2 , h 2 follow immediately from the lower bounds in (6.14), (6.15), equation (6.21) and the equalities h 1 (0) =h 1 (0) = log 2.
In order to establish the lower bounds on on h 3 , h 3 , we first establish lower and upper bounds on h 2 (m 1 ) andh 2 (m 1 ) in terms of β(·, ·) and β(·, ·). The definition of h 2 (m 1 ) andh 2 (m 1 ) and equations (6.3) and (6.7) for d = 3 yield 22) where m ′ = (m 1 , m 2 ). Since P (m ′ ) is a nonnegative symmetric matrix with spectral radius π(m ′ ), it follows as in (3.8) and using Part (c) of Proposition 6.1 that
Here u ∈ N and s ∈ Z + . When s = 0, tr P (m ′ ) 2s = 2 |m ′ |pr , and so this is the value we use for #W per,{1,3} (m ′ , 0). Take logarithms of this inequality, divide by m 2 and send m 2 to ∞. Using (6.22) and (6.2) for d = 3, we deduce that Now we can substitute the bounds (6.23) and (6.25) in the lower bound of (6.14) as appropriate from the signs in the numerator, and obtain the lower bound on h 3 as stated in the theorem, and similarly for h 3 . 
Using Automorphism Subgroups to Reduce Computations
The matrix B(m ′ ) has order 2 n , where n = |m ′ | pr , and so has 4 n entries. Since its (S, T ) entries are positive precisely when S ∩ T = ∅, its number of positive entries is n i 2 n−i = 3 n . Hence it is sparse. However, already for m ′ = (4, 4) it has 4.3 · 10 7 nonzero entries, and the computation of its spectral radius is infeasible for standard PC. Nevertheless, this computation can be reduced to computing the spectral radii of a suitable nonnegative matrix whose order is the number of orbits of the action of an automorphism subgroup of B(m ′ ). This usage of automorphisms is also used in [7] and [26] .
Recall that given an N ×N complex-valued matrix A = (a ij ) N 1 , its automorphism group is the subgroup of the symmetric group S N on N defined by Aut(A) := {π ∈ S N : a π(i)π(j) = a ij for all i, j ∈ N }.
(7.1)
Let G be a subgroup of Aut(A). The action of G partitions N into minimal invariant subsets called orbits. We denote by O := N /G the orbit space (set of orbits), and by Greek letters α, β, . . . its members. We have 2) which means that for given α, β ∈ O, the sum Σ j∈β a ij is the same for all i ∈ α. Let M = #O, and define the M × M matrix A = ( a αβ ) α,β∈O by
This is a valid definition by (7.2). The following proposition is known, and we prove it for completeness. Proposition 7.1 Let A = (a ij ) N 1 be a complex-valued matrix. Let G be a subgroup of Aut A, O its orbit space, and M = #O. Let A be the induced M × M complex-valued matrix given by (7.3) . Then the spectrum (set of eigenvalues) of A, spec( A), is a subset of spec(A), and in particular ρ( A) ≤ ρ(A). If A is a realvalued nonnegative matrix, then ρ( A) = ρ(A). If A is real and symmetric, then A is symmetric with respect to an appropriate inner product on R M , and in particular spec( A) is real and A is diagonalizable.
Proof. Let Π N be the group of N × N permutation matrices. Let ι : S N → Π N be the standard representation of S N . That is ι(π)(x i ) i∈ N = (x π(i) ) i∈ N . Let
be the subspace of vectors that are constant on each orbit of G. Then X ⊆ C N is the largest subspace of C N on which ι(G) acts trivially (as the identity operator). Clearly, X is isomorphic to C M . Indeed, each x = (x i ) ∈ X induces a unique vector x := ( x α ) α∈O ∈ C M , where x α = x i for any i ∈ α. Conversely, each y ∈ C M induces a unique x ∈ X such that y = x. Next, we observe that X is an invariant subspace of A. Indeed, for each x = (x i ) ∈ X and π ∈ G we have for all i ∈ N
which means that Ax ∈ X . Moreover, if x ∈ X and x = ( x α ) ∈ C M is defined as above, then for any i ∈ α we have (Ax) i = β∈O a αβ x β , and consequently Ax = A x. This means that the action of A| X is isomorphic the the action of A on C M . In particular, spec( A) = spec(A| X ) ⊆ spec(A), and therefore ρ( A) ≤ ρ(A).
Assume now that A is nonnegative. Then by the Perron-Frobenius theorem ρ(A) ∈ spec(A), and A has an eigenvector x belonging to ρ(A). Since each π ∈ Aut(A) satisfies Aι(π) = ι(π)A, it follows that ι(π)x is also an eigenvector of A belonging to ρ(A). Hence π∈Aut(A) ι(π)x ∈ X is an eigenvector of A belonging to ρ(A). Therefore ρ(A) ∈ spec(A| X ) = spec( A). It follows that ρ( A) = ρ(A).
Finally assume that A is a real symmetric matrix. That is (Ax, y) = (x, Ay), where (x, y) = y ⊤ x is the standard inner product in R N . For each α ∈ O, let w α be the cardinality of the orbit α. In R M we define the inner product
Then all x, y ∈ X satisfy (x, y) = x, y . Hence A x, y = x, A y , i.e., A is symmetric (self adjoint) with respect to the inner product ·, · in R M . In particular, A has real eigenvalues and is similar to a diagonal matrix. 2
We shall now briefly mention the power method for computing ρ(A) where A is a nonnegative symmetric matrix of order N , and a variant of it that works on A of order M , which we used in our computations. The rigid motions of T (m ′ ) contain, in addition to the rigid motions of m ′ , the unit translations x → x + e k , k ∈ d − 1 . The unit translations generate the group of translations, an Abelian group isomorphic to (Z/m 1 Z) × · · ·×(Z/m d−1 Z) of order |m ′ | pr . We call the group generated by the reflections, the allowable transpositions and the unit translations the group of rigid motions of T (m ′ ). Note that for T (2) the reflection coincides with the unit translation, and similarly for T (m ′ ), if m k = 2 then the reflection across x k = 3 2 coincides with the unit translation x → x + e k . We are aware of additional automorphisms of G T (m ′ ) if at least two components of m ′ are equal to 4: observe that G T (4) is isomorphic to G T (2, 2), since both are 4-cycles. Therefore G T (4, 4) is isomorphic to G T (2, 2, 2, 2), and its automorphism group has order at least 2 4 · 4! = 384, whereas the group of rigid motions of T (4, 4) has order 2 2 · 2 · 4 2 = 128. Similar results hold for d > 3.
The following proposition is straightforward: and assume that for all p, q ∈ d − 1 , Γ p = Γ q if m p = m q . Then the automorphism subgroup of G T (m ′ ) described above acts as an automorphism subgroup of the transfer digraph Θ d (m ′ ).
As an example, consider the upper and lower bounds given by (3.9). The parameter θ 2 (m) appearing there is the spectral radius of the matrix B(m) defined in Section 6, which has an automorphism subgroup of order 2m, isomorphic to the group of rigid motions of T (m), if m > 2. B(15) is 2 15 × 2 15 , but as we shall see, B(15) is 1224 × 1224, which makes the computation of its spectral radius feasible on a regular desktop computer.
These observations are our main keys in finding good upper and lower bounds for h 2 and h 3 . We point out that [7] was the first work that used these automorphisms of B(m ′ ) to help obtain a good upper bound for h 3 , which was later improved in [26] by similar methods.
Numerical Results for Monomer-Dimer Entropy in Two and Three Dimensions
Our results are based on Theorem 6.6, and we compute the spectral radii appearing there using Propositions 7.1 and 7.2, and the automorphism subgroups described in Section 7. We first consider the two-dimensional monomer-dimer entropy. Recall that β(m 1 ) is the spectral radius of B(m 1 ). , and the number #O(m 1 ) of orbits of the torus T (m 1 ) under the action of the group of rigid motions of T (m 1 ). The computation of log β(17) was interrupted, and the table indicates the best interval in which we can locate it. We notice that the sequence log β(2r) 2r
is decreasing for r = 2, . ≥ .6627989729. The last digit of this bound is too high, as seen by comparison with our best upper bound, probably caused by roundoff errors in the interrupted computation, but enables us to state that the above hypothesis would gives the value h 2 = .6627989728 correct to 10 digits, consistent with the one found by Baxter [1] (his value of h 2 is accurate to 8 digits, as can be seen by evaluating log κ s for s = 1 in his Table II and varying the last digit of the tabulated κ s ). Since the lower bound (5.7) for h 2 is quite close to the correct value of h 2 , it is reasonable to assume that the value p * , for which λ 2 (p * ) = h 2 , is fairly close to p(2) = 9− √ 17 8 ∼ 0.6096118 (according to [1] , p * = 0.63812311.).
As a check, Table 2 gives β(m 1 ), the spectral radius of B(m 1 ), yielding lower and upper bounds for the known entropy h 2 = 0.29156090 . . .. Again, the sequence log β(2r) 2r decreases for r = 2, . . . , 7 and the sequence log β(2j+1) 2j+1 increases for j = 2, . . . , 7. Thus the best upper bound on h 2 from our data is log β(14) 14 = .2943, which is larger by 0.9% than the true value. The best lower bound is log β(14)−log β(12) 2 = 0.2883, which is smaller by 1.1% than the true value. We notice that log β(15) 15
=
.2905 < h 2 , consistent with the assumed fact that log β(2j+1) 2j+1
increases for all j. We now consider the three-dimensional monomer-dimer entropy h 3 . Recall that β(m 1 , m 2 ) = β(m 2 , m 1 ) is the spectral radius of B(m 1 , m 2 ). Table 3 gives log β(m 1 , m 2 ), . HM is the lower bound of [19] , BW is the lower bound of [5] , FP is the lower bound of Theorem 5.2, MC is the Monte Carlo estimate of [19] , B is the estimate from [1] , and h2 is the true value of h 2 = max λ 2 (p). . HM is the lower bound of [19] , BW is the lower bound of [5] , FP is the lower bound of Theorem 5.2, h3Low and h3High are the best lower and upper bounds for h 3 = max λ 3 (p).
