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Role of Solution Conductivity in Reaction Induced Charge Auto-Electrophoresis
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Catalytic bimetallic Janus particles swim by a bipolar electrochemical propulsion
mechanism that results from electroosmotic fluid slip around the particle surface.
The flow is driven by electrical body forces which are generated from a coupling of
a reaction-induced electric field and net charge in the diffuse layer surrounding the
particle. This paper presents simulations, scaling, and physical descriptions of the ex-
perimentally observed trend that the swimming speed decays rapidly with increasing
solution conductivity. The simulations solve the full Poisson-Nernst-Planck-Stokes
equations with multiple ionic species, a cylindrical particle in an infinite fluid, and
nonlinear Butler-Volmer boundary conditions to represent the electrochemical surface
reactions. The speed of bimetallic particles is reduced in high-conductivity solutions
because of reductions in the induced electric field in the diffuse layer near the rod,
the total reaction rate, and the magnitude of the rod zeta potential. The results in
this work suggest that the auto-electrophoretic mechanism is inherently susceptible
to speed reductions in higher ionic strength solutions.
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bridge, MA 02139
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I. INTRODUCTION
Bimetallic particles have attracted significant interest over the past decade due to their
ability to move autonomously through aqueous solutions containing hydrogen peroxide
(H2O2).
1–4 Several proof-of-concept experiments have demonstrated that these nanomotors
can perform potentially useful tasks at the micron scale, such as motion at over 100 body
lengths per second,5 cargo transport and delivery,6,7 electrochemically8 and thermally con-
trolled movement,9 and chemical sensing,10 with possible future applications in targeted
drug delivery, assembly of complex micro-scale structures, and the sensing and removal of
chemical impurities in drinking water. The potential utility of the particles for these appli-
cations may be aided by a more rigorous understanding of the physical principles governing
their motion.
The most common realization of a swimming bimetallic particle is a solid rod, 2 microns
in length and between 200-400 nanometers in diameter, consisting of two metallic segments.
The typical metals used are platinum (Pt) and gold (Au), although other metals have also
been demonstrated.11 The self-propelled motion of bimetallic particles is notable in that it
always occurs with the same end directed forward (Pt in the case of Pt/Au particles). We
previously demonstrated that bimetallic spherical motors may also be fabricated by coating
polystyrene spheres completely with Au, and then half-coating the spheres with Pt, forming
Pt/Au Janus spheres.12
Several theories have been proposed to explain the operative mechanism of conversion
of chemical to kinetic energy for bimetallic self-propelling particles, including gradients in
interfacial tension,1 viscous Brownian ratchet,13 and bubble propulsion.14 In 2005, Paxton,
Sen, and Mallouk 15 proposed a bipolar electrochemical propulsion mechanism that considers
a Pt/Au rod as a short-circuited galvanic cell, with Pt acting as the anode and Au as the
cathode. In this mechanism, catalytic reduction and oxidation reactions occur on the Au
and Pt surfaces, respectively, driving an electron current within the rod from Pt to Au and
a corresponding proton current through the fluid surrounding the rod, also from Pt to Au.
The proton current is accompanied by an electric field pointing along the rod’s axis, from
Pt to Au. The electric field drives fluid from Pt to Au and propels the negatively charged
particle with the Pt end forward.
This mechanism is often referred to as self-electrophoresis and was first considered in 1956
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by Nobel laureate Peter Mitchell, who proposed that some species of microorganisms might
move by generating ion currents in their bodies and the surrounding solution, establishing
an electric field that propels the charged organism.16,17 Since Mitchell’s original theory, we
and others have provided more detailed scaling analyses, models, and simulations of elec-
trophoretically powered swimmers.11,15,18–22 For a more thorough review of previous efforts
to physically understand the mechanism of electrophoretic self-propulsion, the interested
reader is referred to our previous work.21
In this work, we present simulations, scaling, and physical descriptions of the experimen-
tally observed trend that the swimming speed of bimetallic particles decays rapidly upon
the addition of electrolyte to the hydrogen peroxide solution. Many of the envisioned appli-
cations for the bimetallic particles would require them to swim at non-trivial speeds in con-
ductive environments (e.g., biological media). This salt-dependent reduction in swimming
velocity was first shown in 2006 by Paxton et al.,19 who measured the speed of Pt/Au rods
in 3.7 wt. % hydrogen peroxide as a function of concentration of sodium nitrate (NaNO3)
and lithium nitrate (LiNO3). Their results suggested a linear correlation between swimming
speed and solution resistivity (reciprocal of solution conductivity). Similar to the result
of Lammert, Prost, and Bruinsma 18 for a spherical self-electrophoretic cell, Paxton et al.
proposed that the rod’s swimming speed is characterized by the Helmholtz-Smoluchowski
equation, U = µeE0, where µe is the rod’s electrophoretic mobility and E0 is a characteristic
magnitude of the self-generated electric field. Paxton et al. then applied Ohm’s Law and
assumed that the electric field is given as E0 = i/σ, where i is the current density due to the
electrochemical reactions, and σ is the electrical conductivity of the solution. Combining the
Helmholtz-Smoluchowski and Ohm’s Law equations, Paxton et al. obtained an expression
for the swimming velocity U that varies inversely with solution conductivity, given as19
U =
µei
σ
. (1)
Golestanian, Liverpool, and Ajdari 23 derived formulae for the steady-state speed of sev-
eral phoretic swimmers, including a Janus cylinder similar to the Pt/Au rods. Their ana-
lytical result was similar in form to the Helmholtz-Smoluchowski-like expression above (1),
but included correction terms to account for the non-spherical geometry. Their result for a
Janus rod is
U =
1
4σ
(
R
L1/2
)
ln
(
L1/2
4R
)
(µ+i− − µ−i+) = f(L1/2, R)
εζ
η
i
σ
, (2)
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where R is the radius of the rod, L1/2 is its half-length, and subscripts denote the forward (+)
and backward (−) ends of the rod. For the case of a uniform mobility (µ+ = µ− = εζ/η)
and piecewise uniform current density (i+ = −i− = i), this equation is identical to the
relation of Paxton et al. 19 , except for the geometrical corrections contained in the function
f(L1/2, R). In the definition of electrophoretic mobility, ε is the permittivity of the solution
(assumed to be constant), ζ is the zeta potential of the rod which quantifies its surface
charge, and η is the viscosity of the solution. Equation (2) is also applicable, with some
modification, to autonomous diffusiophoresis and thermophoresis, which are respectively
driven by concentration and temperature gradients generated by the particle.23
There have been several recent efforts to gain a more quantitative understanding of the
physics driving the motion of bimetallic particles. In 2010 we took an initial step in this di-
rection, modeling the electrochemical redox reactions with piecewise constant proton fluxes,
and assuming a constant, negative electrophoretic mobility for the particle.20 With this
model, we were able to obtain realistic values of the swimming speed given previously-
measured values for the zeta potential and reaction rate.19,24 In a later work, we provided
a more comprehensive and realistic model of the system, using Frumkin-corrected Butler-
Volmer kinetics to accurately and self-consistently represent the electrochemical reactions
taking place on the rod surface.21 In both studies, we supplemented our results with scaling
arguments based on the governing equations, which capture many of the important depen-
dences of speed on various system parameters. Our initial scaling result for the swimming
speed was
U ∝
εζ
η
FhλDj+
εD+
, (3)
where F is Faraday’s constant, h is the length of the rod, λD is the Debye length which
quantifies the thickness of the diffuse screening layer of ions surrounding the particle, D+ is
the diffusivity of protons, and j+ is the reaction-driven proton flux. The proton flux (effec-
tively, the reaction rate) is related to the current density due to the reaction by Faraday’s
law through the proton valence, z+ = 1, i = z+Fj+. Equation (3) implies a linear propor-
tionality between the speed of the rod and the current density, in agreement with Eqs. (1)
and (2). We note the similarity between our scaling relation, (3), and both Eqs. (1) and
(2), where the characteristic electric field E0 = FhλDj+/εD+.
Our previous work demonstrated that this velocity depends on the density of the space
charge induced by the reactions and the surface charge, as well as the electric field that
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forms due to the reaction-induced space charge. To reflect the importance of the reactions
and charge distributions in generating this self-propelled motion, we called the autonomous
swimming mechanism reaction induced charge auto-electrophoresis (RICA).20,21 The simu-
lations showed strong agreement with the predictions of the scaling analysis. However, this
analysis did not take into account any nonreactive electrolytes that are often present in real
systems, although it did implicitly predict an inverse relationship between swimming speed
and the square root of background ionic strength (through the direct dependence on Debye
length).
Sabass and Seifert presented an analytical and computational study of spherical bimetallic
particles that specifically accounts for the presence of a nonreactive salt.22 They derived an
approximate analytical result for the swimming speed and predicted the swimming speed
as a function of peroxide concentration both analytically and numerically. Their analytical
result (their Eq. 33) predicts a quadratic dependence of swimming speed on Debye length
(equivalently, an inverse dependence on solution ionic strength). However, they did not
calculate the swimming speed as a function of salt concentration or conductivity using
either their analytical or numerical models. They also did not discuss the physical reasons
why the conductivity exerts such influence on the swimming speed.
In this paper, we present simulations of bimetallic rod-shaped particles in hydrogen per-
oxide in the presence of several non-reacting electrolytes. The simulations solve the full
Poisson-Nernst-Planck-Stokes equations with multiple ionic species, a cylindrical particle in
an infinite fluid, and nonlinear Butler-Volmer boundary conditions to represent the electro-
chemical reactions. The model also accounts for the presence of dissolved carbon dioxide
in the form of carbonic acid. We use three different monovalent salts (potassium chloride
(KCl), lithium nitrate (LiNO3), and sodium nitrate (NaNO3)) to vary the solution conduc-
tivity and show the differences in results for each electrolyte. We also derive and validate
scaling analyses which predict the dependence of swimming speed and Stern voltage on ionic
strength. The goal of this work is to understand the mechanism that causes the motor’s
swimming speed to decrease with increasing electrolyte strength.
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II. PROBLEM FORMULATION AND THEORY
We consider a cylindrical particle, 2 microns in length and 300 nanometers in diameter,
suspended in an infinite aqueous solution containing hydrogen peroxide (H2O2), protons
(H+), hydroxide ions (OH−), bicarbonate ions (HCO−3 ), and one of three nonreactive back-
ground electrolytes, which are assumed to dissociate completely: potassium chloride (KCl),
sodium nitrate (NaNO3), and lithium nitrate (LiNO3).
We wish to account for all possible contributions to solution conductivity, including the
carbonic acid that is often present in aqueous solutions due to the dissolution of atmospheric
carbon dioxide. Carbon dioxide dissolves in water, forming carbonic acid (H2CO3), which
can then dissociate twice, forming a bicarbonate ion (HCO−3 ) and then a carbonate ion
(CO2−3 ). It is well-known that the equilibrium state of the system is determined by the partial
pressure of CO2 above the solution.
25 Solutions using (for example) MinEQL+ software of
the acid dissociation equilibrium equations (shown in the supplemental section), along with
the bulk electroneutrality condition (with zk and ck as the valence and concentration of ion
k),
∑
k
zkck,∞ = 0, (4)
reveal that for a pH in the typical range for dissolved atmospheric carbonic acid, the equilib-
rium concentrations of OH− and CO2−3 are lower than that of HCO
−
3 by nearly three orders
of magnitude. Here the subscript ∞ indicates the value in the bulk. Thus, we ignore the
presence of OH− and CO2−3 and assume a binary electrolyte composed of H
+ and HCO−3 .
We assume that the partial pressure of CO2 above the solution is 5.6 × 10
−5 atm, yielding
bulk concentrations of H+ and HCO−3 of c±,∞ = 9× 10
−7 mol/L, implying a pH of 6.05. We
also assume that the dissociation of hydrogen peroxide into H+ and HO−2 is negligible, since
it was previously shown that peroxide does not dissociate significantly enough to affect the
pH of the solution or the swimming speed.22
The geometry is axisymmetric and therefore we use a cylindrical coordinate system where
all variables are independent of the azimuthal angle, θ. The simulations are conducted in
a two-dimensional slice of the three-dimensional domain with an area 100 × 100 µm2. The
rod is positioned with its centroid at (r, z) = (0, 0), at the midpoint of the domain’s axis of
symmetry.
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A. Governing Equations and Scaling Analysis
Following our previous work,20,21 we apply the Poisson-Nernst-Planck-Stokes system of
equations to this problem. In the dilute solution limit, the concentration distributions of all
species obey the dimensionless advection-diffusion equation,
Rae
(
u˜ · ∇˜c˜k
)
= ∇˜2c˜k − βk∇˜ ·
(
c˜kE˜
)
, (5)
where u˜ is the fluid velocity normalized by the electroviscous velocity Uev, c˜k is the concen-
tration of species k normalized by the background proton and bicarbonate ion concentration,
c±,∞, E˜ = −∇˜φ˜ is the electric field normalized by a characteristic electric field E0, Rae is
the electric Rayleigh number,
Rae =
Ueva
D+
, (6)
D+ is the diffusivity of protons, a is a length scale over which the tangential electric field
is significant, and βk is a dimensionless parameter that quantifies the relative importance of
electromigration and diffusion of ion k given as,
βk =
zkFE0a
RT
. (7)
In this case, all ions are monovalent, and the parameter β therefore has the same value for
every ion. Throughout the paper, dimensionless variables are indicated with a tilde, while
dimensional variables and constants have no tilde. For oxygen and hydrogen peroxide, which
are uncharged, the electromigration term is omitted.
The concentration distributions are coupled to the electrostatic potential distribution
through Poisson’s equation,
−
εE0
Fac±,∞
∇˜2φ˜ = ρ˜e =
∑
k
zkc˜k. (8)
Here ε is the permittivity of the solution, c±,∞ is the bulk ion concentration, φ˜ is the
dimensionless electric potential normalized by E0a, and the summation is carried out over
all ionic species. The fluid flow is described by the incompressible continuity and Stokes
equations:
∇˜ · u˜ = 0, (9)
0 =
1
Re
(
−∇˜p˜+ ∇˜2u˜+ ρ˜eE˜
)
. (10)
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Here Re = ρUevd/η is the Reynolds number (which is never larger than 10
−4 in the simula-
tions considered here), p˜ is the pressure normalized by ηUev/d, d is a viscous length scale, and
ρ˜eE˜ is the electrical body force resulting from the coupling of free charge in the solution and
the self-generated electric field. Equations (5) and (8)-(10) constitute a coupled, nonlinear
system that is difficult to solve in general. Approximate versions of these equations have been
solved analytically to study the self-propulsion of a spherical cell,18 the autonomous fluid
circulation near metallic disk electrodes in a peroxide solution,26 and recently electrokinetic
self-propulsion of synthetic particles similar to the case considered here.22,27 Generally, ob-
taining analytical solutions to these equations requires one to make simplifying assumptions,
e.g. that the reactions cause small perturbations of the field variables from the equilibrium
state,26,27 or that the electrical double layer (EDL) surrounding the particle is negligibly thin
compared to the size of the particle.22,27 We wish to describe in rigorous detail the physical
phenomena occurring at the rod/solution interface, and we accordingly make no simplifying
assumptions about the size of the EDL or the concentration perturbations. This allows us
to study the system for a wide range of parameter values, and obtain numerical solutions to
the full nonlinear equations to account for the cylindrical geometry and incorporate all of
the important physical phenomena leading to self-propulsion.
The natural velocity scaling in this system is the electroviscous velocity, Uev = ρe,0E0/(η/d
2),
which was originally introduced by Hoburg and Melcher 28 and reflects the balance of viscous
and electrical body forces in the system. We expect that the speed of the rod scales with
Uev. In our previous work we derived the general scaling relation for a charged rod with
zeta potential ζ and area-averaged proton flux j+ given as
Uev ∝
FLad2
λ2DηD+
j+ζ, (11)
where L is a length scale for the charge density distribution. Previously, we assumed that
L and d both scale with the Debye length, while a was proportional to the length of the
rod, h.20,21 Although we have confirmed that the tangential electric field does increase in
magnitude with increasing h (assuming the particle is suspended in an infinite medium and
neglecting the role of the particle mass), as shown in the supplementary section, here we
are specifically interested in changes in electric field due to changes in solution conductivity.
According to Ohm’s law, i = σE, the electric field should scale inversely with solution con-
ductivity. Solution conductivity scales approximately with ionic strength, I, and therefore
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we would expect E0 ∝ 1/I. Ionic strength is related to the Debye length according to
λ2D ≡
εRT
2F 2I
. (12)
From this definition and the inverse relationship between electric field and ionic strength, we
see that the electric field can scale with the square of Debye length, E0 ∝ λ
2
D.
29 Note that we
are not claiming that the electric field scales with the physical thickness of the EDL. Instead,
we concur with previous work19 that the electric field scales inversely with the conductivity
of the solution, through Ohm’s law, which we express in terms of the definition of the Debye
thickness. Making this substitution into equation (11), the scaling result for the swimming
speed becomes
Uev ∝
Fλ2D
ηD+
j+ζ ∝
εζ
η
RT
FD+I
j+. (13)
Again, this relation resembles the Helmholtz-Smoluchowski-like expression, Eq. (1), except
with the effective electric field given by E0 ∝ RTj+/FD+I, and the equation is stated in
terms of reaction rate j+ instead of current density i. This equation predicts that the swim-
ming speed should scale quadratically with Debye length (or inversely with ionic strength).
A quadratic relationship between speed and Debye length was also asymptotically derived
by Sabass and Seifert.22 The prediction of an inverse dependence on conductivity was also
made by Paxton et al. 19 and by Golestanian, Liverpool and Ajdari.23 In all three cases, the
predicted form for the swimming speed is proportional to the Helmholtz-Smoluchowski ex-
pression, except with different forms for the electric field. In addition, Golestanian’s formula
and our simulations account for the cylindrical geometry of the particle.
B. Boundary Conditions
The simulations are conducted in the reference frame of a stationary rod. We apply the
no-slip condition at the rod surface,
u˜ = 0. (14)
At the domain boundary far from the rod, we prescribe vanishing viscous stress:[
∇˜u˜+
(
∇˜u˜
)T]
= 0. (15)
Here ∇˜u˜ is the velocity gradient tensor and the superscript T denotes the transpose. This
boundary condition effectively enforces a slip condition at the outer boundary, approximating
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an infinite medium. We evaluate the average fluid speed in the axial direction along this
boundary to determine the swimming speed of the rod.
Since anions do not react, their boundary condition is zero flux at the rod surface,
n · j˜− = 0, (16)
where n is the outward normal vector pointing into the fluid and the dimensionless flux of
ion k is defined as j˜k = −∇˜c˜k + βkc˜kE˜ + Raec˜ku˜. The electrochemical reactions generate
fluxes of protons leaving the anode surface and entering the cathode surface. These reactions
are represented (dimensionally) in the model by
n · j+ =


j+,a = KoxcH2O2 exp
[
(1−α)mF∆φS
RT
]
, 0 < z < 1 µm,
j+,c = KredcH2O2c
2
+ exp
[
−αmF∆φS
RT
]
, − 1 µm < z < 0
(17)
where the subscript + denotes protons, the subscript a indicates the anodic flux due to
the peroxide oxidation reaction, and the subscript c indicates cathodic flux for the peroxide
reduction reaction. Positive values of the axial coordinate z indicate the anode side of the
rod (typically Pt), and negative values indicate the cathode (typically Au) side. Here, Kox
and Kred are the rate constants for peroxide oxidation and reduction, α is a dimensionless
parameter between 0 and 1 (set here to 0.5) that quantifies the asymmetry of the energy
barrier for the reaction, m is the number of electrons transferred in the electrochemical
reaction (m = 2 for both reactions considered here), and ∆φS is the voltage across the
compact Stern layer of adsorbed species on the surface of the rod.30
The expressions for the proton fluxes j+ on the rod segments are given by Butler-Volmer
equations with Frumkin’s correction,31 and reflect the dependence of the kinetics of the
electrochemical reactions on the local reactant concentrations and on the voltage across the
compact Stern layer.21,30–33 In equation (17), we have implemented the Tafel approximation,
meaning that the reactions are assumed to proceed in one direction only and the backward
components of each reaction are considered negligible. For a derivation of Eq. (17) starting
from the full Butler-Volmer equation, the reader is referred to our previous paper.21
The reaction rates for species other than protons are related to the proton fluxes according
to the stoichiometry of the reactions. On the anode, one peroxide molecule is consumed for
every two protons released into the solution:
n · jH2O2,a = −
j+,a
2
, (18)
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and one oxygen molecule is generated for every two protons generated:
n · jO2,a =
j+,a
2
. (19)
On the cathode, one peroxide molecule is consumed for every two protons consumed:
n · jH2O2,c =
j+,c
2
. (20)
It has been suggested by Wang et al.,11 among others, that the four-electron reduction of
O2 may also occur on the cathode end, perhaps even as the dominant reaction. While
this is possible, O2 reduction is not likely the dominant reduction reaction on the cathode
side, since our previous work shows that the rods move faster in solutions purged of O2
and slower in O2-rich solutions.
8 We therefore assume that peroxide reduction is the only
reaction occurring on cathode, and that oxygen is nonreactive on the cathode end:
n · jO2,c = 0. (21)
Far from the rod, the concentrations of all chemical species approach their bulk values,
c˜k → 1 as |r˜| → ∞. (22)
The boundary conditions for proton flux can also be stated in dimensionless form. Since the
proton flux takes a different form on the anode and cathode, here the Damko¨hler number
is defined differently for each metal. The Damko¨hler numbers can be defined in terms of
the reaction kinetic expressions, equation (17). On the anode, the dimensionless boundary
condition takes the form
n · j˜+ = Daanodec˜H2O2, (23)
where
Daanode =
KoxacH2O2,∞
D+c+,∞
. (24)
On the cathode, the dimensionless boundary condition reads
n · j˜+ = Dacathodec˜H2O2 c˜
2
+, (25)
where
Dacathode =
KredacH2O2,∞c+,∞
D+
. (26)
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Although the Damko¨hler numbers are defined differently on the anode and cathode, the
rate constants in each definition have different units, so that the Damko¨hler number is
dimensionless in each case. In stating the definitions of the Damko¨hler numbers we have
ignored the exponential terms in the kinetic expressions (i.e., we have assumed these terms
to be equal to unity). Although these terms could be included, they would not significantly
alter the magnitude of the Damko¨hler numbers. In this work, the exponential terms range
in magnitude from 0.97 to 1.03 in all cases studied.
In general, the flux expressions for the anode and cathode are not equal at the junction
between them, z = 0. To avoid unphysical discontinuities in the reaction flux and flux
gradient, we multiply the flux profile along the length of the rod by a dimensionless sigmoidal
weighting function, ξ(z), defined as
ξ(z) =
∣∣∣∣ 21 + e−γz − 1
∣∣∣∣ , (27)
where γ = 107 m−1 and z is evaluated in meters. The function ξ is defined to be roughly
equal to 1 at the end of the anode segment, 1 at the end of the cathode segment, and zero at
the anode/cathode boundary. The use of this weighting function reflects a diffuse interface
which would result in reduced density of available reaction sites and reaction rate near the
junction between anode and cathode.
The surface of the rod is theorized to contain an immobile layer of charged and uncharged
adsorbed species, often referred to as the Stern layer. Together with the diffuse layer of ions
in the solution adjacent to the rod, these two layers constitute the electrical double layer
(EDL). According to the Stern model of the EDL, the immobile (Stern) layer acts as a linear
capacitor in series with the diffuse layer.30,33 The electric potential gradient is extrapolated
across the Stern layer, from the outer Helmholtz plane to the metal. Thus, the Stern voltage
is linearly related to the normal electric field at the rod surface. Following the Stern model,
we treat this layer as a linear capacitor which leads to the (dimensional) mixed boundary
condition21,30,33
Φrod + λS (n · ∇φ)OHP = φOHP ≡ ζ, (28)
where Φrod is the electrical potential of the interior of the rod with respect to the bulk
solution, λS is an effective thickness of the Stern layer (set here to 2 A˚ for all cases), and the
subscript OHP indicates that the quantity is evaluated at the outer edge of the Stern layer,
often termed the outer Helmholtz plane (OHP).33 Since the rod is conducting, the potential
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Φrod is assumed uniform everywhere in its interior. The zeta potential ζ is defined here as
the potential at the OHP versus the bulk solution, and in general varies with position on
the rod surface. The voltage across the Stern layer is generally defined as the internal rod
potential minus the potential at the OHP, i.e. ∆φS ≡ Φrod − ζ(z), and therefor depends on
the normal electric field at the OHP through the above boundary condition on the potential,
(28).
Far from the rod, the electric potential approaches zero,
φ˜→ 0 as |r˜| → ∞. (29)
C. Current Conservation
At steady state, the total charge in the rod must be conserved, implying that the net
current into or out of the rod must be zero. We require that
∫
anode
j+,adA = −
∫
cathode
j+,cdA ≡ J (30)
at steady state, where the reaction fluxes j+,a and j+,c are given by (17). The system of
equations (5)-(10) is solved concurrently and is closed by iterative determination of the rod
potential Φrod that produces reaction fluxes that satisfy (30). The value of Φrod directly
affects the reaction rates on both the anode and cathode. On the cathode, a more negative
rod potential would result in a more negative zeta potential, which means that the surface
attracts more protons electrostatically to the surface to screen the surface charge. The
elevated proton concentration results in faster reaction rates on the cathode, according to
(17). On the anode, a more negative potential decreases the reaction rate, since this would
alter the overpotential bias to favor reduction more and oxidation less. The value of Φrod
that satisfies (30) is observed to vary with salt concentration. Table I shows the values and
units of the constants used in the simulations.34 The ion mobilities νk are determined from
the Nernst-Einstein relation, Dk = νkRT .
III. RESULTS AND DISCUSSION
In this section, we present the results of simulations with three different monovalent elec-
trolytes at different concentrations. In all cases, the bulk hydrogen peroxide concentration
13
Constant Description Value
Kox Oxidation rate constant, anode 2.2 ×10
−7 m s−1
Kred Reduction rate constant, cathode 1 m
7 s−1 mol−2
D+ Diffusivity, protons 9.311 ×10
−9 m2 s−1
D− Diffusivity, bicarbonate ions 5.273 ×10
−9 m2 s−1
DH2O2 Diffusivity, hydrogen peroxide 6.6 ×10
−10 m2 s−1
DO2 Diffusivity, molecular oxygen 2 ×10
−9 m2 s−1
DLi+ Diffusivity, lithium ion 1.029 ×10
−9 m2 s−1
DNa+ Diffusivity, sodium ion 1.334 ×10
−9 m2 s−1
DK+ Diffusivity, potassium ion 1.957 ×10
−9 m2 s−1
DNO−
3
Diffusivity, nitrate ion 1.902 ×10−9 m2 s−1
DCl− Diffusivity, chloride ion 2.032 ×10
−9 m2 s−1
η Solution viscosity 8.9 ×10−4 Pa s
ρ Solution density 998 kg m−3
C±,∞ Bulk concentration, protons and bicarbonate ions 9× 10
−7 mol L−1
CO2,∞ Bulk concentration, molecular oxygen 0.2× 10
−3 mol L−1
CH2O2,∞ Bulk concentration, hydrogen peroxide 1.11 mol L
−1
εr Solution dielectric constant 78.4
λS Effective Stern layer thickness 0.2 nm
Table I. Relevant constants used in the simulations. The bulk electrolyte concentration is not
shown because it is varied from 56.4 to 820 µmol/L throughout the work. The rate constants Kox
and Kred are fitting parameters and are chosen to yield a swimming speed approximately equal to
that observed by Paxton et al. 19 at a conductivity of 8.8 µS/cm.
is set at 1.11 mol/L (3.7 wt. %) to facilitate comparison of this work with that of Paxton
et al. 19 By varying electrolyte concentration, we observe the variation in the distributions of
proton concentration, electric potential, electric field, and velocity, and thereby determine
the variation in swimming speed with solution conductivity. We compare our numerical
calculations to previous analytical and experimental results.
To illustrate the qualitative differences caused by varying electrolyte strength, we show
in Fig. 1 contour plots of fluid velocity magnitude for cases with (a) water and peroxide
14
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Figure 1. Simulation-generated plots of velocity field and flow streamlines around a Pt/Au rod.
The Pt (anode, top) end is colored silver, and the Au (cathode, bottom) end is colored gold. Panel
a shows the case for no added salt [H+] = [HCO
−
3 ] = 0.9 µmol/L. Panel b shows the case for added
background electrolyte with concentration set to [K+] = [Cl−] = 56.4 µM, yielding a conductivity of
8.8 µS/cm. To facilitate comparison, the color scale is the same for both figures. Blue corresponds
to low, green and yellow to moderate, and red to high fluid velocity magnitude.
in equilibrium with atmospheric carbon dioxide and (b) the same case with added KCl.
Streamlines of fluid flow are overlaid onto each plot. Figure 1 (a) visualizes a simple case
with only peroxide, oxygen, protons, and bicarbonate ions (the latter two at a concentration
of 0.9 µmol/L, resulting in a solution conductivity of 0.35 µS/cm) and no additional salt.
In Fig. 1 (b), KCl has been added at a concentration of 56.4 µmol/L (in addition to the
0.9 µmol/L protons and bicarbonate) such that the bulk conductivity is 8.8 µS/cm, which
is the lowest conductivity reported by Paxton et al. 19 Considering that the color scales are
the same in these two figures, it is clear that the speed of the rod is significantly reduced in
the salt case, (b).
In both plots in Fig. 1, a region of high fluid velocity magnitude is clearly visible near the
equator of the rod (z = 0). These high-speed regions appear because of the extremely strong
charge density and electric fields near the rod. The charge density in the EDL, which arises
to screen the surface charge, scales inversely with the square of Debye length.21 As salt is
added to the solution, the diffuse layer shrinks, significantly increasing the magnitude of the
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Figure 2. (a) Axial swimming speed for bimetallic rods vs. solution conductivity in 3.7 % H2O2
for experiments, theory, and simulations. Open symbols indicate the current computational work,
with KCl (©), NaNO3 () and LiNO3 (♦) as the electrolyte. Experimental data for NaNO3 ()
and LiNO3 (N) is taken from Paxton et al. 19, (×) symbols indicate data from the analytical
formula derived by Golestanian, Liverpool, and Ajdari.23 The dashed line is a fit curve of the form
U ∝ σ−1. (b) Simulation data plotted versus ionic strength. Here, the dashed scaling line is a fit
of the form U ∝ C−1.
charge density in the diffuse layer. This charge density couples with the z-direction electric
field, which is especially strong in magnitude in this region due to the large gradient in
charge density, to produce strong electrical body forces in the vicinity of the rod. The body
forces are strongest near the anode/cathode junction, leading to the above-average fluid
speed near the junction. As Fig. 1 shows, the region of high velocity magnitude becomes
more prominent relative to the background flow as salt concentration is increased.
Near the center of Fig. 1 (b), the flow streamlines bend noticeably inward toward the rod.
This bending occurs due to the aforementioned increase in flow speed near the rod surface.
The contraction of the streamlines near the rod surface is a natural consequence of mass
conservation, and satisfies the requirement for incompressible flows that the volume flow
rate between two adjacent streamlines must be constant.35 This effect is more noticeable at
high conductivities because the region of high velocity becomes more prominent (i.e., larger
speeds compared to the surrounding fluid) as salt concentration is increased, as discussed
above.
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Figure 2 (a) shows the motor swimming speed versus solution conductivity for the sim-
ulations with added KCl, NaNO3 and LiNO3, the experimental data of Paxton et al.
19 for
NaNO3 and LiNO3, Golestanian’s formula
23 with the values of the phoretic mobility and
surface current density determined from our current simulations. The solution conductivity
at infinite dilution is calculated from σ =
∑
k z
2
kΛkck,∞, where Λk is the molar conductivity
of ion k, which depends on its mobility. Golestanian’s formula, Eq. (2), requires the surface
current density i, electrophoretic mobility µe, and conductivity σ as inputs. At a given
conductivity, we use the area-averaged zeta potential ζ¯ (determined from the simulations)
to calculate the electrophoretic mobility as εζ¯/η and use the area-averaged current density
out of the anode (also determined from the simulations) for the surface current density.
Our simulations and Paxton’s experiments are comparable at low conductivity because
the values of the rate constants Kox and Kred were chosen to yield identical values for
the swimming speed at a conductivity of 8.8 µS/cm. Figure 2 (a) shows that the simula-
tions reproduce the same trend of speed vs. conductivity that is observed experimentally.
Golestanian’s relation, Eq. (2), predicts nearly exactly the same swimming speed as the
simulations given the simulation-fed parameters, especially at high conductivity. The devi-
ations between Golestanian’s theory and the simulations at low conductivities is attributed
to the assumption inherent in Eq. (2) that the EDL is infinitely thin, which becomes less
accurate as conductivity is decreased and the EDL thickness becomes finite. Note that
several of the trends (speed proportional to surface current density, phoretic mobility, and
inversely proportional to conductivity) predicted by Golestanian’s equation were also pre-
dicted by Paxton’s equation19 and by our scaling relation, Eq. (13).20,21 Paxton’s and our
scaling relations would quantitatively overpredict the velocity, given the current density
and zeta potential. However, by accounting for the non-spherical geometry of the particle,
Golestanian’s formula is capable of predicting the correct magnitude of the swimming ve-
locity (especially at high conductivities) given the inputs from the simulations, as shown in
Fig. 2 (a). For the rod with dimensions considered here, these geometrical corrections are
equal to approximately 0.038.
Although the increase in solution conductivity affects the current density, electric field,
and ultimately velocity field distributions, it is not clear that the conductivity is the fun-
damental parameter which controls the swimming speed. Figure 2 (a) shows that at the
same value of conductivity, the swimming speeds are generally different for the three salts.
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Figure 3. Swimming speed data plotted versus Debye length, varied by varying the concentration
of KCl. The () symbols indicate simulation data and the solid line is a quadratic fit to the data.
This figure strongly suggests that the quadratic dependence of speed on Debye length (inversely
on solution ionic strength) predicted by the scaling result (13) and derived by Sabass and Seifert 22
is valid.
Figure 2 (b) shows the same simulation data as Fig. 2 (a), plotted instead versus ionic
strength. Ionic strength is defined as C = (1/2)
∑
k z
2
kck,∞, and differs from conductivity in
that the mobilities of the ions are not considered. All three data sets in Fig. 2 (b) collapse
onto the same curve, suggesting that the ion mobilities are not important in determining
the swimming speed of the rod.
Figure 3 shows the swimming speed data as a function of Debye length along with the
scaling relation, Eq. (13). The near-perfect agreement between the simulation data and
the scaling relation (shown as a quadratic fit curve) suggests that the swimming speed is
directly related to square of Debye length or, equivalently, the reciprocal of solution ionic
strength.29
Several previous analyses, including our own, predicted a linear relationship (propor-
tional to the Helmholtz-Smoluchowski equation) between the surface charge on a self-
electrophoretic swimmer and its swimming speed. Examples include the work of Lammert,
Prost, and Bruinsma,18, Paxton et al.,15,19 Golestanian, Liverpool, and Ajdari,23 Sabass and
Seifert,22 and our previous work.20,21 Here, we again observe a strong correlation between
speed and rod potential. Figs. 4 (a) and (b) show the variation in rod zeta potential with
conductivity and ionic strength, respectively. When electrolyte is added to the system, the
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Figure 4. Area-averaged zeta potential, normalized by the thermal voltage, RT/F = 25.6 mV, of
the rod versus solution conductivity (a) and ionic strength (b) for three different electrolytes: KCl
(©), NaNO3 (), and LiNO3 (♦). When plotted versus ionic strength, the data collapse onto a
single curve. Close examination of (a) and Fig. 2 (a) confirms that motor velocity is a function of
the rod potential.
reaction rates are affected asymmetrically, requiring the rod potential to become less nega-
tive in order to satisfy the current conservation constraint expressed by equation (30). Thus,
a change in electrolyte concentration leads to a change in rod potential. By the boundary
condition (28), this change in rod potential changes the zeta potential. Figures 4 (a) and
(b) show that the magnitude of the zeta potential decreases as electrolyte is added to the
solution.
Figure 5 shows the z-direction electric field E50 measured at the junction between the
anode and cathode, 50 nm from the rod surface, and the characteristic electric field E∗, as
a function of solution conductivity. E∗ is defined as the externally applied electric field that
would be required to drive conventional electrophoresis of a particle at a speed equal to the
measured swimming speed, U . That is,
E∗ ≡ U
η
εζ¯
. (31)
This definition is equivalent to that used in our previous work,21 except here the zeta poten-
tial generally varies with position along the surface (unlike in our previous work, where it
was assumed spatially uniform), and so here we use the area-averaged value. We normalize
the electric fields by i/σ, where i is the area-averaged current density out of the anode and
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Figure 5. Electric field (in the z direction) at 50 nm from the rod surface, E50 (), and the char-
acteristic electric field magnitude E∗(•), defined in the text, as a function of solution conductivity.
Both electric fields have been normalized by Ohmic electric field at the minimum conductivity,
i/σ = 1.32 × 104 V/m. Solid lines are power-law fits to the data. The fit results show that
E50 ∝ σ
−0.6, while E∗ ∝ σ−0.988.
σ is the conductivity at the lowest salt concentration (yielding a conductivity of 8.8 µS/cm).
Since it is measured roughly one Debye length away from the surface, E50 is an estimate of
the electric field driving the electroviscous flow in the EDL and, by extension, rod motion.
However, the electric field varies significantly with position throughout the simulation do-
main, and is significantly more complicated than the relatively uniform electric field applied
for conventional electrophoresis. To get an idea of how the electric field as a whole acts
on the particle, we focus our attention on the variation of E∗ with respect to conductivity.
Power-law curve fitting indicates that E∗ is roughly inversely proportional to conductivity,
scaling as E∗ ∝ σ−0.988.
Figure 6 shows that the normalized total reaction rate on the rod surface decreases as
a function of solution ionic strength. Here, Jmax is the total reaction rate at the minimum
ionic strength and J is the integrated flux over the surface of one electrode, defined in (30),
and depends on ionic strength. The figure illustrates a 20 % decrease in reaction rate from
the minimum to the maximum conductivity, suggesting that the overall current through
the fluid and the rod (due to all possible transport mechanisms) decreases with increased
conductivity. On a close examination of equation (17), we see that the variables influencing
the reaction rates are the concentration of peroxide, concentration of protons (in the case
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Figure 6. Deviation of the total reaction rate J from its maximum value Jmax, where Jmax =
1.21× 10−16 mol/s and is achieved at the minimum conductivity of 8.8 µS/cm. Ionic strength was
varied using KCl. This figure shows that the addition of electrolyte decreases the overall reaction
rate by approximately 20 % at the highest ionic strength. The () symbols indicate simulation
data, while the solid line is a power-law fit to the data. The addition of electrolyte alters the proton
concentration in the diffuse layer, altering the reaction rate on the cathode and leading to a net
decrease in the reaction rate on both ends.
of Au), and the Stern-layer voltage. Since the peroxide concentration is kept constant in
all simulations, the variation in reaction rate with ionic strength is attributed to the Stern
voltage and the concentration of protons near the Au surface.
Figure 7 shows the Stern voltage measured at the midpoint of the rod normalized by rod
potential Φrod as a function of the ratio λS/λD, showing a linear relationship. Considering
that λS is a constant while λD depends inversely on the square root of ionic strength, the
abscissa in Fig. 7 is proportional to the square root of ionic strength. Figure 7 suggests
that the Stern voltage becomes more important in relation to the rod potential as salt
concentration is increased.
To understand why the Stern voltage scales with salt concentration, we refer to our
previous scaling result for the Stern voltage as a function of the Stern-layer thickness, Debye
thickness, and average zeta potential of the particle, derived from the Debye-Hu¨ckel solution
for a flat plate with zeta potential ζ ,21
|∆φS| ∝
λS
λD
|ζ | . (32)
For the bimetallic rods, area-averaged zeta potential scales as the internal potential Φrod
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Figure 7. Magnitude of the Stern voltage (normalized by rod potential, Φrod) evaluated at the
midpoint of the rod as a function of the ratio of Stern layer thickness to Debye thickness. The
ratio λS/λD is varied by keeping λS constant at 2 A˚ and varying λD by adding KCl. This plot
supports the scaling prediction that the magnitude of the Stern voltage scales linearly with the
ratio of Stern-layer thickness to Debye thickness. () symbols indicate simulation data, and the
solid line indicates the linear scaling predicted by (13).
and we expect ∣∣∣∣∆φSΦrod
∣∣∣∣ ∝ λSλD . (33)
The agreement between Fig. 7 and (33) is robust, considering that (33) assumes that the
rod potential is less than or comparable to RT/F , an assumption which is not rigorously
justified at the values of Φrod calculated for the rods, which can be close to three times the
thermal voltage (see Fig. 4).
Figure 8 shows the Stern voltage magnitude |∆φS| (defined in (28) as a function of
position along the rod at the indicated conductivities. The Stern voltage clearly increases
in magnitude with conductivity as predicted. The variations in Stern voltage in Fig. 8 arise
from variations of the normal electric field along the surface (see Eq. (28)). The radial
electric field varies with z due to the asymmetric production and consumption of protons
along the rod. On the anode side (z > 0), protons are generated, making the electric
potential in the fluid immediately adjacent to the rod marginally more positive compared to
the fluid adjacent to the cathode side (z < 0), where protons are consumed. As a result, the
potential gradient across the Stern layer is slightly larger near the anode, which increases the
normal electric field and leads to a larger magnitude of Stern voltage. Due to the elevated
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Figure 8. Variation of Stern voltage magnitude (normalized again by the thermal voltage, RT/F )
with position along the rod at the indicated conductivities. Conductivity increases from the bottom
to the top curve, and is varied by adding KCl. The left half of the plot (z < 0) corresponds to the
Au segment of the rod, the right half (z > 0) to the Pt segment. Stern voltage is controlled by
the Stern-layer thickness and electric field normal to the rod surface. As conductivity is increased,
the diffuse layer shrinks, steepening the potential gradient at the surface and increasing the Stern
voltage.
electrolyte concentration, the Stern voltage is significantly greater in magnitude than in our
previous work (where it was near 10−6 V), in which we do not consider added electrolytes.21
This analysis shows that as more electrolyte is added to the solution, the shrinking diffuse
layer causes stronger radial electric fields at the particle surface, leading to a larger Stern
voltage. The exponential terms in the Butler-Volmer rate equations therefor deviate further
from unity as electrolyte concentration is increased. However, even at the highest salt
concentration, the exponential terms are bounded by 0.97 and 1.03, and so exert relatively
little influence on the reaction kinetics.
The proton concentration in the diffuse layer directly affects the reaction rate on the
cathode, as shown in the kinetic expressions (17). Figure 9 (a) shows the concentration of
protons along the cathode surface as a function of position for two separate conductivities. At
the higher conductivity, the concentration is reduced, especially near the junction (z = 0).
As electrolyte is added, more of the counterions making up the electrolyte (in this case,
potassium cations, K+) move into the diffuse layer to help screen the negative surface charge.
Since the electrolyte is two orders of magnitude more concentrated than the protons, the
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Figure 9. (a) Non-dimensionalized perturbation of proton concentration about the bulk value,
c+,∞ = 9 × 10
−7 mol/L, as a function of z along the gold (cathode) surface of the rod for two
conductivities: 8.8 µS/cm (solid line) and 100 µS/cm (dashed line). Conductivities were varied
by adjusting KCl concentration. The proton concentration along gold decreases slightly with
increasing conductivity, lowering the reaction rate on the gold due to the quadratic dependence of
the cathodic reaction rate on proton concentration. (b) Ratio of the square of proton concentration
at the high conductivity (100 µS/cm) to the square of proton concentration at the low conductivity
(8.8 µS/cm), as a function of position along the gold surface. This plot demonstrates that the
contribution of proton concentration in the high-salt case to the reaction rate is significantly lower
than in the low-salt case, especially near the Pt/Au junction. As a result, the reaction rate on the
cathode decreases due to the local decrease in proton concentration.
K+ ions alleviate the need for protons to screen the surface charge. As a result, the proton
concentration is diminished.
Although the reduction in proton concentration appears relatively insignificant, Fig. 9
(b) shows that it can still have a noticeable effect on the reaction kinetics. In Fig. 9 (b)
we show the ratio of the square of proton concentration for the high and low-conductivity
cases. Since the cathodic reaction rate depends quadratically on proton concentration, this
figure effectively shows the reduction in reaction rate, as a function of position, due to the
reduction in proton concentration. The reduction is significant near the anode/cathode
junction (close to z = 0), showing that the decrease in proton concentration with bulk
electrolyte concentration exerts a non-negligible influence on the total reaction rate, and
partially explains why the total reaction rate decreases with ionic strength (Fig. 6).
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Formula Numerical Estimate
Rae 9.5 × 10
−5 / 9.2× 10−6 0.78 / 0.17
β+ 6.5 × 10
−4 / 8.6× 10−5 7.3× 10−3 / 2.4 × 10−3
Daanode 1.1 / 0.53 0.59 / 0.56
Dacathode 4.7 / 2.4 0.59 / 0.56
Table II. Calculated and estimated values of the Rayleigh and Damko¨hler numbers, as well as the
parameter β for protons, for two different conductivities. The first column shows the calculated
values of the dimensionless parameters from (6), (7), (24), and (26) for bulk conductivities of 8.8
and 35 µS/cm (corresponding to bulk KCl concentrations of 56.4 and 231 µmol/L, respectively).
The second column shows numerical estimates of the dimensionless parameters for both values of
the conductivity.
A. Dimensionless Parameters
To gain an understanding of the relative dominance of different transport mechanisms in
the system, we calculate the values of the Damko¨hler and Rayleigh numbers and the param-
eter β from their respective formulas using appropriate values of the system variables. In
addition, we estimate the parameters using values we extract from the simulations. Specif-
ically, we calculate approximations to these three dimensionless parameters by numerically
integrating the relevant fluxes throughout the system geometry and computing the relevant
ratios. Table II shows the results of these calculations.
The total reaction-driven flux of protons is given J , defined in (30). The total diffusive,
convective and electromigration fluxes of protons through the fluid are estimated by inte-
grating the z-components of the appropriate local fluxes over the two-dimensional annular
disk surrounding the middle of the rod and extending from the rod surface to the boundary
of the simulation domain. The parameters are then numerically estimated by computing
the relevant flux ratios: convective to diffusive flux (Rae), electromigration to diffusive (β),
and total reaction flux to diffusive flux (Da).
Although the numerical values of the dimensionless parameters differ significantly be-
tween the analytical to the numerical versions, the general trends are the same in both
cases. The Rayleigh number is O(10−4) in the analytical case and O(10−1) in the numerical
case, indicating that electroconvection is dominated by diffusion in transporting mass. The
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values of β are no larger than 0.01 in either case, showing that electromigration is relatively
unimportant compared to diffusion. The Damko¨hler numbers are on similar orders of mag-
nitude for both cases, suggesting that the majority of the charged species injected into the
solution by the reactions are transported by diffusion.
In all cases, the dimensionless parameters become smaller as salt concentration is in-
creased. In the case of the Rayleigh number, this decrease reflects the decreased swimming
speed of the rod, reducing the convective flux of all species. The reduction in β is due to
the reduction in the tangential electric field magnitude, which drives electromigration flux.
Finally, the Damko¨hler numbers decrease with salt concentration, indicating that the reac-
tion rate decreases slightly as salt is added. Overall, we conclude from this analysis that
the bulk of transport in the system is due to diffusion (to a greater extent than in the case
without salt21), and electroconvection is relatively unimportant in transporting species.
B. Physical Reasons for Speed Decrease
Figure 2 shows that the rod velocity decreases roughly by a factor of 20 when the conduc-
tivity is increased from 8.8 to 100 µS/cm. This velocity decrease is due to several factors,
each of which cause a partial reduction in the swimming speed. In descending order of
importance, these factors are (i) the decrease in magnitude of the propulsive electric field,
(ii) the decrease in magnitude of the area-averaged zeta potential, and (iii) the decrease in
overall reaction rate.
We calculated the characteristic electric field E∗ of the system as the electric field that
would need to be externally applied to drive conventional electrophoresis of the rod having
the same surface charge at a speed equal to the measured swimming speed. As conductivity
is increased from 8.8 to 100 µS/cm, E∗ decreases from 415 to 38 V/m, a decrease of roughly
90 %, i.e. E∗(σ = 8.8)/E∗(σ = 100) = 10.92. Since swimming speed is directly proportional
to E∗, the reduction in E∗ with conductivity reduces the swimming speed of the rod by
roughly an order of magnitude.
In all cases, the electrolyte added to the solution is at a significantly higher bulk con-
centration than protons and bicarbonate ions. While the bulk concentration of protons and
bicarbonate ions was kept fixed at 0.9 µmol/L, the electrolyte concentration was varied
from 56.4 to 820 µmol/L. The counterions in the electrolyte are attracted to the rod to
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help screen the surface charge and result in a net decrease in proton concentration in the
diffuse layer, as shown in Fig. 9 (a). The reduced proton concentration causes a reduction
in the reaction rate because the reaction rate on the gold is dependent on the square of the
proton concentration. When conductivity is increased from its minimum to its maximum
value, the total reaction rates on the anode and cathode decrease by roughly 20 %, such
that J(σ = 8.8)/J(σ = 100) = 1.27. Due to the proportionality between the speed and
surface activity identified by Golestanian, Liverpool, and Ajdari,23 and also proposed and
validated in the scaling analysis of our previous work,20,21 we conclude that the reduction in
reaction rate causes a decrease in swimming speed of roughly 20 % from the minimum to
the maximum conductivity.
Figure 4 shows that the average zeta potential decreases with the addition of salt. This
change in ζ , which is closely linked to the rod potential, is driven by the decrease in reaction
rates and the conservation of current requirement. The reaction rate on the cathode is
reduced as salt is added, due to the limited availability of protons (see Fig. 9) to participate
in the peroxide reduction reaction. Since current must be conserved, the rod potential self-
adjusts such that the rate of peroxide oxidation on the anode decreases. The average zeta
potential decreases by roughly 45 %, from −67.9 to −37.1 mV. ζ¯(σ = 8.8)/ζ¯(σ = 100) =
1.83. The change in zeta potential should result in a reduction in the swimming speed by
roughly a factor of 2.
Since speed is linearly related to E∗, zeta potential, and reaction rate, we can multiply
the reduction factors together to obtain an estimate of the total velocity reduction factor
due to all three effects. The result is 25.38, which is in reasonably good agreement with the
observed speed reduction factor of U(σ = 8.8)/U(σ = 100) = 19.86.
In summary, the conductivity-induced speed decrease originates from the decrease in
the characteristic electric field (due to Ohm’s law), and to a lesser degree, the reduction
of the cathode reaction rate due to exclusion of protons in the diffuse layer by the added
nonreactive salt.
IV. SUMMARY
The speed of bimetallic particles is reduced in high-conductivity solutions for several
reasons. The electric field in the diffuse layer near the rod decreases by approximately 90
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%, the total reaction rate by roughly 20 %, and the rod potential by roughly 45 %. The
swimming speed scales linearly with these three variables.
This work confirms the inverse relationship between the speed and ionic strength pre-
dicted by the scaling analysis, Eq. (13). However, the dependence of speed on ionic strength
was measured not to be U ∝ C−1, but U ∝ C−1.3. This deviation is a consequence of the
fact that the reaction rate and zeta potential magnitude both decrease with ionic strength,
further reducing the swimming speed.
Since we solve the full governing equations for the transport of charged species, our work
automatically accounts for the presence of surface conduction in the EDL near the rod. In
externally driven electrophoresis, the role of surface conduction is most often characterized
by the Dukhin-Bikerman number, Du, which is a measure of the surface conduction relative
to the bulk.36–40 In systems when the electric field is externally applied, the electrophoretic
mobility decreases with increasing Du (decreasing ionic strength). In this paper, we show
(see Figure S2) that the swimming speed increases with Du (decreasing ionic strength).
The primary reason for this apparent contrast to externally driven electrophoresis is that
the electric field in RICA is driven by surface reactions. External electric fields are not
typically current limited and if the ionic strength increases for a given electric field the total
current also increases. In RICA, the system has a finite current density i that is roughly
limited by the rate constants and reactant concentrations (see Eq. (17)) such that the
electric field it generates i/σ is an inverse function of the solution conductivity (or ionic
strength). In this way, as we add more salt the Du decreases and so does the swimming
velocity in contrast to electrophoresis. We suggest that the Dukhin-Bikerman number does
not aid in the understanding of RICA because of the proximity of the electric field that is
generated by the surface reactions.
Although the simulations in this work account for the presence of the adsorbed Stern
layer, the model of this layer can be made more detailed. In particular, the zeta potential
of the particle is likely influenced not only by the potential boundary condition, but also
by the surface charge density associated with charged adsorbed species. Future work could
improve upon our model by including an adsorption isotherm in the model of the surface.
This adsorbed charge would affect the zeta potential, introducing an additional component
to the potential boundary condition, Eq. (28).
For simplicity, we have taken the permittivity here to be constant throughout the domain.
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Additionally, the dielectric constant in the presence of the rod surface, where the electric
fields are extremely strong, can decrease by as much as an order of magnitude due to the
polarization of solvent molecules.32,33,41
Another aspect of the model with potential for improvement is the modeling of the reac-
tion kinetics. Although our previous work was the first to accurately describe the relationship
between the reaction kinetics and rod potential,21 it is generally accepted that the oxidation
and reduction of hydrogen peroxide on platinum both occur through a series of intermedi-
ate steps. However, Sabass and Seifert recently considered possible reaction pathways for
peroxide oxidation and reduction, finding that both reactions were likely first-order in per-
oxide concentration, as was assumed here.22 Again for simplicity, here we have considered
the peroxide oxidation and reduction reactions to be single-step processes on the Pt and
Au surfaces, respectively. Here our primary focus is to provide the first physically accurate
description of the interfacial phenomena that lead to rod propulsion.
The results in this work suggest that the self-electrophoresis mechanism is inherently
susceptible to speed reductions brought about by adding salt and are not practical for salt-
rich environments. Recently, several designs have been advanced for nanomotors which are
capable of motion in salt-rich environments, using alternative fuels, and novel high-speed
designs. From the results of this study, these latter particles seem the most likely candidates
to realize the autonomous swimming in electrolytes such as biological media.42–45
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