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1. DISCUSSION OF RESULTS 
For a matrix C = (cij), with complex elements, let C* = (E~J and 
// c 112 = 21 cij 12. If V(X) = x*p x, where x is an n-vector and P is a constant 
hermitian matrix, then the derivative of I(x) with respect to t, following a 
solution x(t) of then x n linear differential system x’ = Ax, is v’ = -2x*Qx, 
where 
-2Q = PA i A*P. (1) 
When P, Q are both positive definite, V(X) is a Lyapunov function for the 
system x’ = Ax. If h, = py + iu, (v = 1, 2, . . . . n) are the eigenvalues of an 
n x n matrix A, arranged so that 
Pl A P2 1 > >...>pn, (2) 
let M(A), m(A) denote p1 , pn , respectively. When M(A) < 0 it is known that 
to each hermitian Q there corresponds a unique hermitian P satisfying (1). 
For real matrices this result follows from a theorem of Lyapunov [ 1, p. 2771 
and for complex matrices it was proved by Vejvoda [2]. In Section 2 we prove 
the following: 
THEOREM 1. Zf M(A) < 0, then a solution of (1) is 
p = r-1 
s +m (A* + iyZ)-lQ(A - g-1 dy, (3) --o) 
where I is the unit matrix. This matrix P is hermitian when Q is hermitian and 
it is positive definite when Q is positive de$nite. 
For real matrices A with distinct eigenvalues and M(A) < 0, Bedel’baev 
[3, p.321 obtains a formula which is equivalent to (3) with Q = &Z. Bedel’baev 
also gives some other expressions for P in this case. For real A and Q = I, 
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Tsai [4] obtains an expression for the quadradic form V(X) as a finite sum 
of squares of determinants. Bellman [5, p. 1751 gives the formula 
p=2 rcm 
! 
eAftQeAt dt, 
0 
when M(A) < 0. From this it is possible to deduce (3) by using the Parseval 
theorem for Fourier transforms. But Theorem 1 is proved by a more direct 
method in Section 2. With Q = I, (3) g ives a positive definite hermitian 
matrix P. satisfying 
-2I=P,AfA*P,. (4) 
Its eigenvalues m(P,), M(P,) are positive and satisfy 
m(Po)II x II2 < x*pox < JqPo)II x II2 (5) 
for all vectors X. More generally, m(Q)m(P,)l/ x I/* < x*Px < M(Q)M(P,)[i x //2 
when P, Q satisfy (3) and Q is postive definite hermitian. In Section 2 we 
prove the following: 
THEOREM 2. If A is an n x n matrix with M(A) < 0, then 
I Retrace A 1-l < m(P,) < nl Retrace A l-l, 
I &(A + A*)I-1 < m(Po) < I m(A)l-l, 
I J+W1 < m(Po), 
(n - I)“-lM(Po) < 2”[/1 A II2 - n-lj2]a-1 / p1 i-1 fi / py l-2, 
v=2 
< 2nlj A (/2n-2l M(A)11-2”, 
(6) 
(7) 
(8) 
(9) 
(10) 
where J = Im trace A and pv = Re A, satisfy (2). If M(A + A*) < 0, then 
M(P,) < / +M(A + A*)1 -1. (11) 
If A = diag(h, , . . . . A,) then PO = diag(j pi I-i, . . . . I pn 1-l) is the hermitian 
solution of (4). In this case, (7), (8), and (I I) all reduce to equalities. In fact, 
this is so whenever A is normal (i.e., AA* = A*A) because a normal 
matrix can be reduced to diagonal form by a unitary transformation [6, p. 3051. 
If A = diag( -1, 7, 7, . . . . 7) with -1 < 7 < 0, then m(Po) = 1 and the 
left-hand side of (6) approaches equality as 7 ---f 0. The right-hand side of (6) 
reduces to equality for 7 = - 1. But (9) is always crude when A is diagonal 
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and it is probably so in other cases. Since 1 Re trace A 1 does not exceed 
nl m(A)I, we deduce from (6) and (9) that 
n-12-“[(n - I)IM(A)121J A lI-2]n-1 < m(P,,)/M(P,). (12) 
To illustrate the relevance of the numbers m(P,,), M(P,) to stability 
problems we consider the n x n system of differential equations 
x’ = --EX + Ax +f(t, x), (13) 
where x, f(t, x) are complex n-vectors, A is a constant complex matrix and E 
is a constant real number. It is assumed that the functionf(t, X) is smooth 
enough to ensure that for each (to , CC,,) with to > 0, there is at least one 
solution x(t) which is absolutely continuous and satisfies (13) in some open 
interval containing to and has x(to) = x,, . In Section 2 we prove the following: 
THEOREM 3. Suppose that 
IIf@? 4 G +(t)ll x IL (14) 
for all (t, x) where d(t)” is Lebesgue integrable in every finite subinterval of 
(0, w). If M(A) < 0 then every absobtely continuous solution x(t) of (14) 
satisfies 
II 4T)ll d II x(O)ll K exp (i JW’,) /%Q(V dt - Tc), (15) 
for all T > 0, where K = M(P,,)1~2m(Po)-1~z. If, in addition, 
liE;ip T-l /r+(t)P dt < 4e/M(P,,), 
0 
(16) 
then x = 0 is a globally asymptotically stable solution of (13). 
If (14) only holds for)/ x // < R, then (15) is valid for solutions having 
11 x(O)11 < Rm(Po)1/2M(PO)-1/2e-S, (17) 
where s = sup($M(P,) Jrq5(t)? dt - CT} in 0 < T < co. This gives an 
estimate of the region of attraction of the solution x = 0. An estimate which 
is cruder but more explicit than this can be got by substituting for 
m(Po)1/2M(Po)-1/2 from (12). When B is a constant matrix, the system 
x’ = Bx + f(t, x), W-3) 
is of the form (13) with A = B + ~1. If 0 < E < -M(B), then M(A) < 0. 
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Write P(E) = M(P,,), where PO is the hermitian solution of (4) when 
A = B + EI. Now let 
Q(B) = sup{4~/~(~)} in 0 < .z < -M(B). (19) 
From Theorem 3 we deduce at once the following: 
COROLLARY 1. If, in (18), M(B) < 0 and f(t, x) satisfies (14) then a 
suficient condition for the solution x = 0 to be globally asymptotically stable is 
liEt;p T-l iT#(t)z dt < Q(B). 
ll 
If B is a diagonal matrix with M(B) < 0 then P(E) = / M(B) + E 1-l and 
Q(B) = M(B)2. Clearly, the right-hand side of (20) cannot be improved in 
this case. By applying a suitable unitary transformation, it is easy to show that 
Q(B) = AJI(B)~ and that (20) is best possible whenever B is a normal matrix. 
Results similar to Corollary 1, which apply to more general systems than (1 S), 
have already been given by Germaidze [7] and Corduneanu [8]. But (20) is 
more delicate, in the case +(t) constant, than the corresponding conditions 
given by these authors. If we take E,, = n-l1 M(B)1 and estimate P(Q) from 
(lo), using 
II B + c,,II” = I/ B II2 + 2~ Retrace B + nq,2 < jl B 112, 
then (19) gives 
G?(B)&+ 2(nn;1). 
(n - 1)3M(B)” 
A%) M(B)2 . [ 2n2 I( B (I2 1 
+-I 
’ (21) 
On replacing 52(B) in (20) by the right-hand side of (21), we obtain a new 
condition which is more restrictive but more explicit. When modified in 
this way, Corollary 1 can be regarded as an improved version of a theorem 
obtained by Nemyckii [9] using a different method. Nemyckii confines 
attention to the case when 4(t) is a constant (called m1/2CR) and obtains a 
condition similar to (20) which can be written in our notation as 
4 < r2j M(B)l[(n - 1)1/2j M(B)I/n2/l B ll]“-l. (22) 
For n > 1, the right-hand side of this is always much less than the square 
root of the right-hand side of (21). With A = B + Ed, (17) and (12) give the 
estimate 
I/ x(O)11 < Re-S(2n)-1/2[(n - 1)3/2j M(B)l/21/2n/1 B /i]+1 
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for the region of attraction of the solution x = 0 when (14) holds only in 
the region 11 x 11 < R. This also improves a similar estimate given by 
Nemyckii. If / pz I, . . . . 1 pn / are all large compared with I p1 I then (9) is a 
much sharper inequality than (10) and the estimate (21) for Q(B), which is 
deduced from (lo), can be improved by using (9) instead. This leads to a 
further improvement in Nemyckii’s result which is obviously crude in such 
cases. The above problem, with 4(t) constant, has been studied also by Cai 
and Li [lo] using Lyapunov’s second method. They obtain a condition 
similar to (22) but having a complicated expression on its right-hand side. 
Because of this complexity it is difficult to compare their result with 
Nemyckii’s but examples show that their condition is sometimes more 
restrictive than (22) and sometimes less restrictive. 
COROLLARY 2. If, in (18), M(B) < 0 andf(t, X) =F(t)x, whereF(t) is an 
almost periodic matrix whose Fourier series is 
F(t) N 2 C, exp ih,t, 
?-1 
then a sujicient condition for the solution x = 0 to be globally asymptotically 
stable is 
211 CT II2 < W). 
r=l 
This is deduced immediately from Corollary 1 by putting d(t) = jJ F(t)11 
and expanding the left-hand side of (20) by the Parseval theorem for almost 
periodic functions [ll, p. 191. 
Though they are of theoretical interest, the estimates (9), (10) have the 
practical disadvantage that M(A) is often very difficult to compute. To 
obtain an alternative inequality which avoids difficulty we restrict attention 
to cases when the characteristic polynomial 
det(h1 - A) = A” + &V-l + ka,F2 + ... + k, 
has all its coefficients R, real. Let H be the corresponding Hurwitz 
determinant: 
H= 
k, k, k, e-e k2,+-1 
1 k, k, a.* &-a 
0 k, k, --* k2n--3 
0 1 k, 0.. k2n--4 
. . . . . . . . . 
b 6 0 ... k,’ 
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with K, = 0 for all Y > n. The well-known Routh-Hurwitz criteria for 
M(A) < 0, require the positivity of H and of certain of its sub-determinants 
(see [12, p. 1941). In section 2 we prove the following: 
THEOREM 4. If M(A) < 0 and k, , . . . . k, are real, then 
W’o) < H-l [s]“-‘;g (” ; ‘) (-n)- 11 A11~’ D~+~ , (23) 
where 
n-1 t 1 r is the binomial coe@cient and D, denotes the cofactor of the 
element in thefirst TOW and s-th column of the determinant H. 
The value 8 of the right-hand side of (23) is comparatively easy to 
compute and (23) always gives a sharper inequality than (9). From (8) and 
(23) we deduce the underestimate 1 M(A)1 > c”-l. Such an underestimate of 
M(B) can be used in practice to find suitable values of E for the conversion 
of the system (18) into the form (13). 
2. PROOF OF RESULTS 
PROOF OF THEOREM 1. For real y, the integrand in (3) is a continuous 
rational function of y, whose norm is 0( / y I-“) as y + &cc. The integral is 
therefore convergent and 
rrPA = 
i +O” (A” + iyZ)-lQ[Z + iy(A - iyZ)-l] dy, --m 
rrA*P = 
s 
+O” [I - iy(A* + iyZ)-l]Q(A - iyZ)-l dy, 
--m 
a(PA + A*P) = 
J’ 
+CO [(A* + t$Z)-‘Q + Q(A - iyZ)-l] dy, 
--m 
= 
s O” L--2(1 +Y”>-‘Q + QW(;y) + W(iy)*Ql 4, -cc 
= --277Q + Q jm -co W(;y> dy+ j+m WW" 4 Q, -cc 
where W(x) = (A - zZ)-l + (z + l))lZ . is a rational function of z whose 
norm is O(( z I-2) as I z j - 00. The poles of W(z) occur at the eigenvalues 
of A and at z = - 1. Since none of these lie in the half-plane Re x >, 0, 
the integral of W(x) along the imaginary axis is zero. The conjugate transpose 
of this integral is also zero and the above equation reduces to (1). The rest 
of Theorem 1 is obvious. 
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PROOF OF (6). The eigenvalues of 6’ are the reciprocals of those of 
P,, so that the largest eigenvalue of Pi1 is m(P,,-I. Hence, 
n-r trace (Pi’) < m(P,)-l < trace (P;‘). (24) 
If G = P,,A then A = P;lG and (4) gives G + G* = -21. Since GIG and 
GP;l have the same eigenvalues [6, p. 2001, we have 
trace A = trace(P;iG) = trace(GP;l), 
2 Re trace A = trace(P;iG) + trace(GP;r)*, 
= trace P,-l(G + G*). 
With G + G* = -21, this gives 
trace(P;l) = -Re trace A = 1 Re trace A j. 
By substituting this in (24), we obtain (6). 
PROOF OF (7), (S), (11). For each eigenvalue h of A, there exists a 
vector x # 0 such that Ax = Ax. Then (4) gives 
-2x*x = x*(P,,A + A*P,)x = (h + @x*P,x. 
Since A + x = 2 Re X < 0, it follows from (5) that 
I Re A Im(P,J x II2 < X*X < I Re A l~(P,)II x l12. 
With Re X = M(A), this gives (8) and with Re A = m(A), it gives the right- 
hand side of (7). 
For each eigenvalue y of P, , there exists a vectory # 0 such that P,y = yy. 
Then (4) gives 
-2y*y = y*(PoA + A*P,)y = m*(A + A*)y, 
ym(A + A*)Ily II2 < -~Y*Y < 9WA + A*)lly /12. 
With y = m(P,), this gives the left-hand side of (7), since m(A + A*) < 0 
by Bromwich’s inequality [6, p. 3891. With y = M(P,) it also gives (11) 
in cases when M(A + A*) < 0. 
LEMMA. If C is a nonsingular n x n matrix, then 
il~I([Cc*]-~) < j det C I-“[(n - 1)‘11 C l/2]n-1. 
PROOF OF LEMMA. Since CC* is positive definite hermitian, its eigen- 
values A,, . . . . A, are real and positive and their reciprocals are the eigen- 
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values of [CC*]-l. Hence, M([CC*]-l) is m(CC*)-l and we can take this 
to be A;l. Notice that 
fl, + fl, + *** + A, = trace(CC*) = 11 C /j2. 
Comparing geometric and arithmetic means, we get 
det(CC*) = L&A, . . . A, , 
< A,[(n - l)-‘(A, + *.. + An)]“-1, 
< (I,[@ - 1)-i// c II”]“-‘. 
The lemma follows at once from this. 
PROOF of (9), (10). If C = A - iy1, then the eigenvalues of C are 
hy - iy and 
det C = fi (A, - zy). 
v=l 
(25) 
With Q = I, (3) gives 
s 
+CO 
7rx*pox = x*[CC*]-lx dy < x*x 
s 
+m M([CC*]-1) dy, 
-cc -co 
for all vectors x. Choose x # 0 so that x*P,,x = M(P,)II x II2 and then 
substitute in the right-hand side from the lemma. 
TM(P,) <: 1’” I det C I-“[(n - 1)-l I/ C l!21n-1 dy. 
--co 
(26) 
Putting y = oV + p, tan0, where p, + ia, = hv , we deduce 
I Xv - iy I-’ II C II2 = pF2 l((A - iuJ) cos ~9 - ip,l sin 0 /12, 
< p;“{II A - iv,1 !I 1 cos 13 1 + n112 ( p, sin 8 j}2, 
< P;“(ll A - iuvI Is + npy2}, 
for all real y. Then (25) and (26) give 
( det C l--2 (I C l(2n-2 < I A, - e j--2 fi P;~{I\ A - iu,I Ii2 + npf), 
u=2 
ln - lFM(P,) < I p1 1-l fi pr2{(l A - iuJ II2 + np,2}. 
v=2 
(27) 
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By comparing geometric and arithmetic means, we get 
= n-l %{I1 A II2 - 2U”J + n(o,2 + Py”,>’ 
= /I A /I2 - 2r1J2 + 3 I h, 18, 
v-1 
where J = Im trace A = C a” . Now C ( A, I2 < )I A II2 by Schur’s inequality 
[6, p. 3091, so that 
f$ A - h~l12 + v,2) < WA II2 - n-1J21”. 
/I A - iuJ /I2 = 11 A II2 - 24 + noI2 >, /I A iI2 - n-‘1”. 
When (28) is divided by this, it gives 
@A - iu,ll12 + npy”} < 2”[1l AlI2 - n-l@]“-l. 
(28) 
This and (27) give (9). Then (10) follows at once from (9) since 
I pv I 3 I JG9. 
PROOF OF THEOREM 3. If V(X) = x*P,,x, where P,, is hermitian and 
satisfies (4) then the derivative of V(X) following a solution x(t) of (13) is 
V(x)’ = (x’)*P()x + x*Pox’, 
= (-6x* + x*A* +f*)P,,x + x*P,,(-,x + Ax +f), 
= f *Pox + x*P,f - 2x*x - 2cx*p,x. (29) 
By expanding cr2(at2f * - x*)Po(a2f - x) > 0, we obtain 
f *Pox + x*po f < df *PO f + a-2x*Pox, (30) 
for all real LY f 0. From (5) and (14), it follows that 
f*Pof < ~(PcJlf !I2 < wPriMw1 x /12* (31) 
Substitute (30) into (29) and then replace f *P,f by (31). Thus, 
V(x) < (a”M(P,)l$(t)~ - 2}// x 112 + (a-2 - 24x*pox, 
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for all real 01 # 0. If d(t) f 0, take a2 = 2M(P,,-14(t)-2 and if $(t) = 0, 
make oL--f + co. We get 
V(x) < {gM(Po)qqt)2 - 2E}V(X). 
Divide by V(x) and integrate over 0 < t < T. 
jr (f Wf’o)W2 - 4 dt 3 log{~(x(T))lV(x(O))}, 
2 1og-Hf’o)II G32/W’o)Il W12). 
This is equivalent to (15). The second part of Theorem 3 follows at once 
from (15). 
PROOF OF THEOREM 4. If d(h) = det(h1 - A) has real coefficients 
k i , . . . . k, , then 
j det(A - iy1)12 = d(iy)d(---iy), 
and Im trace A = -1m k, = 0, so that 
II A - iyl II2 = II A II2 + v2, 
(I A - iyq2+2 = nz i” ; ‘) (1 A ~~yfzy2)~--1--7. 
Substituting (32) and (33) into (26), we obtain 
M(P,) < 2(n - l@$ i” ; ‘) 11 A l/27(-n)12-1-rT2(12-1-1), 
r=O 
where 
1 
s 
+=o 
T20 = 27T
(+)2” dy 
--o3 d(iy)d(-{Y) . 
(32) 
(33) 
(34) 
Bedel’baev [3, p. 271 proves that T,, = &( -l)n-lH-lDn, , for 
cr = 0, 1, . . . . n - 1, where H, D, are as defined in Section I. Substituting 
this in (34), we obtain Theorem 4. When evaluating T,, , Bedel’baev assumes 
that the roots of d(h) = 0 are distinct. But this restriction can be removed 
at once by observing that T,, varies continuously with the coefficients 
k k,. 1 7 ***I 
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