The divide and conquer method is a common strategy for handling massive data. In this article, we study the divide and conquer method for cubic-rate estimators under the massive data framework. We develop a general theory for establishing the asymptotic distribution of the aggregated M-estimators using a simple average. Under certain condition on the growing rate of the number of subgroups, the resulting aggregated estimators are shown to have faster convergence rate and asymptotic normal distribution, which are more tractable in both computation and inference than the original M-estimators based on pooled data. Our theory applies to a wide class of M-estimators with cube root convergence rate, including the location estimator, maximum score estimator and value search estimator. Empirical performance via simulations also validate our theoretical findings.
Introduction
In a world of explosively large data, effective estimation procedures are needed to deal with the computational challenge arisen from analysis of massive data. The divide and conquer method is a commonly used approach for handling massive data, which divides data into several groups and aggregate all subgroup estimators by a simple average to lessen the computational burden. A number of problems have been studied for the divide and conquer method, including variable selection (Chen and Xie, 2014) , nonparametric regression (Zhang et al., 2013; Zhao et al., 2016) and bootstrap inference (Kleiner et al., 2014) , to mention a few. Most papers establish that the aggregated estimators achieve the oracle result, in the sense that they possess the same nonasymptotic error bounds or limiting distributions as the pooled estimators, which are obtained by fitting all the data in a single model. This implies that the divide and conquer scheme can not only maintain efficiency, but also obtain a feasible solution for analyzing massive data.
In addition to the computational advantages for handling massive data, the divide and conquer method, somewhat surprisingly, can lead to aggregated estimators with improved efficiency over pooled estimators with slower than the usual n 1/2 convergence rate. There is a wide class of M-estimators with n 1/3 convergence rate. For example, Chernoff (1964) studied a cubic-rate estimator for estimating the mode. It was shown therein that the estimator converges in distribution to the argmax of a Brownian motion minus a quadratic drift. Kim and Pollard (1990) systematically studied a class of cubic-rate M-estimators and established their limiting distributions as the argmax of a general Gaussian process minus a quadratic form. These results were extended to a more general class of M-estimators using modern empirical process results (van der Vaart and Wellner, 1996; Kosorok, 2008) . In this paper, we mainly focus on M-estimators with cubic-rate and develop a unified inference framework for the aggregated estimators obtained by the divide and conquer method. Our theory states that the aggregated estimators can achieve a faster convergence rate than the pooled estimators and have asymptotic normal distributions when the number of groups diverges at a proper rate as the sample size of each group grows. This enables a simple way for estimating the covariance matrix of the aggregated estimators.
When establishing the asymptotic properties of the aggregated estimators, a major technical challenge is to quantify the accumulated bias. Different from estimators with standard n 1/2 convergence rate, M-estimators with n 1/3 convergence rate generally do not have a nice linearization representation and the magnitude of the associated biases is difficult to quantify. In literature, a few works have been developed for studying the mean of the argmax of a simple one-dimensional Brownian motion process plus a deterministic function (see for example, Daniels and Skyrme, 1985; Cator and Groeneboom, 2006; Pimentel, 2014) . In particular, Groeneboom et al. (1999) provided a coupling inequality for the inverse process of the Grenander estimator based on Komlos-Major-Tusnady (KMT) approximation (Komlós et al., 1975) . However, it remains unclear and can be challenging to extend their technique under a more general setting. On one hand, the KMT approximation requires the underlying class of functions to be uniformly bounded (see for example, Rio, 1994; Koltchinskii, 1994) . This assumption is violated in some applications for M-estimators, for example the value search estimator described in Section 3. On the other hand, their coupling inequality relies heavily on the properties of the argmax of a Brownian motion process with a parabolic drift (Groeneboom, 1989) , and is not applicable to cubic-rate estimators that converge to the argmax of a more general Gaussian process minus a quadratic form. Here, we propose a novel approach to derive a nonasymptotic error bound for the bias of aggregated M-estimators.
A key innovation in our analysis is to introduce a linear perturbation in the empirical objective function. In that way, we transform the problem of quantifying the bias into comparison of the expected supremum of the empirical objective function and that of its limiting Gaussian process. To bound the difference of these expected suprema, we adopt similar techniques that have been recently studied by Chernozhukov et al. (2013) and Chernozhukov et al. (2014) . Specifically, they compared a function of the maximum for sum of mean-zero Gaussian random vectors with that of multivariate mean-zero random vectors with the same covariance function, and provided an associated coupling inequality. We improve their arguments by providing more accurate approximation results (Lemma 6. 3) for the identity function of maximums as needed in our applications.
Another major contribution of this paper is to provide a tail inequality for cubic-rate Mestimators (Theorem 5.1) . This helps us to construct a truncated estimator with bounded second moment, which is essential to apply Lindberg's central limit theorem for establishing the normality of the aggregated estimator. Under some additional tail assumptions on the underlying empirical process, our results can be viewed as a generalization of empirical process theories that establish consistency and n 1/3 convergence rate for the M-estimators. Based on the results, we show that the asymptotic variance of the aggregated estimator can be consistently estimated by the sample variance of individual M-estimators in each group, which largely simplifies the inference procedure for M-estimators.
The rest of the paper is organized as follows. We describe the divide and conquer method for M-estimators and state the major central limit theorem (Theorem 2.1) in Section 2. Three examples for the location estimator, maximum score estimator and value search estimator are presented in Section 3 to illustrate the application of Theorem 2.1. Simulation studies are conducted in Section 4 to demonstrate the empirical performance of the aggregated estimators. Section 5 studies a tail inequality and Section 6 provides the analysis of bias of M-estimators that are needed to prove Theorem 2.1, followed by a Discussion Section. All the technical proofs are provided in the Appendix.
Method
The divide and conquer scheme for M-estimators is described as follows. In the first step, the data are randomly divided into several groups. For the jth group, consider the following M-estimator
where (X
n j ) denote the data for the jth group, n j is the number of observations in the jth group, S is the number of groups, m(·, ·) is the objective function and θ is a d-dimensional vector of parameters that belong to a compact parameter space Θ. In the second step, the aggregated estimatorθ 0 is obtained as a simple average of all subgroup estimators, i.e.θ
We assume that all the X (j)
i 's are independent and identically distributed across i and j. In addition, for notational simplicity and without loss of generality, we assume equal allocation among S groups, i.e. n 1 = · · · = n S = n. Here, we only consider M-estimation with non-smooth functions m(·, θ) of θ, and the resulting M-estimatorsθ (j) 's have a convergence rate of O p (n −1/3 ). Such cubic-rate M-estimators have been widely studied in the literature, for example, the location estimator and maximum score estimator as demonstrated in the next section. The limiting distributions of these estimators have also been established using empirical process arguments (cf. Kim and Pollard, 1990; van der Vaart and Wellner, 1996) . To be specific, let θ 0 denote the unique maximizer of E{m(·, θ)}, and assume θ 0 ∈ Θ. Then,
where
for some mean-zero Gaussian process G and positive definite matrix V = ∂ 2 E{m(·, θ)}/∂θθ T | θ=θ 0 . The main goal of this paper is to establish the convergence rate and asymptotic normality ofθ 0 under suitable conditions for S and n, even though eachθ (j) does not have a tractable limiting distribution. The dimension d is assumed to be fixed, while the number of groups S → ∞ as n → ∞. Let || · || 2 denote the Euclidean norm for vectors or induced matrix L 2 norm for matrices. We first introduce some conditions. (A1.) There exists a small neighborhood N δ = {θ : ||θ − θ 0 || 2 ≤ δ} in which Em{(·, θ)} is twice continuously differentiable with the Hessian matrix −V (θ), where
There exists some envelope function M(·) ≥ |m(·, θ)| for any θ, and ω = ||M(·)|| ψ 1 < ∞, where || · || ψp denotes the Orzlic norm of a random variable.
The function L(·) is symmetric and continuous, and has the rescaling property:
Theorem 2.1 Under Conditions (A1)-(A7), if S = o(n 1/6 / log 4/3 n) and S → ∞ as n → ∞, we have
for some positive definite matrix A.
Remark 2.1 Theorem 2.1 suggests thatθ 0 converges at a rate of O p (S −1/2 n −1/3 ). In contrast, the original M-estimator obtained based on pooled data has a convergence rate of
). This implies that we can gain efficiency by adopting the split and conquer scheme for cubic-rate M-estimators. Such result is interesting as most aggregated estimators in the divide and conquer literature share the same convergence rates as the original estimators based on pooled data.
Remark 2.2 The constraints on S suggest that the number of group cannot diverge too fast. A main reason as we showed in the proof of Theorem 2.1 is that if S grows too fast, the asymptotic normality ofθ 0 will fail due to accumulation of bias in the aggregation of subgroup estimators. Given a data of size N, we can take S ≈ N l , n = N/S ≈ N 1−l with l < 1/7 to fulfill this requirement.
Remark 2.3 Conditions A1 -A5 and A7 (i) are similar to those in Kim and Pollard (1990) and are used to establish the cubic-rate convergence of the M-estimator in each group. Conditions A6 and A7 (ii) are used to establish the normality of the aggregated estimator. In particular, Condition A7 (ii) implies that the Gaussian process G(·) has stationary increments, i.e. E[{G(
, which is used to control the bias of the aggregated estimator.
In the rest of this section, we give a sketch for the proof of Theorem 2.1. The details of the proof are given in Sections 5 and 6. By the definitions ofθ 0 andĥ (j) , it is equivalent to show
When S diverges, intuitively, (4) follows by a direct application of Lindberg's central limit theorem for triangular arrays (cf. Theorem 11.1.1, Athreya and Lahiri, 2006) . However, a few challenges remain. First, the estimatorĥ (j) may not possess finite second moment. Analogous to Kolmogorov's 3-series theorem (cf. Theorem 8.3.5, Athreya and Lahiri, 2006) , we handle this by first definingh (j) , which is a truncated version ofĥ (j) with ||h (j) || 2 ≤ δ n for some δ n > 0, such that jĥ (j) and jh (j) are tail equivalent, i.e.
Using Borel-Cantelli lemma, it suffices to show
Now it remains to show
The second challenge is to control the accumulated bias in the aggregated estimator, i.e. showing
Finally, it remains to show that the second moment ofh
for any a ∈ R d . Then, Theorem 2.1 holds when (5), (6) and (7) are established. Section 5 is devoted to verifying (5) and (7), while Section 6 is devoted to proving (6).
Applications
In this section, we illustrate our main theorem (Theorem 2.1) with three applications including simple one-dimensional location estimator (Example 3.1) and more complicated multi-dimensional estimators with some constraints, such as maximum score estimator (Example 3.2) and value-search estimator (Example 3.3).
Location estimator
Let X (j) i (i = 1, . . . , n; j = 1, . . . , S) be i.i.d. random variables on the real line, with a continuous density p. In each subgroup j, consider the location estimator
It was shown in Example 3.2.13 of van der Vaart and Wellner (1996) and Example 6.1 of Kim and Pollard (1990) that eachθ (j) has a cubic-rate convergence. We assume that Pr(X ∈ [θ − 1, θ + 1]) has a unique maximizer at θ 0 . When the derivative of p exists and is continuous, p
is negative for all θ within some small neighbor N δ around θ 0 . Therefore, Condition (A2) holds, since
for θ 1 ≤ θ 2 and |θ 1 −θ 2 | < 0.5. Moreover, if we further assume that p has continuous second derivative in the neighborhood N δ , Condition (A6) is satisfied. The class of functions {|I(θ − 1 ≤ X ≤ θ + 1)| : θ ∈ Θ} is bounded by 1 and belongs to VC class. In addition, we have and σ is the surface measure on the line x T β 0 = 0. Note that ∂β(θ)/∂θ has finite derivatives for all orders as long as ||θ|| 2 < 1. Assume that κ and p have twice continuous derivatives. This together with (9) implies that E{m(·, ·, β(θ))} has third continuous derivative as a function of θ in a small neighborhood N δ (δ < 1) around 0. This verifies (A6). Moreover, for any θ 1 , θ 2 ∈ N δ with ||θ 1 − θ 2 || 2 ≤ ǫ, we have Kim and Pollard (1990) showed that E{|m(·, ·,
This together with (10) implies
Therefore, (A2) is satisfied and (A3) trivially holds since |m| ≤ 1. It was also shown in Kim and Pollard (1990) that the envelope M ǫ of the class of
Using (10), we can show that the envelopeM ǫ of the class of functions {m(·, ·, (A4) is satisfied. Moreover, since the class of functions m(·, ·, β) over all β belongs to the VC class, so does the class of function m(·, ·, β(θ)). This verifies (A5).
Finally, we establish (A7). For any θ 1 , θ 2 ∈ N δ , define h 1 = n 1/3 θ 1 and h 2 = n 1/3 θ 2 . We have
We write X as rβ 0 + z with z orthogonal to β 0 . Equation (11) can be written as
Define ω = n 1/3 r. Equation (12) can be expressed as
Assume that p(r, z) is differentiable with respect to r and |∂p(r, z)/∂r| ≤ q(z) for some function q. Then, (12) is equal to
where the remainders |R 1 | and |R 2 | are bounded by
and
under suitable moment assumptions on functions p(0, z) and q(z). This verifies (A7). An application of Theorem 2.1 implies
By the definition ofθ (j) andβ (j) , we have
With probability at least 1−S/n → 1, the last expression is equal to O( √ Sn 1/3 n −2/3 log 2/3 n) = o(1), which is implied by the tail inequality forθ (j) established in Theorem 5.1. Combining this together with (13), we have
Value search estimator
The value search estimator was introduced by Zhang et al. (2012) for estimating the optimal treatment regime. The data can be summarized as i.i.d. triples {O
is the treatment received by the patient taking the value 0 or 1, and Y (j) i is the response, the larger the better by convention. Consider the following model
where µ(·) is the baseline mean function, C(·) is the contrast function, and e
is the random error with E{e 
The optimal regime d opt is defined as the rule that maximizes the expected potential outcome, i.e, the value function, E{Y
Under the stable unit treatment value assumption (SUTVA) and no unmeasured confounders assumption (Splawa-Neyman, 1990), the optimal treatment regime under model (14) is given by d opt (x) = I{C(x) > 0}. The true contrast function C(·) can be complex. As suggested by Zhang et al. (2012) , in practice we can find the restricted optimal regimen within a class of decision rules, such as linear treatment decision rules d(x, β) = I(
, where the subscript k denotes the kth element in the vector. Let
. Zhang et al. (2012) proposed an inverse propensity score weighted estimator of the value function V (θ) and the associated value search estimator by maximizing the estimated value function. Specifically, for each group j, the value search estimator is defined aŝ
i ) is the propensity score and known in a randomized study. Here, for illustration purpose, we assume that π
With some algebra, we can show thatθ (j) also maximizes P
n is the empirical measure for data in group j. Unlike the previous two examples, here the function m is not bounded. To fulfill (A3), we need ||ξ
To show (A1) and (A6), we evaluate the integral
where p(x) is the density function of X (j)
i . Consider the transformation
which maps the region {x T θ ⋆ > 1} onto {x T θ > 1}, and {x T θ ⋆ = 1} onto {x T θ = 1}. We exclude the trivial case with θ ⋆ = 0. The above definition is meaningful when θ is taken over a small neighborhood N δ of θ ⋆ . We assume that functions p and C are continuously differentiable. Note that
Using some differential geometry arguments similarly as in Section 5 of Kim and Pollard (1990) , we can show that the integral (15) can be represented as
which is thrice differentiable under certain conditions on C(x), p(x) and their derivatives. To show (A7), we assume that the conditional density p(x|y) of X given Y = 1 − X T θ ⋆ exists and is continuously differentiable with respect to y. Similarly assume that the density q(y) of Y exists and is continuously differentiable. Let g(X) = E(ξ 2 |X). For any h 1 , h 2 ∈ R d , we have
Let y = n −1/3 z. The last expression in the above equation can be written as
with the remainder term
2 )) under certain conditions on q(x) and p(x|·). Conditions (A2) and (A4) can be similarly verified. Since the class of functions {g(x)I(x T θ > 1) : θ ∈ R d } has finite VC index, Condition (A5) also holds. Theorem 2.1 then follows.
Numerical studies
In this section, we examine the numerical performance of the aggregated M-estimator for the three examples studied in the previous section and compare it with the M-estimator based on pooled data, denoted as the pooled estimator.
Location estimator
The data X j (j = 1, . . . , N) were independently generated from the standard normal distribution. The true parameter θ 0 that maximizes E{I(θ − 1 ≤ X j ≤ θ + 1)} was set to be 0. Letθ 0 andθ 0 denote the pooled estimator and the aggregated estimator, respectively. To obtainθ 0 , we randomly divided the data into S blocks with equal size n = N/S. We took N = 2 i for i = 12, 14, 16, 18, 20, and S = 2 j for j = 3, . . . , 7. For each combination of N and S, we estimated the standard error ofθ 0 by
, whereθ (l) denotes the M-estimator for the lth group. For each scenario, we conducted 1000 simulation replications and report the bias and sample standard deviation (denoted as SD) of estimatorsθ 0 andθ 0 , and estimated standard error and coverage probability (denoted as CP) of Wald-type 95% confidence interval forθ 0 in Table 1 .
Based on the results, it can be seen that the aggregated estimatorθ 0 has much smaller standard deviation than the pooled estimatorθ 0 , indicating the efficiency gain by the divide and conquer scheme as shown in our theory. In addition, the bias ofθ 0 generally becomes bigger and the standard deviation ofθ 0 generally becomes smaller when S and N increase, and the normal approximation becomes more accurate when S increases. This demonstrates the bias-variance trade off for aggregated estimators. With properly chosen S, the estimated standard error ofθ 0 is close to its standard deviation and the coverage probability is close to the nominal level. 
Maximum score estimator
Consider the model Y i = 1.5X i1 − 1.5X i2 + 0.5e i , i = 1, · · · , N, where X i1 , X i2 and e i were generated independently from the standard normal. Hence,
T denote the pooled estimator andθ 0 = (θ 1 ,θ 2 ) T the aggregated estimator. We set N = 2 18 , 2 20 , 2 22 and S = 2 4 , . . . , 2 7 . Table 2 reports the results based on 1000 replications. The findings are very similar to those for the location estimator in the previous example. 
Value search estimator
Consider the model (0, 0.25) , and Pr(A j = 1) = 0.5. Under this model assumption, the optimal treatment rule takes the form,
and hence β ⋆ = 2. We conducted eight scenarios where S = 32, 64, and N = 2 24 , 2 25 , 2 26 and 2 27 . Due to the large sample size and limited computer memory, it is extremely slow to calculate the pooled estimators. Therefore, we only estimated the aggregated estimatorθ 0 . Simulation results based on 1000 replications are reported in Table 3 . Except for the case with S = 2 6 and N = 2 24 (where the bias is relatively large), the aggregated estimates have relatively small bias; the estimated standard errors are close to the standard deviations of the estimates; and the coverage probability is close to the nominal level. 5 Tail inequality forĥ
In this section, we establish tail inequalities forθ (j) andĥ (j) , which are used to construct h (j) , a truncated version ofĥ (j) with tail equivalence.
Theorem 5.1 Under Conditions (A1)-(A5), for sufficiently large n, there exists some constant C 0 , such that
Moreover, for sufficiently large n, there exist some constants C 1 , C 2 > 0 and N 0 ≥ 2, such that
for any N 0 ≤ x ≤ n 1/3 δ.
Remark 5.1 (16) and (17) can be viewed as generalization of the consistency and rate of convergence results established for cube root estimators (cf. Corollary 4.2 in Kim and Pollard, 1990) . The tail probability of ||ĥ (j) || 2 is obtained based on the subexponential tail Assumption (A3) for m(·, θ).
We representĥ (j) aŝ
where H δn = {h : ||h|| 2 ≤ δ n }. By its definition, we have ||h (j) || 2 ≤ δ n . The following Corollaries are immediate applications of Theorem 5.1.
Corollary 5.1 Under Conditions (A1)-(A5), for sufficiently large n, there exist some constants N 0 ≥ 2, C 4 and C 5 , such that
The proof is straightforward by noting that for any x ≤ n 1/3 δ, (j) are also tail equivalent.
Tail equivalence ofh
where the last inequality is implied by Theorem 5.1. The second assertion follows by an application of Bonferroni's inequality. Corollary 5.2 proves (5). From now on, we take δ n = max(3 1/3 , 3 1/3 /C 
Remark 5.3 Taking k = 2, it proves (7). Moreover, Corollary 5.3 suggests a simple scheme for estimating the covariance matrix A ≡ cov(h 0 ) given in (3). For any vector a, by law of large numbers, we obtain
This together with tail equivalence betweenh (j) andĥ (j) , and E{(a
Analysis of the bias
In this section, we control the accumulated bias in the aggregated estimator as in (6). Our method is inspired by the work of Pimentel (2014), which bounds the expectation of the argmax of a stochastic process by the difference of the expected suprema of the stochastic processes with and without a linear perturbation. To illustrate our idea, we first consider a trivial case by analyzing the bias E(h 0 ).
Stochastic process with a linear perturbation
Here we provide an alternative but superfluous proof for this trivial case. Define the stochastic process with a linear perturbation
for any ε ∈ R and a ∈ R d . We have
Therefore, for any ε > 0,
It follows from (20) and (21) that
In the next Lemma we show that the right-hand side of (22) is of the order O(ε) for any a ∈ R d with ||a|| 2 = 1. Taking ε → 0, we obtain E(a T h 0 ) = 0, which implies E(h 0 ) = 0.
, where B(h) is a mean zero process with stationary increments and W is a positive definite matrix. Assume E{sup
As a result, we have E{arg max h X(h)} = 0.
Remark 6.1 Lemma 6.1 can be viewed as a generalization of Theorem 4 in Pimentel (2014). Here we only require the underlying process to have stationary increments. In addition, we allow the underlying process to be indexed by multi-dimensional parameters.
The proof of Lemma 6.1 relies on the stationary increments property of B, which implies
In the following lemma, we prove the finiteness of E{sup h Z ε,a (h)}.
Lemma 6.2 Under Conditions (A1) -(A7)
, there exist some positive constants C 6 , C 7 , C 8 and K 0 such that
Pr sup
for any x ≥ K 0 . As a result, for any integer m > 0, we have
Remark 6.2 Lemma 6.2 shows that not only sup h Z ε,a (h) possesses finite moments of all orders, but also has a subexponential tail. This is quite surprising since the supremum is taken on R d . This result is due to the rescaling property of L(·).
Nonasymptotic bound for the bias
We now establish the order of |E(a Th(j) )|. Define the following process with a linear drift M εn,a n,j (h) = M n,j (h) + ε n a T h, for some sequence ε n . By Condition (A3), it is immediate to see E{sup h∈Hn∩H δn M εn,a n,j (h)} < ∞ for any ε n and a. Similar to (20), (21) and (22), we can show
for any positive sequence ε n . Since M n,j (h) converges weakly to Z(h), the expected supremum of M n,j (h) and M εn,a n,j (h) should be close to those of Z(h) and Z ε,a (h), respectively. Define
It follows from (22) that
The second term in (25) is O( √ Sε n ) by Lemma 6.1. The first term in (25) represents the approximation error of the expected supremum of Gaussian processes, whose order will be studied in the next section. If we take ε n = √ ∆ n , the right-hand side of (25) is O( √ S∆ n ). This suggests that the asymptotic normality (3) holds as long as S = o(∆ −1 n ). Intuitively, this implies that the number of slices S cannot diverge too fast, otherwise the bias will accumulate.
Bound for the approximation error ∆ n
To establish an upper bound for ∆ n , we adopt the techniques in Chernozhukov et al. (2013) and Chernozhukov et al. (2014) . Specifically, they established the nonasymptotic bound for the following difference (see P.1590 in Chernozhukov et al., 2014 or Theorem 2.1 in Chernozhukov et al, 2013) :
where g is a smooth function with third order derivatives, S n,j = n i=1 X i,j for some mean zero random vectors
T ∈ R p with the same covariance matrix as X i . Here, we improve the result in two ways. First, it's not necessary to assume X i and Y i to be mean zero. The same conclusion holds as long as EX i = EY i = µ i for any µ i < ∞. Second, we improve the result by taking g to be the identity function as needed in our application. We summarize our result in the following lemma.
Lemma 6.3 Let X 1 , · · · , X n be independent random vectors in R p with finite fourth absolute moments. Define E(
Then, we have for any β > 0,
where C is a constant independent of µ 1 , · · · , µ n ,
Lemma 6.4 Under Conditions (A1)-(A7), we have ∆ n = O(n −1/6 log 4/3 n) for sufficiently large n.
This completes the proof of Theorem 2.1.
Finally, we would like to point out that our method of analyzing bias is not specific to cubic-rate M-estimators. In fact, as long as the limiting Gaussian process of a M-estimator has stationary increments, the bias of the aggregated estimator can be similarly bounded using our method.
Discussion
In this paper, we provide a unified inference framework for aggregated M-estimators with cubic rates obtained by the divide and conquer method. Our results demonstrate that the aggregated estimators have faster convergence rate than the original M-estimators based on pooled data and achieve the asymptotic normality when the number of groups S does not grow too fast with respect to n, the sample size of each group. It remains an open question whether the rate S = o(n 1/6 / log 4/3 n) is optimal in general, but the rate can be improved for some special cases. For example, consider the location estimator described in Section 3. Using the KMT approximation (Komlós et al., 1975) for a stochastic process indexed by one-dimensional parameter, it can be shown that the difference between the expected supremum of P (j) n (m h ) and the corresponding limiting Gaussian process is O(n −1/3 log n). However, our theorem states that this difference is of the order O(n −1/6 log 4/3 n) in a general setting. In addition, we have not discussed on how to choose S in practice. One possible way is to treat S as a tuning parameter and use some cross-validation criteria to determine S. This is an interesting topic that needs further investigation.
A Proofs for major results
For notational and conceptual simplicity of the proof, without loss of generality, we avoid discussing of the measurability issue, by assuming that the parameter space Θ is countable, and that Θ δ = N δ ∩ Θ is dense in N δ . Consider the location estimator, for example, we can take Θ = Q where Q denotes the set of rationals. Under this assumption, the condition θ 0 ∈ Θ seems somewhat strong. Therefore, we assume θ 0 ∈Θ instead, whereΘ denotes the closure of Θ, and impose an additional assumption:
n m(·, θ 0 )) = 1 for all j = 1, . . . , S. Take the location estimator as an example. Let Θ = Q, observe that
only when some X (j) i = θ 0 ± 1. However, this happens with probability 0, since X (j) i has a density function. Assumption (A8) therefore holds. We can similarly verify (A8) for the maximum score and value search estimator. For simplicity, in the proofs below, we assume θ 0 ∈ Θ and hence (A8) is not needed.
Define the empirical process
To prove Theorem 5.1, we need the following two Lemmas.
Lemma A.1 Under Conditions (A4) and (A5), we have
for some constant c 1 .
Lemma A.2 Under Conditions (A4), (A5) and (A6), there exists some constant c 3 > 0, such that
Definitions of ω and v are given in (A3) and (A5), respectively. We define k and S k,n in the proof of Theorem 5.1. The proofs of Lemmas 1 and 2 are given in Appendix B.
A.1 Proof for Theorem 5.1
We first prove (16). Since V (j)
Combining (26) and (27) together, we have
for some constant c 0 > 0, and
The last inequality in (30) follows by Lemma C.3. By Lemma A.1, we have, for sufficiently large n, E{||V
is contained in the event
Hence, it follows by (28), (29) and (30) that (26), (27) and (28), we have
It remains to show (17). For any positive integer
By the second order Taylor expansion, we have
for some θ ⋆ joining the line segment between θ 0 and θ. Under Condition (A1), we have for
Combining this with (31), we obtain
To bound the right-hand side of (33), we apply the same strategy. We first provide an upper bound for E{||V (j) n (θ)|| Θ∩S k,n }, and then apply the concentration inequality for the empirical process ||V
Therefore, for all integer k ≥ N 0 , we have Pr sup
By Lemma C.5, the probability on the right-hand side of the inequality is bounded above by
where c 4 and c 5 are some constants, and σ
n,k ≤ c 6 n −1/3 k for some constant c 6 > 0 by Condition (A2), setting C 1 = min[c 4 /c 6 , c 5 /{ω(1+δ)}], the right-hand side of (34) is bounded above by
since n −1/3 k ≤ (δ + 1). Thus, the right-hand side of (33) is bounded above by
where C 2 = 4/{1 − exp(−C 1 )}.
From the above discussions, we have for any x ≥ N 0 ,
where [x] denotes the biggest integer that is smaller or equal to x. This completes the proof.
A.2 Proof for Lemma 6.1
Note that E{ sup
By Condition (A7), the processB(h) ≡ B(h + εW −1 a) − B(εW −1 a) has the same distribution as B(h). Therefore, (35) is equal to
The result therefore follows by the positive definiteness of W .
A.3 Proof for Lemma 6.4
To prove Lemma 6.4, we need the following Lemma. The definitions of B 1 , · · · , B 6 are given latter. The proof of Lemma A.3 is given in Appendix B.
Lemma A.3 Assume β = O(n t ) for some 0 < t < 1/3. Then, for sufficiently large n,
B 2 = O(n −2/3 log 13/6 n log N ) + O(n −3/4 log 3/4 N),
log N ) + O(n −2/3 log 7/3 n), B 6 = O(1/n).
Proof : We take an ǫ-net {h 1 , . . . , h N } of the metric space (H δn , ||·|| 2 ) with N = N(ǫ, H δn , ||· || 2 ). For notational simplicity, let ε = ε n . We have
It suffices to bound η 1 , η 2 , η 3 , η 4 and η 5 .
Analysis of η 1 : We first approximate M ε,a n,j (h) by a Gaussian process Z ε,a n (h) with the same mean µ ε,a n (h) and covariance function Ω n (h 1 , h 2 ) as M ε,a n,j (h), and give an upper bound for
Next, for the Gaussian process Z ε,a (h) with mean µ ε,a (·) = lim n µ εn,a (·) and covariance function Ω = lim n Ω n , we give an upper bound for
By its definition, we have η 1 ≤ I 1 + I 2 . By Lemma 6.3, we have
where the constant C is independent of a and ε, and
Taking β = O(n 1/6 log −1/3 n), it follows by (36) and Lemma A.3 that
Next, we bound I 2 . A second order Taylor expansion gives µ ε,a
for some 0 < u < n −1/3 . For all h ∈ H δn , it follows by Condition (A6) that
This together with (38) implies
Consider the Gaussian processZ ε,a n (h) indexed by h ∈ R d with mean µ ε,a (h) and co-
Thus, by (39),
Define
Note that (Z ε,a n (h 1 ), . . . ,Z ε,a n (h p )) T and (Z ε,a (h 1 ), . . . , Z ε,a (h p )) T are Gaussian random vectors with the same mean µ ε,a (h) and covariance (Ω n (h j , h k )) jk and (Ω(h j , h k )) jk , respectively. It follows by (41) and Lemma C.8 that for anyβ > 0,
Takingβ = n 1/6 log 1/6 n, we obtain |E{max kZ ε,a
For sufficiently large n, this together with (40) implies
Combining (37) with (42), we have for sufficiently large n,
Analysis of η 2 : We decompose η 2 as η 2 ≤ E{ sup
whereM n,j (h) is the centered process M ε,a n,j (h) − µ ε,a n (h), and is independent of ε and a. For any h 1 , h 2 ∈ H δn with ||h 1 − h 2 || 2 ≤ ǫ, a first order Taylor expansion gives
Under Condition (A1), |ε| ≤ 1 and ||a|| 2 ≤ 1, we have sup
By some standard symmetrization arguments and Condition (A2), we have
for some constantc > 0. Define the metric
We have E{ sup
Moreover, by Lemma C.7, it can be shown that the right-hand side of (45) is bounded above by
where κ = sup
andω = ||m h || ψ 1 ≤ 2n 1/6 ω. Decomposing the right-hand side of (47) as
+ 512n 2/3 sup h∈H δn
Under Condition (A3), the term (48) can be bounded above by
and the term (49) is O(ω 4 n −1/3 ) by Lemma C.4. This implies
Combining this together with (46) gives E{ sup
This together with (44) implies
Analysis of η 3 : Note that
For sufficiently large n, we can show
In addition, we have
where the last inequality follows by the rescaling property of L in Condition (A7). Definē
is continuous, we haveC < ∞. This suggests that the process G(h) is subgaussian (see Definition C.2) with respect to the metric e h (h 1 , h 2 ) = C ||h 1 − h 2 || 2 . Thus, by Corollary 2.2.8 in van der Vaart and Wellner (1996) , we have
where K is a positive constant and D(ε, H δn , d) stands for the packing number, i.e, the maximum number of ǫ-separated points in H δn . By the relation between the packing number and covering number, we obtain 
We decompose the right-hand side of (53) as I 4 + I 5 , where 
where the first inequality in (54) is due to that √ log a + log b ≤ √ log a + √ log b for all a, b > 0. As for I 5 , note that when t > CT /n, log(1 + 4CT /t 2 ) ≤ log(1 + 4n) ≤ log(8n), and therefore for sufficiently large n, A k , since |ε| ≤ 1 and ||a|| 2 = 1. Let H k,T denote the shell (k − 1)T < ||h|| 2 ≤ kT . Note thatT = c 0 √ log n for some constant c 0 . For sufficiently large n and k ≥ 2, we have kT ≤c(k − 1)
2T 2 /4. Therefore
Under Condition (A7), the covariance function of G has the following rescaling property: Ω(kh 1 , kh 2 ) = kΩ(h 1 , h 2 ) for any k > 0. This suggests G(k·)
where H n / √ kT = {h/ √ kT : h ∈ H n }. Similar to (51), (52) and (53), we have E{ sup
Moreover, Condition (A7) suggests
This together with (59) implies for sufficiently large n,
12 .
It remains to show (61).
Recall that e h (h 1 , h 2 ) = C ||h 1 − h 2 || 2 ≥ E[G(h 1 ) − G(h 2 )] 2 . For any k > 0, the diameter T k of H k under the metric EG 2 (·) is finite. Similar to (59), fo any k > 0, we can deduce Note that π j (x) ≥ 0 and j π j (x) = 1. A direct calculation shows j,k,l,m |q jklm (x)| ≤ 26. This implies (79). For any y with |y j | ≤ β −1 , 1 ≤ j ≤ p, we have π j (x + y) ≤ e 2 π j (x), which proves (80).
As for B 3 , similar to (89), we can deduce log N ).
Under Assumption (A3), an application of Cauchy-Swartz inequality gives
Using similar arguments in (90) and (91), we have B 5 = O(n −5/6 √ log N)+O(n −2/3 log 7/3 n). Under Assumption (A4), B 6 is bounded above by
If β = O(n t ) for some 0 < t < 1/3, for sufficiently large n, we have n 1/3 /(2β) ≫ 2ω log n, and we can deduce the right-hand side of (93) 
