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We consider infinite systems of independent Marlcov chains as processes on the space of particle 
configurations. The main results involve characterizations of the possible limiting distributions 
for these processes, and necessary and sufficient conditions for convergence to these limits. The 
form of some of the results depends in an important way on whether the underlying Markov 
chain is recurrent or transient. In the null recurrent case, for example, we find that every limiting 
distribution is a Cox process, while this is not necessarily true in the transient case. 
independent particle systems * Cox processes * Poisson processes * entrance laws 
1. Introduction and statement of results 
One of the oldest and simplest infinite particle systems consists of a collection 
of Markov chains which move independently on a countable set S. When this system 
is viewed as a Markov process on the space of configurations of particles on S, it 
is natural to try to determine its possible limit distributions, and to investigate when 
convergence to them occurs. Results along these lines have been obtained under 
various assumptions by a number of authors during the past thirty years. In this 
paper, we prove several general theorems on limit distributions and on convergence 
for these systems, paying particular attention to differences which occur according 
to whether the underlying Markov chain is transient or recurrent. One of our primary 
objectives is to determine the extent to which the “infinitesimal” conditions which 
are usually assumed in this context are really necessary. 
To describe the system, Pet P(x, y) be the transition probabilities for au irreducible 
discrete time Markov chain on the countable set 
corresponding n-sLep transition probabilities. Put Z+ = {0,1, . . .}, llet 
of sequences a E fl,,, Z+ such that IX a(x)P”(x,y) 
and let e the set of sequences m E n,,, F!+ su 
all n 2 all y E S. The process of independent 
in the following way. Let { ,i(n): XE S, iz 1) be in 
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transition probabilities P( x, y ) 
and set 
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and Xx,i(O) = x: Let q0 be a random element of A, 
, 
%l(Y) =c c hX\.,(“)=yP 
x i=l 
men qn is again a random element of A, and gives the state of the system at time 
n. We will need the fol]owing definitions. 
A probability measure p on A is said to be a limit distribution for 
for some initial distribution of qo, the distribution of qPln converges 
weakly to p. The measure p is called an equ ilibrium distribution if qn has distribution 
p for all n 3 0 whenever v. does. 
Every equilibrium distribution is a limit distribution, but the converse is 
nition 1.2. If m is a nonnegative function on S, we say that v. is a Poisson 
process with intensity m if the random variables { qo( x), x E S} are independent and 
vo(x) is Poisson distributed with mean m(x). 
Definition 1.3. We say that v. is a Cox process with random intensity 1M if IU 
is a random measure on S and, conditional on M, q. is a Poisson process with 
intensity M. 
It is easily verified (using Laplace functionals, for ex 
process with random intensity M, then P( q. E 
element of A iff M if a random element of 
le) that if q. is a Cox 
, so that q. is a random 
Following some early observations of Doob (1953), Derman (1955 j was the first 
to make an in-depth study of the process of independent P motions. He showed 
that if = is an invariant measure for P, then the Poisson process with intensity T 
is an equilibrium Gstribution for the process, and he gave a sufficient condition for 
the convergence in distribu’ion of 7, to this Poisson process, starting from a 
deterministic initial configuration. In case P is null recurrent, Lamperti (1960) later 
gave sufficient conditions for convergence when the initial distribution consists of 
independent random variables { qo(x): x E S}. 
A number of papers on related models have appeared since then-see Dobrushin 
(1956), Stone (1968), Liemant and Matthes (1977), a;ld the references given there, 
for example. However, the next work which is directly relevant to the present 
investigation occurs in Chapter VHI (see in particular Theorems 7.4.2 and 7.4.4) of 
erstan and Me&e (1978) and in Liggett (1978). The first of these references 
ons for converge le the second gives conditions 
all equilibrium is is of course n 
or example, if P is positive recurrent, then a nor&ox equilibrium distribution 
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is obtained by placing one particle on S according IO the invariant measure of P. 
Liggett (1978) proved that a sufficient condition for all equilibrium distributions to 
be Cox processes is the following. 
Condition C. For all y E S, lim. sup, P”(x, y) = 0. 
Condition C is natural in that it rules out positive recurrent chains, and that it 
corresponds to the classical “infinitesimal” condition for Poisson convergence of 
triangular arrays of indicators. Furthermore, it is easily verified for non-degenerate 
random walks-see Liggett (1978). However, there are many chains, both null 
recurrent and transient, for which the condition fails. Even when the condition 
holds, it can be difficult to verify. Thus it is natural to ask to what extent Condition 
C is necessary for all equilibrium distributions to be Cox. Our answer is that it is 
almost necessary if P is transient, but completely unnecessary when P is null 
recurrent. In view of this, it is interesting to note that it is generally easier to check 
Condition C in the transient case than in the null recurrent case. We illustrate these 
points with the following examples,.about which we will elaborate further in Section 
2. In each example, S = Z+. 
Example 1.1. Let P be a birth and death chain which is not positive recurrent. Then 
Condition C always holds. This is easy to check in the transient case, but harder 
to check in the null recurrent case. 
Example 1.2. In the reverse renewal chain, P(x, x - 1) = 1 for x > 0, and P(0, y) = 
p(y), where p(y) > 0 for infinitely many y’s. In this case, Condition C always fails, 
since P”( n, 0) = 1, for each n. However, this chain is always recurrent. 
Example 1.3. In the renewal chain, P(x, x+ 1) =p(x) and P(x, 0) = q(x) where 
p(x) + q(x) = 1, p(x) > 0 for all X, and q(x) > 0 for infinitely many X. In this case, 
Condition C is always satisfied if the chain is transient, but it may or may not be 
satisfied if the chain is recurrent. 
In this paper, we will consider the problem of characterizing the equilibrium 
distributions in general -without assuming Condition C. In addition, we will give 
necessary and sufficient conditions for convergence to Cox processes, and will 
deduce from these some more easily verifiable sufficient conditions for convergence. 
These conditions include as special cases those obtaine by Derman, Lamperti, and 
Matthes, Kerstan and Mecke. 
Pefore proceeding to detailed statements of our results, we w 
the rather trivial positive recurrent case. Let n be the stationary 
and let N be a nonnegative integer valued ran 
configuration of particles obtained by placing M particles on S independently 
according to the distribution 7r. The distribution of the 21 obtained in this way is 
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then the most general limit distribution for the process, and each such distribution 
is an equilibrium distribution. Now let -11~ be any (random) initial distribution of 
particles on S such that xx v&) c 00 a.s. If P is aperiodic, then a necessary and 
sufficient condition for rln to converge in distribution to 7 is that xx q&j have the 
same distribution as A? The proofs of these statements are elementary, and hence 
omitted. 
From now on, we consider only null recurrent and transient chains. In Section 
3, we study convergence to a Cox process with random intensity M. It was shown 
by Liggett (1978) that such a Cox process is an equilibrium distribution if and only 
if the random measures M and IMP have the same distribution. We consider 
deterministic and random initial configurations eparately, since the results are 
somewhat better in the deterministic ase. 
Suppose the initial conjguration q. = a E A is deterministic. In orderfor 
q, to clnuerge to a Poisson process with intensity T, it is necessary and su$icient hat 
for al! y 
c a(x)P”(x, Y)-(Y), 0.1) 
x 
and 
sup P”(x, y) +O, where B = {x: a(x) > 0). (1.2) 
XEP 
Let P( ~30~ A) = 1, and put A*(&, y) = {x: P”(x, y) 3 E). 
X2 rlo(x)P”(x, Y) 5 0 (1.3) 
II 
for all E > 0 and all J’ E S. If qn converges indistribution to q, then q is a Cox process. 
(b) Set 
(yi = 
x 
r the following statements: 
rallr=1,2,..., andally,ES. 
x process with random 
), (1.4) and (1.5) imply the third. 
intensity en any two of the 
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. It is easily verified (see Lemma 3.2) that whenever { (Y) : n 3 0) is tight, 
(1.3) is equivalent o 
c rlo(xNp”(x, Y)12 z 0. (1.6) 
x 
Corollary LB. Sqp se that Condition C holds. 7hen every limit distribution is a Cox 
process. JFurthermore, (1.4) is a necessary and suficient condition for convergence to
a Cox process with random intensity M. 
The Matthes, Kerstan and Mecke result assumes that (1.4) holds with convergence 
in probability instead of convergence in distribution. It then states (in the more 
general context discussed in the remark following Theorem 1.3) that (1.5) and (1.6) 
are equivalent. Thus their result is a consequence of Theorem 1.2. 
It is interesting to compare the results for deterministic initial states in Theorem 
1.1 with those for random initial states in Theorem 1.2. The sufficient conditions 
for convergence of the processes are the same in both cases. However, these 
conditions are also necessary in the deterministic ase, but are not necessary in the 
case of random initial states. Theorem 1.2 says only that convergence to a Cox 
process with random intensity M implies that either both (1.3) and (1.4) hold, or 
both fail. The latter possibility can certainly occur in the transient case-see Theorem 
1.7. It may be, however, that (1.5) implies both (1.3) and (1.4) in the recurrent case. 
A complementary result in the recurrent case is given in Theorem 1.5. 
The sufficiency part of Theorem 1.2 is not particularly easy to apply. A more 
useful sufficient condition can be derived from it as follows. 
Theorem 1.3. Let p(x) = EQ(x) c 08 and a(x, y) = cov( qO(x), q*(y)), where we 
assume var[ TO(x)] c 00 for all x. Suppose that for all y 
c t4x)v%, u)12+ 0, (1.7) 
x 
CP(XP”kY)-*~(Y), (1.8) 
X 
and 
c p”b, Y)P”(Z, ybk 2) + 0. 
Then q, comxrges in distribution to the Poisson process with intensity 7~. 
nalogues of Theorems 
can be arbitrary transition functions- not necessaril;J satisfying the semigroup 
property. In fact, the semigroup property will not be assumed iii Section 3. 
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Let A,( E, y) = {x: P”(x, y) 3 E) again. It is easily verified that if (1.8) holds, then 
(1.7) and 
C &c)P”(x,y)+O for all E>O 
XE A,, 
(1.10) 
are equivalent (see Lemma 3.2). In the transient case, condition (1.7) must be 
imposed. Interestingly, in the null recurrent case, it is implied by (1.8). The following 
result is proved in Section 4. 
srol . Let P be null recurrent. If (1.8) and (1.9) hold, then qn converges 
in distribution to the Poisson process with intensity T, and T is an invariant measure 
for R 
The facts that (1.8) implies (1.7) in the null recurrent case and that (1.7) implies 
(1.6) give the following result. 
or0 . Let P be null recurrent, and assume that (1.8) holds. ‘3l;hen Q,, conver\ges 
in distribution to 7 if and only if (1.4) holds. If this case, q is the Cox process with 
random intensity M. 
We have not been able to determine whether it is necessary to assume 
‘corollary 1.3. 
Derman’s ufficient conditions for convergence toa Poisson process with intensity 
n, where VP = T (see his Theorem 6) are Condition C and 
C la(x)-+)1 sup P”(x, y)<oo for some N (1.11) 
X nzv 
Now, (1.11) implies (l.l), and Condition C implies (1.2), so Derman’s result is 
contained in Theorem 1 .l. 
Lamperti’s result is as follows. Let P be null recurrent, and take (qO( x): x E S} 
to be independent with finite variance. Let p(x) = ET-&) and m(x) = 
Eq(x)[~(x)-11. ?bgcurne that (1.8), sup,~(x)P”(x,y)+0, and 
all en qn converges to a Poisson process with intensity ?T. ‘“When {Q(X): x E S} 
are independent, (1.9) is the same as 
(1.13) 
X 
rrent case. Therefore, under 
at a slightly stronger form 
eres 
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Let P be null recurrent. Then every limit distribution is a Cox process. 
of the most general equilibrium Cox process is obtained in 
the following way. Let TT be the (unique up to constant multiples) invariant measure 
for the chain, and let r be the period of the chain. Let &, . . . c Sr_* be the cyclic clcsses, 
labeled so that in one step, the chain moves from S to S,, (S, = SO). 7hen 
&J’rr()+* l l +Zr_,n,_, , where mj is the restriction of T to S and (&, . . . , &) has a 
cyclically invariant distribution. If the initial distribution is an equilibrium Cox process, 
then (1.3) and (1.4) both hold. 
Theorem 1.5. Let P be null recurrent, and suppose that (1.4) holds. Then (1.3) and 
(1.5) hold, and the limiting process is an equilibrium distribution. 
Remark. It may well be that every limit distribution is an equilibrium distribution 
in the recurrent case, but we have not been able to prove that. 
Section 5 is devoted to transient chains. As we will see, when Condition C fails, 
the situation can be quite complex. Entrance laws play an important role in the 
transient case. By an entrance law for P, we will mean a collection {m,,, --OO < n c 00) 
of probability measures on S which satisfy T,P = TT~+~ for each n. For some 
background on entrance laws, see Cox (1977). 
Theorem 1.6. Let P be transient. Consider the following conditions: 
(1.14) There exists an entrance law for P. 
( 1 .15) There are nor&ox equilibrium distributions. 
(1.16) xX P(x, y)<oo for each y. 
Then (1.14) a (1.15) 3 Condition C fails. In the presence of (1.16), Condition C 
fails * (1.14). 
Thus, in the presence of the mild assumption (1.16), Condition C is necessary 
and sufficient in the transient case for all equilibrium distributions to be Cox. Some 
condition such as (1.16) is needed in the final implication of Theorem 1.6, as we 
will see in Example 2.1 of Section 2. The next result is useful in constructing non-Cox 
equilibrium distributions when entrance laws exist. 
‘,et P be transient. If T, is an entrance then V(X) =I,, n,(x) is 
finite for each x, and is an invariant measure for P. The isson process with intensity 
T fails to satisfy (1.3) and (1.4). 
. If P is recurrent, the +X(X) defined in t is identically infinite. 
large ox equilibriu istri 
a ire c ce laws nTTtl],..., 
{(Z rll9**=9 Z,,,): --OOC n c 00) be an r-dimensional s
ponents take nonnegative integer values and hav 
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ides on S actor 
n this section, we will prove that Examples 1.1 and 1.3 have the properties tated 
in the introduction, and we will give an example to show that the final implication 
in eorem I.6 is not correct without assumption (1.16). 
. e 
s=z+, JYX, x+ u= P(X), Pk xl = r(x), 
and 
P(X) + 44 + q(x) = 1, p(x)>0 for x30, 4(O) = 0, 
q(x)>0 for x=4. 
e chain is not positive recurrent. ‘Then Condition C is satisfied. 
en this result follows from Theorem 7 of Cox and 
eorem 1.6 (the transience assumption is not needed for the 
give here a simple proof which is independent 
Y(X) > 0 as well. 
t case is easy, since t 
fore we assume t 
lity of ever hitting 0 is small for 
ain to be null recurrent. Let qX(t) 
x- fc3r 4k c W starts 
T.&l. Liggett, SC. Port / Independent Markov Chains 
uari 
ow write 
I4%0-e”1*= Idt>l'-2 e(e-“cp,( t)) + 
and use (2.3) to conclude that 
Suppose now that, for some t, 
IfidOl+ 1 as x+00. 
men, by (2.3, 
(2.3) 
(2.6) 
So,(t)+e” as x+00. 
If t is not a multiple of T, it then follows from (2.1) that q(x) + 1. Since this is 
impossible in the null recurrent case, we conclude that (2.6) is not true when t is 
not a multiple of 71. Therefore, 
when t is not a multiple of 7~. Now let T be the hitting time of 0. For the chain 
starting at x, r is the sum of x independent random variables with characteristic 
functions ql( t), . . . , p,(t). Therefore, the inversion theorem for characteristic func- 
tions gives 
sup PJr=n)G 
n 
Passing to the limit and using (2.7), it follows that 
lim sup P,(r=n)=O. 
x-m0 n 
Finally write 
(2-W 
j=O 
and use the fact that Ii 
r null recurrent 
e the proof 
is transient if an 
= . +“{(i,j)EZ*:OSjSi},an define transition probabilities 
as follows: 
(Sk+l)=p(k) for ka0, 
I-p(k)]q(i) for ka0 and ia0, 
where p(x) and q(x) are strictly between zero and one for all X, c q(x) = 1, and 
c [I -p(x)l<~. is chain is transient, it does not satisfy Condition C; and it has 
no entrance laws. 
e chain is transient because 1 [I -g(x)] c a. It does not satisfy Condition 
=I foreach k>O. Inor der to she-w that it has no entrance 
eorem I.7 to show that it has no invariant measure. So, 
suppose T is an invariant measure for the chain. riting down the equations which 
T must satisfy, we see that rr( (i, j)) is independent of j for fixed i. I_Jsing this fact, 
{n(k): k s 0) is an invariant measure for the renewal chain with 
s observed in the discussion xample 1.3 above, a transient 
ave an invariant measure. erefore, neither does the chain 
3 
robability one. 
that v,, converges in distribution to a ran 
Take g 2 0 with finite support. Since 
9,(x) 
c %l(YMY) =c c i!wx,iW) 
Y x i=l 
the Laplace functional of qn is given in terms of the Laplace functional of q. by 
the formula 
E exp [-c %(W)] 
X 
where Px(Xn = y) = P"(x, y nd Ex is the corresponding expectation. Applying t 
to g= tl, where ta0 and is a finite set gives 
n 
E exp[-t~,,(K)]=E exp 
1 
C HO ln[l-( 
X 
(3.2) 
Using the inequality u -1=4nuforO<usl,weseethat 
E exp[ -[l -e-‘1 )I a E exP[-trln( 
ence 
lim liminf E exp[ - [d - e-‘1 
rl0 n+oo 
e )] 2 lim E 
rl.0 
is gives the tightness of the sequence { 
tightness of the sequence ( 
)), and since is arbitra e 
g two state~~e~ts: 
(3.5) 
x 
tatement (3.5) implies (3.6). rJ1 {Mn( K), ra 2 $} k tight, i&en (3. ks (3.5). 
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oaf. The two implications follow respectively from the following two inequalities: 
E c %I(X)PYX, ) s c r)*(x)[P”(x, WI2 
=A,, .=A,, 
c %ww(x, )+ c rlO(XP*k w. 0 
XES XE A,, 
Let g be nonnegative 
L,(x))]. Then 
with finite support K, and let A = 
Eexp[-x(1-e -g(y))Mn(Y)la E wC-C rln(Y)g(Y)l* (3.7) 
=WU-WC XEA,, ~O(~)~“h K), then 
E exp[-C rln(Y)g(Y)l 3 E { -wu ~xp[ -C ’ ;f;;’ M,(y)]} e (3.8) 
The first inequality follows from (3.1) in the same way that (3.3) did. For 
(3.8), use the inequality In u 2 (u - 1)/u, 0 < u s 1, to obtain 
--c qo(X) ln Ex e-g(xto)g C ’ - Ex e-g(x”) 77o(x). 
x Ex e-gfxt,) 
X 
(3.9) 
Now 
c 
1 _ Ex evgfxtt) 
xeA,, EX e-g(x’t’ rlo(k 
1 S - 
CO l-&A y 
-e-g(y)) M,,(y), 
and 
(3.10) 
(3.11) 
ualrty (3.8) now follows from (3.1), (3.9), (3.10) and (3.11). 
:h ) holds for every jinit 
huh thnt for all yI , . . . _ yp 
OS at there is a 
(3.12) 
to a Shy 
ave 
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y (3.6), the MG,E defined in Lemma 3.3 converges in probability to zero. Using 
both parts of Lemma 3.3 and (3.13), it follows that 
E expC-C lilno)k(y)l+ E ex I-C (1 - evgfy9 
Consequently, qn converges in distribution to the @ox process with random intensity 
M. •3 
Suppose that (3.6) holds, and that r), converges in dist~i~~ti~n to some 
q. YIen q is u Cox process with some random intensity and (3.12) ho 
M. 
Proof. By Lemma 3.1, {M,} is tight. Hence there is a subsequence n’ and a random 
measure M so that M”# converges to some in distribution. By Lemma 3.4, qn# 
converges to the Cox process with random intensity Therefore q is that Cox 
process. Since the distribution of q determines the distribution of it follows that 
all convergent subsequences of {M,) have the same limit, and hence that (3.12) 
holds. Cl 
Lemma 3.6. Suppose that (3.12) holds, and that qn converges in distribution to the 
Cox process & with random intensity M. Tpten (3.6) holds for all jkite 
Proof. For fixed y, let 
Then P( q,(y) = ii) = E exp( Tm). Since Pf & (y) = 0) = E exp( - (y)), it follows that 
E exp(T,)+ E exp(-M(y)). By (3.12), E exp(- 
fore E exp(-M*(y)) - E exp( T,)+O. Note that 
ln(f-x)s -x for 0~ x < 1, It follows that 
sequently, exp( - M,(y)) - exp( Tn) converges to zero in probability. 
again, it follows that T, + 
ln(l -X)G -=X-~XZ 
implies that 
Therefore (3.9, and 
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In order to complete the proof of Theorem 1.1, we need a converse to the classical 
Poisson convergence theorem. Many papers have appeared in recent years which 
generalize the oisson convergence theorem in various ways-see Barbour and Hall 
(1984) and the references given there, for example. owever, we have not found 
the following simple statement in the literature. 
3. For each n, let 2, i be independent indicator random variables with 
P(Z,i=I)=p,i. Let Sn = Ci Z”‘i and T’,, = ES, = xi pn,i . If S,, converges in distribu- 
tion tb a Poissok distribution witi parameter h, then 
T, + A, and (3.14) 
SUP Pn.i-)O* (3.15) 
. For 0s t s 1, 
EtS. = n [ 1 - (1~ t)pn,iI* 
Therefore, 
(1 - t)h = lim [-ln Et’tI] 3 limsup (1 - t)T,. 
n n 
It follows that A 3 limsup Tn. By Fatou’s Lemma, A G liminf ES, = liminf T,. These 
two inequalities combine to give (3.14). Applying Fatou’s Lemma again gives 
A S hminf var Sn = liminf [ T, -T [p,,]‘]. 
Therefore Ci [pn iI + 0. Combined with (3.14), this implies (3.15). Cl * 
onditions (1 .I) and (1.2) of Theorem 1.1 imply conditions 
of Theorem 1.2 respectively. Therefore the sufficiency part of Theorem 
Theorem 1.2. ‘The necessity part of Theorem 1.1 follows from 
e first show that, for each y9 
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.2. The semigroup roperty gives 
Therefore by Fatou’s Lemma, 7t satisfies C rr( z) P( z, y) c n(y) for each y. Since the 
chain is recurrent, it follows that 7t is an invariant measure for P (Theorem I.9 
of Chapter 3 of Revuz (1984)). Next, we need to verify (1.7). To do so, let 
TY = min{n > 0: Xn = y} be the hitting time of y. Define 
r(n) =C P(x)P,(~~ = n) and b(n) =C F(x)Pn(x,y). 
x x 
By the first passage relation, 
b(n) = i r( j)P”-‘(y, y)- 
j=l 
Solving this for r(n), or using the decomposition of {Xn = y) according to the time 
of the last visit to y, we see that 
r(n)= b(n)$’ b(j)P,(T,= n-j). 
j=l 
Since b(n) + n(y), it follows that 
y(n) -) PJ TY = @w(y) = 0. (4.2) 
Applying Jensen’s inequality to the first passage relation gives 
[ P”(x, y)]‘s i Px( Ty = j)[P”-“ty, Y)l*- 
j=l 
(4.1) 
(4.3) 
Therefore, 
&x)[ P”(x, ~-91’~ i rQjN P”‘3y9 u)l*- 
X j-1 
The main part of the is co a, 
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In the proof of Lemma 4.1, we will use the following elementary fact about 
sequences: 
Suppose that f( n) is ~1: nonnegative function on the nonnegative integers, 
and that nj is a sequence t nding to injinity such that f (nj - k) + 0 for all k Z= 0. Then 
there exists another sequence mj tending to injinity such that f (mj - k) + 0 for all k, 
positive or negative. 
e Choose J(r) so that J(r)?00 and 
f(nj-k)sI/r for all Osks2r and all jW(r). 
Now choose 5 so that J( 5) s j, rj + 00, and nj - ri + 00. Define the new sequence by 
?Nj=Ylj -5. Then 
f( mj-k)=f(nj-5 -k)sl/G for lklsq. Cl 
. The proof of Lemma 4.1 below is rather technical. On the first reading, it 
may be easier to think about it in the context of the reverse renewal chain-Example 
1.2, when q. is an equilibrium distribution. It is this example which led us to the 
general proof. In the case, qo(x) is stochastically decreasing in X, there is no need 
to pass to subsequences or to use Lemma 4.2, and the statement of Lemma 4.1 is 
simply that qo(x) tends to zero in probability as x -+ 00. Furthermore, the N(k) 
defined in the proof is simply q,(k). 
roof of Lemma 4.1. Fix a y E S. By replacing P by Pi if necessary, we may assume 
that P(y, y) > 0. Start the process with the random configuration qo, and let N(k) 
be the number of particles which first hit y at time k. Definining E(n) = P”( y, y) > 0, 
compute 
ECe -‘qf~(J’)] = ~~[e-‘%(J’) 1 N(k), k < n] 
=E i [n-E!n-k)[l-e-f]]N’k’ 
k=O 
(k)&(n-k)[l -e-‘1 
ality n‘ollo 3vs from -_uGe+ for u 20. Since qn converges in 
distribution, the left side above converges to one as first n tends to infinity and then 
t tends to zero. Therefore it follows that 
n 
W(n - k), n ~4 
efine 
TM. Liggett, S.C. Port / Independent Markov Chains 
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and compute 
i S(k)&(n -k) = fj 2-j ; PY(q = k)Pn-k(y, y) 
k=O j=O k=O 
= 2 2-j i Py(Ui=f#) 
j=O i=j 
= i P,(@i=n) i 2-j 
i=O j=O 
a2e( n). 
Therefore, if we define 
Q(n) = i N(W(n -k), 
k=O 
it follows that 
kioQ(k)~(n-k)~2 i N(k)+-k), 
= k=O 
and hence that 
(44 
is tight. 
L k~oQWMn-W,nrO) 
By the recurrence assumption, C E( ~1) = 00. Therefore 
CE=o QUMn -k) 
CL0 @W 
53 0. 
Truncating, and then taking expectations yields 
CLo 4n -WE min{Q(k), 11 
CLo dd 
+. . 
Therefore, there is a subsequence n’ so at E min{Q(n’), l}+ 
Q(d)+0 in probability, and hence by (4 
N(n’-k)+O 
in probability for every k ~0. Now compute 
E e-rN(n) = E[ E(e-‘*(“) 1 qo)] 
18 nw. Liggeti, SC” Pm p 
It follows from this inequality and (4.5) that 
c %w!x(T,=n’-Go (4.6) 
for all k 2 0. By modifying the subsequence Al’ using Lemma 4.2, we can assume 
that (4.6) holds for all k, positive or negative. By (4.3), 
Also, 
which is 
C~~~x)[Pn~~,Y~l=*~‘~~O:y)]~~~(x)P,(~.=n-j), 
x j=O _x 
tight by Lemma 3.1. Writing 
C rl~b)l?"'+~~x,y)l'~ ill C qdx)P,(T,=n'+ 
x j=O x 
+-SUP p’bi YE Ilob i=m x 
for a fixed m, using (4.6) on the first expression on the right, and then letting m 
tend to infinity, we see that since P”(y, y) + 0, 
c ~*(x)[pn’+kk Y )I' J+ 0 
x 
along the subsequence n’ for any k, positive or negative. Since 
P”(x, z)Pk(z,y)s Pn”k(x,y). 
we can conclude that (4.7) holds for all y. ow use Lemma 3.2 to complete the 
roof. 
eorem 1.3-to 
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Take xo~ So,. . . , xr-r E &-I . Then M(Xj) = Zjmj(Xj) and MP(x,) = Zj_lwj(Xj). Since 
MP = M in distribution, it follows that (Zo, . . . , ZrJ has a distribution which is 
invariant under cyclic permutations. Conversely, it is clear that any Cox process 
which is constructed in this way is an equilibrium distribution. To prove the final 
statement, note that 
E 
[ 
c qo(JdlP”k Y)12 I M 
X 1 
s ompr zj C =(x)[P” k Y )I*- 
s 
X 
Arguing as in the proof of Corollary 1.2 (with p replaced by rr), we see that the 
right side above tends to zero as n tends to infinity. Condition (1.3) now follows 
from Lemma 3.2. Condition (1.4) then follows from Theorem 1.2. Cl 
Proof of Theorem 1.!5. The proof is similar to the proof of Corollary 1.2. Begin by 
defining 
G(Y) =c ~oww T, = 4, 
X 
and use the argument which led to (4.1) to conclude that 
T,(Y) = M”(y) - nf Mj(y)Py( qp = n -j)- 
j=1 
(4.8) 
BY (1-4)9 {M,(Y)9 n 3 0) is tight for each y. Therefore, we can take a subsequence 
n’ SO that the joint distributions of { Mn*+k(y), --OO c k < 00, y E S} converge, say to 
those of { M( k, y), --OO c k c 00, y E S}. By (4.8) and Fatou’s Lemma, these random 
variables satisfy 
i P,(T,=j)M(k-j,y)cM(Sy). 
j-l 
Using (1.4) again, we see that for each k, the joint distributions in y of M (k, y) are 
the same as those of M(y). Now let q : [0, ocr) + [0, oa) b bounded, strictly increasin 
and concave. Applyin 9 to (4.9) and tak ives 
f eST,=j) W-j,y)l"- 
j-1 
is independent of k for each y, an 
erefor uality must kz~lct wit 
-4 Y) = 1 
20 IEM. Liggett, SC. Port / lndependent Markov chains 
= {y}, and therefore 
s well. ow s 
9Y) 
all 
(4.13) 
x 
he recurrence of the chai 
roofs of Theore s 1.6 and 1.7. We assume 
at T, is an ent en 
iS ite 
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VW q)(x) = 
n 
Therefore, q. is not a Cox 
let g be nonne 
which is independent of n. 
. Suppose Condition C fails, and xx (x, y) < 00 for em ere is 
an entrance law for 
Sin% I “ondition C fails, there is a subse 
that for some y 
y choosin 
oth positive an 
. 
W 
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e The first statement follows from Lemma 5.1. To prove the 
second statement., note that since Tj is a probability measure, 
2 
( )I 2 nj-l-n Y = 
Summing this on j gives 
O<C(y)=C [~j(Y)'2~~~(x)[pn(x~Y)12~ 
i x 
(5.6) 
Now let q. be the Poisson process with intensity 7t. Define 
N(n) =c rl0(x)[p%, Y>l’* 
X 
(n) has both mean and variance given by the right side of 
nded away from zero. Therefore N( n)/EN( n) has mean one 
and bounded second moments, so it cannot tend to zero in probability. 
cannot tend to zero in probability either, so that Lemmas 3.1 and 3.2 imply that TO 
does not satisfy (1.3). Cl 
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