Abstract we study a canonical duality method to solve a mixed-integer nonconvex fourth-order polynomial minimization problem with fixed cost terms. This constrained nonconvex problem can be transformed into a continuous concave maximization dual problem without duality gap. The global optimality conditions are proposed and the existence and uniqueness criteria are discussed. Application to a decoupled mixed-integer problem is illustrated and analytic solution for a global minimum is obtained under some suitable conditions. Several examples are given to show the method is effective.
Introduction
In this paper, we consider mixed integer minimization problem as follows:
where Q(x) = x T Bx − α 2 , A ∈ R n×n is a symmetric matrix and B ∈ R n×n is a symmetric positive semi-definite matrix, α > 0 is a real number, c, f ∈ R n are two given vectors, v ∈ {0, 1} n means fixed cost variable, and
transportation problems [10] , location problems [18] , and integer programming problems [12, 19] . Under some certain conditions, these problems can be solved by canonical dual method to obtain global minimums of the primal problems. Moreover, problem P b is related with some problems solved by canonical duality method. Particularly, if the fixed cost term f T v = 0 and the feasible space is defined by
where L l and L u are two given vectors, then P b changes to the nonconvex polynomial programming problem with box constraints in [15] . If f T v = 0 and the feasible space is simply defined by χ = {x ∈ R n | x i = 0 or 1, i = 1, · · · , n}, P b converts to the simple 0-1 quadratic programming problem in [12] . If W (x) = 0, P b becomes the fixed cost quadratic problem that the canonical duality theory is introduced to solve in [10] , where the existence and uniqueness of global optimal solutions are proved.
In this paper, we design a canonical duality algorithm to solve a mixed-integer nonconvex fourth-order polynomial minimization problem with fixed cost terms. The presented method is inspired by the method introduced by David Y. Gao for fixed cost quadratic programs [10] and provides a nontrivial extension of his work to polynomial minimization problem. Based on the geometrically admissible operators of [10, 15] , we define a new geometrically admissible operator and transform the fourth-order polynomial minimization problem in R 2n into a continuous concave maximization dual problem in R n+1 without duality gap. We give the global optimality conditions and obtain the existence and uniqueness criteria. Furthermore, we discuss the application to decouple problem. Some numerical experiments are given to show our method is effective.
This paper is organised as follows. In the next section, the canonical dual problem for P b is formulated, and the corresponding complementary-dual principle is showed. The global optimality criteria are put forward in Section 3, and the existence and uniqueness criteria are proposed in Section 4. We apply our method to decoupled problem in Section 5 and illustrate the effectiveness of our method by some examples in Section 6. Some conclusions and further work are given in the last section.
Canonical dual problem
We propose and describe the canonical dual problem of P b without duality gap in this section. First, the box constraints −v ≤ x ≤ v, v ∈ {0, 1} n in the primal problem can be rewritten as relaxed quadratic form:
where e = {1} n is an n-vector of all ones and notation x • v = (x 1 v 1 , x 2 v 2 , · · · , x n v n ) denotes the Hadamard product between any two vectors x, v ∈ R n . So P b can be reformulated to the relaxed problem in the following:
In our paper we introduce a so-called geometrically admissible operator
and it is trivial to see that the constraints (3) are equivalent to ǫ ≤ 0. Define
where
and let U (x, v) = −Q(x) + f T v, then unconstrained canonical form of relaxed primal problem (P r ) can be obtained:
Set
 be the dual vector of y = ξ ǫ with ǫ ≤ 0, then sup-Fenchel conjugate of V (y) can be defined as
where G + stands for the Moore-Penrose generalized inverse of G. Then it leads to the canonical dual problem for the primal problem (P b ) as
Next we present the complementary-dual principle and for simplicity we denote t ⊘ s = {t i /s i } n for any given n-vectors t = {t i } n and s = {s i } n .
, then the vector (x,v) is feasible to the primal problem (P b ) and we have
Proof:
Introducing lagrange multiplier ǫ = (ǫ 0 , ǫ 1 , ǫ 2 ) ∈ R 1 × R n × R n with the respective three inequalities in (16), we have the lagrangian function Θ for problem (P ♯ ):
It follows from the criticality conditions
Then the corresponding KKT conditions includeσ
whereσ 1 ≥ 0,σ 2 > 0, ǫ 1 ≤ 0 and ǫ 2 ≤ 0. By ǫ 1 ≤ 0 and (23), we havex •x ≤v. Clearly, together withσ 2 > 0 and (24),σ
where (ς,σ) ∈ S ♯ . By (14) ,
By substitutingσ
and the accompanying KKT conditions includē
Suppose ǫ 0 < 0, it holds from ǫ 0 (ς + α) = 0 thatς + α = 0, then due to (29) we have
on the other hand, since B is a symmetric positive semi-definite matrix and ǫ 0 < 0, we acquire
which is a contradiction, then ǫ 0 = 0. Thereby from (29), we have
which implies that α = 1 2x
T Bx − α, then the following equality holds:
Thus it is apparent from (28) that
The proof is completed. ✷
Global Optimality Criteria
The global optimality conditions for problem (P b ) are developed in this section. Firstly, we introduce the following useful feasible space:
where G(ς, σ 1 ) ≻ 0 means that G(ς, σ 1 ) is a positive definite matrix. It is easy to prove that S + ♯ is a convex set. In the following, we use G for short to denote G(ς, σ 1 ). For convenience, we give the first and second derivatives of function Π d (ς, σ):
in which J 1 , J 2 and J 3 ∈ R (2n+1)×(2n+1) are defined as
0 n×n , and
Proof: (35), with G ≻ 0 and σ 2 > 0 we have
so the canonical dual function
e., the (x,v) is a global solution of (P b )), and
and this critical point of
Then by Theorem 1, the vector (x,v) defined by (20) 
) and (21) is a feasible solution to problem (P b ) and
As G ≻ 0 and
and (x,v,ȳ * ) = (x,v,ς,σ) is a saddle point of the total complementary function Ξ(x,v,ς,σ) on R 2n × S + ♯ , thereby the saddle min-max duality theory holds
Combining (39), (38), (40) and (41), we get
♯ , together with (9) and
(a) Consider max (ς,σ)∈S
we define the relaxed quadratic form region
then we have χ v ⊂χ v and
It follows from (ς, σ) ∈ S + ♯ that σ 1 ≥ 0 and σ 2 > 0, thus with (46) we have
Taking (43), (44) and (47) into consideration, we find
Then it holds form(42) and (48) that
Because χ v ⊂χ v , it yields min
which with (49) lead to
Due to the fact that (50), (39) and (38), we get
✷ Theorem 3 shows that our fourth-order polynomial mixed-integer minimization problem (P b ) is canonically dual to the concave maximization problem as follows:
Noted that Π d (ς, σ) is a continuous concave function over a convex feasible space S
, then it must be a global maximum point of problem (P ♯ + ), and
So for a fixed (ς, σ 1 ), let
Then we can write the canonical dual problem (P ♯ + ) to a simple form:
Moreover, set δ(t)
By Theorem 3, it can be easily to get next theorem about analytic solution to primal problem (P b ).
is a global minimum point of (P b ).
Existence and Uniqueness Criteria
In this section we study certain existence and uniqueness conditions for the canonical dual problem to have a critical point. We first let 
which shows
Then it holdsS
thus together with (59) we have
✷ Motivated by the existence and uniqueness criteria given in [14, 20] , we have the following theorem about existence and uniqueness criteria.
Theorem 6 Given A ∈ R n×n and a symmetric positive semi-definite matrix B ∈ R n×n , α > 0, c, f ∈ R n , such that S
then the canonical dual problem (P 
) is a global minimum point of problem (P b ). So accordingly (P g + ) has at least one critical point (ς,σ 1 ) ∈ S + ςσ1 and the vector (x,v) = G −1 (ς,σ 1 )c, δ(f +σ 1 ) + is a global minimum point of (P b ).
Next we will prove the canonical dual function Π d (ς, σ) is strict concave on S + ♯ . From (36), we have
(a) If Z 0 = r s = 0, W = 0 leads to t = 0, then with (σ 2 ) i > 0 and f i + (σ 1 ) i = 0, we get 
Since A and B are two diagonal matrices, then from (14) we know G is a diagonal matrix, which with G ≻ 0 shows that G −1 is a diagonal matrix whose all diagonal elements are positive. Then it follows from x(ς, σ 1 ) = G −1 c and c i = 0, ∀i = 1, · · · , n that
From above two cases, we can see 
Application to Decoupled Problem
In this section, we discuss the application of presented theory to the decoupled problems. Consider the decoupled minimization problem as follows:
For simplicity, we may take A = Diag(a) and B = Diag(b) stand for two diagonal matrices with diagonal elements a = {a i } ∈ R n and b = {b i } ∈ R n respectively. The canonical dual function of above problem has the following simple form
Due to ∇Π d (ς, σ) = 0, then when (σ 2 ) i = 0 and c i = 0, we can obtain the critical points of
For (σ 2 ) i > 0, using Theorem 1, we can derive the accompanying primal solution
According to the fact that there are two possible solutions for each component of σ = (σ 1 , σ 2 ) ∈ R 2n , together with (69) and (70), it follows that the canonical dual function Π d has 2 n critical points. Then from Theorem 3, it is easy to show the global minimum of the primal problem will be arrived at by next theorem.
Theorem 7 Given A = Diag(a) ∈ R n×n and a symmetric positive semi-definite matrix
which is a global maximizer of Π d (ς, σ) on S + ♯ , and
is a global minimum of P (x, v) on χ v .
Examples
Now we give a summary of numerical experiments to illustrate our method, where diagonal matrices A and B, vectors f and c are chosen and taken at random. These examples are classified into three cases and in every case we give several representatives. In the first case we consider the decoupled problems satisfying the conditions of Theorem 7, whose results are consistent with Theorem 7 and show our method is promising for decoupled problems. In the second case some general decoupled problems not satisfying Theorem 7 are computed by our method and the global solution are also obtained. In the last case, our method is tested for some general problems. All of performed examples show our method is very effective.
Case 1: Decoupled Problems satisfying Theorem 7
In the following three decoupled examples, we can verify the conditions of Theorem 7 are satisfied, so a unique critical point (ς,σ) of Π d (ς, σ) on S + ♯ and a global minimum point (x,v) of P (x, v) on χ v are obtained by Theorem 7. For simplicity we denote λ min (ς,σ 1 ) be the smallest eigenvalue of G. Table 1 as follows. Then it can be found that conditions of Theorem 7 are all satisfied.
Example 2 -2.5 On the one hand, by Theorem 7 we know ς =
|ci| , e , so from Table 1 we can easily get the corresponding (ς,σ) and (x,v) for Examples 1-3 listed in Table 2 . On the other hand, we can also get (ς,σ) by solving the canonical dual problem (P ♯ + ), then (x,v) can be computed by (x,v) = G −1 (ς,σ 1 )c, 1, 1, 1, 1, 1, 1, 1 ). 1, 1, 1, 1, 1, 1, 1, 1, 1 ). From Tables 2 and 3 , it can be seen that the results from Theorem 7 are consistent with the ones by our canonical dual method. And the fact thatς ≥ −α,σ 1 ≥ 0,σ 2 ≥ 0, G(ς,σ 1 ) 0 in every example indicates (ς,σ) ∈ S + ♯ . By Theorem 7, the solution of primal problem is obtained. It is verified that our method is promising for decoupled problems when the conditions of Theorem 7 are satisfied for the decoupled problems.
Part 2: Decoupled Problems where Theorem 7 are not satisfied
It needs to say that there are many decoupled problems not to satisfy Theorem 7. Here we choose three of them to indicate the details. Let n = 5 and α = 10, diagonal matrices A and B, vectors f and c are chosen and taken at random.
Example 4 Set A = Diag(6, 3, 9, 9, 2), B = Diag (2, 4, 5, 4, 3) , f = (5, 4, 4, 20, 9 ) and c = (1, −9, −6, 3, −5).
Example 5 Set A = Diag (1, −1, 1, 4, 4) , B = Diag (1, 1, 1, 4, 5 ), f = (1, −51, −1, −11, −61) and c = (3, 0, 1, −2, 0). 2, 2, 1, 4) , f = (3, −35, −1, 11, 15) and c = (7, 0, 4, −6, 10).
Example 4 -1 From Table 4 , we find that M ax M 1 = −1.5 < 0 which makes the conditions of Theorem 7 are not satisfied. We solve the simple form problem (P It is obvious that there exists some c i = 0 in Examples 5 and 6, which does not satisfy the conditions of Theorem 7. We also solve them by the simple form problem (P g + ), whose results are illustrated in Table 6 . From Tables 5-6 , we haveς ≥ −α,σ 1 ≥ 0, G(ς,σ 1 ) ≻ 0, f i + (σ 1 ) i = 0, ∀i = 1, · · · , n in every example, so (ς,σ 1 ) ∈ S + ςσ1 . By Theorem 4, the solution of primal problem is obtained. Thus when the conditions of Theorem 7 are not all satisfied, our method is also effective for the decoupled problem.
Part 3: General Nonconvex Problems
For general nonconvex problems in this part, we solve the simple form problem (P From Table 7 , it holds thatς ≥ −α,σ 1 ≥ 0, G(ς,σ 1 ) ≻ 0, f i + (σ 1 ) i = 0, ∀i = 1, · · · , n in every example, so (ς,σ 1 ) ∈ S + ςσ1 . By Theorem 4, the solution of primal problem is obtained. So our method is also effective for the general problems.
Conclusions and further work
In this paper we propose a canonical duality method for solving a mixed-integer nonconvex fourthorder polynomial minimization problem with fixed cost terms. By rewriting the box constraints in a relaxed quadratic form, a relaxed reformulation of the primal problem (P b ) is obtained, then the canonical dual problem (P ♯ ) is defined and the complementary-dual principle is proved. The primal problem (P b ) is canonically dual to a concave maximization problem (P ♯ + ) where a useful space S + ♯ is introduced. This constrained nonconvex problem (P b ) in R 2n can be transformed into a continuous concave maximization dual problem (P g + ) in R n+1 without duality gap. The global optimality conditions are proposed and the existence and uniqueness criteria are illustrated. Application to the decoupled mixed-integer problem is illustrated and analytic solution for a global minimum is obtained under some suitable conditions. Several examples are given to show our method is effective. Canonical duality theory is a potentially powerful methodology, which can be used to model complex systems to a wide class of discrete and continuous problems in global optimization and nonconvex analysis. The ideas and results with canonical duality theory presented in this paper can be used or generalized for solving other type of problems in the future.
