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ABSTRACT
This paper addresses the issue of automated organization of
a personal image collection, in particular to respond to the
emerging needs from a mobile camera phones. The issues
related to browsing through large image collections acqui-
red from such devices are first discussed. In contrast with
metadata-less collections, which necessarily rely on image
content, we propose a collection organization technique ba-
sed on picture geolocation and timestamps. These are indeed
available and generally reliable in the proposed context. The
objective is formulated as an unsupervised classification pro-
blem, in both space and time. The statistical integrated com-
pleted likelihood criterion is chosen, providing effective so-
lutions both to model complexity determination and the clus-
ter separability objective, in a setting which avoids arbitrary
algorithm parametrization. Reliability of space and time par-
titions obtained are then assessed, to select an effective seg-
mentation, which may then provide a calendar-type structu-
red view for navigating in the picture collection.
1. PROBLEM AND CONTEXT
Content-based image retrieval problems have been dealt
with for the past few years, and the field is now equipped
with both recent contributions [14] and surveys [23]. It was
recently stressed in [1] that extending the scope of this field
to address personal image collections was an important stake,
and that there was little existing. Very recently, proposals
have emerged from most leading industrials in the field of
multimedia [20, 18, 19, 10, 16], as well as from academics
[13, 15].
We advocate that, within personal image collections, an
interesting niche is emerging. Compared with workstations,
or even digital cameras, camera phones are always carried
by their user, and are hence advantageous both as an image
acquisition device and as an image retrieval terminal [24].
Indeed, despite the technical issues image retrieval sets on
such devices, the permanent availability and the ability to
easily share retrieved pictures (eg. through Multimedia Mo-
bile Messaging) makes it appealing.
As images are gathered, they progressively builds up a
valuable memory of one’s life, which can be later searched,
whether for practical, emotional, or pass-time purposes. The
system should offer users not only the possibility of qui-
ckly, reliably and comfortably retrieve a well-defined piece
of information in their potentially large collection, but also
functions for browsing, simply to get an overall idea of the
content of the collection. Providing such overviews is ac-
tually also beneficial, let alone necessary, for retrieving a
well-defined piece of information.
A survey of technical issues pertaining to camera phones
is provided in [19], while insight in their usage may be found
in [24]. One of the conclusions drawn in [19] is that the
handling (storage and retrieval) of image collections in this
context is an important industrial need and overall an open
problem. Furthermore, we believe this issue is both well-
defined (probably better than all-purpose content-based image
retrieval), and is of practical significance in the years to
come.
Personal image collections may be distinguished from
the ordinary “digital library” viewpoint by :
– the content itself (nature of the scenes, structure of the
image collection, attached meta-data) ;
– the partial memory that the user has of the collection :
the user does not discover a wholy new collection,
but progressively recalls his past as navigation pro-
gresses, thus determining incrementally directions in
which (s)he should browse. Browsing presents advan-
tages over querying to this respect ;
– the desired search/browse criteria, as detailed below.
With regard to the latter point, user studies [21, 22] sug-
gest that the most convenient browsing criteria are time,
geographical location, and “image annotations/semantic image
content/topic”. The identity of people present is also among
appealing criteria. On the other side, classical features such
as color, shape, layout and texture cues are rated of little
relevance.
Research in content-based image retrieval has often been
justified by the lack of meta-data. With camera phones, both
time and location measursements may be assumed, corres-
ponding to very criteria that users wish to use.
The focus of the present paper is the generation of a
structured representation of the image collection, allowing
the user to easily browse through time and space. In this
paper, we solely consider time and geolocation meta-data
attached to each image, the image content itself is ignored.
Further, we wish to make the scheme as unsupervised as
possible, i.e. the temporal and spatial bounds and extent of
the image groups, and the number of these groups, should
be determining from the data.
Finally, human-computer interactions considerations are
important, as they may define or affect content analysis goals.
Research contributions that have been put forward mainly
target the workstation/ebook context, and propose a variety
of strategies for laying out image sets [15]. In the case of
small mobile devices with stringent input and display constraints,
hardly more than one to three image may be displayed si-
multaneously. We argued in [11] that a crux is the ability
to generate summaries according to the criteria identified
above as relevant, so as to suit visualization and browsing
needs. The present work proposes a contribution in this di-
rection.
The remainder of this paper is organized as follows. Sec-
tion 2 surveys existing proposals that exploit time or space
for retrieval in image collections. In section 3, we present
the proposed technique for spatio-temporal organization of
one’s image collection, first as an overview and then in more
detail. Section 4 provides experimental results, while sec-
tion 5 depicts a typical user interface exploiting the results.
Finally, section 6 is devoted to concluding remarks.
2. RELATED WORK
2.1. Time-based structuring
Structuring an image collection according to the time
stamp of each picture is intuitively appealing, practically
quite cheap and reliable. As noted in [13], the generative
process of pictures (i.e. behaviour of users) is likely to ex-
hibit time clusters and, furthermore, often in a hierarchical
fashion. Overall, two types of techniques may be distingui-
shed. First, change detection techniques, such as in [20],
possess the advantage of not setting a particular parame-
tric model on the intra-cluster time distribution. A combi-
nation of these alternatives is proposed in [13], in which
(preset size)-gap detection leads to initial groups for clus-
tering. However, how the classical limitations of clustering
techniques are addressed is not detailed (number of clusters,
arbitrary intra/inter-class separation thresholding). In order
to cope with the variety of time scales present in the image
collection, solutions such as log-scaling of inter-frame time
gaps have been examined in [20, 16]. Finally, besides direct
use of time for image grouping, it was recently proposed
[10] to combine time linearly with camera settings features
and image content information, within an ’image similarity’
measure.
2.2. Geolocation-based structuring
As recently reviewed in [25], geolocation technologies
are progressively being integrated in mobile phones and net-
works. In practice, geolocation is mainly pushed on the mar-
ket by navigation and context-aware services [17], rather
than our image retrieval purpose, but we nevertheless be-
nefit from it and it is of utmost importance.
The importance of the location for image collection or-
ganization is stressed in [13] but, to our knowledge, there are
currently few systems that seem to have considered the mat-
ter closely. Regardless of image consideration but still with
a view to providing structured calendar-type views, we pro-
posed in [12] a technique towards unsupervised learning of
meaningful locations. Geolocation is measured continuously
in time, and partitions of time and space are extracted at
multiple scales, based on a piece-wise parametric trajectory
model. By this means, one attempts to recover significant
temporal episodes and areas. A work close in spirit is [2],
although the modelling formalism differs.
3. SPATIO-TEMPORAL ORGANIZATION
WITH MODEL-BASED ICL CLUSTERING
3.1. Meta-data used and overview of our proposal
The objective is to create a structured representation of
the image collection, allowing the user to easily browse through
time and space. In this paper, we solely consider time and
geolocation meta-data attached to each image, the image
content itself is ignored. Further, we wish to make the scheme
as unsupervised as possible, regarding the temporal and spa-
tial bounds and extent of the image groups, and the number
of these groups.
We formulate this goal as a model-based unsupervised
classification problem. Here are the main features of the pro-
posed scheme :
– distinct classifications are built for time and space, as
illustrated by fig. 1 ;
– we resort to the statistical integrated completed likeli-
hood criterion, initially proposed in [3]. Indeed, with
its evidence-like aspect, it provides an effective solu-
tion to model complexity determination, i.e. determi-
ning a suitable number of clusters. Besides, it drives
the search towards favouring cluster separability, to
provide partitions that are more exploitable for our
purposes. A practical advantage, important for our ap-
plication, is some degree of robustness to mismatch
between the (Gaussian) form of probabilistic model
components and the actual clusters ;
– optimization of this criterion is conducted using an
Expectation-Maximization technique, with a dedica-
ted search procedure ;
– the spatial and temporal classifications found are as-
sessed, with respect to how well they succeed in sepa-
rating the data into clear groups. The partition retai-
ned may then provide a structured, calendar-type (or
map-type) organization and view of the picture col-
lection.
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Fig. 1. Projection of an example data on time (*) and geolo-
cation (o) axes. The line represents the spatio-temporal dis-
placement of the user, the ’+’ indicate places where&when
photos are taken. Let us underline that clustering is not
conducted directly in the three-dimension (x,y,t) space.
3.2. Optimality criterion
Model-based clustering is a favourite framework for iden-
tifying meaningful groups in data [9]. Overall, it requires
setting a functional form on the probability distribution of
the data arising from each cluster, defining a statistical opti-
mality criterion and searching for a suitable solution accor-
dingly.
By taking a Bayesian hypotheses testing viewpoint, it
can be shown that an effective manner of evaluating the abi-
lity of a clustering hypothesis
 
to explain the data  , ta-
king into account the need for comparing hypotheses with
various numbers of clusters, is provided by the so-called evi-
dence, or marginalized likelihood :
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indicates the model parameter vector associated to
hypothesis
 
.
The goal is thus to find the mixture model leading to the
greatest evidence for clustering the data. In order to evaluate
this marginalized likelihood, a variety of computations and
approximations exist, as reviewed in [6]. We opt here for the
approximation known as the Bayesian Information Criterion
(BIC) [9]. expressed as follows :
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where
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is the maximized mixture loglikelihood,
*
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is the number of independent parameters in the model with
,
components and
3
is the number of data elements. An
intuitive observation on this approximation is that it acts as
a likelihood criterion penalized by model complexity, illus-
trating the use of marginalized likelihood as the Bayesian
implementation of Occam’s razor.
Overall, the BIC criterion aims at identifying both model
parameters and the number of clusters. Yet, the parametric
form enforced for clusters (henceforth, in practise, Gaussia-
nity) leads to poor and/or over-segmented clusters, should
their data strongly infringe on this assumption. In our case,
groups of pictures taken in meaningful areas or time extents
do not generally exhibit very Gaussian distributions, as their
physical generative process is not so.
To improve this point, we resort to the Integrated Clas-
sification Likelihood (ICL), proposed in [3]. This criterion
may be summarized as follows :
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where
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is the estimated mean entropy of the mixture,
defined by :
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where
,
is the number of components in the mixture, 3 the
size of the data set, and
J

C
is the posterior probability for
an observation O of originating from cluster P . These
J

C
va-
lues are supplied at convergence of the optimization phase,
which is described in the next section.
Overall, this criterion penalizes the BIC criterion with
the entropy of the data-to-model assignment in the mixture,
i.e. a mixture which separates well the data has lower en-
tropy and is favoured.
In the next section, we present the technique for attemp-
ting optimization of this criterion.
3.3. Search for the optimal classification
The Expectation-Maximization (EM) algorithm [7, 5] is
used for (locally) optimizing the criterion described above.
This algorithm is widely used in association with mixture
modelling. It iterates between two steps, the E-step, in which
the unknown data-to-model assignements are replaced by
their expectation, given the current model parameter esti-
mates, and the M-step in which the model parameters are
estimated, given the current data-to-model assignements.
We describe hereunder several problems the EM algo-
rithm has to cope with, and some solutions proposed in our
case.
– As the EM technique assumes the number of compo-
nents is known, one has to conduct the search for each
hypothesis subspace associated to a given number of
components. Among all the solutions found, one re-
tains the solution which maximizes the ICL criterion.
An improvement on this exhaustive search strategy is
proposed in [8]. However, we aim at displaying the
partitions on the screen of a small-size device, which
provides us with some upper bound on the number of
clusters ; hence, we carry out optimization exhausti-
vely between 2 and 15 components (the 1 cluster op-
tion is considered but does not require optimization,
only evaluation of the ICL criterion). This is also mo-
tivated by the interest in providing partitions at mul-
tiple granularities, i.e. finding several plausible parti-
tions with various complexities, to enable multi-scale
browsing. This is left for future work.
– It breaks down when there are too few observations
associated to a component. For instance, in the case of
a component with a single observation, the variance of
a component is undefined. Still, it is common to find a
cluster consisting of an isolated data element. To alle-
viate this, we propose to enforce a minimum variance
in time (or covariance in space) for each cluster, at
each M step. For the geolocation-based clustering, for
instance, the covariance matrices are computed as fol-
lows :
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where
QSR^
indicates the max. likelihood variance es-
timate and a is a small minimum variance.
This technique does not set a troublesome assump-
tion, as time between two pictures or the accuracy of
the geolocation sensor sets anyway a lower bound on
the size of meaningful clusters ;
– the third issue is due to the local character of the op-
tima found with the EM algorithm. Instead of the com-
monly used k-means-based initialization, we resort to
a procedure that seems more effective [4]. This so-
called “em-EM” technique, consists in running seve-
ral times the following set of sucessive steps : ran-
domly initialized k-means, followed by a short num-
ber of EM iterations. This provides a set of candidate
points for further search, through many more EM ite-
rations. Overall, this technique appears to provide a
reasonnable compromise between computation time
and the quality of minima found. In the time domain,
the set of random k-means initializations is constrai-
ned to form connected temporal components, thus ge-
nerally starting closer from desirable solutions.
3.4. Comparison of spatial and temporal partitions
Let us recall that the classifications are carried out inde-
pendently in space and time. Due to the lack of natural clus-
ters in the data, to insufficiency of the optimality criterion
or poor local minima, one or both of the partitions obtai-
ned would occasionnally poorly capture the data structure.
We propose to compare the values of entropy
<>1,6	
found
for each of the two optimal classifications, and select the
one with the smallest value, i.e better-defined clusters. This
generally leads to selecting the most relevant and reliable
partition for viewing and browsing the picture collection.
4. EXPERIMENTAL RESULTS
The EM algorithm is initialized with 500 em-EM short
runs (a maximum of 20 iterations for each run), followed
by a maximum of 500 EM iterations from the best solution
obtained on short runs.
The first experiment reported corresponds to a one-day
touristic walk, during which photos at taken at interesting
sights. The user starts at location A (cf. fig.2), goes to B,
then C and returns to A. The classifications obtained in time
and space (along with ICL-based comparison of models of
various complexities) are provided respectively on fig. 2A
and fig. 2B. For comparison sake, a hand-made “ground tru-
th” built by an an external person is supplied below, in fig. 3.
h
and &i& classes are obtained in, respectively, the time
and the geolocation partitions. On the temporal axis, there
seems to be actually little cluster structure in the data. On the
geolocation side, there exists meaningful locations, which
are quite correctly identified, but minor errors still remain.
For example, location C is divided in two classes. Exhaus-
tive combinatorial search was conducted to determine whe-
ther such residual problems were due to modelling and cri-
teria issues, or if it they correspond to suboptimal local mi-
nima. It comes out that a large majority are due to local mi-
nima. Although this is effectively improved by increasing
the number of em-EM short-runs, we are starting evaluating
better quality/cost multi-scale optimization techniques. The
intent is two-fold : providing a representation of the data at
multiple scales, for viewing/browsing, but also using this to
drive the optimization procedure.
The separability of the data in time and space is asses-
sed as <kj4mlon)qpsr hih and <utwvyx{zEj4mv
H

h
r
'}|
. These values
are of the same order of magnitude ; as the time-based en-
tropy is smaller, the time-based view is selected. This is also
related to the fact that, in this very example, time-based pic-
ture groups in fact correspond quite well to location-based
groups, hence deciding on the time or space criterion on lit-
tle grounds has little effect. More generally, as one would
expect, it can be observed the entropy < is tightly correlated
to the mismatch between manual ground truths and classifi-
cations obtained automatically.
We now focus on two other scenarios. In practice, they
are obtained by considering subsets of the global scenario,
first focusing on zone B, then on zone A. However, all three
classifications are carried out independently. We first consi-
der area B, corresponding to a period when the user is vi-
siting a famous square. The classifications obtained on the
temporal and spatial domains are presented in fig. 4. The
photos, which are quite evenly distributed in time, are found
to be best “clustered” into a single class. This is not a prac-
tical option for summary-based calendar presentation of the
collection. On the other side, the geolocation partition, which
computed classification matrix entropy mean entropy is eva-
luated as <utwvx{z~j4mv
H

N
r
N
& , hence well-clustered, is chosen.
We did not accurately examine the case where one should
decide between a single class, or an unreliable partition, cha-
racterized by high entropy, as this would require more user-
based studies.
Figure 5 presents the same type of experiment, on zone
A. The classifications obtained are composed of h location-
based components or ' time-clusters. In this case, the time
partition is highly structured ( <uj4mlon9
N
r
N
& ) and hence
rated more relevant the location-based one ( <otwvyx{zEj4mv
H


r 
& ).
Although experiments were so far conducted on data
sets corresponding to the scale of days rather then globally
to weeks and months, they provide a first validation of the
proposed scheme.
5. APPLICATION TO IMAGE COLLECTION
BROWSING
In this section, we illustrate the practical interest of the
proposed scheme, from an image collection browsing pers-
pective, as applied to a mobile phone/PDA.
We consider here time-oriented views, such as would
be found on familiar calendar managers available on PDAs.
The proposed divisions of time for browsing may be either
the temporal or spatial partition, depending on the above-
mentioned criterion. In the case space is selected, tempo-
rally disconnected components are separated. Restriction to
one of the partitions ensures a small number of episodes
and consistency of the division criterion along the view. The
choice of suitable representative images for image groups is
out of the scope of this paper, and some solutions are propo-
sed in works referred to in section 2.
Alternatively, one may exploit both partitions simulta-
neously. Fig 6 illustrates a possible calendar-type view. Dif-
ferent background colors or separation marks between epi-
sodes indicate from what perspective the cluster is homoge-
neous. Input keys can be associated to the following func-
tions “ jump to next temporal episode”,”jump to the next
occurrence of photos in this spatial zone”.
Fig. 6. Example of electronic calendar : dashed lines re-
present a change of geolocation, and continuous lines a time
change or both. Assignement of names to clusters is carried
out manually and does not relate to the proposed technique.
6. CONCLUSION
In this paper, the problem of organizing personal digi-
tal image collections has been addressed. The interest to-
wards temporal and spatial meta-data was stressed, espe-
cially for camera phone applications. To focus on purely
data-driven structuring, we formulated the problem as an un-
supervised classification issue. The ICL criterion was pro-
posed, as it fulfills several requirements of the application
(unknown number of clusters, poor Gaussianity). It is opti-
mized with an efficient version of the EM technique. This
ICL criterion was further used for selecting the more rele-
vant between the temporal or spatial partitions. Among the
qualities of the chosen formalism are the lack of delicate
parameter tuning, and perspectives for multi-scale structu-
ring. Overall, we believe it provides an effective and realis-
tic direction towards organizing an image collection, provi-
ding structure may be mapped onto a variety of navigation
schemes.
In current work, we are examining lowering the cost
of the optimization strategy. More precisely, this should be
carried out jointly with the structuring of the collection at
multiple scales. Among other perspectives, turning to an in-
cremental system is essential. Although the EM algorithm
adapts quite well to this case, more global reorganization of
the collection sometime has to be carried out.
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Fig. 2. Time-based and geolocation-based classification of pictures : (top row) optimal values of the ICL criterion obtained for
each candidate model complexity. (bottom row) classification obtained for the optimal model complexity, as found above.
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Fig. 3. Manually-defined “ground truth” classifications in time and space.
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Fig. 4. On are “B”, time-based and geolocation-based classification of pictures : (top row) optimal values of the ICL criterion
obtained for each candidate model complexity. (bottom row) classification obtained for the optimal model complexity, as
found above.
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Fig. 5. On are “A”, time-based and geolocation-based classification of pictures : (top row) optimal values of the ICL criterion
obtained for each candidate model complexity. (bottom row) classification obtained for the optimal model complexity, as
found above.
