Abstract-We propose a new method for power macromodelling of functional units for high-level power estimation based on Least-Squares Support Vector Machines (LS-SVM). Our method improves the already good modelling capabilities of the basic LS-SVM method in two ways. First, a modified norm is used that is able to take into account the weight of each input for global power consumption in the computation of the kernels. Second, an iterative method is proposed where new datapoints are selectively added as support-vectors to increase the generalization of the model. The macromodels obtained provide not only excellent accuracy on average (close to 1% error), but more importantly, thanks to our proposed modified kernels, we were able to reduce the maximum error to values close to 10%.
I. INTRODUCTION
Power consumption has become one of the most important parameters in the design of VLSI circuits and accurate power estimation a requisite of any design exploration framework and verification environment. Many high-level power estimation tools have been proposed before to enable the evaluation of different architectures in an early stage of design [8] . The general approach is to use power macromodels for each functional unit. These macromodels are obtained in a precharacterization phase, stored in a library for later use and represent the power dissipation of the unit as a function of its input statistics.
Kernel methods provide a powerful and unified framework for pattern discovery, motivating algorithms that can act on general types of data and look for general types of relations (e.g. rankings, classifications, regressions, clusters) [16] . The application areas range from neural networks and pattern recognition to machine learning and data mining. In this paper, we investigate the use of learning algorithms, in particular support vector machines (SVMs), to determine simpler and better fit power macromodels. The basic approach is first to obtain the power consumption of the module for a large number of points in the input signal space. Least-Squares SVMs (LS-SVM) are then used to compute the best model to fit these set of points. The statistics for each of the module's output signals can be computed in a similar manner, thus providing a means of propagating the switching probabilities through the circuit. We have performed extensive experiments in order to analyze the possible kernels which are the basis of the SVM formulation and to determine the best parameters for these kernels.
Our proposed methodology improves the already good modelling capabilities of the basic LS-SVM method in two ways. In general, kernels treat every dimension uniformly.
In the problem at hand, each input to the functional module defines a dimension for the kernel (although not necessarily so after optimizations, as discussed in Section IV-E). It is well-known that not all inputs have the same impact on the power consumption of a module. We propose a modification to the basic RBF kernel that takes into account a measure of the contribution of each input for the power consumption in the computation of the kernels. Secondly, an iterative method is proposed where new data-points are selectively added as support-vectors to better generalize the model
We present results that confirm the excellent modelling capabilities of the kernel-based methods. The macromodels obtained provide not only excellent accuracy on average (all below 2% average error and close to 1% on average), but, more importantly, thanks to our modified kernels, we were able to reduce the maximum error to values close to 10%.
The paper is organized as follows. In Section II, we review previous work on power analysis techniques at the RT level and provide some background on kernel methods. Section III discusses the kernel parameters and presents the modified norm. The implementation of the power macromodelling process is described in Section IV. The iterative optimization process is proposed in Section V. We present our results in Section VI and draw conclusions and future work in Section VII.
II. RELATED WORK A. Power Macro-Modeling
There has been a fair amount of work on generating models for power dissipation at higher levels of abstraction. Top-down approaches have been proposed in [9] and [10] . They are both based on the concept of entropy and their focus is to derive implementation-independent measures of the signal activity in the circuit. A number of assumptions are made in both [9] and [10] on how to propagate the entropy of the inputs through the circuits. These methods can be very efficient, though given all the required approximations and the fact that they ignore issues such as glitching implies that these techniques are not very accurate.
Our method follows a bottom-up approach (for a survey, see [8] ), where the model is obtained from an actual circuit implementation. This offers the best level of accuracy. These methods build their models from data points that consist of a power value for the circuit, under some input conditions. From this set of data points, different strategies exist for generating a model that not only fits these data points, but offers the best possible generalization ability.
Lookup tables have been successfully proposed [3] . Ndimensional tables have been used, where each dimension represents an input parameter. Several strategies exist for reducing the number of dimensions and for interpolating among table points. Alternatively, regression can be used to compute the coefficients of an expression [1] , [2] , [11] , [17] . A combination of both of these methods has also been proposed [3] . Models for specialized functions, such as arithmetic units, use different expressions for different inputs, namely depending on whether they correspond to the most or the least significant bits [6] , [7] . Using models tailored to specialized functions, however, requires very specific knowledge of the problem which restricts the applicability of the technique. Table interpolation or regression implicitly assumes a polynomial or spline representation and may require a large number of coefficients if the underlying surface is somewhat nonlinear. SVMs are quite useful in such a context as they can readily adapt to the data at hand, even if it exhibits strong nonlinearities. Therefore, much sparser approximants can be used while retaining or even improving on the accuracy.
We believe the model we propose, based on LS-SVMs, is more robust than previously proposed approaches: it is generic, systematic, and uses an underlying methodology with properties that have been proven both theoretically and in practice in many different fields. Our results demonstrate just that.
B. LS-SVMs
Consider a general problem where we are given N input/output data points,
These data points follow an unknown function z(x) = m(x)+e(x), where m(x) is the target function we wish to estimate and e(x) is a sampling error. Support Vector Machines (SVMs) are a method of obtaining y(x), an estimate of m(x), from the given data set, referred to as training set. SVMs achieve regression by nonlinearly mapping the input space into a higher dimensional feature space where a linear approximant hyperplane can be found. This is implicitly made by the use of a kernel function.
A version of a SVM for regression was proposed by Vapnik el al [16] . This method is called support vector regression (SVR). The model produced by SVR only depends on a subset of the training data, because the cost function for building the model ignores any training data that are close (within a threshold ε) to the model prediction. The relevant data points form a set of support vectors and they immediately lead to a sparse representation. On the other hand, computing the model is a Quadratic Programming (QP) problem. To simplify this QP problem, Least Squares Support Vector Machines were introduced [15] . In both methods the model is:
The ϕ(x) mapping is usually a non-linear function that transforms the data into a higher dimensional feature space, and is weighted by w. Constant b is the bias term.
LS-SVM correspond to solving the following constrained optimization problem: 
2) The w T w term stands for minimizing the length of the weight vector, while the C constant is the trade-off parameter between the complexity of the representation and the minimization of training data errors. The number of training samples, known as support vectors, is given by N .
Using Lagrange multipliers, in order to transform the problem into an unconstrained optimization problem, gives:
Which is guaranteed to have a global minimum when:
resulting in the following linear system of equations:
where Ω is the kernel matrix,
. . , N, and Ψ is the kernel function. The resulting LS-SVM is given by
The simplicity of (5) is not without a cost. While SVMs have a built in way of selecting the most significant data points from their training set, LS-SVMs do not. Sparseness is lost due to the usage of all the data points as support vectors (a large N ). This adds a new complexity to the problem. It becomes necessary to carefully choose the training points used to effectively cover the input space.
There are many kernels from which to choose from, some of which are shown in Table I . In this work, we will focus exclusively on the RBF kernel since it has good empirical results and has a nice smooth behavior.
III. KERNEL TUNING
The regression process is not totally automated. For a given class of problems, one must select a kernel function, choose the appropriate kernel parameters, and also choose the value of constant C. In this section, we describe first how we tuned these parameters for the case of power macromodelling, and then we present a modification to the norm used by the RBF kernel that allows different weights for each input of functional units. 
A. Kernel Behavior
There is some work on how to choose the 'optimal' parameters, C and σ, for the RBF kernel [12] . We begin with a simple interpretation of the RBF kernel abilities and limitations, motivating our proposed modification to the kernel.
In the exponential RBF kernel (Table I) , σ represents a width factor. If it is large, then the influence of each support vector (SV) spreads, smoothing the solution. If σ is small, each SV has a small influence over the space around it, which reduces the information the model has over all the input space. At the extremes, if σ → ∞ we obtain a constant function, and if σ → 0 our model is only able to estimate input x equal to its SVs, having null generalization ability. 1) for large σs the resulting surfaces are very smooth, and that might make it impossible to follow a brisk function. 2) small σs allow more complex and steep surfaces, but unless all input space is well covered, bad generalization will occur. 3) as there is a single σ for all SVs, the only degree of freedom LS-SVMs have is the selection of the α weights of each SV, which serves as a scaling factor to the respective component curve (the bias term, b, is one more degree of freedom, but it is only an added constant). Issues 1 and 2 could be solved by choosing an 'optimal' σ value, but it would still imply that all dimensions of the input space have the same behavior (all smooth or all steep). Issue 3 seems to be a major restriction of the models using
which provides no distinction between each of the p x dimensions.
B. Weighted Norm
Consider as an example a particular situation where:
the N SVs would be almost the same which results in y(x 1 ) ≈ y(x 2 ). We know that their real outputs are very different and so the LS-SVM model can never give a good prediction of these values. A possible solution to this problem would be to get a very large number of SVs that would cover that critical input space where x r varies. This is very costly and would prove to be extremely difficult since that means that there would be many SV close to each other, implying small σs and, thus, poor generalization ability.
To solve this problem, we introduce our proposed modification to the RBF kernel which spawns from a simple adaptation of the distance measure used. By adding weights, β, to each dimension of the input space, we add significantly more flexibility to the LS-SVM training procedure. The norm becomes
Parameters β must be computed before training the model. In the case of power macromodelling, a formal method to obtain β would be to resort to the Shannon expansion for each circuit input [13] . In Section IV-C, we present a more expedite method.
Note that a similar weighing of the different dimensions can be applied to other kernels (Table I) , where the internal product needs to be modified to use a coefficient for each dimension.
IV. IMPLEMENTATION
In this section, we describe the methodology for computing the power macromodel. We start by presenting how we obtain the data points used as the training set, then we describe the experiments we performed to tune the kernel parameters, and finally we discuss the size of the model and methods to reduce it.
A. Input Space Analysis
To generate the desired black-box macromodel it is necessary to obtain a set of data points to be plugged into the LS-SVM, {x k , z k }. To analyze the performance of the LS-SVM method for power estimation, we need data points where z k represents the power dissipation of a circuit under inputs x k . For this purpose, we can either use experimental values obtained from actual circuit measurements, or values computed by a simulator. Naturally, the accuracy of the model will be directly related to the quality of the data points.
Note that there is some flexibility in terms of what x k represents. In this work, we are using the switching probability of each of the p inputs to the functional unit, hence a vector of size p with values between 0 and 1. Alternatively, we could aggregate all inputs and have their distribution probability (for example, in the case a set of bits represent some numerical value). Additionally, if specific information is available regarding joint probability distributions, it can be used to bias the choice of data points.
We should also observe that z k can represent both static or dynamic power, or total power. The results we present in the next section were obtained from a logic simulator which only accounts for dynamic power. Yet, the results should easily extrapolate for static, and hence, total power.
We use the following error functions to provide some insight into LS-SVM model's performance:
Average relative error:
Ultimately we aim to achieve an E 3 of 100% and an E 1 smaller than 1%. Although the error values are not bounded, E 2 is a good representation of the worst-case scenario.
As data points used during training represent the total knowledge LS-SVMs have for model construction, their selection method is of crucial importance. To effectively cover the input space we randomly generate a set of points where half follow an uniform distribution and half follow a normal distribution with variance γ = 0.3 (both with average 0.5) [4] .
B. LS-SVM Parameters
The parameters that we have to tune are C, σ and the number of support vectors.
As referred in Section II-B, C is a constant that permits a tradeoff between the training error and the smoothness of the model. Our tests with different values of C and for all circuits indicate that the error decreases as C increases, but for values above C = 10 4 the error remains almost constant. Hence, and in order to potentially avoid numerical errors, we have set C = 10
4 . Figure 2 presents the error obtained for different values of σ, on test and training data, on top and bottom respectively. As it was expected, our experiments show that small values of σ allow very small training errors, but bad generalization ability. On the other hand, large values of σ made the training errors several orders of magnitude higher. Empirically our tests show that the optimum value should be σ = 1.1.
To determine the number of SVs, we performed similar experiments with increasing size of the training data set. We observed that errors decreased significantly up to a number of SVs around 2,000. Since larger values of SVs translate linearly to the size of the model and its computation time, we settled the number of SVs to 2,000.
C. Computing the Input Weights
In order to gauge the relative importance of each input to the functional unit in terms of the impact in power consumption, we performed a set of experiments where we set all other inputs to a fixed value and measure the power as we change the value of the input under evaluation. Naturally the results obtained depend on the values assigned to the other inputs. For this reason, we repeat this procedure for a set of 20 different combination of values for the remaining inputs.
From these experiments, we compute the power range for each input, as the difference between the maximum and minimum power values. We use this value directly as the weight for this input in the computation of the modified norm.
D. Model Size
From Equation 5, we know that evaluating the LS-SVM model to compute the power requires the sum of N elements, and each element contains a norm (Equation 7) which is a sum of p elements. Hence, the model requires O(Np) operations to compute y(x). Computing the model's output is much faster than simulating the circuit. On a 3GHz AMD64 it took no 
E. Model Pruning
There are two parameters that define the model size, N and p. There are methods that reduce N by searching for "redundant" SVs, i.e., SVs whose removal has minimal impact on the error [5] .
In our work, we apply one of the methods prescribed in [5] . In each step the algorithm solves the linear system (eq. 4) and removes the least important SV which is the x k with the smallest d(x k ):
where A is the square matrix from Equation 4. This is an expensive method but has a good model-reduction to model-error ratio. For a more detailed description we refer the reader to the original paper.
Additionally, we investigate the reduction of p, which amounts to a form of feature selection. The process is to simply remove input dimensions with the lowest β values, as these are the ones which have less impact in defining the power characteristics of the circuit. Starting from lower β, we remove dimensions until the sum of removed betas (normalized) is below a user specified threshold T ∈ [0, 1]. Figure 3 shows the increase in error with the increase of T .
V. MODEL OPTIMIZATION
The analysis in the previous section indicates that the best number of support vectors to use and the value of the σ parameter are interdependent. We propose an iterative method to automatically determine these parameters so that we maximize the generalization of the LS-SVM-based power macromodel.
The standard method of computing the kernel parameters is simply to solve the linear system given in Equation 4 , using a set of data points {x k , z k } N k=1 , the training set. The model obtained can then be evaluated against a different and disjoint set of datapoints, the test set. From the obtained errors in each of these sets, we can conclude:
1) large errors on the test set might be due to two reasons: the 'area' of the input space where samples have large test errors is badly covered by the training set; or the kernel function is excessively local, which means that the influence of each SV is limited to a very small 'area' around it. 2) large errors on the training set indicate that the kernel function is smoother than it should be, not having enough flexibility to approximate steep surfaces. To address these issues an extension to the training procedure was devised consisting of an iterative addition of SVs.
The iterative method developed starts from a given LS-SVM model and uses the following three sets:
• the final test set, with data points which will only be used to evaluate the final model (hence, after the iterative process has finished) • an initial training set of size M T of the given model.
• a validation set of size M V , which can be much larger than M T The following steps are repeated while user specifications have not been met, namely that E 1 and E 2 on the validation set are smaller than some thresholds T E1 and T E2 : 1) to increase the generalization, we move k data points with the largest errors from the validation set into the training set. 2) if the error on the training set exceeded specifications, we reduce parameter σ by s. As discussed in the previous section, the σ parameter defines how local or global the impact of each support vector is. Hence, by reducing this value by a factor of s, s < 1, the error is reduced on the training set. This may potentially lead to worse generalization, which is compensated by the extra data points that are moved to the training set. Nevertheless, σ should not be greatly reduced between iterations. The initial σ value should be relatively large to start from a very smooth solution and steeping it only as much as necessary by reducing σ. Parameters k and s define the granularity of the process. Larger values will reduce the number of iterations, but may lead to a larger model. The size of the initial model and respective training set should be relatively small to give room for the addition of the more problematic data points in the validation set, but, at the same time, large enough to give reasonably good predictions. In our experiments, we start from a model of size 500 obtained from applying (8) to a training set of size 2,000.
VI. RESULTS
In Table II we present results for circuits of the ISCAS benchmark set, obtained under different methods. Here we compare several modifications of the basic LS-SVM method Under "Usual Norm" we give the performance of the base LS-SVM models, computed using C = 10 4 , σ = 1.1 (Section IV-B) and from training sets of N = 2, 000 samples, generated as described in Section IV-A. Weighted norm tests are shown in columns "Weighted Norm", under the same conditions. Under "Iter. Weighted Norm" are the results after the iterative process, where N indicates how many support vectors were used. The results reported by [3] are given under "4D Tables". Finally, under "Pruned" are the results after applying the pruning technique described in Section IV-E, using a threshold value of T = 0.08.
Several interesting observations can be made from the results presented in Table II . First, we note that the results obtained with the original kernel were already very good, with average error E 1 below 5%. However, maximum error E 2 can be large, with circuit C880 presenting an error close to 70%. The use of the proposed weighted norm is by itself very effective in reducing error. Its impact is especially visible on the maximum error, which on average reduces to just under 10%, with circuit C880 still presenting the largest maximum error, but reducing from 70% to 16%. On average, the E 1 comes to under 1% and only 0.06% of the samples have error above 10% (E 3 )! The next set of results demonstrates that the iterative process allows for significantly smaller models sizes, while practically maintaining the error levels. Whereas for the previous results a constant number of 2,000 support vectors is used in the model, the iterative process finds equally good solutions with only 726 support vectors on average, providing models almost 3× more compact.
The model size can still be effectively reduced using the proposed pruning method, without significant effect on the error level. For larger examples, the number of inputs effectively used in the model are close to half of the original circuit, leading a model half the size and half the evaluation time.
VII. CONCLUSIONS
Our experiments show that LS-SVM are a viable method for the generation of power macromodels. Modifying the basic RBF kernel so that it takes into account the impact of different circuit inputs on dissipated power proved to result in a huge improvement in model accuracy. It also opened doors to a new approach to model size reduction based on input dimension weights and the use of the weighted norm on other kernels. Further work involves applying kernels composed of more than one element [14] .
