The K sample problem for high-dimensional vector time series is studied, especially focusing on sensor data streams, in order to analyze the second moment structure and detect changes across samples and/or across variables cumulated sum (CUSUM) statistics of bilinear forms of the sample covariance matrix. In this model K independent vector time series Y T,1 , . . . , Y T,K are observed over a time span [0, T ], which may correspond to K sensors (locations) yielding d-dimensional data as well as K locations where d sensors emit univariate data. Unequal sample sizes are considered as arising when the sampling rate of the sensors differs. We provide large sample approximations and two related change-point statistics, a sums of squares and a pooled variance statistic. The resulting procedures are investigated by simulations and illustrated by analyzing a real data set.
INTRODUCTION
In this paper we study the K sample problem for high-dimensional data vectors assuming a time series framework and consider the problem to test for a change in the covariance matrix of the observed variables. This setting has many potential applications in big data analysis and data science in diverse areas such as internet data, finance, health science, climate research or in the field of production engineering used to illustrate the proposed methods by analyzing a real data set from the UCI Machine Learning Repository. Data sampled from sensor devices emitting data at certain sampling rates are pervasive in those areas and often lead to high-dimensional correlated time series thus motivating our work. Observing data from a large number of sensors located at K locations easily fits into the studied framework, and the model assumptions as well as the sampling mechanism are somewhat tailored to this type of data. Nevertheless, the methods can be used to analyze quite general K-sample time series data.
Let us assume that a high-dimensional time series of such sensor-type data, {Y t }, is observed at, say d = d T , sensors which are located at K ∈ N distinct locations (sites). This formulation corresponds to a single input single output system, for example, when d T sensors measure the same univariate quantity (such as speed, temperature or pressure), but our framework also applies to single input multiple output systems, where instead K sensors at K locations (defining the samples) generate a d T -dimensional correlated output signal. The sensors measure the underlying quantity within a time interval [0, T ] for some T > 0 at a sitespecific sampling frequency ω j , j = 1, . . . , K, leading to sample sizes N 1 , . . . , N K . Our asymptotics is for fixed sampling frequencies and T → ∞ when N j ∼ N where N is the total sample size. We consider a linear process time series framework for the data, which represents a natural model for sensor data, see, e.g., Mari (2005) , and, as shown in Steland (2019) , covers a wide class of vector autoregressive moving average (VARMA) models with colored noise, amongst others. Linear processes are also a common framework in high-dimensional statistics, see, e.g., Bai and Saranadasa (1996) , Wu et al. (2010) or Wu and Min (2005) .
A common way to analyze high-dimensional data relies on projecting the given dataset onto a lower dimensional subspace and working with the projections instead of the high-dimensional vector itself. Well known examples for this procedure are principal component analysis (PCA), where one projects onto the eigenspaces associated to the covariance matrix Σ N , portfolio optimization, where the risk of the varianceminimal portfolio is given by such a projection statistic of the vector of asset returns, or data compression by projecting onto some known basis.
When one is interested in drawing inference on the second moment structure of these projections, quadratic forms w Σ N w and more generally bilinear forms v Σ N w, where v, w ∈ R d are weighting vectors and Σ N is the variance-covariance matrix of {Y t }, appear naturally. Especially, if v = w is an eigenvector, the quadratic form is the associated eigenvalue leading to a method to draw inference on the eigenvalue structure. Other choices may correspond to variable selection, e.g., using projections derived from LASSO regressions.
The canonical nonparametric estimator for these bilinear forms is v Σ N w, whereΣ N is the sample variance-covariance matrix. It is, however, well known thatΣ N is not a consistent estimator -and the same applies to the associated estimated eigenvalues and eigenvectors -when the dimension d of the data is allowed to grow in an arbitrary way as the sample size N increases, i.e. when usual assumptions such as d/N → y ∈ (0, 1), N → ∞, do not hold (cf. Bai and Yin (2008) , Silverstein (1985) or Yin et al. (1988) ), except additional assumptions are made. For bilinear statistics of the form v Σ N w studied here, we also need to impose certain assumptions such as 1 -sparseness, but there is no constraint on the growth of the dimension.
As estimated eigenvectors are an attractive choice for the projection vectors v N , w N when the problem of interest does not provide other guidance, let us briefly discuss some results on consistency of such estimators, although the literature on this subject is not yet matured and usually considers high-dimensional i.i.d. samples instead of time series. But these results indicate that q -sparsity assumptions, q ≤ 2, are quite common for high-dimensional data. For further discussion see Steland (2019) . Classical PCA is known to be valid in spiked covariance models, cf. Yata and Aoshima (2013) , where the leading eigenvalues are larger than the remaining spectrum, and then can yield consistent estimates of the eigenvectors of Σ N . For fixed eigenvalues Birnbaum et al. (2013) have shown consistency under q -constraints on the true eigenvectors. Further, under a joint 0 -constraints on the rows of the matrix of eigenvectors consistent estimators have been studied by Cai et al. (2015) . In view of these results our assumptions on the projection vectors are not too restrictive, although the recent asymptotic results of Wang and Fan (2017) for estimated eigenstructures, which require diverging eigenvalues, may not be directly applicable.
Focusing on the statistical problem to test for the presence of a change in the covariance structure, we study a CUSUM and a sum of squares (SSQ) statistic associated to a bilinear form of the sample covariance matrices. These statistics are related to bilinear forms of simple partial sums as arising when calculating the sample covariance matrix, such that large sample approximations of those partial sums yield the required approximations to construct statistical procedures. In Steland and von Sachs (2017) , using martingale approximation techniques and building upon the results of Kouritzin (1995) and Philipp (1986) , appropriate approximations have been derived. They hold without any constraint on the ratio of dimension and sample size as long as the weighting vectors v, w are uniformly 1 -bounded. For standardized versions using homogeneous estimators one may even use uniformly 2 -bounded vectors.
The present article contributes by extending these results to a K -sample setting, studying CUSUM and SSQ change-point statistics in detail and elaborating on the pervasive case of sensor data. We de-rive approximation results for the SSQ error processes and for bilinear forms based on the pooled sample variance-covariance matrix as an alternative approach. These approximations are then used to construct the two change-point tests, which aim at testing for the presence of a change (or structural break) in the covariance structure of sensor-type data in situations where a change may only affect a subset or all the given data, but there is no information which specific sample is affected.
Finite sample properties in terms of size and the detection power, of both procedures are investigated by simulations. Further, the methods are illustrated by analyzing a real data set.
The paper is organized as follows. In Section 2 we will present the details of the used model and the necessary assumptions. Section 3 treats weak approximation results for sum of squared error processes based on the original bilinear forms of Steland and von Sachs (2018) and corresponding results for bilinear forms which are based on the pooled sample covariance matrix. The change-point tests are then introduced in Section 4. Results from extensive simulation studies are reported in Section 5. Section 6 illustrates the test by analyzing a real data set from production engineering. Proofs are provided in Section 7.
MODEL AND MAIN ASSUMPTIONS
To ease presentation, we stick to the single input single output sensor model. So let us assume that we have access to the information generated by d T ∈ N sensors within each of K ∈ N different locations. At each of these K locations the d T sensors quantitatively measure some underlying process { j,k : k ∈ Z}, j = 1, . . . , K, within the time interval [0, T ] for some T > 0, and then generate samples of output signals
of sample size N j ∈ N with a certain, possibly location-specific, sampling frequency ω j ∈ (0, 1]. Then the output signals are d T -dimensional random vectors, i.e.
T,j,i , i = 1, . . . , N j , j = 1, . . . , K, defined on probability spaces (Ω (j) , F (j) , P (j) ) for j = 1, . . . , K, and as the sampling frequencies are allowed to be different for each location, the resulting sample sizes, given by N j = ω j T , j = 1, . . . , K, may also be different. The output at time i of the νth sensor (the νth coordinate of Y T,j,i ) at location j is assumed to follow a causal linear process (or filter) with real coefficients {c
T,j,l j,i−l , i = 1, . . . , N j , ν = 1, . . . , d T , j = 1, . . . , K.
(2.1)
As well known, causal linear filters are a standard model for sensor measurements often justified by the underlying circuits, see e.g., Mari (2005) . For results on time series models which can be represented resp. approximated by (2.1), e.g. spiked covariance models and VARMA models, see Steland (2019) . We impose the following assumptions. The coefficients {c (ν)
T,j,l : l ∈ N 0 }, ν = 1, . . . , d T , j = 1, . . . , K, in (2.1) are assumed to satisfy the decay condition
2)
for some ϑ j ∈ 0, 1 2 , and the underlying innovation processes { j,k } k∈Z are supposed to be K independent sequences of independent random variables with E( j,k ) = 0, E( 2 j,k ) = σ 2 j,k ∈ (0, ∞) and sup k∈Z E| j,k | 4+δ j < ∞ for some δ j > 0, j = 1, . . . , K, such that we end up in a K independent sample framework. With the assumption on the decay rate of the coefficients we not only cover short memory processes such as ARMA(p,q) -models, but also many long-range dependent series. We refer to Steland and von Sachs (2017) and Steland (2019) for discussions on this assumption.
Since we are interested in the second-moment structure of the high-dimensional output signals {Y T,j,i }, we further assume E(Y T,j,i ) = 0 for all i ∈ {1, . . . , N j }, j = 1, . . . , K, and define the
which estimate the population variance-covariance matrices
and the pooled sample variance-covariance matrix
where N = K j =1 N j is the total sample size. Note that these matrices depend on the time horizon T through the sample sizes N j and that the following asymptotic results will hold for T → ∞, which directly implies N j → ∞ for all j = 1, . . . , K.
ASYMPTOTICS
The approximations are in terms of strong or weak approximations by Gaussian processes, which hold true for equivalent versions defined on a new probability space, on which the approximating process is also defined. Throughout the paper, we indicate those (equivalent) processes defined on the new space by a˜. We shall, however, also describe how one may construct these approximations on the original probability space.
Approximations for the Sum of Squares Statistic
As a preparation, let us introduce the following quantities. For
Further letΣ (j)
T (1) is the sample covariance matrix of the jth sample. In a first step we shall study the bilinear form
T,k j w T,j , k j ≥ 1, (3.1) which appears naturally when analyzing the covariance of projections v T,j Y T,j,i and w T,
Note that (3.1) represents the error between the data driven bilinear form based onΣ (j) T and the bilinear form based on the population covariance matrix Σ (j)
be the scaled càdlàg -process associated to (3.1) and also define the bridge process
For a stationary vector time series this process does not depend on the population variance-covariance matrix Σ
T .
Let us introduce the long-run variance (LRV) parameters α 2
associated to the univariate time series
for j = 1, . . . , K. To exclude degenerate cases, we assume in the sequel that α 2 j > 0, j = 1, . . . , K.
(3.4)
For the sum of squares associated to the bilinear forms, K j=1 D (j) T,k j 2 , we have the following approximation result. The approximation depends on the long-run-variance parameters α 2 j whose estimation will be discussed at the end of this section.
be K pairs of uniformly 1 -bounded weighting vectors and Y T,j,i be a vector time series following model (2.1). Then, for any T > 0, there exist K new probability spaces (Ω (j) ,F (j) ,P (j) ), j = 1, . . . , K, on which one may define an equivalent version of D T (t j ) : t j ≥ 0}, j = 1, . . . , K, which depend on the weighting vectors (v T,j , w T,j ), i.e. B T (t j , v T,j , w T,j ), such that for some λ j > 0 and constants C T,j < ∞, j = 1, . . . , K, on the product space (Ω,F,P ) of the K probability spaces (Ω (j) ,F (j) ,P (j) ) it holds for all k j ∈ N with
5)
whereC T,j = max{C 2 T,j , C T,j }. If additionally α T,j → α * j ∈ (0, ∞) andC T,j N −λ j j = o(1) for j = 1, . . . , K as T → ∞, then we have the weak approximations
T (1), t j ∈ [0, 1], j = 1, . . . , K, is a Brownian bridge. The above approximations carry over to the standardized statistics.
Corollary 3.1. Given the assumptions of Theorem 3.1, such that in particular the weak approximations (3.6) and (3.7) hold. Then we also have
Here the approximating function of Brownian motions in (3.8) satisfies
Explicit expressions for the pdf and cdf of K j=1 ξ (j)
T can be found in Moschopoulos (1985) . However, in the special case t j = 1 and N j =Ñ ∈ N for all j = 1, . . . , K this simplifies to
For our change-point test in the next section we will use the following Corollary.
Corollary 3.2. Suppose that the assumptions of Theorem 3.1 hold, which especially imply the weak approximations (3.6) and (3.7). Then we have
11)
as T → ∞.
Since, for j ∈ {1, . . . , K} and y > 0,
(and similarly for B (j) ), the distributions of the approximating function of Brownian motions in (3.10) and
(3.11) are given through K convolutions of the independent marginal distributions, which can be calculated using the reflection principle for Brownian motions in the case of (3.10) and the well known Kolmogorov distribution in the case of (3.11). The following explicit formulas for the marginal distributions can be found in Shorack (2000):
It remains to discuss whether the weak approximation results of Theorem 3.1 also hold true on the original probability space, the product space (Ω, F, P ) of the K original probability spaces (Ω (j) , F (j) , P (j) ), j = 1, . . . , K. This can be achieved as long as one can define a new uniformly distributed random variable.
Theorem 3.2. Suppose that the assumptions of Theorem 3.1 hold, which especially imply the weak approximations (3.6) and (3.7). If the underlying probability space (Ω, F, P ) is rich enough to carry, in addition to the K vector time series {Y T,j,i : 1 ≤ i ≤ N j , N j ≥ 1}, j = 1, . . . , K, a uniform random variable U that is independent of (D (j) T (•)) K j=1 , then the weak approximation results (3.6) and (3.7) in Theorem 3.1 also hold on (Ω, F, P ). This means, on (Ω, F, P ) there exist K Brownian motions {B (j)
. . , K, are Brownian bridges. Clearly, Theorem 3.2 also ensures that the approximations in Corollary 3.1 and 3.2 hold for the original processes on (Ω, F, P ). Especially,
Approximations for the Pooled Sample Variance-Covariance Matrix
Let us now study approximations for bilinear forms based on the pooled sample variance-covariance matrix
Moreover we need to define the bilinear form (3.16) and the associated càdlàg -process
however, it is important to note that we take the same weighting vectors v T and w T for all of the K locations as the pooled sample variance-covariance matrix S T can be represented as a convex combination of the K sample variance-covariance matricesΣ (j) T . Therefore, by building bilinear forms of S T we extract the same information from all of the K samples simultaneously.
Theorem 3.3. Let v T , w T ∈ R d T be uniformly 1 -bounded weighting vectors and Y T,j,i be a vector time series following the given model structure of the previous section. Then, for any T > 0, on a richer probability space, say (Ω,F,P ), there exists an equivalent version of D T,k 1 ,...,k K and thus of D T (t 1 , . . . , t K ), t 1 . . . , t K ≥ 0, denoted byD T,k 1 ,...,k K andD T (t 1 , . . . , t K ), and K independent Brownian motions {B (j)
where C T,j < ∞ are constants, λ j > 0 for j = 1, . . . , K and {G T (t 1 , . . . , t K ) : t 1 , . . . , t K ≥ 0} is a Gaussian process given byG
with mean zero and covariance function (2017), and thus (Ω,F,P ) is the product space of the probability spaces of the K Brownian motionsB
The assumption of independent samples is required and cannot be weakened easily. It is, however, a routine assumption for K sample problems.
Next we present some special cases of the previous Theorem.
Corollary 3.3. Let the conditions of Theorem 3.3 hold and suppose that additionally α T,j → α * j ∈ (0, ∞) for all j = 1, . . . , K as T → ∞. Then we have (i) the strong approximation
is again a Gaussian process with mean zero and covariance function
21)
for the original bilinear form defined on the product space (Ω, F, P ) of the original K probability spaces (Ω (j) , F (j) , P (j) ) based on the original processes {Y T,j,i : i ≥ 1}.
The above results are usually not directly applicable, since they require us to know the covariance matrices Σ (j)
Having in mind the application to change-point testing, we replace them by the sample analogs N −1/2 j D (j) T (1) leading to the the bridge process
The following theorem yields an approximation by the corresponding Gaussian bridge process. It provides the approximation of the associated change-point test statistic under the null hypothesis of equal covariance matrices across samples, since then
Theorem 3.4. Given the assumptions and the constructions of Theorem 3.3, especially the strong approxi-
Observe that hereΓ T can be represented as a scaled sum of independent Brownian bridges.
Lastly, let us formulate the following CUSUM -Corollary which will be used in the next section in order to conduct our change-point test. We formulate it for the equivalent versions.
Corollary 3.4. Suppose that the assumptions of Theorem 3.3 hold implying the strong approximation (3.19).
Again, the above approximations can be constructed on the original probability space under weak additional assumptions. For brevity of presentation, we omit details and refer the reader to Mause (2020) .
Theorem 3.5. Suppose that the assumptions of Theorem 3.3 hold. If the underlying probability space carries a uniform random variable U that is independent from S T , then the approximations (3.19), (3.20), (3.23) and (3.24) hold for the original processes in probability.
Estimation of the Unknown LRV Parameters
In order to use the large approximations derived in the above results, we need estimators for the asymptotic variance parameters α 2 j . Here we may apply the results obtained in Steland and von Sachs (2017) : Let m T,j , T ≥ 1 be a sequence of lag truncation constants and Steland and von Sachs (2017) the L 1 -consistency of the following Bartlett type estimator
for α 2 j , has been shown, where for |h| < N j ,
CHANGE-POINT TESTS
We aim at testing a-posteriori (i.e. off-line) whether there is a change in the covariances of at least one sample (location) assuming that all coordinates (sensors) are affected by the change at the same time. This situation occurs, for example, when considering a solar park with K stations of sensors measuring the maximum power output of d T photovoltaic modules that they are attached to, and a change of weather or a failure of a solar inverter may affect only a part of the K stations. This means, there is no information assumed about the specific location.
The proposed test statistics are global tests in that they summarize the data from all samples. They also have power when only a fraction of the sensors resp. data vectors are affected by a change and/or are affected at different time points. Such cases can be treated by splitting samples and considering, in addition to the global tests, change-point tests and estimates as in Steland and von Sachs (2017) and Steland (2019) for each sample separately. For simplicity and brevity of presentation, we do not elaborate on these issues in greater detail. Further note that, within our framework, a change can be due to changes in the coefficients, changes in the variances of the innovations or both. However, the proposed test statistics do not require to estimate fit a time series model, which can be challenging and time-consuming, as all statistics are directly and easily computable from the data.
The change-point testing problem of interest can be formulated as follows: We aim at testing the null hypothesis 
T,1 . Under the alternative, the set J is the subset of sample indices that are affected by the change, and for each j ∈ J this change occurs at index τ * j within thej-th data series Y T,j,1 , . . . , Y T,j,Nj , which corresponds to the (physical) time point t cp,
and note that under H 1 we have |W T | > 0. For v T , w T ∈ W T a change occurring in samplej ∈ J will also cause a change in the sequence of bilinear forms v T Σ (j)
. . , Nj}, and thus H 1 implies H 1 : There exists some ∅ = J ⊆ {1, . . . , K}, such that for allj ∈ J there exists some
Assuming that the chosen projection vectors are contained in W T (if in doubt use, additionally, random projections), in view of the results of the previous section, we are now in a position to formulate changepoint test statistics. Firstly, when covariance matrices Σ (j)
T are known one may use the sum of maximally selected CUSUM of the SSQ statistics,
Alternatively, one may use the pooled sample variance-covariance matrix approach and consider the maximized CUSUM test statistic
Secondly, if the variance-covariance matrices Σ
T,0 are unknown, we can use tests based on ∆ T . Especially, we consideȓ
i.e. the sum of the maximally selected ∆
T s, and, as a test based on the pooled sample variance-covariance matrix, we usȇ
The following lemma summarizes the asymptotic null distributions of these tests.
Lemma 4.1. Let the approximation results of Theorems 3.2 and 3.5 hold, such that the results of Corollary 3.2 as well as Corollary 3.6 hold on the product space (Ω, F, P ) of the K original probability spaces (Ω (j) , F (j) , P (j) ), j = 1, . . . , K. Then we have
Critical values for the tests based on V T andV T need to be simulated using estimates for the α T,j 's.
SIMULATIONS
We conducted a simulation study in order to examine the statistical properties of the proposed tests in terms of level and power for a nominal significance level α = 5%, focusing on the realistic case of an unknown covariance matrices Σ
T,0 , j = 1, . . . , K. For K = 4 locations with d ∈ {10, 50, 200, 500, 1 000} sensors at each location autoregressive series were simulated over a time span of T = 1200 time points. With respect to the sample sizes four cases listed in Table 1 For those sample sizes AR(1) series were simulated with pre-change AR coefficients ρ ν,0 = 0.1 + 0.5ν/ d and, when studying a change in the coefficients, after-change parameters ρ ν,1 = 0.4 + 0.5ν/d for all ν = 1, . . . , d, l = 0, . . . , 50 and j = 1, . . . , 4. Having practical applications in mind, we stick to the case that all sensors at all locations follow the same model. The innovation processes were simulated as i.i.d. mean zero normal distributions with standard deviations given byσ 0 = (1, 1.5, 0.7, 1) if there is no change-point, and with after-change valuesσ 1 = (1, 0.7, 1.2, 1) when studying a change in the innovations.
The projection vectors w were drawn from a Dirichlet distribution of order d with random parameters ϑ 1 , . . . , ϑ d ∼ U[0, 1], such that the 1 -condition for the weighting vectors holds.
To estimate the long-run variance parameter one may either use a learning sample or use in-sample estimation. Both cases were investigated. The lag-truncation constant and bandwidth were adaptively chosen as proposed by Andrews (1991) with weights given by a quadratic spectral kernel function.
Let us first discuss the results when using a learning sample of size L 1 = 500 and L 2 = 1 000, respectively. The simulated type I error rates for the sum of squared errors testQ T (for unknown covariances matrices under H 0 ) are provided in Table 2 . Those for the pooled test are given in Table 3 . Here, as in all reported simulations, each table entry is based on 10 000 runs. One can notice that the level is quite stable with respect to the dimension d, but both tests tend to overreact. This effect is, however, very mild for the pooled test, which is much more accurate in terms of the type I error rate. L 1 = 500 L 2 = 1 000 Case d=10 d=50 d=200 d=500 d=1000 d=10 d=50 d=200 d=500 d=1000 I 6.21 6.51 6.36 6.72 6.76 5.60 6.00 5.59 5.82 5.87 II 6.46 6.74 6.60 6.37 6.53 6.29 5.37 5.40 5.35 5.52 III 6.93 6.48 6.70 6.09 6.69 5.52 5.87 5.83 5.67 5.22 IV 6.87 6.32 7.16 6.50 6.95 5.97 5.96 5.77 5.47 5.85 Table 3 . Estimated error of first order of the pooled test for learning sample sizes L 1 = 500 and L 2 = 1 000 (values in %)
To investigate the power we simulated a change occurring either after 240, 600 or 960 time instants, affecting all four locations either very early, in the middle or quite late within the time interval [0, T ]. The first set of simulations examines a change in the standard deviations of the innovations fromσ 0 = (1, 1.5, 0.7, 1) toσ 1 = (1, 0.7, 1.2, 1) , whereas the second set investigates a change in the coefficients as described above.
The results for the first set (change in the innovations) are given in Tables 4 and 5 . For both tests the detection power is better for a change in the middle of the sample than for an early or late change. Further, the SSQ test has higher power than the pooled test.
The results of the second set of simulations (change in the AR coefficients) are provided in Tables 6 and  7 . Here the pooled test is preferable for early changes, as it has higher power than the SSQ test in this case. For a change in the middle of the sample or a late change the results are relatively comparable but in favor of the SSQ test when the learning sample is small. But for larger learning samples the pooled test is better for small dimensions. 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 IV 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 after 600 time instants I 0.9602 0.9488 0.9398 0.9438 0.9415 0.9091 0.931 0.9397 0.9433 0.9437 II 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 III 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 IV 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0.9999 1.0000 1.0000 1.0000 1.0000 0.9999 1.0000 1.0000 1.0000 1.0000 IV 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 IV 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 after 960 time intants I 0.9977 0.9985 0.9947 0.9941 0.9953 0.9998 0.9893 0.9958 0.9951 0.9941 II 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 III 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 IV 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0.9999 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 IV 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 after 960 time intants I 0.9292 0.9469 0.9421 0.9362 0.9556 0.9976 0.9881 0.9687 0.9625 0.9656 II 0.9998 1.0000 1.0000 0.9999 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 III 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 IV 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 Table 7 . Simulated power of the pooled test statistic for a change in the coefficients with learning sample sizes L 1 = 500 and L 2 = 1 000.
In-Sample Long-Run Variance Estimation
Lastly, we investigate the behavior of the tests when no learning sample is available. Then one may rely on in-sample estimation of the unknown long-run variance parameter ignoring a possible change-point. This may lead to inconsistent estimation under the alternative hypothesis, but is valid under the null hypothesis. The simulations were performed under the same conditions as above, but this time we only present the results for a change occurring after 960 time instants in the standard deviations of the innovation processes.
The estimated error of first kind for the sum of squared error test and the pooled test are given in Tables 8 and 9. One can see that now both tests keep the level very well. Table 9 . Estimated type I error rates for the pooled test for in-sample long-run variance parameter estimation
The simulated power is given in Tables 10 and 11. It is visible that both tests have higher power compared to the tests using a learning sample. We may conclude that, for the cases investigated in this simulation study, in-sample estimation works very well and even leads to tests with higher detection power.
Case d=10
d=50 d=200 d=500 d=1000 I 0.6833 0.7347 0.7333 0.7351 0.7154 II 0.9974 0.9962 0.9953 0.9960 0.9955 III 1.0000 1.0000 0.9999 0.9999 1.0000 IV 1.0000 1.0000 1.0000 1.0000 1.0000 Table 11 . Simulated power of the pooled test for a change in the standard deviations of the innovation processes and in-sample long-run variance parameter estimation
DATA ANALYSIS
We applied the proposed methods to a dataset on condition monitoring of a hydraulic systems publicly available from the UCI Machine Learning Repository, see Helwig et al. (2018) . The data has been collected from an hydraulic test rig that consists of a main working station which is connected to a cooling circuit through an oil tank. Within the main working station oil is pumped through a system of accumulators, valves and containers. Various sensors measure process quantities such as the pressure, volume flow or the temperature. Here we are only interested in the data of the pressure sensors of which there are K = 6 in total, three within the main working station and three within the cooling circuit.
The test rig was constructed to simulate reversible fault conditions of various system components and the data corresponds to an experiment where such a fault condition was present. Clearly, a simulated fault in the accumulators or the valves will have an effect on the pressure within the system. We therefore analyzed the pressure sensor measurements to illustrate the proposed tests. In totalÑ = 2205 load cycles were run, each one lasting a minute. The pressure sensors sample data at a frequency of 100 Hz per second, such that within the one minute time interval each pressure sensor is generating a time series of length d = 6 000. The first 211 load cycles were simulated under the same conditions, and afterwards component faults were added about every 10 load cycles. Therefore, we used the first L = 110 data points from each pressure sensor as our learning sample.
In a first preprocessing step residuals for the pressure sensor data were calculated. A cubic spline smoother for f , see Green and Silverman (1993) , Sec. 2.3, was calculated and used to correct for the mean. Figure 1 shows the data time series at ν = 1 000, which represents the pressure within the system exactly 10 seconds into each load cycle. The black graph is the original data series, the red graph is the cubic spline smoother. We can see that the variance within the data generated by the pressure sensors within the main working station (pressure sensor 1 -3) behaves similarly across all of the 2205 load cycles, but is completely different compared to the data generated by the pressure sensors within the cooling circuit.
To obtain 1 -sparse projection vectors we calculated sparse principle directions following the approach of Erichson et al. (2018) and given by the optimization problem
where S L ∈ R K·L×d is the sample variance-covariance matrix of the combined learning sample data, A ∈ R d×r is an orthonormal matrix, B ∈ R d×r is the sparse loadings matrix and r ∈ N is the number of sparse loading vectors to estimate (set to r = 5). Further, an elastic net penalty, ψ(B) = α B 1 + 1 2 β B 2 2 was used with α = β = 0.0001 (the default values used by the spca function in the R package sparsepca). Using the matrix S L allows us to use the same weighting vector for all of the K = 6 pressure sensor datasets. Table 12 lists the first five leading sparse loading vectors w ∈ R d which explain, in total, 68.4% of the variance within the learning sample data. The vector w 5 takes about half of the pressure sensor data generated within the one-minute load cycle into consideration, while for the others this is much less. It is clear that changes in the variance structure of projections based on these weighting vectors might not be detectable if too much data is omitted since fault conditions were simulated right at the start of the oneminute load cycles and sensors might not have recognized these changes within the time intervals where our vectors have nonzero entries.
Vector Explained variance (in %)
• 0 w 1 43.5 1080 w 2 9.4 329 w 3 7.4 340 w 4 5.6 202 w 5 2.5 3100 Table 12 . Explained variance and 0 -norm of the first five sparse loading vectors Figure 2 shows the projections with the weighting vector w 4 , where changes in the variance structure of the data generated by the second pressure sensor data are clearly visible.
Finally, Table 13 shows the results of our change-point tests. It turns out that using the sum of squared errors test with the test statisticQ we can always verify the existence of a change within the projected data 
PROOFS
Proof of Theorem 3.1:
Due to Theorem 4.1 in Steland and von Sachs (2017) , for any T > 0 and each j = 1, . . . , K there exists an equivalent version of D (j) T,k j , k j ∈ N, and thus of D T (t j ) : t j ≥ 0} on a new probability space (Ω (j) ,F (j) ,P (j) ), such that
, t j > 0, j = 1, . . . , K, (7.1) P (j) -a.s., where C T,j < ∞ are constants and λ j > 0 for j = 1, . . . , K. If additionally C T,j N −λ j j = o(1) for j ∈ {1, . . . , K} as T → ∞, then we also have the strong approximation
for the j-th càdlàg version of the bilinear form based on the equivalent version of the centered and appropriately scaled sample variance-covariance matrixΣ
T . Similarly, for the bridge process∆ (j)
T we have the strong approximation
T (1), t j ∈ [0, 1], j = 1, . . . , K, are Brownian bridges. It is important to note that this construction can be done in such a way that, under the measureP on the cartesian product × K j=1Ω j , the coordinates are independent. Heuristically, this is clear, but the details are subtle, since iteratively applying the construction for each coordinate does not guarantee independence of the Brownian motions. Here, a second step is needed. Indeed, the proof of Philipp (1986) , which refers to Philipp and Stout (1975) and Berkes and Philipp (1979) works as follows: First, one embeds the summands of a partial sum, S n , into a Brownian motion, B, defined on ([0, 1], λ), where λ denotes Lebesgue measure, and redefines the triple consisting of the partial sum, its approximation, S n , and the Brownian motion on a further probability space, such that the joint distributions (S n , B) and (S n , S n ) remain unchanged, see (Berkes and Philipp, 1979, Lemma A.1, proof of Th. 2) and (Philipp and Stout, 1975, p.23) . Start with Ω = × K j=1Ω (j) withΩ (j) := [0, 1] and equipΩ with the product measureP = × K j=1 λ (j) of K Lebesgue measures λ (j) = λ on [0, 1]. Now take the j th pair ([0, 1], λ j ) for the above construction. The resulting K triples can now be constructed on a new product probability space, such that the triples are independent and each triple is as required. This givesΩ = × K j=1Ω (j) on which the equivalent processes and the K independent Brownian motions are defined.
Note that the j-th processD (j)
T and the j-th Brownian motionB (j) T only depend on the j-th parameter t j and t j N j /N j respectively and not on any other other parameter tj forj ∈ {1, . . . , K} withj = j, which allows us to express the supremum sup t∈[0,1] K of sums running over j = 1, . . . , K as sums of the K suprema sup t j ∈[0,1] .
Now, using the inequality |a
Recalling the absolute deviation E|B j , we obtain for all k j ∈ N and j = 1, . . . , K,
s., withC T,j = max{C 2 T,j , C T,j } and therefore by the triangle inequality
for all j = 1, . . . , K, we have due to the scaling property of Brownian motion
Using (7.4) we then have
as T → ∞ for j = 1, . . . , K, we have I T,1 = o P (1) by (3.6) and
Further, observing that sup t j ∈[0,1]
by Markov's inequality. Combining these facts we obtain
and finally arrive at
which concludes the proof. 2
Proof of Corollary 3.1:
When standardizing with α T,j the proof is straightforward and therefore omitted, see Mause (2020) . Especially, one gets
Now replace α T,j by estimators with | α T,j /α T,j − 1| = o P (1). For brevity fix j and denoteD j =D T,j (t j ),
The proof can now be completed using
as T → ∞, and the inequality
recalling the fact that, almost surely, sup t j ∈[0,1] |B j (t j )| < ∞. 2
Proof of Corollary 3.2:
of Theorem 3.1 and denote byG T the associated version of G T . It is easy to verify that {G T (t 1 , . . . , t K ) : t 1 , . . . , t K ≥ 0} is a mean zero Gaussian process with finite dimensional marginals having independent incrementsG T (t 1,r , . . . , t K,r ) −G T (t 1,r−1 , . . . , t K,r−1 ) t j,0 , t j,1 , . . . , t j,n ≥ 0, j = 1, . . . , K, n ∈ N, 0 = t j,0 < t j,1 < · · · < t j,n , j = 1, . . . , K, given by K j=1 α T,j B (j)
T (t j,r−1 ) and therefore satisfyingG
It follows that the vector of increments, G T ({t j,r , j = 1, . . . , K, r = 1, . . . , n})
, . . . ,G T (t 1,n , . . . , t K,n ) −G T (t 1,n−1 , . . . , t K,n−1 )
. Then G T (t 1,1 , . . . , t K,1 ),G T (t 1,2 , . . . , t K,2 ) . . . ,G T (t 1,n , . . . , t K,n ) = MG T ({t j,r , j = 1, . . . , K, r = 1, . . . , n}) ∼ N n (0,
In particular, the covariance function ofG T is given
α 2 T,j min{s j , t j } for s = (s 1 , . . . , s K ) , t = (t 1 , . . . , t K ) with s j , t j ≥ 0 for j = 1, . . . , K.
Since the partial sumS T,k 1 ,...,k K based on the pooled sample variance-covariance matrix at indices k 1 , . . . , k K ∈ N 0 admits the representationS T,k 1 ,...,k K = K j=1Σ (j) T,k j D T,k 1 ,...,k K = K j=1 v T Σ(j) T,k j − Σ Similarly we have for the associated càdlàg -versioñ
T (t j ), t 1 , . . . , t K ∈ [0, 1], and thus receive the strong approximation sup t 1 ,...,t K ∈[0,1] = o(1) P -a.s., as T → ∞ since α T,j → α * j ∈ (0, ∞) as T → ∞.
(ii) The result follows, if we show the CLT for the equivalent statisticS * T , since then P (S * T ≤ x) = P (S * T ≤ x) → Φ(x), as T → ∞, for any x ∈ R. Denote the equivalent version of {D T (t 1 , . . . , t K ) : t 1 , . . . , t K ∈ [0, 1]}, which appears in Theorem 3.3 and is defined on the probability space (Ω,F ,P ), by {D T (t 1 , . . . , t K ) : t 1 , . . . , t K ∈ [0, 1]}. Further let us definẽ D * T (t 1 , . . . , t K ) = N K j =1 α 2 T,j N j D T (t 1 , . . . , t K ), t 1 , . . . , t K ∈ [0, 1], and the corresponding scaled version ofG T ,G * T (u 1 , . . . , u K ) = N/ K j =1 α 2 T,j N j G T (u 1 , . . . , u K ) for u 1 , . . . , u K ≥ 0. The assertion follows at once by noting that D * T (1, . . . , 1) =
and observing that
for all T > 0. 2 Proof of Theorem 3.4:
We have sup t 1 ,...,t K ∈[0,1] ∆ T (t 1 , . . . , t K ) −Γ T (t 1 , . . . , t K ) ≤ I 1 + I 2 with I 1 = sup t 1 ,...,t K ∈[0,1]
= o(1),
T (1) (7.2) = o(1), as T → ∞, when N j N → κ j ∈ (0, 1] for j = 1, . . . , K as T → ∞. Further, the Brownian bridge representation ofΓ T follows from the scaling property of Brownian motions,
which establishes the result. 2
Proof of Corollary 3.4: The proof is straightforward and omitted. 2
Proof of Theorem 3.5: The proof can be found in Mause (2020) . 2 Proof of Lemma 4.1:
We show (ii). The other assertions follow along the same lines. First note that there exists, for all j = 1, . . . , K, on (Ω (j) , F (j) , P (j) ), a standard Brownian motion {B (j) (t j ) : t j ≥ 0}, such that for all T > 0 
as T → ∞ on (Ω, F, P ), where (using the scaling property of Brownian motion) 
