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THE CAUCHY PROBLEM FOR THE NONLINEAR DAMPED WAVE
EQUATION WITH SLOWLY DECAYING DATA
MASAHIRO IKEDA, TAKAHISA INUI, AND YUTA WAKASUGI
Abstract. We study the Cauchy problem for the nonlinear damped wave equation and establish
the large data local well-posedness and small data global well-posedness with slowly decaying initial
data. We also prove that the asymptotic profile of the global solution is given by a solution of
the corresponding parabolic problem, which shows that the solution of the damped wave equation
has the diffusion phenomena. Moreover, we show blow-up of solution and give the estimate of the
lifespan for a subcritical nonlinearity. In particular, we determine the critical exponent for any space
dimension.
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1. Introduction
In this paper, we study the Cauchy problem for the nonlinear damped wave equation{
∂2t u−∆u+ ∂tu = N (u), (t, x) ∈ [0,∞) × Rn,
u(0, x) = εu0(x), ∂tu(0, x) = εu1(x), x ∈ Rn, (1.1)
where n ∈ N and u is a real-valued unknown function, N (u) is a power type nonlinearity, (u0, u1)
are given data, and ε > 0 is a positive parameter, which describes the amplitude of the initial data.
Our purpose is to establish the large data local well-posedness and the small data global well-
posedness for the Cauchy problem (1.1) with slowly decaying initial data, that is, we treat the
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initial data not belonging to L1(Rn) in general. Moreover, we investigate the asymptotic behavior
of the global solution and the estimate of the lifespan from both above and below for subcritical
nonlinearities.
The equation (1.1) is firstly derived by Oliver Heaviside as the telegrapher’s equation, which
describes the current and voltage in an electrical circuit with resistance and inductance. Cattaneo
[1] also introduced the equation (1.1) as a modified heat conduction equation which equips the finite
propagation speed property. The equation (1.1) also has several background related to biology and
stochastic models such as genetics, population dynamics [3, 7] and correlated random walk [6, 29].
The local and global well-posedness, asymptotic behavior of global-in-time solutions and blow-
up of local-in-time solutions have been widely studied for a long time. Since a pioneer work by
Matsumura [38], it has been well known that solutions of the damped wave equation behaves like
that of the heat equation as time tends to infinity. Namely, he established Lp-Lq estimates of the
linear damped wave equation (Eq. (1.1) with N (u) = 0), whose decay rates are the same as those
of the linear heat equation vt −∆v = 0 (see also Racke [57] for more general setting). After that,
the so-called diffusion phenomena was found by Hsiao and Liu [17] for hyperbolic conservation laws
with damping. Namely, they showed that the asymptotic profile of the solution is given by the heat
kernel (see also [44, 45, 35, 67]). Later on, Nishihara [46], Marcati and Nishihara [37], Hosono and
Ogawa [16], and Narazaki [40] derived more precise Lp–Lq estimates for the linear damped wave
equation and applied them to semilinear equations to obtain global solutions. Also, the diffusion
phenomena for abstract damped wave equations were studied by [21, 23, 2, 58, 59, 52].
For the nonlinear damped wave equation with the absorbing nonlinearity N (u) = −|u|p−1u,
Kawashima, Nakao and Ono [32] refined Matsumura’s Lp–Lq estimates and applied them to the
global well-posedness for the equation (1.1) with arbitrarily initial data (u0, u1) ∈ H1 × L2. Based
on this result, Karch [30] showed the diffusion phenomena when p > 1 + 4n and n ≤ 3. After that,
Hayashi, Kaikina and Naumkin [12], Ikehata, Nishihara and Zhao [24] and Nishihara [48] treated the
case p > 1+ 2n and n ≤ 4 if the initial data belongs to (H1∩L1)× (L2∩L1). Also, Hayashi, Kaikina
and Naumkin [10, 11, 12, 13], Hayashi and Naumkin [14] and Hamza [8] studied the asymptotic
profile of solutions for critical and subcritical nonlinearities 1 < p ≤ 1 + 2n .
The nonlinear damped wave equation with the source term N (u) = |u|p or |u|p−1u has been
widely studied. In this case, Levine [34] showed that the solution in general blows up in finite time
for large initial data. Therefore, to obtain the global existence of solutions, we need some smallness
condition for the initial data. Nakao and Ono [39] studied the case N (u) = |u|p−1u with p ≥ 1 + 4n
and proved the global existence of solutions by the method of modified potential well. Li and Zhou
[36] found that when n ≤ 2, the critical exponent of (1.1) is given by p = 1 + 2n , that is, the local-
in-time solution can be extended time-globally if p > 1+ 2n and the initial data is sufficiently small,
while the finite time blow-up occurs if p ≤ 1+ 2n and the initial data has positive integral value. The
number 1 + 2n is well known as Fujita’s critical exponent named after his seminal work [4], which
is the threshold between the global existence and the blow-up of solutions to the semilinear heat
equation. Also, in [36], the optimal upper estimate of the lifespan for blow-up solutions was also
given (see also [47] for the case n = 3, [20] for n ≥ 4 and p < 1+ 2n and the first author and Ogawa
[19] for n ≥ 4, p = 1 + 2n). Later on, Todorova and Yordanov [65] and Zhang [68] determined the
critical exponent as p = 1+ 2n for all space dimensions. Moreover, Ono [55, 56] derived L
m-decay of
solutions for 1 ≤ m ≤ 2n/(n−2)+. The results of [36] and [65] require that the initial data belongs to
H1×L2 and has the compact support. Ikehata, Miyaoka and Nakatake [22], Ikehata and Tanizawa
[26] and Hayashi, Kaikina and Naumkin [9] removed the compactness assumption and proved the
global existence of solutions for the initial data belonging to L1. Moreover, Nakao and Ono [39],
Ikehata and Ohta [25] and Narazaki and Nishihara [43] studied the global well-posedness for slowly
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decaying initial data not belonging to L1. In particular, in [25], small data global existence is proved
when the nonlinearity is N (u) = |u|p−1u with p > 1+ 2rn for n ≤ 6 and (H1 ∩Lr)× (L2 ∩Lr)-data,
where r satisfies r ∈ [1, 2] if n = 1, 2 and r ∈ [
√
n2+16n−n
4 ,min{2, nn−2}] if 3 ≤ n ≤ 6. Finite time
blow-up of local solutions was also obtained for any n ≥ 1 and 1 < p < 2rn . However, the above
global well-posedness results are restricted to n ≤ 6 and there are no results for higher dimensional
cases. Also, Narazaki [42] considered the slowly decaying data belonging to modulation spaces and
proved the global existence when the nonlinearity has integer power.
Concerning the asymptotic profile of global solutions, Gallay and Raugel [5] determined the
asymptotic expansion up to the second order when n = 1 and the initial data belongs to the
weighted Sobolev space H1,1 × H0,1 (see Section 1.2 for the definition). Using the expansion of
solutions to the heat equation, Kawakami and Ueda [31] extended it to the case n ≤ 3. Hayashi,
Kaikina and Naumkin [9] obtained the first order asymptotics for all n ≥ 1 and the initial data
belonging to (Hs,0 ∩H0,α)× (Hs−1,0 ∩H0,α) with α > n2 (particularly, belonging to L1). Recently,
Takeda [63, 64] determined the higher order asymptotic expansion of global solutions. Narazaki
and Nishihara [43] studied the case of slowly decaying data and proved that if n ≤ 3 and the data
behaves like (1+ |x|)−kn with 0 < k ≤ 1, then, the asymptotic profile of the global solution is given
by G(t, x) ∗ (1 + |x|)−kn, where G is the Gaussian and ∗ denotes the convolution with respect to
spatial variables.
Related to the equation (1.1), systems of nonlinear damped wave equation were studied and the
critical exponent and the asymptotic behavior of solutions were investigated (see [61, 41, 62, 53, 42,
54, 49, 50, 15, 51]).
In the present paper, we establish the large data local well-posedness and the small data global
well-posedness for the nonlinear damped wave equation (1.1) with slowly decaying initial data. Our
global well-posedness results extend those of [25, 43] to all space dimensions, and generalize that of
[9] to slowly decaying initial data. Moreover, we study the asymptotic profile of the global solution.
This also extends those of [43] to all space dimensions. Considering the asymptotic behavior of
solutions in weighted norms, we further extended the result of [9] to the asymptotics in Lm-norm
with m ≤ 2. Finally, we give an almost optimal lifespan estimate from both above and below. This
is also an extension of [36, 47, 20], in which L1-data were treated.
1.1. Main results. We say that u ∈ L∞(0, T ;L2(Rn)) is a mild solution of (1.1) if u satisfies the
integral equation
u(t) = (∂t + 1)D(t)εu0 +D(t)εu1 +
∫ t
0
D(t− τ)N (u(τ)) dτ.
in L∞(0, T ;L2(Rn)), where D(t) is the solution operator of the damped wave equation defined in
(1.8) below.
We assume that there exists p > 1 such that the nonlinear term N (u) satisfies N ∈ Cp0(R) with
some integer p0 ∈ [0, p] and N
(l)(0) = 0,∣∣∣N (l)(u)−N (l)(v)∣∣∣ . |u− v|(|u| + |v|)p−l−1 (l = 0, . . . , p0). (1.2)
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Theorem 1.1 (Local well-posedness for large data). Let n ∈ N and let s ≥ 0 be 0 ≤ [s] ≤ p0. When
n = 1, we also assume that 0 ≤ s < 1. Let r ∈ [1, 2] and s, p satisfy
min
{
1 +
r
2
, 1 +
r
n
}
≤ p <∞ if 1 ≤ n ≤ 2s,
1 +
r
n
≤ p ≤ min
{
1 +
2
n− 2s ,
2n
r(n− 2s)
}
, if 2s < n, n ≥ 2,
1 +
r
2
≤ p ≤ 1
1− 2s , if 2s < n, n = 1.
We take an initial data from
u0 ∈ Hs,0(Rn) ∩H0,α(Rn), u1 ∈ Hs−1,0(Rn) ∩H0,α(Rn),
where α > n
(
1
r − 12
)
. Then, for any ε > 0, there exists T = T (ε) ∈ (0,∞] such that the Cauchy
problem (1.1) admits a unique local mild solution u ∈ C([0, T );Hs,0(Rn) ∩H0,α(Rn)). Moreover, if
T <∞, u satisfies
lim inf
t→T
‖u(t)‖Hs,0∩H0,α =∞.
Theorem 1.2 (Global well-posedness for small data). In addition to the assumption in Theorem
1.1, we assume that r ∈ [1, 2] and s, p satisfy
1 +
2r
n
< p <∞ if 1 ≤ n ≤ 2s,
1 +
2r
n
< p ≤ min
{
1 +
2
n− 2s ,
2n
r(n− 2s)
}
if 2s < n, n ≥ 2,
1 + 2r < p ≤ 1
1− 2s if 2s < n, n = 1
(when r ∈ (1, 2], we may take p = 1 + 2rn ). Then, there exists a constant ε0 = ε0(n, p, r, s, α,‖u0‖Hs,0∩H0,α ,‖u1‖Hs−1,0∩H0,α) > 0 such that for any ε ∈ (0, ε0], the Cauchy problem (1.1) admits a
unique global mild solution u ∈ C([0,∞);Hs,0(Rn) ∩H0,α(Rn)). Moreover, the solution u satisfies
the decay estimates
‖u(t)‖L2 . ε〈t〉−
n
2 (
1
r
− 1
2), ‖|∇|su(t)‖L2 . ε〈t〉−
n
2 (
1
r
− 1
2)− s2 , ‖| · |αu(t)‖L2 . ε〈t〉−
n
2 (
1
r
− 1
2)+
α
2 .
Next, we study the asymptotic behavior of the global solutions. To state our result, we denote
G(t, x) = (4πt)−n/2 exp
(
− |x|24t
)
and G(t)φ = G(t) ∗ φ.
Theorem 1.3 (Asymptotic behavior of global solutions). Under the assumption of Theorem 1.2,
we assume that p > 1 + 2rn if r ∈ (1, 2]. Let m be
r ≤ m ≤ 2n
n− 2s
(
s <
n
2
)
, r ≤ m <∞
(
s =
n
2
)
, r ≤ m ≤ ∞
(
s >
n
2
)
(1.3)
and let ς ∈ (0, 1) is an arbitrarily small number. Then, the the global solution u of (1.1) constructed
in Theorem 1.2 satisfies the following asymptotic behavior: When r > 1, we have
‖u(t)− εG(t)(u0 + u1)‖Lm . 〈t〉−
n
2 (
1
r
− 1
m)−min{n2 (1− 1r ), 12 , n2r (p−1)−1}+ς (1.4)
for t ≥ 1. When r = 1, we have
‖u(t)− θG(t)‖Lm . 〈t〉−
n
2 (1− 1m)−min{α2−n4 , 12 ,n2 (p−1)−1}+ς (1.5)
for t ≥ 1, where
θ = ε
∫
Rn
(u0 + u1)(x)dx+
∫ ∞
0
∫
Rn
N (u)dxdt. (1.6)
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Remark 1.1. (i) The case r = 1,m ≥ 2 was studied by Hayashi, Kaikina and Naumkin [9], though
in this paper, we refine their argument (see Section 3.3 and Section 3.4).
(ii) When r > 1, as we will see in the proof, the nonlinear term N (u) has better spatial integrability
than the linear part. Hence, the nonlinear term decays faster as time tends to infinity and does not
affect the asymptotic profile.
(iii) When n ≤ 3 and the initial data behaves like 〈x〉−k as |x| → ∞, a similar asymptotic behavior
was obtained by Narazaki and Nishihara [43]. The above theorem generalizes the result of [43] to all
n ≥ 1 and more general initial data, while the class of the solution is slightly different.
In the critical or subcritical case, we also have the estimate of the lifespan from below. We define
the lifespan of the solution of (1.1) by
T (ε) := sup{T ∈ (0,∞); there exists a mild solution u ∈ C([0, T );Hs,0(Rn) ∩H0,α(Rn))}.
Theorem 1.4 (Lower bound of the lifespan). In addition to the assumption in Theorem 1.1, we
assume that
r ∈ [1, 2], min
{
1 +
r
2
, 1 +
r
n
}
≤ p < 1 + 2r
n
(Case 1)
or
r = 1, p = 1 +
2r
n
. (Case 2)
Then, there exists ε1 = ε1(n, p, r, s, α, ‖u0‖Hs,0∩H0,α , ‖u1‖Hs−1,0∩H0,α) > 0 such that for any ε ∈
(0, ε1], the lifespan T = T (ε) of the solution is estimated as
T (ε) ≥
{
Cε−1/ω in Case 1,
exp
(
Cε−(p−1)
)
in Case 2,
where ω = 1p−1 − n2r and C > 0 is a positive constant independent of ε ∈ (0, ε1].
Remark 1.2. The estimate in Case 2 was proved by the first author and Ogawa [19].
Finally, we prove a blow-up result in the subcritical case with the nonlinearity N (u) = ±|u|p.
Theorem 1.5 (Upper bound of the lifespan). In addition to the assumptions in Theorem 1.1, we
assume that
N (u) = ±|u|p and p < 1 + 2r
n
(1.7)
and α satisfies
n
(
1
r
− 1
2
)
< α <
2
p− 1 −
n
2
.
Moreover, we take the initial data
u0 ∈ Hs,0(Rn) ∩H0,α(Rn), u1 ∈ Hs−1,0(Rn) ∩H0,α(Rn)
fulfilling
±(u0(x) + u1(x)) ≥
{
|x|−λ if |x| > 1,
0 if |x| ≤ 1
(double-sign corresponds to (1.7)) with some λ satisfying n2 + α < λ <
2
p−1 . Then, there exists
ε2 = ε2(n, p, r, s, α, λ) > 0 such that for any ε ∈ (0, ε2], the lifespan T = T (ε) of the solution is
estimated as
T (ε) ≤ Cε−1/κ,
where κ = 1p−1 − λ2 and C is a positive constant independent of ε ∈ (0, ε2].
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Remark 1.3. (i) The case r = 1 and p ≤ 1+ 2rn was studied by Todorova and Yordanov [65], Zhang
[68], Li and Zhou [36], Nishihara [47], the first author and Ogawa [19], and the first author and the
third author [20]. In particular, Theorem 1.4 shows that when 1 + 1n ≤ p < 1 + 2n , the lifespan T (ε)
is estimates as T (ε) ∼ ε−1/ω with ω = 1p−1 − n2 .
(ii) When r > 1, p = 1+ 2rn and the initial data belong to L
r(Rn) but not H0,α(Rn), it is still an
open problem whether the local solution blows up or not.
(iii) When N (u) = |u|p−1u, the blow-up of the solution was proved by Ikehata and Ohta [25], while
estimates of lifespan were not obtained. Theorems 1.4 and 1.5 give an almost optimal estimate of
lifespan for N (u) = ±|u|p.
Our results are summarized in Table 1 below.
r\p min
{
1 +
r
2
, 1 +
r
n
}
· · · 1 + 2r
n
· · · 1 + 2
n− 2s
1 SDBU [65] SDBU [68] SDGE [9]
ε−1/ω . T (ε) . ε−1/κ [20] eCε−(p−1) . T (ε) . eCε−p [19] T (ε) =∞
r > 1 SDBU [25] SDGE SDGE
ε−1/ω . T (ε) . ε−1/κ T (ε) =∞ T (ε) =∞
Table 1. SDBU: Small data blow-up, SDGE: Small data global existence
Our strategy for proving Theorems 1.1 and 1.2 are based on that of Hayashi, Kaikina and Naumkin
[9]. However, we have to refine their estimates to fit the slowly decaying data and solutions.
The main ingredient is the estimate of the fundamental solution D(t) (see (1.8) for the definition)
of the linear problem, which are given in Lemma 2.1. To prove these estimates, we use a gain
of one derivative coming from the high frequency part of the kernel L(t, ξ) of D(t) (see (1.10)).
Combining these estimates and nonlinear estimates with the contraction mapping principle, we
prove the existence of solutions.
To prove Theorem 1.3, we first show that the solution u of the damped wave equation (1.1) is
approximated by the solution of the linear heat equation with the homogeneous term N (u) (see
Proposition 3.1). After that, we investigate the precise asymptotic behavior of solutions to the
inhomogeneous linear heat equation (see Proposition 3.4).
For the upper estimates of the lifespan, we employ a test function method developed by Zhang
[68], while this is based on a contradiction argument and not directly applicable to obtain the
lifespan estimate. To avoid the contradiction argument, we use the ideas by Kuiper [33], Sun [60]
and [20] to obtain an almost optimal estimate of the lifespan.
The rest of the paper is organized as follows. In Section 2, we give a proof of Theorems 1.1 and
1.2. Section 3 is devoted to the proof of Theorem 1.3. Theorems 1.4 and 1.5 will be proved in
Section 4. Finally, we collect some useful lemmas in Appendix.
1.2. Notations. For the reader’s convenience, we collect the notations used throughout this paper.
The letter C indicates a generic constant, which may change from line to line. Let 〈x〉 = (1+|x|2)1/2.
We also use the symbol f . g, which means that f ≤ Cg holds with some constant C > 0. The
relation f ∼ g stands for f . g and g . f . Sometimes we use a ∨ b := max{a, b}.
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For functions f = f(x) : Rn → R and φ = φ(ξ) : Rn → R, the Fourier transform and the inverse
Fourier transform are defined by
F [f ](ξ) = fˆ(ξ) = (2π)−n/2
∫
Rn
f(x)e−ixξdx, F−1[φ](x) = (2π)−n/2
∫
Rn
φ(ξ)eixξdξ,
respectively.
Let Lp(Rn) (1 ≤ p ≤ ∞) and Hs,α(Rn) (s, α ≥ 0) be the usual Lebesgue and the weighted
Sobolev spaces, respectively, equipped with the norms defined by
‖f‖Lp =
(∫
Rn
|f(x)|pdx
)1/p
(1 ≤ p <∞), ‖f‖L∞ = ess sup |f |.
‖f‖Hs,α = ‖〈x〉α〈∇〉sf‖L2 ,
where 〈∇〉sf = F−1[〈ξ〉sfˆ ]. For an interval I and a Banach space X, we define Cr(I;X) as the
space of r-times continuously differentiable mapping from I to X with respect to the topology in
X.
We denote by D(t) and G(t) the solution operator of the linear damped wave and linear heat
equations, respectively, that is,
D(t) := e− t2F−1L(t, ξ)F , (1.8)
G(t) := F−1e−t|ξ|2F , (1.9)
where
L(t, ξ) :=

sinh(t
√
1/4 − |ξ|2)√
1/4− |ξ|2 if |ξ| < 1/2,
sin(t
√|ξ|2 − 1/4)√
|ξ|2 − 1/4 if |ξ| > 1/2.
(1.10)
Also, we use
D˜(t) := (∂t + 1)D(t). (1.11)
Throughout this paper, we always use s, r, α as real numbers satisfying s ≥ 0, r ∈ [1, 2], α >
n
(
1
r − 12
)
, respectively. Also, for a real number s, we denote by [s] the integer part of s. For
T ∈ (0,∞], we define
‖φ‖X(T ) := sup
0<t<T
[
〈t〉n2 ( 1r− 12)‖φ(t)‖L2 + 〈t〉
n
2 (
1
r
− 1
2)+
s
2 ‖|∇|sφ(t)‖L2
+ 〈t〉n2 ( 1r− 12)−α2 ‖| · |αφ(t)‖L2
]
, (1.12)
‖ψ‖Y (T ) := sup
0<t<T
[
〈t〉η‖|∇|[s]ψ(t)‖Lρ + sup
γ∈[σ1,σ2]
〈t〉
n
2
(
p
r
− 1
γ
)
‖ψ(t)‖Lγ
+ 〈t〉ζ‖〈·〉αψ(t)‖Lq
]
, (1.13)
where the parameters are defined in Table 2. Here (n− 2s)+ denotes 0 ∨ (n− 2s).
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n ≥ 2 n = 1
η :=
µ
2
(p− 1) + s
2
+
np
2
(
1
r
− 1
2
)
1
2
(
p
r
− 1
2
)
µ :=
n
2
− 1
p− 1 –
ζ :=
n
2r
(p − 1)− 1
2
+
n
2
(
1
r
− 1
2
)
− α
2
1
2r
(p− 1)− 1
4
+
1
2
(
1
r
− 1
2
)
− α
2
q :=
2n
n+ 2
1
ρ :=
2n
n+ 2− 2(s − [s]) 2
σ1 := max
{
1,
nr
n+ r
}
1
σ2 := min
{
2,
2n
p(n− 2s)+
}
2
Table 2. Definition of parameters
2. Local and global existence of solutions
2.1. Preliminary estimates.
Lemma 2.1. Let γ, ν ∈ [1, 2], β ≥ 0, s1 ≥ s2 ≥ 0. Then, we have
‖|∇|s1D(t)ψ‖L2 . 〈t〉−
n
2
(
1
γ
− 1
2
)
− s1−s2
2 ‖|∇|s2ψ‖Lγ + e−
t
4 ‖|∇|s1〈∇〉−1ψ‖L2 , (2.1)
‖| · |βD(t)ψ‖L2 . 〈t〉−
n
2
(
1
γ
− 1
2
)
+β
2 ‖ψ‖Lγ + 〈t〉−
n
2 (
1
ν
− 1
2)‖| · |βψ‖Lν + e−
t
4‖〈·〉β〈∇〉−1ψ‖L2 . (2.2)
We also have the continuity of D(t) with respect to Hs1,0 ∩H0,β-norm:
lim
t1→t2
‖D(t1)ψ −D(t2)ψ‖Hs1,0∩H0,β = 0. (2.3)
When γ = 1, the estimates (2.1) and (2.2) were proved by [9]. Here we give a generalization of
it to γ ∈ [1, 2] with a slightly simpler proof.
Proof. By the definition of L(t, ξ), it is easy to see that
e−
t
2‖|ξ|sL(t, ξ)‖Lγ (|ξ|≤1) . 〈t〉−
s
2
− n
2γ
and
‖〈ξ〉L(t, ξ)‖L∞(|ξ|≥1) . 1.
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Therefore, applying the Plancherel theorem and the Ho¨lder inequality, we have
‖|∇|s1D(t)ψ‖L2 = ‖|ξ|s1e−
t
2L(t, ξ)ψˆ‖L2
. e−
t
2‖|ξ|s1−s2L(t, ξ)‖
L
2γ
2−γ (|ξ|≤1)
‖|ξ|s2ψˆ‖
L
γ
γ−1 (|ξ|≤1)
+ e−
t
2‖〈ξ〉L(t, ξ)‖L∞(|ξ|≥1)‖|ξ|s1〈ξ〉−1ψˆ‖L2(|ξ|≥1)
. 〈t〉−
s1−s2
2
−n
2
(
1
γ
− 1
2
)
‖|∇|s2ψ‖Lγ + e−
t
4 ‖|∇|s1〈∇〉−1ψ‖L2 ,
which gives (2.1).
Next, we prove (2.2). Let χ(ξ) ∈ C∞0 (Rn) be a cut-off function satisfying χ(ξ) = 1 for |ξ| ≤ 1
and χ(ξ) = 0 for |ξ| ≥ 2. We put
K(t, x) := e−
t
2F−1 (L(t, ξ)χ(ξ)) .
The Hausdorff-Young inequality implies
‖| · |βF−1
(
e−
t
2L(t, ξ)χ(ξ)ψˆ
)
‖L2
=
∥∥∥∥|x|β ∫
Rn
K(t, x− y)ψ(y)dy
∥∥∥∥
L2
.
∥∥∥∥∫
Rn
(
|x− y|β|K(t, x− y)|+ |K(t, x− y)||y|β
)
ψ(y)dy
∥∥∥∥
L2
. ‖| · |βK(t)‖
L
2γ
3γ−2
‖ψ‖Lγ + ‖K(t)‖
L
2ν
3ν−2
‖| · |βψ‖Lν . (2.4)
Now we prove
‖| · |βK(t)‖Lk . 〈t〉
β
2
−n
2 (1− 1k ) (2.5)
for t > 0 and k ∈ [1,∞). First, we divide the proof into the cases 0 < t < 1 and t ≥ 1. For the case
0 < t < 1, we easily prove ‖| · |βK(t)‖Lk . 1. Indeed, noting |x|βk ≤ 〈x〉2Nk−(n+1) for sufficiently
large integer N ∈ N, we have
‖| · |βK(t)‖kLk .
∫
Rn
〈x〉2Nk−(n+1)|K(t, x)|kdx
=
∫
Rn
〈x〉−(n+1)
∣∣∣∣∣
∫
|ξ|≤1/4
eixξe−
t
2 〈∇〉2N (L(t, ξ)χ(ξ))dξ
∣∣∣∣∣
k
dx
. 1.
For the case t ≥ 1, we change the variables as √tξ = η and x = √ty to obtain
‖| · |βK(t)‖kLk =
∫
Rn
|x|βk
∣∣∣∣∫
Rn
eixξe−
t
2L(t, ξ)χ(ξ)dξ
∣∣∣∣k dx
= t−
n
2
k
∫
Rn
|x|βk
∣∣∣∣∫
Rn
eixη/
√
te−
t
2L(t, η/
√
t)χ(η/
√
t)dη
∣∣∣∣k dx
= t
β
2
k−n
2
(k−1)
∫
Rn
|y|βk
∣∣∣∣∫
Rn
eiyηe−
t
2L(t, η/
√
t)χ(η/
√
t)dη
∣∣∣∣k dy.
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As before, using |y|βk ≤ 〈y〉2Nk−(n+1) with sufficiently large integer N ∈ N, we have
‖| · |βK(t)‖kLk
. t
β
2
k−n
2
(k−1)
∫
Rn
〈y〉−(n+1)
∣∣∣∣∫
Rn
eiyη〈∇η〉2N
(
e−
t
2L(t, η/
√
t)χ(η/
√
t)
)
dη
∣∣∣∣k dy.
By the definition of L(t, ξ) (see (1.10)), we can easily see that for t ≥ 1∣∣∣〈∇η〉2N (e− t2L(t, η/√t)χ(η/√t))∣∣∣ . e− |η|22 .
Thus, we obtain the desired estimate (2.5).
Applying (2.5) to (2.4), we have∥∥∥| · |βF−1 (e− t2L(t, ξ)χ(ξ)ψˆ)∥∥∥
L2
. 〈t〉
β
2
−n
2
(
1
γ
− 1
2
)
‖ψ‖Lγ + 〈t〉−
n
2 (
1
ν
− 1
2)‖| · |βψ‖Lν .
Hence, it suffices to show that∥∥∥| · |βF−1 (e− t2L(t, ξ)(1 − χ(ξ))ψˆ)∥∥∥
L2
. e−
t
4 ‖〈·〉β〈∇〉−1ψ‖L2 . (2.6)
To prove this, we calculate the fractional derivative. Let ω := β − [β]. Making use of Lemma A.1,
we see that
|∂j |ω(φψ)(x) = C
∫
R
(φ(x)ψ(x) − φ(x+ y)ψ(x + y)) dyj|yj|1+ω
= φ(x)|∂j |ωψ(x) + C
∫
R
(φ(x) − φ(x+ y))ψ(x + y) dyj|yj |1+ω
holds, where y := (0, . . . , yj , . . . , 0). Then, using the Plancherel theorem and the Leibniz rule, we
have
‖|∇|β(φψ)‖L2 .
n∑
j=1
‖|∂j |ω|∂j |[β](φψ)‖L2 .
n∑
j=1
[β]∑
k=0
∥∥∥|∂j |ω ((∂[β]−kj φ)∂kj ψ)∥∥∥
L2
,
and hence,
‖|∇|β(φψ)‖L2 .
n∑
j=1
[β]∑
k=0
∥∥∥(∂m−kj φ) |∂j |k+ωψ∥∥∥
L2
+
n∑
j=1
[β]∑
k=0
∥∥∥∥∫
R
(
∂
[β]−k
j φ(·)− ∂[β]−kj φ(·+ y)
)
∂kj ψ(·+ y)
dyj
|yj|1+ω
∥∥∥∥
L2
.
 n∑
j=1
[β]+1∑
k=0
‖∂kj φ‖L∞
 ‖〈∇〉βψ‖L2 .
We apply the above estimate to the left-hand side of (2.6) with ψ = 〈ξ〉−1ψˆ and φ = 〈ξ〉e− t2L(t, ξ)(1−
χ(ξ)). Since
‖∂kj e−
t
2 〈ξ〉L(t, ξ)(1 − χ(ξ))‖L∞ . e− t4
for any k ∈ N, we obtain∥∥∥| · |βF−1 (e− t2L(t, ξ)(1 − χ(ξ))ψˆ)∥∥∥
L2
. e−
t
4 ‖〈∇〉β〈ξ〉−1ψˆ‖L2 .
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Finally, the bounds of L(t, ξ) proved above and the continuity of L(t, ξ) with respect to t show
(2.3). This completes the proof. 
Similarly, we can prove the following lemma.
Lemma 2.2. Let γ, ν ∈ [1, 2], β ≥ 0, s1 ≥ s2 ≥ 0. Then, we have
‖|∇|s1D˜(t)ψ‖L2 ≤ 〈t〉−
n
2
(
1
γ
− 1
2
)
− s1−s2
2 ‖|∇|s2ψ‖Lγ + e− t4 ‖|∇|s1ψ‖L2 , (2.7)
‖| · |βD˜(t)ψ‖L2 ≤ 〈t〉−
n
2
(
1
γ
− 1
2
)
+β
2 ‖ψ‖Lγ + 〈t〉−
n
2 (
1
ν
− 1
2)‖| · |βψ‖Lν + e− t4 ‖〈·〉βψ‖L2 . (2.8)
We also have the continuity of D˜(t) with respect to Hs1,0 ∩H0,β-norm:
lim
t1→t2
‖D˜(t1)ψ − D˜(t2)ψ‖Hs1,0∩H0,β = 0. (2.9)
Let ‖ · ‖X(T ) be defined by (1.12). In order to prove Theorems 1.1 and 1.2, we frequently use the
following interpolation inequalities.
Lemma 2.3. Let s ≥ 0, r ∈ [1, 2], α > n(1r − 12) and let ‖ · ‖X(T ) be defined by (1.12). Then, the
following interpolation inequalities hold:
(i) We have
sup
0<t<T
(
sup
0≤s′≤s
〈t〉n2 ( 1r− 12)+ s
′
2 ‖|∇|s′φ(t)‖L2 + sup
0≤β≤α
〈t〉n2 ( 1r− 12)−β2 ‖| · |βφ(t)‖L2
)
. ‖φ‖X(T ).
(ii) We have
sup
0<t<T
〈t〉
n
2
(
1
r
− 1
γ
)
‖φ(t)‖Lγ . ‖φ‖X(T ) for

r ≤ γ ≤ ∞ if 1 ≤ n < 2s,
r ≤ γ <∞ if n = 2s,
r ≤ γ ≤ 2nn−2s if 2s < n.
(2.10)
Proof. (i) The Plancherel theorem and the Ho¨lder inequality imply
〈t〉n2 ( 1r− 12)+ s
′
2 ‖|∇|s′φ(t)‖L2 = 〈t〉
n
2 (
1
r
− 1
2)+
s′
2 ‖|ξ|s′ φˆ(t)‖L2
≤
(
〈t〉n2 ( 1r− 12)‖φˆ(t)‖L2
)1− s′
s
(
〈t〉n2 ( 1r− 12)+ s2 ‖|ξ|sφˆ(t)‖L2
) s′
s
≤ ‖φ‖X(T ).
In the same way, we have
〈t〉n2 ( 1r− 12)−β2 ‖| · |βφ(t)‖L2 ≤
(
〈t〉n2 ( 1r− 12)‖φ(t)‖L2
)1− β
α
(
〈t〉n2 ( 1r− 12)−α2 ‖| · |αφ(t)‖L2
) β
α
≤ ‖φ‖X(T ).
(ii) If γ satisfies 2 ≤ γ <∞ and the condition in (2.10), we apply the Sobolev inequality and obtain
〈t〉
n
2
(
1
r
− 1
γ
)
‖φ(t)‖Lγ . 〈t〉
n
2
(
1
r
− 1
γ
)
‖|∇|s′φ(t)‖L2 (2.11)
with s′ = n(12 − 1γ ). Clearly, s′ ∈ [0, s] holds under the condition in (2.10) and hence, (i) implies
〈t〉
n
2
(
1
r
− 1
γ
)
‖|∇|s′φ(t)‖L2 = 〈t〉
n
2 (
1
r
− 1
2)+
s′
2 ‖|∇|s′φ(t)‖L2 . ‖φ‖X(T ).
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When 2s > n and γ = ∞, instead of (2.11), using (2.12) below with ϕ = φˆ, γ = 1 and β = s, we
have
〈t〉 n2r ‖φ(t)‖L∞ . 〈t〉
n
2r ‖φˆ(t)‖L1
.
(
〈t〉n2 ( 1r− 12)+ s2 ‖|∇|sφ(t)‖L2
) n
2s
(
〈t〉n2 ( 1r− 12)‖φ(t)‖L2
)1− n
2s
. ‖φ‖X(T ).
On the other hand, to prove (2.10) in the case r ≤ γ ≤ 2, we first claim that
‖ϕ‖Lγ . ‖ϕ‖
1−n
β
2−γ
2γ
L2
‖| · |βϕ‖
n
β
2−γ
2γ
L2
(2.12)
with β satisfying β > n( 1γ − 12) and for ϕ ∈ H0,β. Indeed, let θ be determined later and we calculate
‖ϕ‖γLγ =
∫
Rn
(θ2 + |x|2)−βγ2 (θ2 + |x|2)βγ2 |ϕ(x)|γdx
≤
(∫
Rn
(θ2 + |x|2)β |ϕ(x)|2dx
) γ
2
(∫
Rn
(θ2 + |x|2)− βγ2−γ dx
) 2−γ
2
.
Since βγ2−γ >
n
2 , we have ∫
Rn
(θ2 + |x|2)− βγ2−γ dx . θ− 2βγ2−γ+n
and hence,
‖ϕ‖Lγ . θ−β+
n(2−γ)
2γ
(∫
Rn
(θ2 + |x|2)β|φ(x)|2 dx
) 1
2
. θ
n(2−γ)
2γ ‖ϕ‖L2 + θ−β+
n(2−γ)
2γ ‖| · |βϕ‖L2 .
Taking θ = ‖ϕ‖−
1
β
L2
‖| · |βϕ‖
1
β
L2
, we have (2.12).
From (2.12), for r ≤ γ ≤ 2, letting β satisfy n( 1γ − 12) < β ≤ α, we obtain
〈t〉
n
2
(
1
r
− 1
γ
)
‖φ(t)‖Lγ ≤
(
〈t〉n2 ( 1r− 12)‖φ(t)‖L2
)1−n
β
2−r
2r
(
〈t〉n2 ( 1r− 12)−β2 ‖| · |βφ(t)‖L2
)n
β
2−r
2r
and hence, (i) gives
〈t〉
n
2
(
1
r
− 1
γ
)
‖φ(t)‖Lγ . ‖φ‖X(T ).
Thus, we finish the proof. 
2.2. Proof of Theorems 1.1 and 1.2 in higher dimensional cases. We start with the estimate
of the Duhamel term. Let ‖ · ‖Y (T ) be defined by (1.13).
Lemma 2.4. Under the assumption in Theorem 1.1, we have∥∥∥∥∫ t
0
D(t− τ)ψ(τ)dτ
∥∥∥∥
X(T )
.
∫ T
0
‖ψ‖Y (τ)dτ (2.13)
for 0 < T ≤ 1. Moreover, we have∥∥∥∥∫ t
0
D(t− τ)ψ(τ)dτ
∥∥∥∥
X(T )
. ‖ψ‖Y (T )

1 if p > 1 + 2rn ,
log (2 + T ) if p = 1 + 2rn ,
〈T 〉1− n2r (p−1) if p < 1 + 2rn
(2.14)
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for r = 1, 0 < T <∞, and∥∥∥∥∫ t
0
D(t− τ)ψ(τ)dτ
∥∥∥∥
X(T )
. ‖ψ‖Y (T )
{
1 if p ≥ 1 + 2rn ,
〈T 〉1− n2r (p−1) if p < 1 + 2rn
(2.15)
for r ∈ (1, 2], 0 < T <∞. Here we may take T =∞ if p > 1 + 2n , r = 1 or p ≥ 1 + 2rn , r ∈ (1, 2].
Proof. The estimate (2.13) is easily proved by looking at the proof of (2.14) and (2.15) carefully,
and we may omit it.
Step1: Estimate of ‖|∇|s ∫ t0 D(t− τ)ψ(τ) dτ‖L2 . We have∥∥∥∥|∇|s ∫ t
0
D(t− τ)ψ(τ) dτ
∥∥∥∥
L2
≤
∫ t
2
0
‖|∇|sD(t− τ)ψ(τ)‖L2 dτ +
∫ t
t
2
‖|∇|sD(t− τ)ψ(τ)‖L2 dτ
=: I + II.
For II, we apply Lemma 2.1 with s1 = s, s2 = [s], γ = ρ (see Table 2 for notations) and have
II .
∫ t
t
2
〈t− τ〉−
s−[s]
2
−n
2
(
1
ρ
− 1
2
)
‖|∇|[s]ψ(τ)‖Lρ dτ +
∫ t
t
2
e−
t−τ
4 ‖|∇|s〈∇〉−1ψ(τ)‖L2 dτ.
The Sobolev inequality implies
‖|∇|s〈∇〉−1ψ(τ)‖L2 . ‖|∇|[s]ψ(τ)‖Lρ (2.16)
and hence,
II .
∫ t
t
2
〈t− τ〉−
n
2
(
1
ρ
− 1
2
)
− s−[s]
2 ‖|∇|[s]ψ(τ)‖Lρ dτ
. ‖ψ‖Y (T )
∫ t
t
2
〈t− τ〉−
n
2
(
1
ρ
− 1
2
)
− s−[s]
2 〈τ〉−η dτ
. 〈t〉− s2−n2 ( 1r− 12)+1− n2r (p−1)‖ψ‖Y (T ).
Next, we estimate I. Applying Lemma 2.1 with s1 = s, s2 = 0 and γ ∈ [σ1, σ2] (see Table 2 for
notations) determined later, we have
I .
∫ t
2
0
〈t− τ〉−
n
2
(
1
γ
− 1
2
)
− s
2‖ψ(τ)‖Lγ dτ +
∫ t
2
0
e−
t−τ
4 ‖|∇|s〈∇〉−1ψ(τ)‖L2 dτ
=: I1 + I2.
We calculate I2. The Sobolev embedding and the definition of Y (T )-norm imply
I2 .
∫ t
2
0
e−
t−τ
4 ‖|∇|[s]ψ(τ)‖Lρ dτ . ‖ψ‖Y (T )
∫ t
2
0
e−
t−τ
4 〈τ〉−η dτ . e− t8‖ψ‖Y (T ).
We divide the estimate of I1 into three cases.
Case 1: When p < 1 + 2rn , taking γ = r, and noting − n2r (p− 1) > −1 and r ∈ [σ1, σ2], we see that
I1 . ‖ψ‖Y (T )
∫ t
2
0
〈t− τ〉−n2 ( 1r− 12)− s2 〈τ〉− n2r (p−1) dτ
. ‖ψ‖Y (T )〈t〉−
n
2 (
1
r
− 1
2)− s2+1− n2r (p−1).
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Case 2: When p > 1 + 2rn , taking γ = r and noting − n2r (p− 1) < −1, we infer that
I1 . ‖ψ‖Y (T )
∫ t
2
0
〈t− τ〉−n2 ( 1r− 12)− s2 〈τ〉− n2r (p−1) dτ
. ‖ψ‖Y (T )〈t〉−
n
2 (
1
r
− 1
2)− s2 .
Case 3-1: When p = 1+ 2rn and r > 1, we take γ = σ1 and have −n2 (pr− 1σ1 ) = −n2 (1r− 1σ1 )−1 > −1,
since r > σ1. Thus, we obtain
I1 . ‖ψ‖Y (T )
∫ t
2
0
〈t− τ〉−
n
2
(
1
σ1
− 1
2
)
− s
2 〈τ〉−
n
2
(
p
r
− 1
σ1
)
dτ
. ‖ψ‖Y (T )〈t〉−
n
2
(
1
σ1
− 1
2
)
− s
2
−n
2
(
1
r
− 1
σ1
)
= ‖ψ‖Y (T )〈t〉−
n
2 (
1
r
− 1
2)− s2 .
Case 3-2: When p = 1 + 2rn and r = 1, taking γ = r, we see that
I1 . ‖ψ‖Y (T )
∫ t
2
0
〈t− τ〉−n2 ( 1r− 12)− s2 〈τ〉− n2r (p−1) dτ
. ‖ψ‖Y (T )〈t〉−
n
2 (
1
r
− 1
2)− s2 log(1 + t).
Step2: Estimate of ‖ ∫ t0 D(t− τ)ψ(τ) dτ‖L2 . We have∥∥∥∥∫ t
0
D(t− τ)ψ(τ) dτ
∥∥∥∥
L2
.
∫ t
2
0
‖D(t− τ)ψ(τ)‖L2 dτ +
∫ t
t
2
‖D(t− τ)ψ(τ)‖L2 dτ
=: III + IV.
For IV , we apply Lemma 2.1 with s1 = s2 = 0 and γ = q, where q is defined in Section 1.2, and
obtain
IV .
∫ t
t
2
[
〈t− τ〉−
n
2
(
1
q
− 1
2
)
‖ψ(τ)‖Lq + e−
t−τ
4 ‖〈∇〉−1ψ(τ)‖L2
]
dτ
.
∫ t
t
2
〈t− τ〉−
n
2
(
1
q
− 1
2
)
‖ψ(τ)‖Lq dτ.
Here we have used the Sobolev embedding ‖〈∇〉−1ψ(τ)‖L2 . ‖ψ(τ)‖Lq . Since q = 2nn+2 ∈ [σ1, σ2]
and −n2 (1q − 12 ) = −12 , we have
IV . ‖ψ‖Y (T )
∫ t
t
2
〈t− τ〉−
n
2
(
1
q
− 1
2
)
〈τ〉−
n
2
(
p
r
− 1
q
)
dτ
. ‖ψ‖Y (T )〈t〉−
n
2 (
1
r
− 1
2)+1− n2r (p−1).
Let us estimate the term III. Applying Lemma 2.1 with s1 = s2 = 0 and γ ∈ [1, 2] determined
later, we demonstrate
III .
∫ t
2
0
〈t− τ〉−
n
2
(
1
γ
− 1
2
)
‖ψ(τ)‖Lγ dτ +
∫ t
2
0
e−
t−τ
4 ‖〈∇〉−1ψ(τ)‖L2 dτ
=: III1 + III2.
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From q ∈ [σ1, σ2], the Sobolev embedding and the definition of Y (T )-norm imply
III2 .
∫ t
2
0
e−
t−τ
4 ‖ψ(τ)‖Lq dτ . ‖ψ‖Y (T )
∫ t
2
0
e−
t−τ
4 〈τ〉−
n
2
(
p
r
− 1
q
)
dτ . e−
t
8‖ψ‖Y (T ).
Similarly to the estimate of I1, we divide the estimate of III1 into three cases.
Case 1: When p < 1 + 2rn , we take γ = r to obtain
III1 . ‖ψ‖Y (T )
∫ t
2
0
〈t− τ〉−n2 ( 1r− 12)〈τ〉− n2r (p−1) dτ
. ‖ψ‖Y (T )〈t〉−
n
2 (
1
r
− 1
2)+1− n2r (p−1),
where we have used − n2r (p− 1) > −1.
Case 2: When p > 1 + 2rn , taking γ = r, we see that
III1 . ‖ψ‖Y (T )
∫ t
2
0
〈t− τ〉−n2 ( 1r− 12)〈τ〉− n2r (p−1) dτ
. ‖ψ‖Y (T )〈t〉−
n
2 (
1
r
− 1
2),
since − n2r (p− 1) < −1.
Case 3-1: When p = 1 + 2rn and r > 1, we let γ = σ1 to obtain
III1 . ‖ψ‖Y (T )
∫ t
2
0
〈t− τ〉−
n
2
(
1
σ1
− 1
2
)
〈τ〉−
n
2
(
p
r
− 1
σ1
)
dτ
. ‖ψ‖Y (T )〈t〉−
n
2 (
1
r
− 1
2).
Here we have used −n2 (pr − 1σ1 ) = −n2 (1r − 1σ1 )− 1 > −1.
Case 3-2: When p = 1 + 2rn and r = 1, taking γ = r gives
III1 . ‖ψ‖Y (T )
∫ t
2
0
〈t− τ〉−n2 ( 1r− 12)〈τ〉− n2r (p−1) dτ
. ‖ψ‖Y (T )〈t〉−
n
2 (
1
r
− 1
2) log(1 + t),
since − n2r (p− 1) = −1.
Step3: Estimate of ‖| · |α ∫ t0 D(t − τ)ψ(τ) dτ‖L2 . We apply Lemma 2.1 with β = α, ν = q and
γ ∈ [σ1, σ2] determined later, and obtain∥∥∥∥| · |α ∫ t
0
D(t− τ)ψ(τ) dτ
∥∥∥∥
L2
.
∫ t
0
〈t− τ〉−
n
2
(
1
γ
− 1
2
)
+α
2 ‖ψ(τ)‖Lγ dτ +
∫ t
0
〈t− τ〉−
n
2
(
1
q
− 1
2
)
‖| · |αψ(τ)‖Lq dτ
+
∫ t
0
e−
t−τ
4 ‖〈·〉α〈∇〉−1ψ(τ)‖L2 dτ
=: V1 + V2 + V3.
In order to estimate V3, we employ Lemma A.2 and deduce that
V3 .
∫ t
0
e−
t−τ
4 ‖〈·〉αψ(τ)‖Lq dτ.
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Therefore, the estimates of V2, V3 reduce to that of
∫ t
0 〈t − τ〉
−n
2
(
1
q
− 1
2
)
‖〈·〉αψ(τ)‖Lq dτ . Noting
−n2 (1q − 12) = −12 , we have∫ t
0
〈t− τ〉−
n
2
(
1
q
− 1
2
)
‖〈·〉αψ(τ)‖Lq dτ . ‖ψ‖Y (T )
∫ t
0
〈t− τ〉−
n
2
(
1
q
− 1
2
)
〈τ〉−ζ dτ,
where ζ is defined in Section 1.2. We compute
∫ t
0
〈t− τ〉−
n
2
(
1
q
− 1
2
)
〈τ〉−ζ dτ .

〈t〉−n2 ( 1r− 12)+α2+1− n2r (p−1) (ζ < 1),
〈t〉− 12 log(1 + t) (ζ = 1),
〈t〉− 12 (ζ > 1)
and note that ζ < 1 holds if p < 1 + 2rn . Therefore, we may summarize them as∫ t
0
〈t− τ〉−
n
2
(
1
q
− 1
2
)
〈τ〉−ζ dτ .
{
〈t〉−n2 ( 1r− 12)+α2+1− n2r (p−1) (p < 1 + 2rn ),
〈t〉−n2 ( 1r− 12)+α2 (p ≥ 1 + 2rn )
and hence, we have
V2 + V3 . ‖ψ‖Y (T )
{
〈t〉−n2 ( 1r− 12)+α2+1− n2r (p−1) (p < 1 + 2rn ),
〈t〉−n2 ( 1r− 12)+α2 (p ≥ 1 + 2rn ).
For V1, as before, we divide the estimate into three cases.
Case 1: When p < 1 + 2rn , by taking γ = r, the definition of Y (T )-norm leads to
V1 . ‖ψ‖Y (T )
∫ t
0
〈t− τ〉−n2 ( 1r− 12)+α2 〈τ〉− n2r (p−1) dτ
. ‖ψ‖Y (T )〈t〉−
n
2 (
1
r
− 1
2)+
α
2
+1− n
2r
(p−1),
since − n2r (p− 1) > −1 and −n2
(
1
r − 12
)
+ α2 > −1.
Case 2: When p > 1 + 2rn , we choose γ = r and have
V1 . ‖ψ‖Y (T )
∫ t
0
〈t− τ〉−n2 ( 1r− 12)+α2 〈τ〉− n2r (p−1) dτ
. ‖ψ‖Y (T )〈t〉−
n
2 (
1
r
− 1
2)+
α
2 ,
since − n2r (p− 1) < −1 and −n2
(
1
r − 12
)
+ α2 > −1.
Case 3-1: When p = 1 + 2rn and r > 1, letting γ = σ1, we see that
V1 . ‖ψ‖Y (T )
∫ t
0
〈t− τ〉−
n
2
(
1
σ1
− 1
2
)
+α
2 〈τ〉−
n
2
(
p
r
− 1
σ1
)
dτ
. ‖ψ‖Y (T )〈t〉−
n
2
(
1
σ1
− 1
2
)
+α
2
−n
2
(
p
r
− 1
σ1
)
+1
= ‖ψ‖Y (T )〈t〉−
n
2 (
1
r
− 1
2)+
α
2 .
Here we have used that −n2 (pr − 1σ1 ) > −1 and −n2
(
1
σ1
− 12
)
+ α2 > −1.
Case 3-2: When p = 1 + 2rn and r = 1, taking γ = r implies
V1 . ‖ψ‖Y (T )
∫ t
0
〈t− τ〉−n2 ( 1r− 12)+α2 〈τ〉− n2r (p−1) dτ
. ‖ψ‖Y (T )〈t〉−
n
2 (
1
r
− 1
2)+
α
2 log(1 + t),
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since − n2r (p− 1) = −1. Summing up all the estimates above, we reach (2.14) and (2.15). 
Lemma 2.5. Under the assumptions in Theorem 1.1, we have
‖N (u)‖Y (T ) . ‖u‖pX(T ),
‖N (u)−N (v)‖Y (T ) . ‖u− v‖X(T )
(‖u‖X(T ) + ‖v‖X(T ))p−1 .
Proof. First, we consider the term ‖〈·〉αN (u)‖Lq . By the assumption (1.2) and the Ho¨lder inequality
with 1q =
1
2 +
1
n , we have
‖〈·〉αN (u)‖Lq ≤ ‖〈·〉αu‖L2‖u‖p−1Ln(p−1)
and hence,
〈t〉ζ‖〈·〉αN (u)‖Lq ≤ 〈t〉
n
2 (
1
r
− 1
2)−α2 ‖〈·〉αu‖L2
(
〈t〉
n
2
(
1
r
− 1
n(p−1)
)
‖u‖Ln(p−1)
)p−1
.
From the assumption of Theorem 1.1, r ≤ n(p − 1) is valid and n(p − 1) ≤ 2nn−2s also holds when
2s < n. Therefore, we apply Lemma 2.3 to obtain
〈t〉ζ‖〈·〉αN (u)‖Lq . ‖u‖pX(T ).
Next, we estimate ‖N (u)‖Lγ for γ ∈ [σ1, σ2]. By the assumption (1.2), we see that
〈t〉
n
2
(
p
r
− 1
γ
)
‖N (u)‖Lγ .
(
〈t〉
n
2
(
1
r
− 1
pγ
)
‖u‖Lpγ
)p
.
Since p ≥ 1 + rn and γ ≥ σ1 ≥ nrn+r , we have
r =
(
1 +
r
n
) nr
n+ r
≤ pγ.
Also, when 2s < n, the assumption σ2 ≤ 2np(n−2s) leads to
pγ ≤ pσ2 ≤ 2n
n− 2s .
Therefore, pγ ∈ [r, 2nn−2s ] is valid and we apply Lemma 2.3 to obtain
〈t〉
n
2
(
p
r
− 1
γ
)
‖N (u)‖Lγ . ‖u‖pX(T ). (2.17)
Finally, we estimate ‖|∇|[s]N (u)‖Lρ . The case [s] = 0 reduces to (2.17), because ρ ∈ [σ1, σ2].
When [s] ≥ 1, by the Faa` di Bruno formula, for ν ∈ Z≥0 with |ν| ≥ 1 we have
∂νN (u) =
|ν|∑
l=1
N (l)(u)
∑
|ν1|≥1,...,|νl|≥1
ν1+···+νl=ν
C lν1,...,νl∂
ν1u · · · ∂νlu.
Using this with |N (l)(u)| . |u|p−l = |u|p−[s]|u|[s]−l and the Ho¨lder inequality, we see that
‖|∇|[s]N (u)‖Lρ . ‖|u|p−[s]‖Lq0
∑
k
‖|∇|k1u‖Lq1(k) · · · ‖|∇|k[s]u‖Lq[s](k) , (2.18)
where the sum is taken over k = (k1, . . . , k[s]) ∈ Z[s]≥0 satisfying |k| = k1 + · · · k[s] = [s], and
q1(k), . . . , q[s](k) satisfy
1
ρ
=
1
q0
+
1
q1(k)
+ · · · + 1
q[s](k)
(2.19)
and are defined in the following way.
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For each fixed k = (k1, . . . , k[s]), let us choose s1, . . . , s[s] so that
max{0, kj − µ} ≤ sj < kj + 1
p− 1 ,
[s]∑
j=1
sj = s− µ, (2.20)
where µ = n2− 1p−1 . This is always possible. Indeed, first, it is obvious that max{0, kj−µ} < kj+ 1p−1
and the interval [max{0, kj − µ}, kj + 1p−1) is not empty. Next, we demonstrate that
[s]∑
j=1
max{0, kj − µ} ≤ s− µ <
[s]∑
j=1
(
kj +
1
p− 1
)
. (2.21)
To prove this, with a direct calculation we have
[s]∑
j=1
(
kj +
1
p− 1
)
= [s] +
[s]
p− 1 > s− µ,
since n ≥ 2. Also, when [s] = 1, it is trivial that max{0, [s]−µ} ≤ s−µ, since the assumption that
p ≤ 1+ 2n−2s if 2s < n implies s ≥ µ. When [s] ≥ 2, noting that µ < 0 leads to [s] < p < 1+ 2n ≤ 2,
we may assume µ ≥ 0. Therefore, we have
[s]∑
j=1
max{0, kj − µ} = 0 ≤ s− µ
if kj ≤ µ for all j = 1, . . . , [s] and
[s]∑
j=1
max{0, kj − µ} ≤ (ki − µ) +
∑
j 6=i
kj = [s]− µ ≤ s− µ
if ki > µ for some i ∈ {1, . . . , [s]}. Thus, we prove (2.21) and we can actually find sj (j = 1, . . . , [s])
satisfying (2.20).
From these sj, we define
1
qj(k)
=
1
2
− µ+ sj − kj
n
,
1
q0
=
(
1
2
− µ
n
)
(p− [s]).
Then, a straightforward calculation shows (2.19). Moreover, by the property (2.20) and the as-
sumption p ≥ 1 + rn , we have 2 ≤ qj(k) <∞ for j = 1, . . . , [s] and r ≤ n(p− 1) = q0(p − [s]) <∞,
respectively. Also, we remark that µ + sj ≤ s holds for all j = 1, . . . , [s] due to sj ≥ 0 and∑[s]
j=1 sj = s− µ. Hence, we apply the Sobolev embedding and Lemma 2.3 to (2.18) and obtain
〈t〉η‖|∇|[s]N (u)‖Lρ . 〈t〉η‖u‖p−[s]Lq0(p−[s])
∑
k
‖|∇|µ+s1u‖L2 · · · ‖|∇|µ+s[s]u‖L2
.
(
〈t〉
n
2
(
1
r
− 1
n(p−1)
)
‖u‖Ln(p−1)
)p−[s]
×
∑
k
[s]∏
j=1
〈t〉n2 ( 1r− 12)+
µ+sj
2 ‖|∇|µ+sju‖L2
. ‖u‖pX(T ).
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In the same manner, with the assumption (1.2), we can prove the estimate for ‖N (u)−N (v)‖Y (T ).
Indeed, for example, we demonstrate
‖N (u)−N (v)‖Lγ . ‖u− v‖Lpγ‖(|u| + |v|)p−1‖
L
pγ
p−1
. ‖u− v‖Lpγ (‖u‖Lpγ + ‖v‖Lpγ )p−1 .
Hence, we find that
〈t〉
n
2
(
p
r
− 1
γ
)
‖N (u)−N (v)‖Lγ . 〈t〉
n
2
(
1
r
− 1
pγ
)
‖u− v‖Lpγ
(
〈t〉
n
2
(
1
r
− 1
pγ
)
(‖u‖Lpγ + ‖v‖Lpγ )
)p−1
. ‖u− v‖X(T )
(‖u‖X(T ) + ‖v‖X(T ))p−1 .
The other terms can be estimated in a similar way. 
Now we are in the position to prove Theorem 1.1 when n ≥ 2.
Proof of Theorem 1.1 when n ≥ 2. We apply the contraction mapping principle in
Xε(T ) =
{
v ∈ L∞(0, T ;Hs,0 ∩H0,α(Rn)); ‖v‖X(T ) ≤ C0ε
}
, (2.22)
where C0 > 0 is determined later. Also, we define a metric in Xε(T ) by
d(u, v) := ‖u− v‖L∞(0,T ;Hs,0∩H0,α). (2.23)
Then, clearly, Xε(T ) becomes a complete metric space.
We define the mapping M by
Mv(t) = D˜(t)εu0 +D(t)εu1 +
∫ t
0
D(t− τ)N (v(τ))dτ. (2.24)
Let 0 < T < 1. Then, by Lemmas 2.1, 2.2, 2.4 (2.13), and 2.5, we have
‖Mv‖X(T ) ≤ Cε(‖u0‖Hs,0∩H0,α + ‖u1‖Hs−1,0∩H0,α) + CT‖v‖pX(T ).
Taking a constant C0 so that C(‖u0‖Hs,0∩H0,α + ‖u1‖Hs−1,0∩H0,α) ≤ C02 , we have
‖Mv‖X(T ) ≤
C0
2
ε+ CTCp0ε
p.
Letting T be sufficiently small so that CTCp0ε
p−1 ≤ C02 , we conclude ‖Mv‖X(T ) ≤ C0ε. Thus, M
maps Xε(T ) to itself.
In a similar way, we have
‖M(v) −M(w)‖X(T ) ≤ Cεp−1T‖v − w‖X(T )
for v,w ∈ Xε(T ) and hence, taking T further small, we have
‖M(v) −M(w)‖X(T ) ≤
1
2
‖v −w‖X(T ).
Therefore, M is a contraction mapping on Xε(T ) and there is a unique fixed point u in Xε(T ). By
the definition of M, u is a solution of the Cauchy problem (1.1).
Finally, we prove the continuity with respect to t of the solution u. For t1, t2 ≥ 0, we have
u(t1)− u(t2) = (D(t1)−D(t2))u1 + (D˜(t1)− D˜(t2))u0
+
∫ t1
t2
D(t1 − τ)N (u(τ)) dτ +
∫ t2
0
(D(t1 − τ)−D(t2 − τ))N (u(τ)) dτ.
Applying (2.3), (2.9) and the Lebesgue convergence theorem with the bound (2.13), we can easily
prove limt1→t2 ‖u(t1)− u(t2)‖Hs,0∩H0,α = 0, which finishes the proof. 
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Lemma 2.6. Under the assumptions in Theorem 1.1, the mild solution of (1.1) is unique in the
class C([0, T );Hs,0(Rn) ∩H0,α(Rn)).
Proof. Let T0 > 0 and let u, v ∈ C([0, T0);Hs,0(Rn) ∩ H0,α(Rn)) are mild solutions of (1.1) with
the same initial data (u0, u1). We take arbitrary 0 < T1 < min{1, T0} and fix it. Then, we have
‖u‖X(T1) + ‖v‖X(T1) ≤ M with some M > 0. By the first assertion of Lemma 2.4 and applying
Lemma 2.5, we see that for T ∈ [0, T1]
‖u− v‖X(T ) .Mp−1
∫ T
0
‖u− v‖X(τ)dτ.
Hence, we apply the Gronwall inequality and obtain ‖u− v‖X(T ) ≡ 0 for T ∈ [0, T1], namely u ≡ v
in t ∈ [0, T1]. Applying the same argument starting at (u(T1), ut(T1)) instead of (u0, u1), we have
u ≡ v on [0, 2T1]. Continuing this until reaching T0, we have the uniqueness in C([0, T0);Hs,0(Rn)∩
H0,α(Rn)). 
Finally, we mention about the continuity of the solution with respect to the initial data.
Lemma 2.7 (Lipschitz continuity of the solution map). The solution map(
Hs,0 ∩H0,α)× (Hs−1,0 ∩H0,α)→ C([0, T );Hs,0 ∩H0,α); (u0, u1) 7→ u
is locally Lipschitz continuous, that is, for any T1 < T , we have
‖u(t)− v(t)‖Hs,0∩H0,α . ‖u0 − v0‖Hs,0∩H0,α + ‖u1 − v1‖Hs−1,0∩H0,α
on t ∈ [0, T1], where u and v are solutions of (1.1) in C([0, T );Hs,0 ∩ H0,α) with the initial data
(u0, u1) and (v0, v1), respectively.
Proof. Let u and v are solutions of (1.1) in C([0, T );Hs,0 ∩H0,α) and fix T1 < T . Then, we have
‖u‖X(T1) + ‖v‖X(T1) ≤ M with some constant M > 0. Therefore, by Lemmas 2.1, 2.4 and 2.5, we
have
‖u(t)− v(t)‖X(T1) . ‖u0 − v0‖Hs,0∩H0,α + ‖u1 − v1‖Hs−1,0∩H0,α
+Mp−1
∫ T1
0
‖u(τ) − v(τ)‖X(τ) dτ.
The Gronwall inequality implies
‖u(t)− v(t)‖X(T1) . ‖u0 − v0‖Hs,0∩H0,α + ‖u1 − v1‖Hs−1,0∩H0,α ,
which completes the proof. 
Proof of Theorem 1.2. We assume that p > 1 + 2rn , r ∈ [1, 2] or p = 1 + 2rn , r ∈ (1, 2] and consider
the mapping M defined on (2.24) in the complete metric space
Xε(∞) =
{
v ∈ L∞(0,∞;Hs,0 ∩H0,α(Rn)); ‖v‖X(∞) ≤ C0ε
}
with the metric (2.23). Then, by Lemma 2.4, we have∥∥∥∥∫ t
0
D(t− τ)N (u(τ))dτ
∥∥∥∥
X(∞)
. ‖N (u)‖Y (∞).
Hence, Lemma 2.5 implies
‖Mv‖X(∞) ≤ Cε(‖u0‖Hs,0∩H0,α + ‖u1‖Hs−1,0∩H0,α) + C‖v‖pX(∞).
As before, taking a constant C0 so that C(‖u0‖Hs,0∩H0,α + ‖u1‖Hs−1,0∩H0,α) ≤ C02 , we see that
‖Mv‖X(∞) ≤
C0
2
ε+ Cεp.
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Finally, taking ε sufficiently small, we conclude ‖Mv‖X(∞) ≤ C0ε and hence, M maps Xε(∞) to
itself.
In a similar way, we have
‖M(v) −M(w)‖X(∞) ≤ Cεp−1‖v − w‖X(∞)
for v,w ∈ Xε(∞) and hence, taking ε further small, we conclude that M is a contraction map-
ping. Therefore, M has a unique fixed point u in Xε(∞) and by the definition of M, u is a mild
solution of (1.1). In the same way as in the proof of Theorem 1.1, we deduce that u belongs to
C([0,∞);Hs,0(Rn)∩H0,α(Rn)). The uniqueness and continuity of the solution have already proved
in Lemmas 2.7 and 2.6. 
2.3. Proof of Theorems 1.1 and 1.2 in the one-dimensional case.
Lemma 2.8. Under the assumption in Theorem 1.1, we have∥∥∥∥∫ t
0
D(t− τ)ψ(τ)dτ
∥∥∥∥
X(T )
.
∫ T
0
‖ψ‖Y (τ)dτ
for 0 < T ≤ 1. Moreover, we have∥∥∥∥∫ t
0
D(t− τ)ψ(τ)dτ
∥∥∥∥
X(T )
. ‖ψ‖Y (T )

1 if p > 1 + 2r,
log (2 + T ) if p = 1 + 2r,
〈T 〉1− 12r (p−1) if p < 1 + 2r
for r = 1, 0 < T <∞, and∥∥∥∥∫ t
0
D(t− τ)ψ(τ)dτ
∥∥∥∥
X(T )
. ‖ψ‖Y (T )
{
1 if p ≥ 1 + 2r,
〈T 〉1− 12r (p−1) if p < 1 + 2r
for r ∈ (1, 2], 0 < T <∞.
Proof. The proof is almost the same as that of Lemma 2.4 and hence we present only the outline.
The main difference arises in the Sobolev inequality, that is, we shall use
‖|∇|s〈∇〉−1ψ‖L2 . ‖ψ‖L2
instead of (2.16), and we use Lemma A.2 with q = 1, that is,
‖〈·〉α〈∇〉−1ψ‖L2 . ‖〈·〉αψ‖L1 .
We estimate ∥∥∥∥|∇|s ∫ t
0
D(t− τ)ψ(τ) dτ
∥∥∥∥
L2
.
∫ t
2
0
‖|∇|sD(t− τ)ψ(τ)‖L2 dτ +
∫ t
t
2
‖|∇|sD(t− τ)ψ(τ)‖L2 dτ
=: I + II
and Lemma 2.1 with s1 = s, s2 = 0, γ = 1 implies
II .
∫ t
t
2
〈t− τ〉− 14− s2‖ψ(τ)‖L1 dτ +
∫ t
t
2
e−
t−τ
4 ‖ψ(τ)‖L2 dτ
. ‖ψ‖Y (T )〈t〉−
1
2(
1
r
− 1
2)− s2− 12r (p−1)+1.
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Similarly, we have
I .
∫ t
2
0
〈t− τ〉−
1
2
(
1
γ
− 1
2
)
− s
2‖ψ(τ)‖Lγ dτ +
∫ t
2
0
e−
t−τ
4 ‖ψ(τ)‖L2 dτ
. ‖ψ‖Y (T )〈t〉−
1
2(
1
r
− 1
2)− s2

1 if p > 1 + 2r or p = 1 + 2r, r > 1,
log (2 + t) if p = 1 + 2r, r = 1,
〈t〉1− 12r (p−1) if p < 1 + 2r,
where γ = 1 if p = 1 + 2r, r > 1 and γ = r otherwise. In the same way, we have∥∥∥∥∫ t
0
D(t− τ)ψ(τ) dτ
∥∥∥∥
L2
. ‖ψ‖Y (T )〈t〉−
1
2(
1
r
− 1
2)

1 if p > 1 + 2r or p = 1 + 2r, r > 1,
log (2 + t) if p = 1 + 2r, r = 1,
〈t〉1− 12r (p−1) if p < 1 + 2r.
Finally, we estimate∥∥∥∥| · |α ∫ t
0
D(t− τ)ψ(τ) dτ
∥∥∥∥
L2
.
∫ t
0
〈t− τ〉−
n
2
(
1
γ
− 1
2
)
+α
2 ‖ψ(τ)‖Lγ dτ +
∫ t
0
〈t− τ〉− 14 ‖| · |αψ(τ)‖L1 dτ
+
∫ t
0
e−
t−τ
4 ‖〈·〉α〈∇〉−1ψ(τ)‖L2 dτ
=: V1 + V2 + V3.
Lemma A.2 leads to
V3 .
∫ t
0
e−
t−τ
4 ‖〈·〉αψ(τ)‖Lq dτ.
Therefore, the estimates of V2, V3 reduce to that of
∫ t
0 〈t− τ〉−
1
4 ‖〈·〉αψ(τ)‖L1 dτ . We have∫ t
0
〈t− τ〉− 14 ‖〈·〉αψ(τ)‖Lq dτ . ‖ψ‖Y (T )
∫ t
0
〈t− τ〉− 14 〈τ〉−ζ dτ,
where ζ is defined in Table 2 (see Section 1.2). We compute
∫ t
0
〈t− τ〉−
n
2
(
1
q
− 1
2
)
〈τ〉−ζ dτ .

〈t〉− 12( 1r− 12)+α2+1− n2r (p−1) (ζ < 1),
〈t〉− 14 log(1 + t) (ζ = 1),
〈t〉− 14 (ζ > 1)
and note that ζ < 1 holds if p < 1 + 2r. Therefore, we may summarize them as∫ t
0
〈t− τ〉−
n
2
(
1
q
− 1
2
)
〈τ〉−ζ dτ .
{
〈t〉−n2 ( 1r− 12)+α2+1− n2r (p−1) (p < 1 + 2rn ),
〈t〉−n2 ( 1r− 12)+α2 (p ≥ 1 + 2rn )
and hence, we have
V2 + V3 . ‖ψ‖Y (T )
{
〈t〉−n2 ( 1r− 12)+α2+1− n2r (p−1) (p < 1 + 2rn ),
〈t〉−n2 ( 1r− 12)+α2 (p ≥ 1 + 2rn ).
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For V1, taking γ = 1 if p = 1 + 2r, r > 1 and γ = r otherwise, we see that
V1 . ‖ψ‖Y (T )〈t〉−
1
2(
1
r
− 1
2)+
α
2

1 if p > 1 + 2r or p = 1 + 2r, r > 1,
log (2 + t) if p = 1 + 2r, r = 1,
〈t〉1− 12r (p−1) if p < 1 + 2r.
This completes the proof. 
Lemma 2.9. Under the assumptions in Theorem 1.1, we have
‖N (u)‖Y (T ) . ‖u‖pX(T ),
‖N (u)−N (v)‖Y (T ) . ‖u− v‖X(T )
(‖u‖X(T ) + ‖v‖X(T ))p−1 .
Proof. At first, we consider ‖〈·〉αN (u)‖L1 . The Ho¨lder inequality yields
〈t〉ζ‖〈·〉αN (u)‖L1 . 〈t〉
1
2(
1
r
− 1
2)−α2 ‖〈·〉αu‖L2
(
〈t〉
1
2
(
1
r
− 1
2(p−1)
)
‖u‖L2(p−1)
)p−1
.
Since 1+ r2 ≤ p, we see that 2(p− 1) ≥ r. Moreover, when n > 2s, the assumption p ≤ 11−2s implies
2(p− 1) ≤ 2nn−2s . Therefore, we apply Lemma 2.3 to obtain
〈t〉ζ‖〈·〉αN (u)‖L1 . ‖u‖pX(T ).
Next, we estimate ‖N (u)‖Lγ with γ ∈ [1, 2]. We first obtain
‖N (u)‖Lγ . ‖u‖pLpγ .
It follows from p ≥ 1+ r2 that pγ ≥ r for any γ ∈ [1, 2]. Also, when n > 2s, the assumption p ≤ 11−2s
ensures pγ ≤ 2nn−2s . Hence, we apply Lemma 2.3 to derive
〈t〉
1
2
(
p
r
− 1
γ
)
‖N (u)‖Lγ .
(
〈t〉
1
2
(
1
r
− 1
pγ
)
‖u‖Lpγ
)p
. ‖u‖pX(T ).
The above estimates shows the conclusion. 
Proof of Theorems 1.1 and 1.2 when n = 1. The proof of Theorems 1.1 and 1.2 is completely the
same as the case n ≥ 2 and we omit the detail. 
3. Asymptotic behavior of the global solution
3.1. Approximation by an inhomogeneous heat equation. In this section, we study the
asymptotic behavior of the global solution. Let u be the global-in-time solution proved in the
previous section, that is,
u(t) = D˜(t)εu0 +D(t)εu1 +
∫ t
0
D(t− τ)N (u(τ)) dτ.
First, we consider the solution of the inhomogeneous linear heat equation
(∂t −∆)v = N (u) (3.1)
with the initial data v(0, x) = ε(u0 + u1), that is,
v(t) = G(t) (εu0 + εu1) +
∫ t
0
G(t− τ)N (u(τ)) dτ,
where G(t) is defined in (1.9). We first prove that the asymptotic profile of u is given by v in
Hs,0 ∩H0,α-sense.
24 M. IKEDA, T. INUI, AND Y. WAKASUGI
Proposition 3.1. Under the assumptions of Theorem 1.2, we have
‖|∇|s(u(t)− v(t))‖L2 . 〈t〉−
n
2 (
1
r
− 1
2)− s2−min{1, n2r (p−1)− 12}, (3.2)
‖u(t)− v(t)‖L2 . 〈t〉−
n
2 (
1
r
− 1
2)−min{1, n2r (p−1)− 12}, (3.3)
‖| · |β(u(t)− v(t))‖L2 . 〈t〉−
n
2 (
1
r
− 1
2)+
β
2
−min{1, n
2r
(p−1)−min{n
4
, 1
2
}}, (3.4)
where β is arbitrary number satisfying n(1r − 12) < β ≤ α.
3.2. Preliminary estimates. In order to prove Proposition 3.1, we prepare the following lemma.
Lemma 3.2. Let γ, ν ∈ [1, 2], β ≥ 0 and s1 ≥ s2 ≥ 0. Then, we have
‖|∇|s1(D(t)ψ − G(t)ψ)‖L2 . 〈t〉−
s1−s2
2
−n
2
(
1
γ
− 1
2
)
−1‖|∇|s2ψ‖Lγ + e−
t
4‖|∇|s1〈∇〉−1ψ‖L2 ,
‖| · |β(D(t)ψ − G(t)ψ)‖L2 . 〈t〉
β
2
−n
2
(
1
γ
− 1
2
)
−1‖ψ‖Lγ + 〈t〉−
n
2 (
1
ν
− 1
2)−1‖| · |βψ‖Lν
+ e−
t
4 ‖〈·〉β〈∇〉−1ψ‖L2
for any t ≥ 1.
Proof. Since
‖|ξ|s(e− t2L(t, ξ)− e−t|ξ|2)‖Lγ (|ξ|≤1) . 〈t〉−
s
2
− n
2γ
−1
and
‖〈ξ〉L(t, ξ)‖L∞(|ξ|>1) . 1, ‖〈ξ〉e−t|ξ|
2‖L∞(|ξ|>1) . e−t/4,
we have
‖|∇|s1(D(t)ψ − G(t)ψ)‖L2 = ‖|ξ|s1(e−
t
2L(t, ξ)− e−t|ξ|2)ψˆ‖L2
. ‖|ξ|s1−s2(e− t2L(t, ξ)− e−t|ξ|2)‖
L
2γ
2−γ (|ξ|≤1)
‖|ξ|s2ψˆ‖
L
γ
γ−1 (|ξ|≤1)
+ e−
t
2 ‖〈ξ〉L(t, ξ)‖L∞(|ξ|>1)‖|ξ|s1〈ξ〉−1ψˆ‖L2(|ξ|>1)
+ e−
t
4 ‖〈ξ〉e− t4 |ξ|2‖L∞(|ξ|>1)‖|ξ|s1〈ξ〉−1ψˆ‖L2(|ξ|>1)
. 〈t〉−
s1−s2
2
−n
2
(
1
γ
− 1
2
)
−1‖|∇|s2ψ‖Lγ + e−
t
4‖|∇|s1〈∇〉−1ψ‖L2 ,
which implies the first assertion.
To prove the second estimate, we take a cut-off function χ(ξ) ∈ C∞0 (Rn) satisfying χ(ξ) = 1 for
|ξ| ≤ 1 and χ(ξ) = 0 for |ξ| ≥ 2. We put
K¯(t, x) := F−1χ(ξ)
(
e−
t
2L(t, ξ)− e−t|ξ|2
)
.
Then, in the same way to (2.4), we see that∥∥∥| · |βF−1χ(ξ)(e− t2L(t, ξ)− e−t|ξ|2) ψˆ∥∥∥
L2
. ‖| · |βK¯(t)‖
L
2γ
3γ−2
‖ψ‖Lγ + ‖K¯(t)‖
L
2ν
3ν−2
‖| · |βψ‖Lν .
Moreover, in a similar way to (2.5) with
e−
t
2L(t, ξ)− e−t|ξ|2 = e−t|ξ|2O(|ξ|2)
as |ξ| → 0, we can prove
‖| · |βK¯(t)‖Lk . 〈t〉
β
2
−n
2 (1− 1k )−1,
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which implies ∥∥∥| · |βF−1χ(ξ)(e− t2L(t, ξ)− e−t|ξ|2) ψˆ∥∥∥
L2
. 〈t〉−
n
2
(
1
γ
− 1
2
)
+β
2
−1‖ψ‖Lγ + 〈t〉−
n
2 (
1
ν
− 1
2)−1‖| · |βψ‖Lν .
We also easily obtain
‖| · |βF−1
(
e−t|ξ|
2
(1− χ(ξ))ψˆ
)
‖L2 . e−
t
4 ‖〈·〉β〈∇〉−1ψ‖L2 .
This and (2.6) lead to∥∥∥| · |βF−1 (e− t2L(t, ξ)− e−t|ξ|2) (1− χ(ξ))ψˆ∥∥∥
L2
. e−
t
4
∥∥∥〈·〉β〈∇〉−1ψ∥∥∥
L2
.
From this, we reach the conclusion. 
In the same way, we have the following.
Lemma 3.3. Let γ, ν ∈ [1, 2], β ≥ 0, s1 ≥ s2 ≥ 0. Then, we have
‖|∇|s1(D˜(t)− G(t))ψ‖L2 . 〈t〉−
n
2
(
1
γ
− 1
2
)
− s1−s2
2
−1‖|∇|s2ψ‖Lγ + e−t/4‖|∇|s1ψ‖L2 , (3.5)
‖| · |β(D˜(t)− G(t))ψ‖L2 . 〈t〉−
n
2
(
1
γ
− 1
2
)
+β
2
−1‖ψ‖Lγ + 〈t〉−
n
2 (
1
ν
− 1
2)−1‖| · |βψ‖Lν
+ e−
t
4‖〈·〉βψ‖L2 . (3.6)
3.3. Proof of Proposition 3.1. For simplicity, we treat only the case n ≥ 2. The proof of the
case n = 1 is similar. Let us estimate the nonlinear part of u− v. We divide∥∥∥∥|∇|s ∫ t
0
(D(t− τ)N (u(τ)) − G(t− τ)N (u(τ))) dτ
∥∥∥∥
L2
≤ I + II,
where
I =
∫ t/2
0
‖|∇|s (D(t− τ)− G(t− τ))N (u(τ))‖L2 dτ
and
II =
∫ t
t/2
‖|∇|s (D(t− τ)− G(t− τ))N (u(τ))‖L2 dτ.
We claim that each term has the desired decay rate.
First, we estimate II. Applying Lemma 3.2 with s1 = s, s2 = [s] and γ = ρ, we have
II .
∫ t
t
2
‖|∇|s(D(t− τ)− G(t− τ))N (u(τ))‖L2 dτ
.
∫ t
t
2
〈t− τ〉−
s−[s]
2
−n
2
(
1
ρ
− 1
2
)
−1‖|∇|[s]N (u(τ))‖Lρ dτ
+
∫ t
t
2
e−
t−τ
4 ‖|∇|s〈∇〉−1N (u(τ))‖L2 dτ.
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Using the Sobolev inequality (2.16), we see that
II .
∫ t
t
2
〈t− τ〉−
n
2
(
1
ρ
− 1
2
)
− s−[s]
2
−1‖|∇|[s]N (u(τ))‖Lρ dτ (3.7)
. ‖N (u)‖Y (∞)
∫ t
t
2
〈t− τ〉−
n
2
(
1
ρ
− 1
2
)
− s−[s]
2
−1〈τ〉−η dτ
. 〈t〉−n2 ( 1r− 12)− s2+ 12− n2r (p−1).
Next, we give an estimate of I. Applying Lemma 3.2 with s1 = s, s2 = 0 and γ ∈ [1, 2] determined
later, we have
I .
∫ t
2
0
〈t− τ〉−
n
2
(
1
γ
− 1
2
)
− s
2
−1‖N (u(τ))‖Lγ dτ +
∫ t
2
0
e−
t−τ
4 ‖|∇|s〈∇〉−1N (u(τ))‖L2 dτ
=: I1 + I2.
In the same way as the proof of Lemma 2.4, it is easy to see that I2 . e
− t
8‖N (u)‖Y (∞). Also, for
I1, taking γ = r if p > 1 +
2r
n and γ = σ1 if p = 1 +
2r
n , r > 1, respectively, we can prove
I1 . ‖N (u)‖Y (∞)〈t〉−
n
2 (
1
r
− 1
2)− s2−1. (3.8)
Combining the estimates (3.7) and (3.8), we conclude∥∥∥∥|∇|s ∫ t
0
(D(t− τ)N (u(τ)) − G(t− τ)N (u(τ))) dτ
∥∥∥∥
L2
. 〈t〉−n2 ( 1r− 12)− s2−min{1, n2r (p−1)− 12}.
The estimate of the linear part of u− v is obvious from Lemmas 3.2 and 3.3. Thus, we obtain the
first assertion (3.2).
Secondly, we prove (3.3). As before, we divide the nonlinear term of u− v as∥∥∥∥∫ t
0
(D(t− τ)− G(t− τ))N (u(τ)) dτ
∥∥∥∥
L2
.
∫ t
2
0
‖(D(t− τ)− G(t− τ))N (u(τ))‖L2 dτ +
∫ t
t
2
‖(D(t− τ)− G(t− τ))N (u(τ))‖L2 dτ
=: III + IV.
Making use of Lemma 3.2 with s1 = s2 = 0 and γ = q, and then using the Sobolev embedding
‖〈∇〉−1ψ‖L2 . ‖ψ‖Lq , we see that
IV .
∫ t
t
2
[
〈t− τ〉−
n
2
(
1
q
− 1
2
)
−1‖N (u(τ))‖Lq + e−
t−τ
4 ‖〈∇〉−1N (u(τ))‖L2
]
dτ
.
∫ t
t
2
〈t− τ〉−
n
2
(
1
q
− 1
2
)
−1‖N (u(τ))‖Lq dτ.
Noting −n2
(
1
q − 12
)
− 1 = −32 < −1, we further estimate
IV . ‖N (u)‖Y (∞)
∫ t
t
2
〈t− τ〉−
n
2
(
1
q
− 1
2
)
−1〈τ〉−
n
2
(
p
r
− 1
q
)
dτ (3.9)
. 〈t〉−n2 ( 1r− 12)+ 12− n2r (p−1).
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On the other hand, applying Lemma 3.2 with s1 = s2 = 0 and γ ∈ [1, 2] determined later, we deduce
III .
∫ t
2
0
〈t− τ〉−
n
2
(
1
γ
− 1
2
)
−1‖N (u(τ))‖Lγ dτ +
∫ t
2
0
e−
t−τ
4 ‖〈∇〉−1N (u(τ))‖L2 dτ
=: III1 + III2.
In the same manner as the proof of Lemma 2.4, we see that the term III2 is bounded by e
− t
8 ‖N (u)‖Y (∞).
Furthermore, taking γ = r if p > 1 + 2rn and γ = σ1 if p = 1 +
2r
n , r > 1, respectively, we have
III1 . ‖N (u)‖Y (∞)〈t〉−
n
2 (
1
r
− 1
2)−1. (3.10)
Summing up the estimates (3.9) and (3.10), we conclude∥∥∥∥∫ t
0
(D(t− τ)− G(t− τ))N (u(τ)) dτ
∥∥∥∥
L2
. 〈t〉−n2 ( 1r− 12)−min{1, n2r (p−1)− 12}.
The linear part of u − v is easily estimated from Lemmas 3.2 and 3.3 and we reach the second
assertion (3.3).
Finally, we prove (3.4). We take β satisfying n(1r − 12) < β ≤ α. Then, by the interpolation
‖〈·〉βψ‖Lq ≤ ‖〈·〉αψ‖
β
α
Lq‖ψ‖
1− β
α
Lq ,
we deduce that the solution u satisfies
〈t〉ζβ‖〈·〉βN (u(t))‖Lq .
(
〈t〉ζ‖〈·〉αN (u(t))‖Lq
) β
α
(
〈t〉
n
2
(
p
r
− 1
q
)
‖N (u(t))‖Lq
)1− β
α
. 1
with ζβ =
n
2r (p − 1) − 12 + n2 (1r − 12) − β2 . From Lemma 3.2 with ν = q and γ ∈ [1, 2] determined
later, we obtain∥∥∥∥| · |β ∫ t
0
(D(t− τ)− G(t− τ))N (u(τ)) dτ
∥∥∥∥
L2
.
∫ t
0
〈t− τ〉−
n
2
(
1
γ
− 1
2
)
+β
2
−1‖N (u(τ))‖Lγ dτ +
∫ t
0
〈t− τ〉−
n
2
(
1
q
− 1
2
)
−1‖| · |βN (u(τ))‖Lq dτ
+
∫ t
0
e−
t−τ
4 ‖〈·〉β〈∇〉−1N (u(τ))‖L2 dτ
=: V1 + V2 + V3.
Lemma A.2 implies
V3 .
∫ t
0
e−
t−τ
4 ‖〈·〉βN (u(τ))‖Lq dτ
and hence, we have
V2 + V3 .
∫ t
0
〈t− τ〉−
n
2
(
1
q
− 1
2
)
−1‖〈·〉βN (u(τ))‖Lq dτ.
Noting −n2 (1q − 12)− 1 = −32 , we proceed the estimate as
V2 + V3 . ‖N (u)‖Y (∞)
∫ t
0
〈t− τ〉− 32 〈τ〉−ζβ dτ
. 〈t〉−n2 ( 1r− 12)+β2− n2r (p−1)+ 12 +

〈t〉−n2 ( 1r− 12)+β2− n2r (p−1) (ζβ < 1),
〈t〉− 32 log(1 + t) (ζβ = 1),
〈t〉− 32 (ζβ > 1).
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For V1, as in the proof of Lemma 2.4, taking γ = r if p > 1 +
2r
n and γ = σ1 if p = 1 +
2r
n , r > 1,
respectively, we can see that
V1 . 〈t〉−
n
2 (
1
r
− 1
2)+
β
2
−1.
Consequently, we obtain∥∥∥∥| · |β ∫ t
0
(D(t− τ)− G(t− τ))N (u(τ)) dτ
∥∥∥∥
L2
. 〈t〉−n2 ( 1r− 12)+β2−min{1, n2r (p−1)− 12},
which shows the third assertion (3.4) and finishes the proof of Proposition 3.1.
3.4. Proof of Theorem 1.3. By virtue of Proposition 3.1, the proof of Theorem 1.3 reduces to
the analysis of the asymptotic behavior of solutions to the inhomogeneous heat equation (3.1) with
the initial data ε(u0 + u1). In this subsection, we prove the following:
Proposition 3.4. Under the assumption of Theorem 1.3, Let β satisfy n(1r − 12) < β ≤ α. Then,
the solution v to the equation (3.1) with the initial data ε(u0+u1) satisfies the following asymptotic
behavior: When r > 1, we have
‖|∇|s(v(t)− εG(t)(u0 + u1))‖L2 . 〈t〉−
n
2 (
1
r
− 1
2)− s2−min{n2 (1− 1r ), 12 , n2r (p−1)−1}+ς , (3.11)
‖v(t)− εG(t)(u0 + u1)‖L2 . 〈t〉−
n
2 (
1
r
− 1
2)−min{n2 (1− 1r ), 12 , n2r (p−1)−1}+ς , (3.12)
‖| · |β(v(t)− εG(t)(u0 + u1))‖L2 . 〈t〉−
n
2 (
1
r
− 1
2)+
β
2
−min{n
2 (1− 1r ), 12 , n2r (p−1)−1}+ς (3.13)
for t ≥ 1. When r = 1, we have
‖v(t) − θG(t)‖Lm . 〈t〉−
n
2 (1− 1m)−min{α2−n4 , 12 ,n2 (p−1)−1}+ς (3.14)
for t ≥ 1.
To prove this proposition, we first prepare the following lemma.
Lemma 3.5. Let s1 ≥ s2 ≥ 0, β ≥ 0 and γ, ν ∈ [1, 2]. Then, we have
‖|∇|s1G(t)ψ‖L2 . 〈t〉−
n
2
(
1
γ
− 1
2
)
− s1−s2
2 ‖|∇|s2ψ‖Lγ ,
‖| · |βG(t)ψ‖L2 . 〈t〉−
n
2
(
1
γ
− 1
2
)
+β
2 ‖ψ‖Lγ + 〈t〉−
n
2 (
1
ν
− 1
2)‖| · |νψ‖Lν
for t ≥ 1.
Proof. The first assertion is trivial. Noting ‖| · |βG(t)‖Lk . t−
n
2 (1− 1k )+
β
2 , we can easily prove the
second one in the same way as Lemma 2.1. 
Proof of Proposition 3.4. For simplicity, we treat only higher dimensional cases n ≥ 2. The one-
dimensional case can be proved in a similar way. At first we shall consider the case r > 1. In this
case, it suffices to estimate
v(t)− εG(u0 + u1) =
∫ t
0
G(t− τ)N (u(τ)) dτ.
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Let us start with∥∥∥∥|∇|s ∫ t
0
G(t− τ)N (u(τ)) dτ
∥∥∥∥
L2
.
∫ t
2
0
‖|∇|sG(t− τ)N (u(τ))‖L2 dτ
+
∫ t
t
2
‖|∇|sG(t− τ)N (u(τ))‖L2 dτ
=: I + II.
Applying Lemma 3.5 with s1 = s, s2 = 0 and γ = σ1, we have
I .
∫ t
2
0
〈t− τ〉−
n
2
(
1
σ1
− 1
2
)
− s
2 ‖N (u(τ))‖Lσ1 dτ
. ‖N (u)‖Y (∞)〈t〉−
n
2
(
1
σ1
− 1
2
)
− s
2
∫ t
2
0
〈τ〉−
n
2
(
p
r
− 1
σ1
)
dτ
. 〈t〉−
n
2
(
1
σ1
− 1
2
)
− s
2
−min{0,n
2
(
p
r
− 1
σ1
)
−1}+ς
. 〈t〉−n2 ( 1r− 12)− s2−min{n2 (1− 1r ), 12 , n2r (p−1)−1}+ς .
For II, we apply Lemma 3.5 with s1 = s− [s], s2 = [s] and γ = ρ to obtain
II .
∫ t
t
2
〈t− τ〉−
n
2
(
1
ρ
− 1
2
)
− s−[s]
2 ‖|∇|[s]N (u(τ))‖Lρ dτ
. ‖N (u)‖Y (∞)〈t〉−η
∫ t
t
2
〈t− τ〉−
n
2
(
1
ρ
− 1
2
)
− s−[s]
2 dτ
. 〈t〉−n2 ( 1r− 12)− s2− n2r (p−1)+1.
Summing up the above estimates, we have (3.11).
Next, we prove (3.12). First we have∥∥∥∥∫ t
0
G(t− τ)N (u(τ)) dτ
∥∥∥∥
L2
.
∫ t
2
0
‖G(t− τ)N (u(τ))‖L2 dτ
+
∫ t
t
2
‖G(t− τ)N (u(τ))‖L2 dτ
=: III + IV.
Lemma 3.5 with s1 = s2 = 0 and γ = σ1 leads to
III .
∫ t
2
0
〈t− τ〉−
n
2
(
1
σ1
− 1
2
)
‖N (u(τ))‖Lσ1 dτ
. ‖N (u)‖Y (∞)〈t〉−
n
2
(
1
σ1
− 1
2
) ∫ t
2
0
〈τ〉−
n
2
(
p
r
− 1
σ1
)
dτ
. 〈t〉−n2 ( 1r− 12)−min{n2 (1− 1r ), 12 , n2r (p−1)−1}+ς .
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Also, taking s1 = s2 = 0 and γ = σ2 in Lemma 3.5, we see that
IV .
∫ t
t
2
〈t− τ〉−
n
2
(
1
σ2
− 1
2
)
‖N (u(τ))‖Lσ2 dτ
. ‖N (u)‖Y (∞)〈t〉−
n
2
(
p
r
− 1
σ2
) ∫ t
t
2
〈t− τ〉−
n
2
(
1
σ2
− 1
2
)
dτ
. 〈t〉−n2 ( 1r− 12)− n2r (p−1)+1,
since −n2 ( 1σ2 − 12) > −1. Combining the estimates of III and IV , we reach the estimate (3.12).
Finally, we give a proof of (3.13).∫ t
0
‖| · |βG(t− τ)N (u(τ))‖L2 dτ .
∫ t
2
0
‖| · |βG(t− τ)N (u(τ))‖L2 dτ
+
∫ t
t
2
‖| · |βG(t− τ)N (u(τ))‖L2 dτ
=: V + VI.
For V , applying Lemma 3.5 with γ = σ1 and ν = q, we have
V .
∫ t
2
0
〈t− τ〉−
n
2
(
1
σ1
− 1
2
)
+β
2 ‖N (u)‖Lσ1 dτ +
∫ t
2
0
〈t− τ〉−
n
2
(
1
q
− 1
2
)
‖| · |βN (u)‖Lq dτ
. ‖N (u)‖Y (∞)〈t〉−
n
2
(
1
σ1
− 1
2
)
+β
2
∫ t
2
0
〈τ〉−
n
2
(
p
r
− 1
σ1
)
dτ
+ ‖N (u)‖Y (∞)〈t〉−
n
2
(
1
q
− 1
2
) ∫ t
2
0
〈τ〉−ζβ dτ
. 〈t〉−n2 ( 1r− 12)+β2−min{n2 (1− 1r ), 12 , n2r (p−1)−1}+ς .
For VI, letting γ = σ2 and ν = q in Lemma 3.5, we see that
VI .
∫ t
t
2
〈t− τ〉−
n
2
(
1
σ2
− 1
2
)
+β
2 ‖N (u(τ))‖Lσ2 dτ
+
∫ t
t
2
〈t− τ〉−
n
2
(
1
q
− 1
2
)
‖| · |βN (u(τ))‖Lq dτ
. ‖N (u)‖Y (∞)〈t〉−
n
2
(
p
r
− 1
σ2
) ∫ t
t
2
〈t− τ〉−
n
2
(
1
σ2
− 1
2
)
+β
2 dτ
+ ‖N (u)‖Y (∞)〈t〉−ζβ
∫ t
t
2
〈t− τ〉−
n
2
(
1
q
− 1
2
)
dτ
. 〈t〉−n2 ( 1r− 12)+β2− n2r (p−1)+1.
Summing up the above estimates, we have (3.13) and complete the proof when r > 1.
Next, we give a proof of the case r = 1. We put
θ = θ1 + θ2, θ1 = ε
∫
Rn
(u0 + u1) dx, θ2 =
∫ ∞
0
∫
Rn
N (u(τ)) dxdτ.
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We claim that for m ∈ [1,∞], it follows that
‖εG(t)(u0 + u1)− θ1G(t)‖Lm = o(t−
n
2 (1− 1m)) (3.15)
as t→∞ for u0 + u1 ∈ L1 and
‖εG(t)(u0 + u1)− θ1G(t)‖Lm . 〈t〉−
n
2 (1− 1m)−min{ 12 , δ2}‖〈·〉δ(u0 + u1)‖L1 (3.16)
for t ≥ 1 and u0 + u1 ∈ H0,α, where δ is an arbitrary number satisfying 0 < δ < α − n2 . Here we
also note that ‖〈·〉δφ‖L1 . ‖φ‖H0,α . To prove (3.15), we first consider the case m = 1. We write
φ = ε(u0 + u1) and have∫
Rn
∣∣∣∣∫
Rn
(G(t, x − y)−G(t, x))φ(y) dy
∣∣∣∣ dx
.
∫
Rn
∣∣∣∣∣
∫
|y|<̺t1/2
(G(t, x− y)−G(t, x))φ(y) dy
∣∣∣∣∣ dx
+
∫
Rn
∣∣∣∣∣
∫
|y|>̺t1/2
(G(t, x − y)−G(t, x))φ(y) dy
∣∣∣∣∣ dx =: I + II,
where ̺ > 0 is an arbitrary small number. For I, we use the mean value theorem
|G(t, x − y)−G(t, x)| ≤ 2(4πt)−n2 t− 12 |y|
∫ 1
0
|x− ay|√
t
e−
|x−ay|2
4t da.
To prove (3.15), noting that t−
1
2 |y| ≤ ̺. Thus, we have I ≤ C̺. For II, we easily estimate
II .
∫
|y|>̺t1/2
(∫
Rn
|G(t, x − y)−G(t, x)| dx
)
|φ(y)| dy .
∫
|y|>̺t 12
|φ(y)| dy.
Taking t sufficiently large, we have II ≤ ̺. Consequently, we obtain I + II ≤ Cς for sufficiently
large t. Since ς is arbitrary, this proves (3.15). Similarly, we can easily prove (3.15) in the case
m =∞, and then, by the interpolation, we can obtain (3.15) for all m ∈ [1,∞].
To prove (3.16), noting |y| ≤ |y|min{δ,1}t 12 (1−min{δ,1}) on the integral region of I with ̺ = 1, and
then, by the Fubini theorem, we see that
I . t−
1
2
+ 1
2
(1−min{δ,1})
∫
Rn
|y|min{δ,1}|φ(y)| dy . t−min{ 12 , δ2}‖〈·〉δφ‖L1 .
On the other hand, the term II is easily estimated as
II .
∫
|y|>t1/2
(∫
Rn
|G(t, x− y)−G(t, x)| dx
)
|φ(y)| dy
. t−
δ
2
∫
Rn
|y|δ|φ(y)| dy.
Thus, we obtain (3.16) when m = 1. In a similar way, we can prove (3.16) when m =∞ and hence,
the interpolation gives (3.16) for all m ∈ [1,∞].
Next, we claim that ∥∥∥∥∫ t
0
G(t− τ)N (u(τ)) dτ − θ2G(t)
∥∥∥∥
Lm
= o(t−
n
2 (1− 1m)) (3.17)
as t→∞ and∥∥∥∥∫ t
0
G(t− τ)N (u(τ)) dτ − θ2G(t)
∥∥∥∥
Lm
. 〈t〉−n2 (1− 1m)−min{ 12 ,n2 (p−1)−1}+ς (3.18)
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for all t ≥ 1 and m satisfying (1.3). Indeed, we first divide the left-hand side as∥∥∥∥∫ t
0
G(t− τ)N (u(τ)) dτ − θ2G(t)
∥∥∥∥
Lm
.
∫ t
2
0
∥∥∥∥G(t− τ)N (u(τ)) −G(t− τ)(∫
Rn
N (u(τ)) dx
)∥∥∥∥
Lm
dτ
+
∫ t
2
0
∥∥∥∥(G(t− τ)−G(t))(∫
Rn
N (u(τ)) dx
)∥∥∥∥
Lm
dτ
+
∫ t
t
2
‖G(t− τ)N (u(τ))‖Lm dτ +
∫ ∞
t
2
∥∥∥∥G(t)(∫
Rn
N (u(τ)) dx
)∥∥∥∥
Lm
dτ
=: IIIm + IVm + Vm + VIm.
Let us start with VIm. Since ‖G(t)‖Lm = Ct−n2 (1− 1m ) and ‖N (u(τ))‖L1 . 〈τ〉−
n
2
(p−1), it is easy to
see that
VIm . t
−n
2
(1− 1
m
)−n
2
(p−1)+1.
Secondly, we estimate Vm. For simplicity, we only consider the case n > 2s. When m =
2n
n−2s , the
Sobolev inequality gives
V 2n
n−2s
.
∫ t
t
2
‖|∇|sG(t− τ)N (u(τ))‖L2 dτ
.
∫ t
t
2
〈t− τ〉−
n
2
(
1
ρ
− 1
2
)
− s−[s]
2 ‖|∇|[s]N (u(τ))‖Lρ dτ
.
∫ t
t
2
〈t− τ〉−
n
2
(
1
ρ
− 1
2
)
− s−[s]
2 〈τ〉−η dτ
. 〈t〉−n2 (1− 1m )−n2 (p−1)+1.
Also, by ‖N (u(τ))‖L1 . 〈τ〉−
n
2
(p−1), we immediately obtain V1 . 〈t〉−n2 (p−1)+1. Interpolating these
two cases, we conclude that
Vm . 〈t〉−
n
2
(1− 1
m
)−n
2
(p−1)+1
for all m ∈ [1, 2nn−2s ]. The case n ≤ 2s can be also proved by using a similar interpolation as in the
proof of Lemma 2.3 (ii).
Next, we consider IVm. It follows from ‖N (u(τ))‖L1 . 〈τ〉−
n
2
(p−1) and the fundamental theorem
of calculus
G(t− τ, x)−G(t, x) = −τ
∫ 1
0
(∂tG)(t− aτ, x) da
we deduce that
IVm .
∫ t
2
0
〈t− τ〉−n2 (1− 1m)−1〈τ〉1−n2 (p−1) dτ . 〈t〉−n2 (1− 1m)

〈t〉−1 (p > 1 + 4n),
〈t〉−1 log〈t〉 (p = 1 + 4n),
〈t〉−n2 (p−1)+1 (p < 1 + 4n).
Finally, we estimate IIIm. To prove (3.17), noting N (u(τ)) ∈ L∞(0,∞;L1(Rn)) we can prove
IIIm = o(t
−n
2 (1− 1m)) as t→∞.
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To show (3.18), applying (3.16), we have
IIIm .
∫ t
2
0
〈t− τ〉−n2 (1− 1m)−min{ 12 , δ2}‖〈·〉δN (u)‖L1 dτ.
Taking δ = β (n = 2), δ = 1 (n ≥ 3), we conclude
IIIm . 〈t〉−
n
2 (1− 1m)−min{ 12 ,n2 (p−1)−1}+ς .
Putting together the estimates above, we reach (3.18). 
From Propositions 3.1 and 3.4, we finish up the proof of Theorem 1.3.
Proof of Theorem 1.3. We start with the case r > 1. Let m be a real number satisfying (1.3). First,
we assume that m ≥ 2. In this case, the Sobolev embedding theorem implies ‖ψ‖Lm ≤ ‖|∇|smψ‖L2
with sm = n(
1
2 − 1m ) ∈ [0, s]. This and the interpolation inequality
‖|∇|smψ‖L2 ≤ ‖|∇|sψ‖
sm
s
L2
‖ψ‖1−
sm
s
L2
lead to
‖u(t)− εG(t)(u0 + u1)‖Lm
≤ ‖|∇|s(u(t) − εG(t)(u0 + u1))‖
sm
s
L2
‖u(t)− εG(t)(u0 + u1)‖1−
sm
s
L2
.
Using Propositions 3.1 and 3.4, we calculate
‖|∇|s(u(t)− εG(t)(u0 + u1))‖L2
. ‖|∇|s(u(t)− v(t))‖L2 + ‖|∇|s(v(t)− εG(t)(u0 + u1))‖L2
. 〈t〉−n2 ( 1r− 12)− s2−min{1, n2r (p−1)− 12} + 〈t〉−n2 ( 1r− 12)− s2−min{n2 (1− 1r ), 12 , n2r (p−1)−1}+ς
. 〈t〉−n2 ( 1r− 12)− s2−min{n2 (1− 1r ), 12 , n2r (p−1)−1}+ς .
Similarly, we can see that
‖u(t)− εG(t)(u0 + u1)‖L2 . 〈t〉−
n
2 (
1
r
− 1
2)−min{n2 (1− 1r ), 12 , n2r (p−1)−1}+ς .
These two estimates yield
‖u(t) − εG(t)(u0 + u1)‖Lm . 〈t〉−
n
2 (
1
r
− 1
2)− sm2 −min{n2 (1− 1r ), 12 , n2r (p−1)−1}+ς
= 〈t〉−n2 ( 1r− 1m)−min{n2 (1− 1r ), 12 , n2r (p−1)−1}+ς ,
which shows the desired estimate.
When m ∈ [r, 2], by the interpolation
‖ψ‖Lm ≤ ‖ψ‖
r(2−m)
m(2−r)
Lr ‖ψ‖
2(m−r)
m(2−r)
L2
≤ ‖| · |βψ‖
r(2−m)
m(2−r)
L2
‖ψ‖
2(m−r)
m(2−r)
L2
with β satisfying n(1r − 12) < β ≤ α and (β − n(1r − 12)) r(2−m)m(2−r) < ς. Thus, it suffices to estimate the
right-hand side with ψ = u(t)− εG(t)(u0 + u1). In the same way as before, we can deduce that
‖| · |β(u(t)− εG(t)(u0 + u1))‖L2 . 〈t〉−
n
2 (
1
r
− 1
2)+
β
2
−min{n
2 (1− 1r ), 12 , n2r (p−1)−1}+ς
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and hence, we have
‖u(t)− εG(t)(u0 + u1)‖Lm . 〈t〉−
n
2 (
1
r
− 1
2)+
β
2
r(2−m)
m(2−r)
−min{n
2 (1− 1r ), 12 , n2r (p−1)−1}+ς
= 〈t〉−n2 ( 1r− 1m)+(
β
2
−n
2 (
1
r
− 1
2))
r(2−m)
m(2−r)
−min{n
2 (1− 1r ), 12 , n2r (p−1)−1}+ς
= 〈t〉−n2 ( 1r− 1m)−min{n2 (1− 1r ), 12 , n2r (p−1)−1}+ 3ς2 .
Rewriting 3ς2 as ς, we complete the proof.
When r = 1, as before, we first divide
‖u(t) − θG(t)‖Lm . ‖u(t)− v(t)‖Lm + ‖v(t)− θG(t)‖Lm .
Let β satisfy n2 < β ≤ α and (β − n2 )( 1m − 12 ) < ς. Then, the first term is estimated as
‖u(t)− v(t)‖Lm . 〈t〉−
n
2 (1− 1m)
{
〈t〉−min{1,n2 (p−1)− 12} (m ≥ 2),
〈t〉(β−n2 )( 1m− 12)−min{1,n2 (p−1)− 12} (1 ≤ m < 2)
. 〈t〉−n2 (1− 1m)−min{1,n2 (p−1)− 12}+ς .
For the second term, we apply Proposition 3.4 and comparing the decay rate leads to the conclusion.

4. Blow-up and estimates of the lifespan
In this section, we give a proof of Theorems 1.4 and 1.5.
4.1. Estimates of the lifespan from below. At first, we prove Theorem 1.4.
Proof of Theorem 1.4. We first consider Case 1, namely, we assume r ∈ [1, 2] and min{1+ r2 , 1+ rn} ≤
p < 1 + 2rn .
If T (ε) = ∞, then the assertion of the theorem is obviously true. Hence, in what follows we
assume T (ε) <∞. Then, Theorem 1.1 shows that
lim
t→T (ε)
‖u(t)‖Hs,0∩H0,α =∞. (4.1)
On the other hand, by Lemmas 2.4 and 2.5, we have∥∥∥∥∫ t
0
D(t− τ)N (u(τ)) dτ
∥∥∥∥
X(T )
. ‖N (u)‖Y (T )〈T 〉1−
n
2r
(p−1)
. ‖u‖pX(T )〈T 〉1−
n
2r
(p−1).
This implies
‖u‖X(T ) ≤ εC0I0 + C1‖u‖pX(T )〈T 〉1−
n
2r
(p−1) (4.2)
with some constant C0, C1 > 0, where I0 = ‖u0‖Hs,0∩H0,α + ‖u1‖Hs−1,0∩H0,α . Now, by (4.1) and the
continuity of ‖u‖X(T ) with respect to T , there exists the smallest time T˜ (ε) such that ‖u‖X(T˜ (ε)) =
2C0I0ε holds. Then, letting T = T˜ (ε) in the above inequality gives
2C0I0ε ≤ C0I0ε+ C1(2C0I0ε)p〈T˜ (ε)〉1−
n
2r
(p−1).
We rewrite it as
C0I0ε
−(p−1) ≤ C1(2C0I0)p〈T˜ (ε)〉1−
n
2r
(p−1),
which implies
〈T˜ (ε)〉 & ε−1/ω
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with ω = 1p−1− n2r . Thus, taking ε sufficiently small, we easily see that 〈T˜ (ε)〉 ≥ 1, which enables us
to replace 〈T˜ (ε)〉 by T˜ (ε) in the above estimate. This and T˜ (ε) < T (ε) imply the desired estimate.
In Case 2, that is, when r = 1 and p = 1+ 2n , the first author and Ogawa [19] have already proved
the conclusion of Theorem 1.4 by a slightly different argument.
Instead of (4.2), we obtain
‖u‖X(T ) ≤ εC0I0 + C1‖u‖pX(T ) log〈T 〉.
In the same manner as above, we can see that
〈T˜ (ε)〉 ≥ exp
(
Cε−(p−1)
)
,
which gives the desired conclusion. 
4.2. Estimates of the lifespan from above. In this subsection, we give a proof of Theorem 1.5.
The proof is based on the test function method introduced by Zhang [68] and refined to estimate
the lifespan by Kuiper [33], Sun [60] and [20] in which initial data belonging to L1 are treated. Here
we further adapt their method to fit initial data not belonging to L1 by the argument in [18].
Before proving Theorem 1.5, we introduce the definition of weak solutions of (1.1). Let T > 0
and u0, u1 ∈ L1loc(Rn). We say that a function u ∈ Lploc([0, T ) × Rn) is a weak solution of (1.1) on
the interval [0, T ) if the identity∫
[0,T )×Rn
u (ψtt −∆ψ − ψt) dxdt
= ε
∫
Rn
((u0 + u1)ψ(0, x) − u0ψt(0, x)) dx+
∫
[0,T )×Rn
N (u)ψ dxdt
is valid for any ψ ∈ C∞0 ([0, T ) × Rn). We also define the lifespan of the weak solution:
Tw(ε) := sup{T ∈ (0,∞); there exists a weak solution u on [0, T )}.
Proposition 4.1. Under the assumptions of Theorem 1.5, we have
Tw(ε) . ε
−1/κ
for ε ∈ (0, 1], where κ = 1p−1 − λ2 and λ satisfies n2 + α < λ < 2p−1 .
Proof of Proposition 4.1. We assume that N (u) = |u|p. The case N (u) = −|u|p is reduces to the
case above by considering −u.
First, we may assume that Tw(ε) ≥ 4. Because, if Tw(ε) ≤ 4, then we immediately obtain
Tw(ε) ≤ 4ε−1/κ for any ε ∈ (0, 1].
Let η = η(t) ∈ C∞0 ([0,∞)) be a test function satisfying
0 ≤ η(t) ≤ 1, η(t) =
{
1 (0 ≤ t ≤ 1/2),
0 (t ≥ 1)
and let φ(x) := η(|x|). Then, we have (see for example, [50])
|η(j)(t)| . η(t)1/p (j = 1, 2), |∆φ(x)| . φ(x)1/p. (4.3)
Let τ ∈ [1, Tw(ε)) and R ∈ [2,∞) be parameters. We define ητ (t) = η( tτ ), φR(x) = φ( xR ) and
ψ = ψτ,R(t, x) = ητ (t)φR(x).
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We also put
Iτ,R :=
∫
[0,τ)×BR
|u|pψτ,R dxdt, JR := ε
∫
BR
(u0 + u1)φR(x) dx,
where BR = {x ∈ Rn; |x| < R}. Taking ψ = ψτ,R in the definition of the weak solution, we have
the identity
Iτ,R + JR =
∫
[0,τ)×BR
u∂2t ψτ,R dxdt−
∫
[0,τ)×BR
u∆ψτ,R dxdt−
∫
[0,τ)×BR
u∂tψτ,R dxdt
=: K1 +K2 +K3.
By the Ho¨lder inequality and (4.3), we have
K1 . τ
−2
∫
[0,T )×BR
|u||η′′(t/τ)||φR(x)| dxdt (4.4)
. τ−2
∫
[0,T )×BR
|u|ητ (t)1/p|φR(x)| dxdt
. τ−2I1/pτ,R
(∫ τ
τ
2
∫
BR
φR dxdt
)1/p′
. τ−2+1/p
′
Rn/p
′
I
1/p
τ,R ,
where p′ = pp−1 . In a similar way, we see that
K2 . τ
1/p′R−2+n/p
′
I
1/p
τ,R (4.5)
and
K3 . τ
−1+1/p′Rn/p
′
I
1/p
τ,R . (4.6)
It follows from (4.4)–(4.6) that
Iτ,R + JR .
(
τ1/p
′
R−2+n/p
′
+ τ−1+1/p
′
Rn/p
′
)
I
1/p
τ,R .
By the Young inequality, the right-hand side is bounded by
1
2
Iτ,R + C(τR
−2p′+n + τ−p
′+1Rn).
Therefore, we have
JR . τR
−2p′+n + τ−p
′+1Rn.
From the assumption on the initial data, we see that
JR ≥ ε
∫
|x|>1
(u0(x) + u1(x))φ
( x
R
)
dx
≥ ε
∫
|x|>1
|x|−λφ
( x
R
)
dx
≥ εR−λ+n
∫
|y|>1/R
|y|−λφ(y) dy
≥ εR−λ+n
∫
|y|>1/2
|y|−λφ(y)
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since R ≥ 2. Thus, we have
ε . τR−2p
′+λ + τ−p
′+1Rλ.
By taking R = τ1/2, we obtain ε . τ
−( 1
p−1
−λ
2
)
, which implies
τ . ε−1/κ,
with κ = 1p−1 − λ2 . Since τ is arbitrary in [1, Tw(ε)), we conclude
Tw(ε) . ε
−1/κ.
This finishes the proof. 
Proposition 4.2. Under the assumptions of Theorem 1.1, the mild solution u on [0, T ) is also a
weak solution on [0, T ).
Proof. Let ψ ∈ C∞0 ([0, T )×Rn) be a test function and we assume suppψ ∈ [0, T1)×Rn, where T1 <
T . Then, Theorem 1.1 or Lemma 2.5 yields N (u(τ)) ∈ L∞(0, T1;Lq(Rn)). Let Fj ∈ C∞0 ([0,∞) ×
R
n) (j = 1, 2, . . .) be a sequence such that
lim
j→∞
‖Fj −N (u)‖L∞(0,T1;Lq(Rn)) = 0.
We also set
vj :=
∫ t
0
D(t− τ)Fj(τ) dτ, unl :=
∫ t
0
D(t− τ)N (u(τ)) dτ.
Then, taking ψ = Fj −N (u) in the proof of Lemma 2.4, we deduce
‖vj − unl‖L∞(0,T1;L2(Rn)) . ‖Fj −N (u)‖L∞(0,T1;Lq(Rn)) → 0 (j →∞)
(indeed, in the proof of Lemma 2.4, take γ = q and use the Sobolev embedding theorem). Therefore,
we have
lim
j→∞
∫ T1
0
∫
Rn
vj(∂
2
t −∆− ∂t)ψ dxdt =
∫ T1
0
∫
Rn
unl(∂2t −∆− ∂t)ψ dxdt.
On the other hand, since Fj is smooth and compactly supported with respect to x, so is vj and
hence, using integration by parts we easily compute∫ T1
0
∫
Rn
vj(∂
2
t −∆− ∂t)ψ dxdt =
∫ T1
0
∫
Rn
Fjψ dxdt.
Taking the limit j → ∞ in the right-hand side and noting Fj → N (u) in L∞(0, T1;Lq(Rn)), we
have
lim
j→∞
∫ T1
0
∫
Rn
vj(∂
2
t −∆− ∂t)ψ dxdt =
∫ T1
0
∫
Rn
N (u)ψ dxdt.
Thus, we conclude ∫ T1
0
∫
Rn
unl(∂2t −∆− ∂t)ψ dxdt =
∫ T1
0
∫
Rn
N (u)ψ dxdt.
In a similar way, approximating u0, u1 by smooth functions and using the integration by parts, we
find that
ε
∫ T1
0
∫
Rn
(
D˜(t)u0 +D(t)u1
) (
∂2t −∆− ∂t
)
ψ dxdt = ε
∫
Rn
((u0 + u1)ψ(0, x) − u0ψt(0, x)) dx.
This completes the proof. 
Now, we are in the position to prove Theorem 1.5.
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Proof of Theorem 1.5. By Proposition 4.2, we see that a mild solution is also a weak solution.
Therefore, we have T (ε) ≤ Tw(ε). Hence, Proposition 4.1 implies the desired estimate. 
Appendix A. Some auxiliary estimates
Lemma A.1. Let ω ∈ (0, 1). Then, there exists a constant C = C(ω) > 0 such that we have
|∂j |ωφ(x) = C
∫
R
(φ(x− y)− φ(x)) dyj|yj |1+ω ,
where y = (0, . . . , yj, . . . , 0). In particular, it follows that
|∂j |ω(φψ)(x) = C
∫
R
(φ(x− y)ψ(x− y)− φ(x)ψ(x)) dyj|yj |1+ω
= φ(x)|∂j |ωψ(x) + C
∫
R
(φ(x− y)− φ(x))ψ(x − y) dyj|yj|1+ω .
Proof. Recalling the identity
F−1[φ](x− y) = F−1[eiyjξjφ](x),
we have ∫
R
(φ(x− y)− φ(x)) dyj|yj |1+ω =
∫
R
F−1
[(
eiyjξj − 1
)
φˆ
]
(x)
dyj
|yj |1+ω
=
1
(2π)n/2
∫
R
∫
Rn
eixξ
(
eiyjξj − 1
)
φˆdξ
dyj
|yj|1+ω
=
1
(2π)n/2
∫
Rn
eixξT (ξj)φˆ dξ,
where
T (ξj) =
∫
R
(
eiyjξj − 1
) dyj
|yj|1+ω = 2|ξj |
ω
∫ ∞
0
(cos yj − 1) dyj
y1+ωj
= C(ω)|ξj |ω.
Therefore, we conclude∫
R
(φ(x− y)− φ(x)) dyj|yj |1+ω =
C
(2π)n/2
∫
Rn
eixξ|ξj |ωφˆ dξ = C|∂j |ωφ(x).

Lemma A.2 (Sobolev-type inequality). Let β ≥ 0. Then, we have
‖〈·〉β〈∇〉−1ψ‖L2 . ‖〈·〉βψ‖Lq ,
where q is defined in Section 1.2.
Proof. By the Plancherel theorem, it suffices to estimate ‖〈∇〉β〈ξ〉−1ψˆ‖L2 . First, we note that
‖〈∇〉β〈ξ〉−1ψˆ‖L2 . ‖〈ξ〉−1ψˆ‖L2 + ‖|∇|β〈ξ〉−1ψˆ‖L2 .
The Sobolev embedding implies ‖〈∇〉−1ψ‖L2 . ‖ψ‖Lq with q = max{1, 2nn+2}, which gives the
estimate for the first term of the right-hand side. Let us estimate the second term. When β ∈ Z,
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the Leibniz rule and the Sobolev embedding and noting that |∂kj 〈ξ〉−1| . 〈ξ〉−1 immediately imply
‖|∇|β〈ξ〉−1ψˆ‖L2 . ‖〈x〉βψ‖Lq . When β /∈ Z, letting ω = β− [β] > 0 and using Lemma A.1, we have
‖|∇|β(〈ξ〉−1ψˆ)‖L2 .
n∑
j=1
[β]∑
k=0
∥∥∥(∂[β]−kj 〈ξ〉−1) |∂j |k+ωψˆ∥∥∥
L2
+
n∑
j=1
[β]∑
k=0
∥∥∥∥∫
R
(
∂
[β]−k
j 〈ξ〉−1 − ∂[β]−kj 〈ξ + η〉−1
)
∂kj ψˆ(ξ + η)
dηj
|ηj |1+ω
∥∥∥∥
L2
, (A.1)
where η = (0, . . . , ηj , . . . , 0). Then, a straight forward calculation shows∥∥∥(∂[β]−kj 〈ξ〉−1) |∂j |k+ωψˆ∥∥∥
L2
. ‖〈ξ〉−1|∂j |k+ωψˆ‖L2 . ‖|xj |k+ωψ‖Lq , (A.2)
where we have used the Sobolev embedding again. Moreover, we claim that∥∥∥∥∫
R
(
∂
[β]−k
j 〈ξ〉−1 − ∂[β]−kj 〈ξ + η〉−1
)
∂kj ψˆ(ξ + η)
dηj
|ηj |1+ω
∥∥∥∥
L2
. ‖|xj |kψ‖Lq . (A.3)
Indeed, we first note that the left-hand side is bounded by∥∥∥∥∥
∫
|ηj |≤1
(
∂
[β]−k
j 〈ξ〉−1 − ∂[β]−kj 〈ξ + η〉−1
)
∂kj ψˆ(ξ + η)
dηj
|ηj |1+ω
∥∥∥∥∥
L2
+
∥∥∥∥∥
∫
|ηj |>1
(
∂
[β]−k
j 〈ξ〉−1 − ∂[β]−kj 〈ξ + η〉−1
)
∂kj ψˆ(ξ + η)
dηj
|ηj |1+ω
∥∥∥∥∥
L2
=: I + II.
For I, the fundamental theorem of calculus implies
I .
∫
|ηj |≤1
∥∥∥∥∫ 1
0
d
da
∂
[β]−k
j 〈ξ + aη〉−1 da · ∂kj ψˆ(ξ + η)
∥∥∥∥
L2
dηj
|ηj |1+ω
.
∫
|ηj |≤1
∥∥∥∥∫ 1
0
∂
[β]−k+1
j 〈ξ + aη〉−1 da · ∂kj ψˆ(ξ + η)
∥∥∥∥
L2
dηj
|ηj |ω
=
∫
|ηj |≤1
∥∥∥∥∫ 1
0
∂
[β]−k+1
j 〈ξ + aη〉−1 da · ∂kj ψˆ(ξ)
∥∥∥∥
L2
dηj
|ηj |ω
.
∫
|ηj |≤1
∥∥∥〈ξ〉−1∂kj ψˆ(ξ)∥∥∥
L2
dηj
|ηj |ω
.
∥∥∥〈ξ〉−1∂kj ψˆ(ξ)∥∥∥
L2
.
This and the Sobolev embedding lead to I . ‖|xj |kψ‖Lq . For II, we first have
II .
∫
|ηj |>1
∥∥∥(∂[β]−kj 〈ξ〉−1 − ∂[β]−kj 〈ξ + η〉−1) ∂kj ψˆ(ξ + η)∥∥∥
L2
dηj
|ηj |1+ω
.
∫
|ηj |>1
∥∥∥∂[β]−kj 〈ξ − η〉−1∂kj ψˆ(ξ)∥∥∥
L2(|ξ−η|≤|ξ|/2)
dηj
|ηj |1+ω
+
∫
|ηj |>1
∥∥∥∂[β]−kj 〈ξ − η〉−1∂kj ψˆ(ξ)∥∥∥
L2(|ξ−η|>|ξ|/2)
dηj
|ηj |1+ω
+
∫
|ηj |>1
∥∥∥∂[β]−kj 〈ξ + η〉−1∂kj ψˆ(ξ + η)∥∥∥
L2(Rn)
dηj
|ηj |1+ω =: II1 + II2 + II3.
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The third term II3 is easily estimated as
II3 .
∥∥∥〈ξ〉−1∂kj ψˆ(ξ)∥∥∥
L2
. ‖|xj |kψ‖Lq . (A.4)
For II2, we note that ∣∣∣∂[β]−kj 〈ξ − η〉−1∣∣∣ . 〈ξ − η〉−1 . 〈ξ〉−1
holds for |ξ − η| > |ξ|/2 and hence,
II2 .
∫
|ηj |>1
∥∥∥〈ξ〉−1∂kj ψˆ(ξ)∥∥∥
L2(|ξ−η|>|ξ|/2)
dηj
|ηj |1+ω .
∥∥∥〈ξ〉−1∂kj ψˆ(ξ)∥∥∥
L2(Rn)
. ‖|xj |kψ‖Lq . (A.5)
Finally, for II1, we first remark that |η| ≥ |ξ| − |ξ − η| ≥ 12 |ξ| holds. Noting again that |∂
[β]−k
j 〈ξ −
η〉−1| . 〈ξ − η〉−1 and applying the Ho¨lder inequality, we see that
II1 .
∫
|ηj |>1
∥∥〈ξ − η〉−1∥∥
Ln(|ξ−η|≤|ξ|/2)
∥∥∥∂kj ψˆ(ξ)∥∥∥
Lq′ (|ξ−η|≤|ξ|/2)
dηj
|ηj |1+ω (A.6)
for n ≥ 2, where q′ is the conjugate of q, and
II1 .
∫
|ηj |>1
∥∥〈ξ − η〉−1∥∥
L2(|ξ−η|≤|ξ|/2)
∥∥∥∂kj ψˆ(ξ)∥∥∥
L∞(|ξ−η|≤|ξ|/2)
dηj
|ηj |1+ω
for n = 1. In what follows, we only consider the case n ≥ 2, because the case n = 1 is similar.
Using |ηj | = |η| > 12 |ξ|, we have∥∥〈ξ − η〉−1∥∥
Ln(|ξ−η|≤|ξ|/2) ≤
∥∥〈ξ − η〉−1∥∥
Ln(|ξ−η|≤|ηj |) =
∥∥〈Ξ〉−1∥∥
Ln(|Ξ|≤|ηj |) . (log |ηj |+ 1)
1
n .
Also, we immediately obtain∥∥∥∂kj ψˆ(ξ)∥∥∥
Lq′ (|ξ−η|≤|ξ|/2)
.
∥∥∥∂kj ψˆ(ξ)∥∥∥
Lq′ (Rn)
.
∥∥∥|xj |kψ∥∥∥
Lq(Rn)
.
Combining them with (A.6), we conclude
II1 .
∥∥∥|xj |kψ∥∥∥
Lq
∫
|ηj |>1
(log |ηj |+ 1) 1n dηj|ηj |1+ω .
∥∥∥|xj |kψ∥∥∥
Lq
. (A.7)
By (A.4), (A.5) and (A.7), we have II . ‖|xj |kψ‖Lq . Consequently, we obtain
‖〈·〉β〈∇〉−1ψ‖L2 . ‖ψ‖Lq +
n∑
j=1
[β]∑
k=0
(
‖|xj |kψ‖Lq + ‖|xj |k+ωψ‖Lq
)
. ‖〈x〉βψ‖Lq ,
which shows the assertion. 
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