Abstract-In this work, we propose a wireless body area sensor network (WBASN) to monitor patient position. Localization and tracking are enhanced by improving the effect of the received signal strength (RSS) variation. First, we propose a modified particle filter (PF) that adjusts resampling parameters for the Kullback-Leibler distance (KLD)-resampling algorithm to ameliorate the effect of RSS variation by generating a sample set near the high-likelihood region. The key issue of this method is to use a resampling parameter lower bound for reducing both the root mean square error (RMSE) and the mean number of particles used. To determine this lower bound, an optimal algorithm is proposed based on the maximum RMSE between the proposed algorithm and the KLD-resampling algorithm or based on the maximum mean number of particles used of these algorithms. Finally, PFs based on KLD-sampling and KLD-resampling are proposed to minimize the efficient number of particles and to reduce the estimation error compared to traditional algorithms.
Introduction
The current challenge in wireless body area sensor network (WBASN) is to estimate physical parameters associated to the patient such as the location in space, the moving velocity, etc. This is a difficult problem due to its non-linear characteristics [1, 2] . There exist several approaches to deal with this problem. The most recent approach is recursive Bayesian filtering that uses a set of particles with assigned primary weights serves as the basic idea of a particle filter (PF) [2] . Bayesian filters have been applied to solve location estimation problems [3] . Bayesian filters are also a kind of statistics in which all available information is utilized to reduce the number of uncertainty present in decision-making. New information is incorporated in foregoing information to create the basis for statistical procedures. The formal mechanism that combines new information with previously available one is known as the Bayes theorem.
Over the past decade, most research in wireless communications has emphasized the use of PFs for solving many problems. Core PFs are introduced in [4] to determine communication problems, such as blind equalization, blind detection over flat fading channels, multiuser detection, and estimation/detection of spacetime codes in fading channels. An approximation technique called unscented PF [5, 6] is employed to reduce degeneration of the particle in wireless sensor networks via received signal strength (RSS) measurement, which is a particular type of functional auxiliary sampling density design. In [7] , a new method for evaluation of the number of particles in a wireless sensor network model was derived.
Recently, a number of authors have considered the effects of choosing metric and weight functional approach on PFs. In [8] , the PF based on the KullbackLeibler distance (KLD)-sampling algorithm is proposed in order to determine the minimum number of particles needed to maintain the approximation quality in the sampling process. Then, in [9] , KLD-sampling with adjusted sampling parameter, which adjusts standard deviation and then uses gradient data, is proposed to further improve the operation time and the sample set size for tracking the position of mobile robots in three-dimensional vectors by generating samples which are near the high-likelihood region. In contrast to the above KLD-sampling algorithms, the KLD-resampling algorithm proposed in [10, 11] determines the number of particles to resample so that the KLD between the distributions of particles before and after resampling does not exceed a pre-specified error bound.
In [12] , we introduced an enhanced PF for the KLDresampling algorithm by adding an adjusted resampling parameter so as to create a sample set near the high-likelihood region. By setting up a specific lower bound for the resampling parameter, we found that this technique further reduces the estimation error of target but maintains the proper KLD-resampling [11] for WBASNs because the variation of RSS measurement values is the diminished.
From the brief review of the literature above, it can be observed that while the KLD-sampling algorithm in [9] does not employ a lower bound on the sampling paramemter, the KLD-resampling algorithm in [12] did consider the lower bound of the resampling parameters but that bound was only based on experiments. Moreover, the lower bound of the resampling parameter in [12] is only a special case of Remark 1 in Section 3.
The main contributions of this paper are summarized as follows. First, for the underlying system in [12] , namely System 1 in this paper, we extend it by proposing an algorithm to obtain the lower bound values of the resampling parameter based on two criteria. The first criterion (Remark 1) is to maximize the gap between the RMSEs of the proposed algorithm and the KLD-resampling algorithm. The second criterion (Remark 2) is to maximize the gap between the mean numbers of particles of these algorithms. These remarks are given in Algorithm 6.
Second, for the typical non-linear system given in [13] , namely System 2 in this paper, we show that with 50 particles the sampling importance resampling (SIR) algorithm based on PF implemented on MATLAB and FPGA hardware are nearly the same. Given the strong contribution of the selected metric and weight functional methods, we use them in the proposed model for assessing the number of used particles based on MATLAB before testing on board.
The paper is organized as follows. Introduction to the systems of interest is given in Section 2. All related schemes, namely, SIR, KLD-sampling, KLD-resampling, and our method are presented in Section 3. The RMSE criterion and all experimental results based on MAT-LAB for tracking the position of the target of the nonlinear problem and WBASN are shown in Section 4. Finally, we conclude the paper in Section 5.
Systems
Non-linear problems are generally characterized by a discrete-time state-space model at time k as follows [1] :
where x k are unobserved system states, z k are observed signal measurements, u k is the control system input, w k and v k are respectively process and observation noise given in terms of their the probability distribution functions (pdf), g k (·) and h k (·) are the state transition and observations functions and they are generally nonlinear. A large number of applied signal processing problems are formulated as a special case of (1) and (2) , in which the noise processes are assumed to enter additively according to the given formulation. We here consider all systems under the benchmark model of maneuvering target tracking in a two-dimensional plane to evaluate the sample size adjusting ability of the KLDresampling algorithm. Then, the system state vector in (1) is given in more detail as
where, given the notation that
and (x 2,k , x 4,k ) are the position coordinates of the target and its velocities along the x and y axes, u k and w k are the control input and process noise vectors, A, B and C are some constants, and
with T being the sampling period. In addition, the bearing-only measurement for an observer at the origin, that is (2), can be reformulated based on the following systems.
System 1
In recent years, a number of studies have considered the issue of tracking patient position in WBASN [14] [15] [16] . A WBASN consists of a collection of various wireless networked low-power biosensor devices, which integrate an embedded microprocessor, radio and a limited amount of storage. These known positions can be either measured during the deployment or estimated by the WBASN itself using a cooperative localization algorithm [17, 18] .
In our paper, we only solved the problem of indoor localization based on PF in WBASN. The state system model for the wireless biomedical sensor localization [5] is investigated and reformulated for evaluating the required number of particles as
where x k is the position of a mobile node from the starting point, z k is the RSS measurement, P ref is the reference value of RSS, K is the factor in path loss, V k is velocity of mobile node and is uniformly distributed over the pseudo random range of [V min ,V max ] over a time segment t, w k and v k are the process and measurement noise with distributions of N (0, Q) and N (0, R) respectively, and the sampling period T expressed in T 1 and T 2 is equal to 1.
System 2
Similar to System 1, our previous system [13] is currently reconsidered and reformulated [10] for assessing sample size based on KLD-resampling/sampling as follows:
where u k is a uniformly distributed pseudo random number, the process noise covariance matrix, Q, and the measurement noise variance, R, might change over time and measurement but we assume here that they are constant, and the sampling period T = 1. 
Draw a starting point 7: for j = 1 : N s do 8 : 
while u j > c j do 14: i = i + 1 15: end while 16: In this section, we first review the PFs based on the SIR, KLD-sampling, and KLD-resampling algorithms. Then, we present the proposed algorithm, which is the KLDresampling with adjusted resampling parameter based on PF, in Algorithm 5. Finally, the solution to these optimal resampling parameter lower bound values is shown in Algorithm 6.
SIR
The concept of auxiliary PF has been introduced in [2, 4-7, 13, 19-23] . A PF is also known as a bootstrap filter, Monte Carlo technique, condensation algorithm, interacting particle approximations and survival of the fittest. The key idea is to represent the required posterior density function by a set of random samples (particles) with associated primary weights, and to compute the estimates based on the samples and primary weights. As the number of samples becomes very large, the Monte Carlo characterization is the closest equivalent representation of the posterior probability function, and the solution approaches the optimal Bayesian. The sequential importance sampling (SIS) algorithm [21] , shown in Algorithm 1 for the PF, includes a resampling step at each instant as described in detail in the reference. The SIS algorithm uses the important density, which is a proposed density to represent another one that cannot be exactly computed, that is the sought posterior density in the present case. Hence, samples are drawn from the important density instead of the actual density. The degeneracy phenomenon is known as a common problem with the SIS PF, which all but one particle has negligible primary weight after a few states. Thus, a large computational effort is devoted to updating particles whose contribution to the approximation of the posterior density function is almost zero.
for i = 1 : N s do Initialise 3:
end for 6 :
Calculate total weights 7: for i = 1 : N s do Normalization 8:
end for 10:
SIS
Applied Algorithm 1 11: end procedure This problem can be overcome by increasing the number of particles, or more efficiently by approximately selecting the important density. In addition, the use of the resampling technique in [21] is recommended to avoid the degeneracy of the particles, as Algorithm 1. The pseudo-code of SIR PF is shown in Algorithm 2.
KLD-sampling
This subsection briefly discusses the KLD-sampling method in [8] . In the sampling process, as these individuals in the population are sorted by non-domination, the use of a fast KLD-sampling technique, called an adaptive PF at each iteration of the PF, determines the number of samples such that with probability 1 − δ the error between the true posterior and the sample-based approximation is less than .
KLD is used to show how to determine the number of samples so that the distance between the sample-based maximum likelihood estimate and the true posterior does not exceed a pre-specified threshold .
The KLD between the proposal distribution, q, and the true distribution, p, is defined in discrete form as
where
The required number of samples, N r, sa , is determined as follows [8] :
where k is the number of bins with support, and the quantiles of the Chi-square distribution are computed as
Based on the Wilson-Hilferty transformation [24] , an approximation of χ 2 k−1,1−δ in (9) is given by
where z 1−δ is the upper 1 − δ quantile of the standard normal distribution.
KLD-resampling
The undesirable results above are caused by the number of particles needed to approximate a discrete Algorithm 3 Pseudo-code of KLD-sampling
all bins are zero-resampled 4: while (i ≤ N r, sa and i ≤ N min ) do 5:
if (x i k falls into the empty bin b) then 11: N r, sa in (11) Update used particles 12: b := non-empty 13: if k ≥ 2 then 14:
N r, sa in (11) 15:
end if 16: end if 17 :
18: 
end for 21: end while 22: end procedure distribution with an upper bound on the KLD. In other words, the KLD-sampling method leads to statistical bounds of the approximation quality of samples that are actually drawn from the proposal distribution rather than the true posterior. The mismatch between the true posterior and the proposal distributions is ignored. To avoid this mismatch, the result in (11) is applied in the resampling process to determine the total number of particles to resample. The authors in [10] proposed to divide the particles of the posterior distribution into bins and count the number of bins, k, in which at least one particle is resampled to determine the total number of particles to resample. This method is called KLD-resampling. Therefore, the required number N r, sa in (11) is replaced by
where N r, sa is defined in (11).
Proposed Algorithm
In this subsection, we discuss two problems. First, we describe our KLD-resampling with adjusted resampling parameter algorithm for applied PF. Second, we present a way to determine the optimal resampling parameter lower bound values for our method, as shown in Algorithm 6.
3.4.1 KLD-Resampling with Adjusted Resampling Parameter: The authors in [9] proposed that KLDsampling with the help of an adjusted sampling parameter improves RMSE values. This sampling parameter is adjusted by increasing the standard deviation, which is inversely proportional to the likelihood, and generating samples near the true distribution or near the highlikelihood region. By the similarity to this method, 
all bins are zero-resampled 4: while (i ≤ N r, sa and i ≤ N max ) do 5:
Randomly select one particle from the underlying particle set according to the weight 6:
Update counter 7: if (the new resampled particle comes from zero-resampled b) then 8:
Update resampled bin 9: b :=resampled 10: N r, re in (12) Update used particles 11: end if 12: end while 13: end procedure we propose a method that incorporates the KLDresampling with an adjusted resampling paramter. First, the adjusted standard deviation is computed using the relationship between the maximum number of samples and the number of required samples as
where σ ad and σ lb are respectively the adjusted standard deviation and the resampling parameter lower bound. Next, the new samples are drawn using the following rule:
is the gradient at the state, and σ is the variance of a Gaussian pdf of the measurement model. Then, the new samples are used to update the weights in order to generate the new samples in the high-likelihood region. As a result, the operation time is reduced and the tracking accuracy is increased because of the small sample set size. Our algorithm is summarized in Algorithm 5.
Resampling Parameter Lower Bound:
We propose an algorithm to determine the optimal resampling parameter lower bound σ lb, opt , as shown in Algorithm 6. Let us denote σ lb,i to be the resampling parameter lower bound of the ith RMSE 
all bins are zero-resampled 5: while (i ≤ N r, sa and i ≤ N max ) do 6: Randomly select one particle from the underlying particle set according to the weight 7:
Update counter 8: if (the new resampled particle comes from zero-resampled b) then 9: σ ad in (13) Calculate 10:
Update resampled bin 12: b :=resampled 13 : 
Simulation Results
In this section, we first define the RMSE criterion. Next, we conduct a series of simulations to compare the mean number of particles used, RMSE, and operation time of SIR, KLD-sampling, KLD-resampling, and our method for the two systems. All simulations are run on PC Core i5-2400 @ 3.10 GHz, 4.00 GB RAM and MATLAB 2012a (7.14.0.739). We assume that process and measurement noises are Gaussian for reasons of convenience.
RMSE
The authors in [10] showed the inconsistency of the physical location of the given points to estimate location. A lower RMSE indicates high accuracy of the 
Optimal N 27: end procedure transformation estimated. To determine the RMSE, the residuals are considered the difference between the actual and predicted values. Therefore, in case of a two-dimensional plane, the RMSE is used to determine the Euler distance between the distance and the true position of the target, and is defined as
wherex 1,k andx 3,k are the estimated x and y positions of the target at certain time.
System 1
We conducted a series of simulations to determine the adjusted variance in (13) based on Algorithm 6. Next, the performance of position tracking, RMSE, and the mean number of particles used for all methods are evaluated considering the two remarks.
The σ lb under Algorithm 6 is considered in Table I . The parameters are assumed and simulated as follows [10] : bound parameters = 0.25, δ = 0.01, the bin size is smaller than the standard deviations of the dynamic model and the measurement (Q = I, i.e. identity matrix, and R = 1), N s = 400, Table I shows the estimation error (RMSE criterion) and the mean number of particles used of technique at σ * 1 lb, opt = 1.5 and σ * 2 lb, opt = 1.25, which are lower than those of the other methods. Thus, we set up this value for our proposed method in the next section, and simulations were conducted to compare the RMSE criterion, the number of particles used, and tracking target for all approaches. Figures 1 to 3 show the performance of all methods under Remark 1 in terms of the mean tracking position, the RMSE, and the mean number of particles used. Clearly, as shown in Figure 1 , the tracking of the target using the proposed algorithm is more accurate than that using the others. The RMSE curves for the three algorithms are shown in Figure 2 , which verifies that the RMSE value of the proposed algorithm is lower than that of the others. For instance, from time 20 to 40, the gap between the proposed algorithm and KLD-resampling regularly increases from about 13 to around 34, respectively. From time 8 to 13, the curve of the proposed algorithm is slightly higher than the curve of KLD-resampling by about 1 to 5. Before discussing the performance of Remark 2, a comparison of the mean number of particles used for the proposed algorithm and KLDresampling is given in Figure 3 . The overall number of particles used in the proposed algorithm is almost equal to the number of particles used in KLD-resampling.
Performance of Remark 1:

Performance of Remark 2:
In the same way, the mean tracking position, the RMSE, and the mean number of particles used for all algorithms were compared under Remark 2, as shown in Figures 4 to 6. Figure 4 shows that the trajectory estimated by the proposed algorithm is nearest to the true trajectory when the target is moving from 100 to around 600. In Figure 5 , the RMSE curve of our algorithm always lies lower than that of the others for the whole time. More importantly, Figure 6 confirms that the mean number of particles used in the proposed algorithm is lower than that used in KLD-resampling by about 2.5.
System 2
The observation of System 2 is a first-order function and thus its derivation in (14) has a positive value. As such, KLD-resampling with adjusted resampling parameter is not considered here. As shown by the implementation results [13] , our system works well in reality with the number of particles being 50. Thus, this system is considered in cases wherein the adapting sample size of particles is less than 50. The parameters of Figures 7 to 9 are set as follows: length of time k = 40, N s = 100, N min = 50, N max = 50, Q = 0.01I, R = 0.01, = 0.65, δ = 0.01 and sample size variation in 10 trials. Figures 7 to 9 show the comparison of the mean numbers of used particles and of the RMSE, both for the three SIR, KLD-sampling, and KLD-resampling PFs. Similar to KLD-sampling, the mean number of particles used in KLD-resampling to obtain the maximum of 65 at time 1, which sharply reduces at time 4, and reaches the lowest near 11 from 5 to 40, as shown in Figure 7 . The mean RMSE of KLD-sampling achieves around 0.1121, and of KLD-resampling around 0.0741 and both are lower than that of SIR, as shown in Figure 8 . In addition, the mean number of the required particles for KLD-sampling is fixed, i.e., few particles (about two particles) with operation time that is similar to that of KLD-resampling (row 2, Table II below) and slightly higher than that of SIR. Finally, the traditional PF is not beneficial with respect to reduction of the sample size. Moreover, the mean tracking position using the three algorithms is shown in Figure 9 . The target tracking using KLD-resampling and KLD-sampling is more accurate than that using SIR. The SIR curve slightly moves away from the true target with the x position changing from 10 to around 18. The PF uses the trial process to eliminate the noise in the system and the measurement. Actually, a higher number of trials provides more accurate results in a generic system state. Table II presents Mean number of particles used of System 2 for 3 approaches KLD-sampling, and KLD-resampling PFs. Similar to KLD-sampling, the mean number of particles applied in KLD-resampling to obtain maximum number is (65) at time 1, which sharply reduces at time 4, and nearly reaches around 11 from 5 to 40 is shown in Figure 7 . The mean RMSE of KLD-sampling/resampling, as shown in Figure 8 , achieves about 0.0028 in KLD-sampling and around 0.0019 in KLD-resampling lower than that of SIR (i.e., 0.0033). In addition, the mean number of required particles for KLD-sampling is fixed, i.e., few particles (about two particles) with operation time that is similar to that of KLD-resampling (row 2, Table II below) and slightly higher than its SIR. Finally, traditional PF is not beneficial to reduction of the number of sample size. Moreover, the mean tracking of a system for the three approaches is shown in Figure 9 . The tracking targets for the KLD-resampling/sampling techniques are more accurate than that of SIR one, and the line of SIR slightly moves far away the true target with X for the evaluated algorithms. The estimation error of KLD-resampling and KLD-sampling decreases quickly when the number of trials increases regularly. The operation time of KLD-resampling is less than that of KLD-sampling in (11) because of the proper minimum number of required particles given in (12).
Conclusion
In this paper, a KLD resampling algorithm is proposed in order to adjust the resampling parameters for reducing the fluctuations of RSS samples. Ultimately, the patient localization problem is solved using a WBASN with a PF system structure that is designed by these obtained parameters. Furthermore, in using a resampling parameter lower bound, this approach reduces the number of used particles and provides more accurate patient localization. We conduct a large set of simulations to evaluate the sample size and the effect of different parameters via resampling parameter lower bound values. In addition, the number of used particles is reduced, and the KLD-resampling/sampling method is successfully applied for solving non-linear problems describing the systems of interest. For future work, we will continue to evaluate PFs based on an efficient KLD-resampling/sampling algorithm for our systems on board. 
