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Abstract
Intuitive and Accurate Material Appearance Design and Editing
Weiqi Shi
2021
Creating and editing high-quality materials for photorealistic rendering can be a difficult task due to
the diversity and complexity of material appearance. Material design is the process by which artists
specify the reflectance properties of a surface, such as its diffuse color and specular roughness [1].
Even with the support of commercial software packages, material design can be a time-consuming
trial-and-error task due to the counter-intuitive nature of the complex reflectance models. Moreover,
many material design tasks require the physical realization of virtually designed materials as the final
step, which makes the process even more challenging due to rendering artifacts and the limitations of
fabrication.
In this dissertation, we propose a series of studies and novel techniques to improve the intuitive-
ness and accuracy of material design and editing. Our goal is to understand how humans visually
perceive materials, simplify user interaction in the design process and, and improve the accuracy of
the physical fabrication of designs.
Our first work focuses on understanding the perceptual dimensions for measured material data.
We build a perceptual space based on a low-dimensional reflectance manifold that is computed from
crowd-sourced data using a multi-dimensional scaling model. Our analysis shows the proposed
perceptual space is consistent with the physical interpretation of the measured data. We also put
forward a new material editing interface that takes advantage of the proposed perceptual space.
We visualize each dimension of the manifold to help users understand how it changes the material
appearance.
Our second work investigates the relationship between translucency and glossiness in material
perception. We conduct two human subject studies to test if subsurface scattering impacts gloss
perception and examine how the shape of an object influences this perception. Based on our results,
we discuss why it is necessary to include transparent and translucent media for future research in
gloss perception and material design.
Our third work addresses user interaction in the material design system. We present a novel
Augmented Reality (AR) material design prototype, which allows users to visualize their designs
against a real environment and lighting. We believe introducing AR technology can make the design
process more intuitive and improve the authenticity of the results for both novice and experienced
users. To test this assumption, we conduct a user study to compare our prototype with the traditional
material design system with gray-scale background and synthetic lighting. The results demonstrate
that with the help of AR techniques, users perform better in terms of objectively measured accuracy
and time and they are subjectively more satisfied with their results.
Finally, our last work turns to the challenge presented by the physical realization of designed
materials. We propose a learning-based solution to map the virtually designed appearance to a
meso-scale geometry that can be easily fabricated. Essentially, this is a fitting problem, but compared
with previous solutions, our method can provide the fabrication recipe with higher reconstruction
accuracy for a large fitting gamut. We demonstrate the efficacy of our solution by comparing the
reconstructions with existing solutions and comparing fabrication results with the original design.
We also provide an application of bi-scale material editing using the proposed method.
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One of the main properties of an object that contributes to its appearance is material. Many designers
desire to effortlessly alter object materials. The process to create or edit the appearance of a given
object can be referred to as material design. It has been widely used in the industry to create digital
content (video games/animated films) or fabricate products with a particular look (clothes, furniture,
paint, and so on). To help visualize the design, many digital software packages (Maya [2], blender
[3] etc.) provide toolboxes for a designer to achieve their goal on virtual platforms. However, even
with the help of software, the material design process is still not intuitive due to complex reflectance
properties and the changeable appearance of the real-world materials under different conditions such
as lighting, camera view, and the shape of the objects. In general, material design is a time-consuming
trial and error task. In this dissertation, we focus on how to intuitively and accurately design and
model material appearance using digital software.
To make the material design process more intuitive, two factors need to be considered: material
models and user interaction. Material models define the reflectance properties and the look of
the material. Users can change the visual appearance by tweaking the parameters of the models.
To reproduce the appearance of complex materials, physically-based shading models have been
developed and implemented in many design applications. These models can produce physically
plausible reflectance behavior and rich appearance details. However, it is challenging to edit those
models intuitively because of the large number of parameters involved. Users need to understand
the meaning of each parameter and how they influence appearance before they can start a design
task. The inconsistency of the implementation of material models between different applications
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Figure 1.1: Material design interface in Blender
can also cause problems, even if they are using the same group of parameters to define the model.
Furthermore, physically plausible shading models are not always consistent with human perception,
and changing some parameters may lead to subtle appearance changes that humans cannot perceive.
Another challenge of material appearance design comes from user interaction. Virtual 3D
applications are the platform for most of the material design tasks. The results are presented under
virtual lighting (normally a single point light), and against a virtual background such as a cube map,
gray room, or a checkerboard (Fig. 1.1). These settings may work for digital content creation but are
far from ideal for those materials that need to be fabricated and used in the real world. Since material
appearance may vary significantly under different lighting conditions, it is worth investigating how
the design environment and interaction tools can make a difference on the material design process.
Given the virtually designed material, how to accurately realize its appearance in the real world
is also a challenge for the manufacturing industry. To fabricate a material with a certain appearance,
the physical parameters that describe the geometric structures at the meso-scopic scale are needed.
However, most of the current material design systems are developed to facilitate digital content
creation, ignoring the demands and constraints of fabrication and physical realization. The output of
those systems are normally the parameters of analytical models that can only be used for rendering.
Therefore, finding the methods and materials to fabricate the appearance that accurately matches the
2
virtual design is still an open question.
In this dissertation, we first focus on studying and analyzing intuitive material models that taken
human perception into consideration. The goal is to understand how humans visually perceive
materials and build a low-dimensional perceptual space that can explain the real-world materials.
There have been some prior attempts to fit material appearance with perceptual dimensions. But most
of them only focus on providing explicit and analytic solutions to explain one single visual feature,
such as glossiness [4, 5, 6]. We expand from previous work and consider multiple visual features
at the same time to build a complete perceptual space. We believe this is the key to create intuitive
material models, which can make the design process more straightforward. Due to the diversity of
material appearance, we narrow our focus on two types of special materials: metal-like materials
with high glossiness and translucent materials. However, the methodologies of the study can be
applied to more general material categories. In Chapter 3 we extract the perceptual features of the
measured materials from a psychophysical study and use the features to build a perceptual space. In
Chapter 4 we study what features influence human perception of translucent materials.
Next, we address the user interaction issue in the design process. Our goal is to present users
with a more realistic and immersive environment for material design. We take advantage of the
Augmented Reality (AR) techniques and propose an AR material design system, which could allow
users to visualize their designs against the real-world environment. The designed materials are lit by
natural lighting and projected to physical replicas that can be easily interacted with. In Chapter 5, we
present an AR material design prototype and conduct a user study to compare our prototype with a
traditional material design system with a synthetic environment. The user study helps us evaluate
our system and help us understand how the AR techniques improve the intuitiveness of the design
process.
Lastly, we tackle the challenge of physical realization of the designed materials. The idea is
to find a bi-scale mapping between the large-scale appearance and meso-scale geometries. The
challenges come from both sides of the mapping: how to represent the large-scale materials due to its
changeable appearance under different lighting conditions, and how to iterate meso-scale geometries
that have diverse patterns and nonlinear representations. It is worth noting that there has been some
prior work focusing on similar material fitting problems. However these either use analytical models






Figure 1.2: Overview of our contributions in this dissertation.
search-based solution that suffers from low accuracy [14]. In Chapter 6, we propose a solution to
solve these problems. To represent the large-scale materials, we use a tabulated structure to represent
its reflectance behavior in low dimensions. We analyze the different ways to construct a tabulated
structure to take advantage of the spatial features from the reflection. For the meso-scale geometries,
we use a learning-based solution to build the nonlinear bi-scale mapping with synthetic training
data. Our method takes as input the tabulated structure of large-scale appearance and outputs the
physical parameters of the meso-scale geometries and micro-scale reflectance data. To evaluate the
proposed method, we compare the reconstruction accuracy with existing solutions and demonstrate
the fabrication results. We also provide an application of bi-scale material editing using the proposed
method.
To summarize, we conduct user studies and develop a series of novel techniques to improve
the intuitiveness and accuracy of material design and related fabrication. These techniques were
presented at multiple conferences and journals [15, 16, 17]. The study introduced in Chapter 4 was a
collaborative project between the author and Davit Gigilashvili. Our specific contributions include:
Building an intuitive perceptual space based on measured material manifolds. Understand-
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ing human visual perception to materials is challenging. Real-world material appearance functions
are usually described by non-linear and high-dimensional physical properties, and their connections
to human visual system are not always explicitly defined. In this chapter, we present a method to
build an intuitive low-dimensional perceptual space for real-world measured material data based
on its underlying non-linear reflectance manifold. Unlike many previous works that address indi-
vidual perceptual attributes (such as gloss), we focus on building a complete perceptual space with
multiple attributes and understanding how they influence the material perception. We first use the
crowd-sourced data on the perceived similarity of measured materials to build a multi-dimensional
scaling model. Then we use the output as a low-dimensional manifold to construct a perceptual space
that can be interpolated and extrapolated with Gaussian process latent variable models. Given the
perceptual space, we propose a material design interface using the manifold, which allows users to
edit appearance using its perceptual dimensions with visual variations.
Evaluating the difference and relationship between glossiness and translucency for mate-
rial perception. This study investigates the potential impact of subsurface light transport on gloss
perception to broaden our understanding of visual appearance in computer graphics applications.
Gloss is an important attribute for characterizing material appearance. We hypothesize that subsurface
scattering of light impacts the glossiness perception. However, gloss has been traditionally studied as
a surface-related quality and the findings in the state-of-the-art are usually based on fully opaque
materials, although the visual cues of glossiness can be impacted by light transmission as well. To
address this gap and to test our hypothesis, we conducted psychophysical experiments and found that
subjects perceive a difference in gloss between stimuli that differ in subsurface light transport but
have identical surface qualities and object shape. This gives us a clear indication that subsurface light
transport contributes to a glossy appearance. Furthermore, we conducted additional experiments
and found that the contribution of subsurface scattering to gloss varies across different shapes and
levels of surface roughness. We argue that future research on gloss should include transparent and
translucent media and extend the perceptual models currently limited to surface scattering to more
general ones inclusive of subsurface light transport.
Developing an AR material design prototype and studying its contributions in terms of
user interaction for material design. Material design is the process by which artists or designers
set the appearance properties of virtual surface to achieve a desired look. This process is often
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conducted in a virtual synthetic environment however, advances in computer vision tracking and
interactive rendering now makes it possible to design materials in augmented reality (AR), rather
than purely virtual synthetic, environments. However, how designing in an AR environment affects
user behavior is unknown. To evaluate how work in a real environment influences the material design
process, we propose a novel material design interface that allows designers to interact with a tangible
object as they specify appearance properties. The setup allows designers to view the real-time
rendering of appearance properties through a virtual reality setup as they manipulate the object. Our
setup uses a camera to capture the physical surroundings of the designer to create subtle but realistic
reflection effects on the virtual view superimposed on the tangible object. The effects are based on
the physical lighting conditions of the actual design space. We describe a user study that compares
the efficacy of our method to that of a traditional 3D virtual synthetic material design system. Both
subjective feedback and quantitative analysis from our study suggest that the in-situ experience
provided by our setup allows the creation of higher quality material properties and supports the sense
of interaction and immersion.
Proposing a learning-based solution for bi-scale material fitting and fabrication. Relating
small-scale structures to large-scale appearance is a key element in material appearance design. Bi-
scale material design requires finding small-scale structures – meso-scale geometry and micro-scale
BRDFs – that produce a desired large-scale appearance expressed as a macro-scale BRDF. The
adjustment of small-scale geometry and reflectance to achieve a desired appearance can become a
tedious trial-and-error process. We present a learning-based solution to fit a target macro-scale BRDF
with a combination of a meso-scale geometry and micro-scale BRDF. We confront challenges in
representation at both scales. At the large scale we need macro-scale BRDFs that are both compact
and expressive. At the small scale we need diverse combinations of geometric patterns and potentially
spatially varying micro-BRDFs. For large-scale macro-BRDFs, we propose a novel 2D subset of
a tabular BRDF representation that well preserves important appearance features for learning. For
small-scale details, we represent geometries and BRDFs in different categories with different physical
parameters to define multiple independent continuous search spaces. To build the mapping between
large-scale macro-BRDFs and small-scale details, we propose an end-to-end model that takes the
subset BRDF as input and performs classification and parameter estimation on small-scale details to
find an accurate reconstruction. Compared with other fitting methods, our learning-based solution
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provides higher reconstruction accuracy and covers a wider gamut of appearance.
The dissertation is organized as follows. We first introduce the basic background of light transport
and material models in Chapter 2. From Chapters 3 to 6, we present technical details and user studies
for an intuitive and accurate material design system, including analyzing perceptual space of different
materials, building an AR system, and proposing algorithms for fitting bi-scale materials respectively.




In this chapter, we review the basic concepts used throughout this dissertation. We start with a brief
review of physically-based light transport (Section 2.1). Then, we introduce different BRDF models
and their representations (Section 2.2).
2.1 Light Transport
The simulation of light transport with physical laws provides accurate and photorealistic results.
Two types of optics models explain light transport, modern quantum optics and classical optics.
Quantum optics explains the dual wave-particle nature of light and is the most accurate model.
Within classical optics are the wave and geometric optics models. Geometric optics addresses objects
whose scale is much larger than the wavelength of light so that physical effects such as diffraction
and interference modeled by wave optics are negligible. In this dissertation, we focus on problems
where the assumptions for geometric optics hold. Geometric optics models assume that light travels
instantly through any medium, and it travels in straight lines in a vacuum. With these assumptions, we
can model light transport and its interaction with objects easily without considering the wavelength
(spectral) and time dimensions.
In the rest of this section, we introduce the rendering equation (Section 2.1.1), surface reflection
(Section 2.1.2) and subsurface scattering (Section 2.1.3).
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Figure 2.1: Light reflection on the surface.
2.1.1 Rendering Equation
The rendering equation [18] was introduced for computer graphics applications to simulate the
process of light transport. This equation mathematically describes the process of light propagation
and reflection. It is based on the assumption that the medium the light travels through has a
homogeneous refractive index and does not participate in the light scattering.
The rendering equation can be written as:
Lopx,ω q “ Lepx,ω q`Lrpx,ω q
Lopx,ω q “ Lepx,ω q`
ż
Ω
frpx,ω 1,ω qLipx,ω 1q|n ¨ω 1|dω 1
(2.1)
where Lo is the outgoing radiance from point x towards direction ω , Le is the radiance emitted
from point x to direction ω and Li is the radiance of incident light incoming from ´ω 1 direction to
point x. The radiance we mentioned here is the differential radiant power per unit projected area per
unit solid angle. It expresses the amount of light that arrives at or leave from the surface point x in
the direction ω . Therefore the integral can also be written as a five-dimensional variable Lrpx,ω q in
the equation. The incoming radiance is integrated on the hemisphere Ω, which is centered at point x
and rotated with respect to the normal n. fr represents bidirectional reflectance distribution function
(BRDF) of the surface at position x, with surface normal n, which will be introduced in the next
subsection. The dot product n ¨ω 1 is the cosine of the angle between vector bmω 1 and the surface
normal. dω 1 is the differential solid angle of incoming light.
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Diffuse Specular Mirror
Figure 2.2: Three types of surface reflection.
2.1.2 Surface Reflection
The bidirectional reflectance distribution function (BRDF) describes the light reflected by a particular
material. The BRDF represents the ratio between the differential reflected radiance Lr in the outgoing
direction ω and the product of the incident radiance Li of the incoming direction ´ω 1 and the cosine
of the incident angle between n and ω 1. It can be written as:
frpx,ω 1,ω q “
dLrpx,ω q
Lipx,ω 1q|n ¨ω 1|dω 1
(2.2)
BRDFs have these three properties:
• positivity frpx,ω 1,ω q ě 0




frpx,ω 1,ω q|n ¨ω 1|dω 1
In computer graphics BRDF definitions with these three properties are generally referred to as
“physically plausible."
Generally, there are three types of surface reflections due to the different material properties:
diffuse, specular, and mirror reflection. Diffuse reflection spreads the incident energy equally
(Lambertian reflection) or near equally into all outgoing directions on the hemisphere. Mirror
reflection reflects the light only in the direction of perfect reflection. Specular reflection scatters
light into the outgoing directions within a certain range, called the specular lobe, around the mirror
direction.
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Figure 2.3: Example of subsurface scattering
Instead of being directly reflected at a single point on the material surface, the light may go
through the participating medium within an object, scatter, and exit at a different point. This effect is
called subsurface scattering or volume scattering. Simulating the process of light propagation and
interactions inside the medium can enrich the visual effects that cannot be simply modeled with
surface reflection.
When light travels inside a participating medium, it interacts with the material through absorption
and scattering. These normally occur due to interactions between photons and the particles randomly
distributed in the medium. We define σa and σs as the absorption and scattering coefficients to
represent the probability densities of a photon being absorbed or scattered after traveling a unit
distance respectively. Alternatively, we can define the extinction coefficient σt “ σa`σs and the
single-scattering albedo α “ σs{σt . To explain the distribution of light scattered in a medium, we can
use phase function fppω 1,ω q to describe the probability of a photon that travels from the direction
ω 1 and is redirected to the direction ω .
2.1.3 Subsurface Scattering
Given these notations, we can use the radiative transfer equation (RTE) [19]:
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pω ¨∇qLpx,ω q “ ´σtLpx,ω q`σsLspx,ω q`Qpx,ω q (2.3)
´σtLpx,ω q represents the radiance loss due to the collision between photons and the particles of
the medium, which makes photons no long contribute to Lpx,ω q. The collision includes photons
being absorbed or scattered into another direction (out-scattering).
The second term σsLspx,ω q describes photons that travel from other directions and then are
scattered into direction ω (in-scattering). We can compute this term by scaling the total in-scattering
radiance Lspx,ω q with σs, and the total radiance is the integral of the directional radiance and the




fppx,ω 1,ω qLpx,ω 1qdω 1 (2.4)
The last term Qpx,ω q specifies the amount of illumination emitted by the medium itself.







fppx,ω 1,ω qLpx,ω 1qdω 1qdx1` τpy,xqLpy,ω q (2.5)
where y defines the endpoint of a line segment starting from x with length s, y “ x´ sω , and





2.2 BRDF Models and Representations
To achieve photorealism, many BRDF models have been introduced in computer graphics to simulate
different kinds of materials and surfaces. There are three types of BRDF models: empirical, physical-
based, and measured BRDF models.
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Empirical BRDF models are created based on the empirical observation of light reflection
on material surfaces. Ward [20] proposed an empirical anisotropic BRDF model that has been
widely used due to its capability of modeling various materials and its intuitiveness. To efficiently
evaluate the Ward model, Walter [21] propose the derivation of the probability density function for its
associated Monte Carlo sampling. The Phong model [22] is another widely used empirical reflection
model in real-time graphics applications due to its and simplicity and inexpensive evaluation. In
Chapter 5, we conduct a material editing user study using the Phong model to compare the AR and
traditional material design system. We choose this model because it is intuitive for novice users. The
Phong BRDF model can be described as follow:




kd and ks are the diffuse and specular albedo representing the fraction of light with diffuse and
specular reflection. n is the specular exponent representing the shininess of the surface. Higher
values of n lead to sharper specular reflections and stronger highlights. α is the angle between the
mirror reflection of incoming direction ω 1 about the normal at point x and the outgoing direction ω .
Note that, the empirical Phong model is based only on observation and is not very accurate and not
physically-based, which could produce unrealistic, artificial results.
Physically-based BRDFs are created to simulate the physically correct reflectance behavior
and achieve photorealistic rendering. The most relevant models are microfacet models such as the
Oren-Nayar [23], Blinn [24]. and Cook-Torrance [25] models. The microfacet BRDF models are
based on the assumption that lights interact with tiny microfacets on the surface and the reflection
on each facet is either a mirror (Blinn and Cook-Torrance) or Lambertian reflector (Oren-Nayar).
The material appearance largely depends on the distribution of the facet normals, which describe the
orientation of each facet. If the facet’s normals are specular and are concentrated around a certain
direction, the overall appearance will be glossy. If their normals spread to every direction, the overall
surface looks diffuse. We use the normal distribution function (NDF) to model the distribution of
the facet normals. NDF indicates the percentage of microfacets reflecting light from the incident
direction ω 1 to the outgoing direction ω . It can also be interpreted as the percentage of microfacets
whose normals point to the half vector direction ω h between the camera and light directions. We can
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represent the microfacet BRDF as follows:
frpω 1,ω q “
Fpω ,ω hqGpω ,ω 1,ω hqDpω hq
4pn ¨ω 1qpn ¨ω q
(2.8)
The D represents the NDF in the equation. The F denotes the Fresnel term that defines how
reflections are low when viewed straight on and are increased at glancing angles. G is the shadowing-
masking term that takes occluded microfacets into account. Shadowing means a microfacet is
not visible from the incident direction and therefore is not illuminated and not contributing to the
reflection. Masking means a microfacet is not visible to the outgoing direction and therefore does
not contribute to the reflection.
The last category of BRDF models is measured BRDF. Measured BRDFs can accurately capture
the material appearance that appears in the real-world but require storing large quantities of data.
The number of captured BRDFs is limited because the acquisition techniques and equipment are
expensive. Matusik et al. [26] propose a data-driven reflectance model and a data format supporting
isotropic measured BRDFs. They also provide a dataset including 100 measured BRDFs (MERL
dataset) presented in Rusinkiewicz coordinates [27]. The Rusinkiewicz coordinates take advantage
of the properties of half-angle directions, and it allows the sampling density to vary near the specular
highlight. In Chapter 6, we use the MERL dataset to generate training data for our learning-based
solution. Another measured BRDF model related to our work is the RGL dataset [28]. They propose
an adaptive BRDF sampling method to capture the real-world material appearance based on the
precomputed NDF. Their dataset covers a large range of appearances and includes anisotropic BRDFs.




A Low-Dimension Perceptual Space for
Intuitive Material Appearance Editing
3.1 Introduction
In this chapter we consider problems arising in a common approach for authoring appearance. The
appearance of an existing real-world material is captured as a starting point, and then edited to create
a new material. Real-world materials display complex and diverse appearances. To capture their rich
details for photorealistic rendering, material acquisition techniques have been developed to measure
their reflectance. However, the raw measurements are not easily interpreted by a user [29]. The
high dimension and non-linearity of the measured reflectance data make it difficult to understand
the material recognition process and edit the appearance intuitively. There have been many previous
works studying the perceptual dimensions of measured material data. However, they either focus on
an individual perpetual attribute such as gloss [4, 5] and translucency [30, 31] or project perceptual
dimensions onto a subset of principal components of the measured data [26, 29]. Typically many
components are required to faithfully represent input reflectance [32] . Therefore, building a complete
low-dimension perceptual space that explains the appearance of measured material data is still an
open question.
Even though millions of entries may be acquired to capture material appearance, many research
projects have demonstrated that the underlying embedding of the real-world measured material
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data is of substantially lower dimension. This result provides the foundation for building a low-
dimension perceptual space and relating human perception to the reflectance embedding. Inspired
by the most recent work for parameterization of measured material manifolds [32], we can build a
mapping between the compact latent variables and the measured bidirectional reflectance distribution
function (BRDF) data using the Gaussian Process Latent Variable Model (GPLVM). Compared
to previous approaches applying linear dimension reduction techniques to the BRDF data, using
GPLVM requires fewer latent space dimensions to faithfully reproduce measured materials. For
example, linear dimension reduction requires 45 dimensions to accurately reconstruct a chromatic
material sample from MERL dataset [26], while parameterizing the BRDF manifold with GPLVM
only needs five dimensions.
In this chapter, we take advantage of the GPLVM model and propose a solution to build a
low-dimension perceptual space for measured material data using perceived appearance similarity
as a metric. We start by collecting crowdsourced data by conducting a psychophysical experiment.
Particularly, we ask participants to select two out of three given examples that have similar appearance
for each trial on Mechanical Turk. The measured materials are selected from multiple datasets to
cover a large variety of appearance including both isotropic and anisotropic samples. Due to the
large number of stimuli, we adopt an adaptive sampling scheme similar to that introduced in [33, 34]
to keep the number of triplets manageable. Given the human-labeled data, we use the non-metric
Multi-Dimensional Scaling (NMDS) algorithm to evaluate the pairwise comparisons for each triplet.
The NMDS model provides us a low-dimension embedding that represents the relative positions
of each measured BRDF in the manifold. We carefully evaluate the embedding and map it to the
measured material samples using GPLVM. It is worth noting that we can perform interpolation on the
inherently non-linear perceptual manifold and it will end up with linear combinations of the measured
data due to the properties of GPLVM [32]. Compared with the costly non-linear predicting models,
this property makes it possible to efficiently edit the appearance using the proposed perceptual space.
To evaluate our solution, we build a slider based material appearance editing interface using our
proposed perceptual space. To avoid the ambiguity of the perceptual terminology, we do not name
each dimension of the perceptual space. Instead, we provide the visualization of appearance variation
along each dimension to help the user interpret the meanings of each dimension by themselves. We
compare our interface with a traditional material editing interface with a physical-based reflectance
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model through a user study. We perform the evaluation by comparing the time and accuracy of
matching a target appearance on the two systems.
In summary, our contribution includes:
• A complete low-dimensional perceptual space built on the crowdsource data that explains the
visual appearance of measured material data.
• An analysis to interpret the perceptual embedding and how they are related to the physical
reflectance data.
• An adaption of GPLVM to interpolate measured BRDFs using the perceptual embedding.
• An intuitive material editing interface using the proposed perceptual dimensions.
3.2 Related Works
3.2.1 Human Perception to Material Appearance
According to Dorsey et al. [35], material appearance can be defined as “the visual impression we
have for a material”. There have been many previous works focusing on understanding the general
process of human perception towards material appearances, and high-level reviews can be found in
[36, 37, 38, 39]. Most of the work that has been done in the material perception area can be roughly
categorized into three directions based on their different focuses: understanding individual factors on
perception (gloss, translucency, shape, and so on), defining metrics to compare BRDFs perceptually,
and building perceptual spaces using low-dimensional embedding.
Understanding Individual Factors on Perception. Studying material perception from a partic-
ular property helps to understand a certain type of material. Throughout the years, many research
projects have been done to study the perception of gloss, such as [40, 4, 5]. Typically, they use the
crowdsourced data to fit analytical expressions and create a perceptual parameterization of analytical
BRDF models. Translucency is another perceptual attribute that is widely studied. Gkioulekas et al.
[41, 30] provide thorough studies to understand different the impact of phase functions and edges on
the perception of translucent materials. Gigilashvili et al. [42, 43] study the influence of geometry
thickness on the human perception of translucency. Many other internal and external factors have
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also been studied to understand their impact on perceiving material appearances, such as texture [44],
viscosity [45], shape [46, 47], illumination [48, 49, 50] and motion [51].
Perceptual BRDF Metrics. Measuring the perceived difference between BRDFs is important
for material recognition and classification. Many previous works have proposed different metrics
to compare BRDFs based on human perception. Fores et al. [8] and Ngan et al. [7] put forward
different perceptual metrics to evaluate measured BRDFs directly. Ngan et al. [52], Pereira et al. [53]
and Sun et al. [54] focus their work on evaluating and comparing BRDFs in image space. They use
images with rendered materials as a medium to build the metrics and compute the difference between
material samples. Another promising direction to define the metrics based on the BRDF embedding,
such as using MDS [5] or PCA [29]. Recently, Lagunas et al. [34] propose a learning-based solution
for the overall material appearance to derive a similarity measure that correlates with the notion of
material similarity as perceived by humans.
BRDF Embedding and Perceptual Space. Finding a low-dimensional representation for the
high-dimensional BRDF data is the first step for building a perceptual space for material appearances.
Many works have performed BRDF analysis and provided compact representations, such as spherical
harmonics [55] and spherical wavelets [56]. However, to understand human perception of materials,
we need to know the relative position of each material sample in the perceptual space. Therefore,
the analysis should focus on the entire space of BRDFs. Typical works include linear dimension
reduction approaches such as PCA [57] and nonlinear methods such as MDS. Many works build
perceptual space using linear dimension reduction approaches such as [4, 26]. However, according
to [26] linear approaches are unable to identify sufficiently small subspace to facilitate practical
exploration, while nonlinear methods can only generate compact embeddings without explicitly
providing mappings between the measured space and the manifold [32]. The study closest to our
work is [29]. They create a perceptual control space by asking users to rate material appearances with
14 adjectives and the map the crowdsource data to the principal components of the measured BRDFs
using Radial Basis Function. Different from their work that analyzes perceptual traits based on a
high level and possibly ambiguous English words, we collect data based on the perceived similarity
of the appearances. In [29] their perceptual dimensions are not independent due to the RBF mapping
between PCA and the 14 perceptual parameters. Adjusting one parameter will change the underlying
principle components, which leads to the change of values of other parameters. By comparison,
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our perceptual dimensions are consistent and independent thanks to the GPLVM, which has proven
effectiveness for BRDF completion by interpolating across BRDFs in an ad-hoc latent/perceptual
space [32].
3.2.2 Material Editing
Many works have been devoted to the design and development of material editing applications due
to the emergence of different shading models and user interaction mechanisms. We will consider
material editing models from three perspectives: physical-based models, perceptual-based models,
and the editing interface.
Editing Materials based on Physical Models. Currently, many off-the-shelf software products
use physical-based shading models as the foundation for material editing, such as Maya [2] and
Blender[3]. Users can change the material appearance by tweaking the parameters of analytical
BRDF models. BRDF-shop [58] is a prototype that allows users to design an artist-friendly editing
framework based on an extension of the Ward model. Talton et al. [59] explore the parameter space
of the anisotropic Ashikhmin mode and use it to create an editing system. Shi et al. [15] (discussed
in later in Chapter 6) propose a learning-based solution to edit bi-scale materials for fabrication
purposes. There are many other works that focus on efficient editing of analytical BRDF models with
fast feedback for lighting changes [60, 61, 62]. While using physical models to edit the appearance
can provide accurate simulation results, the parametric space is not intuitive and consistent with
human perception. The change of specific parameters may lead to subtle appearance changes that
humans cannot detect.
Editing Materials based on Perceptual Models. With more and more research studying how
the human visual system perceives material appearance, editing materials in perceptual space becomes
possible. Pellacini et al. [5], Westlund et al. [6] and Wills et al. [4] propose different applications
to edit the gloss attribute of the material. Boyadzhiev et al. [63] develop an image-based material
editing system using intuitive attributes. As mentioned previously, Serrano et al. [29] propose an
intuitive control space based on the perceptual space they have developed. Mylo et al. [64] introduce
an interface to edit spatially-varying material by connecting a link between certain perceived visual
properties and specific bands in its spectrum of spatial frequencies of a wavelet decomposition.
Editing Interface and User Interaction Besides shading models, the user interface and platform
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also play an important role in the editing process. Most of the material editing systems mentioned so
far are slider based interfaces, where users can change the parameters of material model by dragging
sliders. However, the disadvantage of the slider based models is that users can only access to the
results in the current state represented by the sliders. Users can be easily confused by different
dimensions and forget the big picture of the entire space. Many other interfaces and prototypes
are also developed to improve the intuitiveness of the material editing. One of the examples is
image navigation, which provides users with a group of materials with certain variations. Instead
of modifying parameters, users can browse through the materials and pick the one that is closest to
their goals. Other lines of work [65][52] and software [66] further explored this idea and developed
interfaces based on it. Another example is the Augmented Reality material editing interface proposed
by Shi et al. [16] (discussed in Chapter 5), where the real environment rather than synthetic images
is provided as background to visualize the appearances. Kerr et al. [1] introduce a user study to
compare slider based systems and image navigation. Different from previous work, we propose a
novel interface that combines the slider-based system with a variation of the image navigation system
to help users understand the parameter space of the perceptual dimensions.
3.3 Goal
Before we provide the technical details, we want to first define the goal and scope of our work.
According to Fleming et al. [37], the underlying visual processing of material appearance can be
broadly grouped into two computations: categorization and estimation. Categorization is to assign
a specific class label to a given material, while estimation is to identify the characteristics of the
material. Our work focuses on the latter part. Our goal is to model a perceptual space to "locate" each
material sample based on its surface reflectance properties and understand its relative position within
its own class. Then we can visualize the space, interpret each dimension based on the visual clues,
and edit the appearance by navigating through the perceptual dimensions. Due to the large number
of material categories and their distinctive appearance, we narrow our study to the measured metal
related materials collected from different datasets. However, we believe the methodology proposed
in this chapter can be easily adapted to different material categories in the future.
The structure of the description is as follows. We first introduce the process of the user study to
20
Figure 3.1: Example of stimuli of our psychophysical experiment.
collect crowdsourced data using Mechanical Turk in Section 3.4. In Section 3.5, we talk about how to
learn perceptual embedding using the NMDS model with crowdsource data. We introduce GPLVM
to interpolate perceptual embedding and build perceptual space in Section 3.5. In Section 3.7, we
introduce a novel material editing interface using the proposed perceptual space . We conclude with
a discussion in Section 3.8.
3.4 Crowdsource Data Collection
In this section, we describe the design of a crowdsourcing experiment to collect user data on material
appearance perception. We adopt the 2AFC scheme to ask users to select two images out of a triplet
that has the most similar appearances.
Stimuli. We select 39 measured material data that is categorized as the metal from multiple
datasets [26, 28]. The selected data covers a large range of appearance within the metal category.
We choose the scene Havran-2 [46] to render the selected material samples since it densely samples
the incoming and outgoing light directions and maximizes the information relevant for material
appearance judgments. We use the Ennis environment map [67] for illumination and render the
stimuli with Mitsuba [68]. Since our focus is the material perception caused by surface reflectance
instead of color, we generate the achromatic stimuli by averaging the RGB channels to avoid bias for
the user study. We note that the color channels can be easily integrated in the future by tweaking the
a and b channels of the CIELAB color space, as proposed in [4, 29].
Participants. We used Amazon Mechanical Turk to recruit participants. A total of 360 paid
participants took part in our experiment. Users were not aware of the purpose of the experiment.
Procedure. We decided to use a modified 2AFC scheme instead of the ranking method used in
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[29] for our experiment, because of its simplicity and consistency in terms of providing numerical
distances between stimuli [4]. Also, the perceptual space may be multi-dimensional and cannot
be represented with a linear scale [34]. During the experiment, triplet images of the stimuli were
presented to the subjects and they were asked to select any two images that share a similar appearance.
Notice the method we used was slightly different from the traditional 2AFC where subjects only
need to select from the two alternative candidates to match the reference. Based on the feedback
from a pilot study using traditional 2AFC, we observed that subjects tend to choose randomly when
they believe the two candidates are more similar. Therefore, we add that as the third option to cover
all possible cases and avoid noise in the data.
Inspired by [33, 34], we adopted a similar adaptive sampling scheme to reduce the total number
of triplets in our experiment. Ideally, 39 different stimuli yield around 30k comparisons, which
would require a total of 150k responses if each comparison is evaluated by more than 5 subjects.
However, this scale of the experiment is not feasible. Therefore, we turned to an adaptive sampling
scheme to reduce the total amount of comparison to 6k. The sampling scheme selects a batch of
triplets to maximize the information gain based on the previous iterations. In our case, we conducted
15 iterations and sampled 400 triplets for each iteration. The mean information gain reduced to 10´6
after the 15 iterations, confirming the convergence of the sampling scheme.
We conducted the experiment on Amazon Mechanical Turk. Before the subjects started the
actual experiment, they were provided with a training session that included an additional 10 triplet
test with obvious answers. Subjects who failed the training session (provided more than 2 wrong
answers) were not allowed to start the experiment. Each qualified subject was asked to finish 110
triplets (100 tests and 10 validation) in total without a time limit. The 10 validation triplets were
randomly selected from the 100 test triplets and the images were presented in a different order.
Subjects were not aware of the validation triplets. If the results from the validation triplets could not
reach 80% consistency, all test triplets from the same subject would be rejected. We introduced a
delay mechanism for each triplet: the users could only make actions three seconds after the triplet
was displayed. This mechanism makes sure that subjects take time to examine the images instead of
making fast random clicks. In the end, there were 301 out of 360 subjects who provided valid results,
yielding 30,100 responses.
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3.5 Learning Perceptual Embedding
3.5.1 Non-metric Multidimensional Scaling
Given the results from the user study, our next step is to convert the triplet comparison into a low-
dimensional embedding for each material sample that correctly represents the participants’ answers.
To be more specific, the Euclidean distance between the embedding of each BRDF should represent
the perceptual distance obtained from the triplet comparisons. Therefore we seek a solution using
multidimensional scaling techniques to solve the problem. It is worth noting that Lagunas et al. [34]
propose a learning-based solution to extract 128 dimension feature vectors from triplet comparisons
to predict the perceptual similarity between material appearance. However, their solution does not fit
into our framework since we cannot interpret and edit the high-dimensional features intuitively.
Inspired by the work proposed in [4, 69], we decided to use the Non-metric MDS (NMDS) to
evaluate the triplet comparison. We will briefly introduce our algorithm and implementation. The
detailed proof can be found in the original NMDS paper.
We start from the triplet pi, j,kq representing the indices of material samples answered by subjects
in our user study. We denote xi as the embedding for a material sample i, the matrix X as embedding
coordinates for all the material samples, and Di, j as the distance between the embedding of i and j.
Given a triplet comparison from the subject, we can have
S1 “ tpi, j,kq|Di, j ă Di,ku
S2 “ tpi, j,kq|Di, j ă D j,ku
(3.1)
Since each triplet is evaluated by at least 5 subjects in our experiment, we allow inconsistencies
and repetitions between the set S. We can use the square of the distance to replace the original one
since the distance is non-negative. We define the Euclidean distance using the Gram matrix K “ X T X
as follows:






i x j` x
T
j x j
“ K ii´2K i j`K j j
(3.2)
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Ki j represents the element in row i and column j from the Gram matrix K. Therefore, we can
represent the inequality from a set S as
D2i, j ă D
2
j,k
K ii´2K i j`K j j ă K j j´2K jk`K kk
K ii´2K i j`K j j`1ď K j j´2K jk`K kk
(3.3)
We obtain the third inequality by converting the second inequality from a strict one to a non-strict
one. We can choose any other constant number to finish the conversion and it will only lead to a
uniform scaling of the embedding. Therefore we use this constant to remove the scaling ambiguity.
Due to the rotation invariant property of the Gram matrix, we do not need to worry about the
rotation ambiguity. However we still need to add constraints to eliminate the translation ambiguity.
















Therefore we can transform the constraint of the embedding to the Gram matrix.
Our goal is to find low-dimensional embedding from the triplet. The dimensionality of the
embedding is the same as the rank of the matrix X , and also equals to the rank of the Gram matrix K .






@pi, j,kq P S K kk´K ii`2K i j´2K jk ě 1






To handle the inconsistent results from the same triplet, we follow the method proposed in
[69] to introduce slack variables ξi jk in every inequality constraint, which allows for violations
of the inequality and augments the objective function to minimize the total violation. Also, we
introduce λ to control the trade-off between the violation and the rank of the matrix. To deal with
the non-convexity of the objective function, we relax the rank function to its convex envelope, the







@pi, j,kq P S K kk´K ii`2K i j´2K jk ě 1´ξi jk





ξi jk ě 0
(3.6)
Once the optimization is finished, we can compute the embedding from the Gram matrix K by
applying the eigen-decomposition:
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As for implementation, We use Matlab with the SeDuMi solver [70] to solve the optimization
problem. The SeDuMi is a convex optimization solver that is designed to solve semi-definite
problems. The average convergence time for our optimization problem is around 200 seconds on a
standard PC with an AMD Ryzen 7 1700X 8-core CPU and 16 GB RAM.
3.5.2 Model Selection
In this section, we want to evaluate the choice of λ and the dimension of the embedding. λ represents
a tradeoff between the rank of the Gram matrix K and the number of violations in the triplets due to
the conflict responses from different subjects.
We conduct cross-validation to perform the model selection and evaluate the influence of λ on
the inference accuracy. We split the subjects’ responses into the training set and validation set by
the ratio of 4:1. We apply the cross-validation 10 times for each value of the λ from 0 to 100. For
evaluation purposes, we define the error of each model as the percentage of mismatches between
the inference results and the majority user response of the corresponding triplet comparison. Fig.
3.2 demonstrates the average training and validation errors over 10 cross-validation experiment for
different λ values. We expect to see the training error monotonically increases with the λ because
larger λ means the optimization focuses on reducing the rank of the matrix K and allows more
violations to happen. When the λ “ 100, the optimized rank of matrix K is 2. However, when the
λ “ 0, the optimization entirely focuses on reducing the number of violations, leading to smaller
training errors. But the average rank of the matrix K is 32, which means possible overfitting. Also,
this is not consistent with our goal of building a low-dimensional embedding. The validation error
first decreases and then increases. The error reaches the minimum point at λ “ 26, representing the
model that has the best generalization performance to deal with the violations. At this point, the
first four dimensions of the embedding have 99.2% of the variance compared with all dimensions,
indicating that we can build a 4D perceptual space.
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Figure 3.2: Training and testing errors (percentage of violation) for different λ in Cross validation.
3.6 Building A Perceptual Space
The perceptual embedding we have learned from the user responses provides the coordinates of
measured material samples on a 4D perceptual manifold. However, they are discrete and separated.
We want to define a continuous perpetual space that can map any coordinates on the manifold to
the reflectance data. In this section, we talk about how to achieve this by interpolating the material
samples with GPLVM and analyze each interpolated dimension of the perceptual space.
3.6.1 Perpetual Interpolation Using GPLVM
We use GPLVM as a regression model that takes as input the perceptual coordinates and outputs the
4M measured BRDF data in the same format as the MERL dataset. The advantages of using GPLVM
can be summarized as follows:
• It provides a non-linear mapping between low-dimensional latent space and high-dimensional
data.
• It provides a uniform linear interpolation for the data, regardless of the choice of latent variables
and their dimension.
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• The interpolated data is continuous as long as the covariance/kernel function used in the
Gaussian Process is continuous.
We use the GPLVM model introduced in [32] to perform the perpetual interpolation. For the
mathematical proofs and derivation of GPLVM please refer to [71]. In our case, we denote Z PRNˆ4M
to be the matrix of the measured BRDF data used as stimuli in our experiment and N “ 39. We use
matrix X P RNˆ4 to represent the optimized 4D perceptual embedding computed from the NMDS.









v˚ “ rcpx0,x˚q,cpx1,x˚q, ...cpxN´1,x˚qsT
(3.8)
Although bx˚ is non-linear with respect to the perceptual embedding, the extrapolated data
is still linear for the measured BRDF data Z . V is the covariance matrix whose elements are
Vi j “ cpxi,x jq @Vi j P V . c is the kernel function that can be specified by the user and is key to
modeling the non-linearity of the underlying function. Following [32], we define c as a shifted
squared exponential function because of its smoothness and local support, which leads to smooth
transitions for the predicted BRDFs.
cpx,x1q “ µδ px,x1q` e
´||x´x1||2
2l2 (3.9)
where l and µ are hyperparameters that correspond to the characteristic length scale and noise-
filtering parameter respectively. According to [71], a high value for l leads to a smoother function,
and a small value for µ can significantly improve numerical stability for inverting K. Based on the
analysis proposed in [32], we set l “ 1 and µ “ 10´4.
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Figure 3.3: Visualization of each perceptual dimension that is interpolated using GPLVM.
3.6.2 Visualization and Analysis
For visualization, we continuously interpolate BRDFs along each perceptual dimension using
GPLVM and render their appearance. To be more specific, the perceptual coordinates of the 39
stimuli provides a bounding box to define the maximum and minimum value for each dimension. We
interpolate one dimension at a time and fix the coordinates of the other three dimensions at the center
for better visualization. We demonstrate the results in Fig. 3.3
The images on each row depict how the BRDFs vary with the increase of a specific perceptual
coordinate. For Axis 1, the major variation is the specularity. The highlight becomes sharper and
the whole appearance turns to be even more glossy. For Axis 2, we can observe the changes in the
greasing angles. The edge of the sphere changes from bright to dark as the increase of Axis 2. Axis 3
captures the specular shape and anisotropy. Notice the vertical part of the highlight starts from the
clear and regular dot and ends up as stretchy lines. The variation for Axis 4 depicts the increase of
the diffuse part while maintains the shape and intensity of the specular part.
Notice that the components of the perceptual coordinates are in the decreasing order of the
variance computed from the Gram matrix K , which represents the importance of each dimension in
terms of explaining the perceptual space. In our case, Axis 1 is the most important dimension that
explains how humans perceive the appearances of the stimuli, and Axis 4 is the least important one.
This result provides some interesting insights that align with our intuition on how humans perceive
different characteristics of the metal materials. The changes of shininess and glossiness in Axis 1
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Figure 3.4: BRDF-slices of the first 5 principal components of the 39 metal BRDF stimuli and a
slice reference.
demonstrates that humans are most sensitive to the intensity of highlights when recognizing metal
materials. The second important thing is the reflectance caused by the Fresnel effect, which can
be explained by human sensitivity towards the edge of an object. In comparison, the appearance
variation displayed in Axis 3 is less significant compared with the first two, indicating that the
shape of the highlight and anisotropy are subtle clues for human perception. The results in Axis
4 show that when the highlight remains the same, the appearance change of the rest part does
not make a significant difference in perception, which further demonstrates the importance of the
highlight. However, we also want to mention that the last observation could possibly happen for
recognizing metal materials only since all the materials used for stimuli are glossy to some extent,
which overshadows the influence of the diffuse component.
We also want to demonstrate the proposed perceptual embedding is consistent with the low-
dimensional embedding of the BRDF data. We compute the PCA of our 39 stimuli using the
method presented in [57] and visualize the scaled first 5 principal components in 2D slice [72]. Fig.
3.4 shows the results. As we can see that the interpreted meaning of each principal components
and their importance coincide with our perceptual embedding. This result further convinces the
consistency of the underlying embedding between our perceptual model and physical reflectance
data. However, it is worth mentioning that we cannot directly map the perceptual embedding to
the first 5 principal components of the BRDFs using GPLVM and then apply reconstruction, since
the first 5 PC cannot fully reconstruct the original appearance, especially for materials with high
specularity and anisotropicity. Fig. 3.5 shows an example. Also, we do not notice a significant visual
difference between our method and mapping to high dimensional PC (such as 35D).
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Reference Ours PCA
Figure 3.5: Comparison between our method and mapping perceptual embedding to the first 5
principle components and then perform reconstruction.
3.7 Perceptual Editing Interface
With the proposed perceptual space, our next step is to build an intuitive material editing prototype
that can take advantage of the low-dimensional embedding. In contrast to previous material editing
interfaces, we do not want to represent each dimension with a single word that users may interpret in
different ways. Even the words that are used to describe physical attributes of materials (such as spec-
ularity, roughness, etc) may be abstract for novice users, and may be ambiguous due to their different
meanings and interpretations for different analytical BRDF models. For perceptual dimensions, it is
even more difficult to find ubiquitous and intuitive words to interpret them. Traditional methods rely
on fitting the perceptual dimensions with physical attributes, but this could lead to ambiguity and
inconsistency.
Inspired by the image navigation interface proposed by [52], we want to use the appearance
variation to define each perceptual dimension. To be more specific, for each dimension, we present
to users a series of images with variations corresponding to the uniform steps in our perceptual space.
By observing the image variation, users are expected to understand and interpret each perceptual
dimension by themselves. However, according to the results from the user study [1], we know that
compared with the sliders, users have relatively poor performances using the interface with only
image navigation in material editing. Therefore, we propose a trade-off solution that combines the
image-navigation with sliders to create an intuitive editing interface.
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Figure 3.6: Example of our proposed user interface.
3.7.1 Interface Overview
Fig. 3.6 gives an example of our user interface, which includes three sections: image navigation
(left), sliders (middle) and utilities (right).
The image navigation section provides a 4ˆ5 image grid, and each row represents the variation
of the increasing value for the corresponding axis. For example, there are 5 different variations to
demonstrate how the material appearance can vary along the first axis, and their coordinates of the
first axis are increasing from left to right. The other three coordinates for all the 5 images on the
first row are fixed for the other 3 axes. There is no direct correlation between the images on the
same column but different rows, except the middle column, which represents the users’ currently
selected material. Once an image is selected, it will be presented in the center of each row, and the
rest of the images in the grid will be updated iteratively. We provide different step sizes to control
the granularity of differences between two adjacent materials on the same row. The 4 axes in our
interface represent the 4-dimensional perceptual space. Given this interface, users can navigate
through the entire perceptual space incrementally and iteratively. Essentially, it is a simplified 1D
version of the original 2D image navigation reported in [52]. However, we believe this simplification
is necessary since with the help of the sliders users do not need to deal with axes selection, which is
the most confusing part that makes the original image navigation less effective according to [1].
We also provide users with a slider to help them quickly locate the desired material and fine-tune
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its appearance. The slider and image navigation are codependent: changes on either one will lead to
the update on the other one. The design concept is to provide users more options and information to
interact with the material in a straightforward manner. For example, users can drag sliders to quickly
visualize the changes along each axis and directly select the desired images from the grid.
For the utility section, users can visualize their current selected material on the right. For
evaluation purposes, we also present a target material appearance for appearance matching tasks. We
also provide redo and undo features to help users restore a previous or forward state of the design.
3.8 Discussion and Conclusion
In this chapter, we have proposed and analyzed a low-dimensional perceptual space for measured
metal materials. Our study covers diverse material appearances collected from different datasets. We
have conducted a large-scale psychophysical user study and gathered over 30K valid answers from
360 participants. We evaluated the responses using an NMDS model to extract perceptual embedding
for each material sample. We map the perceptual embedding to the reflectance data using GPLVM to
interpolate the BRDFs, which provides a continuous perpetual space for appearance editing. We have
further designed and implemented a novel intuitive material editing interface that takes advantage of
the proposed perceptual model.
There are a few limitations in our study and there is future work needed. The first limitation is
the material category. As we have discussed in previous sections, we only focus on understanding
human perception of metal materials in this work due to their special visual appearance. We could
have incorporated more materials with different categories into our study but that would introduce
noise for the embedding. In fact, a key advantage of our flexible methodology is that it can be applied
to different types of materials (such as plastic and cloth, etc.) and we can build individual perceptual
spaces with unique attributes for each material category, which we believe will provide more insights
on material recognition and perception. Another limitation is the small size of the measured BRDF
datasets. Even though we have covered a large range of metal materials, there are still many more
materials that display unique appearance in real life. With the emergence of new material acquisition
and capture techniques, we hope to introduce more metal BRDF and SVBRDF into our study in
the future. And last, we hope our proposed editing interface could inspire additional research on
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intuitive material design and interaction. The paradigm of material editing is similar to color picking
but with more complexity and high dimensionality. However, few efforts have been made to improve
the intuitiveness and accuracy of the interface for material editing.
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Chapter 4
The Role of Subsurface Scattering in
Glossiness Perception
4.1 Introduction
In this chapter we consider attributes that are typically presented for adjustment in material appearance
editors. For an intuitive editor the attributes should be easily recognized and should be independently
adjustable. In particular we consider whether the attributes of gloss and translucency can be
considered as independent perceptual attributes for editing.
Humans are adept at identification of materials [73, 74] and can easily characterize their appear-
ance [42, 73]. A typical human with a normal vision does not need much effort or prior training to
tell the difference between shiny and matte objects, or whether a material transmits light. Assessment
of material appearance has a vital importance in our daily lives - just by visual inspection, we
know whether food is edible or spoiled, whether the road is slippery or not. Tactile expectations
derived from the visual appearance can guide our haptic interaction with the surrounding objects
- for instance, we touch glossy, transparent crystal-looking objects with more care than we do for
jelly-looking, matte objects expecting the latter to be soft and elastic, while the former is deduced
to be fragile. How the human visual system (HVS) calculates these appearance properties from the
physical stimulus is far from being fully understood. Comprehending the physical processes and
inverting optics [75], as well as the calculation of image statistics by our brain [76] have been named
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Figure 4.1: Examples of materials and shapes used in the study of the impact of subsurface scattering
on gloss.
among the potential explanations, both criticized on several grounds [31, 77, 37].
Gloss is among the most important visual attributes of a material [78, 79]. It is usually associated
with shininess [80] due to the specular reflection and is formally defined as an "angular selectivity of
reflectance, involving surface reflected light, responsible for the degree to which reflected highlights
or images of objects may be seen as superimposed on a surface" in the ASTM Standard Terminology
of Appearance [81]. The six distinct dimensions of gloss: specular gloss, contrast gloss, distinctness-
of-reflected-image gloss, absence-of-bloom gloss, absence-of-surface-texture gloss, and sheen, have
been proposed by Hunter et al. [82] back in 1937. Since then, gloss has been accepted as a
surface-related quality and perception of gloss has been studied in the context of surface scattering
models [5, 4, 83]. Various image cues have been proposed to be used by the HVS for gloss perception
(for instance, the total area covered by specular reflections, contrast between specular reflections and
surrounding areas, the sharpness of the edges of the specular regions [84, 85]). Although it has been
demonstrated that shape and illumination co-vary with the image cues proposedly used for gloss
estimation [85], these cues can also be affected by the subsurface light transport.
Traditionally, the studies addressing gloss perception have been limited to surface reflection and
fully opaque media (e.g. [5, 4, 83, 86, 87, 88, 89, 84, 85, 67, 90, 47, 91]), while a lot of materials
we interact with on a daily basis, are both glossy and light-transmissive - water, glass, marble, or
human skin can be named among many. The knowledge about the peculiarities of gloss perception
on transparent and translucent materials is very limited.
In this chapter, we hypothesize that subsurface scattering impacts glossiness perception. The
hypothesis is reasoned from the following notions:
1. Due to the limited dynamic range and poor capability of the HVS to comprehend and invert
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the complex optical path of the light [31], human observers might have difficulty unmixing
transmitted and surface-reflected light. Hence, caustics, direct transmission or volume scatter-
ing can be mistaken for specular reflections. Imagine a transparent crystal vase with a complex
shape. It shines, has sparkles and highly luminant areas. Is it possible to tell whether the
highlights are due to the reflection, direct transmission or subsurface scattering of light? Do
not all these shiny parts evoke a feel of glossiness regardless of their origin?
2. It has been demonstrated that darker objects look glossier than lighter ones [5, 83] due to higher
contrast between specular and diffusely-reflecting areas (Hunter’s contrast gloss [82]). As
volume scattering and absorption can impact the contrast between specular and non-specular
areas, they might also impact apparent gloss.
3. Observation of the mirror-like reflection image on the surface has been identified to be a strong
glossiness cue [80] (Hunter’s distinctness-of-reflected-image gloss). While it has been thought
to be correlated with surface roughness only [5], the distinctness of the reflected image can be
dependent on light transmission properties as well. The same applies to the sharpness of the
highlights, which is another glossiness cue [84, 85].
4. Subsurface light transport can influence the size of the highlights on complex-shaped objects. It
has been demonstrated multiple times that the size of the highlights is correlated with perceived
glossiness [92, 84, 85, 93].
5. For transparent objects, as the transmitted and reflected light integrate, overall luminance
reaching the human retina is higher and the object shines more [42, 80]. Overall shine as an
inherent characteristic for gloss, might evoke a perception of glossiness.
6. Finally, caustics and light transmission might facilitate material identification. If a stimulus is
associated with a familiar, usually glossy material, the expectations about this material can
impact the perception of glossiness [94].
In order to test this hypothesis, we have conducted a series of pair-comparison experiments. In
the first (pilot) experiment, we studied how surface and subsurface scattering affect gloss perception
on the example of spherical objects. The results of the pilot experiment have indicated that the impact
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of subsurface scattering on gloss varies among different levels of microfacet-scale surface roughness.
This can be explained by the fact that glossiness cues vary dramatically between mirror-like and
Lambertian-like surfaces [82, 86, 90]. We have interviewed several participants (members of our
lab) in the pilot study. They noted that if the shape of the stimulus were different, it could have
affected their answers. This correlation was deemed reasonable by us, as the macro-scale shape of
the object can impact translucency and subsurface light transport [31, 42, 43]. In order to investigate
further, the second experiment was arranged, studying objects with five different shapes each with
five different levels of surface roughness. We analyzed the depth and curvature of object shapes and
identified interesting trends in how the contribution of subsurface scattering to gloss varies among
object shapes. Our contributions in this chapter are the following:
• We experimentally test the hypothesis that subsurface scattering impacts gloss perception for
materials with identical shape and identical surface scattering.
• We identify whether the contribution of subsurface scattering to the glossiness perception
varies among different macro-scale and micro-scale (microfacet-level) shapes, and characterize
this impact qualitatively.
• We discuss the need for inclusion of subsurface scattering in future studies, opening a new
avenue in gloss perception research.
The chapter is organized as follows: in Section 4.2, we summarize the related work. In
Sections 4.3-4.4, we present the two experiments and their results, respectively, followed by the
Discussion section (Section 4.5). Finally, we summarize the conclusions and overview the open
points for future work.
4.2 Related Work
The perception of gloss and translucency has attracted scholarly interest in vision, psychology and
computer graphics alike. While substantial progress has been achieved on both topics, the two
attributes have usually been studied separately from each other.
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4.2.1 Gloss perception
One of the most widely discussed hypotheses about gloss perception is that the HVS calculates
skewness of luminance histogram or a similar measure of asymmetry when assessing gloss [76, 95,
96]. Interestingly, many glossy objects have positively skewed histograms. However, it has been
shown by Anderson et al. [97] that non-glossy images can also produce similar histograms and
image statistics do not fully explain the complex neurophysiological processes of gloss perception
(e.g. [77, 98, 96]). Other widely studied image metrics that are proposedly related to gloss are
contrast [5, 83, 84, 85], sharpness [5, 84, 85] and coverage area [92, 84, 85, 93] of the highlights.
The glossiness of a given material has been demonstrated not to be constant and can vary to a great
extent, e.g. across different shapes [47, 99, 84]. In some particular cases, even Lambertian surfaces
are capable of evoking gloss perception [90, 86, 100]. Gloss has been shown also to be impacted by
illumination geometry [67, 99], motion [89, 101, 51] and color [102, 89]. Pellacini et al. [5] have
used multidimensional scaling (MDS) and identified two perceptual dimensions of gloss that are
similar to contrast and distinctness-of-image. They conclude that "darker objects look glossier than
lighter ones". Wills et al. [4] tried to embed bidirectional reflectance distribution functions (BRDFs)
into the perceptual space. These perceptual dimensions have been modeled with physical material
properties in Ward’s reflectance model [20], ignoring subsurface light transport. Toscani et al. [91]
have recently proposed that surface reflection has at least three perceptual dimensions: lightness,
gloss, and metallicity. However, the authors did not address how these dimensions behave on highly
transparent and translucent media.
4.2.2 Translucency perception
Translucent appearance is a result of subsurface scattering for the materials where the light can
penetrate into the volume. Although Chadwick et al. [103] have reported yet imperfect still reasonable
perceptual unmixing of absorption and scattering by humans in "milky tea" images, Fleming et
al. [31] argued that the HVS has poor ability to reconstruct complex processes of light and matter
interaction and instead it relies on simple image cues to perceive translucency. These cues co-vary
with various properties of an object. Image cues as well as the amount of light exiting the volume
depend on the shape complexity and thickness of a given object. For instance, it has been shown
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that sharp geometric details of the object impact apparent translucency [104] and the other way
round, translucency affects perception of geometric edge sharpness [105]. Sawayama et al. [106]
have reported that "sensitivity to translucent discrimination was high when the object has rugged
surfaces". Furthermore, Gigilashvili et al. [42] have observed that objects with thin parts look more
translucent and that the HVS is more sensitive to translucency differences when an object has thin
parts Gigilashvili et al. [43]. Nagai et al. [107] discussed luminance statistics of potential "hot spot"
image regions that are especially informative about translucency. Later, particularly edges have been
proposed to contain a vital portion of the information for translucency assessment Gkioulekas et
al. [41]. Similar to gloss, the translucency of a material is not constant either. It has been shown to
be dependent on the illumination geometry [108, 109] and shape [42, 31]. Gkioulekas et al. [30]
have examined translucent appearance in the context of computer graphics and found that the phase
function of volume scattering affects translucent appearance.
4.2.3 Impact of translucency on gloss
Gigilashvili et al. [42] reported no significant differences in gloss perception of five physical spherical
objects with identical surface roughness but different translucency and color. The authors revisited
the study in [80] and after analyzing the observer interviews, they discovered that different people
rely on different cues. The authors have identified three groups of people with different approaches
to solve the gloss-based ranking task. While objects with identical surface were automatically
considered equally glossy by some subjects, two other groups used different cues for ranking, either
overall shininess of the object - mostly present in transparent and translucent spheres, or distinctness-
of-image and contrast - that were higher for more opaque ones. When the experiment was conducted
using complex-shaped objects instead of spherical ones [80], the majority of the observers considered
translucent objects glossier than their opaque counterparts. The authors hypothesize that this happens
due to the complex shape, which generated more caustics and back-reflections for translucent and
transparent materials, while lacking distinctness-of-image for the opaque ones. They refer to the
reasoning by Fleming et al. [31] about poor optics inversion ability of the HVS and propose that
subjects might have mistaken caustics for specular reflections. If that is possible for physical objects
during direct interaction, confusion can be even larger in computer graphics, where haptic interaction
is impossible and tactile information is absent. It is worth mentioning that these works have been
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primarily of a qualitative nature. To the best of our knowledge, this is the first work quantitatively
evaluating the impact of translucency on gloss.
4.3 Experiment 1: Pilot Study
4.3.1 Methodology
Objectives
The objectives of this experiment are two-fold: firstly, we test a hypothesis that subsurface scattering
impacts gloss perception when surface scattering and object shape are identical; secondly, we observe
how surface and subsurface scattering impact perceived gloss together.
Stimuli
We began our study by considering different scenes to use for our experiments. For illumination, we
followed the previous work [30] using the side-lighting by rotating the environment map provided by
Mitsuba [68] to a proper angle. We created synthetic images of spherical objects using a physically-
based rendering in Mitsuba. Spheres have been widely used in the past for studying gloss perception
(e.g. [5, 83, 42, 110, 67]). For surface reflectance, we used an isotropic rough dielectric microfacet
model with the Beckmann distribution [68]. The model is defined by roughness alpha (the root
mean square slope of microfacets) and an index of refraction IOR. As we restrict our attention
to subsurface scattering effects, we use a fixed IOR of 1.5 which is typical for translucent media
such as glass, wax and polymeric materials [111, 112]. All objects were placed on a Lambertian
checkerboard. The experiment was conducted in two rounds: since our primary goal was to explore
whether subsurface light transport influences gloss perception, in the first round we compared objects
with an identical surface roughness parameter (also referred to as alpha) and different parameters of
subsurface scattering. In order to explore how the impact of volume scattering on gloss perception
varies among the different levels of surface roughness, we have repeated the experiment for the
different alphas separately. In the second round, we compared the stimuli with different alphas. We
select roughness from the set t0,0.05,0.1,0.25,0.5u to cover a wide range of surface reflectance
behavior. Some of the stimuli are illustrated in Fig. 4.2-4.3.
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Figure 4.2: Sphere examples with the same surface roughness but different subsurface scattering
properties.
Figure 4.3: Sphere examples with the same subsurface scattering properties but different surface
roughness.
We used a homogeneous isotropic subsurface scattering model to simulate the translucent
appearances. For this pilot we assume an isotropic phase function and wavelength-independent
scattering and absorption for subsurface light transport. The subsurface scattering parameters are the
extinction coefficient σt and albedo. For the extinction coefficient, we found through experimentation
that increasing σt over 10 does not yield significant differences in appearance for our shape because
the material becomes opaque. Therefore, we selected σt P t0,0.1,0.5,1,2,3,4,5,10u. For albedo
we selected albedo P t0.01,0.1, 0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,0.95u. Such a dense sampling of
parameters covers a wide range of appearance but would require an enormous number of comparisons
to be evaluated. Many pairs of parameter values lead to indistinguishable appearances, which are
redundant for the user study. To select a smaller set of parameter combinations for stimuli with the
same surface reflectance, we used the K-means clustering algorithm to find six distinctive clusters
based on different subsurface scattering parameters. We used the averaged Euclidean distance of
pixels from the rendered images as a metric to perform K-means clustering. We have explored
other clustering algorithms, such as affinity propagation [113], but K-means has provided the best
clustering results according to the silhouette coefficient. We used the cluster center as our stimulus
for the user study. Since the K-means has been conducted separately on different groups of surface
roughness, the cluster centers were not identical for all surface roughness levels. The variation in the
cluster centers was small, however, and so we selected identical subsurface scattering parameters
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for all levels of surface roughness. 30 different stimuli were used in total (5 different levels of
surface roughness and 6 different combinations of σt and albedo). We used the volumetric path
tracing integrator of Mitsuba to render the stimuli with 512ˆ512 pixel resolution and 16384 samples
per pixel. The tonemapped (clipped) low dynamic range images have been used to ensure the
compatibility with the user displays.
Experimental Design
We considered two different designs of 2 alternative forced-choice task: either displaying two stimuli
and asking the subjects (also referred to as users) to select a glossier stimulus, or displaying three
stimuli and asking to select two stimuli closer to each other in terms of gloss (a setup similar to
Wills et al. [4]). We ran a preliminary study with both designs. 8 members of our lab completed
the tasks and participated in informal post-experiment interviews. 7 subjects out of 8 mentioned
that selecting a glossier stimulus between the two was an easier task than comparing the three by
similarity. They also admitted that oftentimes they had found it difficult to isolate gloss from total
appearance and were tempted to judge similarity by overall appearance or lightness. Therefore, we
selected the former option for the task design.
First, we conducted separate paired-comparison experiments for each level of alpha. The users
were shown two spherical objects with the same surface roughness and different subsurface scattering
parameters. They were asked to select the one with a glossier appearance. The proper command
of English among subjects was ensured with the Amazon Mechanical Turk average approval rate
filter (see section 4.3.1). Only the users with a positive track record of similar tasks were allowed
to participate. The following instruction was given to them: "Select the image with the glossier
object." No further definition or guidance was provided. The reason for abstaining from a definition
is the following: any particular definition for gloss could have biased subjects’ decisions. For
instance, as mentioned above, the ASTM Standard Terminology of Appearance [81] defines gloss
as "angular selectivity of reflectance, involving surface reflected light, responsible for the degree to
which reflected highlights or images of objects may be seen as superimposed on a surface." Reference
to the definition that highlights gloss as a reflectance property might have had an implication for
some subjects that subsurface scattering effects should be ignored. This contradicts the objective of
this experiment. The research objective of this study was the identification of the factors impacting
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the overall sensation of gloss, not the psychometric measurement of an internal function for a given
visual cue. It is worth mentioning that seminal works on gloss perception (e.g. [5, 4]) usually have
no mention that the term was defined for the subjects, unless the objective is a psychophysical
measurement of a particular, explicit cue (such as specular contrast and specular sharpness in [85]).
There was no time limit for each trial. Each user was asked to complete 100 trials in random
order, of which 75 were unique trials (6 different materials yield 15 trials for each roughness level,
totalling to 15ˆ5) and 25 were repeated trials with images in reverse order. We used the repeated
trials to assess intra-rater reliability by counting the number of pairs (out of 25) the subject selected
the same stimulus on both trials. We designed our system with a delay mechanism: the users could
only select the candidate image two seconds after the pair was displayed. This mechanism makes
sure that users take time to examine the images.
To understand how surface reflectance and volume scattering influence gloss perception together,
we conducted a second round of paired-comparison experiments, where the two candidate images
had different surface roughness. Instead of dividing the 30 stimuli into 5 groups and conducting
experiments separately for each roughness level, this time the users had to compare the stimuli from
different roughness groups, yielding 360 unique pairs in total (each of the 30 stimuli was compared
with other 24 stimuli of different alpha; from the first round of the experiment we already had the data
for the objects with the same alpha). 25% of the pairs were shown twice for controlling intra-rater
reliability.
Analysis: Hypothesis testing
We formulate a null hypothesis that subsurface light transport has no impact on gloss perception.
In order to test the null hypothesis, we conducted Binomial exact statistical significance tests, as
our outcome is binary. Under the null hypothesis, the expected probability of each stimulus being
considered glossier is 0.50. We assess observed frequencies and calculate the probability of observing
those frequency values when the null hypothesis is true. As it is not important at this stage which of
the two stimuli is glossier (we just want to show that subsurface scattering makes them look different
in terms of gloss), we conduct a two-tailed test - i.e. it does not matter whether the observed frequency
is larger or smaller than the expected one. If the probability of observing given frequencies is less
than 0.05 under the null hypothesis, the difference is deemed significant and the null hypothesis is
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rejected. In order to avoid falsely rejecting the null hypothesis due to multiple testing (type I error),
we applied Holm-Bonferroni [114] correction to the data.
Analysis: Z-scores
A further method to analyze the pair-comparison data is Z-scores (Standard scores) [115, 116]. It
is based on Thurstone’s law of comparative judgment [117] - assuming that each sample has a
quality that is being assessed by a subject and these qualities are Gaussian random variables. Each
time a subject compares the two samples, realizations from both random variables are drawn and
compared, selecting the one with higher quality. The probability of selecting a given option is found
using the standard normal cumulative distribution function (CDF). The inverse CDF of the standard
normal is a Z-score showing how many standard deviations away is a given option from the mean.
Usually, Thurstone’s simplified Case V model is used assuming that all samples are independent and
have equal variance [116]. For all samples we present the mean Z-scores and their 95% confidence
intervals as error bars (calculated using MATLAB Colour Engineering Toolbox [118]). The mean
Z-score shows how far a given stimulus is from the mean of the set of stimuli being assessed. If the
95% confidence intervals of the Z-scores do not overlap, we can tell with 95% confidence that the
qualities of the two stimuli are significantly different.
Subjects
The sample size is found by desired statistical power, significance level and effect size for the
Binomial null hypothesis testing. The desired statistical power was set to 0.8 (the probability of
rejecting the null hypothesis when the alternative hypothesis is true) and the significance level was
set to 0.05 (the probability of falsely rejecting the null hypothesis when it is actually true). As per the
null hypothesis two stimuli are equally glossy, the expected probability is 0.5. In order to decide on
alternative proportion, two different effect size metrics [119] were used: Cohen’s g - usually used
for the cases where the expected proportion is 0.5 and simply found as a difference between the







where h is Cohen’s h (sometimes reported as an absolute value) and p1 and p2 are the two proportions.
Under an alternative proportion of 0.75, g=0.25 and h=0.52, being interpreted by Cohen [120] (cited
in [119]) as large and medium effect sizes, respectively. Thus, we set an alternative proportion to
0.75. Considering these values, the needed sample size was approximated as 29.
We conducted our experiments on Amazon Mechanical Turk (MTurk) and collected responses
from 50 users per pair. In total, around 250 subjects participated in both rounds. The users were
compensated for participation. In order to ensure the reliability of the users, two filters were applied:
firstly, only the MTurk users with an average approval rate above 50% were allowed to participate;
and secondly, the participants were ranked by their performance in the intra-rated reliability test,
i.e. by the consistency of their responses on the validation set (how many times they selected the
same stimulus in the pairs shown twice). Eventually, 30 most consistent subjects were considered
per stimuli pair, around 150 subjects in total, all of them demonstrating at least 70% consistency. In
addition to that, the results with concurrent clicks from the same IP address were discarded, because
it was impossible to calculate their intra-rater reliability and to identify how many unique subjects
were responding.
4.3.2 Results
The results for the fixed roughness experiment are shown in Fig. 4.4-4.5. Fig. 4.4 shows that the
difference is significant and the null hypothesis can be rejected for a substantial number of image
pairs. This is especially true for smooth objects. The number of pairs that are significantly different
gradually decreases, but for alpha = 0.50 it starts increasing again. While the two-tailed Binomial
tests can just tell whether the difference is significant, the Z-score plot in Fig. 4.5 illustrates which
stimuli have been deemed glossier. If the null hypothesis were true, all stimuli were expected to end
up with similar Z-scores. However, the observed trend is consistent with the Binomial tests - the
difference among some stimuli is significant and it is large for smooth objects while the difference
gradually diminishes but starts increasing again for the highest alpha. The materials either with low
σt or albedo were considered glossiest, while the ones with high albedo turned out less glossy. The
results including all comparisons among the 30 stimuli are shown in Fig. 4.6-4.7. The significance
table shows that the vast majority of the differences between different roughness levels are significant,
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Figure 4.5: Z-scores for fixed roughness experiments.
However, there are a few exceptional instances - the materials with high albedo (0.95) are not
significantly glossier than some other objects with a rougher surface (Fig. 4.6).
A clear trend is visible in Z-score plots (Fig. 4.7) - with the increase of surface roughness, the
perception of glossiness is decreasing monotonically, being consistent with the prior works [121, 87].
It is worth noting that although it is the identical data, the Z-score differences among the stimuli
within each roughness group decreases when considered together with all other stimuli (compare
Fig. 4.5 and 4.7). This can be explained by the fact that a Z-score for a given stimulus is relative
and depends on the judgment against all other stimuli in the set. Within a larger pool of stimuli and
various alphas, the subjects tend to focus more on the surface reflectance instead of the subtle effects
of subsurface light transport. All these observations demonstrate that even though the subsurface
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Figure 4.7: Z-scores for the comparisons of all 30 stimuli.
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4.3.3 Discussion
While surface roughness has a strong negative impact on gloss (being consistent with [5, 83]), for
numerous pairs of the stimuli with identical surface roughness, we have rejected the null hypothesis
and observed a significant gloss difference induced by subsurface scattering of light. The way
subsurface scattering impacts gloss perception differs among different levels of surface roughness
and changes non-monotonically.
When alpha is low and σt is high, gloss increases as the albedo decreases. With a high extinc-
tion coefficient, the subsurface light penetration is reduced, yielding appearance closer to diffuse
reflectance. This scenario can be paralleled with a diffuse component in Ward’s surface reflectance
model: decreasing the diffuse reflectance leads to glossier appearance - proposedly, due to increased
contrast, making our observations consistent with that of Pellacini et al. [5].
When the stimuli are rough (high alpha) and do not have strong glossiness cues (such as specular
highlights), caustics or the overall shinier look created by high volume scattering could potentially
be considered a glossiness cue. This might explain why people can still tell the difference between
the stimuli with high alpha in our experiments, and why Lambertian surfaces are capable of evoking
perception of glossiness [86, 87]. In general, the stimuli with low σt and alpha were selected as the
glossiest. The caustics and back-reflections from the background might be reasons for this (a similar
trend has been observed for some subjects in Gigilashvili et al. [42, 43]). Furthermore, the glass-like
appearance can also evoke a stronger perception of glossiness due to material identification and the
association with the properties of a familiar material, as proposed by Schmid et al. [94]. Several
important points have been learned from this experiment that guided the subsequent experiments:
• Since the way subsurface light transport contributes to gloss depends on the surface scattering,
we decided to study this contribution for each surface roughness level individually.
• If the change in surface scattering induced by subtle changes in microfacet slopes has a
dramatic impact on the behavior of subsurface scattering, we believe the same will be true
for macro-scale changes of the object shape. Therefore, we decided to study the contribution
of subsurface scattering for multiple different shapes individually and to compare the trends
among them.
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4.4 Experiment 2: Impact of Shape
4.4.1 Methodology
Objectives
Experiment 1 provides evidence that subsurface scattering can impact gloss perception for spherical
objects, and this impact depends on the amount of surface scattering. The objective of Experiment
2 is to quantitatively study whether subsurface scattering impacts glossiness perception in shapes
other than a sphere, and to explore qualitatively how these effects vary with the shape complexity
expressed in depth and curvature.
Stimuli
The same scene and rendering technique was used as in Experiment 1. In order to study a broad
spectrum of stimuli, we varied the same three parameters as in Experiment 1 and also the shape of
the object, where shape P tsphere,spiky sphere,Stan f ord Lucy, low resolution Lucy,cylinderu and
alpha P t0,0.05,0.1,0.25,0.5u.
The sphere had already been studied in Experiment 1, while Experiment 2 was conducted on
four new shapes. Several factors were considered when selecting the shapes: we need a shape that
differs from a sphere by surface complexity and curvature, i.e. does not have large curved areas and
does not reflect the mirror image of the environment (if you pick it up, you cannot see yourself);
has many fine details; is not compact, has thin parts that transmit light well; we selected the Lucy
from the Stanford 3D Scanning Repository STANFORD, as it satisfies these conditions and has been
used in other works for studying the appearance of translucent materials (e.g. [30]). Afterwards,
we wanted to isolate several features and selected the following objects: is as thick as a sphere but
has more complex surface geometry - spiky (bumpy) sphere; has little thickness, similar to Lucy,
has thin parts, but lacks fine details, has relatively simple surface geometry and lower curvature -
the low-resolution Lucy; the main body is as thick as that of Lucy, but lacks thin parts and has very
simple surface geometry and a very low curvature - a cylinder. The objects are illustrated in Fig. 4.8.
We defined the initial pool of subsurface scattering properties as σt P t0,0.1,0.5,1,2,3,4,5,10u
and albedo P t0.01,0.1, 0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,0.95u. We performed a clustering pro-
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Figure 4.8: Five different shapes have been studied throughout the experiment. Left to right: sphere,
spiky sphere, Stanford Lucy, low-resolution Lucy and cylinder.
cess similar to that used in Experiment 1 (described in section 4.3.1). As the clustering was
conducted for each individual shape and surface roughness, the cluster centers were not identi-
cal among them. Although the difference was negligible among the surface roughness levels, it
was substantial between the sphere and the Lucy. Therefore, we selected two sets of [σt-albedo]
pairs, tr0.1,0.5s; r1.0,0.9s; r2.0,0.6s; r3.0,0.3s; r3.0, 0.95s; r4.0,0.9su for spiky sphere (identical pa-
rameters had already been used for a sphere in Experiment 1), and tr0.5,0.8s; r1.0,0.4s; r3.0,0.4s;
r3.0,0.7s; r3.0,0.9s; r5.0,0.1su for the Lucy, low-resolution Lucy and the cylinder.
Experimental Design
The experimental design was identical to the first round of Experiment 1. The objects were compared
only with the objects of similar shape and alpha.
Analysis
Similarly to Experiment 1, Binomial tests were conducted to test the null hypotheses for each
pair, and Z-scores were calculated to assess the big picture. In addition to this, a scatter plot of
Z-scores as a function σt and albedo was plotted to identify how these individual parameters of
subsurface light transport affect gloss. Finally, we used the variance of the Z-scores and the number of
significantly different pairs for a given shape and alpha, to compare the magnitude of the subsurface
scattering impact on perceptual gloss. The shapes have been quantified in terms of depth (thickness)
and surface curvature. The 3D models were presented in dimensionless units - the radius of a
sphere was considered 1, and all other shapes were quantified relative to that. Depth was defined
as a range of coordinates in all three dimensions separately, covered by the point cloud of a given
object. Local surface curvature (Gaussian and mean) has been calculated for all points on the object
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surface [122, 123] and average values have been reported.
Subjects
The procedure was identical to Experiment 1.
4.4.2 Results
With this experiment, we wanted to answer three questions:
1. Does subsurface scattering affect gloss for object shapes other than a sphere?
2. How does the impact of subsurface scattering on gloss co-vary with surface roughness for
object shapes other than a sphere?
3. How do σt and albedo relate with the perceived glossiness and how does this differ across the
shapes?
Does subsurface scattering impact gloss?
In Experiment 1 we demonstrated with spherical objects that subsurface scattering impacts gloss
perception. The results for the Lucy are shown in Fig. 4.9-4.10. Although the results are not one-to-
one comparable with that of a sphere due to the differences in subsurface scattering parameters, the
following contradiction in the overall trends still stands out (compare with Fig. 4.4-4.5): the impact
is subtle for smooth Lucy objects and the contribution of subsurface scattering increases with alpha,
while the opposite is true for spherical objects. The null hypothesis was rejected for 13 out of 15
pairs when alpha=0.5, while it was rejected for one pair only when alpha=0. The results for the
spiky sphere and low-resolution Lucy closely follow the trends of a sphere and Lucy, respectively.
Interestingly, a cylinder was the least affected object by the change in subsurface scattering.
Impact of alpha across different shapes.
We compared the variance of the mean Z-scores, as well as the number of statistically significantly
different pairs (out of 15) for each shape and alpha. The results are shown in Fig. 4.11. As expected,
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Figure 4.10: Z-scores results for Lucy. The difference among Z-scores grows with the increase of
roughness.
higher number of significantly different pairs means that the variation in subsurface scattering leads
to larger gloss differences. The σt and albedo parameters used for rendering, although subtly, still
differ between a sphere and spiky sphere, on the one hand, and the Lucy, the low-resolution Lucy and
the cylinder, on the other hand. This makes it challenging to directly compare the results between the
two groups. However, we can still observe how the variance changes with alpha for a given shape.
For spherical objects, the impact of subsurface scattering on gloss is larger when alpha=0. The
impact gradually diminishes as alpha increases, but interestingly, the impact starts climbing again
when alpha=0.5. Conversely, the impact of subsurface scattering on Lucy-shaped objects increases
with the alpha. It is also worth noting that the cylinder remains the least affected object for all alphas.
Gloss, σt and albedo.
Till now the impact of subsurface scattering on gloss perception was discussed as a whole, single
phenomenon. However, for modeling purposes in the future, it is of vital importance to identify how








































































Figure 4.11: The variance (left) of the mean Z-scores and the number of significantly different pairs
(right).



































































































































































































Figure 4.12: Z-score as a function of the extinction coefficient (top row) and albedo (bottom). Sphere
(red circles) and Lucy (blue diamonds).





















































































Figure 4.13: Z-score results for Sphere. Larger circle diameters represent a higher mean Z-score.
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Figure 4.14: The results for Lucy. High albedo and low extinction coefficient usually yield glossier
stimuli.
and albedo for sphere and Lucy is shown in Fig. 4.12, and the mean Z-scores in the σt-albedo space
is shown in Fig. 4.13-4.14. Interestingly, for Lucy, there is a negative linear correlation between
Z-scores and σt , and a positive linear correlation between Z-scores and albedo. As for the sphere, the
albedo is negatively correlated with Z-scores when alpha is low, but it becomes positive for large
alphas. We can see on Fig. 4.13-4.14 that the increase in alpha has a negative impact on low albedo
materials for both shapes and a positive impact on high albedo ones.
4.4.3 Discussion
The object shapes come in different surface curvature and thickness (depth). The thickness of the
objects is normalized to a unit sphere radius and is shown in Table 4.1. It is an important parameter,
because the extinction coefficient is meaningful in terms of object size - the larger the distance light
needs to travel within the medium, the larger the probability of absorption and scattering is. In other
words, object depth directly impacts the appearance of the dielectric materials. This explains why
the trends are similar between a sphere and a spiky sphere, as well as Lucy and low-resolution Lucy.
Only subtle differences have been observed between a sphere and a spiky sphere, and between Lucy
and low-resolution Lucy. However, an essentially different trend has been observed in cylinders, even
though its thickness is nearly identical to the body of Lucy. This observation indicates that thickness
does not account for all differences caused by shape and surface complexity - thus, curvature should
also be considered.
Local surface curvature has been found on all points of the 3D object and an average value has
been calculated. The curvature at a given point can have a positive or a negative sign. However,
we are primarily interested in how rugged the overall surface is, and not in the directionality of the
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Table 4.1: The depth of the objects in X, Y and Z dimensions.
X Y Z
Sphere 2.00 2.00 2.00
Spiky Sphere 2.09 2.10 2.10
Lucy 0.94 1.48 2.73
Lowres. Lucy 0.88 1.48 2.68
Cylinder 0.45 0.45 1.90




Spiky Sphere 742.81 22.48
Lucy 22691.61 58.44
Lowres. Lucy 89.11 7.61
Cylinder 0 2.48
curvature, neither in convexity or concavity of the shape. Therefore, the average has been calculated
among absolute values. The curvature measure is summarized in Table 4.2. Note that both Gaussian
and mean curvatures are equal to 1 for a unit sphere, and Gaussian curvature is equal to 0 for a
cylinder. marlow et al. [85] demonstrate that the weighted average of sharpness, contrast, and size of
the highlights account for most of the variance in gloss judgements. The authors argue that these
cues are constrained by the macro-, meso-, and microscale shape of the object. For instance, specular
sharpness can vary as a function of curvature, as "specular reflections will be sharpest in image
regions that run parallel to local directions of high curvature, and will be most shallow (stretched)
along directions of low curvature." Their experiments have shown that higher curvature leads to
higher specular sharpness and contrast, thus - higher glossiness, albeit the correlation with specular
coverage is subtle. However, their findings are based on fully opaque media. Sharpness and contrast
will certainly be dependent on the light exiting the volume after subsurface light transport. The
curvature of the surface can also influence the coverage area (size of the highlights) due to subsurface
scattering, as it has been the case for high albedo Lucy in our experiment (image C in Fig. 4.15). This
indicates that their findings are not directly transferable to translucent materials. In the future work,
cross-shape comparisons are needed (e.g. sphere with Lucy) in order to identify whether objects with
higher curvature look glossier for translucent objects as well.
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Figure 4.15: Comparison between objects with identical shapes and surface roughness but different
albedo of subsurface scattering.
Interestingly, for low curvature objects, low σt materials (transparent) and materials with high
σt and low albedo (dark opaque) are considered glossiest. We conducted an additional experiment
with 15 smooth spherical objects and applied the nonclassical nonmetric multidimensional scaling
analysis (MDS) with raw user response frequency as a distance matrix. From the extracted features,
we can see that transparent low σt and dark opaque materials were placed close to each other in 2D
embedding. The same trend holds for higher dimensions. Marlow et al. [85] also see similarities
between the two types of materials and propose that similar mechanisms might be used in both cases,
as the clear image of the surrounding "inside or behind the depth" of the object body is visible in
both cases - although one is the result of direct transmission, while the other is a mirror reflection
image. The mirror reflections on dark opaque objects are intuitively associated with perceived gloss,
but the link between the background image seen-through the transparent media and gloss certainly
deserves further study.
Curvature could however explain the primary difference, as well as similarities in trends between
a sphere and a spiky sphere (although we have not compared them directly). For low alpha, a low
albedo dark opaque sphere (image A Fig. 4.16) is among the glossiest, while that is not that case
for a smooth spiky sphere made of the same material (image B Fig. 4.16). This is because the
high curvature of the spiky sphere does not permit a clear mirror reflection to be observed. On
the other hand, the transparent object is the glossiest for both shapes (images C and D Fig. 4.16).
However, the image cues differ dramatically between the two. The transmission image is not visible
for a transparent spiky sphere (image D Fig. 4.16), but the curvature of spikes produces shiny
highlights due to internal scattering (the resulting image is also affected by the limited dynamic
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Figure 4.16: Curvature influences glossiness cues - thus, the perceived relative glossiness of the
objects.
range). Similarly, the lower curvature of low-resolution Lucy makes transparent one glossiest for all
alphas, while that is not the case for Lucy, as its curvature does not permit clear transmission.
4.5 Discussion
The effect of subsurface scattering was statistically significant for numerous material pairs. This is
a clear indication that subsurface scattering is a contributing factor to perceived gloss and should
be considered in future studies on gloss perception. However, this impact differs among the object
shapes. We hypothesize that this difference comes from different image cues present in objects of
different shapes and surface roughness. For more opaque smooth spherical objects lower albedo led to
a glossier appearance. As the lower curvature of a spherical object produces a distinct reflected image
of the environment, we believe that this is a widely used cue by the HVS for glossiness perception.
The darker the object, the more distinct the reflected mirror image is. Besides, the contrast between
specular and non-specular areas is also large and the reflections stand out more. This phenomenon is
demonstrated in Fig. 4.15 - object A and B have an identical shape and surface roughness, but the
subsurface scattering albedo of A is substantially lower, which makes it easier to observe the mirror
reflection of the environment on it. This is consistent with the previous findings [5, 83]. As the
sphere becomes rougher, the reflection of the environment, as well as specular reflections, disappear
and the cues used for judgment of glossiness changes. As rough objects look all Lambertian and
non-glossy, the difference among them decreases. However, objects with higher albedo look lighter
and shinier, which could potentially become a cue for glossiness [121, 100, 86, 87]. While the
impact of alpha on gloss is monotonic, the impact of subsurface scattering is not. Qi et al. [87]
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have demonstrated the monotonic relationship between alpha and gloss, while they showed that the
contribution of meso-scale roughness is non-monotonic. Further study is needed to explain why the
impact is non-monotonic for spheres and why it starts increasing for alpha=0.5. It is interesting that
for smooth spheres, the materials with the lowest extinction coefficient looked glossiest. We have
speculated above that the presence of the transmission image inside the object can be reminiscent of
mirror reflection, while the association with familiar material (e.g. glass), as well as caustics could
have also played the role.
For Lucy-shaped objects, the opposite trend was observed. Usually, the albedo was positively
correlated with gloss, the extinction coefficient was negatively correlated, and the overall impact
was increasing with the roughness. If we inspect the Lucy-shaped images, we will see that the
surface geometry does not allow to observe a clear reflection image, neither clear specular reflections.
Subjects seemingly rely on highlighted areas that result not only from the specular reflections, but
from internal scattering and caustics as well. It is difficult to tell which highlight is a specular
reflection, which one is caustic, and which ones are produced by subsurface scattering - especially
in low dynamic range scenarios. Naturally, high albedo objects with lower extinction coefficient
produce more highlights. Refer to images C and D in Fig. 4.15. High albedo and limited dynamic
range make it challenging to tell whether the highlights of image C were produced by specular
reflections or subsurface scattering. The same task is a lot easier when the albedo is low (image D).
The size of the highlights has been shown by Marlow et al. [85] to be positively correlated with
perceived gloss. The curvature of the surface (as in the case of Lucy) can lead to large highlight areas
due to high subsurface scattering. Interestingly, all smooth objects were considered equally shiny,
while the differences between highlights start to prevail when the roughness is increased, producing
a broader range of gloss perception.
These observations are consistent with Gigilashvili et al. [80]. They observed that the impact of
translucency on gloss was different between spheres and complex female bust objects, qualitatively
similar to Lucy. They interviewed the subjects and learned that the cues used for gloss estimation
were different for different shapes, but they were also subject to individual interpretations. Further
study is needed to investigate the reasons for the dramatic difference between sphere and Lucy results.
Interestingly, the trends were similar between a sphere and a spiky sphere, as well as between Lucy
and low-resolution Lucy. We believe this is correlated with the size of the objects. First of all, spheres
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and spiky spheres cover larger field-of-view, having a more apparent reflection of the environment
than a low-resolution Lucy, which has simple surface geometry itself, but still occupies too little
space of the field of view to reflect clear images of the environment. Secondly, translucency varies
with the thickness of the object [31, 42] and the path light travels inside the volume is indeed more
similar between a sphere and a spiky sphere than between a thick sphere and thin Lucy. However,
these speculations need concrete experimental evidence. On the other hand, a cylinder is the least
affected shape by subsurface scattering. The reason for this could be the fact that its curved surface
enables a clear reflection image for all smooth ones, while the rough ones resemble in highlight
coverage cues - in the end yielding little difference among the cylinders with the same alpha.
It remains an open question exactly which image cues and which psycho-visual mechanisms
of gloss perception are affected by the subsurface scattering, and rigorous future work is needed
to answer it. Similarly to Marlow et al. [85], psychophysical studies should be conducted in the
future to measure how perceived coverage, sharpness and contrast of the highlights (or other visual
cues) co-vary with the perceived glossiness of the materials of different shapes and light transport
properties. This will help us understand the differences observed in this chapter, and the robustness of
the state-of-the-art will also be tested in the context of light-transmissive media. Moreover, particular
image statistics should be studied to quantify and model the impact of subsurface scattering on the
gloss cues in the image space. Additional interviews with the subjects could potentially help with
the identification of the most salient cues and interpreting the results. Particularly, eye tracking
experiments in the controlled conditions could provide deeper insight into the actual image cues
used for glossiness assessment. And last but not least, we believe that perceived gloss is at least two
dimensional - distinctness and contrast, as proposed by Pellacini et al. [5], being the major perceptual
dimensions of gloss, even for translucent objects. However, the model quantifying these perceptual
dimensions should include σt and albedo along with other physical parameters, to enable accurate
placement of the translucent stimuli in the perceptual gloss space. We have observed in Experiment 1
that for high σt , when the light does not penetrate deep into the volume, the processes and findings
are phenomenologically similar to Ward’s model used by pellacini et al. [5]. Multidimensional
scaling analysis (MDS) similar to [5] could reveal how σt and albedo contribute to distinctness and
contrast, given that the stimuli are sampled densely enough in σt-albedo space. With that being said,
we believe a separate embedding might be needed for each alpha, as the HVS might apply different
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internal perceptual functions to the stimuli with different roughnesses (i.e. with different gloss cues).
Our findings have very practical implications for computer graphics, perception, as well as
material appearance measurement and reproduction research. They demonstrate that when material
appearance is modelled, it should be done on the shape we are particularly interested in and gen-
eralization of the findings based on one shape or surface roughness should be taken with extreme
care. Besides, we propose that future work on gloss perception should include materials that permit
subsurface light transport and the perceptual models of gloss should be updated so that they could
account for potential contribution from subsurface scattering. Finally, gloss measurement setups
and metrological protocols should accommodate materials with various degree of subsurface light
transport.
4.6 Conclusion
We have conducted psychophysical experiments to test whether subsurface scattering contributes
to gloss perception and to characterize this impact qualitatively and quantitatively. The results
support our hypothesis and provide ample evidence that gloss perception is impacted by subsurface
scattering. The impact varies across shapes and surface roughness levels; this we believe is the result
of different low- and high-level image cues being used (by the HVS) for different shapes to assess
gloss. Our findings propose that modelling appearance should be taken with care and findings should
not be generalized to other shapes and surface scattering models. Moreover, the state-of-the-art
findings based on fully opaque materials might not be valid for transparent and translucent media.
Understanding why subsurface light transport contributes to apparent gloss and how it is used by the
HVS would be an important future direction. Eventually, in order to scrutinize the contribution of
subsurface light transport, a higher number of stimuli (ideally in HDR) will be needed to build a
complete perceptual space of gloss. We believe the future work addressing gloss perception should
not be limited to fully opaque materials and the perceptual models should account for subsurface
scattering. Rigorous work is needed in the future to identify the exact mechanisms for predicting
perceptual gloss from materials’ surface and subsurface light transport properties. We also believe our
study could raise more attention for material design applications that involve translucent materials.
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Chapter 5
Material Design in Augmented Reality
with In-Situ Visual Feedback
5.1 Introduction
Given the results of the user studies from previous chapters, we understand how humans visually
perceive different materials, which helps us to define an intuitive perceptual parameter space. Our
next step focus on how user could intuitively interact with materials during the design process.
Materials in the physical world have unique appearance properties including color, glossiness and
spatial texture. The same material may appear quite different under different illumination conditions.
Material design is the process of specifying the properties of a virtual surface so that it will have the
same appearance as a real world material in different environments. Many software packages (e.g.
Maya, Blender) provide material design interfaces. In these interfaces users specify properties with
visual feedback provided on a simple geometric form rendered with a simple background (often a
checkerboard pattern). Systems have been proposed to provide feedback by rendering more complex
geometries in more realistic environments. However, designing materials in a realistic environment
has not been studied.
This chapter represents a first step towards quantitatively evaluating the effectiveness of a real
environment for material design, by comparing it with material design in the virtual environment.
We introduce Augmented Reality (AR) into the process of defining material properties. According to
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[124], the definition of Augmented Reality is a system that (1) combines real and virtual objects in a
real environment, (2) runs interactively, and in real time; and (3) registers (aligns) real and virtual
objects with each other. Our AR-based setup allows material properties selected by the designer to
be interactively superimposed on a real 3D object against a real background. The designed materials
are rendered in the context that the users are exposed to, which helps users understand better how the
materials behave under real lighting and shading conditions. The real-time interaction of AR makes
sure that every modification made by users can be interactively viewed.
To test how AR contributes to material design, we build an AR material design prototype, where
tracking is enabled to superimpose virtual materials on test objects and lighting conditions are
estimated in real time to display material behaviors. To achieve real-time high resolution rendering,
we use GPU-based ray-tracing with an irradiance caching algorithm for global illumination. We
present a user study to compare the AR material design system with a 3D synthetic virtual material
design system. We ask users to match materials to real world target objects on the two systems, and
compare their results based on authenticity and similarity to the real materials. We want to compare
the two systems to evaluate how the real environment influences users’ behaviors during material
design process, rather than which system is superior. To achieve our goal, we simplified the AR
system to avoid bias caused by system settings.
The study consists of four parts. First, users conduct experiments matching materials. Second,
users are asked to fill in a questionnaire after they finish the experiment in order to provide subjective
feedback. Third, raters who are familiar with material design are asked to rate the designed materials
based on the similarity to the real target materials (color, intensity, reflectance behaviors and so on).
Finally, we use a light dome to measure the target materials used in the experiment and fit BRDF
models to estimate the parameters, which are compared with parameters of designed materials from
the two systems. We simplify the material design tasks so that users can focus on how the real and
virtual scenes influence the materials. The same rendering system and user interface are used in both
the systems to avoid bias.
From the objective and subjective evaluations, we observe the following:
1. Generally, users perform better on the AR material design system compared to the virtual
synthetic material design system in terms of efficiency and quality of designed materials.
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2. Users report superior experience with the AR material design system because of intuitive
interaction style, the use of real lighting conditions and the sense of immersion created by
having a realistic background.
3. Our study shows the presence of common preferences and usage patterns across users. For
example, users prefer using the color spectrum tool over sliders, and they prefer adjusting
parameters one at a time.
4. The geometry consistency (shape and orientation) between reference models and test objects
influences the process of material design.
As with any other human experiments, our conclusions apply only within the context of our user
study. However, we believe that the trend can be generalized and used for other related applications.
We anticipate that our findings will lay out the foundation for lines of research that will further
exploit the synergistic combination of AR and material design.
5.2 Related Work
5.2.1 User Study in Appearance Design
Kerr et al. conducted two user studies to evaluate different material design interfaces [1] and lighting
design interfaces [125]. They built a prototype for evaluating and comparing different interfaces
and systems involving user studies, where they defined the concept of matching trial and open trial
based on whether an exemplar should be matched, or whether the user should create a new design.
We choose the matching trial approach since we want to match the design materials to real world
materials. Rather than giving the users image exemplars however, we provide physical exemplars to
be matched.
5.2.2 Material Editing
Currently, many off-the-shelf software products provide material design features, such as Maya [2]
and Blender[3]. Existing tools provide synthetic scenes to set a context within which users design
materials. These synthetic background scenes include but are not limit to a grey or checkerboard
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background, virtual lightings and cameras, and the use of virtual primitives on which the material is
applied.
Many systems focus on editing material parameters and modifying BRDF models. Different
prototypes can be divided into three categories: physical sliders, perceptual sliders and image
navigation. Physical slider is a way to directly modify the parameters of BRDF models (e.g. diffuse,
specular) to change materials. Maya uses this method for material design. Perceptual slider is
another prototype where each parameter represents a perceptually-meaningful dimension of surface
appearance such as luminance and contrast. Pellacini et al. [5] proposed a Ward BRDF model using
perceptual parameterization. Westlund et al. [6] and Wills et al. [4] developed different measurements
for perceptual parameterizations based on the material surfaces and BRDF models. Image navigation
provides users with a group of materials with certain variations. Instead of modifying parameters,
users can browse through the materials and pick the one that is closest to their goals. Other lines of
work [65, 52] and software [66] further explored this idea and developed interfaces based on it. The
experiment results from [1] show that users perform well on both physical sliders and perceptual
sliders, but poorly on image navigation. Further, they found no significant difference on performance
between physical sliders and perceptual sliders. Therefore, we implement our interface using the
physical slider prototype.
Fleming et al. recorded in [67] that users can estimate surface reflectance properties reliably and
accurately with the help of realistic illumination, which further stresses the importance of introducing
real lighting into material design process. Following this idea, Colbert et al. [58] proposed an
intuitive painting mechanism to create physically correct BRDFs with natural environment lighting.
However, it is placed in an entirely virtual environment.
5.2.3 Material Display
Various systems have been developed to project virtual materials on real world objects. For example,
Raskar et al.[126] projected rendered images onto a real object to artificially replace the material
properties. Aliaga et al[127] proposed a system using multiple projectors to superimpose high
resolution appearance. Miyashita et al.[128] presented a material display system to overlay high
resolution materials on a physical sphere in a zoetrope using compositing and animation principles.
However, the generated materials are still rendered in an ideal synthetic scene (checkerboard in
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their system) and users cannot move the objects to see how materials change with real lighting in
different angles. All systems mentioned above work for static models and some of them are not view
dependent, which makes it difficult for the user to physically interact with the targets (e.g. move
and rotate) during material design process. Based on Raskar’s system, Bandyopadhyay produced
a movable 3D painting system[129] using projectors. To reproduce various materials, Hullin et
al.[130] proposed methods using projection mapping techniques and specialized displays. However,
objects and materials in these systems are illuminated by fixed virtual lights without adaptations to
real environments.
5.2.4 High Resolution Rendering in Augmented Reality
The traditional techniques for high resolution rendering in AR is based on rasterization, and achieve a
high rendering speed to support the interactivity of AR. There are many algorithms developed based
on this technique. For example, Irradiance Environment Mapping was proposed in [131] in order
to generate the illumination from real scenes onto virtual objects. Knecht at al.[132] and Grosch et
al.[133] developed algorithms to simulate high-quality diffuse global illumination in AR. However,
it is difficult to calculate specular effects such as reflection, refraction and caustics in high resolution
using rasterization-based rendering.
Another rendering approach is to use ray-tracing, which can achieve high resolution rendering
and accurate light transport calculations. There are many offline ray-tracing rendering algorithms
which are used in mixed reality to render virtual objects and simulate global illumination [134][135].
Although high resolution and photorealism can be achieved by these algorithms, they cannot be used
for interactive material design systems due to the low rendering speed. Kan et al. [136] implemented
an AR system using GPU based ray-tracing and photon mapping, which provides realistic and
physically correct rendering effects. We adopt their algorithm to implement the rendering pipeline of
both material design systems, since it can accurately simulate different material reflection behaviors
under real lighting conditions.
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5.2.5 Global Illumination in Mixed Reality
It is important to use global illumination in material design systems since lighting plays a significant
role in the simulation of realistic materials. A solution to fast global illumination calculation in
mixed reality with automatic 3D scene reconstruction was proposed in [137], where the Reflective
Shadow Maps [138] algorithm is used for the indirect illumination calculation. However, they only
support diffuse illumination. Many other algorithms [139][133] use preprocessing to calculate the
indirect illumination for possible directions and store the irradiance in Spherical Harmonics. Then
the irradiance can be dynamically applied in real time according to the directions of incident direct
light. However, these methods are limited since they cannot deal with non-static objects and the
preprocessing takes time due to the large irradiance volume.
Irradiance caching (IC) proposed by Ward [140] is a widely used algorithm for global illumination.
It takes advantage of spatial coherence to accurately interpolate irradiance records in sparse location.
Many algorithms have been developed based on this idea, such as IC with Neighbor Clamping
[141], where the average distance to the nearby geometry is clamped based on the distance to the
neighboring cache records, and IC with improved error metrics [142][143], which improves the
cache record placements. Kan et al.[144] developed a system using the irradiance caching algorithm
to simulate the light transport between virtual objects and real world in mixed reality. They use
rasterization to interpolate the indirect illumination between cache records and calculates the direct
light using ray-tracing, which achieves real-time rendering. Their work can efficiently simulate
physically correct reflection and refraction behaviors under various lighting conditions and we use
their algorithms to achieve global illumination.
5.3 Study Overview
5.3.1 Goal
We try to evaluate how providing visual feedback by rendering in an environment familiar to the
user influences the performance of 3D material design. To be more specific, we compare the
traditional material design in synthetic 3D virtual scenes with a new Augmented Reality material
design prototype, in order to test whether users can perform better in designing material appearances
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with the help of Augmented Reality, and in what aspects Augmented Reality can contribute to their
improvements. We mainly focus on the comparison of interaction, lighting and the authenticity of
designed materials.
5.3.2 Users
In order to draw generalized conclusions, we recruited participants who are familiar with computer
graphics and material design, as well as novice users. According to [1], novice users are capable of
designing and editing complex realistic materials. Furthermore, we want to see if different knowledge
levels in material design will lead to different results. We asked all the subjects to rate their level
of knowledge regarding material design from 1 to 5 before the experiment (1 represents extremely
unfamiliar and 5 extremely familiar). Subjects who rated themselves 1 or 2 in a certain field were
considered as novice users and viewed a small lecture to equip them with necessary knowledge.
5.3.3 Task
Since long experiments may cause fatigue, we try to balance between length and complexity of the
experiment. On the one hand, we want to complete an adequate number of trials and complex-enough
materials for editing to get meaningful results. On the other hand, we try to avoid bias and fatigue
caused by a long experiment. Therefore, we designed eight independent trials, half on the AR
material design system and half on the synthetic material design system. The total experiment length
is set as one hour per person which promises good measurements and results while keeping a low
level of fatigue. In each trial, subjects are asked to match as close as possible a material to the surface
of a real world model. The material is designed on the same geometry as the real world model. We
use the same models on both systems for ease of comparison.
5.3.4 Materials
Materials Considering that material design is time-consuming, we simplified the task by providing
only a few parameters to edit, so that subjects can focus on the different material behaviors between
real and synthetic scenes. The parameters include specularity, diffuse albedo, ambient, transparency
and shininess. Taking into account that not all subjects are experienced users in material design,
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we decided to only provide one BRDF model for the experiment and we chose Phong model for
simplicity.
5.3.5 Models and Geometries
Four different real models and geometries are chosen as targets in our study, including cubes,
cylinders and complex geometries. Tasks are arranged in increasing order of geometry and material
complexity. Matching materials to a standard cube with a diffuse surface serves as the warm-up for
the subjects, while working on complex geometries with a dark copper material is most challenging
since irregular surfaces and their unpredictable behaviors. Subjects were given the real target models
and asked to design materials on the exact same geometries on the computer. For all the cubes and
cylinders, no textures applied. Complex geometry comes with an initial texture. The real target
models are either pre-existing objects or 3D printed with painted materials.
5.3.6 Interaction
While Augmented Reality can be presented in various display systems, we stick to computer screens
as the display media for both the AR material design system and the synthetic material design system,
since we believe that the difference of display devices between AR and synthetic systems might
introduce noise and bias in the results. For the AR material design system, models with tracking
markers (Figure 5.2) are superimposed by the designed materials and rendered in the real scene.
Subjects can physically interact with the models with overlaid materials using their hands. For the
virtual synthetic material design system, the designed materials are placed in a synthetic scene with
a checkerboard background. Subjects work on the 2D screen and interact with the object via their
mouse.
5.3.7 Lighting
Lighting In the AR material design system, real world light estimate is used for simulating of global
illumination so that the material behaviors under a real environment can be generated. Users can
adjust both the light (position and orientation) and the objects to see how materials react to the
environment. For the synthetic material design system, we follow the widely used setup, where the
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Figure 5.1: Augmented Reality material design user interface and Virtual Synthetic material design
user interface.
lighting is fixed relative to the object.
5.3.8 User Interface
Both systems use the same interface for material design (Figure 5.1). For parameters such as
specularity, diffuse albedo and ambient, subjects can edit RGB channels by dragging corresponding
sliders. They can also use the spectrum with a luminance slider to directly pick colors. The luminance
changes with the RGB value. They can also modify the transparency and shininess by changing the
slider. A screenshot button helps subjects to make a screenshot for current material and a reset button
give subjects a chance to start over. After finishing the material design, subjects can use a submit
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button to automatically generate a report recording the material properties they just designed.
5.4 Experiment
We ask subjects to complete eight independent trials, during which their performances and actions
are recorded. The trials vary in the geometry of models, target materials and presence of textures.
5.4.1 Trials
We conducted pilot experiments on 5 additional subjects, the results of which are not presented in
this chapter. We also revisited the trials based on the feedback from pilot experiments.
Subjects were asked to finish all four trials on one system and then switch to the other one. The
order of the systems was balanced. We used different real world materials as targets for each trial.
We diversified the target materials by choosing materials with different properties and select different
geometries. For Trial 1, a fully saturated glossy plastic red cube was used as the target. For Trial 2,
the goal was to match a half saturated green glass cube. For Trial 3, the target was a brown cylinder
with half diffuse and half specular surface. For the last trial, a complex geometric form (a cartoon
character) with copper paint served as the target. For Trial 1 to 3, a glossy diffuse grey cube/cylinder
was provided to subjects as the initial state. For Trial 4, a virtual object with the same geometry and
texture was given to subjects at the beginning of the trial. Each trial had a fixed time limit, which
was set based on the pilot experiments. Subjects could end the trial earlier if they were satisfied with
their results.
Figure 5.2: Reference materials, test objects for AR tracking and time limits for all trials.
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5.4.2 Procedure
Procedure Sixteen subjects from different age groups and education background participated in our
study. Half considered themselves as novice users. All subjects had normal or corrected-to-normal
vision and did not suffer from color blindness. Before the experiment, novice subjects were given a
small lecture (around 15 minutes) about material design and Augmented Reality. Before they started
the experiment on each system, all subjects were given a training session to help them get familiar
with the user interface and basic operations. Only when the experimenter verified that subjects were
familiar and comfortable enough with material design and system operation could they start the
experiment. Each subject spent around one hour to finish all the trials. To avoid bias, subjects were
asked to start with one of the two systems randomly. After finishing all the trials on that system, they
switched to the other system.
As part of the experiments, we conducted three different kinds of evaluation: questionnaire,
human rating and BRDF parameter evaluation. The first two provide subjective feedback, while the
last one gives us objective comparison.
5.4.3 Questionnaire
Questionnaire After finishing all the trials, subjects completed a questionnaire immediately, where
they rated how satisfied they were with their result for each trial on a scale of 1 to 5 (1 represents worst
and 5 represents best). Subjects were also asked to rate both the systems in the following categories:
(1) lighting setup, (2) interaction style, (3) overall performance and (4) personal preference. Subjects
could also leave feedback for each system.
5.4.4 Rating
Rating We introduced 10 raters from those who were familiar with material design into our experi-
ment during the evaluation process. Their goal was to compare the authenticity of materials designed
by subjects from both systems. Raters voted for the designed materials that had better performance
(more similar to the target material and fit better in the environment) and select reasons (multiple
selections) from provided options (color, intensity under lighting, diffuse and specular behavior)
for each vote. Raters did not participate in the matching trial to prevent bias. Since our goal is to
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improve the authenticity of the materials in real environment, we used the AR system for rating.
During the rating process, all the designed materials were imported into a new real environment
(scene), which was different from the scene used for experiment. We used a new environment so that
the raters would be evaluating the similarity of the materials, rather than the similarity of a particular
view or image. Raters were blinded to the order of subjects’ results and the information on which
system produced the result.
5.4.5 BRDF Parameters Evaluation
BRDF Parameters EvaluationTo fully evaluate the authenticity of designed materials from both
systems, we first estimate the BRDF parameters of our real target materials, and then compare them
with the subject-specified BRDF parameters from the matching trials using mean squared errors.
We focus on the estimation of diffuse and specular since those parameters play important roles in
material appearances.
To estimate the BRDF parameters, we use a dome with 45 light sources. With 3D coordinates
recorded, these light sources are located on four different layers towards the center of the bottom
circle where test materials are put. The first two layers have 15 light sources each, the third layer
has 10 light sources, and the highest layer has 5 light sources. There is a camera right at the apex
of the dome to capture raw responses. We use an achromatic striped spectralon that has the pure
diffuse reflectance of 0.12, 0.25, 0.50, and 0.99 to calibrate the system. Coefficients are calculated to
represent how the response corresponds to the diffuse albedo and to compensate for the light color.
After recording 45 images for these four materials, we compute the average color of the object region
as a BRDF measurement, and then fit the Phong model to estimate the parameters of diffuse ρd ,
specular ρs. To avoid overfitting, we interactively try different shininess n and set an upper bound to
minimize the fitting error.
Similar to the method in [7], we consider each average color as a BRDF sample of the material
and we can plot 45 sampling points of response with respect to the incident angle θ for RGB channels
of each material. We assume that the specular component is not significant for light sources on the
first two layers, so we fit a pure diffuse model to estimate ρd . With ρd fixed, we use the rest data to
fit the whole Phong model with the parameters of ρs. Fitting the BRDF model can be considered as
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Figure 5.3: Example of designed materials of two subjects using different systems.
an optimization problem, and we use linear least squares in this process.
ρd “ argmin
0ăρ 1dă1





i on layer 3 and layer 4
rSpθi,φiq´Mρd ,ρ 1s ,n1pθi,φiqs
2
Where Spθi,φiq is the BRDF sample values and Mpθi,φiq represents the Phong model we want to
fit, where its subscripts are the parameters used in the Phong model. We fix the shininess at a time
so that we can separate the linear components, which improves the efficiency and stability of the
optimization, and we iterate the shininess to converge to the global minimum.
5.5 System Implementation
In this section, we describe the implementation of the AR material design system. Figure 5.4 shows
system setup.
5.5.1 System Structure
System Structure Our system includes two high resolution cameras for input, a PC for processing
and a monitor for display. One of the cameras is used for real-time video input and the other one
is used to capture the environment image for environment mapping and real world light source
estimation. For each frame, the images from both cameras are converted to HDR by using inverse
tone mapping. Image of the real scene captured by the first camera is used for marker detection to
provide the location for virtual object registration and relative camera position. The environment
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Figure 5.4: Augmented Reality system setup.
image captured by the second camera is used for environment mapping and the estimated light source
information is used to set up the virtual lighting. Then, all the calculation and estimation results are
passed to a GPU ray-tracing pipeline for rendering, the result of which is composited with real scene
images and delivered to an output device. The processing of video input (including rendering and
composition) and light source estimation run on two different threads to make sure the calculation is
fast enough for real-time interaction.
5.5.2 Rendering
Rendering To generate more realistic material appearances, we use global illumination in both the
AR material design system and the synthetic material design system. We follow the methods in the
paper[144] to use the differential irradiance caching algorithm in combination with ray-tracing to
enable multiple bounces of global illumination. Monte Carlo integration in GPU ray-tracing is used
to evaluate differential irradiance at irradiance cache records in one pass. Diffuse light transport
between virtual and real worlds can be efficiently calculated in our system to produce a high-quality
result while preserving interactivity. The NVIDIA OptiX ray-tracing engine [145] is used to take
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full advantage of parallel power of GPUs. We use GPU ray-tracing where differential irradiance is
evaluated at the locations of cache records. We calculate direct illumination and specular indirect
illumination by ray-tracing.
5.5.3 Light Estimation
Light Estimation We use a camera to capture the environment and estimate the light source to
simulate the material behavior under real lighting conditions. Following the method mentioned in
[136], we use the image-based lighting technique to estimate the real light in the environment for
AR system. After acquiring the basic lighting information, we apply adjustments to the estimated
light source based on the difference of position and orientation of the real object (markers) between
frames. The adjustment ensures that the relative position and orientation between virtual light and
virtual object remain the same with the real situation, especially when a subject physically interacts
with the real object. To reduce computational cost, we do not directly perform the transformation of
real object on the virtual object. The whole system is set up in a controlled lighting environment for
accurate light estimation.
5.5.4 Tracking
Tracking For Augmented Reality, tracking is important since it provides location and orientation for
3D virtual object registration. In our AR material design system, we use the multi-marker tracking
technique provided by ARToolKit[146]. We use multi-marker tracking instead of single-marker
tracking because we want the designed materials to entirely overlay and move smoothly with the
real object. A single marker can easily be occluded when subjects try to physically interact with
the real object. Using multi-markers, at least one marker can be detected, even if some markers are
hidden. We carefully designed and measured the location and orientation of multi-markers before the
experiment to ensure accurate tracking and material overlay.
The synthetic material design system uses the same rendering pipeline. Since the whole scene is
virtually generated with the checkerboard background, there is no need for video input, real light
estimation and tracking.
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Figure 5.5: Average time to completion for all trials over novice and experienced users (in seconds).
5.5.5 Hardware Description
Hardware Description We use a 24-inch HP Compaq LA2405wg screen with 1920 ˆ 1080 resolu-
tion for display. The systems ran on a computer with Intel Core i7 3.30GHZ CPU, 16 GB RAM and
NVidia GeForce GTX1080 GPU. The two cameras used for video input and environment map are
Logitech BRIO 4K pro and Logitech HD C615 respectively.
5.6 Results
As mentioned in Section 4, we present an analysis for the data collected from our experiment in three
different steps. First, we evaluated the data and feedback from subjects and questionnaires. Second,
we collected results from raters and analyzed the reasons they selected for each vote. Last, we
compared the subject-defined material parameters with our estimated BRDF parameters of real target
materials. We use repeated measures analysis of variance (ANOVA) [147] to compute statistical
significance. This method is appropriate to calculate correlations with within-subject factors (in
our experiment, each subject using two systems) and violates the assumption of independence in
standard one-way ANOVA. A p value represents the confidence of difference between two sample
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Figure 5.6: Average material quality rating over novice and experienced users.
groups. A p value below 0.05 indicate 95% confidence of difference.
5.6.1 Time to Completion
We recorded the time that each subject used for each trial. Subjects were usually able to finish each
trial within the time limits. Figure 5.5 shows the average time to completion for each trial over
novice and experienced users. Time to completion on synthetic system is significantly higher than
AR system for all trials (p < 0.030) for all users. Not unexpectedly, novice users spent more time on
both systems compared to experienced users (except trial 3 on synthetic system) due to the lack of
familiarity with the task.
5.6.2 Satisfaction for Material Quality
Subjects were asked to rate their own results for each trial after the experiment on a scale from 1 to 5,
with 1 being the worst and 5 being the best. Results were rated in terms of the closeness the designed
materials and real target materials. Screenshots were provided so that subjects could compare their
results with the real target materials. Figure 5.6 shows the average rating results for each trial.
Subjects rated their work on the AR system significantly higher than their work on the synthetic
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Figure 5.7: Average system rating over novice and experienced users and distribution of preference
rating.
Figure 5.8: Average number of votes for each system and percentage of selected reasons of votes for
AR systems.
system (p < 0.045). We believe the behaviors of novice users on Trial 3 differs because it was
difficult for novice users to duplicate the same size of specular highlight on the real target object.
According to our observations, for trial 3, novice users gave up trying earlier on both systems due
to the impatience caused by failed attempts, which lead to less time spent on this trial compared
with experienced users and more similar self-ratings between two systems. The average rating of
experienced users is relatively higher than that of the novice users on both systems (p < 0.011), which
can be explained by the fact that experienced users were more familiar with material design tasks and
could create results that met their expectations. Compared with other trials, ratings for trial 4 were
relatively lower, indicating that all users were unsatisfied with their results for complex geometries.
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Object ρd_R ρd_G ρd_B ρs_R ρs_G ρs_B
Red Cube 0.8669 0.0874 0.0788 0 0.0405 0.0469
Cylinder 0.2509 0.128 0.0789 0.173 0.1815 0.2015
Complex Geometry 0.2346 0.1389 0.079 0.1784 0.1245 0.0775
Table 5.1: Estimated BRDF parameter values for all target objects in experiment.
Figure 5.9: Mean square errors between user defined material BRDF parameters and estimated
BRDF parameters over two systems.
5.6.3 Subjective System Ranking and Rating
Subjective System Ranking and Rating Subjects rated each system in three different categories
based on their preferences (lighting, interaction style, system overall) on a scale from 1 to 5, with 1
being the worst and 5 being the best. They were also asked to rate their preferences over two systems,
with 1 preferring synthetic system most and 5 preferring AR system most. Average ratings are shown
in Figure 5.7. In all categories, the AR system outranks the synthetic system (p < 0.001) for both
novice and experienced users. No statistical difference was observed between ratings of novice and
experienced users (p > 0.181). The majority of subjects preferred the AR system over synthetic
system.
5.6.4 Raters’ Evaluation
Raters were asked to go through all subjects’ results for each trial, and were asked to compare the
two materials from the two systems respectively, which were designed by the same subject, and gave
votes based on the authenticity of materials and similarity to real targets (see Figure 5.8). We can see
that the number of votes for the AR system is significantly higher than that of the synthetic system (p
< 0.001). No statistical difference was observed between trials (p > 0.801). To further explore why
raters prefer results from AR system, we analyzed the reasons tied to each rating for AR (details in
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Section 4). Intensity and color are the main reasons (p < 0.041) that raters preferred the AR system
over the synthetic system, and there is no significant difference between the ratings for intensity and
color. We can make two conclusions based on the data. Our results agree with made in [1] that color
is a very important factor in overall material appearance. We also conclude that with the help of real
scenes in AR, users can perform better in color and intensity adjustment for material design.
5.6.5 BRDF Parameter Comparison
Table 5.1 shows the estimated BRDF values of the target materials we used in our experiment, except
for Trial 2, which involves with transparent material which cannot be accurately measured using the
light dome, we focus on the BRDF parameter comparison for other trials. To qualitatively compare
the overall performance of each system, we analyze the mean square error between user defined
material BRDF parameter values and estimated BRDF parameter values. The lower mean square
error (MSE) indicates that user designed materials are closer to the real target material on average.
Figure 5.9 shows that the MSE values over all parameters of the AR system are relatively lower than
that of the synthetic system, except some parameters for the red cube. This could be partly due to the
high saturation of the material, which is not close to natural materials and influences users judgement
of color. In addition, the dark side of the red cube with attached shadow could have given subjects an
impression of a darker material appearance in the AR system against the real scene with controlled
lighting.
5.7 Workflow Observation
In this section, we discuss behaviors of subjects during the experiment. Unless stated otherwise, our
observations apply to both novice users and experienced users.
5.7.1 Lighting Adjustment
For the AR material design system, the majority of subjects made small lighting adjustments,
including lighting intensity and orientation, in simple geometry trials (cubes and cylinders) before
they started to edit the materials, even if everything in the scene was pre-calibrated. Based on their
own judgements, they adjusted the lighting and shading of test objects to match real target models.
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However, for the trial using complex geometry models, only a few subjects adjusted the settings at the
beginning. This leads us to believe that users do care about the lighting and shading of the materials
and how materials react to the real environment. Given more freedom of control, they would like
to explore different lighting possibilities based on their own preferences and judgements, which
might be beyond their capabilities since lighting design is another complex task.It also suggests that
different people have different perceptions and sensitivities on how lighting changes materials. The
sensitivity to lighting decreases when the geometry complexity increases. In other words, people may
not be able to perceive how lighting changes materials when complex models are used for material
design. It is worth mentioning that after subjects finished the lighting adjustment at the beginning,
they were inclined to keep the light source fixed without modifying it for the rest of the trial.
5.7.2 Geometry Consistency
Based on our observations, many subjects rotated and moved the test objects to match the orientation
of real target objects at the beginning of each trial for both systems, which suggests that users do
care about the geometry consistency (shape and orientation) of models used for material design. To
further test our observation, we conducted a sub-experiment. Instead of real target objects, we used
images as references. The object orientations in the images were different from the initial orientations
of the test objects. We asked five subjects to design materials on both systems using the images.
In this situation, all subjects started trials by modifying the orientations of the test object based on
the given images. Based on these results, we believe that geometry consistency does influence the
material design process, and for 3D material design, it would be better to keep the test objects and
references in the exactly same shape and orientation.
5.7.3 Object Interaction
Subjects were more likely to interact with the objects superimposed with applied materials in the AR
system than the virtual objects in the synthetic system. For the AR system, subjects often rotated
the objects to see materials on different sides during the matching trials, while for the synthetic
system, most of the subjects stick to the positions and orientations of the virtual objects after the
adjustments at the beginning. These observations also agree with the rating on interaction from the
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questionnaires.
5.7.4 Real Scenes vs. Synthetic Scenes
We noticed that users prefer real scenes in the AR system to the virtual checkerboard background in
the synthetic system. When asked "which background do you prefer most, real scene or checker-
board?", 14 out of 16 subjects chose real scene. Subjects commented, "I felt like it was very realistic
when working in a real scene, while the checkerboard gave a sense of fake and weird", and "It (the
real scene) is better to judge the reflection, especially for the transparent one (Trial 2)". These are
some typical comments that many subjects mentioned or expressed in similar ways. Their preferences
also agree with their ratings and performances mentioned in Section 6. However, a minority of
subjects mentioned that the rendered materials were a little bit too perfect compared to the real scene.
We believe that the contrast is caused by the difference of noise in captured video input. Adding
noise and distortion into rendered materials can be considered as future work to register the virtual
materials better into real scenes.
5.7.5 One-Parameter-at-a-Time
The most noticeable trend of material editing is that subjects prefer to focus on one parameter instead
of modifying multiple parameters simultaneously. To be more specific, given RGB three dimensions
(luminance is calculated based on these dimensions) for parameters such as specular, diffuse and
ambient, subjects were more likely to work on one parameter until they were content with the
appearances. However, it does not mean that subjects would fix the parameter values permanently
after they modified them. Based on our observations, subjects revisit some parameters to further
polish their work after the whole appearance was roughly settled .
5.7.6 Spectrum vs. Sliders
We noticed that subjects spent more time picking colors directly from spectrum instead of dragging
sliders in both systems. This applies to the majority of novice users and some experienced users.
This fact suggests that subjects, especially novice users, may not be able to precisely anticipate color
when dragging a slider in RGB color space. On the contrary, spectrum can provide a more intuitive
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display of color and is preferred among subjects. However, we also notice that even if working on
spectrum, subjects were not able to pick their preferred color in their first few attempts. They were
inclined to narrow down to a small range in the spectrum, and blindly try different colors until they
were satisfied or gave up. Based on these observations, we believe that adding more features on
spectrum, such as range selection and zoom-in to provide more accurate interpolation and detailed
color display, may help users for color selection.
5.8 Discussion
In this section, we draw conclusions for our experiment based on evaluations and observations. We
want to remind our readers that our conclusions are drawn from a limited number of test cases and
only apply to experiments we conducted. Also, we stress that the main goal of our project is not to
prove that one system is better than the other. Instead, we want to explore how a real environment
influences material design and user behavior.
Comparison of Material Design Systems Overall, we found that users perform better on the
Augmented Reality material design system in terms of efficiency and quality of designed materials,
regardless of their experience level. They also have better user experience on the AR system than the
traditional synthetic system, which makes them prefer the AR system.
Interaction Based on users’ feedback, users are more willing to interact with real objects in the
AR system than manipulating virtual objects in the synthetic system. It is easier and more intuitive
for users to perform physical interaction and observe material behaviors, which makes them feel
confident in material design process.
Lighting Lighting setups influence users behaviors in material design. Users prefer the adjustable
lighting setup in the AR system compared to the fixed lighting in the synthetic system. Given more
freedom of control for lighting, users can try different lighting conditions in order to observe how
materials adapt to the environment.
Background Scenes We find users prefer real scenes as background during material design
instead of virtual scenes. The real scenes give users a realistic and immersive feeling, and can be
used to generate authentic reflection, especially for mirror and glass materials.
Influence of Geometry Consistency Geometric properties, such as shape and orientation of
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the models used for material design, influence how users perceive materials. Users are inclined to
adjust and match the geometry properties of test objects based on the target models. With the same
shape and orientation, users can directly observe the behaviors of target materials and use them as
references, which helps them match material appearances.
Common Workflow There are common patterns in editing material parameters among our
subjects. We notice that most subjects are inclined to use color spectrum rather than RGB sliders to
define a color. Our subjects also prefer to edit one parameter at a time, especially when the parameter
has multiple editable dimensions. Revisiting modified parameters happens when results are close to
targets and small modifications are needed.
Limitation and Future Work There are some limitations to our work. First, considering the
potential fatigue of tedious parameter adjustments, we only provided a limited number of parameters
and BRDF models for users to edit. Secondly, target materials used for references in our experiment
are relatively simple, because we use real life materials instead of synthetic material sample images,
which are often used in virtual environment material design tasks. Since our goal is to evaluate the
influence of real environment on material design, real objects serve our purpose better. Moreover,
we use the same display format for both systems to present the designed materials to avoid bias.
However, we believe there are many better display formats for AR, such as multiple projection and
head mounted devices, which can be considered as future work to further improve user experience.
5.9 Conclusion
This chapter presents a first step towards quantitatively evaluating the performance of material design
in real environment. To compare with the traditional 3D virtual synthetic material design system, we
created an Augmented Reality material design prototype, where users can observe their designed
materials against real environment with physically correct material behaviors under real lighting
conditions. They can also interact with the test object superimposed by the virtual materials in real
life, which enhances user experience during the design process. To further evaluate the influence of
real environment on material design, we conducted a user study where we asked subjects to design
materials based on real world materials on both AR and virtual synthetic systems. The evaluation for
the user study includes three parts: (1) subjects’ feedback collected from questionnaires, (2) human
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rating for subjects’ results based on authenticity and similarity to target materials and (3) comparison
between estimated BRDF parameters and subject-defined material parameters.
Our results show that compared to the traditional virtual synthetic material design system,
Augmented Reality material design has better performance in terms of efficiency, authenticity of
designed materials and user experience. The advantage of AR material design system is that it can
provide more intuitive interactions and display different material behaviors influenced by estimated
real lighting conditions. We also evaluated workflow patterns based on our subjects’ behaviors, such
as the preference of spectrum over sliders and editing one parameter at a time.
We acknowledge that we have studied only a small subset of factors and models that influence
material design, and we believe Augment Reality material design systems can be further improved
in the future. Expanding material models and parameters and introducing more immersive display




Material Fitting from Tabular BRDFs
6.1 Introduction
In previous chapters we considered the design of materials that appear the same at all scales. In this
chapter we consider designing materials that look qualitatively different when viewed closely and
when viewed at a distance. This is the bi-scale material design problem. It is particularly important
when objects are to be physically fabricated.
Given a target appearance created by the users, fabricating the physical material is the final
step of the design pipeline. However, bringing virtually designed materials into the real world is a
challenging problem. Physical properties including structures and reflectance behaviors determine
the appearance of a material. For manufacturing industries, small-scale geometric patterns are
introduced for molding textures 1 in order to enhance material performance and increase the gamut
of appearance. However, achieving a particular large-scale target appearance is challenging given the
diverse choices for meso-scale geometry and micro-scale material reflectance. Without an automatic
solution, the traditional design process relies on tweaking parameters to match a specific appearance,
which can be a tedious (and computationally expensive) process of trial and error.
Our goal is to solve this problem by providing an automatic solution to fit a target large-scale
1. http://www.stpaulengraving.com/texturing-plastic-injection-mold.html
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Figure 6.1: Bi-scale material fitting framework with given the large-scale appearance, reconstruction,
and new designs
macro-BRDF with a meso-scale geometry and a micro-scale BRDF. We use the term “large-scale
appearance" to refer to the material appearance when viewed from a relatively far away distance
(typically measured by meters), which can be modeled by a macro-BRDF. When we zoom in, we
can take a close up view of the “small-scale details," which are made up of the meso-scale geometric
structures (typically measured by millimeters). We use the micro-scale BRDF to define the basic
reflectance of each facet at this level. The difference in the macro-BRDF and the micro-BRDF is
caused by the shadowing and masking effects created by the meso-scale geometries. Figure 6.2
shows an example of a physical material at two different scales. We will refer to the combination
of the meso-scale geometry and the micro-scale BRDF as the “small-scale details." We do not seek
a unique solution for the small-scale details but the reconstructed large-scale appearance should
be identical (or very close) to the target. At first glance, this is similar to previous BRDF fitting
problems [7, 8, 9, 10, 11, 12, 13], where a single analytical model is fit to BRDF data and only a few
parameters need to be optimized. However, fitting bi-scale materials is different because the search
space of small-scale details is not completely continuous. The meso-scale geometries are defined
by different categories, such as woven or bricks structures, and each category has unique properties
and representations. There is no “universal formula" that can model the appearances of different
categories, which makes the fitting problem highly nonlinear. Therefore, it is almost impossible to
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Figure 6.2: Example of bi-scale material in real life.
apply previous optimization-based solutions in a straightforward manner.
In this chapter, we propose a learning-based solution using a convolutional neural network with
synthetic data to learn the mapping between two scales. There are major challenges at both scales –
the representation of materials at the large scale and the diverse combinations of geometric patterns
and basic BRDFs for each facet at the small scale.
In computer vision and graphics the most common representation for learning materials is an
image of an instance of the material in a particular context. Images are used due to the simplicity of
data collection. However, material appearance in an image context depends on the scene description
(including lighting, camera angle, and geometric normals) that are irrelevant to the the fitting and
could produce unwanted bias in the result. For reliability and efficiency in our method, we propose a
novel training pipeline to learn material properties directly from tabulated BRDFs. However, due to
its high dimension, it is inefficient to conduct training on densely sampled tabulated BRDFs. We
propose a new sampling method to create 2D BRDF slices for training. Compared with existing
BRDF tabulations, our method well preserves the spatial features of BRDF by taking advantage of
retro-reflection, which according to Dupuy et al. [28] provides an important cue to the microfacet
normal distribution function. We analyze the physical interpretations and compare the performance
of other BRDF tabular formats to provide explanations for our findings.
For small-scale details, we represent geometries and BRDFs in different categories with different
physical parameters to define multiple independent continuous search spaces. According to [148, 37],
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learning materials can be interpreted as two processes: classification and estimation. Classification
identifies the boundaries separating different material categories and estimation establishes the true
position within each category. We follow this framework and put forward an end-to-end model
that takes as input a 2D BRDF slice and performs classification and parameter estimation on the
small-scale details. The classification is based on predefined categories and the estimation is to
fine-tune the corresponding parameters in a continuous search space. This framework also helps us to
increase the generality of our model because the gamut of the search space is enlarged. Theoretically,
there is no limit on the categories of geometric patterns and basic BRDFs that can be used in training
as long as the computational power is available. This approach is not limited by the expressive power
of a single BRDF model and we can fit materials with diverse properties.
For evaluation, we conduct experiments to compare the training performance of different tab-
ular formats and explain why retro-reflection provides a strong cue for the learning process. We
reconstruct large-scale appearance based on our fitting results and compare with ground truth. The
rendering results evaluated with a user study demonstrate that there is no significant visual difference.
Experimental results also show that our method can predict accurate small-scale details from real
world materials.
In summary, this chapter makes the following contributions:
• A new learning-based solution for bi-scale material fitting that takes large-scale BRDF as input
and predicts small-scale details as output.
• A new method that efficiently learns materials using sparsely sampled BRDF by taking
advantage of spatial features and retro-reflection.
• An end-to-end model to handle diverse representations and combinations of meso-scale
geometries and micro-scale BRDFs by classification and parameter estimation.
• A prototype using our proposed method for material editing and fabrication.
6.2 Related Work
We present background on the bi-scale design problem, microfacet models that relate geometry and
appearance, previous work using machine learning in material modeling, and work in BRDF fitting.
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6.2.1 Bi-Scale Design
Bi-scale design plays an important role in manufacturing appearance. In manufacturing, creating
meso-scale geometry is called texturing (in contrast with the graphics usage of the term texturing.)
Texturing molds to create meso-scale geometry such as leather patterns or stipples can make a
relatively inexpensive material (such as plastic) look more luxurious, or can make a brand look more
distinctive. Meso-scale geometry can also have functional properties such as hiding imperfections
and making products easier to grip. Maniscalchi et al. [149] provide an in-depth study of the
performance of various mold texture patterns. Several basic template patterns are given by Wisconsin
Engraving [150] that can be used as the small-scale details for mold texturing, and St. Paul Engraving
[151] gives a step by step introduction to mold texturing. These industry examples demonstrate how
bi-scale materials can enrich the gamut of manufactured material appearance.
Several research projects consider bi-scale design for manufacture. Rouiller et al. [152] propose
a method to 3D print spatially varying BRDFs by optimizing the normal distribution function (NDF)
of discrete facets to match an analytical NDF. Weyrich et al. [153] optimize for a maximally-
continuous and valley-minimizing height field to generate a desired reflectance. Zhao et al. [154]
create volumetric models of woven cloth by matching an input weave pattern to a sample from a
small database of volumetric exemplars. Lan et al. [155] present a method to 3D-print a surface with
spatially-varying opaque reflectance and shading frames. These projects all consider specialized,
rather than general bi-scale design. Wu et al. [156] propose a solution to prefilter high-resolution
displacement maps and BRDFs jointly while preserving material appearance. However, their pre-
computation for each micro-structure is time-consuming. Wu et al. [157] present a physically-based
interactive system to design large-scale materials by editing small-scale geometry and BRDFs in
low-rank matrix formulations. Their system can efficiently simulate material appearance from small-
scale details with shadowing and masking effects. Their system provides the basis for our simulation.
However, their algorithm suffers from a long pre-computation time and large memory allocation. We
improve their algorithm to efficiently simulate a large number of materials for training.
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6.2.2 Microfacet Material Modeling
Many analytical models describe large-scale material appearance with the geometry of a microfacet-
based BRDF [158, 159, 23]. Walter et al.[160] give a review of microfacet theory and extend it to
transmission through rough surfaces. Heitz [161] reviews different masking-shadowing functions in
microfacet-based BRDFs. These papers illustrate basic microfacet theories and analytical models but
are not concerned with meso-scale structures and bi-scale mapping.
The methods in [162, 163] introduce scattering and diffraction effects in microfacet material
simulation. There also has been much progress for different types of microfacet materials, such as
Aliaga et al.[164], Dong et al.[165], Nam et al.[166]. Belcour et al.[167] introduce an extension to
microfacet theory for rendering iridescent effects caused by thin-films on a rough base layer. Dupuy
et al.[168] propose a method to relate an analytical microfacet BRDF model to an input material
by solving an eigenvector problem built from backscattering samples. Zhao et al.[169] produce
large-scale fabric material appearance from small-scale structures measured with micro CT imaging.
Heidrich et al.[170] use precomputed small-scale visibility to calculate large-scale BRDFs with
indirect illumination. Kuznetsov et al.[171] propose a method for microfacet material rendering using
generative models which can learn the generalized normal distribution functions (GNDF) from latent
vectors. However, the geometric optics GNDF they used does not provide an explicit definition for
geometry patterns for editing and the fabric GNDF only covers a small gamut of appearance. None
of these methods are suitable for systematically simulating a large number of varying meso-scale
structures for bi-scale training.
6.2.3 Inverse Rendering and BRDF Fitting
Traditional inverse rendering and BRDF fitting algorithms can also be used to specify materials from
a particular appearance. Li et al. [172] derive a probabilistic formulation to jointly estimate the shape
and BRDF of objects under known lighting from a synthetic dataset. Romeiro and Zickler [173] try to
infer BRDF from a single image of a known shape in an unknown lighting environment, by assuming
a statistical distribution of natural illumination. Many BRDF fitting algorithms [7, 8, 9, 10, 11, 12, 13]
have focused on using analytical BRDF models to fit the MERL dataset [26]. Dupuy et al.[168]
proposed an iterative method to extract the microfacet parameters from anisotropic materials. All of
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these methods try to map a material appearance to a specific BRDF model, which can only cover a
limited gamut of appearance. None of these algorithms provide a bi-scale description. The study
closest to our work is Wu et al.[14]. They propose a search-based inverse rendering method; they
search through libraries of materials and meso-scale geometries to find the best combination for
a specified appearance. However, the searching results are the “nearest neighbor" defined in the
training set, which limits reconstruction accuracy. We provide a detailed comparison between our
work and theirs in Section 6.5.2.
6.2.4 Learning Materials in Image Space
Many projects relate appearance to material descriptions using machine learning techniques. Most
of them rely on image-based training, where the same material sample is repeatedly rendered with
different scenes to cover different appearances [174, 175, 176, 177, 178, 179, 180, 181]. They
generate synthetic images as training data, where the same material is repeatedly rendered using a
single BRDF model with different lighting and camera angles on a fixed geometry (sphere or plane).
Normally, the gamut of their model is limited due to the single parametric BRDF model being used
(Ward or Phong in many cases). Furthermore, iterating over different lighting conditions and other
irrelevant factors is a waste in terms of sampling, and significantly increases the computational time
and storage for the training set. Another disadvantage is the possible overfitting of the rendered
scenes since the objects and lighting used for rendering could bias the training results. Zsolnai-Feh’er
et al. [182] present an image-based learning system to learn shader parameters from rendered images
with fixed lighting and viewing angle. However, their setting is tied to the Disney Principal Shader
[72] and is customized for the input of their design system, which cannot be applied to other scenarios.
To avoid sampling redundancies and reduce the dimension of the training set, we propose a tabular
BRDF training scheme to learn appearance efficiently from BRDFs instead of from rendered scenes.
6.3 Method
Our goal is to find the combination of meso-scale geometries and micro-scale BRDFs that can
accurately reconstruct the input material appearance. Our method takes as input macro-scale BRDFs
in 2D slice tabular format and outputs the categories and related parameters for meso-scale geometry
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and micro-scale BRDF. We conduct our training on synthetic data created from physically-based
simulation (Section 6.3.1). We define the tabular BRDF as a 2D slice subset from the complete 4D
BRDF (Section 6.3.2). We use an end-to-end model to find the small-scale representations that can
accurately reconstruct the large-scale appearance (Section 6.3.3). The training data is generated in
gray-scale by averaging the RGB of micro-scale BRDF for dimension reduction. Otherwise, the
dimension of the training set will increase polynomially. To restore colors and enrich the gamut
of our model, we propose a method to predict the multi-color weights for different parts of the
meso-scale geometry after training (Section 6.3.4). In this chapter, we assume the macro-scale
BRDF has been specified by the designer.
6.3.1 Simulation
We use synthetic data for training since it can be collected from computation easily (labeled bi-scale
material data relating macro BRDF to small-scale details is difficult to obtain for physical samples).
However, a concern is the speed of the simulation. State-of-art microfacet modeling methods focus on
accuracy. The underlying structure is resolved in pixels in the rendering to produce very high-quality
material appearance. However these methods are not suitable in our case due to the lengthy rendering
time and implicitly defined meso-scale structures. Therefore, based on previous work [157, 183], we
improve the simulation to efficiently approximate large-scale appearance using explicitly defined
meso-scale geometries. Our simulation method is physically correct in accounting for shadowing
and masking effects and runs at an interactive speed.
Following [157], we define
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where f̄r is the macro-scale BRDF, f is the micro-scale BRDF, γ is the Bidirectional Visible
Normal Distribution Function (BVNDF) computed from the normals of meso-scale geometry; ω i
is the incident direction and ω o is the outgoing direction. avpω oq is the visible projected area of
a surface patch along ω o, and S2 is the surface of unit sphere. We tabulate the BVNDF N and
micro-scale BRDF M as matrix format:
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(6.2)
N k j “ γpn j,ω i,k,ω o,kq (6.3)
M jkT “ f pn j,ω i,k,ω o,kq (6.4)
Each row of N represents the distribution of normals of a patch subset that are visible along
ω i,k,ω o,k, and each column of M stores a tabulation of cosine-weighted BRDF, where n j defines the
local frame. We can precompute the N and M and to perform efficient simulation by querying values
from the matrices. Refer to [157] for details of the tabulation and applying SVD on matrix N
For matrix M , instead of uniformly mapping the rotated BRDF to a 2D grid using paraboloid
maps[184] as in the original method, we use a data-driven method to importance sample the micro-
scale BRDF [28], which can significantly reduce the precomputation time and artifacts in simulation.
We first apply a log-relative mapping for a given BRDF, ρ “ logpρcosMap` εq [57] to reduce the
order of magnitude of the specular peak, where ε is set to 10´3 to avoid a singularity at zero. For
each incident direction, we calculate a BRDF slice of possible outgoing directions weighted by the
VNDF, which is computed from the retro-reflection. To importance sample the BRDF, we warp
uniform variates on a unit grid so that their density is proportional to the luminance of the associated
BRDF slice. To evaluate the BRDF values in M , we first compute the half-direction vector and map
it to local coordinates. Then we apply the inverse warp by the NDF and use the results to perform
a lookup in the original BRDF slices to compute the BRDF value. The warp function details can
be found in [28]. After filling the BRDF values in M , we apply random-projection to accelerate
SVD for the matrix. During the simulation, we first reconstruct M from SVD, and then apply linear
interpolation between samples and undo the log-relative mapping to get the BRDF value for the
specific rotated normals. Figure 6.3 demonstrates a comparison between our improved simulation
and the original [157] using gold-metallic-paint3 from the MERL dataset. The result shows that our
method provides better reconstruction accuracy due to importance sampling. Also since our method
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Reference Ours Wu et al.
Figure 6.3: Comparison of bi-scale simulations.
does not need to compute every single direction, the pre-computation time is decreased from the
original 24 hours [157] to 40 minutes for this example.
Our simulation is an approximation for bi-scale materials, and we only use it to build the mapping
between the material scales in our training. For meso-scale structures with steep slopes coupled with
high-albedo micro-scale BRDFs interreflections, which are not accounted for in our simulation, would
have a noticeable impact. However, as we will demonstrate in Section 6.6.2, our simulation works
well with our model to predict small-scale details for real world materials. Alternative simulation
methods could be used if sufficient computational power is available.
6.3.2 Tabular BRDF Representation
The reflectance properties of a material are embedded in a 4D macro-scale BRDF, which includes
millions of entries when incident and outgoing directions are densely sampled. It is almost impossible
to directly learn from such a representation. We need to intelligently sample the BRDF and keep its
important features for learning. We represent macro-scale BRDF as a 2D tabular format, where each
entry represents the BRDF value corresponding to a specific combination of incident and outgoing
directions. The benefit of the 2D format is that the directions vary continuously, which allows us to
learn BRDF gradients. We examine four tabular BRDF representations by analyzing their physical
interpretations. We denote r,c as row and column index of the tabular BRDF and ωi,ωo as incident
and outgoing directions respectively.
Sphere Table. The sphere table is constructed by fixing viewing direction and varying incident
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direction sampled from a hemisphere [178, 185]. Figure 6.4 shows the specular peak concentrates
on the center of the table and the diffuse part is located around the specular peak. The edge of the
sphere represents the BRDF values of grazing angles. In the following equations, resolution n is used
for normalization.
ω o “ p0,0,1q















Retro-Reflectance Table. This table samples retro-reflectance directions along the hemisphere to
stress the contribution of meso-scale facets whose normals are oriented towards the incident direction.
Hence, we can see that the specular peak is more converged to the center compared with the Sphere
Table.















Dense-Sampled Table. Adapted from the UTIA parameterization [186], the Dense-Sampled
Table uniformly samples p “ 45 from the azimuthal angles θ P r0, π2 s and q “ 36 from the polar
angle φ P r0,2πs for both incident (rows) and outgoing (columns) directions. We increase p and q
from the original parameterization to avoid significant discontinuities and “aliasing" problems. We
use fewer samples for φ because BRDF values vary smoothly along this direction. The left top corner
of this format represents the specular peak. The longest diagonal line represents the retro-reflective
measurements and its value decreases when θ increases. Other highlighted diagonal lines represent
specular lobes at different angles. The right and bottom parts represent the grazing angles.






, ω o,φ “ pc mod qq
2π
q






, ω i,φ “ pr mod qq
2π
q
Half-Angle Table. The Half-Angle Table is constructed using the 2D slice in the Rusinkiewicz
coordinate system. The slice is taken at φd = 90° because it maximizes the valid region of the θd-θh
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Figure 6.4: Examples of different tabular BRDF formats.
slice. The square root of θh is uniformly sampled from 0 to π2 , which provides denser sampling close
















We visualize different tabular BRDFs using two examples from the MERL dataset and demon-
strate their physical interpretation in Fig. 6.4. We compare the training performance of these formats
for learning bi-scale representations in section 5.1. We use the result of the comparison to choose the
BRDF representation for our final bi-scale training.
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Figure 6.5: The pipeline of our bi-scale learning model and network architecture.
6.3.3 Network Architecture
Figure 6.5 shows our end-to-end training pipeline. Given a target macro-scale BRDF, we first create
the 2D tabular format and feed it into the network. Our model learns the spatial features from tabular
BRDFs, then categorizes the meso-scale geometry and micro-scale BRDF into pre-defined categories
and fine-tunes their corresponding parameters within each category. Based on our observations,
different categories can significantly change the appearance while the physical parameters influence
the details, such as the shape of the highlight. For the micro-scale BRDF, the pre-defined categories
include measured BRDFs (each one is a single category) and analytical ones (a separate category).
Introducing measured BRDFs can significantly increase the gamut of our fitting model due to their
complex and special reflectance behaviors. The physical parameters for the the micro-scale BRDF
are only defined for analytical models including roughness, diffuse and specular albedo. For the
meso-scale geometry, the category is defined by different primitives that are procedurally modeled,
such as grooves, woven threads and so on. Geometries generated from texture height maps are not
included since they are not intuitive for editing, and they are left to future work.
Our network includes three units. The first is an analysis subnetwork of six convolution layers,
each followed by a batch-normalization layer and an ReLu activation layer [187]. Each convolution
has a kernel size of 7ˆ 7 and a stride of 2. The analysis subnetwork is designed to extract the
spatial features from tabular BRDFs, which are fed into the following subnetworks in separate
branches. The second is a meso-scale geometry unit, which includes three convolution layers and
two fully connected layers. Then we split the features into two sub-branches, each of which goes
through an extra fully connected output layer with G (number of categories) and g (dimension of
physical parameters) hidden units respectively. The third, micro-scale BRDF, unit shares a similar
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branch structure (B denotes the number of category and b represent the parameters of analytical
model) but with fewer convolutional layers to prevent overfitting due to its smaller search space. We
find the joint learning on classification and parameter estimation have a better performance than
learning separately, because the training errors on either side will be propagated to the other and
back-propagated to the network. It also explains why the joint training of meso-scale geometry and
micro-scale BRDF performs better than other network structures. We will presents the results of
ablation tests in Section 6.5.2.
The loss function for our network includes category loss (LGeomClass and LBRDFClass) and
parameters loss (LGeomParams and LBRDFParams). We apply a softmax layer at the end of the network
to calculate the Cross-Entropy for category loss, and define the L2 loss between the predicted
parameters and the input labels as parameter loss. All the parameters are normalized into the same





where λ1 “ 1, λ2 “ 10, λ3 “ λ4 “ 20.We assign more weight to the BRDF category loss to
improve the network performance for distinguishing between the measured and analytical BRDFs.
We found that by adding up the loss functions, the classification and regression results are penalized
by each other resulting in lower training loss.
6.3.4 Color Restoration
Given the predicted achromatic results, we need to restore the color to match the target material.
One advantage of fitting bi-scale materials is that we can can assign different colors to different
facets to introduce spatially varying and anisotropic effects. We denote C as a color matrix defined
in RGB and each row c j “ pc j,r,c j,g,c j,bq is a color weight for a facet. To apply the color weight,
we first cluster the facets into different groups based on their normals using the BVNDF obtained
from Equation 6.3. We can use the geometric partition to guide the clustering, where each group
represents a component of geometric structure, such as the face, ridge, slope and so on. We then
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apply the corresponding color weights to the facets in each group by replacing the BVNDF matrix N
with pCr ¨N ,Cg ¨N ,Cb ¨Nq, where
N k j ÐÝ c j,l ¨N k j and l P tr,g,bu (6.6)
Assigning color weights can significantly change the appearance. For example it can introduce
color variation at grazing angles. To obtain the color matrix, we use an image-based optimization
with the following objective function:
min
cl
dp f , f̄rq (6.7)
Where d is the distance metric, f is the target BRDF and f̄r is defined by plugging Eq. 6 into Eq. 2.





Concatp||lPtr,g,buc j,l ¨N k jqM
T
jk (6.8)
We optimize the color weights in image space, where a perfect sphere is used and lit by an environment
map [135] under orthographic projection. We define the distance metric as
dp f1, f2q “ ‖R ¨ f1´R ¨ f2‖2 (6.9)
where R is the light transport matrix transferring a BRDF into an image. Please refer to Sun et al.
[13] for a detailed evaluation of different metric functions. We compute the per-pixel difference
for the entire sphere to take into consideration the BRDF values at both the specular peak and the
grazing angles. After optimization we can collect the color weights and reconstruct the chromatic
large-scale appearance.
6.4 Implementation
We use the algorithm from Section 3.1 to create a bi-scale training set. For micro-scale BRDFs,
we include 100 materials from the MERL dataset and 300 analytical BRDFs sampled from GGX
Cook-Torrance models. These analytical BRDFs are created by randomly sampling roughness,
diffuse and specular albedo in [0,1]. For meso-scale geometries, we procedurally generate 2000
meso-scale geometries by randomly sampling their physical parameters in their valid ranges (i.e. no
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Figure 6.6: Compared to other color optimization approaches.
collision and global scale) from 8 basic geometry categories (Fig. 6.7). The details of the range and
definition of physical parameters can be found in supplemental materials. All the physical parameters
are normalized to [0,1] during training and denormalized for reconstruction.
For comparison, we train four different networks using the same training samples but with the
different tabular BRDF formats described in Section 3.2. The resolution for all tabular BRDFs is
defined as n “ 256. The Dense-Sampled Table is first created in its original resolution (45ˆ 36)
and then down-sampled to 256 (directly creating Dense-Sampled Table in low resolution may lead
to discontinuities and jumps). To reduce the size of the training set and time for simulation, we
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Figure 6.7: Examples of different meso-scale geometry primitives used for simulation.
use achromatic tabular BRDF by averaging the color channels for measured BRDFs and sampling
parameters in gray-scale for analytical BRDFs. The simulation requires roughly a week on a standard
machine for each dataset. We will open source these datasets for future research projects.
We implement our network using Caffe2 [188] and the ADAM optimizer [189] with a learning
rate of 10´3. The total training process took around 18 hours for 250000 iterations with a batch
size of 32 on a computer with an AMD Ryzen 7 1700X 8-core CPU, 16 GB RAM and an NVIDIA
GeForce GTX 1070 GPU.
6.5 Results
We first evaluate the proposed tabular BRDF training by comparing the performance of different
tabular formats and analyzing their spatial features (Section 6.5.1). Then we provide the experimental
results from our bi-scale fitting model and conduct an ablation study (Section 6.5.2). We then
compare our method with existing solutions (Section 6.5.3) and validate our method with real-world
materials (Section 6.5.4).
103
Table 6.1: Evaluation of Different Tabular BRDFs (8500 samples)
Sphere Retro-Reflectance Dense-Sampled Half-Angle Table
BRDF Mismatches 13 7 17 15
Geom. Mismatches 25 5 10 50
Parameter MSE 0.0064 0.0042 0.0041 0.0065
Table 6.2: Ablation Study (8500 samples)
Our Model Model 1 Model 2
BRDF Mismatches 7 42 8
Geom. Mismatches 5 32 7
BRDF Parameter MSE 0.0037 0.0076 0.0081
Geom. Parameter MSE 0.0043 0.0056 0.0051
6.5.1 Tabular BRDF Analysis
We consider the training results for different tabular formats and evaluate the embedded features.
Similar to the creation of the training set, we generate 8500 test samples by randomly sampling
the parameters and create a test set for each format. To avoid bias, there is no overlap between
test samples and training samples. We use two metrics to evaluate network performance. For
classification, we measure the number of mismatches between the predicted category and ground
truth used to generate the test sample. For the parameter estimation, we compute the mean squared
error for each normalized dimension between the prediction and ground truth.
We list the prediction errors in Table 6.1. In Fig. 6.8, we visualize an example of our fitting results
using different tabular BRDFs. The bottom row shows the difference between the prediction and
the ground truth magnified by 10 times. The results show that the Retro-Reflectance Table and the
Dense-Sampled Table have better performance compared with the other two. The difference between
the Sphere Table and the Retro-Reflectance Table is the shape and intensity of the specular peak. The
Sphere Table has a relatively larger specular peak area and blurry boundary, which indicates that
BRDF values decrease smoothly as θi gradually increases (small BRDF gradients). By contrast, the
Retro-Reflectance Table has a smaller specular peak area and clear cut-off on the boundary, which
indicates larger BRDF gradients in the retro-reflective angles. The large gradient comes from a
significant jump of BRDF value, which is often caused by the change of sampling directions from the
specular domain to the non-specular domain. Also note that the Retro-Reflectance Table has a higher
range of BRDF values (larger intensity for specular areas and lower for diffuse areas) compared with
the Sphere Table. For the Dense-Sampled Table, the sharp boundaries between highlighted diagonal
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Figure 6.8: Comparison of reconstructed anisotropic appearance for different tabular formats with
10 times difference between predictions and the ground truth.
lines and dark areas indicate large BRDF gradients, separating the specular and diffuse area. As for
the Half-Angle Table, the specular area smoothly blends into the diffuse area with a blurry boundary
due to the small gradients in both the θh and θd increasing directions. Similar to the Sphere Table,
the construction of the Half-Angle Table forces the BRDF value varies slowly between neighbors.
These observations, combined with the training results, suggest that the large gradient components
displayed in the Retro-Reflectance Table and the Dense-Sampled Table are important features to
learn and distinguish BRDF in training.
To further explain our observations, we display the feature maps from the fifth convolutional
layer of the analysis sub-network in Fig. 6.9. As we can see, after five convolutions, basically
only the shape of the specular area remains on the feature maps. We also notice that the pattern
in the Retro-Reflectance Table and the Dense-Sampled Table are much clearer and the shape is
more consistent with the input, while the patterns in the Sphere Table and the Half-Angle Table’s
feature maps look blurry. For example, the Sphere Table has a distorted circle for the specular
peak with non-uniform intensity in both examples, while the Retro-Reflectance Table maintains
a relatively clear and uniform circle. This indicates that the small gradients vanish and the large
gradient components can remain after convolutions. Similarly, for the Half-Angle Table, most of
the feature maps almost lose the pattern from the input, while the Dense-Sampled Table displays
sharp diagonal line patterns in the feature maps. These results largely match with our observation:
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Figure 6.9: Two example materials and the feature maps of tabular formats from the fifth convolu-
tional layer.
the large gradient components in the original tables lead to distinguishable patterns in the feature
maps and contribute to learning material appearance.
We also experimented with 20 network settings, including different hyperparameters, weights,
optimizer and number of convolutional layers. Although the absolute errors vary for each experiment,
the Retro-Reflectance Table in most cases maintains the lowest errors. Although our conclusion is
based on experiments and observations, we still want to stress the unique property of retro-reflectance
for learning materials, which has been used in recent work such as Dupuy et al. [28] to retrieve the
microfacet NDF. Our experimental results can provide insights for studying retro-reflection behavior




Neural network training. To evaluate bi-scale fitting results, we randomly select and render 200
samples from the previous test set. In Fig. 6.10, we display three of the best- and worst-cases and
their four times difference from the ground truth. We use PSNR to measure the difference between
our results and ground truth materials in image space. Also, we display the rendered small-scale
details for comparison. In each case, the predicted images were close to indistinguishable from the
ground truth for both scales.
Ablation Study. We compare our end-to-end model with two alternative structures and present
results in Table 6.2. The first one is a separate training model, where we use three different networks
to learn parameters, meso-scale geometry categories and micro-scale BRDF categories respectively
(denoted as Model 1). We split the loss function defined in Equation 5 and use them for each network.
The second one is a “one Branch" model, where no subnetwork exists and the input features go
through the exact same network to output the meso-scale geometry and micro-scale BRDF (Model
2). The same loss function in Equation 5 is used. Each model is trained on the same training
set and evaluated on the same test set. Compared with the results of Model 1, our network has
a better performance in both classification and parameter estimation due to the existence of the
shared analysis subnetwork and joint optimization. The loss of all branches back-propagates to the
shared analysis subnetwork and optimize the weights together. Compared with Model 2, our network
outperforms in parameter estimation with smaller MSE for micro-scale BRDF parameters. Using
a single branch network to predict the meso-scale geometry and micro-scale BRDF together may
cause overfitting because the search space of the micro-scale BRDF is much smaller. Our model, on
the contrary, uses different subnetworks to process the meso-scale geometry and micro-scale BRDF
to handle the two components, which provides more accurate fitting results.
6.5.3 Comparison
We compare our method with existing solutions, including the inverse bi-scale design Wu et al. [14]
and Sun et al. [13] to demonstrate the fitting capability and gamut of different models. Wu et al. use
a data-driven search based solution while Sun et al. fit BRDF into the GGX model using numerical
optimization. We first randomly sample 200 BRDFs with uniform color-weights using our simulation
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Figure 6.10: The best (left side) and worst-case (right side) predictions on a set of 200 images.
Table 6.3: Comparison of 200 randomly sampled materials
Time(sec) Isotropic PSNR(db) Anisotropic PSNR(db)
Ours 0.71 42.36 34.65
Wu et al. 26.78 38.43 30.38
Sun et al. 30.68 42.81 31.67
method. Four randomly selected examples are presented in Fig. 6.11 and the statistics averaged
over the 200 samples are listed in Table 6.3. We use the same training data for Wu et al. and our
model. Based on the rendered results and PSNR value, we can observe the limited accuracy of their
predictions since their results are exactly taken from the training samples. In our case, meso-scale
geometries and micro-scale BRDFs are jointly optimized and defined in a continuous search space,
which leads to higher reconstruction accuracy. Note that their method could be improved using
their original dataset, but it is not available. We believe the comparison is still fair because the two
methods are evaluated on the same training and test set. For Sun et al., the results from the two
methods share similar visual appearance. However, their method does not provide small-scale details
and requires more time to converge.
We also sampled 200 anisotropic materials for comparison, which are created using either
anisotropic micro-scale BRDFs or multi-color weights for meso-scale geometries. Fig. 6.12 presents
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Figure 6.11: Qualitative comparison (4 ˆ difference) between our method and previous work.
the selected results. As we can see from the zoomed images, compared with the other two methods,
our method largely recovers the Fresnel effect at the grazing angle and faithfully maintains the color
of the specular area from the ground truth. For Wu et al., the homogeneous color is selected from
a predefined set of random colors. We can see that the discrete samples are not enough to cover
a large gamut of appearances, leading to inaccurate colors for reconstruction. Sun et al. does not
reconstruct BRDFs with varying color and can only yield an average color. Due to the limited gamut
of the analytical model, their algorithm also fails to capture anisotropic effects. For both of these
two methods, uniform colors are used to scale the achromatic BRDFs resulting in less variation
in appearance. Our method, on the contrary, optimizes the spatially varying color weights on the
small-scale details, leading to a wide variety of possible appearance.
We conduct a user study to further compare the three methods using Amazon Mechanical Turk.
During the experiment, we gave users four images (one ground truth and three candidates) with
materials rendered in the same settings, similar to the examples in Fig. 6.12 but without micro-
structures on the corner. We asked users to compare and select the candidates in order based on the
visual similarity to the ground truth (most similar to least similar). We randomly selected forty groups
of materials from the previous test set with half isotropic and half anisotropic materials. We presented
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Figure 6.12: Qualitative comparison (4 ˆ difference) between our method and previous work for
multi-color materials.
the candidates anonymously and in random orders. Each group of materials was evaluated by 30
users independently without a time constraint. Fig. 6.13 demonstrates the results. Our method gets
most of the votes for most similar to ground truth in both the isotropic and anisotropic cases (76.0%),
significantly outperforming the other two methods. The percentage of isotropic materials voted for
our method (70.5%) is slightly less than that of anisotropic materials (81.3%). It is interesting to see
that our method shares similar PSNR value with Sun et al. for isotropic materials but still gets more
votes from users. We believe it is because some of the reconstructions from Sun et al. have color
off on the edge of the globe. Overall, the results from the user study match with the quantitative
evaluation in Table 6.3.
6.5.4 Validation on measured materials
We also validate our algorithm using 41 measured BRDFs from the material library created by Dupuy
et al. [28], which are not included in the training set. Fig. 6.14 demonstrates the bi-scale prediction
and reconstruction results. We show the rendered image of reference BRDFs, our reconstruction and
predicted micro-scale BRDFs and meso-scale geometries. The average PSNR for the differences
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Figure 6.14: Validation on measured materials from RGL material database.
between our predictions and ground truth is 31.57dB, where the maximum is 50.56dB and the
minimum is 20.75dB. From the results, we can see that our predictions capture both the intensity and
color to a large extent. In Fig. 6.15, we qualitatively compare our results with ground truth over RGB
channels separately using a slice of BRDF along the mirror direction, where we vary θd while fix θh
at 0. We also show the comparison of the BRDF lopes at different angles. Our method is accurate by
largely following the curve of the ground truth BRDFs in the specular part and the area of grazing
angles.
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Figure 6.15: The BRDF slice along the mirror directions and lobe comparison.
6.6 Applications
6.6.1 Bi-scale design
The proposed bi-scale fitting provides a new material editing scheme to fine-tune a given material
appearance in an intuitive way. Our algorithm supports users in designing materials with visualized
small-scale details and maps them back to the large-scale appearance. Fig. 6.16 gives an example.
Given a target material as input, our method can predict the meso-scale geometry and micro-scale
BRDF, which can be used as a starting point for editing. We can let the appearance turn dimmer
and duller by making the surface in the meso-scale rougher (Design 1), and increase its gloss and
brightness by smoothing the surface (Design 2). Apart from adjusting the meso-scale geometry, we
can also switch the micro-scale BRDF to change the appearance (Design 3). Fig. 6.17 demonstrates
another example to design anisotropic materials from the isotropic ones. Given fabric materials
on the left, our method predicts the woven thread structures and provides reconstructions in the
middle. Using the prediction results, we can adjust the colors of different woven threads to generate
anisotropic silk or fabric materials displayed on the right. Overall, our method provides a bi-scale
design scheme that can help users intuitively edit materials to create a large variety of appearance.
The proposed tabular BRDF training can also be extended to solve analytical fitting problems.
We provide a detailed implementation and compare the results with other analytical fitting solutions
in the supplemental materials.
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Input Prediction Design 1 Design 2 Design 3
Figure 6.16: Bi-scale design example.
Reference Prediction and Reconstruction Editing
Figure 6.17: Bi-scale design for multi-color anisotropic materials.
6.6.2 Fabrication
The small-scale details obtained from our method could be used for material fabrication, and we
show two woven examples in Fig. 6.18. Given a target appearance based on a fabric sample from real
world, we first tabulate the BRDF and use our method to predict small-scale details. Then we render
the prediction results and compare with real world sample in both scales. The same directional light
and camera configurations are used to make it consistent between the rendering and photographs in
large scale. Notice the inconsistency of shading for small scale is caused by the unknown lighting
and camera setup of the close-up-view photographs. However, in terms of colors and structures, the
predicted small-scale details largely match details of the woven fabric materials. Also considering
large scale appearance, the reconstruction results are visually similar to the designed materials and
the real world sample.
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Figure 6.18: Fabrication example with target appearance modeled as a macro-BRDF for a given
sample, the reconstruction using our method and small-scale details, and an image of the real world
woven sample.
6.7 Discussion
Even with a larger fitting gamut, our bi-scale fitting model is still constrained by the diversity and
complexity of training data, which could be solved by using alternative simulation methods. Fig. 6.19
shows a failure case. The reconstruction of material iris-purple-gem from the material library in
Dupuy et al. [28] is less accurate due to the iridescent effect. Our simulation does not take into
consideration the complex reflection effects like subsurface scattering and iridescent effects due to
the limited computational power. We have experimented with alternative simulation solutions such as
Wu et al. [156] to introduce inter-reflection, but the long precomputation time makes it impossible to
simulate a large-scale training set like ours. As a trade-off, we use this relatively simple but efficient
method and take different BRDF models or measured data into our training set to cover the larger
fitting gamut. For future work, we could push the fitting gamut even further by introducing more
diverse and complex materials or SVBRDF and find an efficient way to simulate materials with
complex reflection effects.
Another limitation of our method is using a separate post-learning optimization to restore the
material color. Although the optimization can produce anisotropy and multi-color at Fresnel angles,
it is difficult to reconstruct the varying color in specular lobes, as demonstrated in Fig. 6.19. This
is because the colors are assigned based on the facet groups of meso-scale geometry, which is not
continuous and is low dimension. Furthermore, the local minimum of the optimization could also
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lead to the blending or averaging of the color of the ground truth. Ideally, given adequate computing
resources, an end-to-end network that learns from chromatic data and fits colors as high dimension
feature vectors would replace the optimization.
Moreover, although the focus of this chapter is BRDF fitting and acquisition is out of the scope,
we want to mention that the macro-scale input to our model may not be easily acquired compared
with an image or photograph with target appearance. Many existing solutions [57, 190] demonstrate
the possibility to reconstruct full BRDFs using sparse samples from a given image.
Finally, we want to discuss how our method fits into the real world fabrication setting. To provide
a larger fitting gamut and push the boundaries, we considered many cases in this chapter, such as
using synthetic and measured BRDF for training and varying the color of different parts of the
meso-scale geometry. Although for real life, only a limited palette of materials can be accessed, we
do not consider this as a limitation. The key point of this chapter is to demonstrate the possibility
of using a neural representation for material fitting, which releases the traditional constraints of
using a single BRDF model with a limited gamut. In other words, the fitting gamut is now defined
by the training data. Therefore, simple adjustments to our method can be considered to fit in the
real-world scenarios, including using the available materials as training data since measured BRDF
are supported, specifying the degree of freedom for colors and varying the meso-scale geometry that
is available for fabrication. Although using the limited palette of materials for fitting may lead to
lower reconstruction accuracy, a possibly close solution will be provided within the gamut for further
iteration.
6.8 Conclusion
We present a learning-based solution to fit large-scale appearance using small-scale details, which
provides a recipe for material design and fabrication. To accurately learn the properties from a given
appearance, we introduce a new pipeline using tabular BRDF as a representation for training. Our
method allows the network to directly learn the spatial features from tabular BRDFs without the bias
of a particular context. Without redundant sampling for lighting and geometry, we can significantly
reduce the required amount of training data and prevent overfitting to the rendering contexts. We
demonstrated the effectiveness of our method by comparing with existing solutions and fitting real
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Figure 6.19: Failure reconstruction of material example with iridescent effect.
world materials. We believe our method can be widely used for research in efficiently and accurately
learning material appearances. We also believe our bi-scale network can be used for physically
realizing virtually designed materials.
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Chapter 7
Limitations, Future Work, and
Conclusion
We have presented four different studies aimed at improving the accuracy and intuitiveness of material
design and editing systems. Our work has included user studies of the human perception of material
appearance, the creation of a perceptual parameter space, considerations of user interactions, and
problems in physical realization. Our first work focuses on building a low-dimensional perceptual
space for metal materials. We compute and analyze the perceptual embedding based on a large
scale psychophysical user study and build an intuitive material editing interface using the proposed
perceptual space. Our second work studies the relationship between glossiness and translucency in
human perception. We conduct two experiments to study if subsurface scattering influences human
perception of gloss and how the shape of the object contributes to this process. Our third work
concentrates on user interaction in material editing. We design and implement an AR material design
interface where users can edit materials in the real environment. We evaluate the user performance
of the AR system by comparing it with the traditional material editing interface. With a target
appearance, our final work uses a learning-based solution to map the large scale appearance to
fabricatable meso-scale geometries. Our solution can accurately predict the recipe for the physical
realization of the designed materials, which serves as the last step for the material design pipeline.
In summary, the work in this dissertation focuses on improving material design and editing from
different perspectives.
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Our work has focused on understanding how humans visually perceive material appearance. We
have also proposed practical algorithms and prototypes for accurate material design and editing. This
dissertation has taken one step forward towards material recognition, interaction, and fabrication.
We believe our work can inspire future research to further explore in these directions, and we hope
our prototype systems can encourage more efforts to improve the experience of material editing
applications. Here are possible future directions:
Multimodal Perception and User Interaction. Our work in this dissertation focus on improving
material design system with visual perception. However, multi-sensory perception could significantly
contribute to the design process. The AR material design system proposed in Chapter 5 is a first
step to use human sensors beside visual perception in the appearance design process. One promising
direction is to taking haptic perception into consideration. Humans can tell the difference between a
rough surface and a smooth one by simply touching the material. Allowing users to touch and feel
the materials could help them create the desired materials with a tactile impression. Eye-tracking
is another direction that could improve the material design experience. We can use eye-tracking
information to understand which part of the material users are most sensitive to during the design
process. It can also help the material recommendation systems that allow users to choose from
multiple available candidates, such as the image grid mentioned in Chapter 3. The eye-tracking
system could help us understand users’ preferences, which users themselves may not even notice.
Learning Based Material Editing. We have demonstrated how to use machine learning for
bi-scale material editing in Chapter 6. There are many other material design applications that can
benefit from machine learning techniques. Zsolnai-Fehér et al. have proposed to use machine
learning for material recommendation [182]. Machine learning has also been used for switching
materials between different objects and inpainting. However, robustly integrating machine learning
techniques into interactive design applications is still a challenge problem. Collecting training data
is the first problem that needs to be solved. The synthetic dataset is a possible solution for many
research works that involve learning-based models. However, material editing may require large
scale human-labeled data since it is based on human perception. Therefore, how to efficiently create
the training data that can be used for perception tasks is still an open question. One possible direction
would be exploring the idea of "self-learning", which combines the labeled and unlabeled perpetual
data during the training process.
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Material Fabrication with 3D Printing. We have proposed a solution in Chapter 6 to physically
realize material appearance. However, it still could be challenging to fabricate materials with
texture patterns because of the high dimensional input and limited resources to reconstruct complex
appearances. Another promising direction is to combine the physical material design with the
appearance design using the current 3D printing technologies. The physical properties of the available
resource materials should be considered during the design process because they can significantly
influence the fabrication results and make the solution more practical. However, this may come with
the cost of more expertise and professional skills required. Therefore, an intuitive design system that
involves resource material selection and management would help the designers to visualize target
materials and put forward more practical fabrication solutions.
Looking back at all the projects from this dissertation, I realize there is much more to study to
provide a user-friendly but also a powerful tool for material design and editing. The underlying
visual processing of material appearance is complicated, and this definitely influences the behaviors
when users have the power to edit an appearance. The goal of this dissertation is to understand this
process first and then create a system that makes the editing process intuitive and efficient.
I believe the future of material design is relying on the development of VR/AR techniques and
reliable recommendation systems thanks to machine learning techniques. The VR/AR techniques
can enhance user experiences by triggering more sensors from a human. Although we have proposed
an AR material design system in this dissertation, a more robust solution with advanced presentation
techniques such as multi-projectors or VR goggles is still needed, especially for industrial purposes
and product development. A reliable recommendation system that can recommend materials based
on users’ preferences and visual perception could push the design experience to another level. If
a system can accurately predict the appearance a user wants to create based on his/her previous
selections or descriptions, it would significantly reduce the and time and energy of the trial-and-error
process.
I acknowledge that any of the directions mentioned above would require a significantly huge
amount of work. I think my dissertation provides a complete but still preliminary pipeline for the
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