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Abstract
An inverse obstacle problem governed by the Stokes system in the time domain
is considered. Two types of extraction formulae about the geometry of an unknown
obstacle are given by using the most recent version of the time domain enclosure
method in a unified style. Each of the formulae employs only a single set of velocity
and the Cauchy stress fields over a finite time interval on the surface of the region
where a viscous incompressible fluid occupies.
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1 Introduction
The time domain enclosure method with a single input is one of analytical methods in
inverse obstacle problems firstly initiated in [12] and developed in the series of articles
[13, 15, 16] for an obstacle embedded in the whole space, and [17, 19, 21] for an obstacle
embedded in a bounded domain. However the pursuit of the most recent version of the
time domain enclosure method developed in [17, 21] is just beginning. There are a lot of
important, typical and interesting inverse obstacle problems governed by various types of
partial differential equations in the time domain. In this paper, we consider how this new
method can be realized in an inverse obstacle problem governed by the Stokes system
in the time domain. Furthermore, we add new knowledge which was not covered by
the previous research [23] under the framework of the previous version of the enclosure
method in the time domain [14].
First we formulate the problem. Let Ω be a bounded domain of R3 with C2-boundary
and D a nonempty open subset of Ω with C2-boundary such that D ⊂ Ω and Ω \ D is
connected. We denote by n the unit outward normal to ∂Ω.
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Let 0 < T <∞. Given f on ∂Ω × [0, T ] let u = u(x, t) and p = p(x, t) solve


ρ
∂u
∂t
− div σ(u, p) = 0, (x, t) ∈ (Ω \D)× ]0, T [,
∇ · u = 0, (x, t) ∈ (Ω \D)× ]0, T [,
u = 0, (x, t) ∈ ∂D× ]0, T [,
u = f , (x, t) ∈ ∂Ω× ]0, T [,
u(x, 0) = 0, x ∈ Ω \D.
(1.1)
Here ρ denotes the density of the fluid occupying Ω \ D. The pair (u, p) is that of the
velocity and pressure of the fluid and σ(u, p) denotes the Cauchy stress tensor
σ(u, p) = −pI3 + 2µ Sym∇u,
where µ denotes the viscosity of the fluid occupying Ω \D. It is assumed that ρ and µ
are given by positive constants.
Note that to ensure the existence of the solution of (1.2) we always choose f satisfying∫
∂Ω
f(x, t) · ν(x) dS = 0, 0 < t < T. (1.2)
We consider
Problen. Fix T and f (to be specified later). Extract information about the geometry
of D from the pair of f and the corresponding the Cauchy force σ(u, p)ν on ∂Ω over the
time interval ]0, T [. In other words, find a suitable f in such a way that the corresponding
σ(u, p)n on ∂Ω over time interval ]0, T [ yields some information about the location and
shape of D.
In this paper, we present two types of the solutions to this problem in a unified style.
It is an application of the idea introduced in [17] and the recent one in [21].
1.1 Indicator function
Let v = v(x, t) and q = q(x, t) satisfy

ρ
∂v
∂t
− divσ(v, q) = 0, (x, t) ∈ R3× ]0, T [,
∇ · v = 0, (x, t) ∈ R3× ]0, T [.
(1.3)
Note that v satisfies ∫
∂Ω
v · ν dS =
∫
Ω
∇ · v dx = 0.
Thus the vector field f given by
f = v, (x, t) ∈ ∂Ω× ]0, T [, (1.4)
satisfies (1.2).
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Definition 1.1. Let (u, p) solve (1.1) with f given by (1.4). Let τ > 0. Define
IT (τ ; v, q) =
∫
∂Ω
(σ(w, p˜)n− σ(w0, q˜)n) ·w0 dS, (1.5)
where 

w(x, τ) =
∫ T
0
e−τTu(x, t)dt, w0(x, τ) =
∫ T
0
e−τTv(x, t)dt,
p˜(x, τ) =
∫ T
0
e−τT p(x, t)dt, q˜(x, τ) =
∫ T
0
e−τT q(x, t)dt.
We call the function IT (τ ; v, q) of independent variable τ the indicator function. In
principle, the indicator function can be computed from the pair (f, σ(u, p)ν) on ∂Ω over
the time interval ]0, T [ which is a point on the graph of the response operator
f 7−→ σ(u, p)ν, (x, t) ∈ ∂Ω× ]0, T [.
We show that, for suitable two choices of the pair (v, q) with q = 0 the asymptotic
behaviour of indicator function IT (τ ; v, q) as τ → ∞ yields some information about the
geometry of obstacle D. This is a solution to the problem mentioned above.
The point is: to generate the velocity and pressure of the fluid inside a given domain
we prescribe a special velocity field on the boundary of the domain given by solving an
evolution equation in the whole space.
The general outline of the method is as follows.
(i) Let Φ = Φ(x, t) with (x, t) ∈ R3 × [0, T ] be a solution of the heat equation
ρ
∂Φ
∂t
− µ∆Φ = 0, (x, t) ∈ R3× ]0, T [ (1.6)
such that K = suppΦ( · , 0) is compact and satisfies K ∩ Ω = ∅.
(ii) Define the vector field v by the formula
v(x, t) = ∇× {Φ(x, t)a}, (x, t) ∈ R3 × [0, T ], (1.7)
where a is an arbitrary constant unit vector.
We see that the pair of v and q = 0 solves (1.3).
(iii) Prescribe f given by (1.4) as the velocity field on ∂Ω over time interval ]0, T [ and
solve (1.1).
(iV) Compute the indicator function IT (τ ; v, 0). Then, the asymptotic behaviour of
this indicator function as τ → ∞ yields the quantity dis (D,K) for special K which
depends on the initial data Φ( · , 0).
In what follows, we denote by BR an open ball with radius R. The symbol χX denotes
the characteristic function of a set X .
1.2 Statement of the result
Now let us describe the result more precisely.
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Let η > 0 and R2 > R1 > 0. Let m = 1, 2, · · ·. In this paper, we choose two special
initial data Φ( · , 0) = Φext(x),Φint(x):

Φext,m(x) = (η
2 − |x− p|2)mχBη(x),
Φint,m(x) = (R
2
2 − |x− p|2)m(R21 − |x− p|2)mχBR2\BR1 (x),
where ball Bη and two concentric balls BR1 and BR2 are chosen in such a way that
Bη∩Ω = ∅ and Ω ⊂ BR1 . Note that both Φext,m and Φint,m belong to Hm(R3)\Hm+1(R3).
Thus we have
K =


Bη if Φ( · , 0) = Φext,m,
BR2 \BR1 if Φ( · , 0) = Φint,m
and K satisfies K ∩ Ω = ∅.
Using the Fourier transform method, we see that there exists a unique Φ in the
class C([0, T ];Hm(R3)) ∩ H1(0, T ;Hm−1(R3)) that satisfies (1.6) and the initial data
Φ( · , 0) = Φ⋆,m, where ⋆ = ext or int. Then choose v given by (1.7) which belongs to
H1(0, T ;Hm−2(R3)) and thus f given by (1.4) belongs to H1(0, T ;Hm−2−
1
2 (∂Ω)).
We choose an arbitrary fixed m ≥ 4. This implies f ∈ H1(0, T ;H 32 (∂Ω)). Then, it is
known that there exists a unique solution (u, p) of (1.1) such that u ∈ L2(0, T ;H2(Ω \
D)3)∩C([0, T ];H1(Ω \D)3)∩H1(0, T ;L2(Ω \D)3) and p ∈ L2(0, T ;H1(Ω \D)/R). See
Proposition 3.2 in [23].
Now we state the main result of this paper.
Theorem 1.1.
(i) Let T be an arbitrary fixed positive number. Then, there exists a positive number τ0
such that, for all τ ≥ τ0 IT (τ ; v, 0) > 0 and we have
lim
τ−→∞
1√
τ
log IT (τ ; v, 0) = −2
√
ρ
µ
dist (D,K). (1.8)
(ii) We have
lim
τ−→∞ e
√
τ T IT (τ ; v, 0) =


∞ if T > 2
√
ρ
µ
dist (D,K),
0 if T < 2
√
ρ
µ
dist (D,K).
(iii) If T = 2
√
ρ
µ
dist (D,K), then we have, as τ −→ ∞
e
√
τ T |IT (τ ; v, 0)| = O(τ 3). (1.9)
It is easy to see that
dist (D,K) =


dD(z1)− η, if K = Bη,
R1 −RD(z2), if K = BR2 \BR1 ,
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where z1 denotes the center point of Bη and z2 the common center point of BR1 and BR2 ;
dD(z1) = dist ({z1}, D), RD(z2) = supx∈D |x− z2|.
Thus by Theorem 1.1 one can extract two quantities dD(z1) and RD(z2) which yield the
largest/smallest sphere whose exterior/interior contains D from the indicator function
according to the two choices of Φ( · , 0). See Figure 1 for an illustration of two spheres
centered at two different points z1 and z2 with radii dD(z1) and RD(z2), respectively.
Figure 1: An illustration of two spheres centered at two different points z1 ∈ R3 \ Ω and
z2 ∈ Ω with radii dD(z1) and RD(z2), respectively.
It should be emphasized that there is no restriction on T . This indicates that the
propagation speed of the signal governed by the Stokes system is not finite similar to that
of the signal governed by the heat equation.
Remark 1.1. Since T in (i) is arbitrary, (ii) can be easily deduced from (i). Thus the
point is to establish (i) and (iii).
Remark 1.2. Mathematically, from (1.8) we obtain dist (D,K) from the data over an
arbitrary fixed time interval ]0, T [. So this shows that the propagation speed of the signal
governed by the Stokes system is infinite.
This paper is concerned with the reconstruction issue for an obstacle embedded in a
bounded domain. For the uniqueness and stability issue see [1] including the stationary
case. In [3] a stability estimate of log-log type in the stationary case has been established.
For a numerical reconstruction method in the stationary case based on the method of
fundamental solutions see [2].
In the next subsection we mention some articles using the idea of the enclosure method
in the time domain and stationary cases.
1.3 Review of the related results
1.3.1 Time domain case
In [23] the response operator acting infinitely many f has been used. They are the
separation of variables type having the form
f (x, t) = χ(t)v(x), (x, t) ∈ ∂Ω× ]0, T [, (1.10)
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where the function v defined in an open neighbourhood Ω˜ of Ω and satisfies the following
system depending on a large parameter τ (in our notation) with an appropriate function
q: 

div σ(v, q)− τρv = 0, x ∈ Ω˜
∇ · v = 0, x ∈ Ω˜.
(1.11)
The function χ(t) also depends τ > 0 and satisfies χ(0) = 0 and χ(t) > 0 for all 0 < t ≤ T
with the normalized condition
∫ T
0 e
−τt χ(t) dt = 1. This is just under the framework of an
earlier version of the time domain enclosure method with infinitely many input proposed
in [14].
In [23] they used two types of the solutions. One is the real exponential solution having
the form
v(x) = eτ˜m·x l, x ∈ R3 (1.12)
with q = 0 and τ˜ =
√
τ
√
ρ/µ, where l and m are two unit constant vectors satisfying
l ·m = 0.
Another one is a singular solution having its singularity on a line not intersecting with
the convex hull of Ω. The solution has the following form. Let x0 be an arbitrary point
out side of the convex hull of Ω. Choose a unit vector c in such a way that the line
l : x = x0 + λ c, −∞ < λ < ∞ lies in the outside of the convex hull of Ω. Then, the v
takes the form
v(x) = e−τ˜ |x−x0|
c× (x− x0)
|c× (x− x0)|2 , x ∈ R
3 \ l (1.13)
and q = 0.
Using a spherical coordinates depending on c of R3, they showed that the v together
with q = 0 satisfies (1.11) and essentially it’s energy integral locally outside the line l
behaves like that of the function
e−τ˜ |x−x0|.
This means that the essential part is reduced to the heat equation case considered in [22].
Using v given by (1.12) and (1.13) with q = 0, they prescribe f given by (1.10) and
gave extraction formulae of the quantities hD(m) = supx∈D x·m and dist(x0, D) provided
x0 is placed outside of the convex hull of Ω. In our method f is independent of τ and
yields dist(x0, D) for all x0 ∈ R3 \ Ω and the quantity RD(x0) for all x0 ∈ R3 which is
not extracted in their paper.
1.3.2 Stationary case
In the article [7], the idea of the original enclosure method [10, 9] has been applied to the
Stokes system in the stationary case (with variable viscosity). They state an extraction
procedure of the distance of an arbitrary point x0 outside the convex hull of Ω to an
unknown obstacle D from the associated Dirichlet-to-Neumann map acting on infinitely
many special Dirichlet data.
The Dirichlet data are given by the trace onto ∂Ω of special solutions of the stationary
Stokes system in an open neighbourhood of Ω having many parameters. Note that their
main small parameter h plays the same role as our large parameter τ .
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However, unlike the original enclosure method, they guarantee only the existence with
a special leading profile in some function space.
This is because of their argument: a combination of a Carleman estimate and the
Hahn-Banach theorem which is a well known argument and effective in uniqueness issue
in various inverse problems. See Theorem 2.1 in [25] for a typical statement. On page
570 in [26] it is written that, in short, since the Runge type approximation theorem is
not constructive, the probe method [11] introduced by the author has some problem to
characterize the needed input data. The author would like to send them the same words.
The author thinks that a kind of the result in [8] is a desired searching direction. Therein,
using the hyperbolic geometry, they literally constructed a special solution needed for a
variant of the enclosure method for the stationary Schro¨dinger equation.
The main problem of their extraction procedure is the following. They have to tune the
leading profiles of their solutions depending on whether the sphere St(x0) = {x | |x−x0| =
t} with radius t > 0 satisfies: (a) St(x0) ⊂ R3 \D; (b) St(x0) ∩ D 6= ∅, St(x0) ∩ D = ∅
and St(x0) ∩ ∂D consists of a single point; (c) St(x0) ∩D 6= ∅. This means that a careful
replacement of the reading profiles of their solutions and thus the solutions themselves is
needed to obtain their desired results, especially in (b) and (c). See also (2) of Remark
4.1 on page 1977 in [25]. However D itself is unknown. How should we tune? The author
thinks that this problem in their result has not yet been resolved. But this may not be
fair. If the viscosity is constant, it is possible to obtain a sharp result like (1.8) type
one line formula by using the Kelvin transform (in three dimensions) as we did in an
application of the enclosure method to an inverse crack problem in [6]. The details will
be described in another occasion.
1.4 Outline of the paper
A brief outline of this paper is as follows. Theorems 1.1 is proved in Section 3. The
proof is based on: a representation formula of the indicator function together with some
energy estimates which are proved in Section 2; Proposition 3.1 which gives explicit for-
mulae in some domains for the solutions of the modified Helmholtz equation with special
inhomogeneous terms in the whole space and the proof is given in Section 4.
2 Preliminaries
In this section, the symbol n denotes also the unit outward normal to ∂D.
The function v is given by a solution of (1.3) with suppv( · , 0) ∩ Ω = ∅ and f given
by (1.4). Note that the form of v is not specified unlike (1.7).
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2.1 Representation formula and its direct consequence
From (1.1) we have


divσ(w, p˜)− τρw = e−τTF , x ∈ Ω \D,
∇ ·w = 0, x ∈ Ω \D,
w = 0, x ∈ ∂D,
w = w0, x ∈ ∂Ω,
(2.1)
where
F (x) = ρu(x, T ).
And also from (1.3) we have


divσ(w0, q˜)− τρw0 + v(x, 0) = e−τTF 0, x ∈ R3,
∇ ·w0 = 0, x ∈ R3,
(2.2)
where
F 0(x) = ρv(x, T ).
Noting that suppv( · , 0) ∩ Ω = ∅, from (2.1) and (2.2) we obtain
∫
∂Ω
(σ(w, p˜)n ·w0 − σ(w0, q˜)n ·w) dS
=
∫
∂D
σ(w, p˜)n ·w0 dS
+
∫
Ω\D
(σ(w, p˜) · ∇w0 − σ(w0, q˜) · ∇w) dx
+e−τT
∫
Ω\D
(F ·w0 − F 0 ·w) dx.
(2.3)
Using ∇ ·w0 = ∇ ·w = 0 in Ω \D and
Sym∇w0 · ∇w = Sym∇w · ∇w0,
from (2.3) we obtain the first expression of the indicator function:
IT (τ ; v, q)
=
∫
∂D
σ(w, p˜)n ·w0 dS + e−τT
∫
Ω\D
(F ·w0 − F 0 ·w) dx.
(2.4)
Set
R = w −w0.
We further rewrite formula (2.4).
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Proposition 2.1. We have
IT (τ ; v, q) = J(τ) + E(τ) + e
−τTR(τ), (2.5)
where
J(τ) =
∫
D
(2µ |Sym∇w0|2 + τρ|w0|2) dx, (2.6)
E(τ) =
∫
Ω\D
(2µ |Sym∇R|2 + τρ|R|2) dx (2.7)
and
R(τ) =
∫
D
F 0 ·w0 dx+
∫
Ω\D
(F − 2F 0) ·R dx+
∫
Ω\D
(F − F 0) ·w0 dx. (2.8)
Proof. From (2.1) and (2.2) we have


div σ(R, r)− τρR = e−τT (F − F 0), x ∈ Ω \D,
∇ ·R = 0, x ∈ Ω \D,
R = −w0, x ∈ ∂D,
R = 0, x ∈ ∂Ω,
(2.9)
where
r = p˜− q˜.
Write ∫
∂D
σ(w, p˜)n ·w0 dS
=
∫
∂D
σ(w0, q˜)n ·w0 dS +
∫
∂D
σ(R, r)n ·w0 dS
It follows from (2.2) in D that
∫
∂D
σ(w0, q˜)n ·w0 dS =
∫
D
(
σ(w0, q˜) · ∇w0 + τρ|w|2
)
dx+ e−τT
∫
D
F 0 ·w0 dx.
It follows from (2.9) that
∫
∂D
σ(R, r)n ·w0 dS
= −
∫
∂D
σ(R, r)n ·R dS
=
∫
∂ (Ω\D)
σ(R, r)n ·R dS
=
∫
Ω\D
(σ(R, r) · ∇R + τρ|R|2) dx+ e−τT
∫
Ω\D
(F − F 0) ·Rdx.
(2.10)
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Thus we obtain∫
∂D
σ(w, p˜)n ·w0 dS
=
∫
D
(σ(w0, q˜) · ∇w0 + τρ|w0|2) dx+
∫
Ω\D
(σ(R, r) · ∇R + τρ|R|2) dx
+e−τT
{∫
D
F 0 ·w0 dx+
∫
Ω\D
(F − F 0) ·Rdx
}
.
(2.11)
Since we have ∇ ·w0 = 0 in D and ∇ ·w = 0 in Ω \D, using the identity SymA · A =
|SymA|2, we obtain the expression


J(τ) =
∫
D
(σ(w0, q˜) · ∇w0 + τρ|w0|2) dx
E(τ) =
∫
Ω\D
(σ(R, r) · ∇R + τρ|R|2) dx.
(2.12)
Moreover, one has
∫
Ω\D
(F − F 0) ·Rdx+
∫
Ω\D
(F ·w0 − F 0 ·w) dx
=
∫
Ω\D
(F − 2F 0) ·R dx+
∫
Ω\D
(F − F 0) ·w0 dx.
Substituting (2.11) into (2.4) and using this together with (2.12), we obtain (2.5).
✷
Now we state two estimates which tell us that the asymptotic behaviour of the terms
E(τ) and e−τTR(τ) as τ →∞ can be controlled from above by that of J(τ) and ‖w0‖L2(Ω).
Proposition 2.2. We have, as τ −→ ∞
E(τ) = O(τJ(τ) + e−2τT ) (2.13)
and
e−τT |R(τ)| = O(e−τT‖w0‖L2(Ω) + e−τTJ(τ)1/2 + τ−1/2e−2τT ). (2.14)
Proof. First we give a proof of (2.13). From (2.10) and the second formula on (2.12), we
have ∫
Ω\D

2µ|Sym∇R|2 + τρ
∣∣∣∣∣R + e−τT F − F 02τρ
∣∣∣∣∣
2

 dx
=
∫
∂D
σ(R, r)n ·w0 dS + e
−2τT
4τρ
∫
Ω\D
|F − F 0|2 dx.
This together with (2.7) immediately yields
E(τ) ≤ 2
∫
∂D
σ(R, r)n ·w0 dS +O(τ−1e−2τT ). (2.15)
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Here we choose w˜0 ∈ H1(Ω \D)3 in such a way that

div w˜0 = 0, x ∈ Ω \D,
w˜0 = 0, x ∈ ∂Ω,
w˜0 = w0, x ∈ ∂D
and
‖w˜0‖H1(Ω\D) ≤ C‖w0‖H1/2(∂D) ≤ C ′‖w0‖H1(D). (2.16)
See the proof of Lemma 3.1 in [23] for this choice which is taken from [5].
Then, we can write ∫
∂D
σ(R, r)n ·w0 dS
=
∫
∂D
σ(R, r)n · w˜0 dS
= −
∫
∂(Ω\D)
σ(R, r)n · w˜0 dS.
(2.17)
Integration by parts and the first equation on (2.9) give∫
∂(Ω\D)
σ(R, r)n · w˜0 dS
=
∫
Ω\D
divσ(R, r) · w˜0 dx+
∫
Ω\D
σ(R, r) · ∇w˜0 dx
=
∫
Ω\D
divσ(R, r) · w˜0 dx+
∫
Ω\D
2µ Sym∇R · Sym∇w˜0 dx
=
∫
Ω\D
τρR · w˜0 dx+ e−τT
∫
Ω\D
(F − F 0) · w˜0 dx+
∫
Ω\D
2µ Sym∇R · Sym∇w˜0 dx.
From (2.16) we see that this right-hand side has the bound
C‖w0‖H1(D)(τ‖R‖L2(Ω\D) + ‖Sym∇R‖L2(Ω\D) + e−τT ).
Applying this and (2.17) to the first term on (2.15), we obtain
E(τ) ≤ C‖w0‖H1(D)(τ‖R‖L2(Ω\D) + ‖Sym∇R‖L2(Ω\D) + e−τT ) +O(τ−1e−2τT ).
Moreover, from (2.7) we have, for all τ ≥ 1
τ‖R‖L2(Ω\D) + ‖Sym∇R‖L2(Ω\D) ≤ Cτ 1/2E(τ)1/2. (2.18)
From these we obtain
E(τ) ≤ C‖w0‖H1(D)(τ 1/2E(τ)1/2 + e−τT ) +O(τ−1e−2τT ). (2.19)
Here recall the Korn’s second inequality [4]
‖w0‖H1(D) ≤ C(‖w0‖2L2(D) + ‖Sym∇w0‖2L2(D))1/2.
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Since this right-hand side has the bound J(τ)1/2, from (2.19) we obtain
E(τ) ≤ CJ(τ)1/2(τ 1/2E(τ)1/2 + e−τT ) +O(τ−1e−2τT ).
Then, a standard argument yields (2.13).
Next we give a proof of (2.14). From (2.8) we have
e−τT |R(τ)| ≤ C(e−τT‖w0‖L2(Ω) + e−τT‖R‖L2(Ω\D)).
Besides (2.18) yields the estimate
‖R‖L2(Ω\D) ≤ Cτ−1/2E(τ)1/2.
Now from these together with (2.13) we obtain (2.14).
✷
3 Proof Theorem 1.1
In this section the form of v is specified as (1.7).
3.1 Propagation estimates
The following two lemmas are concernd with the asymptotic behaviour of J(τ) and R(τ)
as τ −→∞.
Lemma 3.1. Let U be an arbitrarly bounded open subset of R3. We have, as τ −→ ∞
√
τ‖w0‖L2(U) + ‖Sym∇w0‖L2(U) = O(τe−
√
τ
√
ρ/µdist (U,K) + τ−1/2e−τT ) (3.1)
Proof. Let v00 ∈ H1(R3)3 be the unique weak solution of
µ∆v − τρv + Φ(x, 0)a = 0, x ∈ R3. (3.2)
We have the expression
v00(x) =

 1
4πµ
∫
R3
e−
√
τ
√
ρ/µ |x−y|
|x− y| Φ( · , 0) dy

 a. (3.3)
Since Φ( · , 0) ∈ Hm(R3) we have v00 ∈ Hm+2(R3)2.
Define
w00 = ∇× v00 ∈ Hm+1(R3)3. (3.4)
Then the pair (w00, q˜) with q˜ = 0 satisfies

divσ(w00, q˜)− τρw00 +∇× (Φ(x, 0)a) = 0, x ∈ R3,
∇ ·w00 = 0, x ∈ R3.
(3.5)
From the expression (3.2) we have
√
τ ‖w00‖L2(U) + ‖∇w00‖L2(U) ≤ O(τe−
√
τ
√
ρ/µdist (U,K)) (3.6)
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Set
ǫ0 = e
−τT (w0 −w00).
We have
w0 = w00 + e
−τTǫ0
and it follows from (2.2), (3.2) and (3.5) that ǫ0 satisfies

divσ(ǫ0, q˜)− τρǫ0 = F 0, x ∈ R3,
∇ · ǫ0 = 0, x ∈ R3.
Since we have ∫
R3
(2µ|Sym∇ǫ0|2 + τρ|ǫ0|2 + F 0 · ǫ0) dx = 0,
one gets
∫
R3
(2µ|Sym∇ǫ0|2 + τρ|ǫ0|2) dx ≤ 2× 2×
‖F 0‖2L2(R3)
4τρ
= O(τ−1).
This gives √
τ‖ǫ0‖L2(R3) + ‖Sym∇ǫ0‖L2(R3) = O(τ−1/2). (3.7)
Then, from (3.6) and (3.7) we obtain (3.1).
✷
To obtain a lower estimate for J(τ) we need a detailed expression of w00 = ∇× v00
in a neighbouhood of D.
Set
v00 =


vext,m, if Φ( · , 0) = Φext,m(· , 0),
vint,m, if Φ( · , 0) = Φint,m(· , 0).
In what follows we write
τ˜ =
√
τ ·
√
ρ
µ
.
We have the following expression.
Proposition 3.1. (i) Let |x− p| > η. We have
vext,m(x) =
η2(1+m)
µ
· e
−τ˜ |x−p|
|x− p| am(τ˜ )a,
where
am(τ˜ ) =
1
τ˜
∫ 1
0
s(1− s2)m sinh(ητ˜ s) ds.
(ii) Let |x− p| < R1. We have
vint,m(x) =
2
µ
· sinh τ˜ |x− p||x− p| bm(τ˜ )a,
where
bm(τ˜) =
1
τ˜
∫ R2
R1
s(R22 − s2)m(R21 − s2)m e−sτ˜ ds.
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The proof is given in the next section.
Concerning with the asymptotic behaviour of the coefficients am(τ˜) and bm(τ˜), by
Theorem 7.1 on p.81 in [24], we have, as τ˜ →∞
am(τ˜) ∼ η 2m−1m! e
τ˜ η
(τ˜ η)m+2
(3.8)
and
bm(τ˜ ) ∼ (−1)m2mm!Rm+11 (R22 −R21)m
e−R1τ˜
τ˜m+2
. (3.9)
Now we are ready to prove the key lemma stated below.
Lemma 3.2. There exist positive numbers τ0 and κ such that, for all τ ≥ τ0
τκe2
√
τ
√
ρ/µdist (D,K) J(τ) ≥ C. (3.10)
Proof. It follows from (3.7) that
J(τ) ≥ 1
2
τρ‖w00‖2L2(D) +O(τ−1e−2τT ). (3.11)
Thus it suffices to give a lower estimate for ‖w00‖L2(D).
First consider the case when K = Bη. It follows from (3.4) and (i) in Proposition 3.1
that w00 takes the form
w00(x) =
η2(1+m)
µ
· am(τ˜)∇
(
e−τ˜ |x−p|
|x− p|
)
× a, x ∈ D. (3.12)
Here we have
∇
(
e−τ˜ |x−p|
|x− p|
)
= −e−τ˜ |x−p|
(
1
|x− p|2 +
1
|x− p|
)
x− p
|x− p| .
Thus one gets
∫
D
∣∣∣∣∣∇
(
e−τ˜ |x−p|
|x− p|
)
× a
∣∣∣∣∣
2
dx ≥ C2
∫
D
e−2τ˜ |x−p|
∣∣∣∣∣ x− p|x− p| × a
∣∣∣∣∣
2
dx,
where
C =
1
supx∈D |x− p|2
+
1
supx∈D |x− p|
.
By Lemma A.3 in [18] there exist positive constants C1, τ0 and κ
′ such that
∫
D
e−2τ˜ |x−p|
∣∣∣∣∣ x− p|x− p| × a
∣∣∣∣∣
2
dx ≥ C1e−2ητ˜ · τ−κ′e−2τ˜ dist (D,K)
for all τ ≥ τ0. Thus from (3.12) one gets
‖w00‖2L2(D) ≥
{
η2(1+m)
µ
· am(τ˜)
}2
C2C1 e
−2ητ˜ · τ−κ′e−2τ˜ dist (D,K).
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Now from this together with (3.8) and (3.11) we see that (3.10) is valid by choosing
κ = m+2
2
+ κ′ − 1.
Next consider the case when K = BR2 \ BR1 . From (3.4) and (ii) in Proposition 3.1
we have
w00(x) =
2
µ
· bm(τ˜ )∇
(
sinh τ˜ |x− p|
|x− p|
)
× a, x ∈ D. (3.13)
By the proof of Lemma 4.3 in [21] we know that there exist positive constants C2, τ1 and
κ′′ such that ∫
D
∣∣∣∣∣∇
(
sinh τ˜ |x− p|
|x− p|
)
× a
∣∣∣∣∣
2
dx ≥ C2τ−κ′′ e2τ˜ RD(p)
for all τ ≥ τ1. This together with (3.13) yields
‖w00‖2L2(D) ≥
{
2
µ
· bm(τ˜)
}2
C2τ
−κ′′ e2τ˜ RD(p).
Now from this together with (3.9) and (3.11) we see that (3.10) is valid by choosing
κ = m+2
2
+κ′′−1. Note that we have made use of the relationship dist (D,K) = R1−RD(p).
✷
Remark. 3.1. In contrast to the wave equation case [17], there is no restriction on the
lower bound for T in (ii). See J(τ) on (2.6), which comes from w0 and w0 comes from v
which solves (1.3) and is generated by the initial data supported on K. K is remote from
D. This implicitly indicates that the signal governed by the Stokes system propagates
with infinity speed.
3.2 Finishing the proof of Theorem 1.1
First we prepare three estimates. Letting U = Ω in Lemma 3.1, we have
‖w0‖L2(Ω) = O(
√
τ e−
√
τ
√
ρ/µdist (Ω,K) + τ−1e−τT ). (3.14)
Besides a combination of (3.1) in the case U = D and (2.6) yields
J(τ) = O(τ 2e−2
√
τ
√
ρ/µdist (D,K) + τ−1e−2τT ). (3.15)
From this together with (2.13) we obtain
E(τ) = O(τ 3e−2
√
τ
√
ρ/µdist (D,K) + e−2τT ). (3.16)
Applying (3.14) and (3.15) to the right-hand side on (2.14), we obtain
e−τTR(τ) = O(e−2−1τT ).
Note that we just used (3.14) in which dist (Ω, K) is replaced with 0. Then (2.5) gives
IT (τ ; v, 0) = J(τ) + E(τ) +O(e
−2−1τT ). (3.17)
Since E(τ) ≥ 0, it follows from (3.10) that there exists a positive number τ0 such that,
for all τ ≥ τ0
τκe2
√
τ
√
ρ/µdist (D,K) IT (τ ; v, 0) ≥ C/2. (3.18)
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Applying (3.15) and (3.16) to the right-hand side on (3.17), we obtain
e2
√
τ
√
ρ/µdist (D,K) IT (τ ; v, 0) = O(τ
3). (3.19)
Then, from (3.18) and (3.19) we immediately obtain (1.8) and (1.9).
This completes the proof of Theorem 1.1.
4 Proof of Proposition 3.1
The computation presented here is a combination of the Parseval identity and the residue
calculus as done in the proof of Proposition 3.1 in [20].
Write ∫
R3
e−ix·ξ Φext,m(x) dx =
∫
Bη
e−ix·ξ (η2 − |x− p|2)m dx
= e−ip·ξ
∫ η
0
r2(η2 − r2)m dr
∫
S2
e−irω·ξ dω.
Since we have ∫
S2
e−irω·ξ dω = 4π · sin r|ξ|
r|ξ| ,
one gets
ˆΦext,m(ξ) = 4π e
−ip·ξ
∫ η
0
r2(η2 − r2)m sin r|ξ|
r|ξ| dr
= 4πη2(1+m) e−ip·ξ|ξ|−1A(|ξ|),
(4.1)
where
Am(z) =
∫ 1
0
s(1− s2)m sin (η z s) ds.
Similary we have
ˆΦintt,m(ξ) = 4π e
−ip·ξ |ξ|−1Bm(|ξ|), (4.2)
where
Bm(z) =
∫ R2
R1
s(R22 − s2)m(R21 − s2)m sin zs ds.
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Using the Parseval identity, (3.3) and (4.1) we obtain
vext,m(x) =
1
µ(2π)3
∫
R3
eix·ξ
|ξ|2 + τ˜ 2 · 4πη
2(1+m) e−ip·ξ|ξ|−1Am(|ξ|) dξ a
=
2η2(1+m)
µ(2π)2
∫
R3
ei |x−p| ξ3
|ξ|(|ξ|2 + τ˜ 2) Am(|ξ|) dξ a
=
η2(1+m)
µπ
∫ ∞
0
r
r2 + τ˜ 2
Am(r) dr
∫ π
0
sin φ ei |x−p| r cosφ dφa
=
η2(1+m)
µπ
· 1
i|x− p|
∫ ∞
0
1
r2 + τ˜ 2
Am(r) dr (e
i|x−p| r − e−i|x−p| r)a
=
2η2(1+m)
µπ
· 1|x− p|
∫ ∞
0
1
r2 + τ˜ 2
Am(r) sin |x− p| r dr a
=
η2(1+m)
µπ
· 1|x− p|
∫ ∞
−∞
1
r2 + τ˜ 2
Am(r) sin |x− p| r dr a.
(4.3)
Note that, at the final step we made use of the evenness of the integrand with respect to
r.
Let z = Reiθ, 0 ≤ θ ≤ π. We have
|Am(z)| ≤ Ceη R sin θ
and
| ei|x−p| z| = e−|x−p|R sin θ.
A standard residue calculus yields: if |x− p| > η, then we have
∫ ∞
−∞
1
r2 + τ˜ 2
Am(r) e
i|x−p|r dr
= 2πi
1
2iτ˜
Am(iτ˜ ) e
i|x−p|iτ˜
=
π
τ˜
∫ 1
0
s(1− s2)m sin η iτ˜ s ds e−|x−p|τ˜
= i
π
τ˜
∫ 1
0
s(1− s2)m sinh(ητ˜ s) ds e−|x−p|τ˜
and thus ∫ ∞
−∞
1
r2 + τ˜ 2
Am(r) sin |x− p| r dr = πam(τ˜) e−|x−p|τ˜ .
Now from (4.3) we obtain (i).
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For (ii), using the Parseval identity, (3.3) and (4.2) we obtain
vint,m(x) =
1
µ(2π)3
∫
R3
eix·ξ
|ξ|2 + τ˜ 2 · 4π |ξ|
−1 e−ip·ξ Bm(|ξ|)dξ a
=
4π
µ(2π)3
∫
R3
ei|x−p| ξ3
|ξ|(|ξ|2 + τ˜ 2) Bm(|ξ|)dξ a
=
2
µπ
∫ ∞
0
r
r2 + τ˜ 2
·Bm(r) dr
∫ π
0
ei|x−p| r cos φ sinφ dφa
= −i 2
µπ
1
|x− p|
∫ ∞
0
1
r2 + τ 2
· Bm(r)(ei|x−p| r − e−i|x−p| r) dr a
=
4
µπ
1
|x− p|
∫ ∞
0
1
r2 + τ 2
· Bm(r) sin |x− p|r dr a
=
2
µπ
1
|x− p|
∫ ∞
−∞
1
r2 + τ 2
· Bm(r) sin |x− p|r dr a.
(4.4)
Here one can write∫ ∞
−∞
1
r2 + τ 2
· Bm(r) sin |x− p|r dr = Im
∫ ∞
−∞
Cm(r)
r2 + τ 2
sin |x− p|r dr,
where
Cm(z) =
∫ R2
R1
s(R22 − s2)m(R21 − s2)m eisz ds, m = 0, 1, · · · .
Let z = Reiθ, 0 ≤ θ ≤ π. We have
|Cm(z)| ≤ C(R1, R2)e−RR1 sin θ
and
| sin |x− p|z| ≤ eR|x−p| sin θ.
Using the residue theorem, we obtain: if |x− p| < R1, then
∫ ∞
−∞
Cm(r)
r2 + τ˜ 2
sin |x− p|r dr = πτ˜−1Cm(iτ˜) sin (|x− p| iτ˜).
Since
Cm(iτ˜ ) =
∫ R2
R1
s(R22 − s2)m(R21 − s2)m e−sτ˜ ds
and
sin (|x− p| iτ˜) = e
−τ˜ |x−p| − eτ˜ |x−p|
2i
= i
1
2
(eτ˜ |x−p| − e−τ˜ |x−p|) = i sinh τ˜ |x− p|.
Thus one gets
Im
∫ ∞
−∞
Cm(r)
r2 + τ˜ 2
sin |x− p|r dr = π bm(τ˜) sinh τ˜ |x− p|.
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Now from (4.4) we obtain (ii).
This completes the proof of Proposition 3.1.
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