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We present a systematic derivation of the wave kinetic equation describing the dynamics of a
statistically inhomogeneous incoherent wave field in a medium with a weak quadratic nonlinearity.
The medium can be nonstationary and inhomogeneous. Primarily based on the Weyl phase-space
representation, our derivation assumes the standard geometrical-optics ordering and the quasinor-
mal approximation for the statistical closure. The resulting wave kinetic equation simultaneously
captures the effects of the medium inhomogeneity (both in time and space) and of the nonlinear
wave scattering. This general formalism can serve as a stepping stone for future studies of weak
wave turbulence interacting with mean fields in nonstationary and inhomogeneous media.
I. INTRODUCTION
Wave turbulence is an ubiquitous phenomenon that
has been studied in many contexts, e.g., water waves
[1, 2], magnetohydrodynamic and other plasma waves
[3, 4], optical radiation [5], and the dynamics of the Bose–
Einstein condensate [6, 7]. Many studies use the weak
turbulence theory (WWT), which assumes that both the
medium and the turbulent field are statistically homoge-
neous. (A modern review of WTT is given in Ref. [8].)
Under this assumption, a wave kinetic equation (WKE)
is obtained that governs the dynamics of the wave-action
density in the wavevector space k while the coordinate
space x is considered as largely irrelevant. But this model
fails to adequately capture the coherent structures that
may arise from the small-scale turbulence, for example,
stochastic solitons [9] and zonal flows in magnetized plas-
mas and atmospheres of rotating planets [10–15]. Re-
garding the latter in particular, the shearing of drift
waves by zonal flows can lead to spectacular effects that
are missed by homogeneous WTT, such as the suppres-
sion of drift-wave turbulence by zonal flows [10, 11, 16–
18]. In order to retain these effects within the WWT
framework, a more general theory is needed that would
allow for inhomogeneous turbulence and consider the dy-
namics in the “phase space” (x,k).
To the extent that the nonlinear wave scattering can
be neglected, the WKE is relatively easy to derive, at
least in the geometrical-optics (GO) limit, in which case
the WKE is simply the Liouville equation for the wave-
action density in the (x,k) space [19–21]. (In the GO
limit, the latter is understood as the ray phase space.)
In contrast, WKEs that simultaneously capture the inho-
mogeneities in the medium and nonlinear wave scattering
have only been approached ad hoc. For example, Ref. [6]
makes use of Gabor wavelets to project the fluctuating
wave field to the (x,k) space. In statistical theories based
on correlation functions [12, 22], another approach con-
sists in writing the correlation function in terms of slow
and fast variables and then Fourier-transforming the fast
variables. These approaches involve cumbersome calcu-
lations that are very specific to the problem of interest
and hence hard to transfer from one problem to another.
The aim of this paper is to construct a WKE for a
general wave system with a quadratic nonlinearity. We
shall assume that the medium in which the waves propa-
gate is weakly nonstationary and inhomogeneous; i.e., the
characteristic period (temporal or spatial) of the waves is
small compared to the inhomogeneity scale of the under-
lying medium. Under this assumption, it is possible to
combine the well-known techniques of GO [19, 23] with
those frequently used in statistical descriptions of wave
turbulence [5, 8, 24, 25].
The procedure that we shall employ is based on the
Weyl symbol calculus [26, 27] and consists of the fol-
lowing general steps: (i) we consider the turbulent wave
field ψ˜(t,x) as a spacetime coordinate representation of
an invariant vector | ψ˜ 〉 in a Hilbert space; (ii) we write
the corresponding partial-differential equation (PDE) for
| ψ˜ 〉; (iii) we introduce the correlation (or “density”) op-
erator 〈〈| ψ˜ 〉 〈 ψ˜ |〉〉 and derive the corresponding von Neu-
mann equation by using a quasinormal approximation for
the statistical closure; and (iv) we project this operator
equation onto the (x,k) space using the Weyl transform.
The resulting PDE is correct to all orders in the GO pa-
rameter (38). Then, we take the GO limit using the well-
known ordering hierarchy [20, 21] and reduce the PDE
to the WKE [see Eq. (43)], which will capture both the
turbulence inhomogeneity and the nonlinear wave scat-
tering. The advantage of this approach is that it not only
systematizes difficult calculations, which can lead to cor-
rections to previous WKE models (see, e.g., Ref. [28])
but can also be extended to higher-order theories.
Notably, the Weyl calculus has already been used for
developing inhomogeneous WTTs in optical wave turbu-
lence, with new insights being gained on, e.g., the inco-
herent modulational instability and incoherent solitons
[9, 29–33]. But unlike in those works, where the starting
point is the nonlinear Schro¨dinger equation, here we are
interested in WTT for general scalar wave systems that
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2may not be manifestly quantumlike.
This work is organized as follows. In Sec. II, we intro-
duce our basic equations, separate the wave field into its
mean and fluctuating components, and obtain their re-
spective governing equations. In Sec. III, we choose a sta-
tistical closure and obtain a closed equation for the corre-
lation operator for the wave fluctuations. In Sec. IV, we
introduce the Weyl transform, and we deduce the wave
kinetic equation describing the dynamics of the wave fluc-
tuations. In Sec. V, we apply our general theory to a
simple system as an example. Final comments and re-
marks are given in Sec. VI. In Appendix A, we include a
brief introduction to the Weyl calculus, which we exten-
sively use in this paper. In Appendix B, we present some
auxiliary calculations.
II. PHYSICAL MODEL
A. Basic equations
Let us consider a scalar real wave ψ(t,x) propagat-
ing in a medium that is allowed to be nonstationary and
inhomogeneous and also contains a second-order nonlin-
earity. Specifically, we assume ψ to be governed by an
equation of the form [34, 35]
(D̂linψ)(x) = (α̂ψ)(x) (β̂ψ)(x) + S(x). (1)
Here x
.
= (t,x) denotes the spacetime coordinate. (The
symbol “
.
=” stands for definitions.) Also, D̂lin is a linear
operator, which can be represented as
(D̂linψ)(x)
.
=
∫
d4x′Dlin(x, x′)ψ(x′). (2)
The two-point scalar kernel Dlin(x, x
′) represents the
linear-response model of the medium. The term
(α̂ψ) (β̂ψ) is the quadratic nonlinearity in Eq. (1), where
α̂ and β̂ are linear operators defined similarly as in
Eq. (2). Finally, the term S(x) in Eq. (1) represents
a (possibly stochastic) source term.
Let us rewrite Eq. (1) as follows:
(D̂linψ)(x) =
1
2
fnl[ψ,ψ](x) + S(x), (3)
where fnl[φ, ψ](x) represents the nonlinear interaction,
fnl[φ, ψ]
.
= (α̂φ) (β̂ψ) + (β̂φ) (α̂ψ). (4)
Equation (4) is written in this manner so that fnl[φ, ψ](x)
is symmetric with respect to its arguments; i.e.,
fnl[φ, ψ](x) = fnl[ψ, φ](x). (5)
This property will be useful for future calculations.
B. Dynamics of the mean and fluctuating
components
In the following, we shall be interested in fields ψ
that are separable into a large-amplitude, low-frequency,
coherent component ψ¯ and a small-amplitude, high-
frequency, fluctuating component ψ˜. We shall express
ψ as follows:
ψ(x) = ψ¯(x) +  ψ˜(x), (6)
where ψ¯
.
= 〈〈ψ 〉〉 and 〈〈 · 〉〉 denotes a statistical average.
By definition, the fluctuating component of the wave field
has a zero statistical average so 〈〈 ψ˜ 〉〉 = 0. Fluctuations
in ψ˜ may be due to random initial conditions or due to
a stochastic forcing term, which will be further discussed
below. Also,  1 is some small parameter characteriz-
ing the amplitude of the fluctuations.
Inserting Eq. (6) into Eq. (3) leads to the governing
equations for the mean and fluctuating fields
(D̂linψ¯)(x) =
1
2
{
fnl[ψ¯, ψ¯] + 
2〈〈fnl[ψ˜, ψ˜]〉〉
}
+ S¯, (7a)
(D̂ψ˜)(x) =

2
{
fnl[ψ˜, ψ˜]− 〈〈fnl[ψ˜, ψ˜]〉〉
}
+  S˜, (7b)
where we introduced a modified dispersion operator for
the fluctuating wave dynamics
(D̂ψ˜)
.
= (D̂linψ˜)− fnl[ψ¯, ψ˜]
= (D̂linψ˜)− (α̂ψ¯) (β̂ψ˜)− (β̂ψ¯) (α̂ψ˜), (8)
which depends linearly on the mean field ψ¯. Thus, D̂ in-
cludes a nonlinear coupling between the mean and fluc-
tuating fields. In Eqs. (7), we separated S into its mean
and fluctuating components so that S = S¯ + 2S˜ assum-
ing that the fluctuating component of the forcing term
scales as 2.
C. Abstract vector representation
To facilitate future calculations, let us write Eq. (7b)
for the wave fluctuations in the abstract Hilbert space
L2(R4) of wave states with inner product [36, 37]
〈φ | ψ 〉 =
∫
d4xφ∗(x)ψ(x), (9)
where the integral is taken over R4. In this represen-
tation, ψ(x) is written as ψ(x) = 〈x | ψ 〉, where |x 〉
are the eigenstates of the coordinate operators such that
〈x | t̂ | x′ 〉 = t δ4(x−x′), and 〈x | x̂ | x′ 〉 = x δ4(x−x′).
Since ψ˜(x) is real, then 〈 ψ˜ | x 〉 = 〈x | ψ˜ 〉. Also, the
temporal momentum (frequency) operator ω̂ is given by
〈x | ω̂ | x′ 〉 = i∂tδ4(x − x′), and the spatial momentum
(wavevector) operator k̂ is 〈x | k̂ | x′ 〉 = −i∂xδ4(x− x′)
[38]. In this representation, Eq. (7b) can be rewritten as
D̂ | ψ˜ 〉 = 
2
{ | fnl[ψ˜, ψ˜] 〉 − 〈〈| fnl[ψ˜, ψ˜] 〉〉〉}+  | S˜ 〉 . (10)
3Here D̂ is the modified dispersion operator such that
〈x | D̂ | ψ 〉 = (D̂ψ˜)(x), where (D̂ψ˜)(x) is given by
Eq. (8). The ket | fnl[φ, ψ] 〉 is given by
| fnl[φ, ψ] 〉 .=
∫
d4x |x 〉 〈φ | K̂(x) | ψ 〉 , (11)
where K̂(x) is the operator describing the nonlinear
wave–wave interactions; namely,
K̂(x)
.
= α̂T |x 〉 〈x | β̂ + β̂T |x 〉 〈x | α̂. (12)
Here ÂT denotes the transpose of a given operator Â.
[For more details on this calculation of Eqs. (11) and (12),
see Appendix B 1.] It is to be noted that Eqs. (7b) and
(10) are equivalent. Indeed, Eq. (7b) can be considered
as the coordinate representation of Eq. (10).
III. STATISTICAL CLOSURE
A. Statistical closure problem
The correlation operator for the fluctuating fields is
Ŵ
.
= 〈〈| ψ˜ 〉 〈 ψ˜ |〉〉, (13)
which can be viewed as the statistical average of the den-
sity operator for the fluctuations. As a side note, the co-
ordinate representation of Ŵ is the correlation function
C(t,x, t′,x′) .= 〈〈ψ˜(t,x)ψ˜(t′,x′)〉〉
= 〈〈〈x | ψ˜ 〉 〈 ψ˜ | x′ 〉〉〉
= 〈x | 〈〈| ψ˜ 〉 〈 ψ˜ |〉〉 |x′ 〉
= 〈x | Ŵ | x′ 〉 , (14)
which is commonly used in statistical theories based on
the second-order cumulant expansion. (For more infor-
mation, see e.g., Refs. [12, 24, 25] and references therein.)
Let us write Eq. (7a) in terms of Ŵ. First, we introduce
the trace operation, which can be expressed as Tr( Â ) =∫
d4x 〈x | Â | x 〉 for an arbitrary operator Â. Then,
〈〈fnl[ψ˜, ψ˜](x)〉〉 = 〈〈〈 ψ˜ | K̂(x) | ψ˜ 〉〉〉
= Tr[ K̂(x)〈〈| ψ˜ 〉 〈 ψ˜ |〉〉 ]
= Tr[ K̂(x)Ŵ ]
= 〈x | (β̂Ŵα̂T + α̂Ŵβ̂T) | x 〉
= 2 〈x | α̂Ŵβ̂T) | x 〉 , (15)
where we used Eqs. (11) and (13). Equation (7a) becomes
(D̂linψ¯)(x) =
1
2
fnl[ψ¯, ψ¯](x) + 
2 〈x | α̂Ŵβ̂T | x 〉+ S¯.
(16)
Thus, one sees that the correlation operator Ŵ acts as a
source term in Eq. (16) for the mean field ψ¯.
Now, let us obtain the governing equation for Ŵ. Mul-
tiplying Eq. (10) by 〈 ψ˜ | from the right and averaging
leads to an equation for the correlation operator:
D̂Ŵ =

2
〈〈| fnl[ψ˜, ψ˜] 〉 〈 ψ˜ |〉〉 +  〈〈| S˜ 〉 〈 ψ˜ |〉〉. (17)
Subtracting from Eq. (17) its Hermitian conjugate gives
[D̂H, Ŵ]− + i[D̂A, Ŵ]+ = i
[〈〈| fnl[ψ˜, ψ˜] 〉 〈 ψ˜ |〉〉]A
+ 2i
[〈〈| S˜ 〉 〈 ψ˜ |〉〉]
A
, (18)
where we separated the modified dispersion operator
D̂ into its Hermitian and anti-Hermitian parts so that
D̂ = D̂H + iD̂A. Here the Hermitian and anti-Hermitian
parts of an arbitrary operator Â are defined as ÂH
.
=
(Â + Â†)/2 and ÂA
.
= (Â − Â†)/(2i). Note that, both
D̂H and D̂A are Hermitian by definition. Also, [·, ·]∓
respectively denote the commutators and anticommuta-
tors; i.e., [Â, B̂]− = ÂB̂− B̂Â and [Â, B̂]+ = ÂB̂+ B̂Â.
Equations (16) and (18) are not closed. The left hand-
side of Eq. (18) is written in terms of Ŵ, which is bilinear
in the fluctuating wave field, but the right-hand side of
Eq. (18) contains terms that are linear and cubic with
respect to the fluctuating field. This is the fundamental
statistical closure problem [12, 24, 25]. The next step is
to obtain a statistical closure in order to express Eq. (18)
in terms of the correlation operator Ŵ only.
B. Quasilinear approximation
One possible closure is to neglect the cubic interaction
term in Eq. (18). Then, one linearizes Eq. (10) so that
D̂ | ψ˜ 〉 '  | S˜ 〉 . (19)
After formally inverting D̂ and substituting into Eq. (18),
we obtain the following equation for Ŵ:
[D̂H, Ŵ]− + i[D̂A, Ŵ]+ = 2i2
[
Ŝ(D̂−1)†
]
A
, (20)
where Ŝ
.
= 〈〈| S˜ 〉 〈 S˜ |〉〉 is the density operator associated
to the source fluctuations. This approximation, where
fluctuations are described by a linear equation [Eq. (20)]
while the only nonlinearity is retained in the equation for
the mean field [Eq. (16)], is usually referred as the quasi-
linear approximation. It has been used to study a wide
variety of physical systems, e.g., the emergence of zonal
flows from Rossby-wave turbulence [39], wave–particle in-
teractions in plasmas [40, 41], and turbulence and dy-
namo induced by the magnetorotational instability [42].
Although the quasilinear approximation provides a valid
statistical closure, the resulting WKE will not include
the effects of nonlinear wave–wave scattering. Since it
is our goal to compute such nonlinear interactions, the
cubic nonlinearity in Eq. (18) needs to be retained.
4C. A statistical closure beyond the quasilinear
approximation
Unlike the quasilinear model discussed in Sec. III B,
here we shall adopt a statistical closure that perturba-
tively incorporates nonlinear effects into the equation for
the fluctuating field. Let us separate ψ˜ into two parts:
| ψ˜ 〉 = | ψ˜0 〉+  | ψ˜1 〉 . (21)
Here | ψ˜0 〉 = O(1) is chosen to satisfy the linear part
of Eq. (10); i.e., D̂ | ψ˜0 〉 = 0. The fluctuations in ψ˜0
are due to random initial conditions, whose statistics are
considered to be uncorrelated to those of S˜. Regarding
ψ˜1, when formally inverting D̂ in Eq. (10), one finds that
to lowest order in , ψ˜1 is given by
| ψ˜1 〉 = | φ˜ 〉+ D̂−1 | S˜ 〉 , (22)
where
| φ˜ 〉 ' 1
2
D̂−1
{ | fnl[ψ˜0, ψ˜0] 〉 − 〈〈| fnl[ψ˜0, ψ˜0] 〉〉〉}. (23)
After substituting Eqs. (21)–(23) into the right-hand side
of Eq. (18), we obtain
[D̂H, Ŵ]− + i[D̂A, Ŵ]+ = i
{〈〈| fnl[ψ˜0, ψ˜0] 〉 〈 ψ˜0 |〉〉}A + 2i2{〈〈| fnl[φ˜, ψ˜0] 〉 〈 ψ˜0 |〉〉}A + i2{〈〈| fnl[ψ˜0, ψ˜0] 〉 〈 φ˜ |〉〉}A
+ 2i2
[
Ŝ(D̂−1)†
]
A
+O(3). (24)
Here we neglected O(3) terms, e.g., 3 | fnl[ψ˜0, φ˜] 〉 〈 φ˜ |.
Note that the averages of quantities involving both ψ˜0
and S˜, such as 〈〈 | S˜ 〉 〈 ψ˜0 | 〉〉 and 2〈〈 | fnl[ψ˜0, ψ˜0] 〉 〈 S˜ | 〉〉,
are zero since the statistics of ψ˜0 and S˜ are independent.
Finally, note that the factor of two appearing in the sec-
ond term on the right-hand side of Eq. (24) is due to the
symmetry property (5).
Now, let us calculate explicitly the statistical average
of the nonlinear terms in Eq. (24). To do this, we shall use
the quasinormal approximation which expresses higher-
order (n ≥ 3) statistical moments of ψ˜0 in terms of the
lower-order moments. Specifically, one has
〈〈ψ˜0(x1)ψ˜0(x2)ψ˜0(x3)〉〉 = 0, (25)
〈〈ψ˜0(x1)ψ˜0(x2)ψ˜0(x3)ψ˜0(x4)〉〉
= 〈〈ψ˜0(x1)ψ˜0(x2)〉〉〈〈ψ˜0(x3)ψ˜0(x4)〉〉
+ 〈〈ψ˜0(x1)ψ˜0(x3)〉〉〈〈ψ˜0(x2)ψ˜0(x4)〉〉
+ 〈〈ψ˜0(x1)ψ˜0(x4)〉〉〈〈ψ˜0(x2)ψ˜0(x3)〉〉. (26)
Here xi = (ti,xi) denotes a spacetime coordinate.
Upon using Eq. (25), one finds that the first term ap-
pearing in the right-hand side of Eq. (24) vanishes; i.e.,
〈〈| fnl[ψ˜0, ψ˜0] 〉 〈 ψ˜0 |〉〉 = 0. After substituting Eqs. (11)
and (23), one obtains the following for the second term
on the right-hand side of Eq. (24):
〈〈 | fnl[φ˜, ψ˜0] 〉 〈 ψ˜0 | 〉〉 = ∫ d4x |x 〉 〈〈〈 φ˜ | K̂(x) | ψ˜0 〉 〈 ψ˜0 |〉〉
=
1
2
∫
d4xd4y |x 〉 〈〈[ 〈 ψ˜0 | K̂†(y) | ψ˜0 〉 − 〈〈〈 ψ˜0 | K̂†(y) | ψ˜0 〉〉〉] 〈 y | (D̂−1)† K̂(x) | ψ˜0 〉 〈 ψ˜0 |〉〉, (27)
where | y 〉 is an eigenstate of the coordinate operator. When using Eq. (26) in the abstract representation, one obtains
〈〈 [ 〈 ψ˜0 | K̂†(y) | ψ˜0 〉 − 〈〈〈 ψ˜0 | K̂†(y) | ψ˜0 〉〉〉] 〈 y | (D̂−1)† K̂(x) | ψ˜0 〉 〈 ψ˜0 | 〉〉
= 〈 ψ˜0 | K̂†(y) | ψ˜0 〉 〈 y | (D̂−1)† K̂(x) | ψ˜0 〉 〈 ψ˜0 |+ 〈 ψ˜0 | K̂†(y) | ψ˜0 〉 〈 y | (D̂−1)† K̂(x) | ψ˜0 〉 〈 ψ˜0 |
= 2 〈 y | (D̂−1)† K̂(x) | ψ˜0 〉 〈 ψ˜0 | K̂†(y) | ψ˜0 〉 〈 ψ˜0 |
= 2 〈 y | (D̂−1)† K̂(x) 〈〈| ψ˜0 〉 〈 ψ˜0 |〉〉 K̂†(y) 〈〈| ψ˜0 〉 〈 ψ˜0 |〉〉
= 2 〈 y | (D̂−1)† K̂(x) Ŵ0 K̂†(y) Ŵ0, (28)
where the overlines denote the statistical averaging among the various wave field states. In the third line, we used
5the symmetry property (5). Also, Ŵ0
.
= 〈〈| ψ˜0 〉 〈 ψ˜0 |〉〉. Substituting this result into Eq. (27) gives
〈〈| fnl[φ˜, ψ˜0] 〉 〈 ψ˜0 |〉〉 =
∫
d4xd4y |x 〉 〈 y | (D̂−1)† K̂(x) Ŵ0 K̂†(y) Ŵ0. (29)
In a similar manner, substituting Eq. (23) into the third term in Eq. (24) leads to
〈〈 | fnl[ψ˜0, ψ˜0] 〉 〈 φ˜ |〉〉 =
∫
d4x |x 〉 〈〈〈 ψ˜0 | K̂(x) | ψ˜0 〉 〈 φ˜ |〉〉
=
1
2
∫
d4xd4y |x 〉 〈 y | (D̂−1)†〈〈〈 ψ˜0 | K̂(x) | ψ˜0 〉
[ 〈 ψ˜0 | K̂†(y) | ψ˜0 〉 − 〈〈〈 ψ˜0 | K̂†(y) | ψ˜0 〉〉〉 ] 〉〉. (30)
As before, when using the quasinormal approximation, we obtain〈〈 〈 ψ˜0 | K̂(x) | ψ˜0 〉 [ 〈 ψ˜0 | K̂†(y) | ψ˜0 〉 − 〈〈〈 ψ˜0 | K̂†(y) | ψ˜0 〉〉〉 ] 〉〉
= 〈 ψ˜0 | K̂(x) | ψ˜0 〉 〈 ψ˜0 | K̂†(y) | ψ˜0 〉+ 〈 ψ˜0 | K̂(x) | ψ˜0 〉 〈 ψ˜0 | K̂†(y) | ψ˜0 〉
= 2 〈 ψ˜0 | K̂(x) | ψ˜0 〉 〈 ψ˜0 | K̂†(y) | ψ˜0 〉
= 2 Tr[ K̂(x) 〈〈| ψ˜0 〉 〈 ψ˜0 |〉〉 K̂†(y) 〈〈| ψ˜0 〉 〈 ψ˜0 |〉〉 ]
= 2 Tr[ K̂(x) Ŵ0 K̂
†(y) Ŵ0 ]. (31)
It is to be noted that the trace Tr[ K̂(x) Ŵ0 K̂
†(y) Ŵ0 ] is not an operator but rather a function of x and y. Upon
inserting this result into Eq. (30), we obtain
〈〈| fnl[ψ˜0, ψ˜0] 〉 〈 φ˜ |〉〉 =
∫
d4x d4y |x 〉 〈 y | (D̂−1)† Tr[ K̂(x) Ŵ0 K̂†(y) Ŵ0 ]. (32)
We then substitute Eqs. (29) and (32) into Eq. (24). Re-
placing Ŵ0 with Ŵ, which is valid to the leading order
of accuracy of the theory, gives a closed equation for the
correlation operator:
[D̂H, Ŵ]− + i[D̂A, Ŵ]+ = 2i2
[
F̂ (D̂−1)†
]
A
− 2i2[η̂ Ŵ]
A
+ 2i2
[
Ŝ(D̂−1)†
]
A
, (33)
where
η̂
.
= −
∫
d4x d4y |x 〉 〈 y | (D̂−1)†K̂(x) Ŵ K̂†(y), (34a)
F̂
.
=
1
2
∫
d4xd4y |x 〉 〈 y |Tr[ K̂(x) Ŵ K̂†(y) Ŵ ]. (34b)
For future purposes, note that F̂ is Hermitian.
In summary, Eqs. (16), (33), and (34) form a complete
set of equations for the mean field ψ¯(x) and for the cor-
relation operator Ŵ of the fluctuating wave field. In the
following, we shall project Eq. (33) into the phase space
by using the Weyl transform. Then, by adopting ap-
proximations that are consistent with the GO description
of eikonal fields, we shall obtain a WKE describing the
wave fluctuations. (Readers who are not familiar with
the Weyl calculus are encouraged to read Appendix A
before continuing further.)
IV. DYNAMICS IN THE RAY PHASE SPACE
A. Wigner–Moyal equation
The Weyl transform is a mapping from operators in a
Hilbert space into functions of phase space. In this work,
the Weyl transform is defined as
A(x, k)
.
=W[ Â ] =
∫
d4s eik·s 〈x+ 12s | Â | x− 12s 〉 ,
(35)
where k
.
= (ω,k) is the four wavevector, s
.
= (τ, s), k ·s =
ωτ −k ·s, and d4s .= dτ d3s. Here the integrals span over
R4. We note that the Weyl symbol A(x, k) of an operator
Â is a function on the extended eight-dimensional phase
space z
.
= (x, k) = (t,x, ω,k); i.e., A = A(t,x, ω,k).
Physically, the Weyl symbol A(z) can be interpreted as
a local Fourier transform of the spacetime representation
of the operator Â [see, for instance, Eq. (A3)].
We shall refer to the Weyl symbol W (z) corresponding
to Ŵ as the Wigner function of the fluctuating wave field
[43]. Since Ŵ is Hermitian, W (z) is real. Moreover, since
ψ˜ is real, one can write W (z) as
W (x, k)
.
=
∫
d4s eik·s〈〈ψ˜(x+ 12s) ψ˜(x− 12s)〉〉, (36)
6which implies that W (x, k) = W (x,−k). Similar argu-
ments apply to the Weyl symbol S(z) corresponding to
the operator Ŝ = 〈〈| S˜ 〉 〈 S˜ |〉〉.
The Weyl transform to Eq. (33) is given by
{{DH,W}}+[[DA,W ]]
= 22 Im
{
F ? [D−1]∗
}− 22 Im (η ? W )
+ 22 Im
{
S ? [D−1]∗
}
. (37)
Here D(z) is the Weyl symbol corresponding to D̂. [In
many cases, D(z) is fairly straightforward to calculate.]
From the properties of the Weyl transform, we observe
that DH(z) = ReD and DA(z) = ImD are the (real)
Weyl symbols corresponding to the operators D̂H and
D̂A, respectively. (“Re” and “Im” denote the real and
imaginary parts, respectively.) Likewise, F (z), η(z), and
[D−1]∗(z) are the Weyl symbols corresponding to F̂, η̂,
and (D̂−1)†, respectively. (These will be calculated ex-
plicitly later.) Also, “?” is the Moyal product (A5), and
the brackets {{·, ·}} and [[·, ·]] are the Moyal brackets
[Eqs. (A9) and (A10)]. Basic properties of the Moyal
product and the Moyal brackets are given in Appendix A.
Modulo the statistical closure introduced in Sec. III,
Eq. (37) is an exact equation for the dynamics of the
Wigner function W (z). However, Eq. (37) is generally
a pseudo-differential equation; i.e., it involves an infinite
number of partial derivatives, which appear in the Moyal
products. This often makes Eq. (37) difficult to solve,
both analytically and numerically. Because of this, we
present below a simplification of this equation based on
the GO approximation.
B. Wave kinetic equation
Let us assume that the fluctuating fields have a char-
acteristic temporal and spatial periods smaller than the
characteristic time and length scales of the medium (de-
scribed by DH, DA, and S). In other words, we consider
go
.
= max
{
1
p0T
,
1
|p|L
}
 1, (38)
where p0 and p are the characteristic frequency and
wavenumber of the fluctuations and L and T are the
characteristic time scale and length scale of the medium.
The small parameter go is identified as the GO param-
eter. We shall also assume that D(z) is only slightly
dissipative so that the ordering DA → goDA applies.
These standard assumptions are frequently used in wave
theories involving the GO approximation [19, 23].
To derive the WKE, let us first find a proper ansatz
for W (z). Note that Eq. (17) reads as D̂HŴ ' 0 to
lowest order. In the Weyl representation, this equation
is written as DH ? W ' 0. Approximating the Moyal
product gives to the lowest order
DH(z)W (z) ' 0. (39)
In order to satisfy Eq. (39), either DH(z) or W (z) must
be zero. Following Refs. [20, 21], we adopt the GO ansatz
W (t,x, ω,k) = 2piδ(DH(t,x, ω,k))J(t,x,k), (40)
where J(t,x,k) is the on-shell distribution function or
the wave-action density in the six-dimensional phase
space.
As discussed in Ref. [20], Eq. (40) means that quanta
of the wave fluctuations are localized on the dispersion
manifold defined byDH(z) = 0 [44]. This relation can be,
in principle, inverted so that the wave frequency can be
expressed as ω = Ω(t,x,k). In general, there can be mul-
tiple solutions to DH(z)=0. Then, a different wave-action
density function Jα(t,x,k) could be assigned to each
mode α. (If the dispersion curves approach each other
closely enough such that mode conversion becomes pos-
sible, the GO ansatz (40) becomes inapplicable. Then,
a more complicated approach is required [45–49]. This
case is not consider here.)
Let us now assume that the phase-space derivatives
acting on J , DH, DA, F , η, and S in Eq. (37) scale as
∂t ∼ T−1, ∂x ∼ L−1, ∂ω ∼ p−10 , and ∂k ∼ |p|−1. For the
sake of simplicity, we shall also consider that the medium
inhomogeneities and the wave nonlinearities scale as fol-
lows: go ∼ 2. With the previous assumptions, we sub-
stitute Eq. (40) into Eq. (37), and we integrate over the
wave frequency ω. Following the auxiliary calculations in
Appendix B 2, one can approximate the Moyal products
using integration by parts. Then, to lowest order in go,
Eq. (37) is given by
∫
dω
{
DH
←→L [δ(DH)J ] + 2DAJδ(DH)
}
=
∫
dω δ(DH) [F − 2 Im (η) J + S] +O(2). (41)
where
←→L is the Janus operator (A7). Upon using
[D−1] = D−1 + O(go) [50] and the Sokhotski–Plemelj
theorem [51], we replaced [D−1]∗ in Eq. (37) with its
limiting form as DA tends to zero:
[D−1]∗ ' 1
DH − iDA → ipiδ(DH) + P
1
DH
, (42)
7where “P” denotes the Cauchy principal value. Also,
note that F (z) and S(z) are real because the correspond-
ing operators are Hermitian.
Upon integrating over the frequency, substituting
Eq. (B15), and neglecting higer-order terms in , we ob-
tain the nonlinear wave kinetic equation
∂tJ + {J,Ω} = 2γJ + Sext + C[J, J ], (43)
where {·, ·} = ←−∂x · −→∂k − ←−∂k · −→∂x is the canonical six-
dimensional Poisson bracket and
γ(t,x,k)
.
= −
(
DA
∂DH/∂ω
)
ω=Ω
(t,x,k), (44a)
Sext(t,x,k)
.
=
(
S
∂DH/∂ω
)
ω=Ω
(t,x,k). (44b)
The nonlinear term C[J, J ](t,x,k) in Eq. (43) is
C[J, J ](t,x,k)
.
= Snl[J, J ]− 2γnl[J ]J, (45)
where γnl[J ](t,x,k) and Snl[J, J ](t,x,k) are given by
γnl[J ](t,x,k)
.
=
(
Im η
∂DH/∂ω
)
ω=Ω
(t,x,k), (46a)
Snl[J, J ](t,x,k)
.
=
(
F
∂DH/∂ω
)
ω=Ω
(t,x,k). (46b)
As shown in Appendix B 3, to the leading order in go,
γnl[J ](t,x,k) and Snl[J, J ](t,x,k) are given by
γnl[J ](t,x,k) = −
∫
d3pd3q
(2pi)3
δ3(k− p− q) Θ(t,x,k,p,q)N Re[M(t,x,p,q)M
∗(t,x,p,−k) ]J(t,x,p), (47a)
Snl[J, J ](t,x,k) =
∫
d3p d3q
(2pi)3
δ3(k− p− q) Θ(t,x,k,p,q)N |M(t,x,p,q)|
2 J(t,x,p)J(t,x,q). (47b)
Here Θ(t,x,k,p,q)
.
= piδ(∆Ω), and
∆Ω(t,x,k,p,q)
.
= Ω(t,x,k)− Ω(t,x,p)− Ω(t,x,q).
(48)
Also,
M(t,x,p,q)
.
= M(t,x, p0,p, q0,q)|p0=Ω(t,x,p), q0=Ω(t,x,q),
(49)
where M(x, p, q) is the scattering cross section
M(x, p, q)
.
= α(x, p)β(x, q) + α(x, q)β(x, p), (50)
where α(z) and β(z) are the Weyl symbols of the opera-
tors α̂ and β̂, respectively. Note that M(x, p, q) is sym-
metric with respect to its arguments p and q. Finally,
N (t,x,k,p,q) is a normalization factor:
N .= ∂ωDH(t,x,k) ∂ωDH(t,x,p) ∂ωDH(t,x,q). (51)
C. Discussion
Equations (43)–(51) are the main result of our
work. The WKE (43) describes the wave-action den-
sity J(t,x,k) in a weakly nonstationary and inhomoge-
neous medium with a quadratic nonlinearity. Concerning
its linear dynamics, the left-hand side of Eq. (43) de-
scribes the Hamiltonian dynamics of J(t,x,k) in the six-
dimensional ray phase space. Physically, the left-hand
side of Eq. (43) describes the wave refraction governed by
the wave frequency Ω(t,x,k), which serves as a Hamil-
tonian for the system. On the right-hand side, γ(t,x,k)
defined in Eq. (44a) represents the linear growth rate of
the wave fluctuations and arises from the anti-Hermitian
part of the modified dispersion operator D̂ [Eq. (8)]. The
term Sext(t,x,k) defined in Eq. (44b) represents an ex-
ternal source term for the wave fluctuations.
The nonlinear term C[J, J ] in Eq. (43) plays the role of
a wave scattering operator. It is composed by two terms,
γnl(t,x,k) and Snl(t,x,k), which arise from the nonlinear
wave–wave interactions. The nonlinear source term Snl
in (47b) is a bilinear functional on the wave action. It is
always positive and represents contributions to the wave
action J(t,x,k) coming from waves with wavevectors p
and q different from k (see Fig. 1). This term is also
known as (the variance of) incoherent noise [12]. The
nonlinear damping-rate term γnl in Eq. (47a) is linearly
dependent of the wave action and represents a sink term
where the wave action in the k wavevector is transferred
to other modes with different wavevectors. The effects
described by γnl are called the coherent response [12].
It is worth reminding that the WKE (43) is coupled
to Eq. (16) for the mean field ψ¯(t,x). To lowest order in
go, Eq. (16) is written in terms of the wave action as
(D̂linψ¯)(t,x) ' 1
2
fnl[ψ¯, ψ¯](t,x) + S¯(t,x)
+ 2
∫
d3k
(2pi)3
χ(t,x,k)J(t,x,k), (52)
where we used Eqs. (40) and (A3) and approximated the
resulting Moyal products by ordinary products so that
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FIG. 1: Feynman diagrams [55] corresponding to the nonlin-
ear wave-scattering processes. (a) Coherent response γnl: a
wave k decays into two waves p and q. (b) Incoherent noise
Snl: two waves p and q transfer their quanta into a wave k.
the integration kernel is
χ
.
=
(
α(t,x, ω,k)β(t,x, ω,−k)
∂DH/∂ω
)
ω=Ω
(t,x,k). (53)
One may recognize the last term in Eq. (52) as a pon-
deromotive force. Then, one may also identify χ as the
generalized susceptibility of the system with respect to
fluctuations; cf. the so-called K-χ theorem [52–54]
As a final note, since the mean field ψ¯ is included in
the definition of D̂ in Eq. (8), whose Weyl symbol is
used in deriving the WKE, then the mean field ψ¯ will
generally be present in the coefficients of the WKE (43)
and contribute to the dynamics of J(t,x,k).
V. EXAMPLE
In the following, we shall consider a scalar wave ψ(t,x)
governed by the following equation:
∂
∂t
ψ + iH(t,x,−i∇)ψ = ν∇2ψ + σ
2
∂xψ
2, (54)
where the linear operator H(t,x,−i∇) represents the lin-
ear frequency of the wave oscillations [56], ν(t,x) is a
small dissipation constant, and σ(t,x) is a small function
characterizing the quadratic nonlinearity similar to that
found in the Burgers equation. This equation will serve
as a useful example in which we can apply the general
theory presented in Sec. IV.
As in Sec. II B, we separate the wave field into its mean
and fluctuating components. We obtain
∂tψ¯ + iH(t,x,−i∇)ψ¯ − ν∇2ψ¯ = σ
2
∂x(ψ¯
2 + 〈〈ψ˜2〉〉),
(55a)
∂tψ˜ + iH(t,x,−i∇)ψ˜ − ν∇2ψ˜ − σ(ψ¯∂xψ˜ + ψ˜∂xψ¯)
=
σ
2
∂x(ψ˜
2 − 〈〈ψ˜2〉〉). (55b)
Following Sec. II C, we write Eq. (55b) in the abstract
vector representation. We first multiply Eq. (55b) by a
factor i so that
i∂tψ˜ −H(t,x,−i∇)ψ˜ + iν(−i∇)2ψ˜ + σ[ψ¯(−i∂x)ψ˜
− i(∂xψ¯)ψ˜] = σ
2
(i∂x)(ψ˜
2 − 〈〈ψ˜2〉〉). (56)
In the spacetime representation, one has t̂ = t, x̂ = x,
ω̂ = i∂t, and k̂ = −i∇. Hence, Eq. (56) can also be
represented as in Eq. (10), where the modified dispersion
operator is given by
D̂ = ω̂ − Ĥ + iν̂k̂2 + σ̂
2
(̂¯ψ k̂x − i ̂¯ψ′). (57)
Here Ĥ
.
= H(t̂, x̂, k̂) is the operator corresponding to
the linear wave frequency. Likewise, ν̂
.
= ν(t̂, x̂) and
σ̂
.
= σ(t̂, x̂). Also, ̂¯ψ .= ψ¯(t̂, x̂) and ̂¯ψ′ .= (∂xψ¯)(t̂, x̂).
(Here the tilde denotes a derivative on the x coordinate.)
Note that the nonlinear interaction term in Eq. (56)
is (σ̂ψ)(−k̂xψ). Upon comparing to the primal equation
(1), we find α̂ = σ̂ and β̂ = −k̂x. After following the pro-
cedure in Sec. B 1, we obtain the corresponding nonlinear
wave–wave interaction operator appearing in Eq. (10):
K̂(x) = k̂x |x 〉 〈x | σ̂ − σ̂ |x 〉 〈x | k̂x. (58)
This result can be verified by showing that
1
2
〈 ψ˜ | K̂(x) | ψ˜ 〉 = 1
2
〈 ψ˜ | k̂x | x 〉 〈x | σ̂ | ψ˜ 〉
− 1
2
〈 ψ˜ | σ̂ | x 〉 〈x | k̂x | ψ˜ 〉
=
1
2
(−i∂xψ˜)∗ σψ˜ − 1
2
(σψ˜)∗(−i∂xψ˜)
= i
σ(t,x)
2
∂xψ˜
2(t,x). (59)
Thus, the result in Eq. (59) corresponds to the first term
appearing in the right-hand side of Eq. (56).
Following the procedure in Sec. IV, the next step is
to calculate the Weyl transform (35) of Eq. (57). Using
the Moyal product (A5) leads to the Weyl symbol of the
nonlinear dispersion operator:
D = ω −H(t,x,k) + iν ? k2 + σ
2
?
(
ψ¯ ? kx − iψ¯′
)
' ω −H(t,x,k) + iνk2 + σ
2
(
ψ¯kx − i
2
ψ¯′
)
, (60)
where we used the fact that both ν and σ are small so
that we could replace the Moyal products by ordinary
products. From Eq. (60), the real and imaginary parts
of the nonlinear dispersion symbol are given by
DH(t,x, ω,k) = ω −H(t,x,k) + σψ¯kx/2, (61a)
DA(t,x,k) = νk
2 − σψ¯′/4. (61b)
9From Eqs. (13), (55a), and (A3), we note that 〈〈ψ˜2〉〉 =
(2pi)−4
∫
d4kW (x, k). Hence, after substituting Eq. (40)
and noting that ∂ωDH = 1, we obtain the governing
equation for the mean field:
∂tψ¯ + iH(t,x,−i∇)ψ¯ − ν∇2ψ¯
=
σ
2
∂ψ¯2
∂x
+
σ
2
∂
∂x
∫
d3k
(2pi)3
J(t,x,k), (62)
As expected, the wave action J(t,x,k) acts as a source
term for the mean field.
Now, we shall derive the WKE for the fluctuations.
Upon substituting Eq. (61) into Eq. (43), we obtain
∂tJ + {J,Ω} = 2γJ + C[J, J ], (63)
where the wave frequency and linear growth rate are
Ω(t,x,k) = H(t,x,k)− σψ¯kx/2, (64a)
γ(t,x,k) = −νk2 + σψ¯′/4. (64b)
For the terms concerning the nonlinear wave scattering
C = Snl[J, J ]− 2γnl[J ]J , we note that the Weyl symbols
entering M(x, p, q) in Eq. (50) are α(z) = σ and β(z) =
−kx. Hence, it is clear that M(t,x,p,q) = −σ(px + qx).
Inserting this result into Eqs. (47) leads to
γnl(t,x,k) = σ
2kx
∫
d3p
(2pi)3
Θ? (kx − px)J(t,x,p),
(65a)
Snl(t,x,k) = σ
2k2x
∫
d3p
(2pi)3
Θ? J(t,x,k− p)J(t,x,p),
(65b)
where Θ?
.
= piδ(∆Ω∗) and ∆Ω∗ is the frequency mis-
match evaluated at q = k− p; namely,
∆Ω∗
.
= Ω(t,x,k)− Ω(t,x,p)− Ω(t,x,k− p). (66)
VI. CONCLUSIONS
In this work, we presented a systematic derivation of
a wave kinetic equation describing the dynamics of an
incoherent wave field propagating in a medium with a
weak quadratic nonlinearity. The medium is allowed to
be weakly nonstationary and inhomogeneous. Primar-
ily based on the Weyl phase-space representation, our
derivation makes use of the well-known ordering assump-
tions of geometrical optics and of a statistical closure
based on the quasinormal approximation. The resulting
wave kinetic equation (43) describes the wave dynamics
in the ray phase space. It captures linear effects, such as
refraction, linear damping, and external sources, as well
as nonlinear wave scattering.
This work could be extended in several directions.
From a practical point of view, the developed theory
could be applied to study specific systems of weak wave
turbulence interacting with mean fields in nonstationary
and inhomogeneous media. In this regard, one possibil-
ity is to study the spontaneous formation of zonal flows
in drift-wave turbulence present in magnetic fusion plas-
mas [14, 57–61]. The present theory would include new
effects due to wave scattering that are not captured in
the commonly adopted quasilinear approximation. This
work will be presented in a separate publication.
Also, there are at least two other possible avenues of
future theoretical research. First, the theory presented
in this work deals with a scalar field. It would be inter-
esting to expand this in order to describe multicompo-
nent waves. Second, the present theory made use of the
quasinormal approximation in order to provide a statisti-
cal closure to the equations. However, there exists other
closures that are presently being used to study strong
turbulence. Examples include the direct-interaction ap-
proximation [62] (also known as the DIA), the realizable
Markovian closure [63, 64] (also known as the RMC), and
the Martin–Sigga–Rose formalism [65] (also known as the
MSR formalism). Hence, another possible avenue of re-
search could be to marry the phase-space techniques pre-
sented here with the more advanced statistical closures
previously mentioned. This could lead to new descrip-
tions of weak (and possibly strong) wave turbulence in
nonstationary and inhomogeneous media.
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Appendix A: Weyl calculus
This appendix summarizes the conventions used for
the Weyl symbol calculus. For more information, see the
excellent reviews in Refs. [19, 27, 49, 66, 67].
Let Â be a linear operator. The Weyl symbol A(x, k) is
defined as the Weyl transformW[Â] of the linear operator
Â; namely,
A(x, k)
.
=W[ Â ] =
∫
d4s eik·s 〈x+ 12s | Â | x− 12s 〉 ,
(A1)
where |x 〉 are the eigenstates of the position operator x̂µ
such that 〈x | x̂µ | x′ 〉 = xµδ4(x − x′). Also, s .= (τ, s),
k · s = ωτ − k · s, and d4s .= dτ d3s. The integrals
span R4. This description of the operators is known
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as the phase-space representation since the Weyl sym-
bols are functions of the eight-dimensional phase space
z
.
= (x, k) = (t,x, ω,k). Conversely, the inverse Weyl
transform is given by
Â =
∫
d4xd4k d4s
(2pi)4
eik·sA(x, k) |x− 12s 〉 〈x+ 12s | .
(A2)
The projection of the operator Â on the position eigen-
states, A(x, x′) = 〈x | Â | x′ 〉, is
A(x, x′) =
∫
d4k
(2pi)4
e−ik·(x−x
′)A
(
x+ x′
2
, k
)
. (A3)
In the following, we shall outline a number of useful
properties of the Weyl transform.
• From Eq. (A3), we deduce that the trace Tr(Â) .=∫
d4x 〈x | Â | x 〉 of an operator Â is given by
Tr(Â) =
∫
d4x d4k
(2pi)4
A(x, k). (A4)
• If A(x, k) is the Weyl symbol of Â, then A∗(x, k) is the
Weyl symbol of Â†. As a corollary, if the operator Â
is Hermitian (Â = Â†), then A(z) is real.
• For linear operators Â, B̂ and Ĉ where Ĉ = ÂB̂, the
corresponding Weyl symbols satisfy
C(x, k) = A(x, k) ? B(x, k). (A5)
Here “?” refers to the Moyal product [68], which is
given by
A(x, k) ? B(x, k)
.
= A(x, k)ei
←→L /2B(x, k). (A6)
Also,
←→L is the Janus operator
←→L =
←−
∂
∂x
·
−→
∂
∂k
−
←−
∂
∂k
·
−→
∂
∂x
+
←−
∂
∂ω
−→
∂
∂t
−
←−
∂
∂t
−→
∂
∂ω
. (A7)
The arrows indicate the direction in which the deriva-
tives act. Note that A
←→L B = {A,B}8 is the canoni-
cal Poisson bracket in the extended eight-dimensional
phase space (t,x, ω,k).
• The Moyal product is associative; i.e., for arbitrary
symbols A, B, and C, one has
A ? B ? C = (A ? B) ? C = A ? (B ? C). (A8)
• The anti-symmetrized Moyal product defines the so-
called Moyal bracket, namely,
{{A,B}} .= −i (A ? B −B ? A) = 2A sin
(←→L
2
)
B.
(A9)
Likewise, the symmetrized Moyal product is defined as
[[A,B]]
.
= A ? B +B ? A = 2A cos
( L̂
2
)
B. (A10)
Because of the latter equalities, these brackets are also
referred as the sine and cosine brackets, respectively.
• For fields that vanish rapidly enough at infinity,∫
d4xd4k A ? B =
∫
d4x d4k AB. (A11)
• Now we give the Weyl transforms of various operators.
The Weyl transform of the identity operator is
W[ 1̂ ] = 1. (A12)
The Weyl transforms of the time and position operators
are given by
W[ t̂ ] = t, W[ x̂ ] = x. (A13)
Likewise, the Weyl transforms of the frequency and
wavevector operators are
W[ ω̂] = ω, W[ k̂] = k, (A14)
where ωˆ = i∂t and kˆ = −i∇ in the spacetime repre-
sentation. For any two operators f(t̂, x̂) and g(ω̂, k̂),
W[ f(t̂, x̂) ] = f(t,x), W[ g(ω̂, k̂) ] = g(ω,k). (A15)
Upon using the Moyal product (A6), one can deduce
W[ k̂f(x̂) ] = kf(x)− i2∇f(x), (A16)
W[ f(x̂)k̂ ] = kf(x) + i2∇f(x). (A17)
Appendix B: Auxiliary calculations
1. Constructing the operator K̂(x)
In the abstract Hilbert space, the nonlinear term ap-
pearing fnl[φ, ψ](x) in Eq. (4) can be written as
fnl[φ, ψ](x) = 〈x | α̂ | φ 〉 〈x | β̂ | ψ 〉
+ 〈x | β̂ | φ 〉 〈x | α̂ | ψ 〉 . (B1)
Now, let us introduce the transpose ÂT of an operator Â
such that 〈x | ÂT | x′ 〉 .= 〈x′ | Â | x 〉; in terms of compo-
nents [69], AT(x, x
′) .= A(x′, x). Examples of the trans-
pose of commonly used operators are
t̂T = t̂, x̂T = x̂, ω̂T = −ω̂, k̂T = −k̂,
which can be immediately verified from the definitions
in Sec. II C. Hence, the transpose leaves the time and
position operators intact but changes the sign of the
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frequency and wavevector operators. As in matrices,
(ÂB̂)T = B̂TÂT; for example, (x̂k̂)T = k̂Tx̂T = −k̂x̂.
If we consider φ(x) and ψ(x) to be real, then Eq. (4)
can be written as
fnl[φ, ψ](x) = 〈φ | α̂T | x 〉 〈x | β̂ | ψ 〉
+ 〈φ | β̂T | x 〉 〈x | α̂ | ψ 〉 . (B2)
From this result, we have fnl[φ, ψ](x) = 〈φ | K̂(x) | ψ 〉,
where K̂(x) is given by Eq. (12).
2. Simplifying the Moyal products
To derive the WKE (43), we need to approximate the
Moyal products appearing in Eq. (37). The most diffi-
cult terms to approximate are those involving derivatives
of the Dirac delta functions. As an example, in this ap-
pendix we are interested in calculating the integral
I =
∫
dωA(z) ? W (z), (B3)
where A(z) is an arbitrary function, W (z) =
2piδ(DH(z))J(t,x,k) is the GO ansatz (40), and z
.
=
(t,x, ω,k). The GO dispersion relation is DH(z) = 0. As
discussed in Sec. IV B, we shall assume a single disper-
sion branch such that ω = Ω(t,x,k) satisfies this relation.
Substituting Eq. (40) into Eq. (B3) leads to
I = 2pi
∫
dωA(z) ? [δ(DH)J ]
= 2pi
∫
dωA(z) exp
(
i
2
←→L
)
[δ(DH)J ]
= 2pi
∞∑
n=0
1
n!
(
i
2
)n
In, (B4)
where
←→L is the Janus operator (A7) and
In .=
∫
dω A(z)
(←→L )n [δ(DH)J ]. (B5)
Now, let us calculate each of the terms appearing in
Eq. (B4). The n = 0 term is simply given by
I0 =
∫
dωA(z)δ(DH)J
= A(t,x,Ω(t,x,k),k) %−1(t,x,k) J(t,x,k), (B6)
where the following function is independent of ω:
%(t,x,k)
.
=
(
∂DH
∂ω
)
ω=Ω(t,x,k)
(t,x,k). (B7)
Let us now calculate the n = 1 term in Eq. (B4). After
writing the Janus operator as
←→L .=←−∂µJ µν−→∂ν , where J µν
is the canonical Poisson tensor in z space, we obtain
I1 .=
∫
dω (∂µA)J µν∂ν [δ(DH)J ]
=
∫
dω
∂A
∂zµ
J µν ∂
∂zν
[
δ(ω − Ω)%−1J]
=
∫
dω
∂A
∂zµ
J µν
[
∂δ(ω − Ω)
∂zν
%−1J + δ(ω − Ω) ∂
∂zν
(
%−1J
)]
=
∫
dω
∂A
∂zµ
J µν
[
δ′(ω − Ω)∂(ω − Ω)
∂zν
%−1J + δ(ω − Ω) ∂
∂zν
(
%−1J
)]
=
∫
dω
[
− ∂
∂ω
(
∂A
∂zµ
J µν ∂(ω − Ω)
∂zν
%−1J
)
+
∂A
∂zµ
J µν ∂
∂zν
(
%−1J
)]
δ(ω − Ω)
=
[
− ∂
∂zµ
(
∂A
∂ω
)
J µν ∂(ω − Ω)
∂zν
%−1J +
∂A
∂zµ
J µν ∂
∂zν
(
%−1J
)]
ω=Ω
. (B8)
Here we integrated by parts in ω and used the fact that J , Ω and % is independent of ω. Upon explicitly writing the
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derivatives in terms of phase-space coordinates, we have
I1 = %−1J
(
∂Ω
∂t
∂2A
∂2ω
+
∂2A
∂t∂ω
−
{
Ω,
∂A
∂ω
}
6
)
ω=Ω
+ %−1
(
∂A
∂ω
∂J
∂t
+ {A, J}6
)
ω=Ω
− %−2J
(
∂A
∂ω
∂%
∂t
+ {A, %}
)
ω=Ω
,
(B9)
where {·, ·}6 .=←−∂x · −→∂k −←−∂k · −→∂x is the six-dimensional Poisson bracket. We then rearrange the terms so that
I1 = %−1J
(
∂Ω
∂t
(
∂2A
∂2ω
)
ω=Ω
+
(
∂2A
∂t∂ω
)
ω=Ω
− ∂
∂t
[(
∂A
∂ω
)
ω=Ω
])
+ %−1
(
∂A
∂ω
∂J
∂t
+ {A, J}6
)
ω=Ω
− %−1J
({
Ω,
∂A
∂ω
}
6
+ %−1 {A, %}6
)
ω=Ω
. (B10)
The terms in the first line cancel. Hence,
I1 = %−1
(
∂A
∂ω
∂J
∂t
+ {A, J}6
)
ω=Ω
− %−1J
({
Ω,
∂A
∂ω
}
6
+ %−1 {A, %}6
)
ω=Ω
. (B11)
As can be seen, the derivatives appearing in Eq. (B11)
are all acting on smooth functions. Hence, I1 = O(go)
in the GO limit, where go is the GO parameter (38). By
reiterating the same calculation given in Eq. (B8), one
can show that the higher n terms in Eq. (B4) scale as
In = O(ngo). With these results and using the fact that
the Moyal brackets [Eqs. (A9) and (A10)] are defined in
terms of Moyal products, one can simplify Eq. (37) in
order to obtain the WKE (43).
In particular, let us calculate the special case where
A = DH . Upon substituting the GO relations [23]
∂Ω
∂x
(t,x,k) = −
(
∂DH/∂x
∂DH/∂ω
)
ω=Ω
(t,x,k), (B12a)
∂Ω
∂k
(t,x,k) = −
(
∂DH/∂k
∂DH/∂ω
)
ω=Ω
(t,x,k), (B12b)
and using Eq. (B11), we first note that∫
dωDH
←→L [δ(DH)J ]
= ∂tJ + {J,Ω}6 − %−1
[
({Ω, ∂ωDH}6)ω=Ω − {Ω, %}6
]
.
(B13)
The last term in Eq. (B13) gives zero:
( {Ω, ∂ωDH}6 )ω=Ω − {Ω, %}6
= ∂xΩ · (∂k∂ωDH)ω=Ω − ∂kΩ · (∂x∂ωDH)ω=Ω
− ∂xΩ · ∂k%+ ∂kΩ · ∂x%
= −∂xΩ · ∂kΩ
(
∂2ωDH
)
ω=Ω
+ ∂kΩ · ∂xΩ
(
∂2ωDH
)
ω=Ω
= 0. (B14)
Hence, we obtain
∫
dωDH
←→L [δ(DH)J ] = ∂tJ + {J,Ω}6. (B15)
which is the advection term appearing in the WKE (43).
3. Calculation of η(z) and F (z)
We begin by calculating the Weyl symbol F (z) corre-
sponding to F̂ in Eq. (34b). Upon substituting Eq. (12),
we first note that the trace appearing in Eq. (34b) can
be written as
Tr[ K̂(x)ŴK̂†(y)Ŵ ] = 〈x | β̂ Ŵ α̂† | y 〉 〈 y | β̂†T Ŵ α̂T | x 〉+ 〈x | β̂ Ŵ β̂† | y 〉 〈 y | α̂†T Ŵ α̂T | x 〉
+ 〈x | α̂ Ŵ α̂† | y 〉 〈 y | β̂†T Ŵ β̂T | x 〉+ 〈x | α̂ Ŵ β̂† | y 〉 〈 y | α̂†T Ŵ β̂T | x 〉 . (B16)
After substituting Eq. (B16) into Eq. (34b) and applying the Weyl transform (35), we obtain integrals of the form∫
d4s eik·s 〈x+ 12s | Â | x− 12s 〉 〈x− 12s | B̂ | x+ 12s 〉 ,
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where Â and B̂ are given by the terms appearing in Eq. (B16). To evaluate these integrals, we can use the identity∫
d4s eik·s 〈x+ 12s | Â | x− 12s 〉 〈x− 12s | B̂ | x+ 12s 〉 =
∫
d4p d4q
(2pi)4
δ4(k − p− q)A(x, p)B(x,−q). (B17)
This property is analogous to the convolution theorem frequently used in Fourier transforms. Hence, we have
F (x, k) =
1
2
∫
d4p d4q
(2pi)4
δ4(k − p− q){ (β ? W ? α∗)(x, p)([βT]∗ ? W ? [αT])(x,−q)
+ (β ? W ? β∗)(x, p)([αT]∗ ? W ? [αT])(x,−q)
+ (α ?W ? α∗)(x, p)([βT]∗ ? W ? βT)(x,−q)
+ (α ?W ? β∗)(x, p)([αT]∗ ? W ? βT)(x,−q)
}
, (B18)
where we used the Moyal product (A5). Here α(x, k) and β(x, k) are the Weyl symbols corresponding to α̂ and β̂,
respectively. Also, [αT](x, k) denotes the Weyl symbol of α̂T. Equation (B18) can be further simplified as follows.
Since we consider the wave nonlinearities to be weak, the Moyal products can be replaced by ordinary products.
Moreover, for an arbitrary operator Â, one has [AT](x, k) =W[ÂT] = A(x,−k) by using Eq. (A1). Hence, we obtain
F (x, k) =
1
2
∫
d4p d4q
(2pi)4
δ4(k − p− q)|M(x, p, q)|2W (x, p)W (x, q) +O(go), (B19)
where W (x, k) is given by Eq. (40) and we used the reality property so W (x, q) = W (x,−q). We also introduced
M(x, p)
.
= α(x, p)β(x, q) + α(x, q)β(x, p). (B20)
Finally, when substituting Eq. (B19) into Snl(t,x,k) in Eq. (46b), we obtain the result reported in Eq. (47b).
Now, let us compute the Weyl symbol η(z) of η̂ in Eq. (34a). Substituting Eq. (12) into Eq. (34a) leads to
η̂ = −
∫
d4xd4y |x 〉 〈 y | (D̂−1)† [ α̂T |x 〉 〈x | β̂ Ŵ α̂† | y 〉 〈 y | β̂†T + α̂T |x 〉 〈x | β̂ Ŵ β̂† | y 〉 〈 y | α̂†T
+ β̂T |x 〉 〈x | α̂ Ŵ α̂† | y 〉 〈 y | β̂†T + β̂T |x 〉 〈x | α̂ Ŵ β̂† | y 〉 〈 y | α̂†T
]
. (B21)
To calculate the Weyl transform of the above, we shall use the following result:
W
[∫
d4ud4v |u 〉 〈 v | Â | u 〉 〈u | B̂ | v 〉 〈 v | Ĉ
]
=
(∫
d4s eik·s 〈x− 12s | Â | x+ 12s 〉 〈x+ 12s | B̂ | x− 12s 〉
)
? C(x, k)
=
(∫
d4p d4q
(2pi)4
δ4(k − p− q)A(x,−q)B(x, p)
)
? C(x, k), (B22)
where in the first line, we decomposed the Weyl transform using the Moyal product, and in the second line, we used
the identity in Eq. (B17). By using this identity, we calculate the Weyl transform of Eq. (B21). Similarly as in
Eq. (B19), we then approximate the resulting Moyal products with ordinary products. To leading order, we obtain
η(x, k) = −
∫
d4p d4q
(2pi)4
δ4(k − p− q)[D−1]∗(x,−q)M(x, p, q)M∗(x, p,−k)W (x, p) +O(go), (B23)
where W (x, k) is given by Eq. (40). Finally, substituting Eq. (B23) into ηnl(t,x,k) in Eq. (46a) leads to the result
reported in Eq. (47a).
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