Un Banco de Pruebas Remoto para Experimentación en Robótica Ubicua  by Jiménez-González, Adrián et al.
Revista Iberoamericana de Automática e Informática industrial 11 (2014) 68–79
© 2014 CEA. Publicado por Elsevier España, S.L. Todos los derechos reservados
http://dx.doi.org/10.1016/j.riai.2013.09.007
Un Banco de Pruebas Remoto para Experimentacio´n en Robo´tica Ubicua
Adria´n Jime´nez-Gonza´lez, Jose´ Ramiro Martı´nez-de Dios∗, Alberto de San Bernabe´, Gabriel Nu´n˜ez, Anı´bal Ollero
Grupo de Robo´tica, Visio´n y Control, Departamento de Ingenierı´a de Sistemas y Automa´tica, Escuela Te´cnica Superior de Ingenierı´a, Camino de los
Descubrimientos s/n, 41092 Sevilla, Espan˜a.
Resumen
La escasez de herramientas experimentales adecuadas ha sido sen˜alada como un factor crı´tico en el desarrollo de la robo´tica
ubı´cua. Este artı´culo describe un banco de pruebas remoto para experimentacio´n en robo´tica ubicua integrando robots con redes
inala´mbricas de sensores. El banco de pruebas esta´ compuesto por 5 robots Pioneer 3-AT, por una red de ca´maras y por una
red inala´mbrica de sensores, todos ellos equipados con una amplia variedad de sensores. La arquitectura del banco de pruebas
permite una gran diversidad de esquemas de cooperacio´n entre sus elementos abstrayendo sus particularidades y capacidades
sensoriales, computacionales y de comunicaciones. Permite ejecutar experimentos con distintos grados de descentralizacio´n. El
banco de pruebas, instalado en la Escuela Te´cnica Superior de Ingenierı´a de la Universidad de Sevilla, es abierto y hace posible el
acceso de forma remota mediante una interfaz gra´ﬁca intuitiva. Copyright c© 2014 CEA. Publicado por Elsevier Espan˜a, S.L. Todos
los derechos reservados.
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1. Introduccio´n
En los u´ltimos an˜os han surgido en el a´mbito de los sistemas
distribuidos un cierto nu´mero tecnologı´as que permiten desa-
rrollar sistemas, denominados ubı´cuos, que permiten integrar
dispositivos de pequen˜o taman˜o y de bajo coste que cooperan
formando redes para realizar una misio´n comu´n. En la robo´ti-
ca ubı´cua se integran sistemas robo´ticos y tecnologı´as ubicuas,
tales como las redes de ca´maras o las redes inala´mbricas de
sensores, en ingle´s Wireless Sensor Networks (WSN).
La cooperacio´n entre robots mo´viles y redes de sensores
distribuidos ha atraı´do recientemente importantes esfuerzos de
investigacio´n en los a´mbitos acade´mico e industrial. La movili-
dad y capacidad de carga de los robots permite mejorar los ran-
gos, robustez y precisio´n de la percepcio´n obtenida mediante
redes de sensores esta´ticos. Por otro lado, las medidas tomadas
por sensores distribuidos permiten mejorar la percepcio´n de los
robots. Los robots tambie´n pueden emplearse para desplegar
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sensores, e.g. cuando la infraestructura esta´tica es inexistente
o ha sido dan˜ada. La cooperacio´n entre robots y sensores dis-
tribuidos se ha empleado en vigilancia (Li and Parker, 2008),
monitorizacio´n (Maza et al., 2011), localizacio´n (Sichitiu and
Ramadurai, 2004), despliegue de la red (Popa and Lewis, 2008),
reparacio´n de la red (Corke et al., 2006), recogida de datos de
sensores dispersos (Shah et al., 2003), entre muchos otros.
La cooperacio´n entre dispositivos muy heterogeneos, tales
como robots, redes inala´mbricas de sensores y redes de ca´ma-
ras, presenta retos importantes. Sin embargo, es dicha hetero-
geneidad la que origina complementariedades de intere´s en mu-
chas aplicaciones. Una de las principales diﬁcultades en la in-
vestigacio´n en robo´tica ubicua reside en la escasez de bancos
de pruebas adecuados para validar y comparar me´todos. Aun-
que existen un buen nu´mero de bancos de pruebas para sistemas
multi-robot y para redes de sensores, el nu´mero de los que per-
miten experimentos de robo´tica ubicua, donde cooperan robots
y sistemas ubicuos, es au´n muy escaso.
Este artı´culo describe un banco de pruebas remoto para pro-
bar, comparar y validar te´cnicas y algoritmos de robo´tica ubi-
cua. El banco de pruebas integra robots mo´viles, redes de ca´ma-
ras y redes inala´mbricas de sensores. Su arquitectura software
permite la comunicacio´n bidireccional entre todos ellos, lo que
le dota con la capacidad para implantar un gran nu´mero de ex-
perimentos cooperativos entre robots y la infraestructura ubi-
cua. Tiene una arquitectura modular y emplea herramientas de
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co´digo abierto e interfaces estandarizadas que permiten la in-
corporacio´n sencilla de nuevos componentes. Es accesible de
forma remota mediante una interfaz gra´ﬁca que permite la pro-
gramacio´n, conﬁguracio´n, ejecucio´n y monitorizacio´n de expe-
rimentos. Este banco de pruebas, instalado en una sala de 500
m2 en el so´tano del ediﬁcio de la Escuela Te´cnica Superior de
Ingenierı´a de la Universidad de Sevilla, ha sido empleado para
experimentar los me´todos desarrollados en la Red de Excelen-
cia CONET, ﬁnanciada por el FP7 (INFSO-ICT-224053).
La estructura del artı´culo es la siguiente. La Seccio´n 2 repa-
sa el estado del arte en bancos de pruebas para robo´tica ubicua.
La Seccio´n 3 presenta su disen˜o y especiﬁcaciones. Las Seccio-
nes 4 y 5 describen brevemente sus principales componentes
hardware y software. La Seccio´n 6 presenta las funcionalida-
des del banco de pruebas para facilitar su empleo remoto. La
Seccio´n 7 ilustra algunos de los experimentos que se han lleva-
do a cabo y presenta las principales lecciones aprendidas. Las
conclusiones se presentan en la u´ltima seccio´n.
2. Estado del arte
Los bancos de pruebas son herramientas de gran importan-
cia para evaluar y comparar algoritmos y me´todos en igual-
dad de condiciones. Aunque en algunas a´reas es frecuente em-
plear bancos de datos y/o simuladores, en robo´tica los bancos
de pruebas permiten obtener informacio´n pra´ctica que difı´cil-
mente puede obtenerse empleando simuladores. Los bancos de
pruebas tambie´n son herramientas muy extendidas en las a´reas
tecnolo´gicas que componen los sistemas ubicuos.
La necesidad de validacio´n experimental ha originado la
aparicio´n de una amplia variedad de bancos para experimenta-
cio´n en robo´tica. Una gran parte de ellos han sido desarrollados
para cubrir necesidades concretas, tales como la exploracio´n
planetaria (Miller et al., 2000), la coordinacio´n multi-agente
(Jin et al., 2004), operaciones de bu´squeda y rescate (Deloach
et al., 2003) o la conectividad en redes mo´viles (Stubbs et al.,
2006). Estos bancos de pruebas fueron disen˜ados para experi-
mentar en aplicaciones especı´ﬁcas por sus desarrolladores. No
emplean herramientas estandarizadas y pocos de ellos son ac-
cesibles de forma remota. HoTDeC (Stubbs et al., 2006) y el
banco descrito en (De et al., 2006) son algunas excepciones.
Tambie´n existen bancos de pruebas de robo´tica de cara´cter
generalista, desarrollados para ser empleados en un amplio ran-
go de experimentos. Entre otros destacan el propuesto en (Mi-
chael et al., 2008), que estudia el despliegue de grandes enjam-
bres de robots mo´viles, o el propuesto en (Riggs et al., 2010)
para experimentos en control y percepcio´n cooperativa. Tam-
bie´n se han desarrollado bancos de pruebas que integran robots
mo´viles no terrestres, como (Hoﬀmann et al., 2004), que inclu-
ye robots ae´reos tipo quadrotor o (Brundage et al., 2006), que
permite la cooperacio´n de robots marinos. En (How et al., 2008)
se propone un banco de pruebas que integra robots terrestres y
ae´reos.
Los bancos de pruebas antes citados no incluyen sistemas
ubicuos. En la comunidad cientı´ﬁca de las redes inala´mbricas
de sensores, los bancos de pruebas son una de las herramien-
tas experimentales ma´s ampliamente utilizadas. Esta comuni-
dad mantiene diversos bancos de pruebas. Gran parte de su e´xi-
to se debe a que son de uso pu´blico mediante acceso remoto
y permiten la reutilizacio´n de co´digo ya que emplean librerı´as,
lenguajes y sistemas operativos esta´ndares y, en gran medida,
de co´digo abierto. TWIST (Handziski et al., 2006) es un buen
ejemplo de banco de pruebas para redes inala´mbricas de sen-
sores. Tiene un enfoque generalista y puede albergar un amplio
rango de experimentos. Es pu´blico, permite acceso remoto y
mantiene una arquitectura que se ha reutilizado en otros bancos
de pruebas como WUSTL1. Tambie´n se han desarrollado ban-
cos de pruebas para aplicaciones concretas, perdiendo genera-
lidad pero ganando eﬁciencia. Este es el caso de: Imote foot-
notehttp://www.ee.washington.edu/ research/nsl/Imote/, que se
centra en me´todos de localizacio´n basados en potencia de sen˜al
de radio (RSSI); el banco de pruebas descrito en (Albesa et al.,
2007), focalizado en la monitorizacio´n ambiental; y SmartSan-
tander2, que trata sobre ciudades inteligentes. Algunos de estos
bancos de pruebas integran nodos mo´viles portados por perso-
nas para investigar los efectos de la movilidad. Una tendencia
reciente es federar grupos de bancos de pruebas bajo la misma
interfaz (Chatzigiannakis et al., 2010).
Existen algunos bancos de pruebas que integran sistemas
ubicuos con ca´maras, como por ejemplo el desarrollado para
el proyecto Meerkats con el objetivo de encontrar un compro-
miso entre eﬁciencia energe´tica y rendimiento en una red de
ca´maras (Boice et al., 2006). Se compone de ocho nodos de
sensores visuales unidos a una estacio´n base. Otro ejemplo es
SensEye (Kulkarni et al., 2005) que integra una red heteroge´nea
de nodos inala´mbricos y ca´maras. SensEye esta´ compuesto por
varios niveles. El ma´s bajo esta´ formado por nodos inala´mbri-
cos con sensores de vibracio´n. El segundo nivel contiene no-
dos inala´mbricos con ca´maras de bajas prestaciones, tales co-
mo CMUcam o Cyclops. El tercero esta´ formado por estacio-
nes base conectadas a webcams, que pueden capturar ima´genes
con mayor ﬁdelidad que las del segundo nivel. El cuarto ni-
vel esta´ compuesto por ca´maras de alta resolucio´n orientables
y directamente conectadas a computadores. El objetivo es el
reconocimiento y seguimiento de objetos de manera eﬁciente
mediante la progresiva activacio´n de niveles ma´s altos segu´n la
necesidad.
Tambie´n existen bancos de pruebas que integran parcial-
mente sistemas robo´ticos con sistemas ubicuos. A veces se em-
plean robots mo´viles para aportar movilidad a los nodos, ya que
los robots pueden realizar movimientos con mayor precisio´n y
repetibilidad que los seres humanos (Rensfelt et al., 2011). Co-
mo ejemplo, Mobile Emulab (Johnson et al., 2006) utiliza 5
robots como nodos mo´viles. Los usuarios pueden, de forma re-
mota, asignar trayectorias, ejecutar programas y guardar regis-
tros de datos. Igualmente, algunos sistemas multi-robot utilizan
la infraestructura ubicua como un mero sensor distribuido. Por
ejemplo, iMouse (Tseng et al., 2007) emplea una red inala´mbri-
ca de sensores para detectar alarmas que generan acciones de
vigilancia coordinada en el equipo de robots. En estos bancos
de pruebas la integracio´n entre tecnologı´as robo´ticas y ubicuas
1http://www.cs.wustl.edu/ wsn/index.php?title=Testbed
2http://www.smartsantander.eu/
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es so´lo parcial, lo que no permite explotar las sinergias entre
ambas. Esta´n sesgados hacia una de las tecnologı´as (sistemas
multi-robot o sistemas ubicuos) y no pueden realizar experi-
mentos que requieren una interaccio´n estrecha, por lo que no
son adecuados para muchos problemas de robo´tica ubicua.
Por u´ltimo, se han desarrollado algunos (pocos) bancos de
pruebas que permiten esquemas de cooperacio´n de robo´tica ubi-
cua. El banco de pruebas PEIS (Physically Embedded Intelli-
gent Systems) fue disen˜ado de forma especı´ﬁca para experimen-
tos de domo´tica (Saﬃotti and Broxvall, 2005). El escenario de
PEIS es un pequen˜o apartamento equipado con electrodome´sti-
cos automa´ticos, robots mo´viles y sensores distribuidos. La ar-
quitectura software desarrollada para el proyecto es modular,
ﬂexible y abstrae la heterogeneidad del hardware. ISROBOT-
NET (Barbosa et al., 2009) es un banco de pruebas para sis-
temas multi-robot y redes de sensores que fue desarrollado en
el marco del Proyecto Europeo URUS (Ubiquitous Robotics in
Urban Settings)3. Esta´ enfocado hacia robo´tica urbana e inclu-
ye algoritmos para seguimiento de personas, deteccio´n de ac-
tividades humanas y percepcio´n cooperativa mediante redes de
ca´maras esta´ticas y mo´viles, entre otros. Aunque PEIS e ISRO-
BOTNET permiten experimentos de robo´tica ubicua, han sido
disen˜ados para aplicaciones especı´ﬁcas, lo que restringe los ex-
perimentos que pueden albergar. UBIROBOT (Ubiquitous Ro-
botic) es un banco de pruebas que integra una red WSN, va-
rios robots mo´viles, PDAs y tele´fonos mo´viles inteligentes con
Bluetooth. No ha sido posible encontrar publicaciones ni ningu-
na otra informacio´n ma´s alla´ de la disponible en su sitio web4.
El banco de pruebas que se describe en este artı´culo integra
robots mo´viles, redes de ca´maras y redes WSN. Tiene un en-
foque generalista, modular y abierto, lo que permite implantar
una gran variedad de experimentos y explotar las sinergias entre
sistemas multi-robot y sistemas ubicuos. Es accesible de forma
remota y dispone de herramientas para facilitar la implantacio´n
y ejecucio´n de experimentos.
3. Especiﬁcaciones y disen˜o
Este banco de pruebas fue disen˜ado para cumplir con dos
objetivos principales. Desde un punto de vista de la investiga-
cio´n y desarrollo, debe servir de plataforma remota para pro-
bar, comparar y validar te´cnicas que combinen robots y redes
de sensores distribuidos. Desde el punto de vista de la aplica-
cio´n industrial debe servir como paso intermedio en el desarro-
llo de me´todos antes de probarlos en la aplicacio´n deﬁnitiva.
Para identiﬁcar los requisitos de disen˜o se realizaron encuestas
a 84 usuarios potenciales (universidades y empresas). Los re-
sultados de la encuesta han puesto de maniﬁesto los siguientes
requerimientos:
Generalidad. Debe permitir realizar una amplia variedad
de experimentos en tantas aplicaciones como sea posible.
3http://urus.upc.es
4http://ubirobot.ucd.ie/
Flexibilidad. Su arquitectura debe ser modular y ﬂexible
para permitir la fa´cil incorporacio´n de nuevos componen-
tes.
Posibilidad de expansio´n. Debe emplear interfaces esta´nda-
res y co´digo re-usable, preferiblemente abierto.
Facilidad de empleo. Debe tener una interfaz amigable
que permita acceder y programar los recursos de forma
sencilla y directa. Adema´s, debe incluir funcionalidades
pre-programadas que puedan ser empleadas por los usua-
rios.
Acceso remoto. Debe ser accesible de forma remota ga-
rantizando la seguridad y privacidad.
El banco de pruebas propuesto integra plataformas amplia-
mente empleadas en experimentos de robo´tica ubicua: robots
mo´viles, redes de ca´maras y redes inala´mbricas de sensores.
Estas redes constituyen un sector tecnolo´gico en notable expan-
sio´n. Esta´n formadas por un alto nu´mero de nodos distribuidos
que se organizan de forma auto´noma en redes para cumplir una
determinada tarea. Entre sus caracterı´sticas destacan sus reduci-
dos coste, taman˜o y consumo energe´tico. La estandarizacio´n de
protocolos, como el IEEE 802.15.4, y de sistemas operativos,
como TinyOS, ha facilitado su extensio´n a un nu´mero creciente
de aplicaciones (Akyildiz et al., 2002).
Para permitir la interoperabilidad entre robots, redes de ca´ma-
ras y redes WSN, con grandes diferencias en capacidades sen-
soriales, de procesamiento y de comunicaciones, el banco de
pruebas incluye una capa de abstraccio´n, a trave´s de la cual ca-
da mo´dulo se comunica empleando interfaces estandarizadas.
Este banco de pruebas utiliza Player como capa de abstraccio´n.
Player5 es una herramienta de co´digo abierto muy extendi-
da en robo´tica. Se basa en un disen˜o modular de tipo cliente-
servidor. El Servidor Player interacciona con los dispositivos y
emplea interfaces abstractos (llamados Interfaces Player) para
comunicarse con el Cliente Player, ver Fig. 1. Player incluye so-
porte para una gran variedad de dispositivos, robots y sensores.
Adema´s, permite incorporar nuevos componentes hardware y
software de forma directa y ﬂexible. Player es independiente
del Sistema Operativo y soporta programas en varios lenguajes,
como C/C++, Python, Java. Dispone del simulador Stage que
permite la simulacio´n del experimento antes de su realizacio´n.
Adema´s, Player/Stage permite migrar co´digo del simulador a la
implementacio´n experimental de forma sencilla.
Player es uno de los predecesores de ROS (Robot Operation
System)6, de gran e´xito reciente en la comunidad robo´tica. Se
eligio´ Player porque cuando se disen˜o´ este banco de pruebas,
en 2007, ROS au´n no estaba suﬁcientemente maduro. Existe un
alto grado de compatibilidad entre ambos, lo que permitira´ la
migracio´n del banco de pruebas a ROS sin mucho esfuerzo.
Adema´s, para facilitar el uso del banco de pruebas, se desa-
rrollo´ una interfaz gra´ﬁca que permite la programacio´n y conﬁ-
guracio´n de dispositivos ası´ como la ejecucio´n y monitorizacio´n
5http://playerstage.sourceforge.net/
6http://www.ros.org
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Figura 1: Esquema del modelo de interoperabilidad del banco de pruebas.
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Componentes hardware • • • •
Player/Stage • • • •
Red virtual privada • •
Interfaz gra´ﬁca • •
Funciones ba´sicas •
Tabla 1: Correspondencia entre requisitos de disen˜o y los componentes princi-
pales del banco de pruebas propuesto.
experimentos de forma remota. El acceso remoto se realiza por
medio de una red virtual privada (VPN) que garantiza la seguri-
dad mediante autentiﬁcacio´n y cifrado. En el banco de pruebas
se desarrollo´ una librerı´a de funciones ba´sicas seleccionables
que pueden ser utilizadas de forma directa por los usuarios en
sus experimentos. En la Tabla 1 se muestra la correspondencia
entre los componentes principales del banco de pruebas y los
requisitos planteados en el disen˜o.
4. Componentes hardware
El banco de pruebas integra un equipo de robots mo´viles,
una red inala´mbrica de sensores y una red de ca´maras, ver Fig.
2. Contiene un equipo de 5 robots basados en la plataforma Mo-
bilerobotics Pioneer 3-AT, con traccio´n diferencial y movimien-
to holo´nomo. Cada robot, ver Fig. 3, esta´ equipado con un la´ser
Hokuyo UTM-30LX 2D, con 30 m y 270 grados de rango y
0,25 grados de resolucio´n. Tambie´n, cada robot integra un sen-
sor Microsoft Kinect, que proporciona ima´genes RGB-D. Para
su localizacio´n en exteriores los robots esta´n equipados con re-
ceptores GPS y unidades de medida inercial (IMU). Cada robot
ha sido equipado con un computador porta´til tipo Netbook y un
punto de acceso inala´mbrico IEEE 802.11 a/b/g/n. Todos los ro-
bots esta´n conectados por una red WiFi a 5 GHz para mejorar
el aislamiento frente a la red WiFi de la Univ. de Sevilla, que
opera en la banda de 2,4 GHz.
El banco de pruebas contiene una red inala´mbrica de sen-
sores con nodos esta´ticos y mo´viles. Los nodos esta´ticos esta´n
colocados en disposicio´n reticular colgando del techo a una al-
Figura 2: Fotografı´a del banco de pruebas instalado en una sala de 500 m2 en
los so´tanos del ediﬁcio principal de la Escuela Te´cnica Superior de Ingenierı´a
de la Universidad de Sevilla. Pueden observarse 5 robots Pioneer 3-AT y los
nodos de la red WSN colgando del techo.
tura de 1,6 m sobre el suelo. Los nodos se encuentran conec-
tados mediante una topologı´a tipo a´rbol. En total se dispone
de 30 nodos de cada uno de los modelos Iris, MicaZ, Mica2
y TelosB (120 en total), todos de Crossbow. En cada experi-
mento es posible utilizar todos los nodos del mismo modelo o
de varios modelos (redes heteroge´neas). Los Iris, MicaZ y Te-
losB tienen comunicaciones compatibles al utilizar el protocolo
esta´ndar IEEE 802.15.4. Los nodos TelosB integran sus propios
acelero´metros, sensores de temperatura, humedad e intensidad
luminosa. Para el resto de nodos se dispone de placas Crossbow
MTS400, MTS420 o MTS310, que contienen magneto´metros,
sensores de presio´n atmosfe´rica, micro´fonos e incluso GPS en
la versio´n MTS420. Algunos nodos WSN han sido equipados
con detectores de humo y sensores de concentracio´n de gases.
Adema´s, el banco de pruebas tambie´n contiene nodos WSN
mo´viles, que pueden ser portados por personas o por robots. En
este u´ltimo caso, cada nodo mo´vil esta´ fı´sicamente conectado a
un robot por medio de una conexio´n USB, mediante la cual se
establece un protocolo bidireccional que permite el intercambio
de datos, o´rdenes y peticiones.
Figura 3: Detalle de los robots mo´viles y sus componentes principales.
El banco de pruebas contiene una red de 4 ca´maras esta´ti-
cas distribuidas en la sala. Adema´s, cada robot lleva a bordo un
sensor Kinect que proporciona ima´genes RGB-D. Esta red de
ca´maras ﬁjas y mo´viles puede ser utilizada como un sensor dis-
tribuido, accediendo a las ima´genes y aplica´ndoles me´todos de
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procesamiento. Las ima´genes tambie´n pueden emplearse para
la visualizacio´n remota de experimentos.
Se dispone, adema´s, de una red de micro-ca´maras. Cada no-
do esta´ formado por un mo´dulo CMUcam3 conectado a un nodo
WSN, ver Fig. 4. En cada mo´dulo CMUcam3 se realiza la cap-
tura de ima´genes RGB de 352x288 pı´xeles y se les aplica me´to-
dos simples de procesamiento de ima´genes. Las medidas obte-
nidas en cada mo´dulo CMUcam3 se transmiten al nodo WSN
por medio de un protocolo bidireccional sobre RS-232. Los no-
dos WSN pueden emplear su infraestructura de comunicacio-
nes propia para implementar esquemas de percepcio´n distribui-
da. A pesar de que actualmente disponen de reducida capacidad
computacional y de ancho de banda, las redes de ca´maras WSN
han tenido un notable auge en los u´ltimos an˜os debido a su fa´cil
despliegue y gran autonomı´a.
Figura 4: Detalle de los nodos de la red de ca´maras WSN. Cada nodo esta´ inte-
grado por un mo´dulo CMUcam3 conectado a un nodo WSN.
El banco de pruebas incluye tambie´n un PC de monitoriza-
cio´n y registro de datos que tiene acceso a todos los dispositivos
y sensores. Se encuentra conectado al nodo base de la red WSN
y tiene acceso inala´mbrico a todos los robots.
5. Componentes software
5.1. Arquitectura
La Fig. 5 muestra la arquitectura software del banco de
pruebas. En cada robot se ejecuta el Servidor Player Robot que
permite la interaccio´n con todos sus sensores y actuadores y
los hace accesibles al Programa de Usuario mediante Interfa-
ces Player. Los programas de usuario pueden acceder a los dis-
positivos mediante interfaces de programacio´n de aplicaciones
(APIs) que abstraen sus singularidades. Igualmente, el Servidor
Player WSN puede interaccionar con la red WSN. Cada Progra-
ma de Usuario, mediante Interfaces Player, puede interaccionar
con el Servidor Player de cualquier robot o con el Servidor Pla-
yer WSN.
La arquitectura permite implementar experimentos con di-
versos grados de descentralizacio´n. En los experimentos cen-
tralizados, el Programa Centralizado de Usuario accede a los
Servidores Player de cada robot mediante Interfaces Player. La
arquitectura tambie´n permite esquemas completamente descen-
tralizados, donde los Programas de Usuario que se ejecutan en
cada robot comparten informacio´n y cooperan mediante comu-
nicaciones interproceso. La arquitectura permite tambie´n expe-
rimentos donde un Programa de Usuario Remoto accede a los
Servidores Player mediante Interfaces Player o a los Programas
de Usuario locales por medio de comunicaciones interproceso.
Cada usuario remoto tiene control sobre el programa que se eje-
cuta en su computador, lo que facilita la depuracio´n del expe-
rimento. El banco de pruebas provee la infraestructura necesa-
ria para realizar experimentos (mo´dulos de color azul) mientras
que el usuario debe ocuparse u´nicamente de los Programas de
Usuario que desea ejecutar en los robots (en naranja) y en los
nodos de la red inala´mbrica de sensores (en verde).
La cooperacio´n entre robots y la red inala´mbrica de senso-
res se potencia mediante una interfaz entre esta y Player que
consigue comunicacio´n bidireccional de datos, o´rdenes y pe-
ticiones entre dicha red y los robots. Esta interfaz representa
una novedad signiﬁcativa de este banco de pruebas, permitien-
do que el robot acceda a los datos de los sensores del nodo WSN
que porta y, viceversa, el nodo puede acceder a la informacio´n
del robot. Por ejemplo, el robot puede calcular su posicio´n em-
pleando las lecturas RSSI que su nodo de la red inala´mbrica
mide de los paquetes que recibe de los nodos esta´ticos. La in-
terfaz tambie´n permite que el nodo WSN mo´vil de´ o´rdenes a su
robot, e.g. acudir a una posicio´n para que el nodo pueda comu-
nicarse con otros nodos de la red inala´mbrica. Esta interfaz ha
sido admitida para formar parte de Player y se encuentra actual-
mente integrada en la versio´n 3.1.x, que puede descargarse de
la web de Player7.
5.2. Localizacio´n de robots mo´viles
La localizacio´n y orientacio´n de los robots en experimentos
en exteriores se obtiene mediante receptores GPS y unidades
IMU. En interiores se ha desarrollado un sistema de visio´n por
computador basado en balizas. Se descartaron soluciones ba-
sadas en ca´maras en el techo o paredes, porque en escenarios
amplios (como en nuestro caso) se requiere un alto nu´mero de
ca´maras y capacidad de procesamiento. Se opto´ por un me´to-
do sencillo y eﬁciente equipando cada robot con una ca´mara de
bajo coste apuntando hacia el techo, donde se colocaron bali-
zas dispuestas de forma reticular en localizaciones conocidas.
La o´ptica de las ca´maras se eligio´ para que, desde cualquier
posicio´n del robot, la imagen siempre contenga al menos un
cuadrado de balizas, i.e. cuatro balizas cada una en una esquina
del cuadrado.
La Fig. 6 resume las etapas del me´todo empleado. Tras la
segmentacio´n de ima´genes mediante umbrales, para cada baliza
se calcula el centroide en el plano de imagen, se extraen las ca-
racterı´sticas de su geometrı´a (a´rea, excentricidad de la frontera)
y se clasiﬁca empleando un me´todo de mı´nima distancia. Las
balizas fueron disen˜adas para que la clasiﬁcacio´n pueda reali-
zarse empleando caracterı´sticas sencillas y robustas ante rota-
ciones. Las ca´maras esta´n calibradas internamente para evitar
distorsiones o´pticas. Seguidamente, se identiﬁca el cuadrado de
balizas presente en la imagen. Las balizas esta´n colocadas de
tal forma que cada uno de los cuadrados de balizas es u´nico.
Ası´, identiﬁcando las balizas se puede determinar unı´vocamen-
te el cuadrado. Las posiciones en coordenadas sobre el techo de
las balizas desplegadas son conocidas. Por tanto, identiﬁcando
7http://sourceforge.net/projects/playerstage/ﬁles/
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Figura 5: Esquema general de la arquitectura software del banco de pruebas.
el cuadrado, se pueden determinar las posiciones de las balizas
que lo conforman. Finalmente, conocidas las posiciones reales
de las balizas y sus posiciones en el plano de imagen, es posible
calcular la posicio´n y orientacio´n del robot empleando homo-
grafı´as, que permiten calcular las transformaciones entre dos
planos:
spi = HiPi = AiTiPi, (1)
donde pi son las coordenadas homoge´neas del centroide de la
baliza i en el plano de imagen y Pi es la posicio´n del centro
de la baliza en coordenadas reales. Ai representa la calibracio´n
interna de la ca´mara i y Ti la matriz de transformacio´n entre el
sistema de referencias del robot i y el sistema de referencia que
consideramos base. Suponiendo que el sistema de referencia del
robot mo´vil tiene a´ngulos de alabeo (roll) y elevacio´n (pitch)
nulos, Ti puede expresarse segu´n la expresio´n:
Ti =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
cθ sθ 0 xr
−sθ cθ 0 yr
0 0 1 0
0 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2)
De forma sencilla se puede calcular la posicio´n (xr, yr) y
orientacio´n del robot (θ) empleando so´lo dos correspondencias.
En nuestro caso se disponen como mı´nimo de 4, una por baliza
del cuadrado, lo que permite mejorar la estimacio´n empleando
me´todos de mı´nimos cuadrados. El me´todo ha sido validado ex-
perimentalmente con un error inferior a 7 mm de media y una
desviacio´n esta´ndar menor a 5 mm, suﬁciente para los expe-
rimentos y aplicaciones deseados. Adema´s, es computacional-
mente eﬁciente y puede ejecutarse a tasas adecuadas (10 ima´ge-
nes por segundo) en los procesadores de los robots, donde otros
procesos se ejecutan simulta´neamente.
Figura 6: Izquierda) Deteccio´n balizas. Centro) Identiﬁcacio´n de cuadrados de
balizas. Derecha) Estimacio´n de posicio´n y orientacio´n mediante homografı´a.
5.3. Mo´dulos pre-programados
El banco de pruebas incluye un conjunto de funciones ba´si-
cas para facilitar el desarrollo de experimentos. Los usuarios
pueden incluirlas en su proyecto, evitando tener que programar
todas las funcionalidades de los robots, nodos WSN y procesa-
miento de ima´genes de ca´maras.
5.3.1. Componentes para robots mo´viles
El banco de pruebas ofrece me´todos para planiﬁcacio´n de
trayectorias, seguimiento de trayectorias con evitacio´n de obsta´cu-
los, generacio´n de movimientos aleatorios, ası´ como un me´todo
de localizacio´n del robot.
Se incluye un planiﬁcador de trayectorias basado en Wa-
vefront propagation. El me´todo supone que se dispone de un
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mapa del entorno discretizado en celdas. Se asigna cada cel-
da con un coste inversamente proporcional a la distancia a su
obsta´culo ma´s cercano. Cuando al planiﬁcador se le asigna un
destino, busca un camino partiendo del punto de destino asig-
nando costes a las celdas contiguas. El me´todo selecciona las
celdas con menor coste desde el origen hasta el destino, en-
contrando lı´neas rectas que no cruzan ningu´n obsta´culo. Los
puntos ﬁnales de dichas rectas se emplean como referencias del
me´todo de seguimiento de trayectorias. Se incluyen dos me´to-
dos de seguimiento de trayectorias con evitacio´n de obsta´culos:
el me´todo smooth nearness diagram (Durham and Bullo, 2008)
especı´ﬁco para vehı´culos no holo´nomos y el me´todo vector ﬁeld
histogram plus (Ulrich and Borenstein, 1998), para vehı´culos
con traccio´n diferencial. Tambie´n se ha desarrollado un me´todo
de generacio´n de movimientos aleatorios.
El banco de pruebas incluye el me´todo de localizacio´n AMCL
Adaptive Monte-Carlo Localization (Fox et al., 1999), que es-
tima la posicio´n y orientacio´n del robot empleando medidas de
odometrı´a y contrastando las medidas la´ser con el mapa del en-
torno. Se basa en un Filtro de Partı´culas que ajusta de forma
adaptativa el nu´mero de partı´culas para equilibrar incertidum-
bre y carga computacional.
5.3.2. Componentes para sistemas ubicuos
Se han desarrollado funciones de procesamiento de ima´ge-
nes bajo nivel para la red de ca´maras CMUcam3. Se ofrecen
funciones de segmentacio´n de ima´genes por nivel de gris y por
color en RGB y en HSI, ası´ como funciones de segmentacio´n
por diferencia respecto a una imagen de referencia. Tambie´n se
incluyen me´todos de crecimiento de regiones. La Fig. 7 muestra
los resultados de aplicar sobre una imagen los me´todos de seg-
mentacio´n de color y segmentacio´n por diferencia respecto a la
imagen de referencia. Dichos algoritmos se han implementado
de forma eﬁciente. La ejecucio´n consecutiva de ambos me´todos
en ima´genes de 352x288 pı´xeles se realiza a una tasa de 2-3
ima´genes por segundo, que es suﬁciente para un buen nu´mero
de aplicaciones.
Figura 7: Arriba) Imagen tomada por una ca´mara CMUcam3; Centro) Imagen
tras aplicar segmentacio´n por diferencia respecto a la imagen de referencia;
Abajo) Imagen resultante de aplicar segmentacio´n de color rojo.
Para las redes inala´mbricas de sensores se implantaron me´to-
dos para formacio´n de redes y recogida de datos mediante el
protocolo Collection Tree Protocol (CTP) (Gnawali et al., 2009).
CTP calcula dina´micamente rutas hasta el nodo WSN base em-
pleando canales multi-salto entre los nodos WSN esta´ticos. Se
han desarrollado funciones de monitorizacio´n donde cada nodo
esta´tico toma perio´dicamente las lecturas de sus sensores y las
transmite al nodo base empleando los canales multi-salto. Los
nodos mo´viles transmiten al nodo base empleando los canales
esta´ticos. Cada nodo mo´vil selecciona el nodo esta´tico con el
que tiene mejor conectividad (e.g. en te´rminos de potencia re-
cibida o de probabilidad de recepcio´n de paquete PRR) y le
transmite sus lecturas. El nodo esta´tico seleccionado enruta los
paquetes del mo´vil hacia el nodo base empleando los canales
multi-salto.
6. Acceso remoto
El acceso remoto es importante para su empleo por parte
de la comunidad. El acceso al banco de pruebas se proporciona
mediante una red virtual privada (VPN) que permite protegerlo
de accesos no controlados. Como se sabe, una red virtual priva-
da (VPN) es una red de ordenadores en la que algunos enlaces
se llevan a cabo a trave´s de circuitos virtuales utilizando re-
des mayores (en este caso, Internet). La conﬁguracio´n de VPN
seleccionada contiene mecanismos de autentiﬁcacio´n y cifra-
do para garantizar la seguridad de las comunicaciones. Permite
a los usuarios remotos conectarse al banco de pruebas de una
forma transparente y simple: una vez conectados al servidor de
VPN, los usuarios tienen acceso al banco de pruebas como si se
estuvieran en la misma red de a´rea local.
Mediante la VPN es posible acceder en modo consola a
todos los ordenadores del banco de pruebas. Para facilitar el
uso remoto se ha desarrollado una interfaz gra´ﬁca, ver Fig. 8.
Esta´ integrada en la arquitectura del banco de pruebas, ver Fig.
5, y tiene acceso a cada componente del experimento emplean-
do Interfaces Player. La interfaz gra´ﬁca permite la gestio´n inte-
gral del experimento de forma remota. Permite visualizar todas
las medidas de los sensores gra´ﬁcamente (ca´maras, la´ser, posi-
cio´n de robots y nodos) o en modo texto (lecturas de sensores).
La interfaz gra´ﬁca permite la programacio´n remota de nodos
y robots, seleccionando las funciones ba´sicas que deben eje-
cutar o subiendo directamente los archivos ejecutables en cada
computador. Desde ella se puede controlar el inicio/parada de
los programas de cada robot y el inicio/parada del registro de
datos de cualquiera de los sensores o dispositivos que se em-
plean en el experimento.
Adema´s, se ha disen˜ado una pa´gina web para la reserva y
gestio´n de experimentos8. En ella se incluye documentacio´n de
los robots, sensores y nodos disponibles, manuales, tutoriales
y consejos pra´cticos. La seccio´n de descargas permite acce-
der a las distribuciones, librerı´as y aplicaciones necesarias pa-
ra el desarrollo de experimentos. Tambie´n esta´ disponible una
ma´quina virtual que puede ejecutarse en cualquier sistema ope-
rativo y que incluye todo el software necesario para realizar ex-
perimentos.
7. Experimentos
En la Tabla 2 se muestra un resumen de algunos de los ex-
perimentos realizados en el banco de pruebas, indicando las
plataformas y sensores empleados. Se han ejecutado experi-
mentos de sistemas multi-robot cooperando con infraestructu-
ra ubicua. Tambie´n, experimentos que so´lo involucran sistemas
8http://conet.us.es
 Adrián Jiménez-González et al. / Revista Iberoamericana de Automática e Informática industrial 11 (2014) 68–79 75
Figura 8: Interfaz gra´ﬁca del banco de pruebas durante la monitorizacio´n de un
experimento. La interfaz permite, entre otras cosas, mostrar en vivo ima´genes
tomadas por el sensor Kinect (ventana de arriba) o lecturas de la´ser Hokuyo
(ventana de abajo) tomadas por el robot.
multi-robot y otros que involucran so´lo a tecnologı´as ubicuas.
A continuacio´n se describen brevemente algunos de los expe-
rimentos realizados que ponen de maniﬁesto las capacidades
del banco de pruebas. Por u´ltimo, en la Seccio´n 7.4 se resu-
me brevemente nuestra experiencia y lecciones aprendidas en
el empleo pra´ctico del banco de pruebas.
7.1. Reparacio´n de redes WSN mediante robots
La robustez de una red WSN puede verse comprometida
en el caso de fallos de los nodos. Cuando un nodo falla, no
so´lo deja de tomar datos de sus sensores, sino que tambie´n deja
de retransmitir paquetes pudiendo deteriorar el funcionamiento
de toda la red. Las variaciones en las condiciones de transmi-
sio´n tambie´n pueden provocar zonas sin cobertura. Los robots
mo´viles son de gran utilidad para diagnosticar y reparar las re-
des inala´mbricas de sensores. Se pueden utilizar para identiﬁcar
lı´mites de conectividad y para detectar/conﬁrmar agujeros en la
cobertura. Una vez que se han detectado los fallos, se pueden
utilizar robots para reparar la red WSN aplicando diversas es-
trategias.
Se pueden emplear robots para recolocar nodos WSN cuan-
do la funcionalidad de la red no esta´ comprometida, e.g. en ca-
so de colocacio´n incorrecta o no o´ptima de los nodos. Cuando
los dan˜os comprometen la misio´n, la opcio´n es desplegar nue-
vos nodos para sustituir los dan˜ados o para reparar los agujeros
de conectividad (Corke et al., 2006). Si hay dan˜os importantes
que impiden la recogida de datos mediante rutado multi-salto
entre los nodos esta´ticos, una opcio´n es emplear robots para re-
cogida de datos de la red inala´mbrica de sensores. Los robots
se controlan para moverse cerca de los nodos esta´ticos y ase-
gurar comunicacio´n sin errores empleando bajas potencias de
transmisio´n y consumo energe´tico. Esta opcio´n es particular-
mente u´til en escenarios amplios o con nodos separados entre
sı´ (Martinez-deDios et al., 2012).
Seguidamente se describe brevemente un experimento don-
de se emplean robots mo´viles para reparar la conectividad de
una red inala´mbrica se sensores. Supongamos un escenario don-
de se han desplegado nodos esta´ticos pero no se conoce su po-
sicio´n exacta. La red debe recoger datos de todos los nodos y
hacerlos accesibles en un computador central, para lo cual debe
garantizarse la conectividad y robustez de la red. La solucio´n
propuesta consiste en tres pasos: diagnosis, reparacio´n de la co-
nectividad y reparacio´n de la robustez.
El primer paso es la diagnosis de la red WSN. Para ello se
obtiene su matriz de conectividad, donde se reﬂeja que´ nodos
esta´n accesibles para cada uno de los nodos de la red WSN. Los
nodos intercambian paquetes y cada uno registra los identiﬁca-
dores de los nodos con los que tiene conexio´n. En esta fase se
emplean robots mo´viles para recorrer el escenario mientras que
el nodo a bordo de cada robot transmite mensajes solicitando
a los nodos esta´ticos su informacio´n de conectividad. El nodo
a bordo recibe paquetes con la informacio´n de conectividad y
se la transmite al robot mediante el protocolo WSN-Player. El
Cliente Player, que se ejecuta en el computador del robot, reci-
be la informacio´n y la registra generando la matriz de conecti-
vidad. El Cliente Player incluye tambie´n un me´todo de locali-
zacio´n basado en RSSI que le permite ubicar los nodos esta´ti-
cos de la red inla´mbrica de sensores. La Fig. 9 muestra la red
WSN identiﬁcada incluyendo los nodos detectados (cı´rculos)
en su ubicacio´n estimada. Se indica mediante lı´neas la conec-
tividad entre los nodos esta´ticos. En esta fase se detecta que la
red esta´ fragmentada en tres agrupaciones: algunos nodos esta´n
desconectados del nodo base unido fı´sicamente al computador
central.
Figura 9: Red detectada en la fase de diagnosis. La red esta´ fragmentada.
Seguidamente se emplean te´cnicas basadas en la llamada
conectividad-k para la reparacio´n de la conectividad de la red
inala´mbrica de sensores. La conectividad-k expresa el nu´mero
k de rutas disjuntas entre cualquier par de nodos de una red.
Conectividad-0 signiﬁca que en la red existen nodos aislados.
Se ha desarrollado un algoritmo que calcula el nu´mero mı´ni-
mo de nodos (y las localizaciones donde deben desplegarse)
necesarios para que la red tenga una conectividad-k deseada.
En nuestro ejemplo, ver Fig. 9, es necesario desplegar un nodo
entre las tres agrupaciones. Tras la ejecucio´n del algoritmo, el
robot despliega el nodo en la ubicacio´n calculada. El robot ha
sido equipado con un pequen˜o brazo manipulador que le per-
mite desplegar nodos WSN, ver Fig. 10. Una vez que el ro-
bot ha desplegado el nodo, la red WSN establece nuevas rutas
y, como resultado, todos los nodos esta´ticos son accesibles al
computador central, ver Fig. 11-izquierda. En rojo se muestran
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Tabla 2: Resumen de experimentos principales realizados en el banco de pruebas que se propone.
Plataformas Sensores principales
Sistema
multi-robot
Red de
ca´maras Red WSN La´ser Ca´maras RSSI
Funciones
ba´sicas Remoto
Localizacio´n basada en ﬁrmas RSSI • • • • •
Reparacio´n de redes WSN con robots • • • •
Localizacio´n con entrenamiento de RSSI • • •
Seguimiento mediante redes de ca´maras • • • • •
Guiado de robots mediante WSN • • • •
Navegacio´n/generacio´n de mapas multi-robot • • •
Percepcio´n activa en redes CMUcam3 • • • •
Seguimiento multi-robot basado en POMDP • • • •
Navegacio´n multi-robot distribuida • • • •
Recogida de datos WSN mediante robots • • • • •
Seguridad en cooperacio´n WSN-robots • • • • •
los nuevos enlaces originados por el despliegue del nodo cen-
tral.
Figura 10: Robot Pioneer 3-AT dotado con un pequen˜o brazo robo´tico.
Seguidamente se procede a la reparacio´n de la robustez de
la red WSN. La redundancia-k de un nodo i expresa el nu´mero
k de nodos vecinos al nodo i que pueden fallar sin que la red
pierda conectividad (Atay and Bayazit, 2009). Los nodos con
redundancia-0 son puntos fra´giles de la red: en caso de que el
nodo falle, la red queda desconectada. Se considera que una red
es robusta si todos sus nodos tienen redundancia-2. Siguien-
do el ejemplo de la Fig. 9, la Fig. 11-izquierda muestra la red
WSN en el comienzo de esta fase. Se indican los valores de
redundancia-k de cada nodo. Hay tres nodos con redundancia-
0 y un alto nu´mero de nodos con redundancia-1. Se ha desa-
rrollado un algoritmo que calcula el nu´mero mı´nimo de nodos
(y de localizaciones donde deben desplegarse) necesarios para
que todos los nodos de la red tengan una redundancia-k desea-
da. Para conseguir que la red tenga redundancia-1 es necesario
desplegar dos nodos ma´s. La Fig. 11-centro muestra la red re-
sultante tras el despliegue de dichos nodos (en rojo los nuevos
enlaces originados por los dos nodos desplegados). Para conse-
guir que la red tenga redundancia-2 es necesario desplegar un
nodo ma´s. La parte derecha de la Fig. 11 muestra la red resul-
tante tras el despliegue.
El experimento fue ejecutado mediante la interfaz gra´ﬁca
empleando funciones ba´sicas para el seguimiento de trayecto-
rias. En la fase de diagnosis se emplearon varios robots coor-
dinados. Las matrices de conectividad locales creadas por cada
robot se fusionaron en un programa central. Se puede observar
un vı´deo del experimento en el enlace9.
7.2. Localizacio´n de robots empleando sistemas ubicuos
Se han desarrollado diversos experimentos de localizacio´n
de robots empleando la infraestructura ubicua entre los que des-
taca la localizacio´n mediante medidas de la intensidad de la
sen˜al radio (Received Signal Strength Indication, RSSI) basa-
da en ﬁngerprinting. En escenarios interiores las medidas de
RSSI contienen altos niveles de ruido originado por reﬂexio-
nes y otras interacciones con el entorno. Se han desarrollado
experimentos basados en enfoques ﬁngerprinting consistentes
en contrastar las medidas RSSI que recibe el robot con un ma-
pa de RSSI del escenario generado previamente. En la primera
fase uno o varios robots recorren el escenario y perio´dicamen-
te envı´an mensajes baliza. Los nodos esta´ticos responden y el
nodo de a bordo mide la potencia RSSI de los mensajes que
recibe. El nodo de a bordo le comunica al robot dichas medi-
das por medio del protocolo WSN-Player y el Cliente de Player
las registra en un mapa que asocia localizacio´n del robot con
las medidas RSSI que ha recibido de los nodos esta´ticos. En
la segunda fase, cuando el robot desea conocer su localizacio´n
envı´a un mensaje baliza. Los nodos esta´ticos responden y el ro-
bot integra las medidas en un Filtro de Partı´culas que coteja las
medidas en el mapa RSSI previamente generado.
El experimento fue realizado de forma local y tambie´n de
forma remota. No se apreciaron diferencias signiﬁcativas en-
tre ambas quiza´s motivado por el escaso ancho de banda de
las medidas RSSI que se transmiten en este experimento. Se
emplearon funciones ba´sicas para la navegacio´n del robot. El
mapa RSSI se genero´ empleando simulta´neamente varios ro-
bots en cooperacio´n, lo que requirio´ conﬁgurar adecuadamente
el mo´dulo de evitacio´n de obsta´culos. Cada robot genero´ la ma-
triz de conectividad correspondiente a su porcio´n del escenario.
La matriz fue calculada de forma centralizada a partir de las
matrices de cada robot. El usuario desarrollo´ los programas de
los nodos WSN (nodos esta´ticos y el nodo a bordo del robot) y
9http://www.youtube.com/watch?v=1rKjdT-dCjc
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Figura 11: Izquierda) Estado de la red antes del comienzo de la fase de reparacio´n de redundancia, en rojo los enlaces originados en la fase de reparacio´n de
conectividad; Centro) Estado de la red despues de la correccio´n de redundancia-1, en rojo los enlaces originados en esta fase por el despliegue de dos nodos;
Derecha) Estado de la red despues de la correccio´n de redundancia-2, en rojo los enlaces originados en esta fase por el despliegue de un nodo.
Figura 12: Arriba) Mapa RSSI (valores entre 0 y 255) obtenido mediante un
robot mo´vil. Abajo) Captura de pantalla tomada durante el experimento de lo-
calizacio´n RSSI basada en ﬁngerprinting.
el Cliente Player con el me´todo de localizacio´n basado en Filtro
de Partı´culas. El Cliente Player fue ejecutado en un ordenador
remoto y monitorizado empleando la interfaz gra´ﬁca y la red
de ca´maras esta´ticas. Este experimento fue ejecutado en vivo
en el tutorial Remote Open Testbed for Cooperation of Wireless
Sensor Networks and Mobile Robots, impartido en el congre-
so EWSN’2012 en Trento (Italia)10. En esta demostracio´n se
utilizo´ un enlace Wi-Fi por medio de Eduroam en la Univer-
sidad de Trento. La Fig. 12 muestra el mapa RSSI y capturas
10http://ewsn12.disi.unitn.it/tutorials.html
de pantalla del experimento donde puede apreciarse la nube de
partı´culas.
7.3. Vigilancia de perı´metros mediante robo´tica ubicua
El banco de pruebas para robo´tica ubicua ha sido utilizado
para realizar experimentos de vigilancia de perı´metros mediante
algoritmos descentralizados (Acevedo et al., 2011). Dicho algo-
ritmo utiliza mu´ltiples robots para vigilar un perı´metro cerrado
y asegura que todos los tramos del perı´metro sera´n visitados pe-
rio´dicamente por algu´n robot. El objetivo de los experimentos
era caracterizar dicho algoritmo analizando sus limitaciones y
eﬁciencia.
Formalmente se pretende resolver el problema de vigilan-
cia de un perı´metro de longitud L con N robots. La informacio´n
detectada por cada robot (supuesto con rango de comunicacio-
nes limitado) debe compartirse con el resto en el menor tiempo
posible. Los robots se mueven por el perı´metro con una veloci-
dad entre 0 y vmax, que no tiene por que´ ser la misma para cada
robot. El algoritmo consiste en forzar que los robots vecinos
se muevan en sentidos opuestos, encontra´ndose perio´dicamente
y calibrando su velocidad para asegurar que cada posicio´n del
perı´metro es visitada con un u´nico perı´odo. En cada encuentro,
la informacio´n intercambiada incluye la distancia recorrida y
la informacio´n conocida sobre otros robots, permitiendo a cada
robot realizar una estimacio´n de la longitud del perı´metro y la
suma total de velocidades de los robots. Ası´, cuando el algo-
ritmo converge, el perı´metro se visita de manera o´ptima y los
robots se encuentran en los puntos intermedios adecuados.
Se realizaron numerosas repeticiones de los experimentos,
tanto en interiores como en exteriores, para caracterizar el algo-
ritmo. Ası´, la fase experimental de esta investigacio´n se bene-
ﬁcio´ de la capacidad del banco de pruebas para operar tanto en
interiores como en exteriores. Uno de los principales resultados
obtenidos fue el lı´mite superior en el tiempo de convergencia
en relacio´n con el tiempo que tardarı´a el robot ma´s lento en
cubrir el perı´metro. Tambie´n se obtuvo el lı´mite superior del
tiempo en que el u´ltimo robot obtiene la informacio´n completa
del sistema. En otra serie de experimentos se demuestra que el
algoritmo es robusto ante perturbaciones, en el sentido de que
se recupera y vuelve a converger a una solucio´n cuando un ro-
bot queda inservible o se an˜ade un nuevo robot al equipo.
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7.4. Lecciones aprendidas
Hasta la fecha en torno al 30% de los experimentos remo-
tos, los cuales requieren de restricciones adicionales relaciona-
das con la calidad del acceso a Internet. El servidor VPN del
banco de pruebas esta´ conectado mediante un enlace dedicado
de ﬁbra o´ptica al Centro de Datos de la Escuela Te´cnica Su-
perior de Ingenierı´a, lo que garantiza una calidad de acceso a
Internet. En las pruebas realizadas hemos percibido que el ac-
ceso del usuario debe tener un ancho de banda de 10 MB/s no-
minales aproximadamente para poder recibir simulta´neamente
lecturas de la´ser e ima´genes de las ca´maras sin retrasos signiﬁ-
cativos. Esta restriccio´n tiene un bajo impacto pra´ctico, permi-
tiendo que los usuarios puedan acceder sin diﬁcultades desde
redes Wi-Fi pu´blicas con niveles medios de tra´ﬁco. No hemos
recibido notiﬁcaciones de usuarios donde esta restriccio´n haya
limitado ningu´n experimento. Sin embargo, el ancho de banda
necesario podrı´a reducirse adaptando adecuadamente la imple-
mentacio´n del experimento.
Los programas de usuario pueden ejecutarse de forma re-
mota en el PC Remoto de la Figura 5 o de forma local centra-
lizada en el PC de Monitorizacio´n o distribuida en los proce-
sadores de cada robot. El primer caso requiere la transmisio´n
por Internet de todos las lecturas la´ser, ima´genes y datos. Sin
embargo, en el segundo, el procesamiento se realiza de forma
local, y so´lo serı´a necesario transmitir por Internet lecturas e
ima´genes para la monitorizacio´n del experimento, que pueden
adaptarse con menor resolucio´n y tasa conﬁgurando adecuada-
mente el Servidor Player. Indicar que todos los datos de cada
experimento se registran con su tasa y resolucio´n originales y
el interfaz gra´ﬁco permite que un usuario pueda descarga´rselos
de forma remota tras el experimento.
Hasta ahora el banco de pruebas ha dado un bajo nivel de
incidencias en experimentos remotos. El servidor, que esta´ im-
plementado con un PC convencional, o puntos de acceso Wi-Fi
han fallado ocasionalmente tras dı´as o semanas de inactividad.
Dichos fallos se resuelven de forma sencilla, reiniciando los
dispositivos. Este bajo nivel de incidencias se debe al apoyo del
ingeniero del banco de pruebas, el cual esta´ presente en todos
los experimentos remotos. El ingeniero del banco de pruebas
da apoyo para evitar incidencias como colisiones entre robots,
puede mover los robots, recargar sus baterı´as y puede reiniciar
todos los sistemas en apenas 5 minutos. Sin embargo, el inge-
niero del banco no realizara´ ninguna labor propia del me´todo
que se pretende experimentar. El banco de pruebas ha sido em-
pleado durante ma´s de 6 meses de forma interna por los partici-
pantes del proyecto CONET y dichas pruebas han sido de gran
apoyo para probar todos los mo´dulos y funciones.
Debido a la presencia del ingeniero del banco de pruebas
cada sesio´n de experimentos se restringe a 4 horas. El ingenie-
ro del banco indica la disponibilidad del banco de pruebas me-
diante un calendario web accesible a todos los usuarios registra-
dos. Con cierta frecuencia han surgido conﬂictos con usuarios
de otros continentes o usuarios europeos con otros horarios la-
borales. Cada solicitud de experimento debe ser validada por
el ingeniero del banco de pruebas antes de que aparezca en el
calendario. Nos han ocurrido casos en que dos usuarios solici-
taron utilizar la misma sesio´n al mismo tiempo, sin dar tiempo
a que el calendario fuera actualizado. El orden de llegada de la
solicitud fue criterio seguido para resolver estos conﬂictos.
8. Conclusiones y trabajos futuros
El artı´culo describe un banco de pruebas para la experimen-
tacio´n en robo´tica ubicua. Integra actualmente una ﬂota con
5 robots mo´viles Pioneer 3-AT, una red de ca´maras y una red
inala´mbrica de sensores, ambos con los sensores ma´s frecuen-
temente utilizados en experimentos de robo´tica ubicua.
La arquitectura software modular y ﬂexible considera to-
dos los elementos al mismo nivel, permitiendo una gran varie-
dad de experimentos. Puede albergar experimentos con diferen-
tes grados de heterogeneidad, desde centralizado hasta comple-
tamente distribuido. El banco de pruebas contiene numerosos
componentes de ayuda para la experimentacio´n tales como un
sistema de localizacio´n mediante balizas y librerı´as con funcio-
nes ba´sicas para evitar tener que programar y conﬁgurar todos
los sistemas. Esta´ dotado de una interfaz gra´ﬁca para la gestio´n
integral del experimento de forma remota. Permite: programar
robots y nodos WSN, monitorizar y visualizar el experimen-
to, iniciar/parar cada programa y gestionar el registro de datos
entre otros. Este banco de pruebas ha sido empleado para vali-
dar experimentos de cooperacio´n multi-robot y de cooperacio´n
entre robots mo´viles e infraestructura ubicua desarrollados en
la Red de Excelencia CONET, ﬁnanciada por el FP7 (INFSO-
ICT-224053).
Entre los trabajos actuales se incluyen el desarrollo de una
herramienta de simulacio´n adecuada, que integre robots, redes
de ca´maras y redes inala´mbricas de sensores. Se pretende inte-
grar tambie´n tele´fonos inteligentes y otros dispositivos mo´viles.
Adema´s, entre las mejoras sugeridas por los usuarios destacan
la recarga automa´tica de los robots mo´viles y la integracio´n de
otros robots mo´viles, en particular robots ae´reos basados en pla-
taforma quadrotors. Tambie´n se han sugerido nuevas funciona-
lidades ba´sicas, que de hecho se han ido agregando, por ejemplo
una funcio´n de mapeado basada en la´ser.
English Summary
A Remote Testbed for Ubiquitous Robotics Experimen-
tation
Abstract
The lack of adequate experimental tools has been highligh-
ted as a major critical issue in the development of ubiquitous ro-
botics integrating mobile robots and wireless sensor networks.
This paper describes a remotely operated testbed for ubiquitous
robotics experimentation. It is currently comprised of 5 Pio-
neer 3-AT robots, a camera network and a wireless sensor net-
work WSN, each equipped with widespread oﬀ-the-shelf sen-
sors. The testbed architecture allows wide variety of coopera-
tion schemes among its elements, abstracting their particula-
rities and sensory, computational and communication capabi-
lities. It also allows performing experiments with diﬀerent de-
grees of decentralization. The testbed, currently deployed in the
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School of Engineering at the University of Seville, is open and
can be accessed remotely through a friendly graphical user in-
terface.
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