Challenges in the aerodynamics modeling of an oscillating and translating airfoil at large incidence angles by , Mehdi Ghoreyshi & Cummings, Russell M
University of Nebraska - Lincoln
DigitalCommons@University of Nebraska - Lincoln
U.S. Air Force Research U.S. Department of Defense
2013
Challenges in the aerodynamics modeling of an
oscillating and translating airfoil at large incidence
angles
Mehdi Ghoreyshi
U.S. Air Force Academy, Mehdi.Ghoreyshi@usafa.edu
Russell M. Cummings
USAF Academy, russ.cummings@usafa.edu
Follow this and additional works at: http://digitalcommons.unl.edu/usafresearch
This Article is brought to you for free and open access by the U.S. Department of Defense at DigitalCommons@University of Nebraska - Lincoln. It has
been accepted for inclusion in U.S. Air Force Research by an authorized administrator of DigitalCommons@University of Nebraska - Lincoln.
Mehdi Ghoreyshi and Cummings, Russell M., "Challenges in the aerodynamics modeling of an oscillating and translating airfoil at
large incidence angles" (2013). U.S. Air Force Research. 54.
http://digitalcommons.unl.edu/usafresearch/54
Aerospace Science and Technology 28 (2013) 176–190
Contents lists available at SciVerse ScienceDirect
Aerospace Science and Technology
www.elsevier.com/locate/aescte
Challenges in the aerodynamics modeling of an oscillating and
translating airfoil at large incidence angles
Mehdi Ghoreyshi ∗,1, Russell M. Cummings 2
Modeling and Simulation Research Center, U.S. Air Force Academy, USAF Academy, CO 80840-6400, United States
a r t i c l e i n f o a b s t r a c t
Article history:
Received 5 March 2012
Received in revised form 6 September 2012
Accepted 9 October 2012
Available online 7 November 2012
Keywords:
Reduced order modeling
Unsteady aerodynamics
Computational fluid dynamics
Dynamic stall vortex
The challenges in the modeling of the unsteady lift of a two-dimensional NACA 0012 airfoil oscillating
and translating at large incidence angles are investigated in this paper. Forced oscillation motions with
two reduced frequency values of 0.1 and 1.0 were used. The CFD results show that a hysteresis loop was
developed in the lift variation with angle of attack; shapes of the loops change significantly with reduced
frequency value. A dynamic stall vortex was identified in the pitching and plunging motions with k = 0.1.
This vortex delays the onset of flow separation over the upper surface to a higher incidence than would
occur in steady conditions. The unsteady lift of the very fast motion is enhanced significantly due to the
formation of a compression wave on the lower surface and an expansion wave on the upper surface. The
results show clear limitations of unsteady aerodynamic theories for modeling motions at high incidences.
Also, the CFD solution of indicial functions show a large oscillation at angles of attack beyond the stall
angle, but the predictions of a model based on Radial Basis Function matches CFD values quite well.
© 2012 Elsevier Masson SAS. All rights reserved.
1. Introduction
Modern fighter aircraft often maneuver at angles of attack well
beyond stall [48]. Having a reliable stall recovery control depends
to a large extent on the accuracy of an aerodynamic model for
these situations. High angle of attack aerodynamics is character-
ized by extensive unsteady flow separation with significant hys-
teresis loops in the aerodynamic coefficients due to dynamic stall
phenomenon [46,44,43]. There are only limited theories available
for the prediction of the unsteady aerodynamic loads. Lomax [39],
for example, used the linearized Euler equations to derive exact
initial values of the compressible indicial response of a flat plate
airfoil to an impulse change in the angle of attack. Also, the un-
steady lift of a two-dimensional wing impulsively moving from rest
was studied numerically by Wagner [64] and experimentally by
Walker [65]. Theodorsen [60], assuming potential flow, used con-
formal mapping to derive the solution of unsteady aerodynamic
loads of a thin airfoil undergoing small pitching and plunging os-
cillations. However, these theories have not been validated for high
angles of attack. There are also only limited experimental mea-
surements available to determine the effects of unsteady flow on
the aerodynamic forces and moments acting on an aircraft. This is
mainly due to the complexity of unsteady flow and the limitations
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of existing test facilities [23]. Also, flight tests are very expen-
sive and take place late in the design cycle. With recent advances
in computational methods, the computational modeling of flow
around a maneuvering aircraft at high angles of attack are now
possible. At a high fidelity level, a full-order mathematical model
can be built based on the unsteady solution of the discretized
Navier–Stokes equations [17,16]. This approach is computationally
very expensive since such a model requires a large number of sim-
ulations at different motion amplitude and frequency values. An
alternative is the development of a Reduced Order Model (ROM) of
unsteady aerodynamic loads using CFD from an appropriate train-
ing maneuver(s). Although, the current available ROMs have been
utilized for many applications, their application to the prediction
of aerodynamic loads at high angles of attack could be a challeng-
ing task.
This paper attempts to investigate the challenges and issues
of modeling the unsteady aerodynamics of high angles of attack
using CFD. The test case is a two-dimensional airfoil undergoing
relatively slow and fast oscillations and translations. The available
unsteady aerodynamic theories are reviewed first, followed by a
description of the flow solver. Three reduced order models are in-
vestigated in this work: indicial functions, Radial Basis Functions,
and a state-space model. The mathematical models are presented
and the way to identify model parameters from CFD is detailed.
This includes response type CFD calculations, CFD maneuvering for
training purposes, and extraction of flow separation points from
CFD simulations. The solution of some rapid plunging and pitching
motions are then presented. Finally, the limitations of each model
to predict these solutions are discussed.
1270-9638/$ – see front matter © 2012 Elsevier Masson SAS. All rights reserved.
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Fig. 1. Airfoil pitch and plunge maneuvers.
2. Formulation
2.1. Unsteady aerodynamic theories
An airfoil performing pitching and plunging motions is consid-
ered in this work. These motions are shown in Fig. 1 and described
by:
θ(t) = θA cos(ωθ t), h(t) = H cos(ωht) (1)
where θA and ωθ are the pitch amplitude and rotational veloc-
ity, respectively, h is the vertical placement of the airfoil, H is
the plunge amplitude, and ωh denotes the oscillatory frequency.
The reduced frequencies of kθ and kh are defined as ωθ c/2V and
ωhc/2V , where c is the airfoil chord and V is the free-stream ve-
locity. The plunge motion has no rotation but the angle of attack
changes due to the vertical displacements of the grid; this angle is
named the “effective angle of attack”, which is denoted by αe and
is defined as:
αe = tan−1
(
h˙
V
)
(2)
The maximum effective angle of attack for a plunge starting at zero
degrees angle of attack is determined by the Strouhal number de-
fined as St = 2 f H/V , such that αmaxe = tan−1(π St). The Strouhal
number is a dimensionless number that is useful for describing un-
steady flow of oscillating geometries [38]. There are a number of
theories to predict the aerodynamic loads of pitching and plunging
motions. Wagner [64] developed a theory based on potential flow,
and detailed the unsteady lift coefficient of an airfoil undergoing a
plunging motion as:
CL = 2π
t∫
0
Φ(t − τ )dαe
dt
dτ (3)
where CL is the lift force coefficient and Φ(t) is the Wagner func-
tion and was approximated in non-dimensional time by a two-pole
exponential function [35]
Φ(s) = 1− 0.165exp(−0.0455s) − 0.335exp(−0.3s) (4)
where s = 2V t/c is a non-dimensional time. This function is shown
graphically in Fig. 2(a). Wagner’s function shows that the unsteady
lift increases asymptotically in time to reach the quasi-steady value
at one degree angle of attack, while it reaches almost 90% of this
value after traveling a distance equivalent to 15 semi-chords [67].
Also, Lomax [39] used the linearized Euler equations to derive ex-
act initial values of Wagner’s function for a flat-plate airfoil
Θ(s) = 1
2π
4
M
(
1− 1− M
2M
s
)
(5)
where M is the Mach number. Note that Lomax’s function is valid
only for the initial time of plunging motions. Theodorsen [60], as-
suming potential flow, used the method of conformal mapping to
derive the solution of unsteady aerodynamic loads of a thin air-
foil undergoing small pitching and plunging oscillations. His theory
was expanded by Hodges and Pierce [26] for the lift and the pitch
moment about the quarter-chord as
CL = 2π
[
h˙
V
+ θ + cθ˙
2V
]
C(k) + π
2
(
ch¨
V 2
+ cθ˙
V
− ac
2θ¨
V 2
)
(6)
Cm = −π
2
[
1
2
ch¨
V 2
+ c˙θ
V
+
(
1
8
− a
2
)
c2θ¨
V 2
]
(7)
where a is the pitch axis location with respect to the half-chord
as shown in Fig. 1. In this definition, the leading edge and trailing
edge correspond to values of a = −1 and a = 1, respectively. In
Eq. (6), the effective angle of attack is:
αe = C(k)
[
h˙
V
+ θ + cθ˙
2V
]
(8)
where the first and second terms show the circulatory and non-
circulatory effects, respectively. Non-circulatory effects, also called
added mass, are generated from motion accelerations. Circulatory
effects, on the other hand are generated from the differences in the
velocity on the upper and lower surfaces of the airfoil. The airfoil
pitch moment about the quarter-chord only has non-circulatory
effects (the non-circulatory terms are usually negligible). The func-
tion C(k) is called Theodorsen’s function and is given as:
C(k) = H
(2)
1 (k)
H (2)1 (k) + iH (2)0 (k)
(9)
where H0 and H1 are Hankel functions of the first and the sec-
ond kind. The Theodorsen’s function is real and equals 1 for the
steady case (i.e. k = 0) and includes an imaginary and a real part
for moving airfoil. These parts are expressed as C(k) = F (k)− iG(k)
and shown in Fig. 2(b) for reduced frequencies up to 2. The fig-
ure shows that F (k) reduces with reduced frequency, thus the
phase lag between the motion variables and unsteady loads is
increased. The Theodorsen’s function is related to the Wagner’s
function as [6]:
C(k) = (ik)
∞∫
0
Φ(τ)e−ikτ dτ (10)
and is approximated as
C(k) = 1− 0.165(ik)
ik + 0.0455 −
0.335(ik)
ik + 0.3 (11)
Also, Küssner [31] defined a “Wake Vortex Function”, later named
the Küssner function, Ψ (t), to find the unsteady lift of an airfoil in
response to an arbitrary gust with an upwash velocity of ωg given
as:
CL = 2π/V
(
ωg(0)Ψ (s) +
s∫
0
Ψ (s − σ)dωg(σ )
dt
dσ
)
(12)
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Fig. 2. Unsteady aerodynamic force functions for incompressible flow over an airfoil.
where, s = 2V t/c is the non-dimensional time. This function can
be related to Wagner’s function using a Fourier-integral and was
approximated in terms of the Jones exponential expansion as:
Ψ (s) = 1− 0.5exp(−0.15s) − 0.5exp(−s) (13)
Fig. 2(a) compares the Küssner and Wagner functions. The Küssner
function is zero at s = 0 and reaches unity for very large s values.
Note that these theories are limited only to linear and incompress-
ible flows.
2.2. Reduced-order aerodynamic models
Recent efforts on the development of ROMs can be classified
into two types: time domain or frequency domain approaches [40].
The frequency domain models are obtained from matching trans-
fer functions computed from the measured input–output data [27].
Examples of the frequency domain ROMs are the indicial response
method [3,62,61] and a frequency-domain model based on Proper
Orthogonal Decomposition (POD) [25,66]. The time domain models
are based on the state space representation by matching time his-
tories of measured data. Some examples of time domain ROMs in-
clude the unit sample response [15,57,49,18], Volterra theory [56,
55,54,9], Radial Basis Functions (RBF) [29,19,7] and state-space
modeling [20,32]. In this paper, the mathematical model of indi-
cial functions, Radial Basis Functions, and state-space method are
presented.
2.2.1. Indicial functions
The transient aerodynamic response due to a step change in
a forcing parameter, such as angle of attack or pitch rate is a
so-called “indicial function”. Assuming that the indicial functions
are known, the aerodynamic forces and moments induced in any
maneuver can be estimated by using the well-known Duhamel su-
perposition integral [36]. Tobak et al. [62,61] and Reisenthel et
al. [50,51] detailed the superposition process for the modeling of
unsteady lift and pitch moment from angle of attack and pitch
rate indicial functions. If the time responses in lift due to the step
changes in angle of attack, α, and angular velocity, q, are known,
then the total produced lift at time t can be obtained as:
CL(t) = CL0 + d
dt
[ t∫
0
CLα(t − τ ,α)α(τ )dτ
]
+ d
dt
[ t∫
0
CLq(t − τ ,α)q(τ )dτ
]
(14)
where CL0 denotes the zero-angle of attack lift coefficient and is
found from static calculations; M is the free-stream Mach number;
CLα and CLq are lift indicial functions. Likewise, the pitch moment
is estimated as follows:
Cm(t) = Cm0 + d
dt
[ t∫
0
Cmα(t − τ ,α)α(τ )dτ
]
+ d
dt
[ t∫
0
Cmq(t − τ ,α)q(τ )dτ
]
(15)
where Cmα and Cmq are pitch moment indicial functions. The re-
sponse functions due to pitch rate, i.e. CLq(α) and Cmq(α) can
be estimated using a time-dependent interpolation scheme from
the observed responses. These values are next used to estimate
the second integrals in Eqs. (14) and (15), however, the estima-
tion of the integrals with respect to the angle of attack needs
more explanation. Assuming a set of angle of attack samples of
α = [α1,α2, . . . ,αn], the lift and pitch moment responses to each
angle of αi , i = 1,2, . . . ,n are denoted as A jα (t,αi), where j =[L,m] representing lift and pitch moment respectively. In these
response simulations, α(t) = 0 at t = 0 and is held constant at
αi for all t > 0. For a new angle of α∗ > 0, the responses of
A jα (t,αk) are being interpolated at αk = [α1,α2, . . . ,αs], such
that 0 < α1 < α2 < · · · < αs and αs = α∗ . These angles can
have a uniform or non-uniform spacing. The indicial functions of
C jαk for k = 1, . . . , s at each interval of [αk−1,αk] are defined
as
C jα1 =
A jα (t,α1) − C j0
α1
(16)
C jαk =
A jα (t,αk) − A jα (t,αk−1)
αk − αk−1 (17)
where C j0 denotes the zero angle of attack lift or pitch moment
coefficient. The interval indicial functions are then used to esti-
mate the values of first integrals in Eqs. (14) and (15). These steps
can easily be followed for a negative angle of attack, i.e. α∗ < 0.
Once this model is created, the aerodynamic response to a wide
range of motions can be predicted on the order of a few seconds
of computational time. However, the above model still requires de-
termination of indicial functions.
Experimental tests are practically nonexistent for indicial func-
tion measurements due to wind tunnel constraints. Limited ana-
lytical expressions of indicial functions exist for two-dimensional
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Fig. 3. The grid motion for modeling a step change in angle of attack and pitch rate.
airfoils [41]. However, these analytical expressions are not valid
for aircraft configurations due to the three-dimensional tip vor-
tices. An alternative is to use CFD, but special considerations are
required to simulate step responses in CFD. Singh and Baeder [57]
used a surface transpiration approach to directly calculate the an-
gle of attack indicial response using CFD. Ghoreyshi et al. [18]
also described an approach based on a grid motion technique for
CFD-type calculation of linear and nonlinear indicial functions with
respect to angle of attack and pitch rate.
In this work, the indicial functions are directly calculated from
URANS simulations and using a grid motion tool. Cobalt, the flow
solver used, uses an arbitrary Lagrangian–Eulerian formulation
and hence allows all translational and rotational degrees of free-
dom [18]. The code can simulate both free and specified six degree
of freedom (6DoF) motions. The rigid motion is specified from a
motion input file. For the rigid motion the location of a reference
point on the aircraft is specified at each time step. In addition the
rotation of the aircraft about this reference point is also defined
using the rotation angles of yaw, pitch and roll (bank). The aircraft
reference point velocity, Va , in an inertial frame is then calculated
to achieve the required angles of attack and side-slip, and the for-
ward speed. The velocity is then used to calculate the location. The
initial aircraft velocity, V0, is specified in terms of Mach number,
angle of attack and side-slip angle in the main file. The instanta-
neous aircraft location for the motion file is then defined from the
relative velocity vector, Va − V0. For CFD-type calculation of a step
change in angle of attack, the grid immediately starts to move at
t = 0 to the right and downward as shown in Fig. 3. The trans-
lation continues over time with a constant velocity vector. Since
there is no rotation, all the effects in aerodynamic loads are from
changes in the angle of attack. For a unit step change in pitch rate,
the grid moves and rotates simultaneously. The grid starts to ro-
tate with a unit pitch rate at t = 0. To hold the angle of attack
zero during the rotation, the grid moves right and upward in Fig. 3.
All indicial function computations started from a steady-state solu-
tion and then advanced in time using second-order accuracy with
five Newton sub-iterations. The steady state solutions correspond
to zero degrees angle of attack and side-slip for the Mach number
of interest.
2.2.2. Radial basis functions
The nonlinear and unsteady aerodynamics can be viewed as
a multi-input/multi-output dynamic system with a mathematical
model in state space given by an ordinary differential equation
x˙t = f (xt,ut) (18)
and an output equation as:
yt = h(xt) (19)
with given initial condition x = x0, for t = t0 and
xt ∈Rn, yt ∈Rm, ut ∈Rr
where x is a n-dimensional vector of internal state variables over
the field R of real numbers, u is a vector of the inputs to system,
and y is m-dimensional vector of system outputs. For pitching and
plunging motions considered in this work, u takes the form of
u(t) = (α(t), α˙(t), α¨(t)) (20)
For a discrete-time dynamical systems, the equations change to
xk+1 = f (xk,uk)
yk = h(xk) for k = 0,1, . . . (21)
where k is an integer value showing discrete time values. The state
function f is a smooth function that maps the current state xk and
the input uk into a new state xk+1, and the output function h maps
the state xk into the output yk given as [2]
f :Rn ×Rr →Rn, h :Rn →Rm
In this system, the outputs can be determined from the states
at time instant k only, therefore the past history of the system
is irrelevant [1]. If the state variables are directly measured, the
functions f and h can be approximated using neural networks
or surrogate-based models. However, in many practical situations,
measuring all state variables is limited. Referring to unsteady aero-
dynamic problem, the discretized governing equations of fluid dy-
namics serve as the state space functions with an internal state
vector of (ρ, p,u, v,w, E) that corresponds to the values of den-
sity, pressure, velocity components, and energy at each grid point.
This large amount of data makes the identification of Eq. (21) a
very complex task. Fortunately, there are available methods that
allows us to reconstruct the state space model by mapping only
the input and output data.
For a finite-time interval and a system described by Eq. (21),
Levin and Narendra [37] used the Implicit Function theorem [30]
to write the output vector at any instant as a function of the past
n values of the inputs and the past n values of the outputs, i.e.:
yk+1 = Ψ (yk, yk−1, . . . , yk−n+1,uk,uk−1, . . . ,uk−n+1) (22)
In Eq. (22), Ψ is a vector-valued nonlinear function that maps the
inputs to the outputs, and n is an integer representing the past
values in the output and input. Eq. (22) preserves the character-
istics of the state-space model but no longer depends on system
internal states. The input–output mapping, Ψ , can be learned using
neural networks when input and output time histories are avail-
able. This network is often named a recurrent neural network [1],
where the network output becomes part of the next input vec-
tor [11]. For the pitching airfoil, the lift and pitch moment can
be expressed as function of three parameters of α0, αA , and k,
which denote the mean angle of attack, the pitch amplitude, and
the pitch reduced frequency, respectively. These independent vari-
ables form a parameter space, which represents the envelope of
all possible flow conditions in which the aircraft configuration is
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Fig. 4. The trailing edge separation point.
expected to operate. To generate a consistent set of unsteady aero-
dynamic loads in response to a given aircraft motion time history,
the training cases at which CFD solutions are calculated should be
representative of the expected flow conditions. In this paper func-
tion Ψ is approximated with Radial Basis Functions.
Given an input vector of {Xcj : j = 1, . . . , p}, Xcj ∈ R and a cor-
responding output vector of {Y cj : j = 1, . . . , p}, Y cj ∈ R, the RBF
approximates the output at a new given point as:
Yˆ
(
X∗
)= P∑
k=1
αkΦi(X) (23)
such that
Yˆ
(
Xcj
)= Y cj , for j = 1,2, . . . , p (24)
where αk are the weights of the linear combiners and the func-
tions Φi are named Radial Basis Functions and often described by
a Gaussian basis function as
Φi(X) = exp
(
−‖X
∗ − Xcj‖2
β2
)
(25)
in above β is a real variable to be decided by user, ‖.‖ denotes
the Euclidean norm such that the functions Φi will vanish at suffi-
ciently large values of ‖X∗ − Xcj‖. The remaining problem is how to
choose n such that the reconstructed model accurately represents
the state-space model described by Eq. (22). The reconstructed
model exactly matches Eq. (21) in a neighborhood of the equi-
librium state by setting n at most to 2r + 1, where r is the input
vector dimension [10]. In this paper the value of n is selected using
“trial and error” attempts.
2.2.3. State space modeling
A state space model detailed by Goman and Khrabov [21] is
considered in this work. In this approach, the unsteady aerody-
namic loads are found from an input–output dynamical system in
the form of:
dx
dt
= f (x,u) (26)
C j = g(x,u) (27)
where, u shows the system input vector and defined in Eq. (20), C j
denote aerodynamic forces that for pitching and plunging motions
are j = L, D,m. x is a non-dimensional coordinate which describes
the flow separation point on the upper surface of airfoil as shown
in Fig. 4, such that x = 1 refers to the attached flow, and x = 0
means flow separation point is at the leading edge. In this paper,
the lift coefficient of an airfoil is considered which its dependency
on α and x was approximated by Kichgof’s model [20] based on
constant pressure and linear cavitation theory:
CnlL (α, x) = (2π) sinα
(
1+ √x
2
)2
(28)
where estimates the quasi-steady nonlinear lift due to the flow
separation. For a pitching and plunging motion the total lift is then
estimated as:
CL = CnlL (α, x) + CattLq
qc
V
+ CattLα˙
α˙c
V
(29)
where CattLq and C
att
Lα˙ are the constant aerodynamic derivatives es-
timated for the attached flow. These derivatives can be estimated
using the methods as detailed by Da Ronch et al. [8]. Goman, and
Khrabov [20] also rearranged Eq. (26) as:
τ1
dx(t)
dt
+ x(t) = x0(α − τ2α˙) (30)
where, τ1, and τ2 are time constants and determined from some
training motions and x0 shows the steady separation point and is
available from steady simulations. Goman and Khrabov [21] ap-
proximated the time constants as τ1 = 15c/V and τ2 = 0.5c/V ,
where c is the airfoil chord and V is the free stream velocity. A key
aspect of this reduced order model is the extraction of separation
point from CFD solutions. Next, more details of the flow solver and
extraction of separation points are provided.
2.3. CFD solver
The flow solver used for this study is the Cobalt code [58] that
solves the unsteady, three-dimensional and compressible Navier–
Stokes equations in an inertial reference frame. These equations in
integral form are:
∂
∂t
∫ ∫ ∫
QdV +
∫ ∫
(fiˆ + g jˆ + hkˆ).nˆ dS
=
∫ ∫
(riˆ + s jˆ + tkˆ).nˆ dS (31)
where V is the fluid element volume; S is the fluid element sur-
face area; nˆ is the unit normal to S; iˆ, jˆ, and kˆ are the Cartesian
unit vectors; Q = (ρ,ρu,ρv,ρw,ρe)T is the vector of conserved
variables, where ρ represents air density, u, v,w are velocity com-
ponents and e is the specific energy per unit volume. The vectors
of f, g, and h represent the inviscid components and are detailed
below
f= (ρu,ρu2 + p,ρuv,ρuw,u(ρe + p))T
g = (ρv,ρv2 + p,ρvu,ρvw, v(ρe + p))T
h= (ρw,ρw2 + p,ρwu,ρwv,w(ρe + p))T (32)
where the superscript T denotes the transpose operation. The vec-
tors of r, s, and t represent the viscous components which are
described as
r = (0, τxx, τxy, τxz,uτxx + vτxy + wτxz + kTx)T
s = (0, τxy, τyy, τyz,uτxy + vτyy + wτyz + kT y)T
t = (0, τxz, τzy, τzz,uτxz + vτzy + wτzz + kTz)T (33)
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Fig. 5. The NACA 0012 grid and static and dynamic validations. The static conditions are: M = 0.3 and Re = 5.93 × 106. Static and dynamic stall experimental data are from
Ladson [33] and McAlister et al. [42], respectively. In dynamic stall experiments: k = ωc/2V = 0.1 and M = 0.09.
where τi j are the viscous stress tensor components, T is the tem-
perature, and k is the thermal conductivity. The ideal gas law
and Sutherland’s law closes the system of equations and the en-
tire equation set is non-dimensionalized by free stream density
and speed of sound [58]. The Navier–Stokes equations are dis-
cretized on arbitrary grid topologies using a cell-centered finite
volume method. Second-order accuracy in space is achieved us-
ing the exact Riemann solver of Gottlieb and Groth [22], and least
squares gradient calculations using QR factorization. To acceler-
ate the solution of discretized system, a point-implicit method
using analytic first-order inviscid and viscous Jacobians. A Newto-
nian sub-iteration method is used to improve time accuracy of the
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Fig. 6. Pitching airfoil: M = 0.3.
point-implicit method. Tomaro et al. [63] converted the code from
explicit to implicit, enabling Courant–Friedrichs–Lewy numbers as
high as 106. The Cobalt solver has been used at the Air Force Seek
Eagle Office (AFSEO) and the United States Air Force Academy (US-
AFA) for a variety of unsteady nonlinear aerodynamic problems of
maneuvering aircraft [13,12,45,14,28].
2.4. Extraction of separation points
The accuracy of the state space method depends to a large
extent on accurate identification of separation points from CFD
simulations. For a two-dimensional airfoil, separation flows with
adverse pressure gradients (retarded flows) give rise to a vanished
wall shear stress at the point of separation [53]. If the adverse
pressure gradients is not strong enough, the flow reattaches to the
surface and a bounded area with backflow is formed, named sep-
aration bubble. For an airfoil oscillating and translating at high
incidences, separation bubbles form, grow, and break up in time.
A systematic approach is needed for identification of separation
and re-attachment points. Surana et al. [59] detailed flow separa-
tion and attachment criteria:
p is a separation point if, and only if,
τw(p) = 0, ∇x.τw(p) < 0, det∇xτw(p) > 0 (34)
where, τw shows the wall shear stress. Likewise, p is an attach-
ment point if, and only if,
τw(p) = 0, ∇x.τw(p) > 0, det∇xτw(p) > 0 (35)
Cobalt solver writes the wall shear stress on the upper surface
of moving airfoil. The gradient, divergence, and curl of the shear
stress vector are then calculated. The separation, and reattachment
points are identified using Eqs. (34)–(35). For separation bubbles
with a size larger than 0.1c, the x term in Eq. (28) is equivalent
to identified separation point. If no separation found, or separation
bubbles be small, x = 1.
3. Test case
The pitching and plunging simulations of NACA 0012 airfoil us-
ing Cobalt are considered. The computational mesh is rectangular
with the airfoil geometry centrally located. The overview of the
fine mesh is shown in Figs. 5(a)–(b). The minimal distance from
the body to each of the outer boundaries is 20c. The no-slip, adi-
abatic wall boundary conditions is employed at the body surface
and the modified Riemann-invariant condition was implemented
at the far-field boundary. The mesh consists of prisms and tetra-
hedra and was generated using SolidMesh 2D. Jirásek et al. [29]
performed the sensitivity study of the grid size and time step. The
pitch axis and the moment reference point are set to 0.25c for all
the results.
Experimental data for the steady and unsteady aerodynam-
ics of the NACA 0012 airfoil are available. For steady simula-
tions, the simulation conditions correspond to M∞ = 0.3 and
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Fig. 7. Pitching-up airfoil: M = 0.3 and k = 0.1.
Re = 8.93× 106. All simulations were performed using the Spalart–
Allmaras (SA) turbulence model. The predictions of lift and pitch
moment coefficients are compared with experimental data from
Ladson [33] in Figs. 5(c)–(d). A very good agreement is obtained
for the angles below 15 degrees. Also, the SA model accurately
predicts the maximum lift, and the stall trend of experimental
data.
Two pitch oscillation motions were selected from dynamic stall
experiments of NACA 0012 airfoil [42]. The airfoil used in exper-
iment is a simple geometry without modification and end plates.
The motions are defined as α = 15◦ + 10◦ sin(ωt) and α = 15◦ +
14◦ sin(ωt) with a reduced frequency of k = 0.1 and Mach num-
ber of M = 0.09. The CFD predictions of these motions are shown
against experimental data in Figs. 5(e)–(f) which show the exper-
imental data have very nonlinear hysteresis loops in the lift vari-
ation with angle of attack. Even for these unsteady cases at high
incidence angles, URANS predictions show a good agreement, al-
though Detached-Eddy Simulation (DES) flow modeling could help
to capture the unsteady flows at such high angles of attack more
accurately. For aerodynamics modeling work, the URANS predic-
tions are considered reasonable simplifications and used in this
work.
4. Results
The results of relatively slow and fast pitching and plunging
NACA 0012 airfoil at M = 0.3 are presented in this work. Pitch
motions are defined as α = 10◦ + 10◦ sin(wt). The translation mo-
tions are set in motion from an angle of attack of 10◦ with a
displacement amplitude that sets maximum effective angle to 20◦ .
Both pitching and plunging are oscillation-type motions with re-
duced frequencies (k = ωc/2V ) of 0.1 and 1.0. Figs. 6(a)–(c) present
the lift coefficient variation with angle of attack in a pitching mo-
tion with k = 0.1 and k = 1.0, respectively. Also, the dashed curve
shows the steady predictions. Figs. 6(a)–(c) show that significantly
different hysteresis loops are found with respect to reduced fre-
quency. For the pitching with k = 0.1, the maximum unsteady
lift coefficient is roughly twice as the maximum lift coefficient
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Fig. 8. Pitching-down airfoil: M = 0.3 and k = 0.1.
from the steady predictions. The instantaneous streamlines and
upper surface wall shear stress during the upstroke are shown
in Fig. 7. The visualization of flow solution shows no sign of
flow separation for angles of attack up to 16◦ . A small leading-
edge separation bubble was observed over the upper surface at
α = 16.2◦ (Fig. 7(b)). This separated flow reattaches on the sur-
face soon at x = 0.05. Increasing the angle of attack increases the
adverse pressure gradient and this causes the flow reattachment
point moves downstream towards the trailing edge and separation
bubble grows in size (Figs. 7(c), (d)). This separation bubble is re-
sponsible for the onset of the dynamic stall phenomenon. Fig. 7(e)
shows that at α = 18.6◦ a vortex was formed near the leading
edge, so-called dynamic stall vortex. A considerable negative wall
shear stress can be seen inside dynamic stall vortex as shown in
wall shear stress graphs in Figs. 7(e)–(h). The formation of dynamic
stall vortex is the onset of major changes in the aerodynamic co-
efficients. The lift suddenly starts to increase due to augmented
lift generated by the vortex. As angle of attack increases further,
the dynamic stall vortex begins to move away from the leading
edge area and the lift keeps increasing (Figs. 7(e)–(h)). After vortex
reaches the trailing edge, the vortex lifts off the airfoil and is shed
into the wake with a consequence that flow suddenly separates on
the upper surface and the lift decreases very rapidly.
The unsteady lift trend follows a different path during down-
stroke from upstroke [47] as shown in Fig. 6(a). The instantaneous
streamlines and upper surface wall shear stress during downstroke
are shown in Fig. 8. As the angle of attack decreases from maxi-
mum angle of attack, some weak secondary vortices start to form
and break up over the upper surface (Figs. 8(a)–(f)). The reader is
referred to the graphs of wall-shear stress during the downstroke
and upstroke (Figs. 7 and 8) to compare the strength of secondary
vortices with dynamic stall vortex. The secondary vortices make
the unsteady lift during downstroke very nonlinear as shown in
Fig. 6(a). At α = 15.3◦ the separation point is at x = 0.1 and then
this point moves slowly away toward the trailing edge with fur-
ther fall in the angle of attack. Even at α = 9.5◦ there are still
separated flow at x = 0.4. The identified separation points during
the upstroke and downstroke are shown in Fig. 6(b).
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Fig. 9. Initial solutions of a pitching-up airfoil: M = 0.3 and k = 1.0.
Fig. 10. Plunging airfoil: M = 0.3.
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Fig. 11. Modeling CFD results of plunge motions with k = 0.1 and M = 0.3 using Wagner’s approximation.
Fig. 6(c) shows the hysteresis loop for a pitch with k = 1.0; it
can be seen that the loop is significantly different from the pitch
with k = 0.1. This very fast pitching motion have been seen in
the flapping wings of an insect [52]. Such a rapid motion induces
a special mechanism of flow separation and vortical flows that
temporarily enhance the lift and decrease pitching moment [24,
5]. Similar aerodynamic features also occur when a vehicle impul-
sively starts from rest, resulting in a sudden jump in aerodynamic
loads [18]. Fig. 6(d) shows the identified separation points for this
fast motion; the flow separation has been delayed and occurs at
maximum incidence in the cycle. The lift is significantly enhanced
during upstroke; this sudden increase in the lift can be explained
based on the energy of acoustic wave systems created by the initial
perturbation [39]. The instantaneous streamlines and surface pres-
sures at initial times are also shown in Fig. 9. The figure shows
that no dynamic stall is formed during the upstroke, but acoustic
wave are formed near the surface that temporally induce a large
negative pressure over the upper surface. As the motion time in-
creases the waves begin to move away from the surface. The wave
speed depends on the flow Mach number such that it is mov-
ing slower for lower Mach numbers. As the airfoil starts to pitch
down, the flow suddenly separates from the leading edge and the
lift falls.
Also Fig. 10 shows the solutions of plunging motions with
k = 0.1, and k = 1. Note that these motions have no rotation, but
angle of attack changes due to grid vertical displacement. The vari-
ation of this angle of attack is identical to the pitching motion.
Figs. 10(b)–(d) depict the identified separation point variation with
angle of attack in a plunging motion with k = 0.1 and k = 1.0, re-
spectively. The figures show that the trend of separation point are
identical with those found from pitching motions. The pitch rate,
q is zero in the plunging motions, and hence the results confirm
that separation point depends on α˙ but not q.
ROMs are created for each of the reduced methods and the va-
lidity of each model is tested for several plunging motions. Fig. 11
compares the full-CFD solutions with the predictions based on
Wagner’s approximation. The motions have a reduced frequency
of k = 0.1 but with different amplitudes. The comparisons show
that the predictions match only for small angles of attack. For os-
cillations at large angles of attack, the loop directions are different
as well. CFD shows a clockwise loop but an anticlockwise loop was
predicted from Wagner’s approximation. The indicial responses of
the airfoil with a unit step change of angle of attack is shown in
Fig. 12, where the indicial functions per radian are plotted against
non-dimensional time. The lift has a peak at s = 0 followed by
a rapid falling trend. The lift again builds up and asymptotically
reaches the steady-state value. The initial peak can be explained
based on the energy of acoustic wave systems created by the ini-
tial perturbation [39,34]. Fig. 12(a) shows that the lift magnitudes
at the initial and final time of the response are favorably compa-
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Fig. 12. Indicial functions calculated directly from CFD. The Bisplinghoff et al.’s model [4] correspond to M = 0.5 and M = 0.7.
Fig. 13. Modeling CFD results of plunge motions with k = 0.1 and M = 0.3 using indicial theory.
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rable with the analytical results of Lomax [39] and Wagner [64].
Also, the effects of Mach number for response functions are shown
in Fig. 12(b). The most obvious difference is that the initial peak
becomes smaller for compressible flow. An explanation is given
by Leishman [34]: this is due to the propagation of pressure dis-
turbances at the speed of sound, compared to the incompressible
Fig. 14. Kirchgoff’s model for predicting steady lift coefficient.
case, where the disturbances propagate at infinite speed. For high
incidence motions, the effects of angle of attack on indicial func-
tions need to be determined. There are two problems: (1) a larger
number of simulations is required to model a highly nonlinear mo-
tion, therefore, the reduced order model becomes very expensive
to generate (2) second problem is related to the stability of re-
sponse type CFD calculations at large angles of attack. Fig. 12(c)
shows the effects of angle of attack into responses of NACA 0012
airfoil. It can be seen that initial responses are independent of an-
gle of attack, but the final solutions vary depending on the angle of
attack. As angle of attack reaches the stall angle, small oscillations
were found in the response solutions. For angles of attack beyond
the stall angle, the oscillations become large and persist for a long
time. This behavior makes the nonlinear indicial functions infea-
sible to model motions at large incidence angles. For the motions
with an amplitude below stall angle, Fig. 13 compares the predic-
tions using a ROM based on indicial functions with CFD solutions.
The figure shows that the ROM provides very good agreement for
the plunging motions.
A ROM is created using Eq. (29) and was initially used for the
prediction of steady solutions as shown in Fig. 14. The comparison
shows a good agreement between model and CFD solutions for
small to moderate angles of attack. Next, the unsteady separation
point locations in the model are found using the method described
above. Fig. 15 shows that predictions only match for small angles
of attack but do not match well for oscillation at high angles of
Fig. 15. Modeling CFD results of a plunge motion with k = 0.1, and M = 0.3 using a state-space method.
M. Ghoreyshi, R.M. Cummings / Aerospace Science and Technology 28 (2013) 176–190 189
Fig. 16. Modeling CFD results of a plunge motion with k = 0.1, and M = 0.3. The model corresponds to Radial Basis Functions with a chirp training motion.
attack. Note that Eq. (28) is valid for quasi-steady flow conditions
and therefore cannot predict the effects of vortices into lift coeffi-
cient. A new mapping between lift coefficient and input variables
of α and x is suggested. This mapping can be learnt from some
training maneuvers.
Finally, a chirp with linearly increasing frequency during time
was defined and simulated using RANS. The maneuver is shown in
Fig. 16(a); it starts from zero degrees angle of attack, has an am-
plitude of 10◦ and runs for two seconds of time. The frequency
linearly increases with time that causes the effects of secondary
vortices into lift coefficient begin to disappear during time. The
unsteady lift coefficients of chirp maneuver were re-arranged ac-
cording Eq. (22) and Radial Basis Functions were used to estimate
function Φ . The mapping is then used to predict the results of
plunging motion with k = 0.1. The results are compared to the
ROM predictions in Fig. 16(b). Figure shows that ROM prediction
match CFD quite well.
5. Conclusions
The CFD modeling of unsteady lift coefficient of a two-
dimensional NACA 0012 airfoil oscillating and translating at large
incidence angles was investigated in this paper. The validation
results show that unsteady RANS equations are reasonable sim-
plifications for modeling these motions. The CFD results show that
a hysteresis loop was developed in the lift coefficient variation
with angle of attack. Shapes of the loops change significantly with
reduced frequency value. A dynamic stall vortex was identified
in the pitching and plunging motions with k = 0.1. This vortex
delays the onset of flow separation over the upper surface to a
higher incidence than would occur in steady conditions. The un-
steady lift of very fast motions is significantly enhanced due to
formation of acoustic waves. The results show clear limitations of
unsteady aerodynamic theories for modeling motions at high in-
cidences. Also, the CFD solution of indicial functions show large
oscillation at angles of attack beyond the stall angle, but the pre-
dictions of a model based on Radial Basis Function matches CFD
values quite well. Future work will extend this study to include
more aerodynamic models and DES simulations.
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