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Abstract— This paper addresses the problem of detecting
radioactive material in transit using an unmanned aerial vehicle
(UAV) of minimal sensing capability, where the objective is to
classify the target’s radioactivity as the vehicle plans its paths
through the workspace while tracking the target for a short time
interval. To this end, we propose a motion planning framework
that integrates tightly-coupled visual-inertial localization and
target tracking. In this framework, the 3D workspace is known,
and this information together with the UAV dynamics, is used
to construct a navigation function that generates dynamically
feasible, safe paths which avoid obstacles and provably converge
to the moving target. The efficacy of the proposed approach is
validated through realistic simulations in Gazebo.
I. INTRODUCTION
The ultimate goal of this work is to identify whether a
target moving in a cluttered environment is radioactive or
not, in a matter of a few minutes, using an airborne radiation
sensor (e.g. a Geiger counter or Neutron detector). As the
potential radioactivity of the target is assumed to be known,
the problem essentially is an instance of binary hypothesis
testing – does the target have the assumed intensity or not?
Earlier work [1] has established that the optimal way, in
a Neyman-Pearson sense [2], of answering this question
using a controllable mobile radiation detector is to drive the
detector as fast as possible to the moving target. Intuitively,
this strategy maximizes over time the solid angle of the
radiation sensor, boosting its signal-to-noise-ratio (SNR) [3],
thus improving the accuracy of decision-making.
The ability of a UAV equipped with a radiation detector to
complete this task autonomously in a cluttered and possibly
GPS-denied environment, rests on two critical capabilities:
(i) estimating consistently and accurately its own state and
that of its target, and (ii) planning motion in a way that max-
imizes the probability of accurate detection while avoiding
collisions with obstacles and the target. In isolation, both
of these technical problems have received some attention in
literature.
In the context of target tracking, most methods rest
on assumptions that limit their applicability to real-world
scenarios. For instance, many algorithms exist for robot-
based target tracking in 2D [4], [5], without straightforward
extensions to 3D cases. One idea explored in the context of
active tracking [6] is to choose robot motion in ways that
minimize future target uncertainty. This methodology, again,
was developed for 2D problems and requires that the state
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of the sensor is perfectly known. Other approaches assume
the ability to directly measure the relative position between
sensor and target [7], and estimate robot and target states
separately; because of this separation, however, there is little
that can be said about the optimality of either estimate, or a
quantitative measure of the uncertainty associated with them.
Compounding these technical challenges in the application
considered here, the (unknown) relative distance between
sensor and target is a significant source of uncertainty when
it comes to the accuracy of the final, radiation classification
decision that needs to be made.
The proposed approach tightly couples 3D visual-inertial
navigation and target tracking, to ensure that the error in
estimating the relative distance between the robot and the
target can be minimized. In the application at hand, this is
particularly important because this relative distance affects
directly the information content of radiation measurements,
and consequently the radiation detection accuracy. Estimat-
ing the relative position between detector and target is
achieved with exclusive use of an inertial measurement unit
(IMU) and a (stereo) camera, on the hardware side, and a
lightweight multi-state constraint Kalman filter (MSCKF) [8]
on the algorithmic side. The particular estimator utilizes
stochastic cloning to estimate a sliding window of past robot
poses along with the current IMU state. Features are linearly
marginalized to utilize their motion information without the
need to store them in the state vector. The marginalization
allows for the creation of constraints between the window
poses while bounding the problem size, resulting in a com-
putationally efficient estimation algorithm. This approach has
been extended in many directions, e.g., including camera-to-
IMU spatial and temporal calibration [9], handling degenerate
motions [10], and enforcing the correct observability prop-
erties on the system [11].
Aerial target tracking and navigation based on-board esti-
mation has been recently demonstrated in a case of tracking
a spherical rolling target [12]. It employed a geometric
approach similar to visual servoing, a receding horizon
strategy that penalizes velocity and position errors, and a UAV
motion control scheme based on minimum-snap trajectory
generation [13]. It is not clear to what degree this tracking
algorithm depends on the target being spherical, but the
overall estimation and motion control scheme was engineered
to run impressively fast.
The work reported here involves an additional layer
of complexity. In addition to target tracking and obstacle
avoidance, the mission calls for fast and accurate target
classification based on a different sensing modality. Here
target classification, estimation, and tracking are coupled;
ar
X
iv
:1
80
5.
09
06
1v
1 
 [c
s.R
O]
  2
3 M
ay
 20
18
because the accuracy of estimates and the performance of
tracking have direct impact on the accuracy of classification.
The size of tracking errors reported in [7] can be detrimental
to detection of low-intensity mobile sources of radioactivity.
In the application context of radiation detection, (binary)
classification accuracy can be quantified probabilistically in
terms of probabilities of false alarm and missed detection.
The computation of the latter two probabilities are in general
intractable; however, analytical Chernoff bounds on these
have recently been derived [2] in the form of highly non-
convex, non-linear integral functions. While these analytic
expressions provide a handle for manipulating accuracy of
decision-making through mobility, they are still not particu-
larly amenable to direct incorporation into standard motion
planning and optimal estimation frameworks. Yet we do
know [1] that in the absence of constraints in terms of vehicle
dynamics or workspace topology, the optimal motion strategy
for maximizing detection accuracy is to close the distance
between radiation detector and source as quickly as possible.
This insight, therefore, is what can be utilized by means
of a variety of motion planning strategies [14]. Not all of
them, however, can offer provable collision avoidance and
target convergence guarantees, especially when considering
nontrivial sensor platform dynamics. The approach in this
paper achieves this by combining a new type of navigation
functions developed for moving targets [1], with a geometric
position and attitude tracking UAV controller. The navigation
function creates an almost globally attractive (to the target)
vector field, which is utilized as a velocity reference for the
UAV’s controller. Vector field tracking has been entertained in
earlier work [15], but neither for the purpose of intercepting
moving targets, nor in non-spherical workspace topologies
and without full knowledge of robot and target states [16].
In particular, the main contribution of this paper consist of
(i) the extension of visual-inertial navigation systems (VINS)
to tightly-coupled 3D visual-inertial localization and target
tracking (ii) integration of geometric UAV control with time-
varying navigation functions in star-forests. (iii) validation of
the proposed system in realistic ROS/Gazebo simulations.
II. RADIATION DETECTION
To a radiation detector, gamma rays/neutrons emanat-
ing from nuclear material are indistinguishable from natu-
rally occurring (background) radiation. In the sensor’s input
stream, the two signals are essentially superimposed. To
(optimally) determine whether a source is present based on
measurements from such a radiation counter, one performs
a binary hypothesis test.
Pahlajani et al. [2] formulate this problem as a Likelihood
Ratio Test (LRT) in the Neyman-Pearson framework. In this
framework, one of the following competing hypotheses is
chosen: H0, which asserts that the target is benign, or H1,
which states that the target is radioactive. In making this
decision, two types of errors can occur. False alarm occurs if
the target is falsely classified as radioactive; missed detection
occurs when the target is falsely classified as benign.
Analytically computing the probability of making either
error is in general intractable, except for (simplistic) Gaus-
sian counting processes. Not only is the counting process
here Poisson, but it is also a time-inhomogeneous one, since
it explicitly depends on the distance between sensor and
source which changes (deterministically) with time. Yet,
analytical Chernoff (upper) bounds for the errors involved in
this particular binary hypothesis test have been derived [2],
and these can serve as surrogates for the otherwise unknown
true error probabilities.
Let Nt for t ∈ [0, T ] be the time-inhomogeneous counting
process observed at a detector with cross-section χ (square
meters), when monitoring a source of activity a in counts per
second (CPS) in an environment with background radiation of
activity b(t). The quantities Mp(t) and MpT (t) ∈ R3 denote
the position of the detector (hereafter assumed identical to
that of the UAV) and the target, respectively, in the inertial
MAP frame. The perceived (given the source-sensor distance)
source activity, incident to the detector is denoted ν(t),
while a dimensionless parameter µ quantifies the relative
strength of this perceived activity over background and is
conceptually related to SNR (norms are Euclidean)
ν(t) =
χa
2χ+ ‖Mp(t)− MpT (t)‖2 , µ(t) = 1+
ν(t)
b(t)
(1)
Let α be an upper bound on the acceptable probability of
false alarm, and p ∈ (0, 1) a constant parameter. Then after
defining
Λ
′
(p) =
∫ T
0
[µp logµ− µ+ 1]b ds (2a)
the logarithm of the analytically derived bounds on the
probabilities of false alarm and missed detection is [2]
EF =
∫ T
0
[p µp logµ− µp + 1]b ds = − logα (2b)
EM = logα+ Λ′(p) (2c)
Parameter p is specified by solving (2b) for a given α.
For n ≥ 1, let τn denote the n-th jump time (when the
detector registers a count) in a counting random process
taking the form of piecewise constant random signal with
maximum Nt over a finite time window of [0, T ]. The
LRT to decide between the two hypotheses H0 and H1
involves comparing a statistic LT to a constant threshold
γ = exp(Λ
′
(p)) ∈ R
exp
(
−
∫ T
0
ν(s) ds
)
Nt∏
n=1
(
1 +
ν(τn)
b(τn)
)
=: LT
H1
≷
H0
γ (3)
The bound on probability of missed detection (2c) serves as
a performance measure of decision-making accuracy when
performing the LRT.
III. MOTION PLANNING
A. Navigation Function
A navigation function [17] is a real-valued map V : F →
R, constructed on UAV’s free configuration space F that
when tuned appropriately has a unique minimum at the
desired goal configuration and is uniformly maximal over
the boundary of F . The construction has been extended to
the case of goal manifolds that take the form of a sphere
(bubble) around a moving target [1]. Because these moving
manifolds are (almost) globally attractive, the use of this
motion planning technique guarantees the convergence of the
UAV to the moving target within a specified distance, without
hitting either this target or the surrounding obstacles.
Let Mp(t) denote the position of the UAV, and MpT (t) that
of the target, assumed both in F . Take r to be the radius of
the spherical bubble around the target and define the goal
for navigation as minimizing the function
J
(
Mp,MpT
)
= ‖Mp− MpT ‖2 − r2 (4)
Let {0, . . . , S} be the index set of spherical obstacles,
including the workspace’s outer boundary indexed 0, and
denote oi, ρi for i ∈ {0, . . . , S} the center and radius of each
spherical obstacle, respectively. Define β0(Mp,MpT ) = ρ20−
‖Mp−o0‖2 for the workspace boundary, and βi(Mp,MpT ) =
‖Mp − oi‖2 − ρ2i for any other interior obstacle. Let
β(Mp,MpT ) =
∏S
i=0 βi(
Mp,MpT ).
It can be shown [1] that there exists a positive number
N such that ∀k ≥ N , and for a suitably large parameter
λ ∈ R+,
ϕ˜(Mp,MpT ) =
J(Mp,MpT )[
J(Mp,MpT )κ + λβ(Mp,MpT )
]1/κ (5)
would be a navigation function on a spherical world S with
a suitably chosen (analytic switch) parameter λ.
For a diffeomorphism hλsq parameterized by a suitably
chosen positive parameter λsq ∈ R+, mapping a star world
F to the forest of stars in the form of three-dimensional
squircles [18], the composition ϕ = ϕ˜ ◦ hλsq can be shown
to have navigation function properties on F [18], in the sense
that for any position of the target satisfying some reasonable
conditions, all (unstable) critical points outside the destina-
tion manifold are either nondegenerate with attraction region
of measure zero, or inside the target’s bubble.
B. UAV Control
Let m denote the mass of the quadrotor UAV, J ∈ R3×3 its
moment of inertia about a frame aligned with the principal
axes and attached at the center of mass cg, and Mg the
acceleration of gravity in the inertial frame. The relative
orientation between the inertial frame and the principal one
at the UAV’s center of mass is captured by the rotation matrix
M
cgR ∈ SO(3). (Premultiplication with McgR rotates a vector
by as much as cg is rotated relative to M.) The linear and
angular velocity of the UAV relative to the inertial frame are
denoted Mv and Mω, respectively; the angular velocity vector
relative to the body cg frame is denoted cgω. Let ·̂ denote
the (wedge) operation that maps a vector in R3 to a member
of the Lie algebra so(3). With f denoting the magnitude of
the total thrust produced by the thrusters, and M the total
moment relative to the body-fixed cg frame, the dynamics
of the quadrotor can finally be expressed as
Mp˙ = Mv (6a)
m Mv˙ = −m Mg + f McgR
Mg
‖Mg‖ (6b)
M
cgR˙ =
M
cgR
ĉgω (6c)
J cgω + cgω × J cgω = M (6d)
The desired velocity for the UAV is determined using (5).
Specifically, if vmax denotes the vehicle’s maximum speed
given the capabilities of its actuators or safety specifications,
and k is a positive control gain, then the velocity reference
relative to the inertial frame is
Mvd , − erf
(
k(‖Mp− MpT ‖ − r)
) · ∇pϕ‖∇pϕ‖ · vmax (7)
Consequently, the velocity error for the UAV would simply
be ev , Mv − Mvd. With McgRd and ωd denoting some
desired UAV orientation and angular velocity for the UAV,
respectively, the orientation and angular velocity errors are
defined accordingly
êR =
1
2
(
M
cgR
ᵀ
d
M
cgR− McgRᵀ McgRd
)
(8a)
eω =
cgω − McgRᵀ McgRd cgωd (8b)
With these definitions in place, and with kv , kR and kω
denoting positive control gains for velocity, orientation, and
angular velocity, the control inputs for the UAV are set as
(cf. [19])
f =
(− kvev +m Mg +m Mv˙d) · (McgR Mg‖Mg‖ ) (9a)
M = −kR eR − kω eω + cgω × J cgω (9b)
In the closed-loop system (6)–(9), the errors ev , eR, and eω
converge exponentially to zero [19].
IV. STATE ESTIMATION
A. State Definition
Both control, as well as detection, rely on accurate esti-
mates of the states of the UAV and its target. It is assumed
that the UAV is only equipped with an IMU, which provides
linear acceleration and angular velocity readings, and a
set of stereo cameras. The camera images provide bearing
measurements to three classes of objects: the target, known
landmarks (which can be obtained, e.g., through a previous
mapping session), and unknown features. To deal with the
limited computational resources on the UAV, and because
low-latency is required, we extend a popular filtering-based
VINS solution, the MSCKF [8] to estimate the UAV and target
states, and the transformation between the UAV and map
frames, through fusion of inertial (IMU) and visual (camera)
data.
Typically within a visual-inertial localization framework,
the state of the UAV, parameterized by that of the IMU, is
represented by an element xIMU ∈ SU(2)×R12, where SU(2)
is the group of unit quaternions. This state representation for
the UAV’s IMU at time step k, with G denoting the IMU’s
global frame and Ik the IMU’s local frame at step k, can be
written explicitly as
xIMU,k =
[
Ik
G q¯
ᵀ
bwk
ᵀ Gvk
ᵀ
bak
ᵀ Gpk
ᵀ]ᵀ (10)
which includes the unit quaternion parameterizing the ro-
tation from the global frame to the local IMU frame, gyro
bias, global velocity, accelerometer bias, and global position,
respectively. The convention for quaternions and their corre-
sponding rotation matrices is that the left subscript denotes
the starting frame of the rotation, while the left superscript
denotes the end frame. When used with vector quantities,
the left superscript indicates the frame in which the vector
is being represented relative to.
The state of the target, T ∈ R3n+3 is parameterized
using a constant derivative model of order n, in which Gp(i)Tk
denotes the derivative of the target’s position of order i,
Tk =
[
GpTk
ᵀ Gp(1)Tk
ᵀ
Gp
(2)
Tk
ᵀ · · · Gp(n)Tk
ᵀ]ᵀ
Static quantities also need to be estimated: xstatic =[
xᵀclones x
ᵀ
MAP
]ᵀ
. The first term denotes a set of stochastic
clones of the past N imaging time IMU poses
xclones =
[
xᵀclone,1 x
ᵀ
clone,2 · · · xᵀclone,N
]ᵀ
xclone,i =
[
Ii
Gq¯
ᵀ Gpi
ᵀ]ᵀ ∈ SU(2)× R3
These clones are maintained as per the MSCKF framework,
wherein bearing measurements to unknown features are
transformed into relative constraints between historical poses
(see Section IV-C). The second static term refers to the
transformation from the IMU’s “global” frame, G, and the
frame of the prior map, M. This term is required as the
estimator initializes its own frame during startup without
any knowledge of its pose relative to the prior map. With
GpM denoting the prior map’s origin in the global frame, the
relative transformation between frames is parameterized by
xMAP =
[
M
G q¯
ᵀ GpM
ᵀ]ᵀ ∈ SU(2)× R3
The full state of this system vector at time step k is now
xk =
[
xIMU,k
ᵀ Tk
ᵀ xstatic,kᵀ
]ᵀ
It is important to note that the true state, x, does not belong
to a vector space, making direct estimation of it difficult
with standard techniques. Instead, as in many recent VINS
algorithms, these quantities have been indirectly estimated by
performing filtering on a minimal representation error state
vector. The relationship between the true value of the state,
x, the estimated state, xˆ, and error state, δx, is defined by
the generalized update operation x = xˆ  δx. For vector
terms, this operation takes the form x = xˆ + δx; quaternion
errors, with ⊗ representing quaternion multiplication [20],
are represented as q¯ = ˆ¯q δθ = δq¯⊗ ˆ¯q, δq¯ ≈
[
δθ
2
ᵀ
1
]ᵀ
.
A working assumption is that the prior map and global
frame align along their z-direction [21] due to the observ-
ability of orientation in VINS up to rotations about the
gravity vector. As such, the transformation only has four
degrees of freedom: a relative position between the respective
origins and a relative yaw. Parameterizing relative orientation
using a single degree-of-freedom quaternion —representing a
rotation about a common gravity vector— allows expressing
the relative orientation state as
M
G q¯ =

0
0
θ
|θ| sin
|θ|
2
cos |θ|2
 ≈

0
0
δθ
2
1
⊗ MG ˆ¯q
All updates to this quaternion are achieved by further rota-
tions about the z-axis.
B. Filter Propagation
As the UAV moves through the environment, the IMU’s
gyroscope and accelerometer collect measurements relating
to the evolution of the IMU state. If ωm and am denote the
local angular velocity and linear acceleration measurements
while ω and Ia are the true local angular velocity and
local linear acceleration, IGR represents the rotation matrix
associated with IGq¯, and with nw and na being continuous-
time white Gaussian noise vectors that corrupt respective
measurements, the measurement model becomes
ωm = ω + bw + nw
am =
Ia− IGRGg + ba + na
Measurement biases are modeled as continuous-time random
walks, driven by Gaussian white noises nbw and nba. The
dynamics of the state are now compactly expressed as
b˙w = nbw, b˙a = nba, x˙static = 0,
I
G
˙¯q = 12Ω(ω)
I
Gq¯
Gp˙ = Gv, Gv˙ = IGR
ᵀ Ia, Ω(ω) =
[
−ω̂ ω
−ωᵀ 0
]
while the target, letting nT denote a Gaussian noise vector,
is assumed evolving with i ∈ {0, . . . , n− 1} as
Gp˙
(i)
T =
Gp
(i+1)
T ,
Gp˙
(n)
T = nT
giving rise to a linear target evolution model —involving a
(3n+ 3)× 3 matrix H of all zeros and the last 3× 3 block
entry as the identity matrix, and a matrix B which is the
target state’s Jacobian— and is of the form
T˙ = B T + H nT
Applying the expectation operator on these evolution equa-
tions, the dynamics of the state estimate, xˆ (estimate notation
·ˆ should not be confused with the slightly wider differential
geometric ·̂ wedge mapping) is
I
G
˙ˆq = 12Ω(ωm− bˆω)IGqˆ , G ˙ˆv = IGRˆᵀ
(
am − bˆa
)
+Gg
G ˙ˆp = Gvˆ ,
˙ˆ
bω = 0 ,
˙ˆ
ba = 0
˙ˆxstatic = 0 ,
˙ˆ
T = BTˆ
These equations allow propagating the state estimate by
analytically solving the differential equations across the
measurement time-interval [tk, tk+1].
In order to quantify the covariance of the propagated
estimates, the state equations are linearized about the current
estimates. With F and G being the Jacobians of the IMU state
and noise dynamics respectively, nimu being the stacked vec-
tor of IMU noise, and t and m representing the dimensions of
target and static states, respectively, this linearized dynamics
takes the form
δx˙IMU
δT˙
δx˙static
 ≈
 F 015×t 015×m0t×15 B 0t×m
0m×15 0m×t 0t×t

 δxIMUδT
δxstatic

+
 G 012×30t×12 H
0m×12 0m×3
[nIMU
nT
]
(11)
Let Φ(tk+1, tk) and A(tk+1, tk) denote the state-transition
matrices of the IMU and target from time tk to tk+1 based
on (11). Matrices QIMU and QT will denote the noise
covariances for the IMU and target state evolution, associated
with discrete-time noise characterization [20], [22]. After
defining the following two matrices
Ψ =
Φ(tk+1, tk) 015×t 015×m0t×15 A(tk+1, tk) 0t×m
0m×15 0m×t Im×m

Qk =
Qimu 015×t 015×m0t×15 QT 0t×m
0m×15 0m×t 0m×m

the propagation of the covariance P of the state estimator
can be compactly expressed as
Pk+1 = ΨPkΨ
ᵀ + Qk
C. Filter Update
Let CI R represent the (fixed) rotation matrix and
CpI the
displacement between the IMU and the camera. Let Gpf be
the pixel measurement associated with a 3D feature and set
ckpf =
C
I R
Ik
G R (
Gpf − GpIk) + CpI (12)
Expand ckpf =
[
ckxf
ckyf
ckzf
]ᵀ
and define the map
Π
(
ckpf
)
=
[
(ckxf )/(
ckzf )
(ckyf )/(
ckzf )
]
(13)
The pixel measurement is assumed to have noise nf .
This measurement projected into a camera associated with
timestep k is generated by a measurement function
zk =
[
uk
vk
]
= h(x) + nf = Π(
ckpf ) + nf
This function transforms the 3D position of the feature into
the camera’s local frame, and then projects it onto the image
plane. Similarly, the projection of the target into the plane
can be described by replacing the unknown feature position
in (13) with the target’s position. A similar procedure is
followed for a known landmark1 expressed in the (inertial)
map frame, MLf , to the current camera frame,
CkLf =
C
I R
Ik
G R
(
GpM +
M
G R
ᵀ MLf − GpIk
)
+ CpI
resulting in a projected measurement
zf = Π(
CkLf ) + nf
These three different bearing measurement types define the
filter updates. For the target and map localization measure-
ments, a standard Extended Kalman Filter (EKF) update can
be utilized —all the quantities involved in the measurement
are contained in the state.
At this stage, in order to use the unknown feature bearing
measurements, linear marginalization through the MSCKF
update step [8] is performed, since otherwise a standard EKF
1This is assumed perfectly known, no noise. To include this noise into
the system, one could use the computationally efficient Cholesky-Schmidt-
Kalman Filter proposed in [21].
storing all the measured features in the state vector would
lead to unbounded computation. Let Hx and Hf be the
measurement Jacobians with respect to the estimated state
and the unknown feature, and δx and δpf are the correspond-
ing state errors, while nf denotes the stacked measurement
noise. Given a vector z of pixel measurements associated
with a feature that has been tracked across the window, and
the corresponding stacked measurement generation function
h(x), the linearized measurement residual z˜ = z − h(xˆ) is
expressed as
z˜ = Hx δx + Hf δpf + nf
The linearization point for the feature position is found
through triangulation using the corresponding bearing mea-
surements and the current state estimates. By performing QR
decomposition on Hf , it is possible to define the matrix Q2
whose columns span the left nullspace of Hf . If R denotes
the covariance of the original stacked measurement and
n′ ∼ N (0,R′) , R′ = Q2ᵀ R Q2
then multiplying by Q2ᵀ removes the dependency on feature
errors
Q2
ᵀ z˜ = Q2
ᵀ Hx δx + Q2
ᵀ nf ⇒ z˜′ = Jx δx + n′
The MSCKF therefore creates a new residual, z˜′, with corre-
sponding measurement Jacobian, Jx, that does not require
storing features into the state vector, as the transformed
measurement relates only to the current IMU state and the
clones in the window.
D. State Initialization
1) Map Initialization: As the filter does not start with
a prior estimate of the map transformation parameters, it
is important to perform initialization of these quantities. In
particular, bearing measurements to known landmarks are
collected until the transformation between the global and
prior map frames can be estimated. An estimate of the
landmarks in the IMU’s global frame, GLf , can be recovered
through multi-view triangulation. Using the positions for the
landmarks expressed in both frames, the 6 DOF relative
pose is estimated [23], from which the relative position
and yaw are extracted. If z˜MI denotes the stacked residual
associated with these bearing measurements and nMI the
stacked measurement noise, then using this estimate the
linearized system for the landmarks’ bearing measurements
is built
z˜MI = Hx δx + HM δxMAP + nMI (14)
The Jacobians Hx and HM have been separated with respect
to the already initialized state and the new map parameters,
respectively. Using delayed initialization these new map
parameters can be added to the state. All future bearing
measurements to known landmarks can now be processed
using a standard EKF update.
2) Target Initialization: The target is initialized in a
similar manner by collecting N bearing measurements cor-
responding to times {t0, t1, · · · , tN}, where t0 denotes the
first time that the target is seen. Let Gp(i)T0 ,
Gpcj , dj , bj ,
∆tj = tj − t0 be the initial i-th derivatives of the target’s
position, the position of the UAV’s measuring camera (left or
right) in the global frame at time tj , the depth of the target
in the j-th image, the measured bearing vector from the UAV
to the target expressed in the global frame, and the time
since the initial target measurement, respectively. Assuming
a constant derivative model over the interval, the constraint
satisfied at time tj is given by:
Gpcj = −dj bj +
n∑
i=0
(∆tj)
i
i!
Gp
(i)
T0
Construct p by stacking all the relevant camera poses, and let
T0 be the initial target state. Set d to be the vector of target
depths, and let Y be the matrix encoding the constraints.
Stacking the equations and separating out the unknowns
leads to the following least-squares solution
p = Y
[
T0
d
]
⇒
[
Tˆ0
dˆ
]
= (Yᵀ Y)−1 Yᵀ p
Propagating this initial state yields estimates of the target at
each of the measuring times, {Tˆ0, Tˆ1, · · · , TˆN}. In order to
add the target states into the filter, the motion model is treated
as a measurement constraining the target states between two
consecutive times. For example, between timesteps k and
k + 1, for nTD ∼ N (0,QT ),
0 = −Tk+1 + A (tk+1, tk) Tk + nTD
The target evolution and target bearing measurements are
stacked into a single vector and used to perform delayed
initialization as in (14). The filter then will contain estimates
for the target at each of the imaging times, and so all but
the active target state are marginalized.
V. SIMULATIONS
A. Estimation Validation
Being a significant and new addition, the estimation mod-
ule of the system is first validated using simulated sensors
from the ROS/Gazebo package RotorS [24], without incor-
porating motion-planning or in-house developed controllers.
In a simulated environment, a Firefly UAV equipped with
a forward facing VI-sensor executes a sinusoidal trajectory
of approximately 60 m at a speed of 1 m/s. A Pelican UAV,
flying in front of the Firefly at constant velocity, serves as
the target, and the estimator assumes this target to follow
a constant velocity motion model. Unknown features are
simulated along the walls and floor of the hallway (Fig. 1(a)).
This test is performed without known landmarks, in order to
show that the proposed estimator also works in unmapped
environments. Over a path of length 58 m, the robot position
estimate has a root mean square error (RMSE) and ending
error of 0.2379 m and 0.55 m, respectively, while the target
position RMSE and ending error are 0.2835 m and 0.52 m
(Fig. 1(b)).
(a)
(b)
Fig. 1. Estimation validation: (a) Hallway simulated to validate estimation
and target tracking with the UAV trajectory shown in green. (b) The normed
position error in the hallway scenario. The UAV is able to accurately estimate
its state and that of the target even without relying on landmark estimates.
B. System Validation
The workspace in which the simulated detection scenario
evolves is shown in Fig. 2(a). There are three (interior)
obstacles in this workspace: two houses and a radio tower
(not to scale). The workspace boundary (not shown in
Fig. 2(a)) is modeled as a squircle (rounded box) of dimen-
sion 20 m×20 m×5 m centered at coordinate (0, 0, 2.5) —
all components in m; the interior obstacles are also modeled
as squircles of dimension equal to their bounding boxes.
Figure 2(b) shows a section of the constructed navigation
function with a target location at coordinate (7.5, 7.5, 0.5).
(The variation of the function in the z direction for the same
target location can be seen in the video submitted.) The
navigation function parameters for this setup were κ = 6,
λ = 104 and λsq = 104. The gradient of the function gives a
desired velocity orientation for the UAV, while the yaw angle
is chosen so that the UAV always faces the estimated target
location.
A dense set of 1550 unknown features and a sparse set
of 160 known landmarks is randomly placed over different
surfaces in the environment. The estimator subscribes to
the ground-truth UAV and target odometry, as well as the
noisy IMU at 200 Hz, while publishing the resulting UAV
and target estimates at the IMU rate. Bearing measurements
are simulated at a rate of 20 Hz, and are corrupted by simu-
lated noise following a Gaussian distribution with one pixel
standard deviation. These measurements are then processed
using the proposed algorithm with an MSCKF window size of
8. Occlusions are also simulated by checking whether each
bearing ray intersects any of the obstacle boundaries, which
are approximated as rectangular boxes.
In this scenario, a UAV (Firefly) equipped with a 20◦
(a)
(b)
Fig. 2. System validation: (a) The simulated workspace whose boundary is
not shown for clarity. (b) Navigation function constructed on unit squircle
world in the plane containing the target at location (7.5m, 5m, 0.5m).
Variation across different heights can be seen in the attached video.
downward facing VI-sensor intercepts a target (which is
realized by a turtlebot) assumed to carry an isotropic Cf-
252 neutron source. Radiation emitted by this source is
assumed to be picked up by a Domino thermal neutron
detector2 assumed mounted on the UAV. The radioactivity is
simulated using the thining algorithm [25] —benchmarked
against a 5µCi (micro Curie) source available— to guide the
simulated realization of higher activity sources. (The activity
of a 5µCi source, 1.5 m away from the target essentially
blends completely into background.)
The case of Maneuver-1 in the companion video3 il-
lustrates the motion planning approach while Maneuver-2
showcases a sharp turn by the UAV to avoid an obstacle.
The results reported below refer exclusively to Maneuver-
1. There, the target moves in a straight line with a velocity
of 1 m/s and the UAV intercepts it with a maximum speed of
6 m/s. The motion planning process consists of three phases:
(i) hovering at 2 m using a position controller to initialize the
tracking, (ii) target chase using the navigation function based
planner and velocity controller, and (iii) hovering again using
the position controller once the target crosses the detection
area.
The UAV starts chasing the target at 6 m/s, and eventually
follows the target maintaining a constant distance of about
0.7 m. The true and estimated relative distance between the
UAV and the target has been shown in Fig. 3(a). The error in
2Radiation Detection Technologies Inc http://radectech.com/products/rdt-
domino-v5-4
3 https://www.youtube.com/watch?v=zur04_avhJg
these two eventually converges to approximately 15–20 mm.
Figure 3(b) and 3(c) shows the x, y and z components of
the error between estimates, and ground truth positions of
the UAV and the target. The estimation error in the target’s
position starts with a high value due to initialization at a
far distance, but eventually converges to acceptable values.
The UAV state estimation error, due to access to highly
informative known landmark bearing measurements, remains
bounded within 10 cm over the path.
Figure 4(a) presents the desired and achieved velocities of
the UAV. The fluctuations in achieved velocities at the start of
phases (i) and (iii) are due to commanding the UAV to hover.
Figure 4(b) shows the x, y and z components of the trajectory
of the UAV and the target during phase (ii), which have been
used in subsequent radiation detection calculations.
Figure 4(c) justifies tightly coupling state estimates to
the target tracking as well as using a navigation function
based planner. It presents the variation of the bound on
probability of missed detection with the radius of safety
bubble around the target, for a bound on probability of
false alarm α = 0.001. Multiple trajectories during the
chase phase were generated with different safety bubble radii
around the target to generate Fig 4(c). Color-coded lines
show bounds calculated assuming source strengths of 50µCi,
75µCi, and 100µCi, for which the activity a is 2.2 × 105,
3.3× 105, and 4.4× 105CPS respectively.4
The background radioactivity and detector’s radiation
cross-section used in the calculations were 0.005833CPS and
2.12×10−6m2. The total time allocated to make the decision
was capped at T = 20 sec. The value of bound on probability
of missed detection equal to 1 indicates the inability to make
any accurate decision. It can be seen that UAV needs to
be within 1–1.5 m radius of the target in order to detect a
low intensity source using commercial-of-the-shelf (COTS)
detectors, guiding the choice of the proposed approach.
VI. CONCLUSIONS AND FUTURE WORK
An integrated motion-planning framework that tightly-
couples visual-inertial navigation and target tracking with a
3D navigation function-based planner and geometric con-
troller is shown to be appropriate for applications in UAV-
based radiation detection. Such an integrated system offers
close tracking for accurate radiation detection, while avoid-
ing collisions with obstacles in the environment. Future effort
will be directed towards extending this methodology to more
realistic and efficient scenarios such as monocular camera
deployments with noisy prior landmarks, handling more
complicated target motion models, experimentally validating
the system, and investigating the effect of navigation function
tuning on the UAV maneuvers.
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