ABSTRACT Detection of visually salient objects plays an important role in applications such as object segmentation, adaptive compression, object recognition, etc. A simple and computationally efficient method is presented in this paper for detecting visually salient objects in Infrared Radiation images. The proposed method can be divided into three steps. Firstly, the infrared image is pre-processed to increase the contrast between objects and background. Secondly, the spectral residual of the pre-processed image is extracted in the log spectrum, then via corresponding inverse transform and threshold segmentation we can get the rough regions of the salient objects. Finally, we apply a sliding window to acquire the explicit position of the salient objects using the probabilistic interpretation of the semi-local feature contrast which is estimated by comparing the gray level distribution of the object and the surrounding area in the original image. And as we change the size of the sliding window, different size of objects can be found out. In our proposed method, the first two steps combined together to play a role in narrowing the searching region and thus accelerating computation. The third procedure is applied to extract the salient objects. We test our method on abundant amount of Infrared Radiation images, and the results show that our saliency detection based object detection method is effective and robust.
INTRODUCTION
The continuous development of infrared technology for infrared imaging system is widely used in precision guidance, infrared early warning system, infrared search, tracking system, night navigation and other fields of military or civilian [1] . As the key technology of infrared search and track, infrared early warning system, precision guidance, infrared objects detection in infrared images becomes a hot topic in the field of infrared image processing.
Object detection is the first step towards target recognition, target tracking [2, 3] , etc. Object detection method can be roughly divided into two categories according to the prior knowledge. On the one hand, the prior knowledge of the object is known. In this case there are two kinds of object detecting methods, the goal of the first kind of method is to use a priori knowledge training an ensemble classifier cascaded by a collection of weak classifiers, and then these weak classifiers vote together to detect objects, such as boosting [4] , the random forest [5] , and the AdaBoost face detection [6] . The second method is based on prior knowledge to find the best dividing line between the target and non-target, for instance the SVM [7] . On the other hand, target's prior knowledge is unknown. At this time, we don't know what target to detect, then the target has different definitions. A method is the detection of the moving object in the scene, this can also be divided into static background [8] and dynamic background [9] in accordance with the movement of the camera. Another method is the significant object detection in the scene, for example representing the significant probability of each pixel based on some features and then finding out the salient object. And this is also the point this paper focus on.
As discussed above, a widely used approach to object detection is provided by saliency detector. based on the research of the attention mechanism of human visual system, obtain the saliency map of the image, and then segment the salient objects out, finally select the object-of-interest according to the geometrical information. Several approaches for saliency detection have been proposed. Most of the methods measure the local contrast of the image areas to their surroundings, according to features like image intensity, color, and gradient orientation [10, 11, 12, 13] . This paper proposes an efficient method for saliency detection based on the saliency detection method put forward by Rahtu et al. in [14] , and improve the method by firstly identify the candidate object regions, and then search the salient objects in each region using a sliding window.
PROPOSED METHOD
In this section we will present the details of our saliency detection method. We begin by introducing the method proposed by Rahtu, and then continue to describe how to improve it to achieve a better performance.
Saliency detector
The method for saliency detection proposed by Rahtu is based on a semi-local feature contrast. The method applies a sliding window approach, and the scale of the target objects is approximately determined by the window size. The conditional probability of a pixel to be realized from the distribution estimated inside the window compared to the distribution of the surrounding area determines the saliency of the point in the window. The saliency estimation is based on semi-local areas instead of pixel level, and this enables estimations of the conditional distributions using gray level histograms.
Details of the method proposed by Rahtu states as follows. Suppose that a window W is divided into an inner kernel K and an outer border B, as shown in figure According to Bayes' theorem, we can finally get the probability of 1 H for each point x in K:
The saliency measure ( ) S x for a point x in K is defined to be the estimated probability, which reflects the contrast of the feature values between the K and B.
The prior probabilities 
where N denotes a normalization operation, ( ) saliency measure of objects at different locations with various scales can be detected out. Finally, objects which are salient can be segmented by thresholding the saliency map. We post-process the segment image with Morphological closing operation and get rid of small connected domains to close some very small holes in the segmented objects and to remove small separated pixels. However, as we need to slide the windows of different sizes over the whole image, this step is computationally demanding. And amount of time is wasted on searching the background, especially when the salient object is in small scale. Thus we attempt to narrow the search range. We do this by firstly enlarge the contrast between objects and background, and then calculate the spectral residual of the pre-processing image, thresholding the residual map, we can get the rough region of salient objects, and the candidate object regions are determined according to this.
Image pre-process
As the intensity distribution of object and its surrounding are usually different, in order to increase the contrast of objects and background, and filter out high frequency noise, we get the square of difference between the mean gray value and the Gaussian blurred version of the original Infrared image [15] . And this can be formulated as:
where I μ is the arithmetic mean pixel value of the image , ( ) I x σ is the Gaussian blurred version of the original image ( ) I x and the size of Gaussian filter is set small(5×5) to eliminate high frequency noise and textures. After this, ( ) ' I x is normalized to 0 ~1.
As shown in figure 1 , we display the original image and pre-processed image in 3D, contrast between objects and background is increased in the image after pre-processing. 
Identify the candidate object region
After image pre-process, we get the contrast increased image, then we attempt to get the area where gray values present abrupt change usually deserving visual attention and maybe contains salient objects. As is illustrated in [16] the spectral residual ( ) f R represents the statistical singularities that is particular to the input image, which can be formulated as:
where f is the Fourier transform of the pre-processed image ( )
represents the log spectrum of ( )
means averaged spectrum which can be approximated by convoluting Λ(f) with a mean filter of size n×n. Using Inverse Fourier Transform, we can in spatial domain construct the output image ( ) H x which contains the innovation of the
where ( )
denotes the phase spectrum of the image. Then with simple threshold segmentation we can get the rough region of objects and some noise points.
The perimeter threshold is set to be ( ( )) 3 E H x * experimentally. In ( ) x O we get the rough region of objects present large contrast with background, and some noisy points. Then label connected components in ( )
, and filter out components whose area are too small. And identify the candidate object regions based on the size and position of each component and determine the search regions by extending the bounding box of each component. Furthermore, in order to solve the problem that a single objects maybe separated into different components, we merge regions with large overlap. In figure 3 , the left column shows the residual map of the pre-processed image, the middle column shows the threshold segment result witch indicate the rough regions of objects, and the right column illustrates the candidate object regions with green bounding boxes. Finally, we search objects that is really salient in each candidate object region using the method introduced in section 2.1. As the search range is narrowed greatly, the computational complexity is reduced sharply. 
EXPERIMENTS
In this section, we carry out a set of experiments assessing the performance of the introduced object detector, and compare with the results produced by the method Rahtu proposed. And the comparison indicates great advantage of our method. We also test our method with a set of infrared images and obtain satisfying result in most images. Some experiment results are shown in figure 6 . 
CONCLUSION
In this paper we have proposed a new object detection method for infrared images based on saliency measure, which is done by firstly identifying the candidate object region and then detecting the salience map using a probabilistic interpretation of the semi-local luminance contrast. The method is simple and efficient to implement and requires no training. The novelty of the method relies in narrowing the search range of detecting objects and thus reducing the calculation consume. The comparisons with other methods indicate that our approach is suitable for salient object detection for infrared images even in challenging situations.
