Abstract. One of the properties of the Rogers-Ramanujan continued fraction is its representation as an infinite product given by r(q) = q 1/5
Introduction
The Rogers-Ramanujan continued fraction r(q) is defined for |q| < 1 by r(q) = q 1/5
One of its main properties, due to Rogers [28] , is the infinite product formula given by r(q) = q (1 − q 5j−4 )(1 − q 5j−1 ) (1 − q 5j−3 )(1 − q 5j−2 ) where j p is the Legendre symbol.
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(1 − q j ) (
(1 − q 13j−12 )(1 − q 13j−10 )(1 − q 13j−9 )(1 − q 13j−4 )(1 − q 13j−3 )(1 − q 13j−1 )
(1 − q 13j−11 )(1 − q 13j−8 )(1 − q 13j−7 )(1 − q 13j−6 )(1 − q 13j−5 )(1 − q 13j−2 ) .
Our goal is to show that although R(q) does not have a simple expansion as a continued fraction, it has many other properties similar to the fifth power of the Rogers-Ramanujan continued fraction. Let us illustrate with two examples. First, if r(q) = r 5 (q) then it is well-known that 1 r(q) − 11 − r(q) = 1 q
(1 − q j ) 6 (1 − q 5j ) 6 .
Ramanujan found an analogous property for R(q), namely
This is one of five identities in Entry 8(i) of Chapter 20 in Ramanujan's second notebook [26] . One of these identities is notable for being the last result in the 21 chapters of the notebook to be proved; see the paper by Evans [18] for more information.
Here is the second example. If r = r(q) = r 5 (q), then it was shown in [9] A general class series for 1/π involving the coefficients a(n) was derived in [9] . A specific example of such a series is We will show that an analogue of (1) is given by
where the coefficients A(n) satisfy a 6-term recurrence relation. We will also derive a general class of series for 1/π involving the coefficients A(n) and exhibit the example
A(n) n + 161 750
which is an analogue of (2) . The objective of this work is to provide a systematic development of the main properties of the level 13 analogue R(q). To emphasize the analogy between the level 5 function r(q) and its level 13 function R(q), most of the main results will be presented in pairs: the level 5 result will be stated first followed by its level 13 analogue. The level 5 results are generally known, so references to proofs are provided. Many of the level 13 results are new, in which case proofs are given.
Definitions
This section is organized in three parts. The first part contains some standard definitions and results. In the second part, some functions related to the Rogers-Ramanujan continued fraction are defined. The level 13 analogues are defined in the third part. To emphasize the analogy, lower case letters are used for functions related to the Rogers-Ramanujan continued fraction, while capital letters are used for the level 13 analogues.
Standard definitions and results.
Let τ be a complex number with positive imaginary part and put q = exp(2πiτ ). Ramanujan's Eisenstein series L, M and N , the Dedekind eta function η(τ ) and the j-invariant are defined by
We will sometimes make use of the compact notation for infinite products defined by
Let be a positive integer, called the level. The modular group Γ and the congruence subgroup Γ 0 ( ) are defined by
The results in the following lemmas are well known.
Lemma 2.1. Ramanujan's Eisenstein series satisfy the differential equations
, and q dN dq = LN − M 2 2 as well as the identity
Proof. See [29, pp. 18, 36] for proofs and more information.
In the special case a b c d = 0 −1 1 0 these transformation formulas become
Proof. The first result is standard, e.g., see [2, pp. 50-51] . The transformation formula (8) follows from (7) by logarithmic differentiation with respect to τ .
Lemma 2.3. Let m be a fixed positive integer and let ω = exp(2πi/m). Let j and k be real numbers. Suppose Im τ > 0, q = exp(2πiτ ) and p = exp(−2πi/mτ ). Then
where the exponent E is given by
Proof. This is obtained by applying the classical transformation formula for the theta function, e.g., [3, p. 36, Entry 20] , to a quotient of two theta functions.
2.2.
Definitions pertaining to the Rogers-Ramanujan continued fraction. Let r, s and t be the modular functions defined by
(1 − q 5j ) 6 (1 − q j ) 6 and t = t(q) = s 1 + 22s + 125s 2 . Let u and v be the weight 2 modular forms defined by
Let y and z be the weight 2 modular forms defined by
2.3.
Definitions pertaining to the level 13 analogues. Now we will define level 13 analogues of the functions defined in Section 2.2. Each function defined by a capital letter is an analogue of the function defined using the corresponding lower case letter in Section 2.2. Let R, S and T be the modular functions defined by
Let U and V be the weight 2 modular forms defined by
Let Y and Z be the modular forms of weights 6 and 2, respectively, defined by
Although y and Y are clearly analogues, y is a modular form of weight 2 while Y has weight 6. Therefore, in formulas that involve these functions, Y will occur as an analogue of y 3 .
Identities involving modular functions
In this section we outline some basic properties of the functions r and R.
Theorem 3.1. The following identities hold:
Proof. The identity (10) was given by Ramanujan in his paper [25] . A simple proof using only the Jacobi triple product identity has been given by Hirschhorn [20] . More information, and references to other proofs, can be found in the book by Andrews and Berndt [1, pp. 11-12] . The identity (11) (1 + r 2 ) 2 and
Proof. The first equality in each identity is just the definition; the second equality in each identity follows from the results in Theorem 3.1.
The next result states how r and R transform under the congruence subgroups Γ 0 (5) and Γ 0 (13), respectively. Theorem 3.3. Let e(τ ) = exp(2πiτ ).
The next result describes how r and R transform under the Fricke involutions τ → −1/5τ and τ → −1/13τ , respectively. . The following transformation formulas hold: (12) r(q 5 ) = 1 − β 5 r(q) β 5 + r(q) and
Proof. The identity (12) may be rearranged to the symmetric form
This was stated by Ramanujan in the Lost Notebook; see [1, pp. 91-92 ] for a discussion and proof. It remains to prove (13) . For brevity, write R = R(q) and R = R(q 13 ). By Theorem 3.1 we have (14) 1
.
If we replace τ with −1/13τ and apply the modular transformation for the Dedekind eta function given in (9), we get
On multiplying (14) by (15) we get
This may be expanded and rearranged to give
and it follows that
The sign may be determined by substituting the value τ = i/ √ 13. This gives R = R = R(e −2π/ √ 13 ), so (16) reduces to
Using the first two terms in the q-expansion
we obtain the approximation
It follows that we must select the plus sign in (17) and hence in (16) . On rearranging (16) we complete the proof of (13) and also obtain the symmetric form
Corollary 3.5. The following evaluations hold:
where the values of β and δ are as given in Theorem 3.4.
Proof. The values τ = i/ √ 5 and τ = i/ √ 13 give fixed points for (12) and (13), namely q = q 5 = exp(−2π/ √ 5) and q = q 13 = exp(−2π/ √ 13), respectively. On solving (12) and (13) for r(exp(−2π/ √ 5)) and r(exp(−2π/ √ 13)), respectively, and choosing the solutions that are positive, we obtain the claimed evaluations.
The results in the next theorem provide factorizations of the identities in Theorem 3.1.
Proof. The identities (18) and (19), as well as infinite product representations for 1/ √ r − α √ r and 1/ √ r − β √ r, were given by Ramanujan in the Lost Notebook [27, p. 206] . Proofs of these identities have been given in [1, pp. 21-24] , [5, 6, 8, 13, 21, 23] .
We will prove (20) and (21). By Theorem 3.4 we have (ξq, ξ 3 q, ξ 4 q, ξ 9 q, ξ 10 q, ξ 12 q; q) ∞ (ξ 2 q, ξ 5 q, ξ 6 q, ξ 7 q, ξ 8 q, ξ 11 q; q) ∞ .
Since sin 
we may multiply both sides by δ to get
On the other hand, the identity (11) in Theorem 3.1 may be written as
On dividing (23) by (22) we get
On taking square roots we obtain (20) .
The identity (21) may be obtained in a similar way, starting by multiplying (22) by (23) .
The identities (20) and (21) It would be interesting to have direct proofs of these results.
Identities involving modular forms
In this section we outline the basic properties of the modular forms u, v, y and z and their level 13 analogues U , V , Y and Z. All of these forms have weight 2 except for Y which has weight 6.
We begin by noting some known transformation formulas involving S, U and V . Similar transformation formulas hold for the functions s, u and v and the group Γ 0 (5) but, as they will not be required, we do not state them here.
Lemma 4.1. Let S, U and V be as defined in Section 2.3.
Proof. 
Proof of (24) . Two classical identities are
These were known to Ramanujan and many proofs exist; see [1, pp. 406-407] for links to Ramanujan's work and references to proofs. They imply infinite product formulas for u and v, respectively, and on comparing them with the infinite products that occur in the definitions of s and y, we immediately deduce the identities (24) (i) and (ii). The identity (24) (10) and appealing the definitions of v and z. This completes the proof of the identities in (24) .
Proof of (25)
and g(τ ) = S(q) and note that f and g are analytic in the region Im τ > 0. By the definitions of η, S and Y we have
By Lemma 2.2 and Parts (i) and (iii) of Lemma 4.1 it follows that f (τ ) and g(τ ) are each invariant under Γ 0 (13). Let us examine the behavior at τ = 0. By Lemma 2.2 and Parts (ii) and (iv) of Lemma 4.1 we have and
Thus, f (−1/13τ ) and g(−1/13τ ) have poles of orders 8 and 1, respectively, at q = 0. It follows that there are unique constants, a 8 , a 7 , . . . , a 0 , that can be determined by successively comparing coefficients of q −8 , q −7 , . . . , q −1 , q 0 , such that
On solving for a 8 , a 7 , . . . , a 0 , we conclude that
Replacing τ with −1/13τ we deduce that the function h(τ ) defined by
is analytic at the vertex τ = 0. Clearly, h(τ ) is also analytic in the region Im τ > 0, and
It follows that h is bounded. Since h is invariant under Γ 0 (13), Theorem 4.4 in [2, p. 79] implies that h is constant. Since h(i∞) = 0, it follows that h is identically zero and so
On taking square roots and evaluating both sides when q = 0 to determine the sign, we complete the proof of (25)
(i).
and g(τ ) = S(q) and follow the steps in the proof of (25)(i) to deduce
On comparing this result with the result from (25)(i) we obtain (25)(ii).
Proof of (25)(iii). Apply the operator q d dq to the identity (11) to get
By the definitions of U and Z, this becomes
On applying (25) (ii) we complete the proof.
The essence of the above proof of (25)(i) is that S(q) is a Hauptmodul for Γ 0 (13) and U 3 /Y is modular on Γ 0 (13) with no poles in its fundamental domain. Therefore U 3 /Y must be a polynomial in S(q).
Eisenstein series
In the lost notebook [27, 
and
Ramanujan also gave analogous results for M (q), M (q 7 ), N (q) and N (q 7 ) in terms of η(τ ) and η(7τ ). The goal of this section is to prove the level 13 analogues given by Theorem 5.2. Let M and N be the Eisenstein series defined in Section 2.1 and let S and Y be the eta-quotients defined in Section 2.3. Then
The method of proof will be to adapt the procedure developed in [14] where the analogous results for levels 5 and 7 were derived. By Theorem 4.2, we may work with any of U , V or Z in place of Y . To simplify the calculations we will work in terms of S and U and then use Theorem 4.2 to re-express the final results in terms of the eta-quotients S and Y . We will not list any level 5 results in this section; for these, as well as the level 7 results, the reader is referred to [14] .
Lemma 5.3. The following identity holds:
Moreover, the following relations among differential operators hold:
Proof. By the definition of Z in Section 2.3 we have
On the other hand, by (11), (25)(ii) and (iii), and some algebraic manipulation, we have
On combining (28) and (29) we obtain 1 12
which proves (26) . Next, by the chain rule and the definition of U in Section 2.3 we have
Finally, by the chain rule, the definition of Z in Section 2.3 and (29) we have
Lemma 5.4. The following identities hold:
Proof. These are immediate consequences of the definitions of S and Y in Section 2.3 and the identity (25)(i).
Lemma 5.5. The following identities hold:
Proof. These are immediate consequences of the identity (6) and Lemma 5.4.
Lemma 5.6. The following identities hold: Hence,
Proof. Take the logarithmic derivative of the first identity in Lemma 5.4, using (27) , to get
On calculating the derivatives we obtain (30). The identity (31) may be obtained similarly, starting from the second identity in Lemma 5.4. Finally, the identity (32) may be obtained by subtracting (31) from (30).
Lemma 5.7. The following identities hold:
Proof. We apply the operator q d dq to the identity (26) , and make use (27) to get
The derivative on the left hand side can be computed using (5); the derivative on the right hand side can be computed by straightforward calculation and using (32) to express dU dS in terms of U , S, L(q 13 ) and L(q). This gives 1 144
which may be rearranged to give
By (26), the right hand side of (35) is identically zero. Hence, we deduce (33). Now we will prove (34). Applying q d dq to (33) and making use of (27) we get
The derivative on the left hand side may be computed using (5), while the derivative on the right hand side may be computed by direct calculation and using (32) to express dU dS in terms of U , S, L(q 13 ) and L(q). The result simplifies to
On applying (26), we complete the proof of (34).
Theorem 5.8.
Proof. Let a and b be defined by a = 1 + 6S + 13S Let u 1 , u 2 , u 3 and u 4 be defined by (40)
When q = 0 we have S = 0, U = 1, a = b = 1 and
The results of Lemmas 5.5 and 5.7 may be written as
where
This non-linear system may be solved to give u 1 , u 2 , u 3 and u 4 in terms of S by the method in [14, Theorem 2.6]. The results are
On using these in (40) we deduce (36)-(39).
We are now ready for:
Proof of Theorem 5.2. Use 25(i) to eliminate U from each of (36)-(39).
Corollary 5.9. The j-invariant defined in Section 2.1 may be expressed in terms of the eta-quotient S defined in Section 2.3, as follows:
Proof. Therefore, 
Differential equations
The goal of this section is to show that Z satisfies a third order linear differential equation with respect to T . We begin by constructing a second order nonlinear differential equation for U in terms of R.
Theorem 6.1. The following differential equation holds:
Proof. We may use (11) and (27) to rewrite (30) and (36) in the forms
respectively. From (27) 
The derivative of the first term on the right hand side may be obtained using (5) and the result may be expressed in terms of U , R and dU/dR, using (41) and (42). The derivative of the second term on the right hand side may be found by direct calculation. On simplifying and dividing both sides by U we complete the proof.
The next result gives a third order linear differential equation for U in terms of R. 
Proof. Apply the operator R d dR to both sides of the differential equation in Theorem 6.1. The key is to note that
and then Theorem 6.1 can be applied to simplify the expression in braces. The remaining details are purely computational and we omit them.
Theorem 6.3. Let S, T and Z be as defined in Section 2.3, that is,
The following differential equation holds:
Proof. By Corollary 3.2 and Theorem 4.2 we have
On applying this change of variables to the result of Theorem 6.2 we obtain the claimed result.
The next result gives an expansion of Z in powers of T as well as representations of Z in terms of the 3 F 2 hypergeometric function.
Theorem 6.4. Let S, T and Z be as for Theorem 6.3. Let A(j) be the sequence defined by the recurrence relation
and initial conditions
Proof. The equalities in the first line of the identity follow immediately from Theorem 6.3. Let us prove the formulas that involve the hypergeometric function. By (29), (36) and the formulas in the proof of Theorem 5.10, we have
Now apply Corollary 5.9 to obtain the first result involving the hypergeometric function. The other result involving the hypergeometric function may be proved in a similar way using (37) instead of (36), or by appealing to Theorem 5.10.
Series for 1/π
In this section we develop some series for 1/π. The prototypes for such series were given by Ramanujan [24] and they include examples such as for all x > 0,
For any integer N ≥ 2, let
Let λ N , T N and W N be defined by
The integers and N are called the level and degree, respectively. We are now ready to deduce the following class of level 13 series for 1/π: Theorem 7.2. Let N ≥ 2 be an integer and let T = T (q) be the function defined in Section 2.3. Let q N = exp −2π N/13 and T N = T (q N ). Then the identity
13 N holds for the values of N , T N and λ N given in Table 1 .
Proof. Let T and Z be the functions defined in Section 2.3 and let = 13. The hypotheses (45) and (46) of Theorem 7.1 are satisfied because of (8) and Theorem 6.4, respectively. By the definitions of T and Z and a calculation we have
so the hypothesis (47) of Theorem 7.1 holds with
Therefore, identities of the form (53) hold by Theorem 7.1. In principle, values of T N and λ N can be determined using modular equations; see [8, pp. 408, 409] and [9, Proof of Th. 2.1] for some examples of the technique. In practice, the values are computed and identified numerically. The results that appear to be rational or quadratic irrational are recorded in Table 1 . Some details concerning the evaluation of T N will appear in forthcoming work [15] .
We also have:
Theorem 7.3. Let N ≥ 11 be an integer and let T = T (q) be the function defined in Section 2.3. Let q N = − exp −π N/13 and T N = T (q N ).
Then the identity
holds for the values of N , T N and λ given in Table 1 .
Proof. Replace q with −q and write the result of Theorem 6.4 in the form
Now apply Theorem 7.1 along with the fact that Z(−q) and −T (−q) are modular forms of level 52. The details are similar to those in the proof of Theorem 7.2, so we omit them.
We end this section with some remarks. It should be noted that for the series (54) to converge, it is necessary that |T N | < 1/(6 + 2 √ 13). Since N is an integer, this requires N ≥ 11. On the other hand, the series (53) converges for every integer N ≥ 2. In fact, from Corollaries 3.2 and 3.5 it follows that
If an explicit combinatorial formula for A(j) was known, then it would be possible to prove the level 13 series for 1/π, without using modular forms, from the method shown in [19] .
Finally, the series (4) in the introduction corresponds to the data for Theorem 7.3 in Table 1 for degree N = 31. Most of the analysis in the previous sections can be carried out for other levels for which − 1 is a divisor of 24, namely ∈ {2, 3, 4, 5, 7, 9, 13, 25}. The theory in the case = 4 corresponds to Jacobi's original theory of theta functions. The levels = 2, 3 are often referred to as Ramanujan's theories of elliptic functions to alternative bases. Ramanujan, in fact, had three such theories. The other one corresponds to the level = 1 which does not fit the general theory to be developed below. All of Ramanujan's results on elliptic functions to alternative bases have been proved in [4] . A different approach, emphasizing the level, has been given in [10] . For other levels, an analogue of r or R is not the natural starting point (see the column for w in [9, Table 1 ] for some analogues of r and R for other levels). A more natural and appropriate starting point is an eta-quotient which is an analogue of s and S. We briefly sketch the details for these other levels.
Let ∈ {2, 3, 4, 5, 7, 9, 13, 25}. For each level we associate the integer e defined by ( − 1)e = 24.
For each , let s , y and z be defined by
Let t be defined by That is,
where c = 12/( −1) and b = 128, 54, 32, 22, 13, 9, 6 or 2 corresponding to = 2, 3, 4, 5, 7, 9, 13 or 25, respectively. Each s and t is a modular function, while z is a modular form of weight 2 and y is a modular form of weight ( − 1)/2.
In terms of the functions s, t, y and z in Section 2.2 and S, T , Y and Z in Section 2.3, we have s 5 = s, t 5 = t, y 5 = y and z 5 = z and s 13 = S, t 13 = T, y 13 = Y and z 13 = Z.
We state the theorems in this section mostly without proof. The results for level 13 have already been proved in detail in Sections 3-7. The other results may be proved by similar methods. Finally, we can give two general classes of series for 1/π that contain Theorems 7.2 and 7.3 as special cases. Theorems 7.2 and 7.3 are the special cases of Theorems 8.5 and 8.6 for which = 13. The instances = 2, 3, 4, 5 and 9 of Theorems 8.5 and 8.6 were studied in [9] (where the levels 1, 6 and 8 were also studied), and the results for level = 7 were studied in [12] . An example of a series for level = 25 in Theorem 8. 
