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General introduction and outline of the thesis 
  
Chapter 1 
8 
Introduction 
This thesis is an investigation into how large-scale network models can help to advance 
our understanding of cognitive processes (such as attention and working memory), 
neurogenetics, and dynamics of spontaneous cortical activity. The primary focus will be 
on mechanisms guiding flexible changes in the pattern of functional connectivity as 
measured with functional magnetic resonance imaging (fMRI) and structural connectivi-
ty measured with diffusion MRI (dMRI). 
While traditional analytical models focus on the characterization of specialized brain 
regions, network models build on anatomical and physiological evidence that cognitive 
processes depend on complex interactions among spatially distributed neuronal popu-
lations (Salinas and Sejnowski, 2001; Bullmore and Sporns, 2009; Sporns, 2014). Com-
plex network theory (Newman, 2006), a branch of mathematics, provides the means to 
describe and quantify these complex interactions and constitutes the methodological 
framework for studying human brain structure and function that was employed in this 
thesis. 
 
Figure 1. Brain networks are comprised of brain regions (network nodes) and the functional or structural 
connection between them (network edges). Network analysis provides methods to quantify the complex
relationship between network nodes based on the network topology. Color-coded are densely connected 
regions, forming so-called network modules, or communities. Adapted from (Power et al., 2011). 
1
General introduction and outline of the thesis 
9 
From brain regions to brain networks 
Within this network framework, macroscopic models of brain connectivity (Fig. 1) are 
derived from a set of brain areas (network nodes), and their inter-area functional or 
structural connections (network edges). Network analysis offers a wide variety of 
measures, like network centrality, to quantify the underlying network topology (Rubinov 
and Sporns, 2010). It was suggested that classifying brain regions based on their topo-
logical embedding into the large-scale network structure might prospectively help to 
improve our understanding of their putative functional roles (Buckner et al., 2009; 
Meunier et al., 2010). As an example, a region that shares most of its connection with 
two brain areas might constitute the substrate for integrating information from these 
two brain regions. Further, it is believed that the clustering of brain regions into densely 
connected components, co-called modules, or communities (Fig. 1), reflects an im-
portant organization principle of the brain’s network architecture (Park and Friston, 
2013; Sporns, 2014). 
However, it is not yet established which network measures are most appropriate for the 
analysis of brain networks (Bullmore and Sporns, 2009) and as a relatively young field, 
the analysis of brain networks is facing a multitude of methodological issues that often 
limits the interpretability of its concepts (Fornito et al., 2010; Smith et al., 2011; Smith et 
al., 2013). For that reason, a considerable part of my thesis is devoted to extending exist-
ing and developing new analysis methods that might help to mitigate some of the cur-
rent issues. 
From static to dynamic brain networks 
On a long time-scale, functional networks are believed to follow the organization of 
structural connectivity (Ghosh et al., 2008; Deco et al., 2011; Abdelnour et al., 2013). On 
shorter time-scales, however, functional connectivity can deviate significantly from 
structural connectivity (Honey et al., 2007; Damoiseaux and Greicius, 2009; Park and 
Friston, 2013; Uddin, 2013). 
To date, most studies employing functional network analysis have built on static de-
scriptions of brain networks (Fig. 2) which represent the connectivity sampled over a 
longer period of time (Sporns, 2013). In contrast, recent time-resolved analyses of fluc-
tuations in brain activity have revealed constant changes in the connectivity patterns at 
timescales from tens of seconds to a few minutes (Allen et al., 2014; Zalesky et al., 2014). 
In this thesis I refer to these ongoing changes in the configuration of network nodes and 
edges across time as dynamic network reconfigurations. 
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Figure 2. Estimation of static and dynamic brain connectivity. Calculation of the pairwise connectivity be-
tween all brain regions using the entire functional time-course (left) and using a sliding-window (right). 
Adapted from (Allen et al., 2014). 
 
Functional connectivity modules were previously associated with certain cognitive 
functions (Crossley et al., 2013), and some of these modules were given labels, such as 
the default mode network, and the attention network (Corbetta and Shulman, 2002; Fox 
et al., 2005). Notably, the observation that brain networks change their functional mod-
ule composition across time, has challenged this classical labeling schema in which 
brain modules were seen as antagonistic entities (Hutchison et al., 2013a; Allen et al., 
2014). Studies into the dynamics of functional brain networks have shown that a brain 
region can be part of a certain module, and switch to a different module at a later point 
in time (Cole et al., 2013; Allen et al., 2014). Furthermore, these flexible changes in mod-
ule allegiance were related to behavioral performance as shown for example during 
learning (Bassett et al., 2011). Investigations into the stability and flexibility of module 
allegiance gave rise to a new set of analysis methods that allow for tracking flexible 
changes in network configuration while subjects perform a task (Mucha et al., 2010; 
Bassett et al., 2011; Bassett et al., 2013b; Stokes et al., 2013; Cole et al., 2014) and in the 
absence of any specific task (Smith et al., 2012; Baker et al., 2014). 
Recent discoveries have shown that even in the so-called resting-state, i.e., in the ab-
sence of an explicit task or external stimulation, the brain’s functional networks sponta-
neously fluctuate in their activity level (Chang and Glover, 2010; Smith et al., 2012; Deco 
et al., 2013), and have consequently led to the notion that ‘resting brains never rest’ 
(Deco et al., 2013). Advances in imagining and analysis methods have shown that these 
non-stationarities in the fluctuations do not reflect noise only, but show characteristic 
spatio-temporal patterns (Smith et al., 2012; Baker et al., 2014) that promote for exam-
ple the existence of transient moments of brain-wide synchronization (Zalesky et al., 
2014). 
1
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During cognitive tasks, dynamic network reconfigurations have been shown to support 
adaptive and context-dependent processing (Bassett et al., 2011; Chadick and Gazzaley, 
2011; Al-Aidroos et al., 2012; Cole et al., 2013). In the absence of specific tasks, i.e., in the 
resting-state, ongoing reconfigurations are believed to constitute a ‘dynamical reper-
toire’ that reflect the network’s capacity to flexibly change between different functional 
states (Ghosh et al., 2008; Deco et al., 2013). In a computational model by Deco et al. 
(2013), functional networks of spontaneous activity reside in a low firing regime, teeter-
ing at the edge of instability (Deco et al., 2009). In this dynamical regime, small perturba-
tions, caused by internal noise or external influences, can easily drive the network into a 
different state, which makes it very efficient in terms of mobilization for different task 
demands.  
In the following paragraphs, I will discuss three determinants of dynamic reconfigura-
tions, i.e., neurochemical factors, cognitive task demands, and structural determinants, 
which constitute the foundation for the investigations in my thesis. 
Neurochemical determinants of network reconfiguration 
Investigations into dynamic reconfiguration have revealed distinct temporal network 
states, or so-called temporal modes that are characterized by specific connectivity pat-
terns (Smith et al., 2012; Allen et al., 2014; Baker et al., 2014). In a recent study with ro-
dents it was shown that the neuronal activity during recovery from pharmacologically 
induced coma follows a characteristic sequence of connectivity states (Hudson et al., 
2014). Importantly, animals only recovered fully from unconsciousness if the brain 
passed through a series of network states in a principled order. This study constitutes 
an example for the close relationship between network state transitions and behavioral 
relevance. However, to date little is known about what drives the transition between 
different network states. 
Based on a computational model of network activity, Deco et al. (2013) suggest that 
spontaneous fluctuations form a dynamical regime in which the network is continuous-
ly pulled towards multiple, competing connectivity states. In this model, perturbations 
from intrinsic noise can drive the network from its current state into a different configu-
ration (Deco et al., 2011, 2013) and subsequent relaxation into a new connectivity state 
gives rise to the slow oscillations observed in the resting-state dynamics (Ghosh et al., 
2008). However, these recent findings are mostly based on computer simulations of 
functional connectivity derived from structural connectivity estimates, and a general 
framework that also accounts for individual differences in the transition between net-
Chapter 1 
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work states, as for example found between individuals with schizophrenia compared to 
healthy controls (Damaraju et al., 2014), remains elusive. 
While the computational model by Deco et al. (2013) highlights the influence of noise on 
the transition between network states, the dual-state theory (Seamans et al., 2001; 
Durstewitz and Deco, 2008), a biophysically realistic model of prefrontal cortex function-
ing, has elucidated the neurotransmitter dopamine (DA) as a key mechanism for switch-
ing between different states. According to the dual-state theory, the ratio of DA-D1 and 
DA-D2 receptor stimulation determines the average firing rate of pyramidal cells and 
thereby also the stability of network states (Durstewitz and Seamans, 2002, 2008). Simu-
lations of neuronal spiking activity have shown that under DA-D2 receptor stimulation 
neuronal cell assemblies flexibly switch between different configurations, whereas dur-
ing DA-D1 receptor stimulation neuronal spiking patterns maintain their configuration 
and are less susceptible to distracting input (Durstewitz and Deco, 2008). These obser-
vations led to the formulation of the dual-state ‘energy barrier’. Here, the stable D1 
dominated regime imposes a high energy barrier between different states and therefore 
requires more forcing to move the system into a different state compared to the more 
flexible D2 regime. 
The dual-state theory is well supported by empirical evidence from animal (Sawaguchi 
et al., 1988; Vijayraghavan et al., 2007) and human studies (Müller et al., 1998; Mehta et 
al., 2004; Tost et al., 2006). It was shown for example that D1 receptors were critical for 
the representation of working memory items during the delay period (Brozoski et al., 
1979; Sawaguchi and Goldman-Rakic, 1994), and D1 blockade in the prefrontal cortex 
(PFC) was found to impair working memory performance. D2 receptors on the other 
hand were found to be critical for flexibly switching between tasks (for a review see 
(Cools, 2006)). In an animal study with rats it was found that a D2 antagonist, but not a 
D1 antagonist, disrupted performance in a set shifting task (Floresco et al., 2006). In 
contrast, a D1 antagonist but not a D2 antagonist disrupted performance in an eight-
arm radial maze working memory task (Seamans et al., 1998). Together, these findings 
support the notion that DA-D1 stimulation increases the ‘energy barrier’ among states 
and thus renders the network dynamic more stable. DA-D2 stimulation on the other 
hand will reverse that effect and lower the ‘energy barrier’ and allow for more flexible 
switching between different states. 
Notably, while the computational model by Deco et al. (2013) and the dual-state theory 
use different explanations for the transition between network states, i.e., noise-driven 
vs. DA-dependent transitions, they don’t necessarily make conflicting predictions. It has 
been shown for example that DA level can influence the neuronal signal-to-noise ratio 
1
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(Williams and Goldman-Rakic, 1995) in which case the DA level could be seen as one 
determinant of the internal noise that is driving the state transitions akin to the Deco et 
al. model. 
A strength of the dual-state theory is that it makes specific predictions about DA-
dependent network reconfigurations which can be directly related to individual differ-
ences. According to the dual-state theory, the stable, D1 regime imposes a high energy 
barrier between different states and should therefore requires more forcing to move the 
system into a different state compared to the more flexible D2 regime. 
While it remains technically challenging to measure the DA level in vivo, in chapter 2 of 
my thesis, I build on the fact that putative DA levels are influenced by genetic polymor-
phisms that can be related to individual differences in dynamic network reconfigura-
tions. Specifically, I investigate two dopaminergic gene polymorphisms as noninvasive 
window into the D1/D2 regime; catechol-O-methyltransferase (COMT) Val158Met, primari-
ly regulating prefrontal dopamine (DA) clearance (Bilder et al., 2004; Meyer-Lindenberg 
et al., 2005) and DRD2/ANKK1-TaqIa (DRD2), primarily associated with striatal D2 recep-
tor density (Pohjalainen et al., 1998). 
While previous studies have shown that resting-state activity (Tian et al., 2013; 
Tunbridge et al., 2013), and especially the default mode network (Filippini et al., 2009; 
Liu et al., 2010; Sambataro et al., 2013; Meda et al., 2014), are influenced by COMT 
Val158Met and DRD2 polymorphisms, to the best of my knowledge, little is known about 
genetic effects on the temporal reconfigurations of networks. In chapter 2, I develop a 
technique for analyzing the temporal structure of state-transitions that allows me to 
test the DA-dependent predictions derived from the dual-state theory. 
Cognitive determinants of network reconfiguration 
In contrast to spontaneous brain activity in the resting-state, in which the brain dynami-
cally explores its various connectivity configurations, upon sensory stimulation or the 
engagement in cognitive tasks that require attentional control, brain networks show a 
widespread reduction in the variability of the dynamic exploration of different network 
states (Singer, 2013). These changes into a task-specific connectivity state are often 
associated with an increase in synchronization between cortical areas relevant to the 
task (Churchland et al., 2010) and are thought to support current task demands (Fox et 
al., 2006). 
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Top-down attention is an essential cognitive mechanism that prioritizes sensory infor-
mation relevant to our goals (Summerfield and Egner, 2009). The neuronal mechanisms 
governing attention have been studied for many years and have been described as 
changes in the gain or the sensitivity of stimulus-specific neural activity (Reynolds and 
Heeger, 2009; Carrasco, 2011). Attending to a certain feature, like for example the mo-
tion direction of a set of moving dots, is associated with an increase in neuronal activity 
in the part of the visual cortex relevant for motion processing, namely area hMT/V5 
(Chawla et al., 1999; Treue and Martinez Trujillo, 1999). It has also been shown that 
these feature-specific attention effects can be observed even in the absence of visual 
stimulation (Serences and Boynton, 2007), for instance during the preparation of an 
upcoming task (Wylie et al., 2006; Stokes et al., 2009), when subjects have prior 
knowledge about upcoming stimulus-features. 
More recently, studies have begun to investigate the effect of attention on controlling 
the information flow between distant cortical regions (Fries et al., 2001; Salinas and 
Sejnowski, 2001) and it has been shown that top-down expectation can modulate the 
connectivity pattern, independent from changes in regional BOLD amplitude (Friston 
and Buchel, 2000; Haynes et al., 2005; Freeman et al., 2011; Saproo and Serences, 2014). 
These preparatory changes in the connectivity structure are believed to allow for effi-
cient routing of information that gradually propagates through the visual hierarchy 
(Felleman and Van Essen, 1991) and subsequently integrates with higher-level areas 
(Heekeren et al., 2004; Beck et al., 2008). 
An fMRI-study by Al-Aidroos et al. (2012) showed that attention increased the functional 
coupling between task-relevant visual regions. Further, switching the focus of attention 
between different object categories was accompanied by rapid changes in the connec-
tivity structure of visual areas. In this study individuals were presented with a visual 
scene and asked to attend either faces that occur in that scene, or houses. The authors 
observed that in the face condition participants’ functional brain networks showed a 
strong functional correlation between low-level visual areas and the Fusiform face area 
(FFA) (Al-Aidroos et al., 2012). Conversely, when participants switched their attention 
from faces to houses, their functional networks changed into a configuration in which 
low-level visual areas were no longer correlated with the FFA, but with an area involved 
in the processing of houses, the parahippocampal place area (PPA). Importantly, 
changes in functional connectivity were correlated with behavioral detection accuracy. 
Together, these results show that attention can alter the communication between brain 
regions, which potentially helps to prioritize the processing of task-relevant information. 
1
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A shortcoming of these studies is that they are often limited to a predefined number of 
regions. With recent developments in network analysis methods, however, it has be-
come feasible to analyze attentional modulation of functional connectivity with a much 
larger number of regions spanning the entire brain. In chapter 3 of my thesis, I investi-
gate preparatory changes in the functional connectivity structure during preparation of 
a visual discrimination task with N=70 regions. In chapter 4, the analysis methods are 
further optimized to use the full available fMRI resolution with up to N=50,000 regions. 
This network approach offers several potential advantages. First, the analysis is not 
limited to a predefined number of regions and is therefore less biased. Second, taking 
the whole network into account might statistically be more sensitive and can capture 
complex relationships that are not evident when analyzing a handful of selected regions 
only. Third, the network analytical approach has enabled researchers to answer differ-
ent types of research questions. In chapter 4 of my thesis, I will for example ask, “How 
does visual information propagate from low-level visual areas to higher-level areas?”. 
The propagation of information is modeled based on the estimated connectivity be-
tween areas and allows me to relate temporal and spatial aspects of the propagation 
trajectories to subjects’ behavioral performance. 
However, the application of network models also faces various challenges. Foremost, 
the large variety of different network metrics to quantify the connectivity structure and 
the lack of a standard as to what constitutes the most appropriate quantification leaves 
the researcher with a large degree of freedom. In the best case, one would find converg-
ing evidence for the underlying research question from different network measures. 
However, in the worst case only hand picked measures are reported in (questionable) 
support of the research hypothesis. In chapter 4, I address this issue by proposing a 
data-driven framework that helps to circumvent the problem of selecting network met-
rics. 
Structural determinants of network reconfigurations 
Functional connectivity is not only determined by current cognitive demands and indi-
vidual differences in the activity of neurochemical systems, but also by the underlying 
anatomical connectivity (Sporns, 2014). This notion is supported by studies that directly 
compared functional and structural connectivity in the monkey brain (Vincent et al., 
2007) and in humans (Honey et al., 2009; van den Heuvel and Sporns, 2013). Further-
more, generative network models based on structural connectivity derived from dMRI 
were able to predict functional resting-state connectivity with relatively high accuracy 
(Deco et al., 2011, 2013). Converging evidence from these studies shows that brain re-
gions with a high degree of structural connectivity also tend to show a high degree of 
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functional connectivity. However, the opposite is not necessarily the case. As an exam-
ple, no white matter tracts exist connecting the medial prefrontal cortex and the medial 
temporal lobe, while these areas show generally high functional correlation. Honey et 
al. (2009) suggest that functional connectivity in this case might be achieved by means 
of indirect structural connections, mediated by other brain regions. Furthermore, the 
correspondence of structural and functional connectivity is most evident when func-
tional activity was observed on a longer timescale, averaged over several minutes. This 
symmetry between structural and functional networks however breaks on a shorter 
time-scale, where functional networks show significant deviations from their structural 
counterparts (Honey et al., 2009). 
Recently, computational approaches based on large-scale neuronal systems have be-
gun to unravel key determinants of these fluctuations in the resting-state dynamics 
(Deco et al., 2011, 2013). While this remains an ongoing field of research, initial findings 
suggest that the formation and dissolution of network states emerges as a result of the 
structural connectivity in combination with signal transmission delays between spatial-
ly distributed regions, intrinsic noise and (nonlinear) local dynamics (Ghosh et al., 2008; 
Deco et al., 2011). While these models often come with a large set of parameters that 
require careful tuning in order to match the measured functional connectivity, their 
general value has been demonstrated in a recent study by Zalesky et al. (2014). The 
authors found that time-resolved analysis of resting-state data revealed brief moments 
of brain-wide synchronization. Notably, when repeating the analysis with simulated 
data based on the aforementioned models, the results closely matched those obtained 
from the author’s resting-state data. This replication based on the modeled resting-
state time-courses constitutes an important result as it helps to rule out the influence of 
noise confounds, like e.g. subject motion, as a potential explanation for the dynamic 
changes in functional connectivity. 
Another prevalent aspect of structural network analysis is the decomposition and char-
acterization of anatomical subnetworks and their putative functional roles. A critical 
structure for global communication in the brain has been described as the network’s 
densely connected ‘core’ or ‘rich-club’ (Hagmann et al., 2008; van den Heuvel and 
Sporns, 2011). Consisting of a set of highly connected and highly central brain regions, 
the network ‘core’ is thought to serve as a ‘connectivity backbone’, linking remote re-
gions across the brain (van den Heuvel et al., 2012; Bassett et al., 2013a; Markov et al., 
2013). Anatomical locations associated with the ‘core’ typically span the parietal cortex, 
regions along the cortical midline, superior frontal cortex, insula, and thalamus. Graph-
theoretical analyses have revealed that up to 70% of all cortico-cortical connections 
pass through the network ‘core’ (van den Heuvel et al., 2012). Because of its dense con-
1
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nectivity structure and its putative function I hypothesize in chapter 3, that the func-
tional network ‘core’ remains rather stable across different task conditions and that 
dynamic network reconfigurations are predominantly realized in the remainder of the 
network, the so-called network periphery. The behavioral relevance of the network 
‘core’ was further investigated in chapter 4, where I estimate the topological distance of 
functional network nodes to the structural network ‘core’ and propose a core-closeness 
metric that is thought to reflect the efficient propagation of information via the network 
‘core’.  
Structural connectivity is not necessarily the first choice when studying neural mecha-
nisms underlying cognitive functions. I will argue however, that the investigation of 
structural network properties can be useful when testing theoretical predictions that 
were difficult to address with alternative methods, e.g. fMRI. As an example, in chapter 
5, I will use network analysis to extract structural connectivity patterns to probe the 
relation of different structural pathways to individual differences in cognition, most 
specifically in participants’ working memory capacity. 
Models of working memory underwent substantial conceptual changes over the past 
decades (Ma et al., 2014). Traditional working memory models were based on observa-
tions of sustained delay activity in the prefrontal cortex (PFC). According to these mod-
els, the persistent PFC activity reflects a direct representation of the working memory 
items (Fuster and Alexander, 1971; Goldman-Rakic, 1996). However, this view of the PFC 
as a working memory system was challenged over the past years, by studies that 
showed (i) that items can be held in WM via recruitment of the same sensory regions 
that encoded the memoranda (Awh and Jonides, 2001; Postle, 2006), e.g. the primary 
visual cortex (Pasternak and Greenlee, 2005; Harrison and Tong, 2009; Serences et al., 
2009; Albers et al., 2013), and that (ii) during working memory maintenance PFC activity 
might be rather related to attentional processes and allocation of resource than actual 
storage (Curtis and D'Esposito, 2003; Jacob and Nieder, 2014; Lara and Wallis, 2014; 
Sreenivasan et al., 2014). 
Recent studies further suggest that differences in WMC can be partly attributed to differ-
ences in attentional processes involved in selection of relevant and filtering of irrelevant 
information (Vogel and Machizawa, 2004; McNab and Klingberg, 2008; Luck and Vogel, 
2013). Irrelevant information consumes unnecessary capacity and it has been shown 
that low-capacity individuals tend to encode irrelevant information to a greater extent 
than high-capacity individuals (Vogel et al., 2005; Luck and Vogel, 2013). A study by 
McNab and Klingberg (2008) has shown that frontal cortex and basal ganglia exert at-
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In chapter 5, I study the anatomical pathways, connecting these cortical structures, i.e., 
the PFC, basal ganglia and parietal cortex, using dMRI and network analysis. Based on 
the attentional filtering account of WMC, I hypothesize that the anatomical basis for 
individual differences in WMC could be grounded in different contributions of two ana-
tomical pathways connecting frontal and parietal regions, a direct cortico-cortical 
pathway via the superior longitudinal fasciculus and an indirect pathway via the stria-
tum. Because of its filtering function, the striatal pathway should be critical for WMC and 
thus more pronounced for high-capacity individuals.  
General approach 
In my thesis I applied functional and structural network analysis to a series of cognitive 
domains. However, as a pre-condition network analysis was only used when the two 
following criteria were met: 
(i) Network attributes were a reliable predictor of human behavior. This excludes 
all findings that are purely descriptive in their nature, as for example in studies char-
acterizing the organization principles of resting-state networks. 
 
(ii) The observed effects could not be explained by more conventional analyses 
approaches commonly applied in cognitive neuroscience, e.g. connectivity changes 
resulting from global activity changes.  
The criterion (i) was chosen to limit the large variety of data analysis options provided 
by network analysis, i.e., only network characteristics that were predictive of human 
behavior were considered as meaningful (external validation). The criterion (ii) was cho-
sen to prevent the re-invention of well-understood cognitive phenomena with a differ-
ent analysis framework. As an example, it has been shown that attending a moving 
stimulus can increase the activity in brain areas related to motion processing (Chawla et 
al., 1999). If we observe that the same brain area also changes its connectivity to other 
brain regions, then this might reflect just a different level of description of the same 
effect. From my point of view, only when these two criteria are met, network models will 
lead to insights that improve our understanding of human brain function. 
tentional control over access to working memory storage in the parietal cortex. Here, 
the basal ganglia are believed to be involved in filtering of irrelevant information. 
1
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Thesis outline 
To summarize, in this thesis I will explore ways in which human brain networks show 
dynamic reconfigurations. I will focus on a network analytical approach that allows for 
studying complex interactions between areas of the cortex.  
In Chapter 2, I provide evidence that human brain networks underlie constant recon-
figurations, also in the absence of specific task demands. These configurations are be-
lieved to reflect the system’s capacity to explore its various configurations. Specifically, I 
used a dynamical network approach to track changes of individual nodes over time in a 
so-called state-space. Crucially, changes between different brain states and how indi-
viduals explore the state-space were shaped by two dopaminergic gene polymor-
phisms; catechol-O-methyltransferase (COMT) Val158Met, and DRD2/ANKK1-TaqIa 
(DRD2). 
In Chapter 3 and 4, I report how brain networks are dynamically adjusted during prepa-
ration for a visual detection task. Importantly, these preparatory adjustments were 
closely linked to behavioral task performance. In Chapter 3, I show that network recon-
figurations predict with high accuracy whether a participant was going to make an error 
in the upcoming task or not. Task-relevant regions in correct preparation trials, com-
pared to incorrect preparation trials were more tightly integrated with the network 
‘core’, possibly allowing for more efficient information propagation upon target presen-
tation. Importantly, these changes in the connectivity pattern were shown to be differ-
ent from changes observed in the local activity of task-relevant cortical regions.  
In Chapter 4, I extend the behavioral relevance of preparatory network adjustments, by 
showing that network parameters preceding a visual detection task were also predictive 
of subjects’ reaction time. To further investigate the structure-function relationship of 
human brain networks, I combined the analysis of functional and structural network 
parameters measured by fMRI and dMRI. Using a computational model, which allows 
me to simulate the spread of visual information from low-level visual areas to high-level 
cortical areas, I found that fast reaction time trials were characterized by connectivity 
patterns that allowed for a faster propagation of cortical activity through the network, 
reaching parietal and frontal areas earlier, compared to slow reaction time trials. I argue 
that preparatory attention shapes the connectivity pattern that allows for more efficient 
routing of relevant information upon target presentation and thus facilitates the accu-
mulation of evidence, leading to the behavioral decision. 
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In Chapter 5, I employed network analysis to test predictions of the attentional updat-
ing account of working memory capacity focusing on structural white matter connectiv-
ity. Our results show that individual working memory capacity can be predicted from 
network centrality of the frontal cortex. 
Finally, in Chapter 6 I discuss the findings reported in the thesis and highlight how cog-
nitive neuroscience might profit from network analytical models of human brain func-
tion. I put special focus on the dynamical reconfiguration of brain networks and analysis 
methods that allow for investigating brain dynamics. I finish by giving a critical outlook 
and make suggestions for future research.  
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Genetic Determinants of Dynamic Network 
Reconfigurations in the Human Brain 
The temporal dynamics of spontaneous cortical activity reflects the brain’s capacity to 
explore its various configurations. However, little is known about mechanisms govern-
ing the transitions between different brain states. Here, we investigate the genetic un-
derpinnings of flexible network reconfigurations in humans using resting-state func-
tional magnetic resonance imaging (fMRI) from a dynamical systems perspective. We 
mapped time-resolved functional connectivity across the entire brain into a state-space 
reflecting the amount of intermodular and intramodular connectivity. Graph theoretical 
analysis of the network formed by state transitions revealed that brain regions differ in 
their multitude of realized states, with the most diverse set of connectivity states in 
prefrontal cortex (PFC). Using network control theory, we demonstrate that two dopa-
minergic gene polymorphisms, catechol-O-methyltransferase (COMT) Val158Met — 
primarily regulating prefrontal dopamine clearance — and DRD2/ANKK1-TaqIa (DRD2) 
— influencing striatal D2 receptor density — had an impact on the ease with which the 
PFC could be driven from one connectivity state to another. Our findings support a 
neural mechanism by which dopaminergic gene variations promote dynamic network 
reconfigurations. 
 
 
 
 
 
 
 
This chapter is based on: Ekman, M., Basten, U., Tittgemeyer, M., Mauer, J. & Fiebach, 
C.J. (submitted). Genetic Determinants of Dynamic Network Reconfigurations in the 
Human Brain.  
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Significance 
The functional organization of spontaneous brain activity underlies constant reconfigu-
rations. We demonstrate that over a period of only 15 minutes, the brain at rest passes 
through several connectivity states. Although state transitions occurred spontaneously, 
we show that the network formed by these state transitions displays a characteristic, 
non-random structure with a preference for transient high-integration states. Here we 
show – motivated by neurocomputational models – that gene variants influencing stria-
tal and prefrontal dopaminergic function influenced the ease with which the prefrontal 
cortex can switch from its current connectivity state to another. We argue that genetic 
markers are an important target for studying temporal network dynamics. 
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The network dynamics of spontaneous cortical activity form a complex space-time 
structure (Ghosh et al., 2008; Singer, 2013) in which transitions between different con-
nectivity states enable the brain to explore its various functional configurations (Friston, 
1997; Deco et al., 2008). These ongoing reconfigurations, constituting a ‘dynamical rep-
ertoire’, are believed to support adaptive, context-dependent processing (Bassett et al., 
2011; Chadick and Gazzaley, 2011; Al-Aidroos et al., 2012; Ekman et al., 2012) and reflect 
the networks’ capacity to flexibly change between different functional states (Ghosh et 
al., 2008; Deco et al., 2013). 
Recent time-resolved analyses of low-frequency fluctuations in brain activity have re-
vealed time-dependent changes in the modular composition of functional brain net-
works at timescales from tens of seconds to a few minutes (Bassett et al., 2011; Smith et 
al., 2012; Allen et al., 2014). Especially the prefrontal cortex (PFC) has been shown to 
constitute a ‘flexible hub’ (Cole et al., 2013) that can rapidly alter its functional connec-
tivity with other brain regions (Chadick and Gazzaley, 2011; Zanto et al., 2011). However, 
while these observations have challenged the long standing assumption that functional 
connectivity at rest remains relatively static (stationary) (Chang and Glover, 2010; Smith et 
al., 2012; Hutchison et al., 2013a; Allen et al., 2014), the underlying mechanisms driving the 
transition between cortical connectivity states remain largely unknown (Singer, 2013). 
The dual-state theory (Durstewitz and Seamans, 2008), a recurrent network model of 
PFC dynamics, has elucidated an important mechanism of the neurotransmitter dopa-
mine (DA) and its functional genetic variations for flexible transitions between different 
network states (Seamans et al., 2001; Durstewitz and Deco, 2008), which makes genetic 
contributions a key target for studying dynamical capabilities of the brain (Meyer-
Lindenberg, 2009; Sporns, 2014). According to this model, the ratio of DA-D1 and DA-D2 
receptor stimulation determines the stability of the network (Durstewitz and Seamans, 
2002, 2008). The stable, D1 dominated regime imposes a high energy barrier between 
different states (schematic illustration in Fig. 1A) and therefore requires more forcing to 
move the system into a different state compared to the more flexible D2 regime. Thus, 
we hypothesized that brain dynamics at rest, in particular the transition between differ-
ent connectivity states, is dependent on variations in dopaminergic genes that influence 
D1 and D2 receptor stimulation. 
To test this hypothesis, we investigated variations in the common Val158Met-
polymorphism in the catechol-O-methyltransferase (COMT) gene, primarily regulating 
prefrontal DA clearance (Bilder et al., 2004; Meyer-Lindenberg et al., 2005), and the 
DRD2/ANKK1-TaqIa polymorphism (DRD2), that influences striatal D2 receptor density 
(Pohjalainen et al., 1998). Carriers of an allele of COMT encoding valine (‘val’) have a 
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greater enzymatic efficacy, and therefore lower PFC DA levels (Lachman et al., 1996) 
than carriers of the ‘Met’ allele (Bilder et al., 2004; Meyer-Lindenberg et al., 2005).  
 
Figure 1. Structure of the investigation to study dynamical network reconfigurations. (A) The dual-state theory 
postulates a dopamine (DA) dependent ‘energy barrier’ that determines the ease of transition between differ-
ent network states. (B) Construction of dynamic brain network graphs from low-frequency spontaneous 
cortical activity based on fMRI data from N=1024 brain regions, using sliding window correlations (Materials 
and Methods). (C) Schematic of the functional modular structure from a time-averaged analysis (left), and 
dynamical modular structure from a time-resolved analysis (right), as employed in the current study to inves-
tigate fluctuations in the modular composition over time. (D) Mapping network nodes into a two-dimensional 
state-space reflecting their functional roles with respect to their connectivity within (segregation) and be-
tween cortical modules (integration). In contrast to a static state-space (left), the dynamic state-space derived
in the present study (right) allows us to study nodal reconfigurations over time. 
 
Within the context of the dual-state theory, COMT Met homozygotes (MetMet) are sup-
posedly closer to the D1 regime while COMT Val homozygotes (ValVal) are closer to the 
D2 regime (Durstewitz and Seamans, 2008). Hence, we predicted that Met homozygotes 
Integration
Integration Integration Integration0
-2.5
3.5
1
Participation coefficient
w
ith
in
-m
od
ul
e 
z-
sc
or
e
S
eg
re
ga
tio
n
S
eg
re
ga
tio
n
time tstatic t +1
high segregation
high integration
state
low segregation
high integration
state
D
Nodal state-space dynamicsState space
high segregation
low integration
state
t +n...
Dynamic modular structureStatic modular structure
t +1 t +ntime t
C
Module 1
Module 2
Module 3
Module 4
B fMRI
1024 nodes Time-resolved functional connectivity
Sliding window
50 seconds
A Dopamine dependent
State transition
DA-D2
State 1 S
tat
e 2
DA-D1
Energy barrier
I t r ti
I t r ti I t r ti Integration
- .
.
1
rti i ti  ffi i t
w
ith
in
-m
od
ul
e 
z-
sc
or
e
S
eg
re
ga
tio
n
S
eg
re
ga
tio
n
ti e tt ti t +1
high segregation
high integration
state
low segregation
high integration
state
l t t -  it t  
i  s r tion
l  i t r ti n
t t
t +n...
yna ic odular structuret ti  l r tr t r
t +1 t +nti e t
l  
odule 2
odule 3
l  
f I
1024 nodes i -r s lv  f ctional connectivity
Sliding window
50 seconds
i  t
t t  tr iti
-
State 1 S
tat
e 2
- 1
r y rrier
2Genetic Determinants of Dynamic Network Reconfigurations 
25 
compared to Val homozygotes require more control input to drive the network into a 
different state. Compared to DRD2 A1 carriers (A1+), non-carriers of the A1 allele (A1-) 
are associated with increased D2 density, most abundant in the striatum (Pohjalainen 
et al., 1998), and presumably lower striatal DA levels (Laakso et al., 2005). Consistent 
with the dual-state theory, striatal D2 signals support a fronto-striatal gating mecha-
nism (Frank et al., 2001; Montague et al., 2004), which drives the PFC closer to a flexible 
D2 regime (Loh et al., 2007; Stelzel et al., 2013). Hence, we predicted that A1+ compared 
to A1- individuals require less control input to drive the network into a different state. 
We tested our predictions using resting-state functional magnetic resonance imaging 
(fMRI) in two independent samples of genotyped, healthy young subjects. We derived 
time-resolved functional networks (Fig. 1B) at low frequency (<0.15 Hz) and employed a 
recently introduced multilayer framework for extracting network modules (schematic 
visualization in Fig. 1C) that allows for tracking changes in the modular composition of 
networks over time (Mucha et al., 2010; Bassett et al., 2011; Bassett et al., 2013a). Indi-
vidual nodes were mapped into a two-dimensional state-space (Fig. 1D) describing a 
central aspect of brain dynamics, i.e., the changing balance between intramodular 
connectivity (segregation) and intermodular connectivity (integration) over time. A 
graph theoretical analysis of traversal patterns in this state-space – reflecting the transi-
tion between different connectivity states – allowed us to investigate how genetically 
determined differences in the DA system influence the reconfiguration dynamics of 
spontaneous cortical activity. 
Results 
Flexibility of modular network structure. The cerebral cortex is composed of a set of 
regions (nodes) whose functional role is largely determined by their connection within, 
and between cortical modules (Guimera and Nunes Amaral, 2005; Meunier et al., 2010). 
Using two independent samples of subjects, i.e., a discovery sample and a replication 
sample, we investigated the temporal evolution of modular network organization 
(Bassett et al., 2011; Bassett et al., 2013b). This was done using a network framework that 
enabled us to estimate the modular organization, i.e., network modularity index Q, for 
each time-point in a time-resolved connectivity analysis (Fig. 1C). Confirming previous 
reports (Jones et al., 2012), we found that the functional module composition of sponta-
neous cortical activity varied over time (Table S1). No significant differences were found 
between COMT Val158Met and DRDR2 gene groups, respectively, for the mean and fluctua-
tions (SD) in modularity index Q and for the mean and fluctuations (SD) in the number of 
cortical modules (all P > 0.01; see Table S1). Further, no significant differences were found 
between the discovery and the replication sample, see SI Material and Methods. 
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Connectivity state-space dynamics. Our main aim was to investigate the influence of 
genetic variations in the dopamine system on the topology of dynamic state transitions 
in functional brain networks. We constructed a two-dimensional space, referred to as 
connectivity state-space (Fig. 1D), which describes the connectivity of a node within its 
functional module (intramodular connectivity; vertical axis) and with nodes of other 
modules (intermodular connectivity; horizontal axis) (Guimera and Nunes Amaral, 2005). 
The connectivity state of a node was defined by its location in the state-space. Since the 
amount of inter- and intramodular connections may be subject to measurement bias, 
as they tend to co-vary with the size of network modules (Power et al., 2013; Sporns, 
2014), our analysis was based on two network metrics, namely the within-module de-
gree z-score and the participation coefficient (Materials and Methods), that account for 
these differences (Guimera and Nunes Amaral, 2005; Power et al., 2013). 
Given the modular organization of human brain networks (Meunier et al., 2010; Sporns, 
2014), it was expected that most nodes are mainly connected to other nodes within 
their functional module, and should thus be located closer to the vertical axis of the 
connectivity state-space. When analyzing functional time-series in a time-averaged 
sense, network regions get assigned to a fixed position in this static state-space (Fig. 1D 
left). Recently, it has been shown that correlations between multiple pairs of spatially 
distributed brain regions spontaneously fluctuate over time (Hutchison et al., 2013a; 
Allen et al., 2014; Zalesky et al., 2014). However it remains unknown to what extent 
nodes change their functional roles in the connectivity state-space. Here, we tested the 
temporal fluctuations of these state-space changes by mapping time-resolved analysis 
of functional time-series into a dynamic state-space representation (Fig. 1D right). 
Analyzing the resulting state-space traversal patterns, we found that nodal functional 
roles are not static, but vary substantially over time. Importantly, brain regions dis-
played characteristic differences in the extent of their state-space traversals. Of all ex-
amined brain regions, lateral PFC nodes showed the highest dynamic range and cov-
ered a relatively large proportion of the connectivity state-space, i.e., up to 91 % (81% 
mean 3.87% SD; discovery and replication sample). In contrast, other regions realized 
only a small proportion of the state-space, with a minimum of 10% (39% mean 15% SD; 
discovery and replication sample) in early visual-cortex (Fig. 2A). We repeated this anal-
ysis using a freely available test-retest dataset (Nooner et al., 2012) to confirm the relia-
bility of the state-space dynamics between two separate resting-state sessions of the 
same subjects (SI Materials and Methods): Assuming that the dynamic range is deter-
mined by relative stable factors, e.g., anatomical and biochemical properties of the 
network, rather than random influences such as scanner noise or subject motion, one 
would expect the state-space dynamics to be relatively consistent across different 
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scanning sessions. Comparing the variability in the dynamic range within and between 
subjects using the intraclass correlation coefficient (ICC) showed that the dynamic 
range is relatively stable across different scanning sessions (SI Materials and Methods). 
An example trace of the state-space traversal pattern for the same subject in two differ-
ent scanning sessions is shown in Fig. 2B (see Fig. S1 for more examples). 
 
Figure 2. Nodal state-space dynamics. (A) Time-resolved functional connectivity analysis was used to calcu-
late the dynamic range, i.e the coverage of the state-space, of each node. The lateral prefrontal cortex (PFC) 
displayed the highest dynamic range, in both the discovery sample (top) and the replication sample (bottom). 
As comparison, the visual cortex showed the lowest dynamic range. The asterisk highlights the average loca-
tion from a time-averaged connectivity analysis. (B) Example trace of the state-space traversal pattern of one 
subject in two separate scanning sessions. The temporal unfolding varies between sessions, but over time, the 
two state-space traversal patterns become increasingly similar, indicating that regions show a characteristic 
dynamical range (see SI for further examples). 
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Genetic influences on individual state-space dynamics. Based on the dual-state 
theory of PFC function (Durstewitz and Seamans, 2008), genetic effects were expected 
on the transition between cortical states. However, based on the lower energy barrier in 
the flexible DA-D2 regime for switching between different states (cf. Fig. 1A), one might 
also expect that state-space traversal patterns show a higher coverage of the state-
space. 
Our method of analyzing state-space traversal patterns allowed us to independently 
investigate these two aspects of network reconfiguration, namely (i) the average 
amount of time a node spends at a certain location of the state-space, i.e., state-space 
occupancy (Fig. 3A left), and (ii) the probability of switching from one location of the 
state-space to another, i.e., state-space transitions (Fig. 3A right). To this end, the state-
space was divided into an 8x8 grid, reflecting 64 possible states, and 64 x 64 = 4096 pos-
sible state transitions. All parameters like the grid size and alternative state definitions 
were compared and selected based on the most reliable results in an independent 
analysis conducted previously to the current study (SI Materials and Methods). Further, 
in order to make these two metrics independent, self-links, i.e., when a node stays in the 
same state-space region between two consecutive time-windows, were set to zero 
when analyzing the state-transition networks (Materials and Methods). 
The state-space occupancy matrix, averaged across all nodes and subjects, showed 
that over time, the network dynamic is dominated by high-segregation states, located 
above the state-space diagonal (Fig. 3B left). The state-transition matrix was visualized 
in terms of the degree of each state, reflecting the amount of transitions from other 
states into this state and from this state into other states. The average state-space tran-
sition degree matrix is dominated by low-segregation/high-integration states, mainly 
located below the state-space diagonal (Fig. 3B right).  
In order to test the influence of genetic dopamine markers on these two aspects of 
network dynamics, we used a pattern classification algorithm (logistic regression with 
leave-one-subject-out cross-validation (Pedregosa et al., 2011)) to predict individual 
genotypes, i.e., COMT Val158Met (MetMet vs. ValVal) and DRD2 (A1+ vs. A1-) from both 
averaged nodal state-space occupancy and averaged nodal state-space transitions. 
Statistical significance for all classification analyses was obtained from permutation 
tests with 10,000 permutations. Genotypes could be distinguished based on state-space 
transitions (Fig. 3C, classification performance COMT Val158Met, 70%, P = 0.021; DRD2: 
67%, P = 0.012), but not state-space occupancy (Fig. 3C, classification performance 
COMT Val158Met, 52%, P > 0.2; DRD2: 46%, P > 0.2). Importantly, the results were con-
firmed in the replication dataset, for both state-space transitions (classification perfor-
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mance COMT Val158Met, 64%, P = 0.025; DRD2: 73%, P = 0.005) and state-space occupan-
cy (classification performance COMT, 45%, P > 0.2; DRD2: 53%, P > 0.2). 
 
Figure 3. Genetic effects on spatio-temporal network dynamics. (A) Tracking the state-space traversal of single 
nodes revealed state-space traversal patterns, that were used to quantify two aspects of network reconfigura-
tion, (i) state-space occupancy, i.e. the average time a node resides in a specific location of the state-space, 
and (ii) state-space transitions, i.e. the temporal reconfiguration pattern that describes the probability of a 
brain region to change from one state to another. (B) Average state-space occupancy and transitions over all 
nodes and subjects (averaged over replication and discovery sample). The nodes of the cortical network 
spend most time in a high-segregation, low-integration state (left) and displays frequent switches into a 
transient low-segregation, high-integration state (right). (C) Significant classification of individual genotypes 
was possible from state-space transitions, but not from state-space occupancy. Error bars, SEM. 
 
Controllability of state-space traversals. We next used network control theory 
(Lombardi and Hornquist, 2007) and the recently introduced ‘controllability’ metric (Liu 
et al., 2011b; Ruths and Ruths, 2014) to further investigate the topology of nodal state-
space transitions. Controllability refers to the ease with which a node can change its 
network state, and is quantified as the amount of time-dependent control input re-
quired to drive it from its current position in the connectivity state-space into other 
desired states (Fig. 4A). It has been shown that ‘controllability’ can be estimated from 
structural properties of the directed state-transition matrix and that determining the 
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controllability is akin to identifying the number of nodes, denoted ND (‘driver nodes’) 
whose control is sufficient to fully control the systems’ dynamic (Liu et al., 2011b; Ruths 
and Ruths, 2014) (lower ND values reflecting higher controllability). 
 
Figure 4. Variations in dopaminergic genes influence the controllability of state-space reconfigurations. (A) 
The controllability metric ND reflects the amount of control input that is required to drive a node from its 
current position in the state-space to any possible state (Materials and Methods). (B) Nodal controllability, 
averaged over subjects, and mapped onto the brain surface. (C) DRD2 A1+ carriers require less control input, 
i.e. number of driver nodes ��, than A1- individuals in the lateral prefrontal cortex (LPFC). COMT MetMet 
homozygotes require more control input than ValVal homozygotes in the superior frontal gyrus (SFG), the 
fronto-polar cortex (FPC) and the anterior cingulate (ACC). Bar plots (right) show the corresponding ND values. 
The results were replicated in two independent samples. Error bars, SEM. PrC, Precuneus; IPL, inferior parietal 
lobe; IPS, intraparietal sulcus. 
 
For each subject, nodal ND values were calculated (Materials and Methods) from the 
state-transition matrix and mapped to the cortical surface (Fig. 4B). Areas that require 
the most control input (high ND values) were mainly located in PFC and parietal cortex. 
Interestingly, areas with high dynamic range (cf. Fig. 2A) require more control input 
(Spearman’s rank correlation; discovery sample r = 0.19, P = 2.5 ×10-7; replication sam-
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ple r = 0.23, P = 4.2 ×10-4). However, these correlations were rather small which suggests 
the existence of other influences on the controllability ND. 
Comparing nodal controllability ND between genotypes of the COMT Val158Met and DRD2 
polymorphisms, we found that DRD2 A1+ individuals (who are supposedly more typical 
for the dual-state theory’s D2-regime; see above) required less control input ND in the 
lateral prefrontal cortex (LPFC) compared to A1- individuals (Fig. 4C and Table S2; non-
parametric t-test). For COMT, significant differences were found in the superior frontal 
gyrus (SFG), the anterior cingulate (ACC), and the left and right frontopolar cortex (FPO), 
showing higher ND values for MetMet carriers (D1 dominated state; higher energy barrier) 
compared to ValVal carriers (Fig. 4C and Table S2; non-parametric t-test). No significant 
genotype differences were found for nodal averages of ND estimates (all P > 0.2), indicat-
ing that the influence of DRD2 and COMT genotypes on network controllability were rather 
specific to these brain regions and did not affect the overall network controllability.  
Control Analyses. A series of control analyses confirmed that none of the results were 
confounded by head movement or grey matter differences (SI Materials and Methods). 
For each participant, head motion estimates, namely, displacement and rotation in x, y, 
and z directions were tested for significant correlations with nodal state-space trajecto-
ries. No significant correspondence was found with a liberal threshold of FDR(q=0.2). 
Head movement estimates and reconfiguration trajectories are shown in Fig. S2. 
Discussion 
Investigating the neurogenetic underpinnings of functional network reconfigurations, 
we found that two functional genetic variants of the dopamine system, i.e., the COMT 
Val158Met and the DRD2/ANKK1-TaqIa polymorphisms, were predictive of individual 
differences in spatio-temporal reconfiguration patterns of spontaneous cortical activity. 
We have shown that fluctuation in the correlation between distributed cortical regions 
can be described as a trajectory in a two-dimensional state-space, reflecting the 
amount of connections within and between cortical modules. The node position in the 
state-space has previously been used to derive potential functional characteristics of a 
brain region (Guimera and Nunes Amaral, 2005; Meunier et al., 2010). Here, highly con-
nected nodes within one module are often referred to as provincial hubs, that have the 
capacity to integrate local information processing, whereas nodes that are highly con-
nected both within and between cortical modules have the capacity to integrate infor-
mation across different modules and are referred to as connector hubs (Guimera and 
Nunes Amaral, 2005; Sporns, 2014). Using time-resolved analysis, we found that cortical 
regions can flexibly switch between these characteristic states. In particular the prefron-
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tal cortex (PFC) realized a diverse set of different states, with functional roles covering a 
wide spectrum from provincial to connector hub. Thus, our results suggest that func-
tional roles cannot be seen as fixed entities. Instead, when characterizing cortical re-
gions based on their functional roles, one should take their dynamic capacity, i.e., the 
ability to flexibly switch between different states, into account. 
Structured state-transitions. Although transitions between different states occurred 
spontaneously over time, an analysis of the state-space trajectories revealed that the 
sequence of state transitions, reflected in a state-transition network, showed a charac-
teristic, non-random topology. On average, the network resided most of the time in a 
segregation state dominated by intramodular connections. For state transition with a 
random topology one would expect that the network is equally likely to switch into any 
other possible state. However, our results showed that the network dynamic was char-
acterized by frequent changes into a transient, i.e. low occupancy, high-integration 
state, dominated by intermodular connections. These results accord with electrophysi-
ological data (Van de Ville et al., 2010; Hudson et al., 2014) and computational models of 
spontaneous cortical activity (Friston, 1997; Deco et al., 2008; Deco et al., 2013) that 
provide evidence for the existence of metastable states which are continuously pulled 
towards multiple other reconfigurations (Deco and Jirsa, 2012), thereby causing the 
exploration of the state-space (Ghosh et al., 2008; Deco et al., 2013). We speculate that 
these transient, high-integration states reflect brief moments of global network syn-
chronization that might play an important role for the coordinated reorganization of 
network connectivity (Zalesky et al., 2014). 
Genetic influences on state-transitions. Confirming our hypothesis, we found a geno-
type dependent influence on the ease with which a network node can switch between 
different states (‘controllability’), which points to an important neurogenetic mecha-
nism that modulates the stability and flexibility of dynamic network reconfigurations. 
Importantly, we found that variations in dopaminergic genes, i.e. COMT Val158Met and 
DRD2, had an effect on the transition between different states, but not on the diversity 
of realized states. We can therefore conclude that differences in the controllability were 
due to differences in the topology of state transitions and not simply due to the fact that 
carriers of a specific genotype realized on average more or less states. However, inde-
pendent of individual genetic dispositions, we found that cortical regions with a high 
dynamic range, like the PFC, required generally more control input which points to a 
potential trade-off between dynamic range and controllability. In that sense, the emer-
gent network dynamics that give rise to the coexistence of a large number of realizable 
states might provide potential advantages when task demands require various connec-
tivity configurations (Cole et al., 2013; Cole et al., 2014), however it comes at a cost, 
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potentially reflected in higher metabolic requirements, when switching between tasks. 
This interpretation is supported by previous studies where COMT Met homozygotes 
displayed greater activity in the PFC and reduced cognitive flexibility for attentional 
switching, compared to Val homozygotes (Fallon et al., 2013). 
Our results also accord with studies where A1 carriers displayed reduced task-switching 
costs and reduced switching activity in the prefrontal cortex (Stelzel et al., 2010), sup-
porting the role of dopamine D2 receptor density for modulating flexible reconfigura-
tions (Klein et al., 2007; Durstewitz and Seamans, 2008; Jocham et al., 2009; Cools, 2011) 
(see also ref. (Stelzel et al., 2013) for convergent pharmacological evidence). Our study 
adds to this body of evidence by showing that genetic influences on network reconfigu-
rations are evident already in the absence of a specific task, possibly reflecting the indi-
vidual capacity for switching between various connectivity states. 
Recent studies have shown a close correspondence of the brain’s functional architec-
ture during task and rest (Smith et al., 2009; Cole et al., 2014). However, while network 
reconfigurations during cognitive tasks support adaptive, context dependent pro-
cessing (Bassett et al., 2011; Ekman et al., 2012), it is not fully understood yet what pur-
pose these reconfigurations serve at rest. Results from computational models (Ghosh et 
al., 2008; Deco et al., 2013) suggest that the formation and dissolution of short-lived 
resting-state patterns reflects the exploration of possible network configurations. Fur-
ther, it has been argued that network dynamics with transient transitions provide sever-
al favorable conditions for neural computations (Rabinovich et al., 2008; Singer, 2013), 
such as a reliable information transfer (Ghosh et al., 2008) and maximal sensitivity to 
external stimulation (Deco et al., 2013; Singer, 2013). Thus, keeping the brain in a critical 
state of ongoing reconfigurations is behaviorally relevant when it comes to mobilizing 
the network upon changing task demands. 
Methodological considerations. We provide a tractable approach to investigate genet-
ic influences on cortical network dynamics. Our low-dimensional state definition is 
based on two key aspects of network dynamics, namely segregation and integration. 
This definition has an intuitive interpretation and the correspondence of states between 
subjects is simply given by their geometrical location in the state-space. However, alter-
native high-dimensional state definitions have been shown to extract useful information 
(Smith et al., 2012; Allen et al., 2014), especially in the context of very short-lived states 
(Baker et al., 2014). We believe that our state-space definition, and especially the possi-
bility to derive state-space trajectories for single nodes makes it an interesting tech-
nique for future studies investigating the state-space dynamics during different stages 
of cognitive tasks (Kitzbichler et al., 2011). An independent dataset was used to deter-
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mine all parameters of our analysis and our findings were replicated using two inde-
pendent datasets. Lastly, our results are limited by investigating only dopaminergic 
gene variants. Studies have suggested that other neurotransmitters, especially norepi-
nephrine play an import role for switching between different states (Cohen et al., 2007). 
Conclusion. Recent efforts of characterizing resting-state (Smith et al., 2012; Hutchison 
et al., 2013a; Allen et al., 2014; Baker et al., 2014) and task-based functional connectivity 
(Bassett et al., 2011; Chadick and Gazzaley, 2011; Al-Aidroos et al., 2012; Ekman et al., 
2012) have highlighted the non-stationarity of cortical dynamics. Here we have shown 
that the transition between connectivity states follows a non-random structure charac-
terized by high-segregation states, with frequent switches into transient high-
integration states. Further, consistent with the dual-state theory, we have shown that 
genetic variants of the dopamine system had a significant influence on the transition 
between different states, which makes genetic markers an important source of individ-
ual differences for flexible network reconfigurations. 
Materials and Methods 
Participants. Discovery Sample (DS), Sixty-six healthy volunteers (29 females; mean age: 
25.8 y) participated with informed consent in accordance with the local ethics commit-
tee of the University Hospital in Cologne, Germany. Replication sample (RS), Fifty-five 
healthy volunteers (30 females; mean age: 22.4 y) participated with informed consent in 
accordance with the local ethics committee of the Medical School of the University of 
Heidelberg, Germany. All participants were right-handed, of Caucasian ethnicity, had 
normal or corrected-to-normal vision, no history of psychiatric or neurological diseases, 
and no structural brain abnormalities. 
Genotyping. DNA was extracted from saliva samples and amplified using standard PCR 
protocols (see SI). In short, carriers of the DRD2/ANKK1-TaqIa (rs1800497) A1 allele 
(A1A1, A1A2) were assigned to the A1+ group, and noncarriers of the A1 allele (A2A2) 
were assigned to the A1- group. The breakdown of COMT Val158Met genotypes was 
18:15:33 (Val/Val:Val/Met:Met/Met) in the DS and 27:28 (Val/Val:Met/Met) in the RS. For 
the RS, only homozygous participants were selected from a larger database. Therefore, 
analyses involving COMT focused on homozygotes only. The breakdown of DRD2 geno-
types was 36:30 (A1-/A1+) in the DS and 27:28 (A1-/A1+) in the RS.  
Data Acquisition and Analysis. Functional data were acquired on Siemens Trio 3T 
scanners using echo planar imaging sequences (DS, 30 axial slices, field of view (FOV) 
192 mm, 3 x 3 mm in-plane, repetition time (TR) 2.5 s, echo time (TE) 30 ms, flip angle = 
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90°; RS, 32 axial slices, FOV = 240 mm, 3 x 3 mm in-plane, TR = 2 s, TE = 30 ms, flip angle = 
83°), as well as a T1-weighted high-resolution Modified Driven Equilibrium Fourier 
Transform (MDEFT) scan. Image preprocessing was performed using the Oxford Center 
for Functional Magnetic Resonance Imaging of the Brain (FMRIB) Software Library (FSL). 
We recorded ~19 minutes of rest (462 Volumes, eyes open with fixation) in the DS, and 
~17 min of task (~421 volumes) in the RS. Details of the task data can be found in (Stelzel 
et al., 2010). 
The preprocessing of the resting-state data included slice timing correction, motion 
correction, linear and quadratic trend removal, spatial smoothing (4-mm full width at 
half maximum), low-pass filter (cutoff at 0.15 Hz), and regression of nuisance variables 
(16 motion parameters, ventricle and white matter signal). No whole brain (global) sig-
nal regression was performed. Volumes with high motion were censored and replaced 
with the best estimate using a third-order spline fit (‘despiking’). Preprocessing for both 
samples was identical, except for the fact that in the RS, all task information was re-
gressed out using linear regression, prior to the functional connectivity preprocessing; 
the main analysis for this dataset was performed on the residual time-series (Fair et al., 
2007; Esslinger et al., 2009; Dosenbach et al., 2010; Cole et al., 2014).  
Functional connectivity matrices for each subject were constructed from windowed 
correlation matrices (width 50 s) in steps of one TR, resulting in w=~397-430 windows. 
To this end, we parcellated the AAL brain atlas (Tzourio-Mazoyer et al., 2002) into 1024 
regions (nodes). The mean BOLD time series from each of these nodes was used to 
calculate the Pearson correlation ���  between all possible pairs of regions i and j, result-
ing in w~430 1024 × 1024 weighted connectivity matrices, i.e., one for each time window. 
Negative correlations were set to zero. 
The dynamic modular network structure for each subject was estimated using a multi-
layer community detection algorithm (Mucha et al., 2010; Bassett et al., 2013b) with 
default parameters (SI Materials and Methods). For each time-window, this results in a 
functional parcellation of all brain regions into functional modules and allows for track-
ing of changes in their composition over time (Fig. 1C). In each time-window functional 
networks were described in a two-dimensional state-space, comprised of the within-
module degree z-score and the participation coefficient for each node (Guimera and 
Nunes Amaral, 2005). The participation coefficient is defined as 
�� = 1 −	∑ ������ �
�
��� ,	 [1] 
where ��� is the number of links of node i to nodes in module s, ��	is the total degree of 
node i, and � is the set of all modules. The within-module degree z-score, is defined as 
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�� =
��(��) � ��(��)
��(��) ,	
[2] 
where ��  is the number of links of node i to other nodes in its module ��, ��(��)	is the 
average degree over all nodes in ��, and ��(��) is the standard deviation of the node 
degree in ��. The state-space was divided into a 8x8 grid, covering K = 64 possible net-
work states (p-range: 0-1, z-range: -2.5-3.5). State-space occupancy was calculated as 
the amount of times a node resides in a certain grid location, normalized by the number 
of time-windows, and state-space transitions, comprising a directed and weighted 
graph �, were calculated as how often a node changed from one state i to another state 
j, normalized by the number of possible transitions. Note we set ���	= 0. The dynamic 
range was calculated as the amount of realized states divided by all possible states �. 
The controllability (Liu et al., 2011b; Ruths and Ruths, 2014) of state-space reconfigura-
tions was estimates using a linear, time-invariant model of network dynamics 
�
�� �(�) = 	��(�) � ��(�),	 [3] 
where for each node, vector �(�) describes the state in the state-space over time, and 
�	is a directed and weighted �	 � 	� adjacency matrix, whose elements ���  indicate the 
transition probability from state i to state j. The input matrix � identifies the control 
points in the state-space and the system is controlled using the time-dependent input 
vector �(�). A system is said to be controllable if it can be driven from any initial state to 
any desired state in finite time (Kalman, 1963), that is if the controllability matrix 
� = (�, ��, ���,� , �����),	 [4] 
has full rank (Liu et al., 2011b). It has been shown that this mathematical condition for 
controllability can be rephrased to determine the minimum number of driver nodes ��, 
that are needed to maintain full control of the network (Liu et al., 2011b; Ruths and 
Ruths, 2014). Here, ��	was determined by the ‘maximum matching’ in the state-space 
network, i.e. the maximum set of links that do not share start or end node. Here, for 
each node the maximum matching was calculated using the Hopcroft-Karp algorithm 
(Hopcroft and Karp, 1971). 
Individual controllability and dynamic range maps were spatially filtered (5-mm FWHM) 
and registered to the MNI152 2mm template. Controllability maps were tested for differ-
ences between gene groups using a nonparametric t-test with 10,000 permutations and 
corrected for multiple comparisons using false discovery rate (FDR).  
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Supporting Information 
SI Materials and Methods 
Differences in global network parameters between discovery and replication sam-
ple. The two independent samples of subjects differed in scanning duration  and pa-
rameters. Further, the discovery sample was a resting state session, while the data set 
for the replication sample was derived from residualized task data (Fair et al., 2007; 
Esslinger et al., 2009; Dosenbach et al., 2010; Cole et al., 2014). To test for potential dif-
ferences, we compared parameters of the modular network structure, namely the mod-
ularity index Q, the variance in modularity Q over time, the number of modules M, and 
the variance in the number of modules M, between both samples using a t-test. No sig-
nificant differences were found (all P > 0.01; Table S1). We therefore conclude that the 
discovery and replication sample display no differences in the organization of their 
dynamic modular network structure. We further tested for differences in these parame-
ters between COMT Val158Met and DRD2 gene groups. No significant differences were 
found (all P > 0.01; Table S1). 
Reliability of state-space reconfigurations. Our results show that state-space recon-
figurations are influenced by genetic markers COMT Val158Met and DRD2. To quantify the 
reliability of the state-space dynamics, i.e. the state-space occupancy (see Methods 
section in main text), we applied the same analysis to a freely available test-retest da-
taset (TR = 2.5 s; voxel size = 3mm isotropic; duration = 5 minutes) of 23 participants 
(Nooner et al., 2012), containing two separate resting-state scans for each participant. 
Examples of the state-space occupancy are shown for six participants from this sample 
in Fig. S1A.  
The correspondence of the state-space occupancy between the two resting sessions 
was quantified using Spearman’s correlation coefficient. These results show that over 
time nodal state-space occupancy patterns emerge that are reliable across two sepa-
rate scanning sessions (Fig. S1B left), and that are, importantly, characteristic for differ-
ent brain regions (Fig. S1B right). The reliability of the dynamic range (see Methods sec-
tion in main text) for individual network nodes was quantified using the intraclass corre-
lation coefficient (ICC), comparing the variability in the dynamic range within and be-
tween subjects. The ICC varied across subjects between 0.55 and 0.89 [F(1023, 1024) 
∼9.34–36.78; all P < 0.01] and confirmed a high reliability of the dynamic range metric. 
In summary, while state-space occupancy and dynamic range have been shown to be 
reliable across scanning sessions, our results also indicate a substantial amount of 
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between-subject variability, which makes these dynamic network measures an attrac-
tive marker for studying individual differences. 
 
Figure S1. Control analysis confirms reliability of state-space reconfiguration patterns. State-space reconfigu-
ration patterns were derived for the same subjects from two different scanning sessions. (A) Examples of state-
occupancy for single subjects. (B) Similarity of the state-space occupancy averaged over N=23 subjects be-
tween two separate sessions, as quantified using Spearman correlation coefficient, for all 1024 nodes (grey 
lines). The mean state-space occupancy similarity over all nodes (red) is increasing over time (left). The rela-
tively high correspondence of the state-space occupancy over two separate scanning sessions suggests that 
these reconfigurations are unlikely to be driven by noise only, but rather reflect the dynamic reconfiguration 
range of a node. At the same time, the Spearman correlation of the state-space occupancy of one node com-
pared with all other nodes decreases in similarity (right), indicating that nodes display a characteristic state-
space occupancy that emerges over time. 
 
Determining optimal parameters for the state-space analysis. Our results indicate 
that the controllability ND of network reconfigurations is influenced by individuals’ geno-
type. However, in the absence of an explicit task, network controllability ND can theoret-
ically depend on factors that are specific to the scanning session and not to individual 
participants. For that reason we conducted a reliability analysis with the above-
mentioned test-retest dataset (Nooner et al., 2012) to explore the general feasibility of 
testing network controllability ND in the absence of any task and to determine the most 
reliable parameter for the state-space definition. Importantly, this reliability analysis 
was conducted previous to the current study. 
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First, the re-test dataset (N = 23) was used to determine the optimal grid size of the 
state-space for the controllability analysis. To this end, we tested the re-test reliability of 
controllability for varying grid sizes between 5x5 to 10x10, corresponding to 25 to 100 
states. The highest reliability was found for an 8x8 grid, ICC = .67, F-statistic F(22,23) = 
3.00, P = .006 (5x5: ICC = 0.48; 6x6: ICC = 0.63; 7x7: ICC = 0.65; 9x9: ICC = 0.32; 10x10: ICC = 
0.38) , and this grid size was subsequently used for the current study.  
Second, in the present study, a network state was defined by its location on the 8x8 
state-space grid. This definition of network state has the advantage of a very intuitive 
interpretation. However, we also explored an alternative definition of network states 
based on k-means clustering (Lloyd, 2006). Here, a given number of states (clusters) 
were calculated, based on the same metrics that define the state-space, i.e., the partici-
pation coefficient and the within-module degree z-score. We varied the number of 
states between 25 and 100 and calculated controllability ND as described in the main 
text. The intraclass correlation coefficient of the average controllability ��  over nodes 
varied between 0.07-0.62, with a peak at ≈32 states, ICC = .62, F-statistic F(22,23) = 2.65, 
P = .01. Based on these results, we decided to use the grid-based state definition for the 
current study, as it was found to be slightly more reliable (ICC = .67; see above) than the 
k-means-based state definition. Note however, that this by no means allows for the 
general conclusion that the grid-based method has an advantage over the k-means 
method. A systematic comparison would not need to only consider reliability, but also 
predictability of an external criterion. Many different state definitions are possible and 
should be explored in future studies. For recent examples see (Smith et al., 2012; Allen et 
al., 2014; Baker et al., 2014; Hudson et al., 2014). 
Influence of Head Movement. It has been shown that head movement can have an 
impact on functional connectivity estimates (Power et al., 2012; Satterthwaite et al., 
2012; Van Dijk et al., 2012). In the current study, it is important to exclude that head 
motion has an influence on estimated network parameters and to demonstrate that it 
does not account for differences between gene groups. To this end, we conducted a 
series of three control analyses.  
First, we compared the root-mean-square (RMS) of the estimated translation parame-
ters (Van Dijk et al., 2012) between gene groups using a nonparametric t-test. Both for 
the discovery and the replication sample no significant differences were found between 
DRD2 A1+ and A1- (all P > 0.2), and between COMT MetMet and ValVal (all P > 0.2).  
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Figure S2. Illustration of the analysis to exclude the influence of head motion on temporal network changes. 
Example time-course of the state-space reconfiguration path length for one node from one subject. In con-
trast to the nodal time-courses (left) for session 1 (blue) and session 2 (red), the frequency distribution of the 
reconfiguration path length (right) displays a clear correspondence. Importantly, the estimated motion time-
course (black) shows little correspondence with reconfiguration path-length time-course and statistical 
analysis quantifying the similarity of the path-length histograms using a Kolmogorov-Smirnov (KS) test 
showed that the distributions were significantly different (SI Material and Methods). 
 
Second, if head motion accounted for changes in nodal positions in the state-space, 
one would expect that larger head motion is associated with larger changes in the state-
space. In order to test this, we defined reconfiguration path length as the Euclidean 
distance between two nodal positions in the state-space. However, as the RMS is meas-
ured between consecutive fMRI volumes and reconfiguration path length is calculated 
between consecutive sliding-windows, it is not possible to directly correlate these two 
measures. Instead both measures were normalized into a range between zero and one 
and subjected to a more conservative nonparametric Kolmogorov-Smirnov test. Here, 
we tested whether the RMS of the estimated translation parameters and the average 
reconfiguration path length over all nodes are likely to come from the same frequency 
distribution (Fig. S2). For all subjects in the discovery and the replication sample, this 
resulted in P < 0.01, rejecting the null hypothesis that the two values were from the same 
distribution (P-values ranging from 1.3 × 10-3 to 7.9 × 10-159; median = 3.4 × 10-38). 
Third, we tested whether subjects that moved more showed a higher reconfiguration 
path length. To this end, based on a median split of the estimated motion parameters, 
subjects were assigned to a ‘high motion’, or ‘low motion’ group and the average recon-
figuration path length over all nodes was tested using a t-test. No significant differences 
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were found for the discovery sample (t(64) = -1.25, P = .21) and the replication sample 
(t(53) = 0.36, P = .72). 
Taking these results together, we conclude that head movement has no significant 
effect on the tested network parameters and cannot explain the observed differences 
between gene groups. 
Absence of Grey Matter Differences. In order to exclude confounding effects of local 
grey matter on the observed gene group differences in network connectivity, we con-
ducted a whole-brain voxel-based morphometry (VBM) analysis using FSL-VBM (version 
1.1). Following default settings (Douaud et al., 2007), structural images were brain-
extracted and tissue-type segmented. Resulting grey matter partial volume images were 
aligned to standard space using FLIRT, followed by FMRIB's Nonlinear Image Registra-
tion Tool (FNIRT), and smoothed with an isotropic Gaussian kernel of 3 mm. In order to 
increase statistical power, subjects from the discovery and the replication sample were 
merged to one larger sample. Finally, we tested for grey matter difference between 
COMT and DRD2 polymorphisms respectively, using nonparametric t-tests with 5,000 
permutations. Resulting maps were corrected for multiple comparisons using false 
discovery rate (FDR) with FDR(q=0.05). No significant differences were observed, con-
firming previous reports on COMT (Tunbridge et al., 2013), Note however, that at least 
one study previously reported associations of the DRD2 polymorphism with subcortical 
grey matter volume (Cerasa et al., 2009). Taken together, we conclude that our main 
results cannot be explained by differences in local grey matter structure. 
Genotyping. DNA samples were extracted from saliva samples. Discovery sample. Isola-
tion of DNA from saliva samples was performed using the QIAamp DNA Blood Mini Kit (# 
51106, Qiagen GmbH, Hilden, Germany) according to manufacturer’s instructions. Con-
centration and quality of the DNA was determined with a ND-1000 UV/Vis-
spektralphotometer (Peqlab GmbH, Erlangen, Germany). The genotyping PCR was car-
ried out on a 7900HT Fast Real-Time PCR System (Applied Biosystems) and the resulting 
fluorescence data was analyzed with Sequence Detection Software (SDS) 2.3 (Applied 
Biosystems). Replication sample. Automated purification of genomic DNA was conduct-
ed by means of the MagNA Pure LC system using a commercial extraction kit (MagNA 
Pure LC DNA isolation kit; Roche Diagnostics). Genotyping was performed by real-time 
PCR using fluorescence melting curve detection analysis by means of the Light Cycler 
System (Roche Diagnostics). Details of the PCR protocols, primers, and hybridization 
probes were described previously (Stelzel et al., 2010). 
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Dynamic Community Detection. Community detection was used to parcellate the 
network into putative functional modules. Recently, network modularity has been gen-
eralized to time-dependent networks using multilayer modularity (Mucha et al., 2010). 
We performed multilayer community detection of the weighted, dynamic networks 
using freely available MATLAB code (Jutla et al., 2011–2012) that optimizes multilayer 
modularity using a Louvain-like locally greedy algorithm with 100 optimizations 
(Blondel et al., 2008). Multilayer community detection was previously applied to task 
data (Bassett et al., 2011; Bassett et al., 2013a) and is outlined in detail in (Bassett et al., 
2013b). In short, multilayer modularity Q is defined as 
����������� = ��� ∑ ������ � ���������� � �������������, �������� ,	 [1] 
where ���� is the time-resolved, weighted adjacency matrix with entries i,j,l reflecting the 
estimated functional connectivity between nodes i and j in layer l (i.e., here: time-
window), ���  gives the community assignment of node i in layer l, ���  gives the commu-
nity assignment of node j in layer r, and ���� is the corresponding matrix for a null model. 
We use a Newman-Girvan null model within each layer with 
����
������
��� ,	 [2] 
where ���  and ���	is the degree of nodes i and j in layer l respectively, and �� = ��∑ ������  
is the total edge weight in layer l. An overview of alternative null-models is given in 
(Bassett et al., 2013b). 
The multilayer modularity function has two free parameters, the structural resolution 
parameter � of layer l, and the interlayer coupling parameter �. The parameter ����  
defines the connection strength between node j in layer r and node j in layer l. Following 
default settings (Bassett et al., 2013a) we set � = �, and � = � for temporally adjacent 
layers, and � = � otherwise. 
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Table S1. Properties of the dynamic network structure. 
  MEAN (Q) SD (Q) Mean (M) SD (M) 
Discovery sample     
COMT MetMet 0.476 ±	0.006 0.034 ±	0.002 5.316 ±	0.162 0.692 ±	0.027 
 ValVal 0.471 ± 0.005 0.034 ±	0.002 5.723 ± 0.283 0.700 ±	0.023 
DRD2 A1- 0.473 ± 0.004 0.033 ± 0.001 5.489 ± 0.196 0.708 ±	0.017 
 A1+ 0.472 ± 0.003 0.033 ±	0.001 5.388 ± 0.139 0.666 ±	0.016 
Replication sample     
COMT MetMet 0.438 ±	0.003§ 0.032 ±	0.002 6.760 ± 0.816 0.698 ±	0.014 
 ValVal 0.428 ± 0.003§ 0.030 ±	0.001 8.145 ± 1.172 0.680 ±	0.014 
DRD2 A1- 0.439 ±	0.003 0.033 ±	0.002 7.854 ± 1.237 0.695 ±	0.014 
 A1+ 0.427 ± 0.003 0.029 ±	0.001 7.040 ± 0.737 0.684 ±	0.014 
Mean ±	SEM. MEAN(Q), average modularity Q over time; SD(Q), variance in modularity Q over time; MEAN 
(M), average number of modules over time; SD (M), variance in number of modules over time; * P < 0.01; § P = 
0.041 
 
Table S2. Regions identified in the controllability analyses. 
 Discovery sample Replication sample 
 Peak MNI coordinates Peak MNI coordinates 
Anatomical structure X Y Z X Y Z 
COMT [MetMet>ValVal]       
Left frontopolar cortex (FPC) -22 50 22 -22 44 26 
Right frontopolar cortex (FPC) 34 54 4 20 60 18 
Anterior cingulate cortex (ACC) 8 46 24 -10 36 24 
Left superior frontal gyrus -20 16 60 -24 22 60 
Right superior frontal gyrus 20 18 60 26 10 64 
DRD2 [A1+<A1-]       
Left lateral prefrontal cortex (lPFC) -42 32 18 -50 32 20 
Right lateral prefrontal cortex (lPFC) 46 26 14 42 26 10 
Left Middle frontal gyrus (MFG)a - - - -38 30 38 
a The region was only significant in either the discovery or the replication sample  
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Predicting Errors from Reconfiguration  
Patterns in Human Brain Networks 
Task preparation is a complex cognitive process that implements anticipatory adjust-
ments to facilitate future task performance. Little is known about quantitative network 
parameters governing this process in humans. Using functional magnetic resonance 
imaging (fMRI) and functional connectivity measurements, we show that the large-scale 
topology of the brain network involved in task preparation shows a pattern of dynamic 
reconfigurations that guides optimal behavior. This network could be decomposed into 
two distinct topological structures, an error-resilient core acting as a major hub that 
integrates most of the network’s communication and a predominantly sensory periph-
ery showing more flexible network adaptations. During task preparation, core–
periphery interactions were dynamically adjusted. Task-relevant visual areas showed a 
higher topological proximity to the network core and an enhancement in their local 
centrality and interconnectivity. Failure to reconfigure the network topology was predic-
tive for errors, indicating that anticipatory network reconfigurations are crucial for suc-
cessful task performance. On the basis of a unique network decoding approach, we also 
develop a general framework for the identification of characteristic patterns in complex 
networks, which is applicable to other fields in neuroscience that relate dynamic net-
work properties to behavior. 
 
 
 
 
 
 
This chapter is based on: Ekman, M., Derrfuss, J., Tittgemeyer, M., & Fiebach, C. J. 
(2012). Predicting errors from reconfiguration patterns in human brain networks. Pro-
ceedings of the National Academy of Sciences, 109(41), 16714–16719.  
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The human brain forms a highly complex network that is organized into a large number 
of specialized regions. During goal-directed behavior, like the preparation of an upcom-
ing task, relevant cortical regions are anticipatorily modulated (Kanwisher and 
Wojciulik, 2000; Wylie et al., 2006; Donner et al., 2007; Bressler et al., 2008; Langner et al., 
2011) which has been shown to facilitate the detection and analysis of task-relevant 
stimuli (Ress et al., 2000; Sakai and Passingham, 2003, 2006; Serences and Boynton, 
2007; Cohen and Maunsell, 2009; Mitchell et al., 2009; Morishima et al., 2009; Pestilli et 
al., 2011). 
However, little is known about how these task-specific adjustments are integrated 
across distinct brain regions and how preparatory mechanisms are reflected in a large-
scale network topology (Gross et al., 2004; Hipp et al., 2011; Siegel et al., 2012). It has 
been shown that attention can modulate inter-area correlations between distant corti-
cal regions, independent from changes in regional blood flow (Friston and Buchel, 2000; 
Haynes et al., 2005; Freeman et al., 2011). However, these studies were usually limited to 
a small selection of cortical regions (Friston and Buchel, 2000; Sakai and Passingham, 
2003; Donner et al., 2007; Freeman et al., 2011; Hipp et al., 2011; Zanto et al., 2011). With 
recent developments in functional connectivity analysis, it has become possible to 
study the role of large-scale networks for cognitive processing and to quantify network 
properties using global and local graph theoretical measures (Bassett et al., 2006; 
Bullmore and Sporns, 2009; Bressler and Menon, 2010; Rubinov and Sporns, 2010; 
Bassett et al., 2011; Kitzbichler et al., 2011).  
On the one hand, task preparation involves dynamic adjustments in regions which carry 
out computations that are specific to a given task. On the other hand, it also requires 
the stable maintenance of task goals (Sakai and Passingham, 2003) and reconfigura-
tions of the network based on these goals. Given these characteristics and the organiza-
tion of brain networks into modules with distinct functional properties (Meunier et al., 
2010; Power et al., 2011), we hypothesized that task-specific processes, whose involve-
ment varies from trial to trial, are reflected in dynamic adjustments of more peripheral 
components of the brain network. We further hypothesized that task goals are repre-
sented in a stable network core that we expected to be densely connected and to have 
direct access to large portions of the network (Tootell et al., 1995; Corbetta and Shul-
man, 2002). 
According to this reasoning, reconfiguration of brain networks for different tasks should 
involve dynamic adaptations focused on task-relevant areas in the periphery of the 
brain network, but should also influence core-periphery interactions. Given the high 
interconnectivity of frontal areas and their role in sustaining attentional control, we 
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further expected that frontal areas would feature prominently in the core. In contrast, 
we expected areas more closely related to stimulus processing to be part of the periphery.  
 
Fig. 1. Paradigm and functional network construction. (A) A letter cue instructed participants to prepare for a 
task ('C' for color or 'M' for motion) or was uninformative regarding the upcoming task ('N' for neutral). After a 
variable preparation interval of 5,000-9,000 ms a target was presented that required a color or motion judg-
ment (see Materials and Methods for details). (B) Searchlight analysis of BOLD activation data shows a func-
tionally defined network that was activated for preparatory trials (cues ‘C’ & ‘M’) compared to no preparation 
trials (cue ‘N’), and that was used to define 70 non-overlapping nodes. (C) Time-courses from the preparation 
periods (cue onset until one TR immediately before target onset; bold frames in panel A), were extracted for 
each node and concatenated over trials to calculate pairwise correlation matrices for each subject and condi-
tion. Displayed are three randomly chosen node time courses of 400 s from one participant, the condition-
specific time windows used for concatenation, and resulting task-specific networks. 
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We tested these predictions using functional magnetic resonance imaging (fMRI) in 
healthy adults during the preparation phase of a demanding visual discrimination task 
(Fig 1A). The aim of our study was twofold. First, we aimed at examining how functional 
brain networks are reconfigured in the context of changing task demands. This was 
done by investigating whether we could predict from the network topology during task 
preparation for which task (i.e., color or motion; Fig 1A) the participant was preparing. 
Importantly, our analyses focus on the preparation interval of the task, thus allowing us 
to investigate top-down-controlled network reconfigurations independent of bottom-
up stimulus effects or motor execution. Second, and crucially, to test how relevant these 
reconfigurations are for task performance, we planned on investigating whether we 
could predict from the topology of preparatory network reconfiguration whether the 
task would be performed correctly or not. Based on functional neuroimaging studies 
focusing on local population activity (Tootell et al., 1995; Hipp et al., 2011; Langner et al., 
2011) we expected dynamic adjustments to be centered on task-relevant visual areas V4 
(involved in color processing) and hMT (motion processing). 
Functional connectivity graphs (Fig. 1C) were derived from fMRI data by calculating, for 
each subject, the temporal correlation (coherence) between a functionally defined set 
of seventy brain regions (nodes) that were found to be involved in task preparation (Fig. 
1B). The lack of previous studies on topological network properties during task prepara-
tion motivated the development of a completely data-driven, inverse modeling frame-
work. Using graph theory, we extracted a comprehensive set of global and local network 
characteristics that were combined to create a network fingerprint for each subject and 
condition (schematic visualization in Fig. 2A). A pattern classification algorithm was 
applied to identify patterns common to task condition-specific network topologies and 
revealed nodes and network characteristics most informative for distinguishing the 
network states during preparation for different tasks (Fig. 2B; see Materials and Methods 
for details on the experimental paradigm and analysis). 
Results 
Network Construction. Comparing blood oxygen level dependent (BOLD) activity dur-
ing preparation and no-preparation trials, we identified a widely distributed set of corti-
cal and subcortical regions involved in top-down preparatory control (Fig. 1B left, see 
also SI Appendix). Most importantly, this network included color-sensitive area V4 and 
motion-sensitive area hMT, as well as a number of frontal and parietal areas previously 
associated with task preparation and top-down attentional control (Brass and von 
Cramon, 2002; Corbetta and Shulman, 2002; Sakai and Passingham, 2003; Brass and 
von Cramon, 2004; Maunsell and Treue, 2006; Sakai and Passingham, 2006). The pre-
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paratory network was used to derive seventy spherical, non-overlapping network nodes 
(Fig. 1B middle) from which low frequency (0.06-0.12 Hz) BOLD time series were extract-
ed (Bassett et al., 2011). Pairwise correlations between nodes were computed and used 
to construct the functional network graphs for each subject and condition (Fig. 1C). 
 
Fig. 2. Schematic of the inverse network modeling approach. (A) A network graph is characterized by multiple 
topological measures (here shown for degree, clustering, centrality), each focusing on different functional 
aspects of the connectivity structure, resulting in a rich description (fingerprint) of the functional connectome. 
(B) A pattern classifier is trained on fingerprints of all but one subject to detect possible network reconfigura-
tions between conditions. Normalized weights of the learned classification model are used to infer the relative 
importance of individual graph measures and nodes for the discrimination. The resulting model is validated 
using the remaining subject (leave-one-subject-out). Darker colors indicate higher values. 
 
Network Decomposition. To divide the network into core and periphery, we used k-
core decomposition, a recursive pruning strategy (Carmi et al., 2007) that has previously 
been applied to structural brain imaging data (Hagmann et al., 2008; van den Heuvel 
and Sporns, 2011). This approach identified a core with 24 nodes (58% in frontal cortex) 
and a periphery consisting of the remaining 46 nodes, including V4 and hMT (13% in 
frontal cortex; Fig. 3A and B). To investigate the functional properties of the core and 
periphery subgraphs, we estimated their robustness to simulated failure. We applied a 
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random edge attack (Achard et al., 2006; van den Heuvel and Sporns, 2011), which re-
vealed a clear distinction between core and periphery. In contrast to the periphery, the 
core was highly error-resilient (P < .001; 1,000 permutations), indicated by its conserved 
global efficiency even when large proportions of this subgraph were removed (Fig. 3C). 
When considering the effect of the simulated failure on the overall network (Fig. 3D), we 
found that the core attack, as expected by its densely connected structure, had a bigger 
impact on the global efficiency (P < 0.001; 1,000 permutations).  
 
Fig. 3. Network decomposition and error-resilience. (A) k-core decomposition assigned each node a k-shell 
index. (B) k-shellmax nodes form the densely connected network core (red) and the remaining nodes form the 
periphery (blue). Simulated attack shows the error-resistance of the core, relative to the periphery, (C) and its 
importance for the efficiency of information transfer in the overall network (D) when increasing numbers of 
edges are removed. Asterisks indicate statistical significance (P < 0.001; 1,000 permutations); Shaded areas 
indicate SEM. 
 
Network Reconfiguration. In order to test our prediction that task preparation involves 
the reconfiguration of core-periphery interactions, we included two graph measures for 
the quantification of these interactions. Core centrality quantifies the centrality of the 
core by calculating the number of shortest paths between any non-core nodes that pass 
through the core (van den Heuvel and Sporns, 2011). Core closeness reflects the ease of 
information flow between a periphery node and the core, and is defined as the inverse 
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average distance to all core nodes. Anticipatory reconfigurations of network properties 
were quantitatively assessed using these measures in addition to an established set of 
10 local and 11 global graph-theoretical measures (21 measures in total; see Materials 
and Methods) (Bullmore and Sporns, 2009; Rubinov and Sporns, 2010). Our inverse 
modeling framework (Fig. 2B) combined all network measures into one high-
dimensional description of a network state (fingerprint) and used a pattern classifica-
tion algorithm (sparse multinomial logistic regression with leave-one-subject-out cross-
validation) to detect characteristic patterns and network nodes that were most informa-
tive for distinguishing the preparatory network states under investigation.  
Results showed that we could distinguish with a high accuracy between color and mo-
tion preparation on the basis of network topologies during the task preparation interval 
(classification performance 94.4%, P = 8.9 x 10-5; 10,000 permutations). Importantly, our 
approach also successfully predicted whether subjects would perform the upcoming 
task correctly or incorrectly. Again, this prediction was based on network states of the 
preparation period alone (classification performance color task: 77.8%, P = 3.1 x 10-4; 
motion task: 88.9%, P = 2.7 x 10-4; 10,000 permutations each). 
The strength of our inverse modeling approach is the data-driven selection of discrimi-
native network nodes and corresponding measures, which revealed a highly structured 
reconfiguration pattern (Fig. 4A-C). Confirming our hypothesis, preparation was charac-
terized by dynamic adjustments centered on V4 and hMT bilaterally. When a perceptual 
area became task relevant (e.g., V4 during the color task), it showed a tighter integration 
into the large-scale network topology, as reflected exclusively in three local graph 
measures (cf. classifier weights in the left-most plot in Fig. 4A): clustering (reflecting 
interconnectivity: neighbors of a node are themselves neighbors, forming a closed tri-
angle structure), centrality (reflecting hubness: relative amount of shortest paths cross-
ing a node), and core closeness. In contrast, the integration of the task irrelevant visual 
area (e.g., hMT during the color task) was reduced (Fig. 4B). Modulation in core close-
ness, but not in closeness centrality (closeness to the whole network) shows that the 
change in closeness was specific to the core. 
In error trials, the decreased integration of V4 and hMT was accompanied by a reduction 
in core centrality (Fig. 4A and C), a global measure that can be interpreted as the topo-
logical ability of the network core to integrate and control information flow. As no dif-
ferences in mean connectivity were found (SI Appendix), the loss in core centrality can-
not be attributed to a general breakdown of information flow during error trials. Instead, 
it can be interpreted as maladaptive core-periphery interactions resulting in infor-
mation transfer omitting the core. 
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Fig. 4. Reconfiguration patterns in network topology. (A) Stacked bar plots show the relative importance of 
nodes and measures for the classification of preparatory conditions. Reconfigurations are centered on V4 and 
hMT, bilaterally. For the prediction of the task (color vs. motion) topological adjustments of V4 and hMT were 
equally predictive. For the prediction of task performance (correct vs. incorrect) reconfigurations of the re-
spective task relevant visual area (i.e. V4 for color, hMT for motion) became more accentuated. (B) Effective 
integration of task relevant areas into the large-scale network topology. Color preparation during correct trials 
is characterized by a heightening in clustering, centrality and core closeness in color sensitive area V4 and a 
reduction of the same measures in motion sensitive area hMT. The effect is mirrored for hMT during motion 
preparation. (C) Higher centrality of the core during correct preparation trials. Error bars indicate SEM. 
 
Preparation and BOLD Amplitude. In comparison to the reconfigurations in network 
topology, we found only small or no effects for changes in mean activity. We adapted 
the analysis to classify the conditions under investigation based on the mean BOLD 
amplitude in all 70 nodes. While it was possible to decode with marginal significance 
whether subjects were preparing for the color or motion task (classification perfor-
mance: 61%; P = .058; permutation test), we were not able to predict the task perfor-
mance (classification performance color task: 44%; motion task: 55%; all P's > .2). Simi-
lar dissociations between mean response amplitude and connectivity have been previ-
ously reported in other cognitive domains (Haynes et al., 2005; Freeman et al., 2011; 
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Hipp et al., 2011). Thus, it appears unlikely that the observed topological changes can 
be explained by differences in BOLD amplitude. 
Discussion 
We demonstrate how functional networks flexibly adjust their connectivity structure to 
facilitate performance in an upcoming visual discrimination task. By focusing on a 
graph theoretical perspective, we uncover substantial topological changes in the net-
work structure and capture aspects of anticipatory network reconfigurations that can-
not be derived from local BOLD activation data alone. Our findings suggest that prepar-
atory attention can selectively modulate the topological connectivity structure based 
on current task goals. Observed network modulations include an enhanced integration 
of task-relevant as well as a reduced integration of task-irrelevant regions. This observa-
tion emphasizes the flexibility of the large-scale network architecture for adapting to 
rapidly changing task-demands. Our results show that reconfiguration of the large-scale 
connectivity pattern is tightly linked to behavioral performance and add to a growing 
body of evidence showing the importance of network reconfiguration for various cognitive 
functions (Bressler and Menon, 2010; Bassett et al., 2011) including attention and working 
memory, which were, however, so far mostly based on neurophysiological data (Donner et 
al., 2007; Gregoriou et al., 2009; Palva et al., 2010; Bassett et al., 2011; Hipp et al., 2011). 
Network Core and Effective Integration of Task-Relevant Areas. The core is a highly 
connected and error-resilient network structure that is important for efficient infor-
mation transfer in the network. In that sense it is closely related to the concept of 
densely connected “rich-club” nodes (van den Heuvel and Sporns, 2011). Given these 
topological properties and its location primarily in frontal cortex, the core appears to be 
in an ideal position to exert control over the periphery (Corbetta and Shulman, 2002; 
Armstrong et al., 2006; Ruff et al., 2006; Bressler et al., 2008). We interpret the increased 
core closeness of task-relevant areas to reflect an enhancement in bidirectional infor-
mation flow. The tighter integration of sensory regions with the frontal core comple-
ments previous findings focusing on altered connectivity between frontal and individual 
sensory regions (Zanto et al., 2011) and can reflect top-down control but also anticipa-
tory facilitation for more efficient routing of sensory information upon target presenta-
tion to higher-order cognitive areas involved in perceptual evaluation (Zanto et al., 
2011), decision-making (Philiastides et al., 2011), and motor control. The fact that fewer 
shortest periphery-to-periphery paths crossed the core (i.e., reduced core centrality) 
during preparation in incorrect trials, further supports our assumption that task prepara-
tion (and potentially other cognitive control mechanisms) are partly dependent on a high-
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ly connected, central network structure with inherent topological properties that enable 
stable representation of current task goals and efficient control of information flow.  
In the network’s periphery, we observed task-specific modulations in graph metrics (i.e., 
clustering and centrality) centered on visual areas V4 and hMT. The enhancement in 
local clustering is commonly believed to reflect an increase in distinct local information 
processing (Bullmore and Sporns, 2009; Rubinov and Sporns, 2010). Here we show that 
the local interconnectivity can be dynamically adjusted for task-relevant and irrelevant 
areas possibly allowing for more stable feature-specific processing upon target presen-
tation, and that this adjustment is critical for successful task performance.  
Centrality is based on the concept of the shortest path available to transfer information 
from one node to another. If many shortest paths are crossing a certain node, this node 
might be[ crucial to efficient communication (Rubinov and Sporns, 2010). During visual 
stimulation, neural responses at any level of the visual hierarchy result from a mixing 
pattern of bottom-up afferents from sensory areas and top-down signals from higher 
areas (Friston and Buchel, 2000; Kanwisher and Wojciulik, 2000). It is plausible that the 
enhanced centrality preceding correct trials reflects an anticipatory embedding of task-
relevant visual areas into a connectivity structure that facilitates the integration of visual 
signals upon target presentation (Freeman et al., 2011). 
The co-occurrence of enhanced clustering and centrality/core closeness in task-
relevant visual areas reflects two contrasting but complementary properties of func-
tional brain networks. The local interconnectivity of brain regions allows for distinct 
processing of sensory attributes that need to be globally integrated to achieve coherent 
behavioral performance (Tononi et al., 1994). Importantly, anticipatory adjustments of 
the large-scale connectivity structure during successful task preparation revealed a 
dynamic interplay of both, local segregation and global integration. 
Methodological Considerations. The application of graph theory has been proven to 
be a powerful tool for the analysis of complex brain networks (Bullmore and Sporns, 
2009; Bressler and Menon, 2010). However, the availability of a large set of abstract 
measures leads also to technical challenges. Little is known about the functional rele-
vance or interpretation of graph measures (Rubinov and Sporns, 2010), which makes it 
crucial to explore their relation to human behavior. Given the lack of studies exploring 
differences between graph measures, pre-selecting a subset of graph measures to focus 
analyses on is a questionable approach. On the other hand, including all measures and 
testing their relevance independently leads to the ensuing problem of multiple compar-
isons (Siegel et al., 2012). Our inverse modeling approach tackles this problem by com-
3Predicting Errors from Reconfiguration Patterns 
55 
bining all available measures into one statistical model (fingerprint). Using pattern clas-
sification and cross-validation, important measures and their functional relevance are 
investigated in an unbiased fashion. We consider the data-driven selection of network 
characteristics as a substantial improvement that helps to increase objectivity in ex-
ploratory network analysis and might prospectively serve to define more concrete hy-
potheses about dynamic reconfigurations in specific network characteristics.  In our 
study, the number of included participants is rather small. It is therefore desirable to 
replicate our findings with a larger sample size in the future. 
Conclusion. We found the human large-scale network architecture to be dynamically 
adjusted during preparation for an upcoming task. Consistent with our hypotheses, we 
found (i) that task preparation changed the interaction of a densely connected, frontal-
ly-dominated core with peripheral areas specific for perceptual processing in the re-
spective task, and (ii) that changes in network topology were centered on task-relevant 
visual areas. Most importantly, the observed network reconfigurations were (iii) con-
sistent across participants and predictive for the success of subsequent behavior. This 
consistency underscores the importance of dynamic reconfigurations in large-scale 
brain networks for task preparation and reveals important insights into the mechanisms 
underlying human behavioral flexibility. 
Materials and Methods 
Participants. Ten healthy volunteers (5 males, mean age: 25.3 y) participated with in-
formed consent in accordance with the local ethics committee of the University Hospi-
tal in Cologne, Germany. After exclusions for incomplete scans, 9 participants were 
retained for subsequent analyses. All were right-handed, had normal or corrected-to-
normal vision, no history of psychiatric or neurological diseases, and no structural brain 
abnormalities. 
Experimental Paradigm. Target stimuli consisted of 200 colored and moving dots 
(0.06° x 0.06° each; lifetime: 50 ms; speed: 14°/s) randomly positioned in a circular fash-
ion around the center of the screen (covering a visual angle of 8°). The dominant move-
ment direction was either inwards or outwards. We included random movement, such 
that only a certain percentage of all dots moved coherently inwards or outwards. The 
dominant color was either red or blue. Three distractor colors were included that had 
the same luminance as the target colors (green, yellow and purple). Depending on a 
letter cue (C or M) presented at the beginning of each trial, participants had to either 
prepare the color or the motion task. In the color condition, participants had to indicate 
by button press whether the dominant color was red or blue, and in the motion condi-
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tion participants had to indicate whether the dominant movement direction was in-
wards or outwards. Participants were instructed to respond as fast and as correctly as 
possible. As a control condition, we included trials where participants were not able to 
prepare for the upcoming task (cue N). Targets in non-preparation trials consisted either 
of stationary colored dots or of moving gray dots, so that participants unambiguously 
knew which task to perform upon target presentation. 
Task difficulty, determined by the coherence of the task-relevant feature, was adapted 
individually for each participant in a 12-minute practice session before the fMRI experi-
ment. Based on a pilot study, color coherence values were set to 34% and motion co-
herence values were adjusted to obtain similar reaction times and error rates. These 
values were then chosen as starting values for the fMRI session during which the values 
were further adapted, if necessary. The behavioral results confirmed that there were no 
differences in task difficulty between the tasks (reaction times, color: 705 ms ±15 SEM; 
motion: 687 ms ±16 SEM; t (8) = 1.41; P > .20). Also, we found no differences in error rates 
(color: 14.78 ±2.29 SEM; motion: 11.44 ±1.65 SEM; t (8) = 1.53; P = .17). 
Timing was as follows: a cue was presented for 1,000 ms, followed by a variable prepa-
ration delay of 5,000, 7,000, or 9,000 ms. The target was presented for 1,000 ms, followed 
by an intertrial interval of 3,000 ms. Each condition (neutral, color, motion) was pre-
sented 72 times in counterbalanced order. After 18 consecutive trials, visual feedback 
was given to inform about errors in the previous task block. The feedback was followed 
by a null-event (10-14 s). The total duration of the experiment was 49 minutes. 
Data Acquisition and Analysis. Functional data were acquired on a Siemens Trio 3T 
scanner using an echo planar imaging sequence with 30 interleaved axial slices of 3 mm 
(field of view 192 mm, 3 x 3 mm in-plane, repetition time (TR) 2 s, echo time 30 ms, flip 
angle = 90°), as well as a T1-weighted high-resolution MDEFT scan. Image preprocessing 
was performed using the Oxford Center for Functional Magnetic Resonance Imaging of 
the Brain (FMRIB) Software Library (FSL). Unsmoothed functional volumes were motion 
and slice-time corrected. 
Node Definition. Preparation and no preparation conditions were modeled using a 
general linear model (GLM) and resulting parameter estimates were subjected to a mul-
tivariate searchlight analysis (radius 8 mm, across-participant cross-validation) to func-
tionally define a map of brain regions generally involved in task preparation (i.e., (color 
& motion) vs. neutral; see Fig. 1B). This map was parcellated into 70 non-overlapping 
nodes (radius = 12 mm). For more details, see SI. 
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Network Construction. For each fMRI dataset, linear and quadratic trends were re-
moved and potential sources of global effects were regressed out (estimated movement 
parameters; global mean of each trial). Resulting voxel time courses were shifted by 6 s 
in order to account for the hemodynamic lag (Aguirre et al., 1998). For each condition 
the relevant time points from the preparation delay were extracted (excluding the TR 
immediately before target presentation) and concatenated over trials (total time points 
(average ± SEM): color correct: 231.3 ± 7.1; motion correct: 238.7 ± 4.7; color incorrect: 
56.7 ± 7.1; motion incorrect: 49.3 ± 4.7). Mean regional BOLD time series were then sub-
jected to a wavelet decomposition to reconstruct wavelet coefficients in the 0.06–0.12 
Hz range (scale two). The correlation (coherence) between all possible pairs of regions 
was calculated to construct four 70 × 70 weighted connectivity matrices, one for each 
condition. Negative correlations and those that did not pass false discovery rate correc-
tion (FDR(q=0.01)) were set to zero. 
Network Decomposition. Functional connectivity matrices were Fisher z transformed 
and averaged over all preparation conditions and subjects. In contrast to the individual 
data, the group-averaged matrix was thresholded to retain only 20% of the strongest 
connections and converted to a binary graph. K-core decomposition first removes all 
nodes with one connection only (including their edges) and assigns them to the k = 1 
shell. The procedure is then repeated for all nodes with two or fewer connections, which 
are assigned to the k = 2 shell. This is repeated with increasing k, until all nodes are 
assigned to a k-shell (Fig. 3A). Second, based on the k-shell index, nodes are divided into 
the core (nodes with k-shell index = kmax) and the periphery (nodes with indices smaller 
than kmax). A control analysis confirmed the stability of the core when analyzing all con-
ditions separately (SI Appendix). 
Graph Analysis: Network quantification. To characterize functional network topolo-
gies, a list of 21 weighted network measures (10 local and 11 global measures; namely, 
local and global degree; average shortest path length; local and global clustering; as-
sortativity; transitivity; modularity; local, global, cost and nodal efficiency; small-world 
scalar; betweenness and current flow betweenness centrality; eigenvector, closeness, 
and core centrality; PageRank; vulnerability; core closeness) were calculated separately 
for each subject and condition and concatenated into a network fingerprint containing 
711 entries in total (i.e., 10 local measures x 70 nodes plus 11 global measures), per 
subject. All metrics were calculated using the networkX software package 
(http://networkx.lanl.gov; corresponding formulas are listed in the SI).  
Network Decoding. For each subject and condition, indices of the network fingerprint 
were transformed to z-scores and subjected to a pattern classification algorithm (sparse 
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multinomial logistic regression (Krishnapuram et al., 2005), lambda = 0.1, implemented 
in PyMVPA (Hanke et al., 2009)). The classifier was trained on all but one subject and the 
remaining subject was used as an independent test set. This leave-one-subject-out 
procedure was repeated until every subject had been used in the test set once. The 
classification performance (for decoding tasks, i.e., color vs. motion, and performance, 
i.e., correct vs. incorrect separately for each task) was assessed and the resulting classi-
fication weights were taken as indicator for the relative importance of each node and 
measure for the classification (Fig. 2). For values of the discriminative graph measures 
see Table S2. To determine the statistical significance of the classification performance 
and related weights, we performed a nonparametric permutation test with 10,000 per-
mutations (Nichols and Holmes, 2002b). All reported weights of the classification func-
tion were significant p < .05 and were corrected for multiple comparisons (711, regions 
and metrics) using FDR(q=.05). 
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Preparatory Attention Shapes Efficient Core  
Integration of Large-scale Brain Networks 
Top-down expectations facilitate upcoming perceptual decisions by tuning local prop-
erties of the visual system to prioritize task-relevant sensory input. However, the role of 
preparatory attention in guiding the flow of information between spatially distributed 
brain areas is not well understood. Here, we used functional (fMRI) and diffusion mag-
netic resonance imaging (dMRI), to assess attention-related changes in the whole-brain 
network organization while participants prepared for a demanding color and motion 
discrimination task. We found that faster response times (RTs) were associated with 
increased integration of visual cortex with the network’s structural core, spanning parie-
tal and frontal regions. These effects were independent from modulation of local BOLD 
activity, which was also found to be present, but limited to parietal regions and early 
visual cortex (V1). In contrast, preparatory adjustments of the functional network topol-
ogy extended to task-related visual areas (V4/hMT). Furthermore, confirming these re-
sults, we modeled the diffusion of stimulus information from low-level visual areas 
throughout the visual hierarchy and found that information in fast compared to slow 
response trials propagated quicker to areas in the dorsolateral prefrontal cortex 
(DLPFC). Our results suggest that attention-related adjustments of the network topology 
allow for efficient routing of information, which consequently quickens the accumula-
tion of evidence in the perceptual decision process. 
 
 
 
 
 
This chapter is based on: Ekman, M., Derrfuss, J., Tittgemeyer, M. & Fiebach, C.J. (in 
revision). Preparatory Attention Shapes Efficient Core Integration of Large-scale Brain 
Networks.  
Chapter 4 
60 
Introduction 
Expectations reduce computational limitations of the visual system by constraining 
perceptual processes on the basis of prior knowledge (Summerfield and Egner, 2009; 
Kok et al., 2013). While the underlying neuronal processes are still debated (Reynolds 
and Heeger, 2009; Carrasco, 2011), preparatory adjustments were consistently found to 
facilitate perceptual decisions (Ress et al., 2000; Wylie et al., 2006; Stokes et al., 2009) 
that can be measured, e.g., by faster response times (RTs) (Prado and Weissman, 2011; 
Esterman et al., 2014). In the visual domain, these anticipatory adjustments were found 
to be reflected in selective activation of target-specific neural subpopulations tuned to 
the anticipated features (Chawla et al., 1999; Treue and Martinez Trujillo, 1999; Shibata 
et al., 2008). More recently, studies have begun to investigate the effect of attention on 
controlling the information flow between distant cortical regions (Fries et al., 2001; 
Salinas and Sejnowski, 2001) and it has been shown that top-down expectation can 
modulate the connectivity pattern of cortical regions, independent from changes in 
regional BOLD amplitude (Friston and Buchel, 2000; Haynes et al., 2005; Freeman et al., 
2011; Saproo and Serences, 2014). 
Preparatory changes in the functional connectivity organization are believed to allow 
for efficient routing of information (Salinas and Sejnowski, 2001; Ekman et al., 2012) that 
gradually propagates through the visual hierarchy (Felleman and Van Essen, 1991) and 
subsequently integrates with higher-level areas (Heekeren et al., 2004; Beck et al., 2008). 
A critical structure for global communication in the brain is the network’s densely con-
nected ‘core’ or ‘rich-club’ (Hagmann et al., 2008; van den Heuvel and Sporns, 2011) that 
serves as a ‘connectivity backbone’, linking remote regions across the brain (van den 
Heuvel et al., 2012; Bassett et al., 2013a; Markov et al., 2013). Anatomical locations asso-
ciated with the ‘core’ typically span the parietal cortex, regions along the cortical mid-
line, superior frontal cortex, insula, and thalamus. In a previous study, we found that 
top-down expectations were associated with changes in the topological proximity of 
visual areas to the network’s backbone in a task-dependent manner (Ekman et al., 
2012). These observations lead us to hypothesize that top-down expectations (as, e.g., 
when preparing for a task) modulate the accessibility of task-relevant visual areas to the 
core, which results in more efficient information propagation and therefore facilitates 
the decision process and should ultimately lead to faster responses. 
In the present study, we used a demanding visual discrimination task to examine 
whether the topological proximity of task-relevant perceptual areas to the network’s 
core is associated with faster RTs. We used functional magnetic resonance imaging 
(fMRI) and diffusion magnetic resonance imaging (dMRI) in conjunction with a network 
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modeling approach and multivariate pattern analysis to investigate differences in the 
preparatory network states preceding slower vs. faster RTs in the upcoming task. To 
further investigate differences in the spatio-temporal dynamics of information propaga-
tion, we performed a computational simulation of information diffusion, based on the 
estimated functional connectivity organisation. Our results show that top-down expec-
tation shapes anticipatory network connectivity patterns to allow for a more efficient 
integration of task-relevant brain regions with the network’s structural core. 
Materials & Methods  
Participants. Twenty healthy volunteers participated with informed consent in accord-
ance with the local ethics committee of the University Hospital in Cologne, Germany. 
Part of the dataset (10 participants) was used for a previous publication (Ekman et al., 
2012). In order to allow for more robust inference ten additional participants were test-
ed for the current study. Further, all participants were re-invited for a second session to 
collect dMRI data. After exclusions for incomplete scans, 18 participants (13 female, 
mean age = 25 y) were retained for subsequent analyses. All were right-handed, had 
normal or corrected-to-normal vision, no history of psychiatric or neurological diseases, 
and no structural brain abnormalities. 
Paradigm and Stimuli. Depending on a letter cue (C or M) presented at the beginning of 
each trial, participants were instructed to prepare either for a visual motion task or for a 
color discrimination task, and to respond as fast and as accurate as possible to the 
target stimulus (Fig. 1A). Target stimuli consisted of 200 colored and moving dots (0.06° 
x 0.06° each; lifetime: 50 ms; speed: 14°/s) randomly positioned in a circular fashion 
around the center of the screen (covering a visual angle of 8°). The dominant movement 
direction was either inwards or outwards. We included random movement, such that 
only a certain percentage of all dots moved coherently inwards or outwards. The domi-
nant color was either red or blue. Three distractor colors were included that had the 
same luminance as the target colors (green, yellow and purple). In the color condition, 
participants had to indicate by button press whether the dominant color was red or 
blue, and in the motion condition participants had to indicate whether the dominant 
movement direction was inwards or outwards. The same paradigm was previously used 
in Ekman et al. (2012).  
As a control condition, we included trials where participants were not able to prepare 
for the upcoming task (letter cue N). Targets in non-preparation trials consisted either of 
stationary colored dots or of moving gray dots, so that participants unambiguously 
knew which task to perform upon target presentation. Task difficulty, determined by the 
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coherence of the task-relevant feature, was adapted using a staircase procedure sepa-
rately for each participant resulting in about 80% correct responses. Individual coher-
ence values were determined in a 12-minute practice session before the fMRI experi-
ment and further adapted during the experiment, if necessary. 
Timing was as follows: a cue was presented for 1,000 ms, followed by a variable prepa-
ration delay of 5,000, 7,000, or 9,000 ms. The target was presented for 1,000 ms, followed 
by an intertrial interval of 3,000 ms. Each condition (neutral, color, motion) was pre-
sented 72 times in counterbalanced order. After 18 consecutive trials, visual feedback 
was given to inform about errors in the previous block. The feedback was followed by a 
null-event (10-14 s). The total duration of the experiment was 49 minutes.  
 
Figure 1. Behavioral task and data modeling approach. (A) A letter cue instructed participants to prepare for a 
visual discrimination task (“C” for color or “M” for motion). After a variable preparation interval of 5,000–9,000 
ms, a target was presented that required a color or motion judgment (see Material and Methods). (B) Individu-
al response time (RT) distributions were used to divide RTs into five equally sized categories ranging from fast 
(RT I) to slow (RT IV). 
 
Data Acquisition and Analysis. Functional data were acquired on a Siemens Trio 3T 
scanner using an echo planar imaging sequence with 30 interleaved axial slices of 3 mm 
(field of view 192 mm, 3 x 3 mm in-plane, repetition time 2 s, echo time 30 ms, flip angle 
= 90°), as well as a T1-weighted high-resolution MDEFT scan. Image preprocessing was 
performed using the Oxford Center for Functional Magnetic Resonance Imaging of the 
Brain (FMRIB) Software Library (FSL). Functional volumes were motion and slice-time 
corrected and temporally high-pass filtered (128 s). The automatic cortical parcellation 
provided by Freesurfer (Fischl, 2012) was used to obtain a grey matter segmentation 
based on individual T1 images and a mask of visual area V1. 
Diffusion-weighted data were collected using spin-echo echo-planar imaging (twice 
refocused spin-EPI; TR=9000 ms, TE=87 ms, 72 axial slices, resolution=1.7×1.7×1.7 mm3). 
Diffusion weighting was isotropically distributed along 60 directions (b-value 1000 
s/mm2). Finally, seven images without diffusion weighting were acquired at the begin-
ning and after each block of ten diffusion-weighted images, providing an anatomical 
reference for motion artifact correction. To increase the signal-to-noise ratio of the 
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diffusion-weighted images, the arithmetic mean across three consecutive scanning 
sessions was computed. 
Behavioral analysis. Response times (RTs) were calculated relative to the beginning of 
the target onset. RTs > 3 SD were regarded as outliers and excluded from further anal-
yses (occurrence <0.5%). For each participant, based on 20% percentile intervals, RTs 
for color and motion preparation trials were grouped into five categories (I-V) ranging 
from ‘fast RTs’ to ‘slow RTs’ (Fig. 1B). RTs of the neutral preparation condition were not 
analyzed. Notably, faster response times could indicate that participants favored speed 
over accuracy. In order to exclude this confound, the analysis was restricted to trials 
with correct responses only. In order to investigate variability in the RTs across subjects, 
individual RT distributions were additionally fitted using an ex-Gaussian distribution 
with Gaussian parameters 	�, �	and exponential parameter �, that captures the tail of 
the distribution (Matzke and Wagenmakers, 2009). Kieffaber et al. (2006) suggested that 
the Gaussian components � and � reflect changes in attentional cognitive processes, 
whereas changes in the exponential component were related to changes in intentional 
cognitive processes (however, see Matzke & Wagenmakers (2009) for a critical review). A 
long tail in the RT distribution, captured by parameter �, could further indicate that 
some participants show more attentional lapses (Weissman et al., 2006) than others. In 
order to exclude that differences between RT categories I-V were driven by attentional 
lapses, reflected in the tail of the distribution, we tested the difference of individual ν 
parameters using an iterative leave-one-out procedure. For each iteration, parameter 
ν	was estimated separately for the aggregated RTs of all-but-one participant and for the 
left-out participant. The difference of ���� and ���� reflects the similarity of the individ-
ual and the aggregated group parameter. This procedure was continued until each 
participant was used in the left-out set once. Finally, in order to quantify the similarity of 
individual � parameters, all values (i.e. ���� � ����) were tested against difference from 
zero using a one-sample t-test. 
Construction of functional brain networks. Weighted, high-resolution functional connec-
tivity matrices were calculated for each preparation period (RT category I-V) using a 
beta-series correlation approach (Gazzaley et al., 2004; Rissman et al., 2004; Chadick 
and Gazzaley, 2011). To this end, for each trial, cue, preparation period, and target were 
modeled separately using a general linear model (GLM). Cue and target period were 
modeled using boxcar functions convolved with the canonical hemodynamic response 
function for the duration of each epoch in FSL’s FEAT (Woolrich et al., 2009). In order to 
be maximally separable from cue and target, the preparation periods were modelled 
using a convolved stick function to model the middle of the delay, capturing early and  
late delay-related responses (Postle et al., 2000). 
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Figure 2. Illustration of the analysis pipeline. (A) Structural connectivity networks based on regions from the 
AAL template upsampled to N=1024 nodes (left) were used to extract the network’s rich-club. Rich-club re-
gions and correspondence across subjects (right). (B) High-resolution functional connectivity networks were 
derived from beta-series correlations (see Materials and Methods) of all grey matter voxels (left) and used to 
characterize preparatory network states RT (I-V) using core closeness (right), a network measure reflecting the 
ease of information transmission between individual nodes and the structural core (see Materials and Meth-
ods). (C) Core closeness during task preparation, averaged over all subjects for RT categories I-V, projected 
onto the grey matter surface. 
 
Parameter estimates for the preparation period were then registered to the MNI152 2-
mm standard brain template and subsampled to a 4 mm isotropic resolution; no further 
spatial smoothing was applied. For each subject trial-specific beta values were tempo-
rally concatenated, separately for each RT category (I-V), to calculate the pairwise Pear-
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son correlation between all grey matter voxels. This resulted in a voxel-by-voxel connec-
tivity matrix (Buckner et al., 2009). Functional correlations in this matrix were tested for 
significance and correlations that did not pass correction for multiple comparisons 
(false discovery rate of q < 0.05) were set to zero. Further, we excluded correlations with 
negative weights and those between neighboring voxels to account for a bias toward 
short-range interactions due to non-biological reasons such as movement or partial 
volume effects (Power et al., 2011). The relation of functional and structural connectivity 
is still an ongoing area of research (Sporns, 2014). While anatomical connections some-
what constrain functional connections, the relationship can be especially complex if 
functional connections are modulated by different task conditions (Jbabdi and 
Behrens, 2013). Functional dependencies between brain areas might for example arise 
despite a lack of a direct structural connection, or because they share a common input. 
For this reason, in our analysis the functional network matrices were not constraint by 
the structural connectivity. 
Construction of structural brain networks. First, dMRI data were processed using tools 
from FSL’s FDT (FMRIB's Diffusion Toolbox) (Behrens et al., 2003) and used to fit a tensor 
to the local diffusion profiles. The fitted tensor was used to calculate the preferred diffu-
sion direction and the level of fractional anisotropy (FA) in each voxel (Beaulieu and 
Allen, 1994). Second, white matter tracts were reconstructed using deterministic fiber 
tracking, based on the FACT (fiber assignment by continuous tracking) algorithm (Mori 
and van Zijl, 2002) using 8 seeds, evenly distributed over the volume of a voxel. The 
tracking was stopped when the fiber tracts made a turn of >45° or when a voxel with a 
FA value <0.1 was reached (van den Heuvel and Sporns, 2011). Third, network nodes 
were constructed by parcellating 116 regions from the anatomical labeling (AAL) atlas 
(Tzourio-Mazoyer et al., 2002) into N=1024 regions (including cortical and subcortical 
sites), roughly matching the number of nodes in van den Heuvel and Sporns (2011). 
Following the procedure described in Fornito et al. (2010), the parcellation of individual 
AAL nodes was proportional to their volume, resulting in approximately equally sized 
regions (voxels per region: 33.5 ± 6.8, mean ± SD; Fig. 2A). This AAL-1024 map was regis-
tered from the MNI space to each participant’s native dMRI space, preserving discrete 
values using a nearest neighbor interpolation method (Gong et al., 2009). Fourth, 
weighted connectivity matrices � were created for each participant by determining for 
each pair of brain regions i and j, whether fibers were present that connected these 
regions. The entry ���  was set to the sum of existing fibers that connect region i and 
region j (van den Heuvel and Sporns, 2011).  
Extracting the connectivity backbone. Based on the structural connectivity matrix M, for 
each individual participant, the weighted rich-club coefficient ��(�) was computed. 
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The rich-club coefficient describes the network feature that highly connected nodes are 
more densely connected among themselves than expected by chance (Opsahl et al., 
2008; van den Heuvel and Sporns, 2011). First, the degree k of each node was computed 
as the number of links to other nodes in the network. Then a subgraph of the original 
connectivity matrix was constructed for each degree k, in which only nodes of at least k 
were included. For each subgraph, the number of links is denoted as ���  and the sum 
of these weighted links is denoted as ���. The weighted rich-club coefficient ��(�) 
was then computed as the ratio between the sum of the subgraph weights ��� and the 
sum of the strongest ��� connections from the original weighted connectivity matrix 
(van den Heuvel and Sporns, 2011; Grayson et al., 2014). Formally, ��(�) is defined as: 
��(�) = 	 ���∑ ��������������
	
(1) 
Individual ��(�)	values were normalized by constructing 1000 randomized networks 
preserving the local degree distribution (Maslov and Sneppen, 2002). The normalized 
rich-club coefficient ������ (�)	was then computed as: 
������ (�) = 	
��(�)
�������� (�)
,	
(2) 
where �������� (�)	is the averaged rich-club coefficient from all randomizations. Per-
mutation testing was used to assess statistical significance of the rich-club coefficients. 
To this end, the set of randomized networks was used to create a null-distribution and 
p-values were calculated as the percentage of random values that exceeded the non-
normalized values. 
For each participant, the network was said to show “rich club” organization for different 
levels of k when ������ > 1 and when PFDR < 0.05 (two-sided; FDR correction was per-
formed across levels of k). From all levels k that met these criteria, k was chosen so that 
approximately 16% of all network nodes belong to the rich-club, matching previous 
rich-club results (van den Heuvel and Sporns, 2011; van den Heuvel et al., 2012; Grayson 
et al., 2014) and assuring that the rich-club has roughly the same size across all partici-
pants. Alternatively, one could calculate the rich-club coefficients based on a group 
averaged structural connectivity matrix. However, constructing the rich-club for each 
individual participant allowed us to take potential differences in the structural network 
organization into account. 
For each participant, we created a binary map indicating whether individual nodes were 
assigned to the structural rich-club. This binary map was aligned with the functional 
data by normalizing it to the MNI152 2-mm template using nearest neighbor interpola-
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tion. Further, similarity of rich-club maps across subjects was assessed using the Dice 
coefficient (Dice, 1945): 
��� = 	
�	|	�� � ��|
|��| � |��| 	
(3) 
, where ���  is the similarity of rich-club maps � for subjects i, j. The Dice coefficient is 
defined for the range between 0 and 1, where 1 corresponds to perfect agreement be-
tween the rich-club maps. The average Dice similarity was calculated as the mean of the 
pairwise comparison between all subjects. Significance of the inter-subject similarity 
was obtained using a permutation test with 10,000 iterations. To this end, for each indi-
vidual participant the allegiance of rich-club nodes and non-rich-club nodes was ran-
domly shuffled. Finally, statistical significance was obtained by comparing the average 
Dice similarity with the null distribution of the shuffled rich-club maps. In order to illus-
trate the consistency across subjects, individual rich-club maps were overlaid and pro-
jected to the grey matter surface (Fig. 2A). 
Here, we obtain the rich-club based on structural data, while our previous study (Ekman 
et al., 2012) used functional data. An exploratory analysis was conducted to compare 
the similarity of the rich-club based on functional data and structural data using the 
Dice coefficient. To this end, the rich-club was also calculated for the functional connec-
tivity matrices, averaged over RT conditions I-V, using the same analysis procedure as 
described for the structural rich-club. 
Functional network analysis. Network analysis was further used to quantify the ease of 
information-flow between functional network nodes and the structural ‘connectivity-
backbone’. Here, functional nodes that share their anatomical location with the struc-
tural core were regarded as rich-club nodes. To this end, we define the core closeness 
(CC) for all nodes in the network as: 
��� =
1
����� �
1
�������
����,���
,	
(4) 
where ���� is the shortest weighted path length between node i and rich-club node j, and 
���is the number of rich-club nodes. The weighted path length was calculated based 
on the functional connectivity networks. A value of ��� = 1 indicates that all rich-club 
nodes can be reached within one step, reflecting maximal ease of information flow. A 
value close to zero (��� ≅ 0) indicates that the communication between node i and the 
rich-club takes many steps and is therefore less efficient (see illustration in Fig. 2B). Note 
that while certain regions will naturally display a higher or lower CC, based on our pre-
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vious study (Ekman et al., 2012) we predicted that CC, driven by top-down control, is 
modulated in a task-dependent manner. 
Due to the immense computational costs of calculating the high-resolution (~30,000 
grey matter voxels; 4 mm isotropic resolution) core-closeness (~12 h per subject), 
ues	were normalized using only 30 randomized networks preserving the local degree 
distribution (Maslov and Sneppen, 2002). The normalized CC coefficient ������ was 
then computed for each grey matter voxel i as: 
������(�) = 	
��	(�)
��������(�),	
(5) 
where ��������	is the averaged CC from all randomizations. For illustration purposes, 
normalized core-closeness ������ was averaged over subjects for different RT catego-
ries (I-V) and projected onto the cortical surface (Fig. 2C) using PySurfer 
(http://pysurfer.github.io). 
As a control measure, we additionally computed the weighted degree centrality (DC) for 
each node, which takes the connectivity to all connected regions into account, i.e. not 
only to the network’s rich-club, and is defined for node i as: 
�	(�) = 	� ���,
���
	 (6) 
Where ���  is the weighted connectivity between node i and j. 
A control analysis was conducted to exclude that thresholding of the functional network 
graphs (i.e., disregard connections with PFDR >= 0.05) induced changes in the overall 
network density that might potentially confound the comparison of RT categories I-V. 
To this end, the weighted network density was calculated for each subject and RT cate-
gory I-V. Resulting density values were tested for differences between RT categories 
using an ANOVA. 
Predicting RT variations from core closeness. Individual core closeness maps for each RT 
category were subjected to a whole-brain multivariate searchlight analysis 
(Kriegeskorte et al., 2006). Within each sphere (radius=6 mm) a linear support vector 
machine (SVM) was trained across subjects to learn the RT categories I-V from the net-
works’ closeness patterns (5-class classification based on an one-against-one ap-
proach). We used leave-one-out cross-validation to assess classification performance 
and to prevent overfitting. In each fold, the classifier was trained on all but one subjects, 
and the remaining subject was used to evaluate the model prediction. Statistical signifi-
cance was obtained from nonparametric permutation testing with 1,000 permutations. 
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To this end, the RT categories were shuffled and resulting classification performance 
values were compared to the non-shuffled predictions (Nichols and Holmes, 2002; Etzel 
et al., 2013). Resulting statistical maps were corrected for multiple comparisons using 
false discovery rate (FDR) with p < 0.05. As a control, the same analysis was carried out 
for the degree centrality maps. Note that the primary reason for using a SVM was the 
flexibility of the statistical model. Specifically, we had no reason to expect that potential 
differences were limited to the multivariate pattern of the network measures. Compared 
to a conventional regression analysis, employing a SVM has the advantage that the 
statistical model is internally cross-validated and therefore prevents overfitting; this is 
especially relevant as the predicted variable consists only of five RT categories and a 
conventional regression analysis usually requires a continuous variable with >20 obser-
vations. In our experience, estimates from a cross-validated model in this case are more 
accurate. Furthermore, the SVM, unlike conventional regression analysis, does not im-
pose any assumptions of a linear relationship between the network measures and the 
RT categories. One could for example imagine that core-closeness for RT category I 
(fastest) is five times as high as for RT category V (slowest), but only two times higher 
compared to RT category III (intermediate). Employing a SVM allowed us to test for the 
reliability of these potential differences without assuming a strictly linear relationship. 
Anatomical specificity of the effects. We defined visual areas sensitive to the employed 
color and motion discrimination task based on a GLM analysis. To this end, motion-
sensitive area hMT was defined contrasting colored moving dots (from the target of the 
motion condition) with colored stationary dots (from the target of the neutral condi-
tion). Color-sensitive area V4 was defined contrasting colored moving dots (from the 
target of the color condition) with grey moving dots (from the target of the neutral con-
dition). A second-level, random-effects analysis was performed using FSL’s FLAME 
(Woolrich et al., 2009) and resulting maps were tested with a liberal threshold of p < 0.01 
uncorrected and a cluster threshold of 100 voxels. In order to probe the anatomical 
specificity of the searchlight analysis, we repeated the classification analysis in func-
tionally defined regions V4/hMT and anatomically defined regions V1/V2 (using Free-
surfer). In addition to the employed network metrics, i.e. CC and DC, the classification 
was also performed on the activity pattern from the beta-estimates and on the aver-
aged mean activity of the preparation period. Significance was assessed using nonpar-
ametric permutation analysis with 10,000 permutations. 
Network diffusion model of information propagation. Information propagation was mod-
eled as a diffusion process following a stochastic Reed-Frost spread-of-infection model 
(Brockmann and Helbing, 2013) on the estimated functional connectivity graphs 
ܣ ൌ ሼܸǡ ܧሽ during task preparation. The nodes ݒ௜ א ܸ represent the ith cortical and 
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subcortical voxel, and the edges, ��� � �, represent the weighted functional connectivi-
ty between all voxels i and j. In the simulated diffusion process, each node in the net-
work can be in either of two states: inactive (‘no information representation’) or active 
(‘information representation’). After selecting a starting node (‘inserting new infor-
mation’), the diffusion model allows to examine the spread of information in the net-
work along its edges. At any time-point t of the simulation, information propagates from 
an active node to its topological neighbours (Fig. 3A). Once a node becomes ‘active’ it 
can independently spread information and ‘activate’ other nodes to which it is con-
nected. Information diffusion is only possible if two nodes i and j are connected 
(��� 	≠ 0). Crucially, information diffusion was modeled as a stochastic process that 
takes the individual edge weights ���into account. Specifically, an independent Bernoulli 
trial was carried out for each diffusion process from an active node to a non-active node. 
This diffusion process has two possible outcomes, namely successful transmission with 
probability p, and failure with probability �	 � � � �, where 0 � � � ��The probability p, 
reflecting the chance of successful information transmission, was determined by the indi-
vidual edge weight ���  multiplied with a diffusivity constant � that controls the overall 
propagation speed [���� � 	��� 	� 	������	���	�	�������������)]. In all simulations 
� � 0�0� was kept constant. Note that, since the success of information propagation 
depends on individual edge weights, information will propagate more likely along high-
ly connected regions.  
The previously described searchlight analysis revealed significant regions in the visual 
cortex that predict RT variations based on CC. To compliment the searchlight analysis, 
these regions were used as starting nodes to simulate the information spread through-
out the network. To this end, a single voxel from one of the significant regions was ran-
domly chosen and the simulation was repeated 100 times for each subject and RT cate-
gory (I-V). Resulting diffusion quantities were averaged over all iterations. 
Quantifying network diffusion. This simplified model of information propagation allowed 
us to test for differences in the diffusion process between different preparatory network 
states (schematic illustration in Fig. 3B). Here, we focus on three network diffusion pa-
rameters, (i) the percentage of nodes that are active at a given time t (‘percent of infor-
mation propagation’), (ii) the average time t it takes until the information ‘arrives’ at a 
certain node i when inserted at node j (‘nodal hitting time’; schematic illustration in Fig. 
3A), and (iii) the diffusion velocity � at which the information spreads at any given time t. 
Here, diffusion velocity refers to the amount of newly activated nodes �� at a given 
simulation time interval �� and can therefore not be compared with the velocity of 
neuronal information transmission (Thorpe et al., 1996). Specifically, a sigmoid function, 
typically employed for characterizing population dynamics (Brockmann and Helbing, 
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2013), was used to fit the percentage of network activity over time (Fig 3C). The diffusion 
velocity was then calculated as the first derivative of this function.  
 
Figure 3. Simulating the spatio-temporal trajectory of information propagation based on the network’s func-
tional connectivity structure. (A) Illustration of the employed stochastic diffusion model. The anticipatory 
network states from the preparation period were used to simulate the spread of information in the network. 
At time-point zero, information is ‘injected’ in the visual cortex and propagates along the network edges to 
other nodes. The average time it takes for information to reach a certain node is defined as the nodal hitting 
time (see Materials and Methods). (B) The example shows the information propagation of a single subject for 
network states preceding fast (RT I; top) and slow (RT V; bottom) response times. (C) Illustration of the metrics 
derived from the network simulation. The spread of information over time was fitted with a sigmoid function 
(red line). The time before the ‘injected’ information reaches ~15% of the networks’ core is defined to be the 
pre-core hitting time and the remaining time is defined to be the post-core hitting time. The area under the 
curve (AUC) was used as a measure for the time it takes to activate the overall network (left). The first deriva-
tive of the sigmoid function defines the diffusion velocity (right), which peaks after ~15% of the network’s core 
is reached (blue dot). 
 
100
0
20
40
60
80
C
Simulation time Simulation time
In
fo
rm
at
io
n 
pr
op
ag
at
io
n 
[%
]
D
iff
us
io
n 
ve
lo
ci
ty
 [a
.u
.]
Core hitting time
Pr
e
Co
re
 h
itt
in
g 
tim
e
Po
st
Co
re
 h
itt
in
g 
tim
e
AUC
B
‘inject information’
‘inject information’
Simulate information diffusion
R
T 
fa
st
R
T 
sl
ow
A
Nodal hitting time
MIN MAX‘inject information’
time t+1 time t+2 time t+3 ... time t+n
Chapter 4 
72 
We hypothesized that network topology preceding trials with fast RTs would allow in-
formation to propagate more rapidly compared to slower trials. This was tested by 
calculating the area under the curve (AUC) for the fitted sigmoid functions (Fig. 3C) for 
all RT categories (I-V) and tested for significant differences using an ANOVA. 
Previous studies have highlighted the role of a densely connected core for information 
transfer (van den Heuvel and Sporns, 2011; Ekman et al., 2012), in particular the fact that 
the core contains a large amount of long range connections that allow to spread the 
information efficiently throughout the network (van den Heuvel et al., 2012). It is possi-
ble that potential differences in the diffusion process between RT categories are re-
stricted to an initial phase, in which information has to reach the connectivity back-
bone. In this scenario, once the backbone is reached, information spreads rapidly in the 
network and does not differ between slow and fast RTs.  
Moreover, this would indicate that differences in the network topology are rather specif-
ic to connections from noncore regions to core regions. Alternatively, the diffusion pro-
cess for slower RT could be delayed in general, i.e., this would be evident in a delayed 
initial phase before, but also after hitting the core and reflect a rather unspecific, net-
work-wide effect of impaired information transfer. To test for differences in the tem-
poral dynamics of this diffusion process, we additionally compared (i) the time it takes 
until ~15 % of the connectivity backbone is activated (‘core hitting time’), and (ii) the 
time from core activation until the whole network is activated (‘post core hitting time’ = 
total time - core hitting time) (Fig 3C). It was predicted that the spread of information 
would rapidly accelerate once a critical amount of core regions is activated. The arbi-
trary value of 15% marks a time-point where some of the core regions are activated, but 
before a critical amount of regions was reached. We repeated the analysis for values 
from 10-20% in steps of 1% to make sure that the results do not depend on a specific 
percentage value. 
Finally, to test whether the propagated information reaches specific areas reliably earli-
er or later in the simulated diffusion process, we additionally compared (iii) nodal hit-
ting time maps between slow (I-II) and fast RT (IV-V) categories, using a nonparametric t-
test with 10,000 permutations. Resulting contrast maps were corrected for multiple 
comparisons using FDR p < 0.05. Note, that the simulated network diffusion process 
ends when all nodes are reached. Therefore, the final configuration of activity is always 
the same for slow (I-II) and fast (IV-V) RT categories. 
4Preparatory Attention Shapes Efficient Core Integration 
73 
Results 
Behavioral results 
Across subjects, overall RTs varied between 479-1151 ms. Individual mean RTs varied 
between 670 and 859 ms, and individual RT SDs varied between 126 and 158 ms. The 
estimated ex-Gaussian parameter �, reflecting the tail of individuals’ RT distributions, 
varied between 0.004-0.009 (0.007 ± 0.002, mean ± SD). Comparing parameter � across 
participants revealed no significant differences (one-sample t-test, P = 0.15), mitigating 
the possibility that differences between RT categories I-V were due to the fact that some 
participants displayed more attentional lapses than others. After excluding incorrect 
trials, on average 23.35 trials (3.17 SD) remained per RT category (I-V). 
Core closeness of early visual areas is predictive of response time variations 
Structural rich-club regions were located in the parietal cortex, along the cortical mid-
line and in the insula and showed high correspondence between participants (Fig. 2A). 
The distribution of rich-club regions was similar across subjects (Average Dice coeffi-
cient: 0.88 ± 0.01, mean ± SD; range: 0.86-0.91; nonparametric permutation test, P < 
0.001). An exploratory analysis showed that the rich-club regions were similar for struc-
tural and functional data (Average Dice coefficient: 0.75 ± 0.03, mean ± SD; range: 0.72-
0.85; nonparametric permutation test, P < 0.001). A detailed comparison of functional 
and structural rich-club organization can be found in Grayson et al., 2014. 
Our main question was whether RT variations can be predicted from anticipatory net-
work states that reflect the ease of communication with the network’s core. To answer 
this question, we used graph theory to quantify functional connectivity networks during 
task preparation, and a multivariate whole-brain searchlight analysis to predict RT vari-
ations based on local core closeness (CC) scores. 
Functionally defined regions sensitive to color and motion stimuli are shown in Figure 
4A. CC was predictive of RT variations in visual cortex (Fig. 4B; nonparametric permuta-
tion test, 1,000 permutations, all P < 0.05, corrected for multiple comparisons; chance 
level = 20%), namely in early visual cortex V1/V2 (mean accuracy = 46%; peak MNI coor-
dinates -6, -98, -10), color sensitive area V4 (mean accuracy = 38%; peak MNI coordi-
nates 38, -82, -12) and motion sensitive area V5/hMT (mean accuracy = 48%; peak MNI 
coordinates 48, -70, 8). Anatomical locations of V1 and V2 were confirmed by overlaying 
the searchlight results with a mask obtained from an anatomical parcellation of V1/V2 
(see Materials and Methods; Fig 4B). 
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In order to test whether the preparatory changes in the network topology were rather 
global or specific to connections from the early visual cortex to the rich-club, we addi-
tionally applied a searchlight analysis based on the local degree centrality (DC). DC, in 
contrast to CC, measures the overall connectivity of a single node to all other nodes, 
whereas CC quantifies the connectivity that is specific to the rich-club. DC was predic-
tive of RT variations in the posterior cingulate cortex/precuneus (PrC; peak MNI coordi-
nates 10, -54 14) and in early visual cortex (V1; peak MNI coordinates 8, -72 6), but not in 
putative visual areas V4 and hMT (all P > .2; Fig. 4B).  
 
Figure 4. Predicting response time variations from anticipatory network states. (A) Task-relevant motion and 
color areas derived from contrasting BOLD activity of visual stimuli during target presentation. These areas 
were used as functionally defined regions of interest for subsequent analyses. (B) Significant areas from a 
whole-brain searchlight analysis predicting RT variations based on core closeness and connectivity degree. 
Highlighted locations of area V1/V2 (blue; anatomically defined), V4 (green) and hMT (purple; both functionally 
defined; cf. panel A). (C) Complementary classification analysis based on local BOLD activity and connectivity 
measures in anatomically defined region V1/V2 and functionally defined regions V4/hMT. (D) Averaged and 
normalized scores for RT categories fast (I) to slow (V) for V1/V2 (top) and areas V4/hMT (bottom). Faster RTs 
were associated with higher core closeness and degree centrality in visual area V1/V2, whereas in V4/hMT this 
relationship holds only for core closeness. Error bars reflect SEM. LH/RH, left/right hemisphere; PrC, precu-
neus. 
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Additional control analyses were performed to test whether the obtained changes in 
functional connectivity were independent from changes in functional activity. To this 
end, the pattern classification analysis was restricted to anatomically and functionally 
defined regions V1/V2 and V4/hMT, respectively, and confirmed the results of the 
searchlight analysis (Fig. 4C). Further, RT differences could also be decoded significantly 
from activity patterns in putative area V1/V2 (mean accuracy = 32%, P = 0.003, nonpar-
ametric permutation test), but not in color and motion sensitive areas V4 and hMT (Fig 
2C; all P > 0.2). Classification based on the mean activity pattern was not significant in 
both regions (all P > 0.2). 
Fig. 4D shows the average scores (CC, DC, mean BOLD activity) for the RT categories (I-V) 
and the neutral, i.e. no preparation, conditions in visual areas V1/V2 and V4/hMT. Com-
paring preparatory trials RT (I-V) to non-preparation trials, we found a significant in-
crease in both V1/V2 and in V4/hMT (all P < 0.05) for all average scores, reflecting pres-
timulus attention effect. Further, in V1/V2, higher CC and higher DC values were associ-
ated with faster RTs. In task-relevant areas V4/hMT this pattern was found only for CC. In 
contrast, the average BOLD activity displayed no clear relationship with RT (Fig. 4D). 
The overall network density, defined as the mean network degree, showed no signifi-
cant differences between RT categories I-V (ANOVA, F4 = 0.45, P = 0.77; Bayesian ANOVA, 
Bayes Factorno difference = 13.64) indicating that the observed differences in CC and DC were 
not driven by global connectivity differences. 
Network diffusion 
The CC results indicate that task-relevant areas during preparation intervals preceding 
fast RTs display a tighter integration with the network’s structural core, compared to 
slow RT trials. It has been previously argued that the core serves as a ‘connectivity 
backbone’ that is essential for efficient information transmission (van den Heuvel et al., 
2012). A tighter integration with the network’s core could therefore allow for information 
from task-relevant visual areas to get distributed in the network more rapidly. Here, we 
hypothesized that preparatory attention shapes the network’s connectivity organization 
to enable for more efficient information transfer, once visual input is available. In order 
to test this hypothesis, we performed a complementary analysis simulating the propa-
gation of visual information using a stochastic diffusion model based on the underlying 
functional connectivity (see Materials and Methods). In contrast to the CC metric, the 
network simulation allows for a detailed exploration of the spatio-temporal trajectory 
by which neural activity spreads from putative visual areas V1 and V4/hMT to higher-
level cortical regions.  
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Figure 5. Simulating information diffusion. (A) Overall time of information diffusion (AUC-1; cf. Fig. 3C) increas-
es with increasing response times. (B) Comparison of pre-core and post-core hitting times for increasing RTs 
revealed a significant effect of RT on pre-core hitting times, indicating that differences in the information 
propagation between RT categories are mainly due to connections between visual areas and the network 
core. (C) The propagation of information simultaneously ‘injected’ into visual areas V1, V4, and hMT (green 
circle) was investigated based on nodal hitting time (Fig. 3B) maps, i.e. the average time it takes until infor-
mation reaches a particular region. Contrasting hitting time maps between slow (I-II) and fast (IV-V) prepara-
tion trials showed that during fast RT trials information arrives significant earlier in the precuneus (PrC), intra-
parietal sulcus (IPS), dorsolateral prefrontal cortex (DLPFC) and thalamus (Th). PFDR < 0.05, saturated color 
scale; P < 0.05, uncorrected, desaturated color scale). Error bars reflect SEM. 
 
The simulated diffusion of information follows a sigmoid function (Fig. 3C). After starting 
the diffusion process in the identified visual cortex areas (V1/V4/hMT), the velocity of 
information spread increases rapidly once it reaches ~15% of all network core regions 
and slows down afterwards until the whole network is reached. Comparing the inverse 
AUC (i.e., the time needed to reach all network nodes) between different RT categories, 
we found a significant difference (F(3,17) = 4.95, P = 0.001), indicating larger inverse AUC 
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with increasing RTs (Fig. 5A). While pre-core hitting time increased with longer RTs (F(3,17) 
= 4.74, P = 0.002), post-core hitting times showed no statistical differences (F(3,17) = 0.96, P 
> 0.2; Fig. 5B). This comparison of pre-core hitting times and post-core hitting times 
suggests that differences in the total time to reach all network nodes were mainly due 
to differences in the pre-core hitting time, i.e. during fast RT trials the information is 
propagated quicker to the network core. The same results were found for a value range 
from 10-20 % to separate pre-core and post-core hitting time (all P < 0.05 for pre-core 
hitting time; all P > 0.1 for post-core hitting time; uncorrected for multiple comparisons). 
Comparing the spatio-temporal trajectory of information diffusion in terms of ‘hitting 
time‘ (cf. Fig. 3B for schematic of this approach) showed that information in fast trials 
(RT categories I-II) reached the intraparietal sulcus (IPS), precuneus, thalamus and re-
gions in the dorsolateral prefrontal cortex (DLPFC), including middle frontal gyrus (MFG) 
and inferior frontal sulcus (IFS) faster (Fig. 5C), compared to slow trials (IV-V).  
Discussion 
Using structural and functional imaging data in combination with graph theory and 
multivariate pattern analysis, the present study shows that anticipatory attentional 
modulations of the brain network's functional connectivity organization allow the pre-
diction of RTs to subsequent stimuli. Specifically, there was an enhanced integration of 
visual areas with the network's core in fast trials. Importantly, in task-relevant visual 
areas V4 and hMT these preparatory adjustments of the functional connectivity were 
not a reflection of an overall connectivity increase, but specific to areas in the network 
core. We propose that the tighter core integration of visual areas allows for a more effi-
cient routing of visual information upon target presentation (see also Ekman et al., 
2012), leading to faster RTs. 
This interpretation is in line with previous studies suggesting that the network’s struc-
tural rich-club, due to its topological properties, might play an important role for inter-
regional information transfer (Hagmann et al., 2008; van den Heuvel and Sporns, 2011; 
van den Heuvel et al., 2012). Concordantly, graph theoretical analyses of structural brain 
networks have shown that most of the network’s long-distance traffic travels through 
the rich club (Markov et al., 2013; van den Heuvel and Sporns, 2013a), which is believed 
to shorten transmission delays and facilitate synchronous information processing by 
means of reduced noise during information propagation (van den Heuvel et al., 2012). 
However, while investigations into the topological properties of the network’s core have 
accumulated convincing evidence, studies directly testing the functional implications of 
the core remain scarce (Ekman et al., 2012; Park et al., 2013). Thus, our results linking 
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the structural “rich club” organization to behavioral performance constitute an im-
portant contribution to confirming the functional relevance of the “rich club” organiza-
tion.  
Additional analyses, simulating the spatio-temporal spread of information, allowed us 
to further elucidate the role of the network core for efficient routing of information. In 
line with the proposed function of the core (van den Heuvel and Sporns, 2013b), the 
velocity of information spread rapidly increased once the visual information reached 
core regions, underscoring the core’s important role for fast and efficient information 
transfer. Importantly, our results showed that different RTs were mainly reflected in 
differences in the connectivity organization linking visual areas to network core regions 
(‘pre-core hitting time’). Once the information reached the core, the information spread 
equally fast between different RTs (‘post-core hitting time’). This result is in line with our 
previous observation, where the lack of sufficient core integration of visual areas was 
predictive of behavioral errors (Ekman et al., 2012).  
Our simulation further illustrates that during trials with fast RTs compared to slow RTs, 
information diffuses more quickly to parietal and frontal regions. We speculate that 
these preparatory reconfigurations in the connectivity organization led to faster infor-
mation propagation upon target presentation and consequently facilitate the accumu-
lation of evidence (Gold and Shadlen, 2007) for the impending perceptual decision at 
later downstream processing stages (Kim and Shadlen, 1999; Heekeren et al., 2004), 
thus allowing for faster motor responses (Ratcliff, 1978). This interpretation accords with 
computational models of perceptual decision-making (Gold and Shadlen, 2007; Beck et 
al., 2008), in which visual areas provide sensory evidence that is integrated in frontal 
and parietal areas. In support of this, in a direction-of-motion visual discrimination task 
by Kim and Shadlen (1999), cells in regions of the monkey’s lateral intraparietal area 
(LIP), frontal eye fields (FEF) and prefrontal cortex (PFC) were associated with forming a 
perceptual decision by integrating the sensory evidence represented in area MT. Fur-
ther, electrical stimulation of direction-sensitive MT neurons during a motion discrimi-
nation task caused monkeys to choose the neurons’ preferred directions more often, 
providing evidence for a causal link between the representation of sensory evidence 
and the perceptual decision (Ditterich et al., 2003). Importantly, stimulation of direction-
sensitive neurons in area MT also quickened decisions in favor of the preferred direc-
tion, showing that sensory representations in visual areas are relevant for RTs (Ditterich 
et al., 2003; Heekeren et al., 2008). 
Previous studies have shown that the content of sensory orientations can be classified 
from early visual cortex (Kamitani and Tong, 2005) during the passive viewing of visual 
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stimuli, but also in the absence of visual stimulation for example during attentional 
modulation (Serences and Boynton, 2007; Albers et al., 2013) and working memory 
maintenance (Haynes and Rees, 2005; Harrison and Tong, 2009; Serences et al., 2009; 
Riggall and Postle, 2012). Further, when rapidly switching between color and motion 
discrimination tasks, activity in visual cortex was predictive of the upcoming task (Wylie 
et al., 2006; Shibata et al., 2008; Ekman et al., 2012) and pre-stimulus activity in early 
visual regions (V1-V3) was linked to behavioral performance (Ress et al., 2000). Our re-
sults show that visual areas in preparation trials compared to neutral trials, in which 
subjects were not able to prepare for the upcoming task, displayed an enhancement in 
both, the local BOLD response and in the employed connectivity metrics, possibly re-
flecting the influence of top-down modulations (Corbetta et al., 1990; Kastner et al., 
1999). Further, the pattern of V1 activity – but not the mean amplitude - was predictive 
of the upcoming RTs. This anticipatory modulation likely reflects a sharpening of neural 
tuning towards task-relevant features (Watanabe et al., 1998; Kok et al., 2013) which 
potentially facilitates the sensory processing by reducing performance limiting internal 
noise (Summerfield and Egner, 2009). In V1 the preparatory modulations of BOLD activi-
ty were accompanied by modulations in the functional connectivity measures. Both, 
modulations in BOLD activity and functional connectivity were predictive of partici-
pants’ RTs. 
In contrast, in task-relevant areas V4 and hMT only the topological proximity to the 
structural core was predictive of individual RTs, but not the local activity pattern or the 
overall connectivity degree. Attention studies have shown that attending to color and 
motion (Liu et al., 2011a), also in the absence of visual input (Chawla et al., 1999) was 
associated with baseline shifts in visual areas V4 and V5/hMT (Schlack and Albright, 
2007; Serences and Boynton, 2007); but see also (Rao et al., 2012). In a previous study 
using the same paradigm, we also found that BOLD activity in color and motion sensi-
tive areas V4 and hMT, displays target-specific modulations of delay activity (Ekman et 
al., 2012). These attention-related baseline shifts are thought to reflect the influence of 
top-down biasing signals originating in frontal and parietal regions (Corbetta and 
Shulman, 2002). However, in line with previous findings (Fannon et al., 2007), in the 
present study, neither the mean activity, nor the pattern of pre-target activity was pre-
dictive of individuals’ performance. For V4/hMT, we show that behavioral differences in 
RTs were only found for the connectivity measures. 
Limitations 
We believe that the application of graph diffusion models might prospectively help to 
advance our understanding of the spatio-temporal trajectory of information propaga-
tion. However, while our graph diffusion model was able to distinguish between differ-
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ent RTs, it has some limitations. First, given the difficulty of estimating directional influ-
ences from fMRI (Smith et al., 2011), we cannot distinguish between ‘feedback’ and 
‘feedforward’ connections and the simulated diffusion process was based on ‘feedfor-
ward’ connections only. Second, we cannot distinguish between inhibitory and excitato-
ry connections, i.e. in our simulation all connections were excitatory. Third, our model 
does not use a realistic range of transmission velocity, as e.g. given by the physical dis-
tance between nodes (Ghosh et al., 2008). However, as physical distance between 
nodes was constant between RT categories it is in fact unlikely to influence our results. 
Alternative biophysical models were suggested to address these limitations, e.g. nonlin-
ear neural mass models (Breakspear et al., 2003; Honey et al., 2009). However, a recent 
comparison (Abdelnour et al., 2013) has shown that graph diffusion models, while com-
putationally less challenging, offer a reasonable approximation of brain dynamics and 
have been successfully applied to predict for example the progression of Alzheimer’s 
disease along neuronal pathways (Raj et al., 2012). Fourth, due to the limited number of 
trials, the color and motion condition were aggregated to model the diffusion of net-
work activity. In future studies, it would clearly be of interest to model both conditions 
separately and test if V4 and hMT show different trajectories of information propagation 
for the different tasks. 
In the present study the network core was defined based on structural data and is there-
fore assumed to be stable for the duration of the experiment. However, this assumption 
is supported by our previous study (Ekman et al., 2012), which showed that also a func-
tionally defined core remained stable across different conditions of an experiment. In 
line with this, another study has shown that most connectivity changes are found in 
non-core regions (Bassett et al., 2013a). Further, a recent study reported a high agree-
ment between the network core extracted from functional and structural data (Grayson 
et al., 2014). However, future studies might further explore the flexibility of functional 
core regions and their relevance for behavioral performance. 
Finally, our results are based on differences across participants. For this reason we can-
not exclude that RT differences were influenced by factors like subject specific task 
strategies. While we believe that the attention-related changes in network topology 
could generally also explain individual trial-by-trial differences, this remains an interest-
ing question for future studies.  
Conclusion 
Neural correlates of preparatory attention were described as changes in sensitivity for 
the anticipated feature (Wylie et al., 2006; Shibata et al., 2008; Stokes et al., 2009). Re-
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cent studies have shown that attention also operates by modulating inter-area coupling 
(Haynes et al., 2005; Gregoriou et al., 2009) and thereby controls the flow of visual infor-
mation (Freeman et al., 2011; Saproo and Serences, 2014). Here, we provide evidence 
that prior information about the upcoming task can alter the large-scale functional 
connectivity organization that allows for more efficient transmission of information to 
higher-level cortical areas upon target presentation and consecutively improves per-
ceptual decision-making.  
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5 
Different Roles of Direct and Indirect Fronto-Parietal 
Pathways for Individual Working Memory Capacity 
The ability to temporarily store and manipulate information in working memory is a 
hallmark of human intelligence and differs considerably across individuals, but the 
structural brain correlates underlying these differences in working memory capacity 
(WMC) are only poorly understood. In two separate studies, diffusion magnetic reso-
nance imaging data and WMC scores were collected for 70 and 109 healthy individuals. 
Using a combination of probabilistic tractography and network analysis of the white 
matter tracts, we examined whether structural brain network properties were predictive 
of individual WMC. Converging evidence from both studies showed that lateral prefron-
tal cortex (PFC) and posterior parietal cortex (PPC) of high capacity individuals are more 
densely connected compared to low-capacity individuals. Importantly, our network 
approach was further able to dissociate putative functional roles associated with two 
different pathways connecting frontal and parietal regions, a cortico-cortical pathway 
and a subcortical pathway. In Study 1, where participants were required to maintain 
and update working memory items, the connectivity of the direct and indirect pathway 
was predictive of WMC. In contrast, in Study 2, where participants were required to 
maintain working memory items without updating, only the connectivity of the direct 
pathway was predictive of individual WMC. Our results suggest an important dissocia-
tion in the circuitry connecting frontal and parietal regions, where direct fronto-parietal 
connections might support storage and maintenance, while subcortically mediated 
connections support the flexible updating of working memory content. 
 
 
 
This chapter is based on: Ekman, M., Fiebach, C.J., Melzer, C., Tittgemeyer, M. & Der-
rfuss, J. (in press). Different Roles of Direct and Indirect Frontoparietal Pathways for 
Individual Working Memory Capacity. The Journal of Neuroscience.  
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Introduction 
Humans and non-human primates have developed a remarkable capacity to store and 
manipulate information "online". This process, referred to as working memory, is fun-
damental for many perceptual and cognitive abilities (Fukuda et al., 2010; Johnson et 
al., 2013) and is closely linked to general intelligence (Conway et al., 2003). The capacity 
of working memory (WMC) varies substantially across individuals (Cowan, 2001; Luck 
and Vogel, 2013), but the neural correlates of individual differences in WMC are at pre-
sent only poorly understood.  
Recent studies using fMRI and EEG suggest that differences in WMC can be partly at-
tributed to differences in attentional processes involved in the selection of relevant and 
filtering of irrelevant information (Vogel and Machizawa, 2004; McNab and Klingberg, 
2008; Luck and Vogel, 2013). Irrelevant information consumes unnecessary capacity and 
it has been shown that low-capacity individuals tend to encode irrelevant information 
to a greater extent than high-capacity individuals (Vogel et al., 2005; Luck and Vogel, 
2013). The effectiveness of filtering out irrelevant information, thus, may form a critical 
basis for the capacity limit of working memory (Kane and Engle, 2002; McNab and 
Klingberg, 2008). The prefrontal cortex (PFC) forms the top of a hierarchy that, on the 
one hand, enables robust maintenance (Cohen et al., 1997; Curtis and D'Esposito, 2003) 
and selective boosting of WM storage in posterior parietal cortex (PPC) (Edin et al., 2009) 
and, on the other hand, allows for filtering of WM representations via fronto-striatal 
connections (Alexander et al., 1986), where the basal ganglia and the thalamus act as a 
gate that support the flexible updating of WM contents in a task-dependent manner 
(Frank et al., 2001; O'Reilly and Frank, 2006; McNab and Klingberg, 2008). This interpre-
tation is in line with the predominant view of the PFC as a key region for executive con-
trol (D'Esposito et al., 1995; Miller and Cohen, 2001; Baddeley, 2003) and integrates well 
with the proposal that individual differences in WMC are a function of differences in the 
efficiency of executive control processes (Engle and Kane, 2004). 
Studies exploring the structural correlates of WMC using diffusion magnetic resonance 
imaging (dMRI) linked higher WMC to higher white matter ‘integrity’ in fronto-parietal 
regions (Nagy et al., 2004; Klingberg, 2006; Takeuchi et al., 2010). However, it is an open 
question how specifically these structural properties contribute to individual differences 
in WMC. One possible explanation is that higher white matter ‘integrity’ improves infor-
mation processing capacities of the brain in an unspecific manner – and thereby allows 
for faster information transfer and enhanced communication between frontal and pari-
etal brain regions (Nagy et al., 2004; Karlsgodt et al., 2008). Alternatively, the anatomical 
basis for individual differences in WMC may be grounded in different contributions of  
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Figure 1. Working memory tasks and outline of expected results. Working memory tasks used in (A) Study 1 
(‘maintenance and updating’) and (B) Study 2 (‘maintenance’). (C) Expected dissociation of the functional 
roles of two anatomical pathways connecting frontal and parietal brain regions. Based on previous functional 
MRI results, we predicted that individual WMC in Study 1 (involving WM updating) depends on a direct cortico-
cortical pathway and an indirect subcortically-mediated pathway. In contrast, for Study 2 involving only WM 
maintenance, we predicted that individual WMC depends only on the direct pathway (see Materials and 
Methods). PFC, Prefrontal cortex; PPC, Posterior parietal cortex; Th/BG, Thalamus/basal ganglia. 
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two anatomical pathways connecting frontal and posterior parietal regions, a direct 
cortico-cortical pathway connecting prefrontal and parietal regions via the superior 
longitudinal fasciculus (Klingberg, 2006), associated with maintenance and boosting of 
WM storage in parietal regions (Edin et al., 2009), and an indirect pathway via the stria-
tum and thalamus (Alexander et al., 1986; Clower et al., 2005) that was implicated in 
gating and flexible updating of WM content (Frank et al., 2001; McNab and Klingberg, 
2008). 
To test this hypothesis, we measured participants’ WMC using two different working 
memory tasks, and examined the anatomical contribution of direct vs. indirect anatom-
ical pathways to WMC differences using dMRI. The WM task in Study 1 involves mainte-
nance and frequent updating of to-be-remembered items and should therefore rely on 
both the direct and indirect pathways. In contrast, Study 2 involves maintenance of to-
be-remembered items but no updating and should therefore rely exclusively on the 
direct pathway. 
Materials and Methods 
Participants. Healthy volunteers participated with informed consent in accordance with 
the local ethics committee of the University Hospital in Cologne, Germany (Study 1: 
N=70, 32 female, age 25 ± 3 years, mean ± SD; Study 2: N=109, 56 female, age 25 ± 4 
years). Study 1 and Study 2 are independent samples, i.e., none of the participants of 
Study 1 participated in Study 2 and vice versa. An independent set of twenty partici-
pants (10 female, age 24 ± 2 years) completed the behavioral tasks from Study 1 and 
Study 2, without structural imaging, to assess the similarity of the two different WM 
tasks. 
Working memory tasks. Before image acquisition, participants performed a working 
memory task that was used to quantify individual WMC. In the WMC task of Study 1, 
each trial involved the presentation of 2-7 numbers between 1-9, on a 3x3 grid (Wilhelm 
and Oberauer, 2006). Participants were instructed to maintain and update these num-
bers (+1/-1) based on instructions indicated by an upward or downward pointing arrow, 
respectively (Fig. 1A). By the end of a trial, a question mark appeared in one of the cells 
and participants had to enter the resulting updated number using a keyboard. Working 
memory span was calculated using the partial credit unit scoring method, in which 
credit is given to partly correct items, resulting in WMC scores in the range between zero 
and one (Conway et al., 2005). 
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The task used in Study 2 was a digit forward span test from the Wechsler Adult Intelli-
gence Scale (WAIS-IV) (Wechsler, 2009). Here, participants had to remember and recall 
(interval: 5 seconds) a sequence of verbally presented digits (between 1-9; cf. Fig. 1B). 
The sequences started with 2 items and increased in difficulty up to 10 items. If a se-
quence was correctly repeated after the delay, the number of items for the next se-
quence increased by one. If a sequence was incorrectly repeated, a different sequence 
of the same length was presented. The task concluded when both sequences of a given 
length were incorrect. Raw WM scores were calculated by adding the number of correct-
ly recalled items. For the final pair of sequences (i.e., the sequences that were both in-
correct), the sequence with more correct items was taken into account. For example, if a 
participant correctly recalled at least one sequence up to a load of 4, they would receive 
9 points (2+3+4) for these sequences. For the final sequences with a load of 5, they might 
have received 4 points for the first sequence, and 3 points for the second. In this case, 
the first sequence would be taken into account, and the final raw WM score would be 13 
points. The points were transformed into scaled WMC scores, ranging from 0-19, accord-
ing to age-specific norm tables of the standardized test manual of the WAIS-IV. 
Importantly, the working memory tasks in Study 1 and Study 2 differed with respect to 
component processes. The complex WM span task in Study 1 required participants to 
maintain and update information, whereas the forward span task in Study 2 only re-
quired maintenance. As explained in the introduction, we hypothesized that these 
component processes would rely on dissociable white matter pathways (Fig. 1C). 
Image acquisition. High-resolution T1-weighted images were acquired using a Siemens 
3T Trio scanner (12-channel array head coil; maximum gradient strength 40 mT/m) with 
a whole-brain field of view (MDEFT3D; TR=1930 ms, TE=5.8 ms, 128 sagittal slices, reso-
lution=1×1×1.25 mm3, flip angle=18°). Diffusion-weighted data were collected using 
spin-echo echo-planar imaging (twice refocused spin-EPI; TR=9000 ms, TE=87 ms, 72 
axial slices, resolution=1.7×1.7×1.7 mm3). Diffusion weighting was isotropically distribut-
ed along 60 directions (b-value 1000 s/mm2). Finally, seven images without diffusion 
weighting were acquired at the beginning and after each block of ten diffusion-
weighted images, providing an anatomical reference for motion artifact correction. To 
increase the signal-to-noise ratio of the diffusion-weighted images, the arithmetic mean 
across three consecutive scanning sessions was computed. Image acquisition parame-
ters were the same for Study 1 and Study 2. 
Node definition. Network nodes were constructed by parcellating 116 regions from the 
automated anatomical labeling (AAL) atlas (Tzourio-Mazoyer et al., 2002) into 1040 
approximately equally sized regions (Fig. 2A; voxels per region: 33.5 ± 6.8, mean ± SD; 
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voxel size: 2×2×2 mm3). This map was registered from the MNI space to each partici-
pant’s native dMRI space, preserving discrete values using a nearest neighbor interpola-
tion method (Gong et al., 2009; Cao et al., 2013). The computational costs of the net-
work computation increase exponentially with the number of nodes, therefore the 
number of 1040 nodes appeared to be a good compromise between reasonable spatial 
resolution and computational feasibility. For each participant, the estimation of the 
local connectivity distribution took ~24 h, and the probabilistic tractography for the 
1040 seed regions took ~260 h using a single-core CPU. 
 
Figure 2. Illustration of the pipeline to construct the large-scale white matter structural networks from diffu-
sion MRI. (A) Individual T1-weighted images were segmented into 1040 cortical and subcortical network nodes 
and the connectivity probability with all other nodes was estimated using probabilistic tractography (see 
Materials and Methods). (B) Individual connectivity matrices, reflecting the probability that any two nodes are 
connected, were used to calculate the degree centrality for each node. Degree centrality quantifies the ‘con-
nectedness’ of an individual node with all other nodes in the network (see Materials and Methods). (C) Group 
averaged degree centrality maps projected onto the grey matter surface, separately for each study. 
 
White matter tractography. We performed probabilistic tractography using FSL FDT 
Version 3.0 (Behrens et al., 2003) with default parameters. From each of the 1040 seed 
regions 5000 x n streamlines were sampled, where n is the number of voxels in one re-
5Different Roles of Direct and Indirect Fronto-Parietal Pathways 
89 
gion (Fig. 2A). The resulting connectivity probability for two regions i and j is given by the 
number of fibers starting in region i and passing through region j divided by 5000 x n. 
Due to the nature of the probabilistic tracking, the resulting connectivity probabilities 
between two regions, i.e., aij and aji, are not necessarily the same, albeit highly correlat-
ed. We defined an undirected connectivity matrix ࡭ by averaging both probabilities for 
every pair of nodes (Fig. 2B). Notably, all further analyses were performed on the 
weighted connectivity matrix, taking into account the probabilistic nature of the trac-
tography results and circumventing the problem of finding an arbitrary threshold when 
converting weighted into unweighted matrices (Cao et al., 2013; de Reus and van den 
Heuvel, 2013). 
Network analysis. Our first goal was to identify brain regions in which the white matter 
connectivity correlated with WMC. To achieve this, we employed a graph-theoretical 
measure of node-specific network centrality, that quantifies the connectivity of a single 
node in one value. In a second step, we sought to further quantify the connectivity of 
the identified brain regions using dMRI tractography. For each participant, based on the 
white matter network ࡭, we calculated the weighted degree for each network node. 
Degree is a network centrality measure that reflects how well a certain node is connect-
ed to all other nodes in the network and that has been shown to be a sensitive 
(Lohmann et al., 2010; Ekman et al., 2012) and reliable (Zuo et al., 2012) metric for the 
characterization of human brain networks. Further, degree-based connectivity 
measures have been found to yield robust results for different network construction 
methods and different node resolutions (Zhong et al., 2015). The weighted degree k of a 
node i is defined as: 
݇ሺ݅ሻ ൌ ෍ܽ௜௝
௝אே
 (1) 
Individual degree maps were registered to the MNI151 1-mm template and spatially 
filtered (FWHM=5 mm) to account for anatomical variability across participants. Group 
averaged degree maps for Study 1 and Study 2 are shown in Figure 2C. 
Predicting WMC from network connectivity. A general linear model (GLM) was used to 
predict WMC from degree maps (i.e., for individual voxels) across participants, separate-
ly for Study 1 and Study 2. The GLM included age and gender as variables of no interest. 
Resulting statistical maps were corrected for multiple comparisons using cluster correc-
tion with FSL’s cluster command (z = 2.33, cluster significance threshold p < 0.05) and 
projected to the inflated grey matter surface (Fig. 3). 
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Probing different roles for fronto-parietal pathways. Previous studies have highlighted 
the involvement of a fronto-striatal pathway, for the attentional control and filtering of 
working memory storage in parietal regions (Frank et al., 2001; McNab and Klingberg, 
2008). In contrast, direct fronto-parietal connections were associated with maintenance 
and boosting of working memory representations in posterior areas via excitatory input 
from the PFC (Edin et al., 2009). Based on these results from functional imaging and 
modeling, we predicted that WMC in Study 1, involving maintenance and updating of 
WM content, should rely both on the direct fronto-parietal pathway, supporting mainte-
nance, and the indirect pathway, supporting flexible updating. In contrast, we predicted 
that WMC in Study 2, involving maintenance but no updating of WM content, should 
only rely on the direct pathway, but not on the indirect pathway. 
In order to test our predictions, we performed probabilistic tractography separately for 
the direct and indirect fronto-parietal pathway. First, three spherical ROIs (right PFC and 
bilateral PPC; radius=9 mm) were created at the joint peak of the statistical maps from 
Study 1 and Study 2 (Fig. 4A). Second, probabilistic tracking was performed between the 
PFC and the PPC ROIs using FSL’s probtrackx ‘matrix option’. Note that tracking from 
the spherical ROIs ensures that PFC and PPC have the same volume for all participants 
and across studies, and therefore rules out that the tractography results are biased by 
volume differences of the relevant regions. 
To separate direct and indirect pathways, the probabilistic tracking was repeated twice. 
In order to quantify the connectivity of the indirect pathway, thalamus and basal gan-
glia were specified as ‘waypoint mask’ for the tracking and only streamlines passing 
these subcortical structures were taken into account for estimating the connectivity 
distribution (Fig. 4B/4C). For the quantification of the direct pathway, thalamus and 
basal ganglia were used as ‘exclusion mask’, discarding streamlines that entered the 
mask. Thalamus and basal ganglia were determined for individual participants using 
FSL’s FAST (Zhang et al., 2001) and registered to the native dMRI space. 
Finally, fronto-parietal connectivity for the direct and indirect pathways was quantified 
by dividing the number of streamlines found between PFC and PPC by the total number 
of sampled streamlines. Note that resulting connectivity values cannot be directly inter-
preted as ‘strength’ of the connection, but reflect a connectivity probability ranging 
from zero, reflecting low connection probability, to one, reflecting high connection 
probability. 
A GLM was used to predict individual WMC from the two fronto-parietal connectivity 
estimates, i.e. direct and indirect pathway, and also included age and gender as varia-
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bles of no interest. Combining these predictors in one model allows us to quantify and 
contrast the relative contribution of the direct and indirect pathway to WMC. We used 
nonparametric permutation tests to test for significant differences of the regression 
weights from 0. To this end, WMC scores were randomly permuted and we recalculated 
the GLM analysis with 10,000 permutations. The P value was given by the fraction of 
shuffles in which the original regression weight was exceeded by the regression weight 
for the shuffled data. Further, post-hoc contrasts were performed to test for differences 
in regression weights for the direct and indirect pathways. All results were corrected for 
multiple comparisons using FDR(q=.05). 
Results 
Behavioral results 
Individual working memory span varied widely across participants (Study 1, 0.71 ± 0.09, 
mean ± SD; range 0.49-0.92; Study 2, 11.07 ± 2.95, mean ± SD; range 5-19). No signifi-
cant correlation was observed between WMC and age (Study 1, r = 0.06, p = 0.64; Study 
2, r = -0.05, p = 0.62) and no significant difference was found between male and female 
participants (independent t-test, Study 1, t(68) = 0.51, p = 0.61; Study 2, t(107) = -0.12, p = 
0.90). No significant differences were found between Study 1 and Study 2 with respect to 
age (independent t-test, t(177) = -0.88, p = 0.38) and gender (�� test, �� = 0.16, p = 0.69). 
Twenty additional participants, for whom we collected behavioral data from both WM 
tasks, were used to estimate the similarity of WMC scores between studies. WMC scores 
from Study 1 and Study 2 were significantly correlated (r = 0.53, p = 0.02), which indi-
cates that both tasks capture similar WM constructs. However, the correlation of r = 0.53 
is considerably lower than the specified retest reliability for the WAIS span test used in 
Study 2 (r = 0.79), which most likely reflects the fact that both tasks focus on different 
component processes of WM (i.e., specifically the absence of an updating component in 
Study 2). 
Network centrality of frontal and parietal regions predict individual WMC 
Our main question was whether white matter structural network properties are predic-
tive of individual WMC. To answer this question we used probabilistic tractography and 
graph analysis to quantify the network centrality of 1040 brain regions. The spatial 
structure of the group averaged degree centrality maps from Study 1 and Study 2 were 
highly correlated (in the sense of a correlation of degree centrality values between the 
two samples across voxels), suggesting that degree centrality reflects fundamental 
quantitative properties of white matter connectivity (r = 0.99, p < 0.001). 
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Figure 3. White matter connectivity correlates with individual working memory capacity. Significant clusters 
from the whole-brain analysis show a positive correlation in the right lateral PFC, bilateral PPC, and right STG 
(Study 1, top). Note that even though the visualization suggests multiple PFC clusters, these are connected 
and in fact form a single activation cluster. Significant clusters from Study 2 (bottom) show a positive correla-
tion in the right lateral PFC, bilateral PPC and FO (all P < 0.05, corrected for multiple comparisons). LPFC, 
Lateral prefrontal cortex; PPC, Posterior parietal cortex. STG, Superior temporal gyrus; FO, Frontoparietal 
operculum. 
 
A whole-brain linear-regression analysis was used to predict WMC based on network 
centrality values derived from diffusion MRI-based tractography (see Materials and 
Methods). In Study 1, network centrality was predictive of individual WMC in the right 
lateral PFC (peak: r=0.36), including the posterior inferior frontal gyrus and the posterior 
middle frontal gyrus (Fig. 3, Table 1), the bilateral posterior parietal cortex (left peak: 
r=0.41, right peak: r=0.32), and the right superior temporal gyrus (peak: r=0.34; all p < 
0.05, corrected for multiple comparisons using cluster correction). The cluster in the 
superior temporal gyrus was continuous with another cluster in the inferior frontal gy-
rus, lateral orbital gyrus, and posterior orbital gyrus. In Study 2, network centrality was 
predictive of individual WMC in the same set of brain regions, i.e., the right lateral PFC 
(peak: r=0.42), including the posterior inferior frontal gyrus, inferior precentral gyrus and 
extending to the inferior frontal junction (Derrfuss et al., 2005), and the bilateral posteri-
or parietal cortex (left peak: r=0.29, right peak: r=0.34). A significant correlation in Study 
2 was further found in the left frontoparietal operculum, extending to the superior tem-
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poral gyrus (peak: r=0.31; all p < 0.05, corrected for multiple comparisons using cluster 
correction; Fig. 3, Table 1). Participants’ age and gender (that were included as variables 
of no interest into the GLMs) showed no significant correlation with degree centrality (all 
p > 0.1, corrected for multiple comparisons using cluster correction). Statistical maps 
from Study 1 and Study 2 overlapped in the right PFC and in the bilateral PPC (Fig. 4A; 
Table 1), presenting converging evidence from two independent studies that fronto-
parietal white matter connectivity is positively correlated with individual WMC. 
Table 1. Regions correlated with working memory capacity 
 Volume (mm3) Hemisphere X Y Z z value 
Study 1       
Lateral prefrontal cortex  
(posterior inferior frontal 
gyrus, posterior middle frontal 
gyrus) 
5812 RH 50 22 20 3.1 
Posterior parietal cortex 4292 RH 33 -55 59 2.9 
Posterior parietal cortex 11759 LH -31 -52 60 3.4 
Superior temporal gyrus 6053 RH 56 12 -13 3.8 
IFG, LOG, POG - RH 47 29 -15 2.9 
Study 2       
Lateral prefrontal cortex 
(posterior inferior frontal 
gyrus, inferior precentral gyrus, 
inferior frontal junction) 
10327 RH 50 26 16 4.5 
Posterior parietal cortex 1872 RH 40 -59 46 3.47 
Posterior parietal cortex 2351 LH -31 -68 42 3.7 
Frontoparietal operculum 3950 LH -55 -16 18 4.3 
Overlap Study 1 and Study 2  
Lateral prefrontal cortex 
(posterior inferior frontal 
gyrus) 
3808 RH 52 22 18 - 
Posterior parietal cortex 1215 RH 41 -55 45 - 
Posterior parietal cortex 580 LH -41 -55 44 - 
The peak coordinates are given in MNI152 1 mm space. IFG, inferior frontal gyrus; LOG, Lateral orbital gyrus; 
POG, posterior orbital gyrus; RH, right hemisphere; LH, left hemisphere. 
Distinct anatomical circuits for fronto-parietal connectivity 
Expanding on these results, we sought to dissociate the functional relevance of two 
distinct anatomical pathways connecting fronto-parietal regions, namely a direct corti-
co-cortical pathway (Klingberg, 2006) and an indirect pathway via subcortical regions 
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(Clower et al., 2005). Previous studies have suggested that a fronto-striatal network is 
involved in controlling the access to working memory storage in parietal and sensory 
regions (Pasternak and Greenlee, 2005) and in exerting attentional control to filter irrel-
evant information that consumes unnecessary capacity (Frank et al., 2001; O'Reilly and 
Frank, 2006; McNab and Klingberg, 2008). Direct cortico-cortical connections between 
frontal and parietal cortex, on the other hand, were associated with WM maintenance 
and with the boosting of working memory representations in posterior areas via excita-
tory input from the PFC (Edin et al., 2009). 
 
Figure 4. Probing different roles of fronto-parietal pathways for individual working memory capacity. (A) Brain 
regions were white matter connectivity was significantly correlated with individual working memory capacity 
in Study 1 (red) and Study 2 (blue). The overlap (green) was used to create spherical ROIs (radius = 9 mm). (B) 
Probabilistic tractography was performed between the right PFC and bilateral PPC ROIs (Note that the shaded 
ROI corresponds to the left-hemispheric PPC). Connectivity of the direct pathway (left) was estimated by 
excluding streamlines that passed through Thalamus (Th) and basal ganglia (BG). Connectivity for the indirect 
pathway (right) was estimated by counting only streamlines that passed through Th and BG (see Material and 
Methods). Shown is the local group averaged connectivity distribution. (C) Same as (B) for Study 2. PFC, Pre-
frontal cortex; PPC, Posterior parietal cortex; Th, thalamus; BG, basal ganglia. 
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To test whether these results can be extended to white matter network connectivity, we 
quantified the relative contributions of the direct and indirect pathways to individual 
WMC using multiple linear regression (see Materials and Methods).  
 
Figure 5. Dissociating different roles of the direct and indirect pathway for working memory capacity. (A) 
Results of the regression analysis linking fronto-parietal connectivity to individual WMC showed a significant 
contribution of the direct and indirect pathway in Study 1 (top). In Study 2, only the direct pathway was a 
significant predictor of individual WMC (bottom). (B) Scatter plots depicting the relationship of connectivity 
estimates with working memory scores for Study 1 (top) and Study 2 (bottom). The straight lines show the 
best linear fit. Grey shaded areas depict the 95% confidence intervals. Error bars indicate SEM; * PFDR< 0.05; ** 
PFDR< 0.01. 
 
To this end, we took the overlapping PFC and PPC regions from Study 1 and Study 2 
(Fig. 4A; Table 1) as starting points to perform probabilistic tractography and estimated 
the connectivity between these regions via the direct and indirect pathway (Fig. 4B/C), 
respectively. Here, the direct pathway crosses the corpus callosum and follows roughly 
the superior longitudinal fasciculus from the right PFC to the bilateral PPC. The indirect 
pathway routes from the right PFC to the bilateral PPC via basal ganglia (including glo-
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bus pallidus and striatum) and thalamus. Importantly, our results showed that the 
probabilities of fronto-parietal connections for the direct and indirect pathways were 
not significantly correlated (Study 1, r = -0.05, p = 0.70; Study 2, r =-0.09, p = 0.34), indicat-
ing that the two pathways might independently contribute to individual WMC. No signif-
icant differences were found between Study 1 and Study 2 for the connectivity esti-
mates of the direct pathway (independent t-test, t(177) = 0.11, p = 0.91) and the indirect 
pathway (independent t-test, t(177) = -1.11, p = 0.27), suggesting that there were no sys-
tematic differences between the two populations. 
In Study 1, involving maintenance and updating, both the direct pathway (t(66) = 3.56, p = 
7.1 × 10-4) and the indirect pathway (t(66) = 2.54, p = 0.014) revealed a significant and 
positive association with individual WMC (Fig. 5). In contrast, results for Study 2, involv-
ing maintenance but no updating of WM content, indicated that only the direct pathway 
(t(105) = 3.28, p = 1.4 × 10-3) had a significant and positive association with individual 
WMC. Regression weights for the indirect pathway were not significantly different from 
zero (t(105) = 0.28, p = 0.78). Contrasting the relative contributions of the two pathways 
within each study showed that the direct pathway has a significantly stronger contribu-
tion to individual WMC compared to the indirect pathway both in Study 1 (t(68) = 2.40, p = 
0.019) and Study 2 (t(107) = 3.15, p = 2.1 × 10-3). All P values were corrected for multiple 
comparisons using FDR(q=0.05). 
Finally, the data from Study 1 and Study 2 were combined in order to perform post hoc 
analyses to test statistically the difference in involvement of the indirect pathway be-
tween the two studies (i.e., in the form of study × pathway interactions). The study × 
indirect pathway interaction was significant (F(1,171) = 3.99, p = 0.04), confirming our hy-
pothesis that the indirect pathway was only predictive of WMC when the task required 
maintenance and frequent updating of WM content, i.e., as in Study 1. In contrast, the 
Study × direct pathway interaction was not significant (F(1,171) = 0.84, p = 0.36), highlight-
ing the relevance of the direct pathway for both working memory tasks. 
Taken together, these results indicate that high-capacity individuals showed higher 
fronto-parietal white matter structural connectivity than individuals with lower WM 
capacity. Further, the analysis of two anatomical pathways connecting frontal and pari-
etal regions revealed that the direct cortico-cortical pathway had a relatively stronger 
influence on individual WMC compared to the indirect subcortically-mediated pathway. 
Importantly, the indirect pathway, in previous functional neuroimaging studies associ-
ated with flexible updating of WM content, was only significantly correlated with WMC 
when the task required updating of WM content, i.e., in Study 1 but not in Study 2. This 
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distinction points to a dissociation of the two anatomical pathways with respect to their 
functional relevance. 
Discussion 
Working memory has been associated with a distributed network of brain regions in 
humans (Jonides et al., 1993; Cohen et al., 1997; Courtney et al., 1998; Pessoa et al., 
2002; Rottschy et al., 2012; Nee et al., 2013) and nonhuman primates (Fuster, 1990; 
Goldman-Rakic, 1996). Theories of working memory (Baddeley, 2003) suggest that this 
network can be broadly divided into areas that maintain and store information and 
areas that contribute to the top-down control and manipulation of working memory 
contents. Here we present evidence that the way how these two systems are intercon-
nected, contributes to individual differences in WMC. 
Investigating large-scale white matter connectivity networks, we found that the connec-
tivity of the PFC and PPC are positively correlated with individual WMC. The positive 
correlation of PFC connectivity with individual WMC is consistent with the general no-
tion of the PFC as an important control region for working memory (Kane and Engle, 
2002; Curtis and D'Esposito, 2003; Nee et al., 2013). Multiple studies have shown that the 
PFC has connections to large parts of the cortex, suggesting that PFC is in an ideal posi-
tion to integrate and coordinate information processing in various brain regions. Our 
findings are in line with this interpretation, as higher network centrality for high-
capacity individuals might facilitate these top-down processes (Kane and Engle, 2002).  
The PFC is also strongly connected via multiple recurrent circuits with the basal ganglia 
and thalamus (Alexander et al., 1986). In a computational model, Frank et al. (2001) 
suggest that the basal ganglia contribute a selective gating mechanism that enables 
flexible updating of working memory representations based on current goals. The basal 
ganglia have previously been shown to be involved in working memory tasks (Postle 
and D'Esposito, 1999; Lewis et al., 2004; Cools et al., 2008) and activity in the basal gan-
glia was associated with the preparation for filtering items during working memory 
encoding (McNab and Klingberg, 2008), supporting the view that the PFC controls ac-
cess to working memory via subcortical mechanisms (O'Reilly and Frank, 2006; Chat-
ham et al., 2014). Our results that high-capacity individuals show more pronounced 
fronto-parietal connectivity via the subcortical pathway are thus in line with the notion 
that individual WMC differences are partly due to differences in the efficiency with which 
bias signals emanating from the PFC filter irrelevant items from working memory 
(Rainer et al., 1998; Miller and Cohen, 2001; McNab and Klingberg, 2008). 
Chapter 5 
98 
The PPC has previously been identified as a key region for the representation of working 
memory items (Todd and Marois, 2005; Palva et al., 2010). Activity in the PPC is closely 
linked to the amount of stored information (Todd and Marois, 2004; Vogel and Machi-
zawa, 2004) and was found to be higher in correct compared to incorrect maintenance 
delays (Pessoa et al., 2002). Further, working memory training has been shown to in-
crease white matter connectivity in the parietal cortex (Takeuchi et al., 2010). In sum, 
our results indicate that PFC and PPC interact via two distinct anatomical pathways, i.e., 
a direct, cortico-cortical pathway and an indirect, subcortical pathway. Different cogni-
tive aspects of WMC, according to our data, are linked to the differential involvement of 
these two pathways. 
Theoretical implications and future directions 
In many models of working memory (e.g., (Rowe et al., 2000; Baddeley, 2003; Curtis and 
D'Esposito, 2003)), the PFC is not conceptualized as a region for the storage of memory 
representations, but rather as a source of top-down biasing control over posterior and 
sensory regions that actually represent the to-be-stored information (Miller and Des-
imone, 1994; Curtis and D'Esposito, 2003; Vogel and Machizawa, 2004; Pasternak and 
Greenlee, 2005; Palva et al., 2010). In this view, the PFC boosts memory representations 
in posterior areas via excitatory input (Edin et al., 2009) to rehearse and to keep to-be-
remembered items in an activated state. This mechanism is also thought to guard items 
against distraction and allows for stable working memory representations (Sakai and 
Passingham, 2003; Edin et al., 2009). At the same time the PFC, in orchestra with subcor-
tical regions, exerts attentional updating and filtering processes to free occupied capac-
ity from irrelevant information (Curtis and D'Esposito, 2003; Vogel et al., 2005; McNab 
and Klingberg, 2008). 
While the neural code that underlies these boosting and filtering processes is not yet 
sufficiently understood, our results imply a differential role of cortico-cortical and sub-
cortical pathways for individual differences in WMC. Our results suggest that the two 
structural pathways are associated with different functions with regard to boosting and 
filtering processes. In terms of neural code, the cortico-cortical fronto-parietal pathway 
could be responsible for boosting memory representations, while the subcortical path-
way, via basal ganglia and thalamus, would constitute a flexible gating mechanisms 
that is critical both for filtering irrelevant information and for updating WM with novel 
contents. During a complex working memory task as employed in Study 1 of the present 
study, these two mechanisms would need to work closely together in order to achieve 
optimal performance, as participants were required to store new items, update existing 
ones, and rehearse non-updated items on each trial. Note however that the precise 
subcortical pathways influencing fronto-parietal interactions are not well understood. 
5Different Roles of Direct and Indirect Fronto-Parietal Pathways 
99 
While the frontal lobe is considered the main cortical target of basal ganglia outputs 
(Alexander et al., 1986), Clower et al. (2005)found that the substantia nigra also targets 
the PPC.  
Following this argument, individual performance in simple WM tasks, as in Study 2 of 
the present study, that only require the storage and rehearsal of new information (Nagy 
et al., 2004; Karlsgodt et al., 2008; Takeuchi et al., 2010) might profit from strong direct 
fronto-parietal connections, whereas performance in complex working memory tasks 
that also require the flexible updating of working memory contents depends to a great-
er extent on subcortically-mediated attentional selection and filtering processes 
(Conway et al., 2005).  
While this interpretation finds some initial support from computational models (Frank 
et al., 2001), it is still an open question whether the PFC is also involved in maintaining 
items or solely focused on executive components like the aforementioned filtering pro-
cesses (Rowe et al., 2000; Curtis and D'Esposito, 2003). Furthermore, deciphering the 
neuronal code that is potentially associated with these distinct pathways is a challeng-
ing direction for future studies. In that respect, studying the structure of anatomical 
networks is limited in its functional interpretation. The present results can inform exist-
ing models of WMC about the differential role of white matter tracts for fronto-parietal 
connectivity; however, all speculations about their functional properties have to be 
validated using functional imaging techniques like EEG/MEG or fMRI. Still, given the 
difficulties of investigating direct vs. indirect modulations with e.g. fMRI (Smith et al., 
2011), we see our results as a significant contribution to a better understanding of the 
neurobiological underpinnings of individual differences in WMC. 
Most previous studies that have investigated white matter contributions to individual 
WMC differences focused on local white matter integrity of individual regions (Olesen et 
al., 2003; Nagy et al., 2004). For the results reported here, it has been crucial to apply a 
network approach to investigate how these regions are interconnected. While previous 
studies revealed that white matter integrity of the frontal cortex is positively correlated 
with individual WMC (Nagy et al., 2004), we see it as an important achievement of our 
study to conceptualize these white matter properties as differences in the connectivity 
with other brain regions. Importantly, these findings integrate nicely with existing work-
ing memory models (Frank et al., 2001; O'Reilly and Frank, 2006) and might prospective-
ly help to demarcate WMC from closely related concepts like general intelligence, for 
which the frontal connectivity pattern has been shown to be rather global in its origin 
and to involve a large network of other brain regions (Cole et al., 2012).  
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However, one might argue that the network approach chosen here comes with the cost 
of added complexity. Studies that investigated structural network metrics (like the de-
gree centrality measure employed here) with respect to their physiological plausibility 
are scarce, which in turn limits their interpretability (Jbabdi et al., 2013; Johansen-Berg, 
2013). In addition, it is not yet well understood how certain parameters of the network 
analysis, like the choice of network nodes (Fornito et al., 2013) or different network met-
rics (Ekman et al., 2012), influence the results. In light of this, we argue that future stud-
ies might profit from combining network analyses with well-established analysis meth-
ods. In the current study, the degree centrality metric was only used in a first step to 
identify regions that were predictive of individual WMC. All subsequent investigations of 
differential PFC connectivity followed more conventional analysis methods. However, 
future studies will have to show if there are more appropriate network metrics for the 
study of anatomical brain networks (Johansen-Berg, 2013; Passingham, 2013). A poten-
tial shortcoming of our study is that independent populations of participants performed 
the two WM tasks. Therefore, we cannot exclude the possibility that systematic differ-
ences between the populations in variables not measured might have had some influ-
ence on the results. However, the populations were well-matched in terms of relevant 
demographic variables and our analyses show that the distributions of white matter 
connectivity estimates are very similar across populations. This issue is further mitigat-
ed by the relatively large sample sizes in both studies. 
In summary, our data demonstrate that differences in WMC can be reliably predicted 
from white matter network connectivity. The identified differences in the anatomical 
circuitry highlight an important dissociation between subcortical and cortico-cortical 
pathways for fronto-parietal connectivity and are in line with the attentional filtering 
account of WMC.  
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Summary 
In this thesis I investigated neural mechanisms involved in the dynamic reconfiguration 
of human brain networks. To this end, I tested network reconfigurations in the resting-
state, i.e., in the absence of any specific task, and during the preparation of an upcom-
ing visual discrimination task. In Chapter 2, I demonstrated that functional brain net-
works undergo constant reconfigurations, also in the absence of any task instructions. 
Furthermore, I developed an analytical framework in which fluctuations of spontaneous 
cortical activity were characterized in a low-dimensional state-space reflecting the spa-
tio-temporal structure of network reconfigurations. Confirming our hypotheses, two 
dopaminergic gene polymorphisms (COMT Val158Met and DRD2/ANKK1-TaqIa) were 
related to distinct patterns of temporal reconfigurations and predicted how easily cer-
tain brain areas could switch from one state to another. 
In chapters 3 and 4, I investigated network reconfigurations during the involvement of 
a demanding visual discrimination task. Specifically, I showed how preparatory atten-
tion shifts brain networks into a state that facilitates the processing of upcoming stimu-
lus information. In chapter 3, I showed that the observed connectivity patterns during 
the preparation for a visual detection task were predictive of subjects’ errors, linking 
large-scale network reconfigurations to behavioral performance. In chapter 4, I used a 
computational network model to simulate the spread of visual information from early 
visual areas to higher cortical areas. I showed that during task preparation, functional 
connectivity networks were modulated to facilitate the efficient routing of visual infor-
mation upon target detection. Importantly, differences in the spatio-temporal pattern 
of information propagation were predictive of individual reaction times. 
In chapter 5, I used network analysis to compare the relative importance of a cortico-
cortical pathway, and a subcortical pathway, connecting frontal and parietal areas, for 
individual working memory capacity (WMC). The findings showed that individual WMC is 
positively correlated with global connectivity of the frontal cortex (PFC). Furthermore, 
confirming our predictions, high-capacity individuals, compared to low-capacity indi-
viduals, rely more strongly on the subcortical pathway for fronto-parietal connectivity. 
In the following paragraphs I will elaborate on the implications of these findings, and 
discuss some outstanding issues and limitations. 
Dynamic network reconfigurations during spontaneous activity 
The investigation of dynamic network changes has recently become a vital area of re-
search (Chang and Glover, 2010; de Pasquale et al., 2012; Hutchison et al., 2013b; 
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Hutchison et al., 2013a; Allen et al., 2014). To date however, most studies focus on eval-
uating methods for the characterization of network states and the simulation of spon-
taneous activity from large-scale neuronal systems. Hence little was known about indi-
vidual factors determining dynamic network reconfigurations. 
In our study, we used genetically induced differences as an experimental window into 
variations in dopaminergic signaling, and tested their effect on the transition between 
network states. High levels of prefrontal dopamine were previously found to be associ-
ated with higher signal-to-noise ratio of neuronal responses (Rolls et al., 1984; 
Durstewitz et al., 1999; Winterer et al., 2006), increased resistance of mental representa-
tions against distractors (Durstewitz et al., 2000; Seamans et al., 2001; Cools, 2006), and 
a reduced ability to flexibly switch between cognitive states (Fallon et al., 2013). Our 
results, linking genetically induced differences in dopaminergic signaling to state transi-
tions during spontaneous cortical activity, show that individual differences in the flexi-
bility and stability of connectivity states are already present in the absence of task-
evoked activity. This might indicate that individuals have a dopamine-dependent pre-
disposition for flexibly switching between different connectivity states that, in turn, is 
likely to depend upon the ease with which networks can be reconfigured during cogni-
tive tasks. A natural next step would therefore be to link individuals’ baselines for flexi-
bly switching between connectivity states to the flexible switching of connectivity states 
observed during task-evoked activity. A reasonable hypothesis is that individuals that 
are more prone to flexible switching can also adjust their connectivity states more easily 
to meet current task demands. Conversely, dispositionally more stable individuals 
might benefit in tasks that require the maintenance of items during working memory 
delays. Previous studies have shown that spontaneous activity accounts for a large 
proportion of the signal variability observed during task-evoked activity (Fox et al., 
2006). Based on this observation, it is plausible to assume that dynamic reconfigura-
tions of intrinsic and task-evoked activity interact in a similar manner. However, at this 
point the exact form of this correspondence remains speculative. 
A limitation of our study is that genetic differences constitute an indirect way of making 
inferences about individuals’ dopamine levels. Future studies could use pharmacologi-
cal interventions, e.g. via dopamine D2 receptor antagonists like sulpiride (Achard and 
Bullmore, 2007), or dopamine D2 receptor agonists bromocriptine (Cools et al., 2007), to 
test the effect of dopamine levels on dynamical state transitions more directly. 
Another important future challenge will be to relate the current findings to other ways of 
thinking about dynamic network reconfigurations during spontaneous activity — what 
exactly do the dynamic network reconfigurations reflect? Different ideas have been put 
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forward to answer this question. Given that functional connectivity follows largely the 
structural brain organization (Koch et al., 2002), and that structural connectivity is a 
good predictor of functional connectivity (Honey et al., 2009), one could assume that 
anatomical connectivity is the main determinant of spontaneous activity. This would 
predict that patterns of functional connectivity were relatively stable for individual sub-
jects across different sessions. However, studies have found that this is not the case 
(Honey et al., 2009; Deco et al., 2011), and the work reported in this thesis also empha-
sizes the fact that functional connectivity networks are subject to – individually different 
– degrees of change. Furthermore, low correspondence of spontaneous activity across 
sessions was also found when simulating functional connectivity based on computa-
tional models of structural connectivity (Ghosh et al., 2008; Deco et al., 2011). Conse-
quently, these observations led to the conclusion that while functional connectivity is 
necessarily organized around structural network organization, there are at the same 
time notable discrepancies in the relationship that indicate that there must be other 
factors that influence intrinsic brain connectivity. 
In an alternative account, dynamic fluctuations in the resting-state were conceptualized 
as a correlate of a cognitive phenomenon. It was observed that during rest the so-called 
default mode network (DMN) was more active than during cognitive tasks (Nyberg et al., 
1996; Shulman et al., 1997; Raichle et al., 2001; Fox et al., 2005). This led to the idea that 
DMN regions were engaged in ‘mind-wandering’, i.e., flitting from one thought to the 
next without focusing on any particular sensory stimuli (Mason et al., 2007). The notion 
of stimulus-independent thoughts was later called into question and it was proposed 
that ‘mind-wandering’ is rather reflective of stimulus-dependent thoughts, like attend-
ing to scanner noise, or waiting for upcoming task-relevant stimuli (Gilbert et al., 2007). 
However, most attempts linking spontaneous network reconfigurations to cognitive 
processes turned out to be problematic, as the characteristic fluctuations in spontane-
ous activity were also observed in the absence of consciousness during anesthesia and 
early stages of sleep (Vincent et al., 2007; Deco et al., 2011). 
In the computational model by Deco et al. (2011, 2013) brain dynamics at rest are ex-
plained by a framework in which reconfigurations are constrained by the underlying 
structural connectivity and automatic predictions of the brain about possible network 
reconfigurations that would be optimal for a given input (Deco et al., 2011). In this inner 
state of exploration, the brain is constantly pulled toward other possible configurations. 
Importantly, computational simulations have shown that brain dynamics under con-
stant reconfigurations is more sensitive to impending stimuli (Deco et al., 2013). 
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What can be done to further corroborate this interpretation of dynamic network recon-
figurations? I believe that the most important step is to relate dynamic configurations 
during rest to behavioral performance during cognitive tasks (Durstewitz et al., 2010). 
Specifically, if dynamic reconfigurations show an advantage in terms of network mobili-
zation for changing task demands, this should come with behavioral benefits during 
cognitive tasks. In this endeavor, future studies investigating dynamic reconfigurations 
will also profit from advances in fMRI imaging methods, like improved temporal resolu-
tion using multiband (Moeller et al., 2010; Smith et al., 2012) and multiplexed (Feinberg 
et al., 2010) imaging. Furthermore, alternative statistical methods like Hidden-Markov-
Models (HMM) might prove to be more suitable for the extraction of connectivity states 
from time-series (Baker et al., 2014), than the sliding-window approach that was em-
ployed in this thesis. For the sliding-window approach the dwell time of a connectivity 
state can never be shorter than the window-length, which limits its usability compared 
to HMM which has no such restriction. Furthermore, while the sliding-window approach 
is generally used to investigate non-stationarity, within one window the signal is still 
assumed to be stationary. To date, it is not clear yet which of many alternative methods 
is most appropriate when extracting network connectivity states. 
Network reconfigurations and core stability 
The investigation of dynamic network reconfigurations during preparation for a visual 
discrimination task has shown that not all parts of the network undergo equal amounts 
of reconfigurations. Specifically, the densely connected network core remained rather 
stable, while periphery and core-periphery interactions were dynamically adjusted. 
Importantly, graph-theoretical analysis revealed that preparatory attention shaped 
parts of the visual system in the network periphery to be more tightly connected with 
the network core and failure to establish this connectivity pattern was predictive of 
behavioral errors in the upcoming task. 
Studies using structural network analysis have described the network core and derived 
putative functions based on graph-theoretical analysis of its prominent connections 
with the rest of the network (Hagmann et al., 2008; van den Heuvel and Sporns, 2011; 
van den Heuvel et al., 2012; Markov et al., 2013). However, to date there was little evi-
dence for the functional relevance of the network core. Furthermore, little was known 
about the stability and flexibility of the core-periphery structure in functional brain net-
works. Our results show that the interaction between the network core and task-
relevant visual areas were linked to behavioral performance and therefore provide an 
important example for the functional relevance of the network core and its proposed 
properties. 
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Our results, indicating a stable functional core, were recently confirmed in a study by 
Bassett et al. (2013a). The authors derived a graph-theoretical measure that describes 
the stability of functional connections over time while subjects were trained to learn a 
complex finger-tapping task. Importantly, the circumscribed core-periphery organiza-
tion was a good predictor of subjects’ behavioral performance. Like in our own study, 
brain regions in the network core exhibited little changes, while regions of the periphery 
exhibited most changes. We provided further evidence for the functional relevance of 
the network core by simulating the activity spread from early visual areas throughout 
the network. As predicted, when visual areas where more densely connected with the 
network core, the activity spread more rapidly and was associated with faster reaction 
times in the upcoming visual discrimination task.  
However, while the core-periphery organization provided insights about the structural 
and functional organization of networks, it also stimulates questions for future research. 
The decomposition of brain networks into two distinct parts, i.e. core and periphery, 
constitutes a very coarse parcellation schema. Given the multitude of complex func-
tions that are implemented in the brain it might seem like an oversimplification to re-
duce the network into two disjoint subsets only. It is therefore important to see the 
core-periphery organization as only one particular aspect of the connectivity structure. 
Fundamentally different methods are required when studying different network organi-
zation principles, like modular structure (Guimerà and Amaral, 2005; Newman, 2006; 
Bassett et al., 2010), hierarchical organization (Ravasz et al., 2002; Clauset et al., 2008; 
Meunier et al., 2010), or overlapping modules (Palla et al., 2005; Ahn et al., 2010). Im-
portantly, the selection of the algorithm used to derive the parcellation already limits 
the focus on specific network properties. Future studies should therefore clarify how 
regions of the network core overlap with network parcellations obtained from alterna-
tive methods (Power et al., 2011; van den Heuvel and Sporns, 2013b). These studies will 
benefit from recent developments in generative clustering algorithms that are capable 
of uncovering various network organization principles at the same time (Peixoto, 2014) 
and might also help to resolve an apparent contradiction in our studies, namely that 
core regions like the lateral prefrontal cortex (LPFC) were rather stable during task-
preparation, but showed a high affinity for switching from one connectivity state to 
another during spontaneous activity. One possibility is that the core-periphery organiza-
tion in functional networks emerges and disappears following task demands. This view 
is supported by a study by de Pasquale et al. (2012) using correlation of band limited 
power time-series measured with MEG. The authors showed that a set of ‘core’ regions 
was only engaged when cross-correlations between different network modules were 
present. However, when the network was dominated by correlations within their mod-
ules, the set of ‘core’ regions remained silent.  
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A critical evaluation of network analysis 
The growth of network models in neuroscience largely follows advances in modeling 
complex systems in other scientific disciplines, like mechanics, genetics and ecology 
(Sporns, 2014). However, the application of network analysis to brain networks is often 
based on simplified representations of brain systems as a set of nodes and their inter-
connections. This simplification is necessary to account for the computational de-
mands of network analysis and because spatial and temporal resolution are often al-
ready limited by the employed imaging techniques. Additionally, compared to other 
disciplines, for instance when analyzing genetic co-expression networks where network 
nodes are naturally defined as single genes (Karlebach and Shamir, 2008), it is not im-
mediately clear what the best representation of a network node is for macroscopic 
brain networks. Crucially, different ways of defining network nodes for macroscopic 
brain networks have a critical impact on estimated network parameters (Fornito et al., 
2010) and inappropriate node selection has been shown to invalidate derived connec-
tivity estimates (Smith et al., 2011). Methodological issues, e.g. the influence of head 
motion (Satterthwaite et al., 2012; Van Dijk et al., 2012), the impact of autocorrelation on 
connectivity estimates (Arbabshirani et al., 2014), the influence of vascular structure on 
functional connectivity measures (Webb et al., 2013), and the spatially non-uniform 
distribution of noise (Beckmann et al., 2005), are not fully explored yet. Furthermore, it is 
often unclear to what extent findings were influenced by the selection of various pa-
rameters of the network analysis, e.g., how functional connectivity matrices were 
thresholded (Fornito et al., 2010; Fornito et al., 2013; Smith et al., 2013). 
As a consequence of these methodological issues and the simplified network represen-
tation, conceptual advances gained from the application of network analysis to brain 
networks depend on assumptions of brain physiology that remain often uncertain 
(Johansen-Berg, 2013; Passingham, 2013). One prominent example is the relationship 
between brain topology and brain function with respect to strongly connected brain 
areas – so-called network hubs. Descriptive network models of structural and functional 
connectivity suggest that due to the circumscribed topological properties, network 
hubs might serve as regions that primarily integrate information processed in other 
parts of the brain (Buckner et al., 2009; Rubinov and Sporns, 2010; de Pasquale et al., 
2012; Markov et al., 2013; van den Heuvel and Sporns, 2013a, b). Integration, in this case, 
is a functional interpretation of the putative role of a brain area derived from its topo-
logical properties. For other types of networks, for instance the computer server part of 
the Internet backbone (Carmi et al., 2007), this interpretation might be straightforward; 
however, only little is known about the biophysiological mechanisms governing infor-
mation integration and how this operation is performed in the brain (Tononi et al., 1998; 
Tononi and Sporns, 2003). Given the uncertainty about the underlying neuronal mecha-
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nisms, drawing interpretations based on topological network properties only should be 
regarded with caution. 
On a positive note, network analysis could potentially benefit recent investigations into 
the neuronal mechanisms of information integration. Results from these studies sug-
gest that the brain integrates, e.g., multisensory information, following principles of 
probabilistic inference in a Bayesian optimal way (Pouget et al., 2013). For instance, 
when estimating the size of an object, such as a pen, we often have multiple channels of 
information available. First, we can see the pen and make an estimate based on the 
obtained visual information. Second, we could also feel the pen and estimate the size 
based on the tactile information. From a network perspective, one would predict that 
information about the respective modalities, i.e., vision and touch, is processed in spe-
cialized brain areas, i.e., the visual cortex and the somatosensory cortex. Further, this 
information is fed forward and integrated in cortical hubs that provide connections to 
both specialized brain areas. In this example, the strength of network analysis is to de-
termine brain areas that potentially serve as a biological substrate for the integration of 
information. The integration could further take place at different levels of the cortical 
hierarchy, for example at an early level in the brainstem, on a subcortical level for ex-
ample in the thalamus, and on a cortical level, e.g. in the parietal cortex. Network analy-
sis can help to identify these putative integration areas throughout the brain and help 
to derive putative functional roles for different stages in the hierarchical processing of 
information. The probabilistic framework on the other hand, makes predictions about 
how information from different modalities is integrated (Pouget et al., 2013). For in-
stance, under normal circumstances visual information will be much more reliable than 
tactile information – in other words, it is associated with lower uncertainty. However, in 
a situation without sufficient light, visual information becomes increasingly noisy and it 
is reasonable to rely more strongly on the estimates from the tactile modality. It has 
been shown that the brain integrates information in a Bayesian optimal way, i.e. the 
final estimate of the pen size is a compromise between the mean estimated visual in-
formation and the mean estimated tactile information, weighted by their respective 
uncertainty (Pouget et al., 2013). Thus, under suboptimal light conditions, the visual 
information has less influence on the final decision. Importantly, studies investigating 
the neuronal implementations of this integration process have demonstrated how pop-
ulations of neurons can represent uncertainty in form of a probability distribution 
(Anastasio et al., 2000) and how this representation can be used to make probabilistic 
inference (Lee and Mumford, 2003). Thus, Bayesian inference can be implemented by a 
simple and biologically plausible mechanism.  
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I believe that the joint application of network analysis with biologically plausible analy-
sis frameworks, like Bayesian inference, will help to move network analysis from a main-
ly descriptive level to a level that focuses more on mechanisms of brain functions. This 
might help to extend the relevance of network analysis as a methodological tool in the 
field of cognitive neuroscience. 
Concluding remarks 
Analytical tools to study structural and functional connectivity have opened up new 
ways toward understanding the organization und function of brain networks. Among 
these important contributions is the mapping of putative network hubs and densely 
connected network modules. Network models have improved our understanding of 
how structural brain networks generate spatially and temporally organized brain activi-
ty (Deco et al., 2011) and offer methodological tools for linking complex network proper-
ties to human behavior; see e.g. (Donner et al., 2013). 
Apart from studies on the healthy brain, the application of network analysis has also 
been shown to be relevant for clinical application (Crossley et al., 2014; Stam, 2014) and 
has helped to improve our understanding of diseases like dementia (Raj et al., 2012), 
multiple sclerosis (He et al., 2009), Alzheimer’s (Stam et al., 2009), and schizophrenia 
(Bassett et al., 2008). 
However, moving from the characterization of local brain regions in isolation to func-
tional and structural connections does not provide enough information critical to un-
derstanding how the brain produces cognition. In order to improve our understanding it 
is not only necessary to know which brain regions are connected, but also in what direc-
tion, what signals these connections convey (i.e. inhibition vs. excitation), and how 
those signals are integrated as part of a neural computational process (Kopell et al., 
2014). Such work, using network models to identify candidate neural mechanisms (e.g. 
(Takemura et al., 2013; Wang et al., 2013)) is still only in the earliest stages. In my per-
sonal opinion, in order to become a widely accepted analytical tool, the graph-
theoretical analysis of human brain networks has to (i) overcome the problem of limited 
interpretability due to lack of biophysiological evidence for its underlying concepts, (ii) 
rely more strongly on theories for the generation of falsifiable predictions about brain 
connectivity, and (iii) move from a descriptive level of characterizing brain networks to 
generative models that emphasize the relationship between network properties and 
behavior.  
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Dit proefschrift onderzoekt de neurale mechanismen die betrokken zijn bij de dynami-
sche reconfiguratie van netwerken in het menselijke brein. Om dit te onderzoeken, heb 
ik de netwerkreconfiguraties bestudeerd tijdens rust, wanneer er geen specifieke taak 
werd uitgevoerd en tijdens de voorbereiding op een visuele discriminatie taak. In 
hoofdstuk 2 heb ik laten zien dat functionele breinnetwerken constant onderhevig zijn 
aan reconfiguraties, ook wanneer er geen instructies zijn om een taak uit te voeren. Ook 
heb ik een analytisch kader ontwikkeld waarin schommelingen in spontane corticale 
activiteit worden gekarakteriseerd in een laag dimensionale state space die de tijdruim-
te structuur van netwerkreconfiguraties reflecteert. In overeenstemming met mijn hypo-
theses, waren twee dopaminerge genpolymorfismen (COMT Val158Met en DRD2/ 
ANKK1-TaqIa) gerelateerd aan verschillende patronen van temporele reconfiguraties en 
voorspelden deze hoe makkelijk bepaalde breingebieden konden overgaan naar een 
andere staat.  
In hoofdstukken 3 en 4 heb ik gekeken naar netwerkreconfiguraties tijdens een veelei-
sende visuele discriminatietaak. In het bijzonder heb ik laten zien hoe voorbereidende 
aandacht breinnetwerken in een staat brengt die de verwerking van aankomende sti-
mulus informatie vergemakkelijkt. In hoofdstuk 3 heb ik laten zien dat waargenomen 
connectiviteitspatronen tijdens de voorbereiding op een visuele detectietaak voorspel-
den of proefpersonen fouten gingen maken, wat aantoont dat er een verband is tussen 
grootschalige netwerkreconfiguraties en gedrag. In hoofdstuk 4 heb ik een computati-
oneel model gebruikt om de verspreiding van visuele informatie van vroeg visuele ge-
bieden naar hogere corticale gebieden te simuleren. Het laat zien dat tijdens de voorbe-
reiding op een taak functionele connectiviteitsnetwerken worden aangepast om de 
overdracht van visuele informatie zo efficiënt mogelijk te laten verlopen. Een belangrijke 
bevinding is dat de verschillen in tijdruimte patronen van informatieverspreiding indivi-
duele reactietijden konden voorspellen. 
In hoofdstuk 5 heb ik gebruik gemaakt van netwerkanalyse om het relatieve belang van 
een cortico-corticale pathway en een subcorticale pathway te vergelijken, die frontale 
en pariëtale gebieden verbinden voor individuele werkgeheugencapaciteit. Uit de be-
vindingen bleek dat de capaciteit van gezonde individuen om tijdelijk informatie te 
onthouden in het werkgeheugen verband houdt met de corticale pathway die frontale 
en pariëtale gebieden verbindt. Het updaten van informatie in het werkgeheugen daar-
entegen maakt in aanvulling daarop ook gebruik van de subcorticale pathway die de 
frontale en pariëtale gebieden via de thalamus en basale ganglia verbindt. Deze resulta-
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ten suggereren dat de twee anatomische pathways verschillende functionele rollen 
voor het werkgeheugen dienen. 
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