A b s t r a c t . This paper discusses the topic of model selection for finitedimensional normal regression models. We compare model selection criteria according to prediction errors based upon prediction with refitting, and prediction without refitting. We provide a new lower bound for prediction without refitting, while a lower bound for prediction with refitting was given by Rissanen. Moreover, we specify a set of sufficient conditions for a model selection criterion to achieve these bounds. Then the achievability of the two bounds by the following selection rules are addressed: Rissanen's accumulated prediction error criterion (APE), his stochastic complexity criterion, AIC, BIC and the FPE criteria. In particular, we provide upper bounds on overfitting and underfitting probabilities needed for the achievability. Finally, we offer a brief discussion on the issue of finite-dimensional vs. infinite-dimensional model assumptions.
I. Introduction
This paper discusses the topic of model selection for prediction in regression analysis. We compare model selection criteria according to the quality of the predictions they give. Two types of prediction errors, prediction with and without refitting, will be considered. A lower bound on the former type of error was given by Rissanen (1986a) , and in this paper (Section 2) we provide a lower bound for the latter. Moreover, also in Section 2 we specify a set of sufficient conditions for a model selection criterion to achieve these bounds. Roughly speaking, to achieve these bounds, a model selection criterion has to be consistent and satisfy some underfitting and overfitting probability constraints. Section 3 concerns the following model selection criteria: Rissanan's predictive "minimum description length" * Support from the National Science Foundation, grant DMS 8802378 and support from ARO, grant DAAL03-91-G-007 to B. Yu during the revision are gratefully acknowledged.
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(accumulated prediction error, or predictive least squares), stochastic complexity, AIC, BIC and FPE. We consider bounds on their overfitting and underfitting probabilities, and therefore their achievability of the prediction lower bounds. In particular, the selection rule based on the accumulated prediction error and BIC achieve the two prediction lower bounds, but AIC does not unless the largest model considered is the true model.
Detailed proofs are relegated to the last section 5. All of our results are obtained under the assumption that a finite dimensional normal model generates the data under discussion. This contrasts greatly with most previous discussions, notably Shibata (1983a Shibata ( , 1983b and Breiman and Preedman (1983) , where the "true" model is infinite-dimensional. More discussion on finite-dimensional models vs. infinite-dimensional models can be found in Section 4.
Model selection and prediction in regression
In order to compare model selection procedures a number of choices need to be made; these can be critical. Two objectives of regression analysis are data description and prediction. The focus will be on the second, prediction.
Write y = (Yl,..., Y~)~ for the n-dimensional column vector of observations, and X = (xij) for the n × K matrix of covariates or regressors. Inner products and squared norms are denoted by (y, z} = ~ ytzt and ]y]2 = (y, y}, respectively. For 1 < t < n, 1 < k < K, denote by y(t) and Xk(t) that t x 1 and t x k subvector and submatrix of y and X respectively, consisting of the first t rows and, in the case of X, of the first k columns. The subscript k or the parenthetical t will be omitted when they are clear from the context, or when k = K or t = n. The t-th row of X is denoted by x~ and the j-th column by ~j, whilst x~(k) denotes the t-th row of Xk, with an analogous convention regarding the dropping of t or k. Parameter vectors are denoted by ~ = (~1,...,/3k) ~, written/3(k) when necessary. The class of models to be discussed will be denoted by {Mk : 1 _< k _< K},
where Mk is the model prescribing that y is N(Xk~, o-2I) for some /3 E R k and ~r 2 > 0. The number K of models is supposed known, and for the present discussion is held fixed as the sample size n ~ ec.
One framework for prediction involving regression is the following: (yl,Xl), (Y2, x2),.. •, (Yt, xt) are given. The object is to predict Yt+l from xt+l. An obvious approach is to select a model on the basis of the data available at time t, and predict Yt+l from this model with t + 1 replacing t. The response Yt at time t is known before predicting yt+l, so this framework is called prediction with repeated refitting because it allows model selection at each time. the "prediction" is in fact the allocation of units into predetermined groups. The standard solution to this problem is to select a model on the basis of the initial data set, and then predict or allocate using the model selected. This framework will be called prediction without refitting.
