Abstract. In this paper, the Drinfeld center of a monoidal category is generalized to a class of mixed Drinfeld centers. This gives a unified picture for the Drinfeld center and a natural Heisenberg analogue. Further, there is an action of the former on the latter. This picture is translated to a description in terms of Yetter-Drinfeld and Hopf modules over quasi-bialgebras in a braided monoidal category. Via braided reconstruction theory, intrinsic definitions of braided Drinfeld and Heisenberg doubles are obtained, together with a generalization of the result in [Lu94] that the Heisenberg double is a 2-cocycle twist of the Drinfeld double for general braided Hopf algebras.
1. Introduction 1.1. Motivation. The Drinfeld double was originally introduced as the quantum double by Drinfeld in [Dri86] . The construction was generalized to quasi-Hopf algebras in [Maj98] , and to braided Hopf algebras in [Maj99] .
There are different ways to motivate the introduction of the Drinfeld double. For example, it gives a way to construct morphism Ψ : V b V Ñ V b V satisfying the Yang-Baxter equation
It also gives a natural way of associating to a Hopf algebra a quasitriangular Hopf algebra (i.e. one that is almost cocommutative). The Heisenberg double can be given a similar interpretation, where the Yang-Baxter equation is replaced by the Pentagon equation (see [Kas96] ) (1.2) pΦ b Id V qpId V bΦqpΦ b Id V q " pΦ b Id V qpId V bΦq.
Every module V over the Heisenberg double comes with a map Φ : V b V Ñ V b V satisfying this equation.
In [Kas96] it was also shown that solutions for (1.1) can be obtained from solutions for equation (1.2). One application of the results of this paper is to show that given a solution pV, Ψq to (1.1) and pW, Φq to (1.2), pV b W, Ψ p1q b Φ p1q b Ψ p2q b Φ p2again has the structure of a solution to the pentagon equation. For finite-dimensional Hopf algebras, this follows from a twisting result of [Lu94] which is generalized to the context of braided Hopf algebras (so-called braided groups in the braided cocommutative case in [Maj94a, Maj93] and other papers), in 3.8.3 and, more generally, monoidal categories in Theorem 2.2.14.
To argue why it is beneficial to define a braided version of the Drinfeld and Heisenberg double, it is helpful to consider an example. Let B is the coordinate ring O X for X " A n . In this case, HeispBq is the ring of differential operators on X, D X . However, if we compute the Drinfeld double of B, then this simply gives O X rB 1 , . . . , B n s " O T˚X . This is a commutative and cocommutative Hopf algebra. A more interesting object is obtained by considering B as a Hopf algebra in the category of YD-modules over the group C 2 . This can be seen as a super algebra version of the coordinate ring. Computing the braided Drinfeld double Drin Drin C2 pBq gives a non-commutative Hopf algebra in which the commutator relation rB i , x j s " p1´δ 1´δ´1 qδ i,j holds (see 3.5.9). From the point of view that the Drinfeld double gives examples of "Quantum groups" it is more natural to have a non-commutative and non-cocommutative Hopf algebra. Note that computing the Heisenberg double over DrinpC 2 q gives D X bkC 2 , so the answer for the Heisenberg double is essentially not changed as the commutator relation in the braided Heisenberg double remains rB i , x j s " δ i,j .
Another application of the braided version is to give a clean description of the quantum groups U q pgq as Drinfeld doubles (see [Maj99] ), while it was already observed in [Dri86] that U q pgq is a quotient of the Drinfeld double of U q pn`q U q ptq. In our unified picture, we now have a natural Heisenberg analogue for the quantum groups, in which the commutator relation is
This algebra has no finite-dimensional representations (see 3.9). Another generalization included in the constructions of this paper is to allow quasi-Hopf algebras (introduced in [Dri89]), which we consider in a braided monoidal category. Including this direction of generalization will enable us to consider examples such as the twisted Drinfeld double Drin ω pGq of a group G which is of relevance in mathematical physics as it occurs as data associated to particular orbifolds in Rational Conformal Field theory (see [DPR90] ). In [Maj98], a construction of the Drinfeld double of a quasi-Hopf algebra is given via reconstruction theory. We add a Heisenberg analogue to this picture and generalize it to quasi-Hopf algebras in a braided monoidal category, thus combining the two directions of generalization (braiding and twisting).
1.2. Summary. The discussion of Drinfeld and Heisenberg doubles in this paper is done at different levels of generality which are structure by the chapters:
Chapter 2: B quasi-Hopf algebra in B 
>
In Chapter 2 we work on the level of a monoidal category M living over a braided monoidal category B. That is, there exist functors F : M Ñ B and P : B Ñ M such that F P -Id B . It is not necessary to make further assumptions on the braided monoidal category, such as a k-linear structure, although in typical examples, the categories will have fiber functors to the category of k-vector spaces for a field k.
We start by giving the most general definition of a mixed relative Drinfeld center in Section 2.2. This is done by translating the data of morphisms of M-bimodules M reg Ñ G1 V G2 to pairs pV, cq, where V is an object of V and c P Nat
Here, G1 V G2 is the M-bimodule where the left module structure is induced by pulling the regular action back along G 1 , and the right one along G 2 . We will focus on two classes of examples: the relative Drinfeld center Z B pMq, and its "Heisenberg analogue" (called the Hopf center) H B pMq. The Drinfeld center corresponds to the pair of functors pG 1 , G 2 q " pId M , Id M q, the Hopf center to pG 1 , G 2 q " ptriv, Id M q, where triv :" P F . The main observation is a natural action of the Drinfeld center on the Hopf center.
For the purposes of this paper, we introduce a slightly more general version of Majid's braided reconstruction theory in Section 2.3, working with quasi-Hopf algebra objects in B. This generalizes work of [HO97] . We further give a categorical interpretation of the concept of quasitriangularity in Section 2.5.
Next, we consider monoidal categories of the form M " B-ModpBq for a quasi-bialgebra (or quasiHopf algebra) object B in B in Section 2.4. For such M, the Drinfeld center can be reformulated as the category of Yetter-Drinfeld modules, while the Hopf center consists of Hopf modules. In the case of the Drinfeld center, this is well-known for Hopf algebras. A version for braided Hopf algebras is due to [Maj99] , and a version for quasi-Hopf algebras in Vect k can be found in [Maj98] . Working with strict Hopf algebras (trivial 3-cycles) many formulas simplify. These are summarized in Section 3.1.
As preparation for the definition of the braided Drinfeld and Heisenberg double requires working with two dually paired braided Hopf algebra C, B (see Section 1.7 for the conventions used). We embed the Drinfeld and Hopf center into larger categories of left C and right B-modules which satisfy compatibility conditions resembling those of Yetter-Drinfeld (respectively Hopf) modules (see Section 3.2). We also discuss a reformulation of Majid's concept of weak quasitriangularity in 3.3. This concept is needed obtain the quantum groups as examples of braided Drinfeld doubles as in [Maj99] .
To summarize the picture, we give five different formulations of the action of the relative Drinfeld center on the relative Hopf center, for C, B dually paired Hopf algebras in B: In Section 3.9, we consider the example of the quantum groups U q pgq. In this example, our result will give a categorical action of the category of U q pgq-modules on the category of D q pgq-modules, which can be interpreted as a category of quantum differential operators.
We now have a machinery to also define twisted braided Drinfeld and Heisenberg doubles. There exist different concepts of twist in the literature which will appear at different places in this exposition. To provide an overview: ‚ A (right) 2-cocycle twist of a Hopf algebra is a way of obtaining new algebras H σ from the datum of a (braided) Hopf algebra H together with a 2-cocycle σ. This is used in 3.8 to twist the braided Drinfeld double, giving the braided Heisenberg double. ‚ The Drinfeld twist of a (quasi)-Hopf algebra goes back to [Dri83] . It provides a way to change the monoidal structure of a category of representations over a quasi-bialgebra in an equivalent way by means of conjugation by an element F of B b B (see e.g. [GM94, Maj95] ). We include this concept in 4.2. ‚ A twisted version of the Drinfeld double of a group algebra can be found in the literature (see e.g. [DPR90, Maj98, Wil08] ). Underlying its notion of twist is the idea that a commutative bialgebra can be viewed as a quasi-bialgebra with respect to any 3-cycle. From this point of view, twisted versions of commutative Hopf algebras can be introduced in larger generality (see 4.2).
Applying the categorical action to the case of the twisted Hopf algebra k ω rGs of functions on a group, there is a categorical action of modules over the twisted Drinfeld double Drin ω pGq, which is the category of G ad -equivariant ω-twisted vector bundles on the category of ω-twisted G reg -equivariant twisted vector bundles on G. This is the topic of Chapter 4.3 which concludes this paper.
1.3. Hints on Reading this Paper. The basic structure of this paper is a transgression from category theory (Chapter 2) to representation theory of algebras (Chapters 3 and 4). The link is given by braided reconstruction theory (Section 2.3).
The exposition is significantly easier if one works with strict monoidal categories M (i.e. Hopf algebras via reconstruction theory). For the purpose of considering twisted Drinfeld doubles, we include the formulas for the more general case of non-strict monoidal categories and quasi-Hopf algebras. For readers only interested in the strict case can safely skip to Chapter 3 and when looking up the relevant proofs in Chapter 2 treat associativity and rigidity isomorphisms as identities.
Throughout Chapter 2, we find it most effective to do the proofs using graphical calculus. This however requires to work with a strict monoidal base categories B (while M may still be non-strict). We refer to Mac Lane's coherence theorem to justifying giving many proofs on this level. Often, in the proofs the computations are not given in detail. It is an essential standing exercise in reading this paper to always draw diagrams for all statements and proofs that come up.
If the reader is only interested in the Drinfeld and Heisenberg doubles as (Hopf) algebras, Section 3.5 is a good point to start. In this section, concrete examples are provided as well.
1.4. Some Notational Conventions. In this paper, k always denotes a field. The category of finitedimensional k-vector spaces is denoted by Vect fd k , the category of possibly infinite-dimensional k-vector spaces by Vect k . We denote the symmetric monoidal category of (co)algebras in Vect k by Alg (respectively CoAlg).
More generally, the concept of an algebra, AlgpMq, and coalgebra, CoAlgpMq, and their modules can be defined in any monoidal category M. To illustrate the idea, the multiplication is a morphism m : AbA Ñ A in M. It satisfies associativity and unitarity with respect to 1 : I Ñ A which is a morphism in M. These properties are commutative squares and can be expressed in M. For more details on this approach see e.g. [Maj95, 9.2.11ff.] or [Maj94a] . Given an algebra (or coalgebra) object in a monoidal category M, we denote the category of left A-modules (respectively comodules) in M by A-ModpMq (respectively A-CoModpMq) and right A-modules by Mod-ApMq. If M " Vect k , we omit mentioning the category M and simply write A-Mod (respectively A-CoMod).
Functors of monoidal categories are always strong monoidal (sometimes strict monoidal). For compositions of morphisms or functors, we write f˝g simply as f g. In the whole paper, B will donate a strict monoidal braided category 1 , with braiding Ψ. The monoidal category M typically lives over B. That is, there exists a monoidal (fiber) functor M Ñ B. We do not require M to be strict monoidal itself.
1.5. Bialgebra and Hopf Algebra Objects. In order to define bialgebras and Hopf algebras, one needs a braided monoidal category B with braiding Ψ. We will always treat the base category B as strict monoidal. The categories AlgpBq and CoAlgpBq of algebra and coalgebra objects then have a monoidal structure fibered over B. We denote the product on A b B by m AbB for two algebra object A, B in B. That is, m AbB " pm A b m B qpId A bΨ A,B b Id B q. Inductively, denote by m B bn the product on B bn . Dually, we denote the coalgebra structure on C b D for two coalgebra C, D in B by ∆ CbD . We will occasionally use the notation m k , for the map mpm b Idq . . . pm b Idq : B bk`1 Ñ B obtained by applying m k times.
In B, we can define bialgebra objects as simultaneous algebras and coalgebras satisfying the bialgebra condition ∆m " pm b mqpId bΨ b Idqp∆ b ∆q. We call a bialgebra (resp. Hopf algebra) object in B a braided bialgebra (or Hopf algebra). In order for BiAlgpBq to be monoidal, a braiding is not sufficient, but a symmetric monoidal structure is. However, the category B-ModpBq is monoidal using the comultiplication. It is important to use this more general definition to study main examples such as the quantum groups (or more generally, Nichols algebras) later. It is also important that we do not restrict ourselves to finite-dimensional Hopf algebras over k.
1.6. Bialgebras vs. Quasi-Bialgebras. Let B be a bialgebra in B. Then the category B-ModpBq is strict monoidal with fiber functor over Vect k . That is, the underlying morphisms in B of the associativity transformation α : b pbˆIdq Ñ bpIdˆbq are identity morphisms. In some cases, one requires a higher level of generality (for example, when working with twists of Hopf algebras as in [Dri89] ) and wants to drop the assumption of M being strict. The natural notion arising via reconstruction theory (see 2.3) is that of a quasi -bialgebra. Following [Maj98], we require that there exists an invertible element φ P B b B b B (the coassociator ) such that
Such an element φ needs to satisfy the 3-cycle condition of a non-abelian homology theory (see e.g. The counitary property still holds as in the bialgebra case, given that pId bε b Idqφ " 1 b 1. For a quasibialgebra B, the categories B-ModpBq (and Mod-BpBq, B-CoModpBq, CoMod-BpBq) are monoidal. If B is a (quasi)-Hopf algebra object in B, then B-ModpBq is rigid given that B is rigid. That is, left dual objects exist 2 and are denoted by V˚for V P B. That is for example the case if B " Vect fd k . For infinite-dimensional modules V , we can still give the finite dual V˝" tδ v | v P V u a module structure, but there is no coevaluation map. We observe that left dual objects are unique up to canonical isomorphism, if they exists.
When working with quasi-Hopf algebras, the antipode axioms are valid only up to elements a, b P H (cf. e.g. [Kas95, XV.5], or Section 2.3 in the braided setting). That is, with the coassociators. The formulas may be more clear when drawn as diagrams (using graphical calculus) or using generalized Sweedler's notation
3
. The notion of a quasitriangular quasi-Hopf algebra is also spelled out in [Maj95, 2.4]. We also include a version for braided quasi-Hopf algebras in 2.3.
1.7. Dually Paired Hopf Algebras. Let B be a braided monoidal category with braiding Ψ (recall B is always treated as strict monoidal in this paper). In this section, we want to discuss what notion of dually paired Hopf algebras is suitable for our purposes in the remainder of the paper. Unlike working in the category of finite dimensional vector spaces Vect k , a dual may not necessarily exists in this more general setting. We assume that C, B are braided Hopf algebras in B with a pairing, in the sense that there exists an evaluation map ev : C b B Ñ I to the unit I in B. This displays C as the left (categorical) dual of B. That is, using graphical calculus
If C, B are Hopf algebras, then we further assume that the antipodes are invertible and the duality evpS b Idq " evpId bSq holds.
Remark 1.7.1. Note that we do not restrict ourselves to treating finite-dimensional Hopf algebras here. In particular, a coevaluation map coev : I Ñ B b C may not exist as a morphism in B. In later applications, we use infinite-dimensional Hopf algebras and their restricted duals, where the coevaluation map exists as a formal power series rather than a linear map given that the pairing is perfect and dual bases exist (3.6). The restricted dual of a Hopf algebra H is denoted by H˝and consists of those functions that vanish on a (two-sided) ideal of H of finite codimension. This is not necessarily equal to the finite dual of an infinite-dimensional vector space and the pairing is not necessarily perfect.
Remark 1.7.2. The situation for quasi-bialgebras is asymmetric. The dual of a quasi-bialgebra has a multiplication which is not strictly associative. We will not treat this case here.
Let us denote the braided category B with inverse braiding Ψ´1 by B. In B, the categories B-ModpBq, B-CoModpBq of left (co)modules (and their right versions) are monoidal. Given a dual pair B, C as above, we further observe that there exists functors of monoidal categories
Here, cop C denotes C with co-opposite coproduct Ψ´1∆. This is a bialgebra (resp. Hopf algebra) in the braided monoidal category B (with antipode S´1). The functor B Φ maps a comodule with coaction δ : V Ñ B b V to V with action pev b IdqpId bδq, and Φ C is done analogously. We find it most helpful to check such statements using graphical calculus arguments, in which the braiding Ψ and its inverse Ψ´1 are denoted by Ψ "
and Ψ´1 " .
Note that if C, B are finite-dimensional, the functors B Φ and Φ C are part of equivalences of categories. In general, this is not the case. If we restrict to situations in which the braided monoidal category B admits a monoidal functor B Ñ Vect k to vector spaces over a field k, then we can talk about the pairing ev being perfect. If that is the case, the above functors will be fully faithful. In the general situation we define the pairing to be perfect if the functors B Φ and Φ C are fully faithful.
Remark 1.7.3. The bialgebras cop C and cop B are dually paired in a different way in B. Namely, 3 We will stick to [Maj98, Preliminaries]) for conventions about Sweedler's notation (from [Swe69] ). We will use these conventions, including the Einstein sum convention from Chapter 3 onward. 4 We stick to the conventions of [Maj95] about graphical calculus of Hopf algebra objects in B. The drawings are created using inkscape.
Here, it is important to distinguish whether we express a functional identity in B or in B. In this example, the second term is pev b evqpId bΨ´1 b Idqp∆ cop b Idq using symbols in B, and the third term is the same expression written in B. 
The Categorical Picture
In this chapter, we introduce the two main categories of interest in this paper in purely categorical terms. The first one, the Drinfeld center ZpMq of a monoidal category, is well known. The other one, the Hopf center HpMq is well-known in the case where M " H-Mod is the category of modules over an ordinary Hopf algebra where it can be described as the category of Hopf modules over H. For the more general case M " H-ModpBq where B is a braided monoidal category and H a bialgebra object in it, see e.g. [Bes97] . We present a new description of HpMq as a special case of a mixed Drinfeld center construction.
In the strict monoidal case, applying techniques from reconstruction theory, which is a generalization of the idea of Tannaka-duality, one can recover certain categories C Ñ V, where V is monoidal, as module (or comodule) categories H-ModpVq Ñ V in the category V. This is used later to describe the categories ZpMq and HpMq in the case where M " Mod-BpH-Modq for a bialgebra (or Hopf algebra) B in the braided monoidal category H-Mod, H a quasitriangular Hopf algebra, as module categories leading to the definition of the braided Drinfeld and Heisenberg doubles. For this, we need another description of the categories ZpMq and HpMq for M " B-ModpBq in terms of simultaneous modules and comodules over B satisfying certain compatibility conditions, leading to Yetter-Drinfeld and Hopf modules in 2.4. Finally, we give a categorical explanation of different concepts of quasitriangularity of a braided Hopf algebra in 2.5.
2.1. Bimodules over Monoidal Categories. In this section, we discuss the 2-category of M-bimodule morphisms over a monoidal category. This will later serve us to define relative Drinfeld and Heisenberg centers in 2.2. One application is a natural strictification of a monoidal category (see Corollary 2.1.6).
We now work in the meta-2-category of categories Cat under suitable locally smallness assumptions. This category is symmetric monoidal with respect to the Cartesian product of categories denoted byˆ. Let pM, b) be a monoidal category (not necessarily strict, but strictly unital with unit object I). Such categories can be thought of as unitary monoid objects in Cat. We denote the associativity isomorphism by α : b pbˆIdq ùñ bpIdˆbq.
Recall that a braided monoidal category V is a monoidal category with a natural isomorphism Ψ : b Ñ b op which satisfies the b-compatibilities
Let M and V be monoidal categories. We further recall that a monoidal functor (or fiber functor) G : M Ñ V is a functor such that there exists a natural isomorphism
which is compatible with the associativity isomorphism of M and V, i.e. for any three objects X, Y and Z in M we have
Similarly to defining bimodules of unitary monoids (or rings), we can consider the category BiMod M of M-bimodule objects in Cat. Objects are categories which have a left and a right M-action which commute up to a coherent natural isomorphism. We usually denote the left action by Ź : MˆV Ñ V and the right action by Ÿ : VˆM Ñ V. The action coherences are natural isomorphisms
Observe that the modules are considered to be strictly unital mainly to simplify the exposition. The coherence commuting the left and right action is a natural isomorphism
We require compatibilities between the coherences χ, ξ and ζ. Without spelling them out in detail, the idea is that whenever two combination of the functors b, Ź and Ÿ can be transformed into one another using different combinations of the transformations α, χ, ξ and ζ, then these different combinations have to equal. 
We often just write ρ, λ if only one morphism F is considered. These again have to be compatible with the natural isomorphisms α, χ, ξ and ζ. The category BiMod M has the structure of a 2-category. 2-morphisms are natural transformations τ : F ñ G of module morphisms which commute with the bimodule coherences, i.e.
It is helpful to write these conditions as commutative diagrams 6 for any object pX, M q P VˆM:
(i) The regular M-bimodule M reg is defined using b : M b M Ñ M as module structure (both left and right), and ξ " α, χ " α´1, ζ " α as structure maps.
(ii) The trivial M-bimodule on M is given by X Ź Y " Y and X Ÿ Y " Y , and trivial action on morphisms too. We say that this bimodule is obtained by pulling the regular bimodule structure back along the functor I : M Ñ M (factoring through the terminal and initial monoidal category I with one element and morphism). Here, ξ " χ " ζ " Id. (iii) More generally, for any pair of functors G 1 , G 2 : M Ñ V, we can give V a M-bimodule structure G1 V G2 where the left action is induced by pulling the regular bimodule structure on V back along
and the right action is induced by G 2 in the same way. For µ i : G i pbq ñ bpG iˆGi q, we have
Lemma 2.1.2. Let V be a M-bimodule. Then BiMod M pV, Vq is a strict monoidal category via composition of functors and composition of structure maps, i.e ÝÑ φpψpAq b Iq " φψpAq.
Lemma 2.1.4. Consider a M-bimodule structure on M itself where either the left or the right action is given by the regular action and denote this bimodule by M 1 . Then the functor
Proof. Assume that the left M-action of M 1 is regular. Then for two morphisms of bimodules φ, ψ :
is an isomorphism showing that F is monoidal.
Lemma 2.1.5. For any monoidal category where I is a terminal object, the functor F from Lemma 2.1.4 is part of an equivalence of categories
Proof. We define the inverse Ind :
by mapping an object X to the functor IndpXq given by
For morphisms, we use the transformation IndpF q X :" Id X bf . The structure transformations are
In order to show that the two constructions are mutually inverse to each other, we first show that for any φ :
This square commutes by the coherence between ρ and ξ (which is Id in this case). Thus we obtain that
Hence, as these are isomorphisms, ρ X,I " Id φpXq . Further, using the naturality square of ρ in the second component, we obtain that ρ X,Y " ρ X,Y 1 whenever there exists a morphism f : Y Ñ Y 1 . Under the assumption that I is terminal, we always have an isomorphism X Ñ I and hence λ " Id.
Returning to the proof of the equivalence, it is clear that F Ind " Id M . We claim that λ´, I : Id Ñ Ind F is a natural isomorphism. As λ " Id, it remains to check that the square
_ commutes. But this follows from the coherence of χ and λ.
It is not strictly necessary to assume that I is terminal. It is sufficient that the graph of the category (objects as vertices, morphisms as edges) is connected. If, for example, M " B-ModpBq for B a quasiHopf algebra object in B, then M has I as terminal object provided that B does. If M is additive, then the graph of the category is connected (via the zero morphisms). Note that
by the Lemma. The result can be interpreted as the following strictification:
Corollary 2.1.6. Any monoidal category M with connected graph is equivalent to a strict monoidal category.
Proof. We use the equivalence of Lemma 2.1.5. The category
Example 2.1.7. If M is a monoidal category with connected graph, then
This can be seen using the observation in the proof of Lemma 2.1.5 showing that under the given assumption on M, ρ " λ " Id. Hence any functor is a bimodule morphism for the trivial bimodule.
Let us fix a M-bimodules V and consider the category of bimodule morphisms BiMod M pM reg , Vq. To represent the data of a morphism G : M reg Ñ V in a more compact way, denote the image GpIq of the b-unit I by V . Then it is sufficient -by Proposition 2.1.8 below -to consider the composite coherence (called centralizing isomorphism)
for any object X of M. The natural isomorphism obtained this way will be denoted by c :
A morphism of M-bimodules, ϑ : pV, c V q Ñ pW, c W q gives a morphism ϑ : V Ñ W satisfying that the square
We denote the set such natural isomorphisms c :
to denote the category of pairs pV, cq, where V varies over the objects V P V, introduced above.
Proposition 2.1.8. There is an equivalence of categories
Proof. First, we show that given a morphism of M-bimodules G : M reg Ñ V, we can recover the data of G, ρ G and λ G from the pair pV, cq. We can set
The natural isomorphism ρ X,Y can be recovered from pV, cq by considering the composite ζ´1 X,Y pX Ź c Y qχ´1 X,Y . One checks that, given any pair pV, cq as above, the procedure described in the first part gives a Mbimodule morphism G pV,cq . Clearly, G pV,cq pIq " V and if we apply the above procedure to define the centralizing isomorphism, we recover c. The requirement of pV, cq being monoidal implies the required compatibilities of ρ and λ.
Remark 2.1.9. If B and M are additive, abelian or k-linear, then these properties are inherited by the categories BiMod M pV, Wq.
In the next section, bimodule categories will be used to define different kinds of centers of monoidal categories.
2.2. Mixed Relative Drinfeld Centers. The Drinfeld center is a canonical way of associating a braided monoidal category to a monoidal category M. It can be defined, using the work of the previous subsection, via Hom-sets of M-bimodules.
Definition 2.2.1. Let G : M Ñ V be a monoidal functor. Then V is a M-bimodule using the functor G, i.e. for objects M P M, V P V, we have M Ź V :" GpM q b V . The right action is defined analogously and the resulting M-bimodule is donated by V G . We say that the action on V G is induced by pullback of the regular bimodule structure on V along G. This is G V G from Example 2.1.1. The Drinfeld center of M with respect to G is defined as
The special case G " Id : M Ñ M is denoted by ZpMq and referred to as the Drinfeld center of M.
We want to emphasize two special cases that will be the main categories of interest in this paper: One is the Drinfeld center ZpMq which is equivalent to BiMod M pM reg , M reg q by 2.1.8. To define the other one, the Hopf center HpMq, we have to generalize the definition of the Drinfeld center in two different ways. On one hand, we will provide an appropriate relative setting with respect to a fiber functor F : M Ñ B. On the other hand, we will allow to use two functors G 1 and G 2 instead of just one. This however leads to the loss of monoidacity.
Setting 2.2.2. First, we generalize to the setting over a braided monoidal category. Namely, we will always consider the monoidal category M together with a fiber functor F : M Ñ B where B is a braided monoidal category, which has a left section P : B Ñ M such that there exists τ : F P " ùñ Id B . We assume that τ is a monoidal natural transformation.
Further, we will consider mixed centers. For this we assume given two monoidal functors G 1 , G 2 : M Ñ V which factor through the fiber functor F , i.e. for i " 1, 2 we have commutative diagrams of functors
F > Note that for any monoidal category, we can always consider the trivial braided monoidal category I with one element and one morphism. As this is both terminal and initial, we have unique functors T : M Ñ I and I : I Ñ M, and τ " Id I : P F -IT .
Definition 2.2.3. In the same setting as above, the mixed relative Drinfeld center of M over B w.r.t.
where Isom
where Ψ is the braiding on B. Note that we use F 1 G i " F for i " 1, 2 for these compositions to be well-defined.
If
pMq and refer to it as the relative Drinfeld center of M over B. If even G 1 " G 2 " Id M , then we denote
and refer to it as the Drinfeld center of M over B.
We are mainly interested in the case where G 1 " G 2 " Id M and F " F 1 strictly monadic. In this situation, pF, P q-admissible means that the underlying morphism of the braiding with an object in the image of the functor P is the same as the braiding in B. As special cases, we recover Z G pMq as defined in 2.2.1 as Z G pI,Iq pMq. Example 2.2.4. Let M " Mod-BpBq with P " triv the functor giving an object of B the trivial module structure, F the forgetful functor. Consider the category Z triv B pMq. This category consists of objects pV, δq, where V is a right B-module and δ is a left B op -comodule, such that the action and coaction commute. Here, δ is obtained as c B pId B b1q from the commutativity isomorphism.
If, to specify further, B is a finite-dimensional bialgebra over k, then Z triv B pMq is equivalent to the category of modules over the bialgebra B˚b B.
Remark 2.2.5. If B " Vect k for a quasitriangular Hopf algebra, many authors do not impose the admissibility condition as under certain representability conditions (e.g. M " B-Mod), any object in the center will be admissible for F being the forgetful functor and P " triv the functor mapping a vector space to the trivial B-module on it. See e.g. [Maj98, Lemma 2.1] for such a proof, which relies on the existence of elements in a vector space. In our general setting, elements of objects do not exist, hence the admissibility assumption. This condition is a generalization of the assumption used in [Bes97, Section 3.6].
At the general level, admissibility will be crucial in the proof of Proposition 2.4.7 which is the main result of Section 2.4 where we describe the centers in terms of Yetter-Drinfeld and Hopf modules.
We can apply this more general definition to the pair of functors G 1 " Id M , and G 2 " P F . The second center of interest in this paper can now be defined.
Definition 2.2.6. We define the relative Hopf center for G : M Ñ V to be
pMq.
In particular, the Hopf center of M over B is
In Chapter 3, we explore the relationship between the categories ZpMq and HpMq in the case where M " Mod-BpH-Modq is a category of right modules over a bialgebra (or Hopf algebra) B P H-Mod, where H-Mod is braided monoidal, using techniques from reconstruction theory. In this case, we have a fiber functor to Vect k , and P " triv is the functor mapping a vector space to the trivial B-module. We can proof the structural results about the Drinfeld and Hopf center at the level of generality of this section which is often easier. For instance, we show that the relative Drinfeld center has a natural monoidal structure 7 and that Z B pMq is braided.
Proposition 2.2.7. For any monoidal functor G : M Ñ V, we can give Z G B pMq a monoidal structure by setting
By construction, there is a strict monoidal functor Z G B pMq Ñ M.
7 One can give the category H G B pMq a monoidal structure which is not compatible with the forgetful functor, see e.g. [Bes97] in the case M " Mod-BpBq by taking tensor relative tensor products b B .
Proof. This is shown by straightforward but lengthy checking of the axioms and compatibilities. The associativity isomorphism in Z G B pMq is just the associativity isomorphism of M, which can be checked to be compatible with the centralizing isomorphisms of threefold tensor products.
Next, we have to check that C V bW is monoidal in the sense of 2.1. The proof of this requires repeated application naturality of c V , c W to ∆, the hexagonal axioms for α, and naturality of α with respect to c V and c V .
The main advantage of the Drinfeld center is that it is braided.
Proposition 2.2.8. The category Z B pMq has a braiding defined by
Proof. This follows by applying naturality of c V to the morphisms c W X for any object X of M. Indeed, this gives that c
bX . Now we use the monadicity of c as in (2.1) twice giving the required commutative square. It is clear that the tensor product of two pF, P q-admissible objects is again pF, P q-admissible.
We define the category BiMod
Vq under the equivalence of Proposition 2.1.8.
Theorem 2.2.9. There is an equivalence of monoidal categories
this is an equivalence of braided monoidal categories.
Proof. Recall that by Proposition 2.1.8 there is an equivalence of categories for the larger categories without the pF, P q-admissibility requirement. The left hand side is by definition the subcategory corresponding to pF, P q-admissible objects under this equivalence. To show that the monoidal structure defined in 2.2.7 corresponds to the monoidal structure of composition of functors on the left hand side, observe that for φ, ψ : V G Ñ V G , the commutativity isomorphism of the composition φψ is given by c φψ X " pλ φ q X,ψpIq ψppλ ψ q X,I qψppρ´1 ψ q I,X qpρ´1 φ q ψpIq,X . In 2.1.8 we saw that for φ corresponding to pV, cq and ψ corresponding to pW, dq, we have φpψpIqq " φpW q " V b W , and ρ´1 is given by α working with the regular action for simplicity. Using these equalities, we find
comparing with the definition of the monoidal structure in Z G B pMq from 2.2.7. The fact that the braidings are related in the special case V G " M reg can be checked by a similar calculation.
Note that the monoidal category BiMod B M pM reg , M reg q is strict as composition of functors is strictly associative, and the additional datum of compositions of the transformations ρ and λ is strictly associative too. However, the reinterpretation of the data of bimodule morphisms as pairs pV, cq yields a non-strict monoidal category if M is not strict.
Theorem 2.2.9 gives an easy way to find module categories over Z B pMq from bimodule categories over M. The resulting categorical actions is the main topic of this chapter and will be reinterpreted in various reformulations of the braided Drinfeld and Heisenberg double in the course of this paper. The general statement is:
Corollary 2.2.10. Let V be a M -bimodule. Then there exists a natural action by composition of functors
In particular, for V, G i as in 2.2.2, this restricts to an action
Proof. The first statement follows by using the action of BiMod
Vq by composition and relating it to the Drinfeld center by 2.2.9. Note that there is no dependence on B in this statement. For the second part, it is easy to check that the action obtained as a special case of the first statement, restricts to the pF, P q-admissible subcategory BiMod
Given that V has (left) duals (that, is the category V is rigid ), we can show that the relative Drinfeld centers inherit the same structure.
Proposition 2.2.11. Let V be a rigid category. Then the center Z G B pMq is rigid with the dual of an object pV, cq given by V˚with commutativity isomorphism
The coevaluation and evaluation morphisms are given by the respective maps in M.
Proof. Note first that a monoidal structure is necessary to talk about rigidity of a category. Hence the restriction G 1 " G 2 . Now c˚is a well defined natural transformation V˚b G Ñ G b V˚. It is easy to see that c˚is b-compatible and thus pV˚, c˚q give an element of Z G pMq. Moreover ev V and coev V commute with c b c˚and c˚b c. We will sketch in more detail how commutativity with ev V can be proved. This will be straightforward after proving that
Starting from the right hand side of the equation, using the definition of c˚, we extract the expression
This is done using naturality of α´1 in coev, ev or c´1 X and the hexagonal axioms. This expression equals Id V by rigidity of M. It remains to check that the dual (according to Proposition 2.2.11) of an admissible object is admissible again. For this, note that for any X of B and pF, P q-admissible pV, cq in the center, we have that F pc´1 P pXcan be expressed in terms of the inverse braiding and structural isomorphisms. From this we can conclude admissibility of pV˚, c˚q.
The next lemma shows how to extract the inverse of the centralizing isomorphism from the definition of the dual.
Lemma 2.2.12. If M has duals, then the inverse can be described using the definition of the dual as
Proof. Key in the proof is to use (2.4). We first extract the right hand side of this equation in the right hand side of the claim. After applying (2.4), we use naturality of α´1 in c´1 X and coev as well as the hexagonal axioms to transform the resulting composition of maps into
In fact, one can show that if M has right duals, then these can be used to show that every natural transformation V bId M Ñ Id M is automatically invertible. This fact will be used in Section 2.4. For this, recall that the right dual˚V for an object V of M is an object together with morphisms ev
Lemma 2.2.13. Let M have right duals. Then for pV, cq P Z B pMq,
Applying the hexagonal axiom and naturality of α´1 in coev 1 and c X we obtain
Applying first the definition of the monoidal rule (2.1) and naturality of c˚X in coev 1 , followed by the right dual axioms this expression becomes
At this general level, we can show that the relative Drinfeld center acts on the relative Hopf center. We will later use this result to obtain twisting results on the level of algebras (cf. 3.8).
Theorem 2.2.14. There is a left action of the monoidal category Z
V ŹW q, where
Proof. This is a special case of Corollary 2.2.10, using the translation under Proposition 2.1.8 and the monoidal equivalence Theorem 2.2.9. The result can also easily be seen directly using the monoidal structure introduced in (2.2.7). The left action isomorphism χ will simply be the associativity isomorphism α in V. It is clear that with this action, the resulting object will again be pF, P q-admissible.
In particular, there is a natural action Ź :
Remark 2.2.15. If M, V, B and all functors carry additional structure such as being additive, abelian (with left or right exact functors), or k-linear, then these structures are inherited by the mixed relative Drinfeld centers. The constructions discussing in this section however work in the generality of braided monoidal category without such structures. In Chapter 3 a k-linear setting is used.
2.3. Braided Reconstruction Theory. We now recall a categorical reconstruction theorem which generalizes Tannaka-Krein duality -which is classically stated in the setting of a monoidal category C over Vect k -to the setting of a monoidal functor F : C Ñ B where B is any braided monoidal category which we tread as strictly monoidal (identifying all ways of setting the brackets), but keep track of the associativity isomorphisms in C. We assume that the functor F is strictly monoidal In order to state the reconstruction theorem, we need to assume certain representability conditions on the functor F : C Ñ B. The basic assumption is that the functor Nat C p´b F, F q : B op Ñ Set is representable. This means there exists an object B P B such that (2.9) Nat C pV b F, F q -Hom B pV, Bq, @V P B.
For example, if B " Vect k , C " B-Mod and F the forgetful functor, we have
recovering B. To recover classical Tannaka-Krein duality, one considers the vector space Nat B-Mod pF, F q for C Ñ Vect fd k under suitable assumptions (see e.g. [Del90] ).
Theorem 2.3.1. Let F : C Ñ B be a functor satisfying (2.9) with respect to some object B in B. Then B is an algebra object in B and F factors as C Ñ B-ModpBq Proof (Sketch). Indeed, the natural transformation σ : B bF Ñ F corresponding to Id B under (2.9) gives an action of H on each object F pXq for X P C. The product map B b B Ñ B corresponds to the natural transformation given by
for X P C. The unit is given by the natural transformation I bF Ñ F of the unit of the monoidal structure of B. The morphism σ X gives any object X of C a B-modules structure, which we will sometimes denote by Ź.
In order to obtain more structure on B, we need to assume more structure on C and that this structure is preserved by the functor F . In addition, we will need higher representabilities. Given a morphism β : V Ñ B bn we can define a natural transformation θ n V pβq as the composition
where the right vertical arrow is obtained by the braiding in B.
Definition 2.3.2. We say that a functor F : C Ñ B is higher representable if the functors NatpV b F bn , F bn q are representable for n ě 0 by the object B bn such that a morphism β corresponds to θ n V pβq. This condition says that the representing object B for NatpV b F, F q induces representability of NatpV b F bn , F bn q by B bn . This condition is not automatic in general. In a classical Tannaka-Krein duality setting, working with B " Vect fd k , it will be automatically satisfied.
Theorem 2.3.3. Let F : M Ñ B be a monoidal functor (not necessarily strict) satisfying the higher representability conditions for some object B P B. Then B is a universal quasi-bialgebra object in B such that F factors as M Ñ B-ModpBq
Proof. The coproduct ∆ is the morphism B Ñ B b B corresponding to the natural transformation
For the counit, we define F b0 to be the constant functor I with image the unit object I in B. The data of a natural transformation V b F b0 Ñ F b0 consists of only one morphism V Ñ I. The counit is defined to be the morphism a I : B Ñ I. The 3-cycle φ : I Ñ B b3 corresponds to the natural transformation F pα X,Y,Z q, coming from the associativity isomorphism in M. The quasi-coassociativity of ∆ now follows (under translation with use of the higher representability condition) from the commutativity of the square
for object X, Y, Z of M, which uses naturality of σ. Moreover, the hexagonal axiom translates to the 3-cycle condition. The proof that ∆ is an algebra homomorphism in B uses naturality of the braiding (see [Maj95, Figure 9 .16(b)]). Note that also for quasi-bialgebras, ∆ is an algebra homomorphism, i.e. the bialgebra condition holds strictly (not up to isomorphism).
If we assume even more structure on the category M and B, we obtain more structure on the representing bialgebra B. We will need the following preliminary observation regarding the interplay of left and right duals in B:
Lemma 2.3.4. If B is a braided monoidal category (with associativity isomorphism α) which is rigid (i.e. left duals exist). Then the left dual of an object V is also a right dual.
Proof. Recall that a right dual˚V for an object V of B is an object together with morphisms ev In order to recover the antipode of B, we need to assume the existence of a natural duality isomorphism
We require that the compatibility condition d XbY " d Y b d X of the monoidal structure with the duality holds.
We say the functor F is rigid if d exists, and for the evaluation and coevaluation morphisms in M, the conditions
are satisfied for any object X of M.
Theorem 2.3.5.
(a) Let B be rigid. Then M and the functor F are rigid if and only if the representing object B is a quasi-Hopf algebra object in B. (b) Let B be a braided monoidal and rigid. Then M has left and right duals on the same object, and F is rigid, if and only if S has an invertible antipode. (c) Let B be braided monoidal. Then M is braided monoidal if and only if we can define a second coproduct ∆ cop (see Definition 2.3.7) and a universal R-matrix turning B into a quasitriangular quasi-bialgebra (respectively quasi-Hopf algebra if we are in case (a)) in B.
In the following, we will explore these structures more concretely and sketch the proofs. For part (a), we first define the map a as the map I Ñ B corresponding to the natural isomorphism pId bF pev X qqpId bd X b Idqpcoev F pXq b Idq, while b is defined using
This implies that
The dual action is defined as σX :" d´1 X σ X˚p Id bd X q. We then define the antipode as the morphism S : B Ñ B corresponding to the natural transformation B b F Ñ F defined for an object X of M as
That is, translating the action σ X˚o n the dual to an action on F pXq using conjugation by d X . We directly derive a formula for translating between the action on F pXq and the dual action:
We can now easily proof the antipode axioms (1.5). We also check directly that the duality conditions in H-ModpBq are equivalent to the conditions (1.6). This completes the proof that having an antipode for B is equivalent to the existence of left duals in M via reconstruction.
For part (b), we need the following Lemma regarding the antialgebra and coalgebra morphism properties of the antipode. If an inverse S´1 exists, then it satisfies
Proof. It is an exercise to adapt the proof of [Maj95, Figure 9 .14] to quasi Hopf algebras. This proof uses (1.6) for φ´1.
Using this Lemma, we can further observe conditions on S´1 which are equivalent to the antipode axioms (1.5):
We now turn to the proof of (b)
Conversely, given right duals˚X in M on the same objects, we view the natural transformation d X as d X :˚F pXq Ñ F p˚Xq. We then apply reconstruction to the natural transformation
to give a map S 1 : B Ñ B. If we define the right dual action as
Then we can derive the following property:
Further, the morphisms We can now show that the map S 1 is inverse to the antipode S recovered from the left module structure in M. One checks that the right duality axioms correspond to the conditions (1.6) after application of S.
For the readers convenience, we include the definitions of the antipode (and its inverse) via reconstruction theory using graphical calculus. This generalizes [Maj95, Figure 9 .15], where the definition of m, ∆, 1, ε are as given there.
Further, the duality structure on M " B-ModpBq is given by
To describe the structure on B obtained from the braiding, and thus proof (c), we will need a general definition of an universal R-matrix in a braided monoidal category. For this, we have to consider an opposite coproduct ∆ cop .
Definition 2.3.7. The opposite coproduct ∆ cop is defined to be the morphism B Ñ B b B in B corresponding to the natural transformation τ given by
That is, the action of the opposite coproduct satisfies the identity (2.18)
Dually, we define the opposite product m op .
We can express this diagram using graphical calculus (the opposite coproduct ∆ cop is labelled with cop in the diagram) cop "
. Remark 2.3.8. In the symmetric monoidal case, ∆ cop is the usual opposite coproduct Ψ∆, but this does not hold in a general braided monoidal category B. The two following lemmas, which will be needed in Section 2.4, explain the relationship in the general case.
Lemma 2.3.9. Let B be a quasi-bialgebra in B with coassociator φ.
(a) Denote by B cop the object B equipped with the same product but opposite coproduct ∆ cop . Then B cop is a quasi-bialgebra object in B (with coassociator φ´1). By definition,
is an isomorphism of monoidal categories. If B is a quasi-Hopf algebra, then so is B cop with the same antipode S (and the same elements a, b as B). If B is a Hopf algebra, then so is B op with the same antipode S (and the same a, b as B).
Proof. This is an exercise in graphical calculus.
We need to introduce further structure via reconstruction to state the axioms for a universal Rmatrix in this general setting. Similar to the definition of the opposite coproduct, we introduce twisted coassociators. For any element σ P S 3 , we define φ σ by reconstruction corresponding to the transformation Ψ´1 σ F pαqΨ σ , where Ψ σ is the composition of Ψs acting on two of the three tensor components according to a minimal expression of σ as a product of transpositions of adjacent indices. For example, if σ " p13q " p12qp23qp12q, then Ψ σ " pΨ b IdqpId bΨqpΨ b Idq. Such an expression of σ is not unique, but the resulting Ψ σ is independent of choice.
After these preliminary observations and notations, we turn back to part (c) of the proof of 2.3.5. The universal R-matrix R corresponds to the natural transformation given by
It satisfies the following axioms, obtained from the braiding axioms (in M):
Remark 2.3.10. For the purpose of Chapters 3.4 and 4, we either have B " Vect k which is symmetric monoidal, or φ " 1 b 1 b 1, so these axioms simplify. We include this generality for completeness.
We are particularly interested in cases for which the functor M Ñ B-ModpBq is an equivalence. For this reason, we mention a different version of the reconstruction theorem similar to Tannaka-Krein duality [Maj91, Theorem 2.1] (for the comodule version).
Note that the forgetful functor F : M Ñ B always has a section triv given by the functor mapping an object X in B to the trivial module X triv on it (with action given by the counit of B). This functor is the identity on morphisms. In the following, we will often omit writing the functor F .
Remark 2.4.1. The reader might wonder why we consider right B-modules in this section. The reason for this is to make a description of the center in terms of right B-modules and left C-modules more convenient (for C dually paired with B) in Section 3.2.
A priori, it seems that we can choose whether to consider the forgetful functor F as mapping to B or B. It turns out that it is necessary to use B for the description of the center in terms of YD -modules even though this choice may seem less natural.
Warning 2.4.2. The reconstruction theory in Section 2.3 for quasi-Hopf algebras is not symmetric with respect to switching to right modules. Right action by the coassociator φ gives the inverse associativity isomorphism α´1 rather than α. This happens because for right modules we read the action of a product of elements from left the right, while for left modules from right to left, and the 3-cycle condition (1.4) is not left-right-symmetric. Note that this problem does not occur in braided Hopf algebra reconstruction (the case φ " 1) as then all conditions are symmetric.
This observation has the following consequences for reconstruction of duals in Mod-BpBq:
Using graphical calculus, the left and right (co)evaluations in Mod-BpBq are 
In the case where B and C are strict bialgebras (i.e. with trivial coassociator φ), these rules give that δ is a left C op -coaction in B. Further, the two structures δ and Ÿ satisfy the Yetter-Drinfeld condition Note that in the case where B and C are strict bialgebras, the Hopf module condition can be reformulated by saying that δ is a morphism of right B-modules, where C is a B-module via the action induced by G : B Ñ C. It is helpful to use graphical calculus to visualize the different conditions:
The first picture displays the compatibility condition for YD-modules, the second one for Hopf modules. The reason why C op appears instead of C is to make the category of YD-modules into a monoidal category (see e.g [Bes97, Lemma 3.3.2] for a direct proof). This fails when using C. Note that the coassociator φ only appears in the comodule and monoidal rule for YD-modules but not in the compatibility condition.
Considering left instead of right B-modules we obtain the category Lemma 2.4.6. Let B, C be quasi-Hopf algebras in B with a morphism G : B Ñ C preserving the structure. For any YD-module V over pB, Cq with quasi-coaction δ, and any C-module X, the map
has an inverse cpδq´1 X : X b V Ñ V b X which can be expressed as
for a right C-quasi-coaction δ 1 . We use Graphical calculus to give the formula for δ 1 :
Proof. We first show that cpδq´1 is a right inverse to cpδq. For this, it suffices to show that cpδq C δ 1 " 1 b Id V . Insert 1 b 1 b 1 " pId bS b Idqpp∆Gq b Id B bGqφ into the right hand side of this equation δ 1 so that the right hand side of (1.4) appears. Next, apply the 3-cycle condition and note that, using (2.23), m B b3 pS b a b Idqp∆ b Id V qδ " a appears. The expression then simplifies to 1 b Id V using (1.6).
To show that cpδq´1 is a left inverse, it suffices to show that cpδq´1 C δ " Id C b1. This is done in a similar way to the first part (using 3-cycle manipulations and the antipode axioms). Proof. As G factors through F , G is strict monoidal. Further observe that by the universal property of reconstruction (2.10) the functor G is equivalent to a morphism of quasi-bialgebras B Ñ C which we also denote by G.
First, consider the case of Z G B pMq. We recall that all objects in Z G B pMq are pF, trivq-admissible. To fix notation, we write Nat b pV b G, G b V q for monoidal transformations satisfying (2.1) which are not necessarily invertible. Using Nat instead of Isom in the notation of (2.2), we can define a functor
by mapping pV, cq to V with the quasi-coaction δpV, cq : V Ñ C bV defined as c B pId V b1q. On morphisms, δ is just the identity. Conversely, define cpδq for a coaction δ on V to be the natural transformation
for any object X of M, using the inverse braiding Ψ´1 in the base category B.
We have to show that the functors δ are well-defined (i.e. map to the categories claimed). For this, we first verify that under the functor δp´q, the requirement that c is b-compatible gives that δpcq is a C-quasi-comodule and vice versa. Further we have to show that the Yetter-Drinfeld condition (2.24) for δpV, cq and the B-action on V corresponds precisely the condition that c B pId b1q is a morphism of B-comodules. The key observation to proof this is the identity
Note that this identity crucially depends on pF, P q-admissibility. It is computed by observing that Id V " ŸpId V b1q, where we view Ÿ as a morphism of B-modules V triv b B Ñ V . The equality arises if we apply naturality of c to the regular action Ÿ : B triv b B Ñ B. Note that all the associativity isomorphisms (which enter the picture as right action by φ) vanish because they act on B triv . In order to prove the observation above, we can now take the computations in 2.2.7 and rewrite them using (2.29).
The mappings δ and c are mutually inverse: It is clear that δppV, cpδ" δ as ΨpId b1q " 1 b Id. To verify that cpδpV, cqq " c we use that the action Ÿ is a morphism of right B-modules V triv b B Ñ V , where B has the regular action. Applying naturality of c, monadicity of c, and the assumption that pV, cq is admissible over B implies that cpδpV, cqq " c. This establishes that δp´q, with inverse cp´q, form an isomorphism of categories.
For cpδq to give an object of the center, it needs to be invertible. This is not true for general quasi-bialgebras, but can be assured using the assumption that the antipode S exists. For this, we use Lemma 2.4.6. Hence Z G B -C op YD B pBq is an isomorphism of categories via the mutually inverse functors δp´q and cp´q.
Looking at the Hopf-center H G B pMq, we note that the one can run a analogous argument to establish an isomorphism with the category of Hopf modules C op B. In this case, the compatibility condition obtained is (2.25).
Next, restricting to the case where G " Id M , we note that the monoidal structure and braiding of C op YD B pBq are precisely the ones induced by the monoidal structure of Z G B pMq thus making the isomorphism δ an isomorphism of braided monoidal categories. Monadicity of the equivalence can also be show for general G.
If B is only a quasi-bialgebra, the equivalence does not hold as stated, as b-compatible natural transformations are not necessarily invertible. We however still obtain a pre-braiding on the category of YD-modules. This establishes Proposition 2.4.4 of which we had postponed the proof. The key observation for translating properties and constructions in Z G B pMq to the description in terms of YetterDrinfeld modules is (2.29). Using this, the monoidal structure in the Drinfeld center (cf. 2.2.7) translates precisely to the claimed monoidal structure on the category of Yetter-Drinfeld modules (which comes form the coaction on B and the second axiom in (2.23). This completes the proof of the isomorphism of braided monoidal categories Z
The case we will be most interested in is G " Id M . In this case the category Z B pMq is equivalent to the category of YD-modules over B in B, and the category H B pMq is equivalent to the category of Hopf modules over B in B.
Similarly, for left B-modules, the categories Z B pB-ModpBqq and B B YDpBq, and the corresponding Hopf-versions, are isomorphic as braided monoidal categories. Considering the isomorphism of categories Mod-BpBq Ñ B cop -ModpBq, pV, Ÿq Þ Ñ pV, Ź :" ŸΨ´1pS´1 b Id V qq.
As the center constructions are stable under isomorphism, we find equivalences such as
or the corresponding equivalence for the Hopf centers.
Remark 2.4.8. It is important to note for later applications that Proposition 2.4.7 does not rely on B being rigid. This will enable us to work with the category of countably infinite-dimensional vector spaces later.
A fundamental theorem, proved in this general form in [BD98] , states that provided that in the category B equalizers split, there is an equivalence of categories H B pMod-BpBqq -B, for B a Hopf algebra object in B. We can recover part of this statement in the quasi-case:
Theorem 2.4.9. Assume that B has split antipodes and let B be a quasi-Hopf algebra in B. Then there exists a functor
with right inverse given by the fully faithful functor
Proof. First check that the functor Ind gives Hopf modules as stated, which is an easy exercise in graphical calculus. Next, it is possible to see that the functor Ind is fully faithful. To proof fullness, use that each morphism f : IndpV q Ñ IndpW q is of the form Id B bf 1 , where f 1 " pε b Id V qf p1 b Id V q (using an analogous computation as in [BD98] ).
Next, given a Hopf module pV, Ÿ, δq, we consider the morphism
Using the antipode axiom and the condition (2.25), we can show that e V is an idempotent in B. By assumption on B, it splits as e V " ι V π V , where
We can now define the functor Res using a choice of such a splitting. On morphisms, we map f : V Ñ W to π W f ι V . To show this gives a functor, we use the identity that f e V " e W f for any morphism of Hopf modules. This follows directly from f commuting with δ and Ź.
It is easy to check that Res Ind -Id B directly. Observe that in this case, ι " p1bId V q, and π " pεbId V q for the object IndpV q " B b V .
Note that if both M and its strictification (from 2.1.6) are higher representable, then we can conclude that H B pMq -B is an equivalence of categories using the proof of [BD98] . Proof. The formula for δ˚follows by translating Proposition 2.2.11 under (2.29). We use δ 1 to express the inverse commutativity isomorphism in terms of YD-modules. One can then use the functor Θ to compute this from the data of the quasi-coaction δ. The dual right B-action on V˚is the usual dual action in M " Mod-BpBq.
Finally, it is now a direct corollary that the category B op YD B pBq acts on the category B op H B pBq on the left, using Proposition 2.4.7 to translate Theorem 2.2.14 to the module-(quasi)comodule description of this section.
2.5. Quasitriangularity. Note that for any monoidal category M over B, there always exists a forgetful functor F : Z B pMq Ñ M. In this section, we want to study the situation when this functor has a right inverse, i.e. a fully faithful monoidal functor R : M Ñ Z B pMq such that there exists an natural isomorphism γ : F R " ùñ Id M . This will induce a braiding on the category M coming from the braiding of Z B pMq. Note that the natural isomorphism γ is required to be compatible with the monadicity transformation µ F , µ R . That means that the diagram (2.32) Definition 2.5.1. Let M be a monoidal category and B braided monoidal. We call a monoidal functor R : M Ñ B which is a right inverse to F , with the data of γ satisfying the compatibilities (2.32) and (2.33) above a quasitriangular structure on M. This implies that R is fully faithful. We can simplify to
by first applying naturality of γ in µ Applying first naturality of µ R , and then (2.32) we can simplify to
Theorem 2.5.3. Let M be a monoidal category over a braided monoidal category B (with functors F, P as in 2.2.2). Then M is braided monoidal (and F , P preserve the braidings) if and only if M has a quasitriangular structure over Z B pMq.
Proof. Applying Lemma 2.5.2 to Z B pMq shows that if such a quasitriangular structure exists, then M is braided. It is clear that the functors F, P preserve the braidings. For the converse, we use the functor R : M Ñ Z B pMq defined by mapping an object V of M to the pair pV, Ψ M V,´q , where Ψ M is the given braiding in M, and the identity on morphisms.
We can recover the usual definitions of quasitriangularity (including co-quasitriangularity, and weak quasitriangularity (due to Majid [Maj99] ), see Section 3.3) from this more general definition using reconstruction theory. These results can be given in the general setting over a braided monoidal category B.
To do this, we assume that the functors F and R are strictly monoidal and inverse to each other (i.e. γ " Id M , µ F " Id M and µ R " Id B ). Proof. Recall that by Lemma 2.5.2 that the existence of the functor R implies that B-ModpBq is braided, with braiding induced by R. By higher representability 2.3.2 this gives the existence of a universal Rmatrix R : I Ñ B b B satisfying the axioms (2.19)-(2.21). Moreover, as the functor R preserves the braiding by construction, this gives the equality
as we assume µ R " Id. From this, we conclude that the quasi-coaction needs to be as stated by apply naturality of the braiding to 1 Ñ B, where B has the regular action. The YD-condition corresponds to the R-matrix axiom that conjugation by R transforms the coproduct into the opposite coproduct ∆ cop (see 2.19). The other axioms correspond to the quasi-coaction condition and the fact that the functor R is monoidal. Note that we need left module versions of these axioms here. These can however easily obtained from 2.2.7 and (2.1) using braided left module reconstruction as in 2.3.5. Conversely, given a universal R-matrix, one can run the argument backwards and check that the structures are obtained as stated from the axioms (2.19)-(2.21).
Braided Drinfeld and Heisenberg Doubles
In this chapter, we use reconstruction theory to obtain general definitions of the braided Drinfeld and Heisenberg doubles. In the case of the braided Drinfeld double, this resembles the double bosonization in [Maj99] . For this, we will now leave the generality of quasi-Hopf algebras restricting to strict Hopf algebras. The main reason for this is that the picture becomes more symmetric, as the dual of a Hopf algebra is a Hopf algebra (which is not true for quasi-Hopf algebras). Recall the definition of dually paired Hopf algebras from 1.7. We note that, the simplification of using strict Hopf algebras leads to several computational advantages. For instance, as mentioned before, the quasi-coaction δ : B Ñ B b V of the definition of Yetter-Drinfeld modules now becomes a B op -coaction. We will summarize the simpler formulae at the beginning in 3.1.
Next, we will use the categorical definition of quasitriangularity from Section 2.5 to discuss the notions of dual and weak quasitriangularity in the general setting of dually paired bialgebras in B.
Once this preliminary work has been done, we will take B to be H-Mod or H-CoMod where H is an ordinary Hopf algebra in Vect k which is either quasitriangular or weak quasitriangular (but possibly infinite-dimensional). We then define braided Drinfeld and Heisenberg doubles via reconstruction theory and give explicit presentations using modified Sweedler's notation. We also interpret the analogues of the BGG-category O in this general context. Finally, we explain how the categorical action from 2.2.14 gives that the braided Heisenberg double is a 2-cocycle twist of the braided Drinfeld double. This generalizes an earlier result of [Lu94] and is the main result of this section.
3.1. Simplifications for Strict Hopf Algebras. As mentioned above, for B a Hopf algebra in B, the category B op YD B pBq consists of simultaneous B-modules and B op -comodules in B which satisfy (2.24).
Further, the braiding and inverse braiding can now be given as
Furthermore, we can introduce an equivalent form of the YD-conditions, given that the antipode is invertible:
Lemma 3.1.1. The YD-condition for B op YD B pBq is equivalent to the conditions
, and "
Proof. This is an exercise in graphical calculus using that mpS´1 b IdqΨ´1∆ " 1ε.
We interpret this relation as enabling us to permute the action past the coaction and vice versa (similar formulas can be given for quasi-Hopf algebras, but obstructions caused by the 3-cycle occur). For strict Hopf algebras, we can also give simpler formulae relating the (left) duals in of YD-modules on V˚to the given structures on V . Proof. This is an immediate consequence of Corollary 2.4.11, setting φ " 1 b 1 b 1 and α " β " 1.
In the setting of strict Hopf algebras in B, the R-matrix axioms simplify to Figure 9 .18] for a proof using graphical calculus. Conversely, given such a universal R-matrix for B, the category B-ModpBq (or Mod-BpBq) is braided monoidal (this is a special case of 2.3.5(c)). Note that, unless we are in the symmetric monoidal case, the convolution inverse R´1 does not give an R-matrix up to application of the braiding. It is however possible to define R op by applying reconstruction theory to M (that is, M with opposite braiding). The axioms for a dual R-matrix (giving a braiding on B-CoModpBq can be obtained by rotating this picture in the horizontal axis. Morphisms are required to commute with both the left C-and the right B-action. Note that the monoidal structure is given by the usual monoidal structures for left C-and right B-modules in B. Note that the larger category is not braided in general any more (for this, we require that a coevaluation map I Ñ B bC exists in B).
We can also embed the category of Hopf modules B op H B pBq " HpMod-BpBqq into a larger category C H B pBq by again applying the functor B op Φ to the left comodule structure. The resulting category consists of objects in B with a left C-module and a right B-module structure such that Proof. It is easy to check using graphical calculus that V Ź W is a Hopf module over pC, Bq. It is also clear that a pair of morphisms f :
as both f , g commute with the respective C, B actions, so their tensor product will commute with the tensor product actions.
Finally, we can also compute the center of monoidal categories of comodules in terms of Yetter-Drinfeld modules.
Proposition 3.2.2. For a Hopf algebra object B in B, there are isomorphisms of categories
Proof. For pV, cq P Z B pB-CoModpBqq, consider the map Ź :" pε b Id V qc B . Using monadicity of c and the monoidal structure on the center, we find that Ź is a right B cop -module. Dually to the proof of 2.4.7 (with the simplification that φ " 1 b 1 b 1, we find that the datum of Ź allows to recover c, and that conversely any right B cop -module that satisfies the YD-condition (2.24) gives an element of the center. The proof for the Hopf center is again analogous. pBq to a left B-module structure. It is an exercise to check, using the alternative YD-conditions of 3.1.1, that the resulting left module is YD-compatible with the comodule structure on V . Note that the braiding corresponds to the opposite braiding. As all translations used are isomorphisms (which are the identity on morphisms), this gives an equivalence of the centers as stated.
3.3. Weak Quasitriangularity. We now apply the general categorical viewpoint on quasitriangularity from Section 2.5) to a setting of dually paired Hopf algebras B, C in B. The aim is to reinterpret Majid's concept of weak quasitriangularity in this context as it is a crucial feature used in defining braided Drinfeld doubles of braided Hopf algebras in comodule categories as algebras. In fact, it is needed in order to include quantum groups as an example of braided Drinfeld doubles (as done in [Maj99] ).
The aim is to rewrite the datum of a dual R-matrix via applying evaluation to the datum of morphisms R : B op Ñ C. There are two ways of doing this:
Here, R op is the dual R-matrix obtain by reconstruction s.t.
We will in general need to remember the datum of both morphisms R and R. It is furthermore required that ev is a paring satisfying (3.7) " , and "
op .
The reason for this is that we want to be able to write the braiding of B op -comodules in terms of the induced H-module structure. There are two ways of doing this, using the H-module structure on either tensorand of the braiding. That is,
Being able to rewrite the dual R-matrix in this way is essential if we want to apply module reconstruction to braided categories of comodules, for the reason that we need to express all formulas in terms of the induced action (from a coaction) via ev. This is used in the construction of the quantum groups U q pgq as braided Drinfeld doubles (cf. 3.5.10).
Our definition of weak quasitriangularity resembles the idea of the definition in [Maj99] . It also gives an intermediate notion between the stronger requirement of C having a universal R-matrix and the weaker assumption of B op having a dual R-matrix.
Lemma 3.3.1. Given a pairing ev as in (3.7) and let R : B op Ñ C be a morphism of bialgebras in B. Then for any given left B op -comodule pV, δq in B,
Proof. This is not hard to check, using (3.7) and the definition of the (co)opposite product. Note that B opcop " pB op q cop and hence is a bialgebra in B. (i) The functor mapping pV, δq to pV, δ, Ź :" pev b Id V qpR b δqq as in 3.3.1(i).
(ii) The functor mapping pV, δq to pV, δ, Ź :" pev b Id V qpR b Ψqpδ b Id B qΨpS b Id V qq, which is the composition of the functor in 3.3.1(ii) with the equivalence from 3.2.3.
Proof. In Lemma 3.3.1, we checked that the stated compositions of maps indeed give left B op modules (respectively right B opcop -modules). The condition (3.10) is precisely what is required for the resulting map Ψ as in (3.8) to be morphisms of comodules. Hence, B op -CoModpBq is braided. This gives the quasitriangular structure of (i) as described and a quasitriangular structure of B op -CoModpBq in Z B pB op -CoModpBqq. By the equivalence 3.2.3, this corresponds to the quasitriangular structure (ii) as stated.
Definition 3.3.3. A weak quasitriangular pair for dually paired Hopf algebras C, B is the datum of two morphisms of Hopf algebras R, R : B op Ñ C in B which satisfy (3.10), s.t. with respect to a pairing ev of B op and C as in (3.7), the axioms (3.6) hold.
Note that such maps R, R are automatically convolution invertible with convolution inverses given by R´1 :" RS and R´1 :" RS.
Note that the existence of quasitriangular structures as in 3.3.2 does not imply the existence of the maps R, R. In fact, it only implies the existence of dual universal R-matrices. In the following, we will describe how one can obtain the maps R, R via reconstruction theory under certain representability conditions. Lemma 3.3.4. If the category B op -CoModpBq can be (higher) represented in the sense of Section 2.3 as modules over a Hopf algebra C in B, then there exists a weak quasitriangular pair R, R for the dually paired Hopf algebras C, B.
Proof. Consider the image of pB op q coreg , B op with coregular coaction given by the coproduct, under E : B op -CoModpBq Ñ C-ModpBq. This gives a map γ : C b B Ñ B. Note that the functor E factors through the forgetful functor to B by assumption. We define ev :" εγ : C b B Ñ I. Now let δ be any B op -comodule structure on an object V of B. Then δ is a morphism of B op -comodules V Ñ pB op q coreg b V triv . This follows simply from the comodule condition. Hence, δ is a morphism of C-modules w.r.t. the image under E and we derive that for the C-action (denoted by Ź) on V under E we have
Hence, the functor E is induced by the map ev. From this we derive directly that ev satisfies the axioms (3.7).
To find R, we apply reconstruction (of C-modules) to the natural transformation
The morphism R can be obtained by applying reconstruction to
hence evpRS b Idq " R as required in (3.6).
The following proposition relates the different concepts for quasitriagularity.
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Proposition 3.3.5. Let B, C be dually paired Hopf algebras in B.
(a) A universal R-matrix for C induces a weak quasitriangular structure for B, C, which induces a dual R-matrix on B. (b) Let C be the left dual of B in the sense that a coevaluation map coev : I Ñ B bC exists, satisfying that the usual duality relations hold. Then the three concepts in (a) coincide.
Proof. This is due to [Maj99] . To proof part (a), given a universal R-matrix for C, define
To obtain R, we need to find a morphism r R : I Ñ B b B such that
This can be thought of as R opop and exists by higher representability. Now we can define
It was already observed in Proposition 3.3.2 that a weak quasitriangular structure induced a dual Rmatrix. Part (b) follows from the observation that given a coevaluation map, the categories B op -CoModpBq and B-ModpBq are canonically equivalent.
Note that in a symmetric monoidal category this theory simplifies as R op , r R can be obtained from R using the symmetry.
We will later observe that in the case of the quantum group, a weak quasitriangular structure exists for the Hopf algebra CZ n . This is essential in the interpretation of U q pgq as a double bosonization in [Maj99] . In practice, we will only use the concept of a weak quasitriangular structure in the case where B is the symmetric monoidal category Vect k .
Remark 3.3.6. If B " Vect k , then the functor E : B op -CoMod Ñ C-Mod is fully faithful if the pairing ev is perfect. Clearly, E is faithful as it is the identity on morphisms. Assume the pairing is perfect and consider a linear map f : V Ñ W . The expression
is zero for all if Epf q is a morphism of C-modules. But if that means that the difference v p´1q b f pv p0q qṕ f vq p´1q b pf vq 0 lies in the right radical of ev. If ev is perfect these terms have to be zero and hence f is a morphism of B op -comodules. This shows E is full. In a general braided monoidal category we say that a pairing is perfect if the functor from comodules to modules it induces is fully faithful.
3.4. Definition of Braided Drinfeld and Heisenberg Doubles. Assume that B and C are perfectly dually paired Hopf algebras in B. Using the description of YD-modules over (B, C) from Section 3.2, we have obtained a fully faithful functor
In the case where B " H-Mod for a quasitriangular Hopf algebra H (or B " A-CoMod for A and H perfectly dually paired Hopf algebras in Vect k with a weak quasitriangular structure), we can now define braided Drinfeld and Heisenberg doubles via reconstruction theory (see Section 2.3). The advantage of this approach is that we can extract all formulae from braided diagrams and the structure maps of the (Hopf) algebras thus defined will satisfy all the axioms by general theory and no explicit checks have to be carried out. For the braided Drinfeld double this repeats Majid's construction of the double bosonization in [Maj99] using left H-modules instead of right ones. In loc.cit. the computations for the Hopf algebra structure are also carried out explicitly.
Remark 3.4.1. In the following, we will work with over Vect k , which is the symmetric monoidal category of countably infinite-dimensional vector spaces. We want to work with an infinite-dimensional Hopf algebras B. Now B does not necessarily have a perfectly dually paired Hopf algebra C in the sense of 1.7. In fact, the maximal subalgebra of the vector space dual B˚" Hom k pB, kq which is a Hopf algebra with the dual structure from B is
where I are Hopf ideals. However, C " B˝is not necessarily perfectly paired with B. Using finitedimensional representations, we can describe B˝as the Hopf algebra of matrix coefficients (see e.g. [BG02] ). From this description we obtain the condition that B˝and B are perfectly paired (with respect to the natural pairing) if and only if no element of B acts by zero on all finite-dimensional modules of B.
As we will often work with positively graded Hopf algebras (for example, studying Nichols algebras), we will include the following Lemma:
Lemma 3.4.2. If B is a positively graded Hopf algebra with finite-dimensional graded pieces, then Ba nd B are perfectly paired.
Proof. Write B " ' ně0 B n and consider the finite-dimensional module B ăk :" B{' něk B n . For each b P B, we find that b P ' nďk B n for some k. Then 0 ‰ b¨1 P B ăk`1 , so we have found a finite-dimensional module on which b acts non-trivially. (ii) The braided Heisenberg double Heis H pC, Bq is the algebra obtained from C H B pBq by reconstruction on C bH bB. In the weak quasitriangular case, denote the resulting algebra by Heis A pC, Bq.
Note that a PBW-decomposition is given by construction for these algebras. Moreover, we have that
where the first equivalence is one of monoidal categories. Note that in the case B " A-CoMod, such equivalences do not hold if A, H are infinite-dimensional. The reason is that in C YD B pA op -CoModq the H-actions are induced by A-coactions. If the pairing of A and H is perfect, then they correspond to all locally finite (integrable) modules. But modules in Drin A pC, Bq can be more general (compare this to the requirement of studying weight modules of the quantum group).
Remark 3.4.5. We choose the notation Drin H pC, Bq indicating both B and C. This is because for given B we can consider different dually paired Hopf algebras (which may not be perfectly paired). This gives a more flexible definition allowing the treatment of algebras which have no perfectly paired dual Hopf algebra.
Before providing examples, we will write out explicit presentations for the abstractly defined doubles.
3.5. Explicit Presentations. In the following, we will use Sweedler's notation to write down presentations for the algebras just defined. For this, we denote the coproducts by ∆pxq " x p1q b x p2q (for x an element of H, B or C). Note that in the case of B and C these are coproducts in the braided monoidal category H-Mod which are often referred to as braided coproducts. We write x p´1q b x p0q for left coactions. In this notation, summation over tensors is omitted. We maintain to use the notation Ź and Ÿ for actions. When clarification is needed, we denote the products in H, B or C by¨with a lower index indicating the algebra. We denote the R-matrix of H by R " R p1q b R p2q and its convolution inverse by R´1 " R´p 1q b R´p 2q .
Proposition 3.5.1. The algebra Drin H pC, Bq is generated by the subalgebras H, B op (meaning that bb 1 " b 1¨B b) and C subject to the following relations:
hc " ph p1q Ź cqh p2q , pô ch " h p2q pS´1h p1q Ź cqq (3.11)
hb " ph p2q Ź bqh p1q , pô bh " h p1q pSh p2q Ź bqq (3.12)
The coproducts are given by
The counit is simply given by εpchbq " εpcqεphqεpbq. The antipode and inverse antipode are the antialgebra morphisms given by:
S´1pcq " pR´p 2q Ź S´1cqR´p 1q . The algebra Heis H pC, Bq has the same algebra bosonization relations (3.11)-(3.12) as Drin H pC, Bq, but relation (3.13) (referred to as the cross relation) is replaced by (3.14)
cb " b p2q R p1q c p2q evpc p1q b pR p2q Ź b p1.
Proof. These formulas are obtained using reconstruction in Vect k . For h P H, b P B and c P C, we define the action by
The formulae for the antipode are required by defining e.g. Sb to be the element of Drin H pC, Bq which satisfies evpb Ź f b vq " pf b Spbq Ź vq for all f P V˝and v P V where V˝is the finite dual of the space V .
Lemma 3.5.2. The cross relation (3.13) in Drin H pC, Bq is equivalent to each of the following relations:
Proof. Apply reconstruction to Lemma 3.1.1 after reinterpreting the B op -coaction as a C-action using the functor B op Φ.
Using this Lemma, we can write down general product formulas in PBW form in Drin H pC, Bq: The general product formula for Heis H pC, Bq in PBW form is:
(3.16) Example 3.5.3. Let X " A n and B " Crx 1 , . . . , x n s its coordinate ring. We denote its restricted dual (as a Hopf algebra) by C " Θ X " CrB 1 , . . . , B n s, where evpB i , x j q " δ i,j . Both B and C are primitively generated Hopf algebras over k and perfectly paired via ev. One easily sees that HeispO X q " D X " A n is the ring of differential operators on X, the nth Weyl algebra. The Drinfeld double is simply DrinpO X q " Crx 1 , . . . , x n , B 1 , . . . , B n s which can be identified with O T˚X , the ring of functions on the tangent space. Hence there is an action of O T˚-Mod on D X -Mod.
We have an analogue of Proposition 3.5.1 in the case where B " A-CoMod. Recall that in this case, we have convolution invertible morphisms of Hopf algebras R, R :
Proposition 3.5.4. The Hopf algebra Drin A pC, Bq is generated by the subalgebras H, B op (opposite product in Vect k ) and C with the same bosonization relations (3.11)-(3.12) as Drin H pC, Bq and cross relation
∆pcq " c p1q R´1pc p2q p´1b c p2q p0q .
The unit and counit are as before and the formulas for the antipode and inverse antipode are given by
Proof. All expressions for Drin H pC, Bq (or Heis H pC, Bq) can be translated into expressions for Drin A pC, Bq (or Heis A pC, Bq) by using the following rules which are derived from the weak quasitriangular structure on A, H:
The cross-relation of Heis A pC, Bq is given by
Example 3.5.5. Let us consider the case where H " k and B is a finite-dimensional Hopf algebra over k to discover the classical notions. In this case, DrinpHq :" Drin k pH˚, Hq is given on H˚b H op with product determined by the relation cb " b p2q c p2q evpc p1q b b p1evpc p3q b S´1pb p3. The coproducts are given by ∆pbq " b p1q bb p2q and ∆pcq " c p2q bc p1q . The universal R-matrix for DrinpHq is τ coev H , where τ is the symmetric braiding in Vect k . We will write coev H " e α b f α P H b H˚. The algebra DrinpH op q recovers the classical Drinfeld double of H (as found in the literature, cf. e.g. [Kas96] ) and has the same categorical interpretation.
For example, consider the Drinfeld double DrinpG op q :" DrinpkrGs cop , kG op q, for G a finite group. It is generated by kG and the algebra of k-valued functions krGs (basis δ h pgq " δ h,g ). Note that the coproduct is ∆pδ h q "
The relations in this algebra are gδ h " δ ghg´1 g.
Example 3.5.6. A vast class of examples of braided Hopf algebras is given by Nichols algebras. These play an important part in the classification of Pointed Hopf algebras (see e.g. [AS02] for a survey). An important feature is that they are primitively generated. That is, B is generated by elements b P B such that ∆pbq " b b 1`1 b b, and the same is true for C. For such braided Hopf algebras, we obtain simpler formulae as the cross relations will turn out to be commutator relations. Denote the space of primitive elements of B by P pBq and similarly the space of primitive elements in C by P pCq. Then Drin H pC, Bq is generated by H, P pBq and P pCq with respect to the bosonization relations (3.11) and (3.12) and the cross relation
for b P P pBq, c P P pCq. The coproducts are given on the generators by
The condition (3.14) is equivalent to the commutator relation rc, bs " R p1q evpc b R p2q Ź bq, for c P P pCq and b P P pBq. Working over DrinpHq for an ordinary Hopf algebra H, we can view B P Hopf pDrinpHq-Modq as a YD-module over H (an object of ZpMod-Hq. Then the relation (3.14) is equivalent to
To compare the definition of the braided Heisenberg double from [BB09, Section 5], we have to apply algebra reconstruction on C b H b B (rather than C b DrinpHq b B). That is, we consider the subalgebra generated by H, B and C of C bDrinpHqbB. We include this restricted version of the braided Heisenberg double.
Lemma 3.5.7. Let B P Hopf pZpMod-Hqq, then the restricted braided Heisenberg double Heis H pC, Bq of H over B is the algebra generated by H, B op and C subject to the relations
It is the subalgebra of Heis DrinpHq pC, Bq generated by H, B op and C.
Note that that H is assumed to be finite-dimensional for DrinpHq to be quasitriangular. We observe that there is a restriction functor Heis DrinpHq pC, Bq-Mod Ñ Heis H pC, Bq-Mod. and ∆pcq " c p1q f α b e α Ź c p2q both lie in the subspace pC b H˚b H b Bq b pC b H b Bq.
Example 3.5.9. In 3.5.3, the Drinfeld double of O X collapses to simply be the tensor product Hopf algebra of O X and its dual. We will now consider the symmetric algebra as a Hopf algebra object in C2 C2 YD for the group C 2 with two elements. We can also include the alternating algebra in the same setting as an example.
Let V be a finite-dimensional vector space. Consider the braidings τ : V b V Ñ V b V , where τ pv b wq " w b v, and´τ . These can naturally be realized as braidings coming from C 2 -YD module structures on V , corresponding to δpvq " sbv where C 2 " t1, su with the trivial action for τ , respectively the sign representation sv "´v for´τ . Using this, we have that
are braided Hopf algebras in C2 C2 YD " DrinpC 2 q-Mod. As they are Nichols algebras, they are perfectly paired with SpV˚q (respectively ΛpV˚q).
The restricted Heisenberg double Heis kC2 pSpV˚q, SpVis now A n bkC 2 , but Drin DrinpC2q pSpV˚q, SpVhas the non-trivial commutator relation rf, vs " ps´δ 1´δs q evpf b vq.
Hence viewing SpV q over DrinpC 2 q causes the resulting Drinfeld double to be non-commutative.
For the exterior algebra, we have that Heis kC2 pΛpV˚q, ΛpVis generated by v P V , f P V˚and 1, s with additional relations sv "´vs, sf "´f s, rf, vs " evpf b vq.
In Drin DrinpC2q pΛpV˚q, ΛpVthe commutator relation is rf, vs " ps´δ 1`δs q evpf b vq.
Example 3.5.10 (The quantum groups). Majid constructs Lusztig's version of U q pgq (for generic q) as braided Drinfeld doubles in [Maj99] . We repeat the construction with the conventions of this paper. For this, a (symmetric) Cartan datum¨gives a paring of two lattice group algebras A " kZrIs " krg˘1 i s and
i¨i (where k " Cpqq). The dual R-matrix Rpg i , g j q " q i¨j is given by a weak quasitriangular structure with Rpg i q " K´i¨i 2 (and R " R´1). We can then define an A-comodule F " kxF 1 , . . . , F n y by F i Þ Ñ g´1 i b F i and denote its dual by E " kxE 1 , . . . , E n y. The tensor algebras (in A-CoMod) B " T pF q, C " T pEq are dually paired via
where q i :" q i¨i 2 . This pairing extends uniquely to a Hopf algebra pairing of the tensor algebras and it is a result by Lusztig (see [Lus93] ) that then left and right radical of this pairing are precisely the quantum Serre relations. Hence the quotients are U q pn`q (of C) and U q pn´q (of B), which are Nichols algebras. Now translating (3.20) under 3.5.4 we obtain the correct relation
Further, the bosonization relations (3.11) and (3.12) give
Hence the resulting Hopf algebra is U q pgq. The cross relation for the Heisenberg double D q pgq :" Heis A pU q pn`q, U q pn´qq is given by
We will look at the action of U q psl 2 q-Mod on D q psl 2 q-Mod in Section 3.9.
3.6. R-Matrices for the Drinfeld Double. While the Hopf algebra structure of Drin H pC, Bq can be defined for general infinite-dimensional Hopf algebras with a choice of a dually paired Hopf algebra, viewing the braided structure of Drin H pC, Bq-Mod, and hence the R-matrix, at this level of generality is problematic as they require the existence of a coevaluation map coev :
In the infinite-dimensional case, given a perfect pairing, this map may still exist as a formal power series, given that there is an orthonormal bases of the dual Hopf algebra C to a basis of B.
Recall the braidings from (3.1). Given the existence of a coevaluation map coev : I Ñ B b C, the category C YD B pBq is braided via the braiding Given that B and C are not necessarily finite-dimensional Hopf algebras with a perfect duality pairing ev : C b B Ñ k such that there a basis tb i u i of B with an orthogonal basis tc i u i of C, we can consider the formal power series coev B :"
This is not a morphism k Ñ B b C, but satisfies the duality axioms of the coevaluation map.
Using this formal sum, we can write an R-matrix for Drin H pC, Bq as the power series (omitting summation)
If B " A-CoMod, the situation is even more problematic. Expressing the braiding
as an R-matrix, which is necessary in algebra reconstruction, involves a coevaluation map which will be an infinite sum unless H, A are finite-dimensional. We denote it by coev H " h j b a j . Then
Further, the R-matrix on Drin A pC, Bq is given by
To overcome the problematic of the braiding involving formal infinite sums, we will describe the properly braided subcategory of modules over the braided Drinfeld doubles corresponding to the center Z B pMod-BpBqq in Section 3.7.
Example 3.6.1. Consider U q psl 2 q. We can compute that evpf n b e n q " rns q ! pq´1´qq n , where rns q " 1`q´2`. . .`q 2pn´1q and rns q ! " r1s q¨. . .¨rns q . Hence
However, writing the required coevaluation map for I Ñ H b A is problematic. A solution is to introduce the element q hbh P pA b Aq˚. This element satisfies
This can be generalized to a general Cartan datum (see [Maj99] ) for more detailed sketches of these constructions.
Example 3.6.2. The small quantum groups u q pgq can also be realized as examples of braided Drinfeld doubles. For this, we assume that q is a primitive rth root of unity, where r is odd and char k does not divide r. As underlying Hopf algebras, we take the group algebras A " H " kpC r q n .
3.7. The Category O. The R-matrices R Drin H pC,Bq and R Drin A pC,Bq from Section 3.6 will induce the braiding on the subcategories Z H-Modq pMod-BpH-Modqq respectively Z A-CoMod pMod-BpA-CoModqq. For perfectly paired B and C, these Drinfeld centers are almost analogues of the BGG-category O for the quantum groups. To support this interpretation, recall that for infinite-dimensional dually paired bialgebras B and C in H-Mod, the essential image of the fully faithful functor
consists of those C-modules V such that for each v P V , C{ Annpvq is finite-dimensional. Such modules are called locally finite or admissible. Hence, the full subcategory Z H-Mod pMod-BpH-Modqq Ă Drin H pC, Bq-Mod consists of those YD-modules which are locally finite for the C-action, but not necessarily for the B-action. For example, one can define Verma modules in Z H-Mod pMod-BpH-Modqq. When working in B " A-CoMod, one also has to restrict to Drin A pC, Bq-modules for which the Haction is induced by a A-coaction, i.e. the H-action has to be locally finite too. Using these observations, we conclude the following lemma:
Lemma 3.7.1. For the quantum group U q pgq at q not a root of unity, the subcategory of Z kZ n -CoMod pMod-U q pn`qpkZ n -CoModqq on finitely generated modules is the BGG-category O (denoted by O q pgq) for quantum groups as defined in [HM11, 3.1].
Proof. An object V in O q pgq satisfy three properties:
(i) V is finitely generated over U q pgq (ii) V us a weight module, i.e. there exists a direct sum decomposition
(iii) V is locally finite as an U q pn`q-module.
If V comes from an object in Z kZ n -CoMod pMod-U q pn`qpkZ n -CoModqq, then (II) is automatically fulfilled because the H-action is induced by a A " kZ n -coaction. Further, (III) is fulfilled as the C-action is induced by a B op -coaction and hence locally finite. Further, any such module can be obtained from an object of the center as the pairing of B and C is perfect. Thus, if we restrict to finitely generated modules, we recover O q pgq as a subcategory of the center.
Hence we can define the category O for a braided Drinfeld (or Heisenberg) double as the subcategory of finitely generated modules in Z B pMod-BpBqq (respectively H B pMod-BpBqq). We denote this category by Z fg B pMod-BpBqq (respectively H fg B pMod-BpBqq).
subcategory of Z B pMod-BpBqq (respectively Z B pMod-BpBqq in the Hopf case). One of the main uses is that all simple objects in O appear as quotients of such Verma modules.
3.8. Cocycle Twists. In this section, we observe that the left action of the category Z B pMod-BpBqq on H B pMod-BpBqq extends to an action of Drin H pC, Bq-Mod on Heis H pC, Bq-Mod. This action implies that Heis H pC, Bq is a right cocycle twist of the Hopf algebra Drin H pC, Bq generalizing an earlier result of [Lu94] to the braided case. In particular, Heis H pC, Bq is a left Drin H pC, Bq-comodule coalgebra. Proof. This is an exercise in graphical calculus. We are looking for a converse of the statement in Corollary 3.8.3. Indeed, the following holds: Returning to the situation of Theorem 2.2.14, we observed that the categorical action can be extended to an action of C YD B pBq on C H B pBq in Corollary 3.2.1. The action is given by the coproducts of B and C. For B " H-Mod this implies that the action of Drin H pC, Bq-Mod on Heis H pC, Bq-Mod is given by the coproduct of Drin H pC, Bq viewed as a morphism of algebras ∆ : Heis H pC, Bq Ñ Drin H pC, Bq b Heis H pC, Bq.
The same observation applies when working with A op -CoMod instead.
Corollary 3.8.5. The algebra Heis H pC, Bq is a right cocycle twist of the Hopf algebra Drin H pC, Bq via the 2-cocycle given by σpchb b c 1 h 1 b 1 q " εpcqεphq evpS´1c 1 b bqεph 1 qεpb 1 q.
Remark 3.8.6. Note that we can also define left 2-cocycles and a left twist (or cycles and cycle twists). A dual R-matrix for B gives a left 2-cocycle on B. This cocycle was used in [Lu94] to twist the Drinfeld double. Note that we use a different cocycle here but they coincide in the case H " k.
3.9. The Braided Heisenberg Double of U q pn`q for sl 2 . In Example 3.5.10, we introduced the braided Heisenberg double D q pgq of U q pn`q. We now want to study the categorical action of D q psl 2 q-Mod fd on the category O Heis q psl 2 q :" O Heis krg˘1s pU psl 2 q˚, U psl 2as an example. We first observe that D q psl 2 q has no finite-dimensional modules using a standard argument from the theory of highest weight representations.
Lemma 3.9.1. In D q psl 2 q, the commutator relation holds, where rns q " 1`q´2`q´4`. . .`q´2 pn´1q .
Proof. By induction on m, using that rE, F m s " rE, F m´1 sF`F m´1 rE, F s.
First, we note that in the sl 2 case, the pairing xg, Ky " q is perfect for generic q. Hence, the functor Φ : krg˘1s-CoMod ÝÑ krK˘1s-Mod induced by the pairing is fully faithful. The essential image of Φ is the semisimple category generated by one-dimensional simples k qn " kv n , where K Ź v n " q n v n . Consider the Verma module M pnq :" M pk q n q of weight q n . More generally, write M pλq for the Verma associated to the simple module k λ , on which K acts by the scalar λ P kz0.
Lemma 3.9.2. The Verma module M pλq has a k basis given by F m v n " F m Ź v n for k P N. The action is given by
Corollary 3.9.3. The Verma modules M pλq are simple for all λ P kz0.
Proof. Lemma 3.9.2 shows that M pλq decomposes as the sum of simple krK˘1s-modules as
Let W ď V be any submodule. Let l be minimal such that there exists w P W with w P k λq´m . Such an element exists, as we can take any inhomogeneous element and produce a homogeneous element w 1 P W by using the biggest k such that E k w 1 ‰ 0 which then must be homogeneous. This follows as the scalar λ´1rmsq q´1´q ‰ 0 for all m, λ. Now observe that w " µF l v n and hence v n P W as it is proportional to
Corollary 3.9.4. The algebra D q psl 2 q has no finite-dimensional representations. (4.1)
Using graphical calculus, these are the same conditions as in (1.7). Note however that C is not a quasibialgebra as the product is only associative up to a 3-cocycle (obtained by duality from φ). We refer an object with the structure of C as a dual quasi-bialgebra.
If moreover B has the structure of a quasi-Hopf algebra, and there exists a morphism S C : C Ñ C such that evpS C b Id B q " evpId C bS B q. In this case, we say that C is a dual quasi-Hopf algebra.
Definition 4.1.2. Let B be a quasi-bialgebra in H-Mod, where H is a finite-dimensional Hopf algebra, with a dually paired object C. The braided Drinfeld double of B, C over H, denoted by Drin H pC, Bq, is defined as the quasi-Hopf algebra obtained by reconstruction of the category B op YD B pBq on C b H b B. The braided Heisenberg double Heis H pC, Bq is defined by reconstruction of B op YD B pBq on C b H b B. Similarly, we can define Drin A pC, Bq and Heis A pC, Bq if we are given a weak quasitriangular structure on dually paired Hopf algebras A and H.
We will only give explicit presentations of Drin H pB, Cq and Heis H pB, Cq in the case where B " Vect k to simplify the exposition. Formulas for the general case can be obtained in a similar way, but involve several occurrences of the universal R-matrix.
Proposition 4.1.3. Let B be a quasi-bialgebra in Vect k with 3-cycle φ, and dually paired object C. Then Drin H pC, Bq is generated as an algebra by elements of C, H and B op subject to the relations (3.11)-(3.13) and the relation cd "φ With these formulas, ∆ gives a quasi-coaction with respect to the 3-cycle φ of B. The counit is given by εpchbq " εpcqεphqεpcq. If B is a quasi-Hopf algebra, a formula for the antipode can be obtained by combining (2.28) and (2.31).
The braided Heisenberg double Heis H pB, Cq of the quasi-bialgebra B is the algebra generated by C, H and B op subject to the relations (3.11), (3.12) and the cross relation (3.14), as well as the relation (4.3) from above.
The Drinfeld double of a quasi-Hopf algebra was already introduced -using a left module version -in [Maj98].
4.2. Twisted Hopf Algebras. In this section, we study the Drinfeld and Heisenberg double for two notions of twist of an ordinary Hopf algebra. The first one is often referred to as a Drinfeld twist, see e.g. [Maj95, 4.2] for details. The second one generalizes, in the sense of [Maj98], the construction of the twisted Drinfeld double of a group algebra Drin ω pGq.
Definition 4.2.1. Let B be an ordinary bialgebra and F " F p1q b F p2q P B b B an invertible element. Then the Drinfeld twist B F of B is the quasi-bialgebra defined on the algebra B with the quasi-coalgebra structure ∆ F pbq " F ∆pbqF´1, b P B, For a proof that B F is indeed a quasi-bialgebra (or Hopf algebra) see [Maj95, Theorem 2.4.2]. In fact, it is shown more generally that any Drinfeld twist of a quasi-Hopf algebra is again a quasi-Hopf algebra. If F is a 2-cycle (satisfying a dual condition to (3.32)), then B F is again a Hopf algebra. The Drinfeld twist is also referred to as a gauge transformation in the literature. It is a basic result that the categories B-Mod and B F -Mod are equivalent as monoidal categories.
Another point of view on twisting is to view a bialgebra B as a quasi-bialgebra B φ with respect to some 3-cycle φ which commutes with the two-fold coproduct p∆ b Idq∆. For example, if B is commutative, B φ is a quasi-bialgebra for any 3-cycle. This way, we the usual notion of a twisted Drinfeld double of a group algebra can be obtained (see [DPR90, Maj98] ). We will consider this example together with the corresponding Heisenberg double in the following section. Using either versions of twist, we can apply Proposition 4.1.3 to compute the Drinfeld and Heisenberg doubles of the corresponding twisted Hopf algebras.
For a general definition, let C, B be dually paired Hopf algebra.
Definition 4.2.2. The twisted Drinfeld double Drin ω pC, Bq, with respect to a 3-cycle on B which commutes with the two-fold coproducts, is defined as the bialgebra (respectively, Hopf algebra) Drin k pC, B ω q using the notation of Definition 4.1.2.
The twisted Heisenberg double Heis ω pC, Bq is defined to be Heis k pC, B ω q.
