Abstract. Linear Discriminant Analysis (LDA) is one of the most popular approaches for feature extraction and dimension reduction to overcome the curse of the dimensionality of the high-dimensional data in many applications of data mining, machine learning, and bioinformatics. In this paper, we made two main contributions to an important LDA scheme, the generalized Foley-Sammon transform (GFST [7, 13] , or a trace ratio model [28] ) and its regularization (RGFST) which handles the undersampled problem that involves small samples size n but with high number of features N (N > n) and arises frequently in many modern applications. Our first main result is to establish an equivalent reduced model for the RGFST which effectively improves the computational overhead. The iteration method proposed in [28] is applied to solve the GFST or the reduced RGFST. It has been proven [28] that this iteration converges globally and fast convergence was observed numerically, but there is no theoretical analysis on the convergence rate thus far.
1. Introduction.
Background of LDA.
A lot of practical applications of data mining, machine learning, bioinformatics require to deal with the high-dimensional data efficiently. Modern data sets are always very huge and hence dimension reduction seems imperative for efficiently manipulating and analyzing the massive quantity of data. Feature reduction commonly aims at reducing the dimension of the original features, while preserving the useful and necessary information as much as possible.
It is largely applied in many applications and acts frequently as a preprocessing step to overcome the tremendous dimensionality. A lot of methods in this area, for example, the Principal Analysis (PCA) ( [18] ), Linear Discriminant Analysis (LDA) ( [9] ), have been proposed from different points of view and applied successfully in practice. LDA is one of the most popular approaches in pattern recognition (e.g., [9, 27] ) whose goal is to find a proper linear transformation so that each sample vector with high dimension is projected into a low dimension vector, while preserving the original cluster structure as much as possible.
More precisely, suppose we are given a data matrix A ∈ R N ×n in which each column a i ∈ R N (i = 1, 2, · · · , n) corresponds to a training sample, while each row corresponds to a particular feature. In general, the number of the features N is very large and hence makes the analysis based on this data rather difficult and inefficient. What we expect then is a linear transformation, say G ∈ R N ×l (generally l N ), so that it maps each sample a i ∈ R N in the data matrix A to a new reduced 'sample'
The technique to employ a linear transformation to reduce the features also appears in maximal correlation analysis (MCA) where coefficients are to be determined so that the resulting linear combinations of sets of random variables are maximally correlated (see e.g., [3] ). MCA differs greatly from LDA in that MCA deals with only features and pays no attention to the classes (or classification); LDA, however, focuses on how to find the optimal linear transformation G to preserve the cluster structure in A.
Suppose A = [A 1 , · · · , A c ] ∈ R N ×n , where each A j ∈ R N ×nj for j = 1, · · · , c, c ≤ n, represents an independent class data set and n j denotes the number of the samples of the jth class in A and c j=1 n j = n. Define
, where e be the global centroid of all objects. Then the within-class scatter matrix S w , the between-class scatter matrix S b , and the total scatter matrix S t [9] are defined as
2)
respectively, where
It is easy to verify ( [9] ) that
To measure the within-class cohesion as well as the between-class separation, the trace operator is introduced. Therefore, for a given linear transformation G, tr(G T S w G) and tr(G T S b G) then measure the within-class cohesion and the between-class separation in the projected lower-dimensional space respectively. The goal of the LDA is then to find a proper G, minimizing the within-class cohesion and maximizing the between-class separation simultaneously in the projected lower-dimensional space. To this end, different criteria have been proposed and studied in the literature, including
(e.g., [4, 9, 15, 16, 24, 32] ), (1.5)
(e.g., [7, 9, 13, 28] ), (1.6)
, β > 0 (e.g., [21, 22, 29] ).
(1.7)
It should be noted that criteria F 1 (G) and F 2 (G) can be regarded as the generalizations of the Fisher linear discriminant [6] for two-class problems. By maximizing one criterion in some proper subset of R N ×l , the corresponding optimal linear transformation G can be obtained. The orthogonal LDA (OLDA) (e.g., [31, 32] ) is to find an orthonormal linear transformation G * ; therefore, for criteria (1.5), (1.6), and (1.7), we have the following corresponding optimization problems 8) where I l ∈ R l×l denotes the l-by-l identity matrix. It is well-known that if S w is nonsingular, the columns of the optimal G * of (1.8) for the popular criterion F 1 (G) are the orthonormal eigenvectors of S −1 w S b corresponding to its l-largest eigenvalues (see e.g., [4, 9, 16] ), and the columns of the solution to (1.8) with F 3 (G) are the orthonormal eigenvectors of (S b − βS w ) corresponding to its l-largest eigenvalues (see [22, 30] ). The criterion (1.8) with F 2 (G) which has been studied, e.g., in [13, 28] , as the generalized Foley-Sammon transform [7] (GFST), is claimed to possess the preferred discriminant ability in global sense, and [28] further discusses the advantages of trace ratio F 2 (G) over ratio trace F 1 (G). As shown in [28] , the GFST is the original model that is derived from the unified framework of most dimensionality reduction algorithms, namely graph embedding [29] ; the criterion F 1 (G), however, is only its alternative, and may deviate from the original objectives and suffers from the fact that it is invariant under any non-singular transformation, which may lead to uncertainty in subsequent processing such as classification and clustering. When S w is nonsingular, the columns of any global solution of (1.8) with F 2 (G) are the orthonormal eigenvectors of (S b −F * 2 S w ) corresponding to its l-largest eigenvalues, where F * 2 is the optimal objective function value of (1.8), and therefore, this criterion in this case is actually a special case of F 3 (G) with β = F * 2 ; see Section 3 and [13] . However, both F 1 (G) and F 2 (G) suffer from the singularity of S w , which is always the case for the undersampled problem where N > n (see (1.1)). In many applications, collecting data is expensive, and it then involves high-dimensional data with small samples, i.e., N n. Such is the case for the image databases of facial recognition, gene expression data, as well as the text documents, in which N could be up to several thousands and S w becomes singular. Various approaches (e.g., [8, 9, 15, 16, 24, 26, 31, 34] ) have been proposed to overcome this difficulty, and among them, a simple remedy is just to apply the regularization technique [8] by adding a regularized term µI N , (µ > 0), to S w , hence arriving at 9) for F 1 (G), and RGFST : max 10) for F 2 (G), where µ > 0 is known as the regularization parameter. According to the recent work in [24] , a reduced model of (1.9) for the undersampled problem can be established as the first stage
, and Q 1 ∈ R N ×n is from the reduced QR decomposition of A, i.e., A = Q 1 R. Based on (1.11) and the technique used in building the LDA/QRregGSVD [24] , a fast and efficient algorithm can be easily established for (1.9) as the second stage. Apart from the iteration used in GSVD, the approach is direct and roughly requires the orders of storage O(N n) and of computational complexity O(N n 2 ).
Main contributions.
The present paper is concerned with the GFST for the general case (S w is positive definite) as well as the RGFST for the undersampled problem. For the latter case, following the same idea in building the reduced model (1.11) for (1.9), our first main result is to establish an equivalent reduced model as the first stage
for the RGFST, whereŜ b andŜ w have the same definitions as in (1.11). This equivalent version (1.12) reduces the working dimension from N to n and plays a critical role in effectively improving the computational overhead in the second stage. The key Theorem 4.2 asserts that identically the same between-class and within-class information can be retrieved from (1.12), and therefore justifies the reduced RGFST is another two-stage LDA/QR approach [17] for handling the undersampled problem.
From the computational point of view, we only need to consider the following optimization problem 13) where B = B T ∈ R m×m is positive semi-definite, and W = W T ∈ R m×m is positive definite. It is easy to see that both the GFST and the reduced RGFST (1.12) fall into this unified form by only interpreting B = S b , W = S w , V = G, and m = N for the GFST (S w is positive definite), and B =Ŝ b , W = (Ŝ w + µI m ), V = U , and m = n for (1.12), respectively.
Two iterative algorithms are available to solve the problem (1.13) thus far. Both algorithms have been proven to converge globally to global solutions. The first iteration [13] is based on the bisection technique, which is only of linear convergence and requires moreover, an initial interval containing the global optimal objective function value ψ * of (1.13). The second iteration method summarized as Algorithm 1 is proposed in [28] . It has been proven that this iteration monotonically converges Algorithm 1 A fast iterative scheme Given a symmetric and positive semi-definite B ∈ R m×m , and a symmetric and positive definite W ∈ R m×m , this algorithm computes a global solution to (1.13). 
(1.14)
set k = k + 1 and go to 2.
to a global solution and numerical testings show that the convergence is very fast. However, no theoretical analysis on the convergence rate has been established and furthermore, no discussion on the convergence in inexact computation has been carried out either.
Our second main result offers a formal proof of the global and quadratic convergence of Algorithm 1, even under the presence of round-off errors. Two kinds of inexact computations are provided, both of which are of locally quadratic convergence. This result then completes an important and missing piece for the GFST model. Our numerical experiments on several real world data sets confirm our theoretical analysis and indicate the efficiency and effectiveness of the GFST model in classification.
1.3. Paper organization. The rest of the paper is organized as follows. In Section 2, we provide some preliminary results. In Section 3, we shall present an equivalent characterization for the global solution of (1.13). The equivalent reduced model (1.12) of the RGFST for the undersampled problem is established in Section 4, and an algorithm (Algorithm 2) based on Algorithm 1 and (1.12) is thus proposed. In Section 5, we prove the local quadratic convergence both in exact and two kinds of inexact computations of Algorithm 1. Practical implementations including the storage requirement and computational complexity are discussed in Section 6. Experimental results on several real world data sets are reported in Section 7. Finally, some concluding remarks are drawn in Section 8.
Preliminaries.
We first define the constraint of (1.13) as
It should be noted that St(l, m) is a compact smooth manifold called the compact Stiefel manifold, and its tangent space T V St(l, m) at any V ∈ St(l, m) can be expressed by (see e.g., [5, 14] )
Viewing the manifold St(l, m) as an embedded submanifold of the Euclidean space, the standard inner product (or the Frobenius inner product) for m-by-l matrices
is induced and referred as the induced Riemannian metric on St(l, m).
where
is the orthogonal projection of Z ∈ R m×l onto the tangent space T V St(l, m) at V ; furthermore, any local minimizer (or local maximizer) V ∈ St(l, m) of φ on St(l, m) must be a critical point (see [2, 5, 14] ); in other words, the gradient at V vanishes at this point V ∈ St(l, m), i.e., grad(φ(V )) = 0.
We next define the distance between two subspaces [12] . 
where π M1 and π M2 are the orthogonal projections onto M 1 and M 2 respectively.
Also, the separation between two symmetric matrices C 1 and C 2 is given by
where λ(C 1 ) and λ(C 2 ) are the spectrums of the matrices C 1 and C 2 respectively.
Characterization of the global solution.
The goal of this section is to characterize the global solution of the problem (1.13). For simplicity, we denote 
Proof. It is straightforward to have
and by taking the advantage of V
where the orthogonal projection
then for any V ∈ S, it follows that
This implies that E ψ(V ) V ∈ span(V ). Therefore, for any V ∈ S, V is an orthonormal eigenbasis for the matrix E ψ(V ) with the corresponding eigenblock M V , and thus (M V , V ) is an orthonormal eigenpair (see [25] ) of E ψ(V ) . Moreover, it follows that
) are the eigenvalues corresponding to the orthonormal eigenbasis V , with λ i (E ψ(V ) ), by counting the algebraic multiplicity for each eigenvalue, standing for the i-th largest eigenvalue of E ψ(V ) . The discussion then leads to the following Lemma 3.2. (3.3) , and the sum of the eigenvalues of E ψ(V ) corresponding to the orthonormal eigenbasis V is zero.
Lemma 3.2. Any stationary point V of (1.13) is an orthonormal eigenbasis for the matrix
As a direct application, we have the following result for the special case l = 1. Proof. For any V ∈ S, from Lemma 3.2 and l = 1, it follows that M V = 0 and hence [12] .) Therefore, any normalized eigenvector of W −1 B corresponding to the largest eigenvalue is a global solution of (1.13); and vice versa.
In general, we offer a necessary and sufficient condition for V * to be a global solution of (1.13). 
Moreover, the sum of the l-largest eigenvalues of the matrix E * is zero.
Proof. Let V * be any orthonormal eigenbasis of E * corresponding to the l-largest eigenvalues, with the associated eigenblock
SupposeṼ is an arbitrary global solution that solves (1.13), i.e., ψ(Ṽ ) = ψ * . SinceṼ ∈ S, it follows from Lemma 3.2 that
Premultiplying (V * ) T and taking trace operator on both sides of (3.6) yield
and hence
where the equality holds if tr(MṼ ) = tr(M V * ) = 0. Since ψ * is the global optimal value, it consequently leads to the fact that ψ(V * ) = ψ * and tr(MṼ ) = tr(M V * ) = 0, which prove the sufficient part of the theorem.
Moreover,Ṽ ∈ S and tr(MṼ ) = tr(M V * ) = 0 imply thatṼ is also an orthonormal eigenbasis corresponding to the l-largest eigenvalues of the matrix E * , and hence we complete the proof.
Let V * be any orthonormal eigenbasis corresponding to the l-largest eigenvalues of E * . The eigenspace span(V * ) is said to be a simple eigenspace if the corresponding eigenvalues [25] ), i.e., if the following condition
holds. When span(V * ) is a simple eigenspace, then it is known ( [25] , p.244) that the eigenspace span(V * ) is uniquely determined by its eigenvalues
. In this case, the set of the global solutions to (1.13) can be completely expressed by
However, if the eigenspace corresponding to the l-largest eigenvalues of E * is not a simple eigenspace, the global solutions set becomes relatively complicated and does not possess the simple form as in the first case. Theorem 3.4 states that if the optimal objective function value ψ * of (1.13) is available, a global solution can be computed; however, in practice, we may only have an approximation, say α, of ψ * . The following theorem provides useful information when an orthonormal eigenbasis corresponding to the l-largest eigenvalues of the matrix E α = B − αW is obtained, which is the theoretical foundation of the bisection-based algorithm [13] .
Theorem 3.5. Let ψ * be the global optimal objective function value of (1.13). For any α ∈ R, suppose V ∈ R m×l is any orthonormal eigenbasis corresponding to the l-largest eigenvalues of the matrix
Proof. Let E * be defined by (3.5), and V * be an orthonormal eigenbasis corresponding to the l-largest eigenvalues of E * . Noting from
one then has
Similarly, it follows that
Consequently, from (3.8) and (3.9), it yields
This together with the positive definiteness of W leads to the result.
It should be pointed out that the results of Theorem 3.4 and Theorem 3.5 are also explored in [13] ; the arguments developed here are based on the analysis of the smooth function on the Stiefel manifold St(l, m). More importantly, these arguments lead us to establish the global and quadratic convergence of Algorithm 1, which we shall discuss in Section 5.
4. An equivalent reduced RGFST for the undersampled problem. This section is dedicated to establish the equivalent reduced RGFST model (1.12) and an efficient algorithm for the undersample problem under the assumption rank(A) = n, (4.1) which frequently holds in practice (see [22, 32] ), and guarantees furthermore, the following conclusion (Proposition 3, [22] ). Let Q 1 ∈ R N ×n be any orthonormal basis for span(A); i.e.,
It is obvious that Q 1 can be computed from either a reduced QR decomposition or a reduced SVD of A, and it is true that for such Q 1 there is a nonsingular matrix R ∈ R n×n such that A = Q 1 R.
N ×N is orthogonal. According to the definition of S t in (1.3), we have
and the positive semi-definiteness of S w and S b , it then follows that
The key result of this section, Theorem 4.2, then can be stated using the notation Proof. The conclusion is trivial for the case S b = 0. Suppose S b = 0, and for any µ > 0, denote
Clearly, F * 2,µ ≥F * 2,µ and F * 2,µ > 0. Let G * be an arbitrary global solution to (1.10), which, by Theorem 3.4, is an orthonormal eigenbasis corresponding to the l-largest eigenvalues of the matrix
Moreover, there must be an orthogonal matrix, say Q ∈ R l×l , such that the new orthogonal matrix
Now, we can decomposeĜ * aŝ
From (4.6), (4.7), (4.8) and (4.3), we have
Thus, if there is a g j = 0 for some j = 1, · · · , l, the above relation implies that −F *
On the other hand, it is easy to see that 
FormŜ
3. Compute a global solution U * ∈ R n×l to (1.12) by using Algorithm 1.
G
5. Convergence analysis. We now turn back to our unified optimization problem (1.13) and investigate the convergence of Algorithm 1 in this section.
Global and linear convergence.
The following theorem first states that Algorithm 1 is globally and at least linearly convergent.
Theorem 5.1. The sequence {ψ k } generated by Algorithm 1 is monotonically increasing to the global optimal objective function value of (1.13) ψ * , and satisfies
Proof. For each k ≥ 0 during the iteration, we have
or equivalently
Again, let V * be a global solution, then by Theorem 3.4, we have
Substituting α = ψ k in (3.8), and noticing ψ k ≤ ψ * , we have
Consequently, from (5.2) and (5.3), it yields that
Moreover, from (5.4) and
we have
which leads to (5.1).
and if ψ k+1 = ψ k , then ψ * = ψ k , which implies by Theorem 3.4 that V k or V k+1 solves the problem (1.13) globally. This completes the proof.
Local quadratic convergence. Note that the main step (
Step 2) of Algorithm 1 involves computing the l-largest eigenvalues and the corresponding orthonormal eigenvectors (this issue will be addressed in Section 6 in more details), where the rounding error cannot be avoided in practice; moreover, even though the relationship (5.1) is shown to hold in the entire iteration, it seems that the convergence would still be slow as γ could be close to zero. Fortunately, we will show in this subsection that Algorithm 1 stays out of these troubles by proving the local quadratic convergence even under the presence of round-off errors.
First, Theorem 5.1 indicates that Algorithm 1 generates a matrix sequence {E ψ k } converging to E * . It is clear then by Corollary 8.1.6 [12] that lim k→+∞ λ j (E ψ k ) = λ j (E * ), for j = 1, · · · , m, and hence
We next provide a key theorem for proving the quadratic convergence in both exact and inexact computations of Step 2 in Algorithm 1.
Theorem 5.2. Let V ∈ S be a stationary point of (1.13). For any 0 ∈ [0, 1), there is
it follows that
Proof. For any V ∈ S, it follows from (3.
and span(V ) = span(V Q T ), we can assume without loss of generality that the stationary point V satisfies .7) and Theorem 2.6.1 [12] , we have
(5.9)
Moreover, sinceV ∈ St(l, m), it yields
Y 1 is invertible and so is Y 1 , and
Furthermore,
Notice from (5.9), (5.11), (5.12), and tr(Λ 1 ) = 0 (by Lemma 3.2) that
Therefore, 15) where
. The proof is then completed.
Based on Theorem 5.2, we have another important theorem. 
Proof. By the continuity of eigenvalues of a matrix, l i=1 λ i (E * ) = 0 and (3.7), it follows that there is a σ 0 > 0 such that for any θ with |θ − ψ * | < σ 0 , it holds that
.2, and let
It then follows from Theorem 5.2 that for any
we have 17) which implies that (5.16) holds for the matrix E ψ(V ) ; moreover,
which by Theorem 8.1.10 and Corollary 8.1.11 in [12] implies that there exists a matrix P ∈ R (m−l)×l
such that the matrixV
defines an orthonormal basis of an eigenspace of E ψ(V ) , and 
there must exist an 1 ≤¯ 1 such that for any V ∈ St(l, m) with dist(span(V ), span(V * )) = < 1 , the matrixV defined in (5.19) satisfies
Suppose nowṼ is any orthonormal eigenbasis of E ψ(V ) corresponding to the l-largest eigenvalues, and suppose also that span(Ṽ ) = span(V ), then by (5.17), (5.16), and (5.21), we have
which is a contradiction and leads to the conclusion of span(Ṽ ) = span(V ). Therefore, by (5.20) , it follows that there are 1 > 0 and constant
2 . This completes the proof.
With the aid of these results, we are able to prove the local quadratic convergence of Algorithm 1 both in exact and inexact computations of Step 2 of Algorithm 1. In the following theorem, {V k } represents the computed sequence in which each matrixV k (k = 0, 1, · · · ) is allowed to have an error expressed by (5.23). 22) and ifV k+1 ∈ St(l, m) satisfies
where V k+1 is an orthonormal eigenbasis of E ψ(V k ) corresponding to the l-largest eigenvalues, it then follows that
quadratically, and moreover,
Proof. Let 1 > 0 and K 2 > 0 be given in Theorem 5.3. It is obvious from Theorem 5.3 that for any 2 ∈ (0, 1 ] and anyV 0 ∈ St(l, m) satisfying (5.22), any orthonormal eigenbasis V 1 of E ψ(V0) corresponding to the l-largest eigenvalues satisfies 
Moreover, (5.23) and (5.25) imply that
We next prove that there is an η 0 > 0 such that for any η ∈ [0, η 0 ), if the condition (5.23) holds, there is a constant K 3 > 0 which is independent of the iteration number k, such that dist(span(V 1 ), span(V 1 )) < K 3 2 , by which we can conclude together with (5.27) that
To this end, we note first of all that for anyV 0 ,
)| is bounded which implies that there exists an η 1 > 0 such that for all η ∈ [0, η 1 ), we have
m×m be orthogonal, and we can assume without loss of generality that it satis- . Moreover, following the same arguments as (5.13) and (5.14), we know that if (5.23) holds for η ∈ [0, η 1 ), we have from (5.30)
where K 5 > 0 can be chosen as a constant independent of the iteration number k. Thus (5.23) implies that
with K 3 = 2ηK 4 . Therefore, (5.28) holds. Reduce 2 if necessary (which does not change K 3 and K 2 ) to ensure that (K 3 + K 2 ) 2 2 < 2 , by which we can use the mathematical induction to conclude
This proves (5.24).
For the last part of the proof, we 33) and ifV k+1 ∈ St(l, m) satisfies
where V k+1 is an orthonormal eigenbasis of E ψ(V k ) corresponding to the l-largest eigenvalues, it then follows that dist(span(V k ), span(V * )) → 0 quadratically, and moreover,
Proof. The proof is simple if we note A few remarks may be helpful in understanding the mechanism behind the quadratic convergence results, Theorem 5.4 and Corollary 5.5. The principal tool used to bring forth the arguments is the generalization (Theorem 5.2) of the notion that Rayleigh quotients should improve twice-power as fast as the eigenvectors. Theorem 5.3 then serves as a relationship of residual between two successive iterations in exact arithemetic. To extend this relationship of residual to the entire iteration and to allow, furthermore, the round-off errors in Step 2 of Algorithm 1, further efforts were made and led to our final convergence results, Theorem 5.4 and Corollary 5.5.
Practical implementations.
A practical implementation of Algorithm 2 should concern how to compute efficiently the l-largest eigenvalues and the corresponding orthonormal eigenvectors of a sequence of matrices, saŷ
where U k is generated successively by Algorithm 1. A naive way is to compute the full eigensystem of E k (µ) which requires O(n 3 ) flops and O(n 2 ) storage. An alternative and efficient way is the Implicitly Restarted Lanczos Method (IRLM), which is particularly appropriate for large scale problems with special structure, and has been successfully incorporated into the MATLAB platform (eigs.m); see [12, 19, 20, 25] and the references therein for a detailed discussion.
After specifying the matrix-vector product forÊ k (µ)x viâ ) operations in each iteration, where l ≤m ≤ n is a parameter and recommended to be the same order as l.
To sum up, Algorithm 2 requires O(N n) storage and has computational complexity as summarized in Table 6 .1, whereÎ denotes the iteration number andT denotes the maximal iteration number of IRLM for solving an orthonormal l-largest eigenbasis ofÊ k (µ), 1 ≤ k ≤Î. 
Summary of orders of flops for Algorithm 2.
Step No.
Step 1
Step 2
Step 3
Step 4
Order of flops
7. Experiments. We evaluate the performance of the proposed algorithm and the reduced RGFST (1.12) on nine public data sets from face image, microarray, and text document databases. Table 7 .1 describes in details the information in our testing. Yale  16384  105  60  15  Yale B  10304  300  150  10  Gene  Leukaemia  7129  32  40  2  Colon  2000  22  40  2  Text A2  1145  100  100  2  Text  Text B2  1067  150  50  2  Text A4  1795  240  160  4  Text A4-U  708  208  92  4 7.1. Data sets. There are three image data sets in Table 7 The text data was the publicly available 20-Newsgroups data. The original text data was first preprocessed to strip the news messages from the e-mail headers and special tags, and eliminate the stopwords and stem words to their root forms. Then, the words were sorted on the inverse document frequency (IDF) and some words were removed if the IDF values were too small or too large. The BOW toolkit [23] was used in preprocessing. Each data set contains 2 or 4 categories. Different data sets have different class structures. Data sets A2 and A4 contain categories which are semantically different, while data set B2 contains semantically close categories. Each category was described by a subset of words. (In this case, the documents in each category are one class in the data set and the words are the dimensions.) The data set A4-U contains unbalanced documents in each category.
Experimental results.
Since all our testing cases are undersampled problems, we apply Algorithm 2 to implement (1.10). We set the tolerance ε = 10 −6 and the initial point
n×l for Algorithm 1 that is incorporated in Step 3 of Algorithm 2. For each data set described in Table 7 .1, we randomly partition the data into the training and testing parts, and evaluate their average classification accuracies with various l, over 10 random partitions, where the classification accuracy is evaluated by employing the K-Nearest-Neighbor (KNN) procedure (see [15, 27] ) with K = 3 in all cases.
The 5-fold cross-validation (see e.g., [8, 33] ) is used to choose the optimal regularization parameter µ for both compared models in the following way: We choose Γ = {10 −4 , 10 −3 , · · · , 10 3 , 10 4 } as the candidate set for µ. For each random partition of the data set in Table 7 .1, the part for training is randomly divided into 5 subsets of (approximately) equal size. All subsets are mutually exclusive, and in the i-th fold, the i-th subset is held out for testing while the rest subsets are used for training. For each µ ∈ Γ, we compute the cross validation accuracy, namely Accu(µ), which is defined as the mean of the accuracies for all folds. The best regularization value µ * is then defined by µ * = arg max µ∈Γ Accu(µ).
In Table 7 .2, we recorded the average classification accuracy over the 10 random partitions. Recorded are also the average optimal regularization parameter and the average iteration number that is required in Algorithm 1 for each case. It is clear from Table 7 .2 that the average iteration numbers from Algorithm 1 are less than 10 for almost all the cases, which is consistent with the numerical result in [28] . Moreover, the classification accuracies indicate that for most tested cases, (1.12) can generate better classification results than (1.11).
To show more clearly the quadratic convergence of Algorithm 1 numerically, we provide the iteration history of a particular partition of the Colon data set in Fig. 7 .1. The y-axis of the left figure is |ψ k+1 −ψ k | |ψ k −ψ k−1 | 2 ; while the y-axis of the right figure is dist k = dist(span(V k+1 ), span(V k )) (dist(span(V k ), span(V k−1 ))) 2 . 8. Conclusions. In this paper, we investigated another generalization of Fisher linear discriminant [6] GFST and its regularization form RGFST (1.10). We discussed the global solutions set of the unified optimization problem (1.13) and proved the global and quadratic convergence of Algorithm 1 even under the presence of round-off errors. For the undersampled problem, we established an equivalent reduced RGFST model (1.10) with working dimension n instead of N in the first stage; based on the reduced QR decomposition of the data matrix A, Algorithm 2 was proposed in the second stage for classification. Finally, we observed the quadratic convergence of Algorithm 1 in numerical experimental results, and the advantages of the GFST model in classification. 
