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Identification de motifs au sein des structures biologiques arborescentes
Résumé :
Avec l’explosion de la quantité de données biologiques disponible, développer de nouvelles
méthodes de traitements efficaces est une problématique majeure en bioinformatique. De nom-
breuses structures biologiques sont modélisées par des structures arborescentes telles que les
structures secondaires d’ARN et l’architecture des plantes. Ces structures contiennent des mo-
tifs répétés au sein même de leur structure mais également d’une structure à l’autre. Nous
proposons d’exploiter cette propriété fondamentale afin d’améliorer le stockage et le traitement
de tels objets.
En nous inspirant du principe de filtres sur les séquences, nous définissons dans cette thèse
une méthode de filtrage sur les arborescences ordonnées, permettant de rechercher efficacement
dans une base de données, un ensemble d’arborescences ordonnées proches d’une arborescence
requête. La méthode se base sur un découpage de l’arborescence en graines et sur une recherche
de graines communes entre les structures. Nous définissons et résolvons le problème de chaînage
maximum sur des arborescences. Nous proposons dans le cas des structures secondaires d’ARN
une définition de graines (l−d) centrées.
Dans un second temps, en nous basant sur des techniques d’instanciations utilisées, par
exemple, en infographie et sur la connaissance des propriétés de redondances au sein des struc-
tures biologiques, nous présentons une méthode de compression permettant de réduire l’espace
mémoire nécessaire pour le stockage d’arborescences non-ordonnées. Après une détermination
des redondances, nous utilisons une structure de données plus compacte pour représenter notam-
ment l’architecture de la plante, celle-ci pouvant contenir des informations topologiques mais
également géométriques.
Mots-clefs : Bioinformatique, algorithmique, arborescence, architecture des plantes, struc-
ture d’ARN.
Discipline : Informatique.
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Résumé/Abstract
Pattern identification in biological tree structure
Abstract:
The explosion of available biological data urges the need for bioinformatics methods. Many
biological structures are modeled by tree structures such as RNA secondary structure and plants
architecture. These structures contain repeating units within their structure, but also between
different structures. We propose to exploit this fundamental property to improve storage and
treatment of such objects.
Following the principle of sequence filtering, we define a filtering method on ordered trees
to efficiently retrieve in a database a set of ordered trees close from a query. The method is
based on a decomposition of the tree into seeds and the detection of shared seeds between these
structures. We define and solve the maximum chaining problem on trees. We propose for RNA
secondary structure applications a definition of (l−d) centered seed.
Based on instantiation techniques used for instance in computer graphics and the repeti-
tiveness of biological structures, we present a compression method which reduces the memory
space required for plant architecture storage. A more compact data structure is used in order to
represent plant architecture. The construction of this data structure require the identification of
internal redundancies and taking into account both topological and geometrical informations.
Keywords: Bioinformatic, algorithmic, tree, plant architecture, RNA structure.
Field: Computer Science.
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Introduction générale
Les données biologiques, c’est-à-dire les représentations d’un ensemble d’informations biolo-
giques, sont au cœur de la recherche en bioinformatique [LC03]. Hogeweg [Hog11], à l’origine
avec Hesper du terme bioinformatique, a récemment écrit que les données guident la bioinfor-
matique (dans le texte « Data-driven bioinformatics »). En effet, la bioinformatique analyse et
interprète ces données au moyen de l’outil informatique dans le but d’apporter de nouvelles
connaissances en biologie [RQ04]. Dans un premier temps, les scientifiques collectent des don-
nées biologiques de types et de précisions variables. Différentes formes de stockage peuvent alors
être envisagées, dépendantes, entre autres, de leurs tailles et des besoins d’accès [HK04]. Enfin,
elles sont étudiées, par exemple, afin de créer des modèles, de réaliser des analyses statistiques
ou encore de formuler des hypothèses [Fry93]. Dans le but de valider les résultats, une nouvelle
phase de collecte peut avoir lieu (Fig. 1).
1. Collecter les données 2. Stocker les données 3. Étudier les données
Validation
Figure 1 : Schéma d’une méthode scientifique appliquée en bioinformatique.
Collecte des données biologiques
Ces dernières décennies, du niveau de l’écosystème à celui de la molécule, les techniques
d’acquisition de données biologiques ont fortement évolué. Tout naturellement, les données bio-
logiques acquises augmentent en qualité et en quantité, nous allons illustrer cette évolution au
travers de quelques exemples.
Au niveau de l’écosystème, des approches ont montré que plus de 99% des micro-organismes
sur la Terre n’ont pas encore été cultivés en laboratoire [Mar10]. Des travaux ont donc été
entrepris, notamment afin de découvrir de nouveaux bactériophages, non pas sur l’individu mais
sur l’écosystème. Des milieux entiers ont été étudiés comme les déserts [CCB+06] ou encore les
milieux aquatiques [JMN+10] tel que la Seine [LPD+08].
1
Collecte des données biologiques
D’un point de vue plus macroscopique au niveau d’un individu, alors que les mesures de
plantes ont commencé manuellement, des techniques de mesure à l’aide d’outils tels que les lasers
[XGC07, PBF+10] se développent permettant ainsi de collecter plus rapidement des données
relatives aux plantes.
Les données concernant les organes et les cellules, unité de base de la structure et de la
fonction de la vie [RUC+10], ne font pas exception. Des méthodes permettant d’obtenir des
informations quantitatives sur les organes de croissance au niveau cellulaire se sont développées,
par exemple en utilisant des techniques d’acquisition et de reconstruction d’images [FDM+10].
Au niveau des données moléculaires, le séquençage du premier génome complet, celui du bac-
tériophage ΦX174, fut réalisé grâce à la technique de Sanger [SAB+77]. Bien que cette technique
lui valût le prix Nobel de chimie en 1980, le séquençage de génomes entiers via cette méthode
est coûteux en temps et en argent. Au début des années 1990, seulement quelques groupes pou-
vaient séquencer plus de cent mille bases par an. Suite au projet génome humain [CPJ+98] de
nombreux laboratoires ont maintenant la capacité de séquencer dans les 100 millions de bases
par an à un coût bien moindre. La Fig. 2 1 représente le coût du séquençage d’un génome en
fonction du temps, passant de plus de 95 millions de dollars en juillet 2001 à moins de 21 mille
dollars en janvier 2011.
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Figure 2 : Graphique représentant la diminution du coût de séquençage d’un génome sur les
dix dernières années.
La taille des données biologiques et des bases de données correspondantes ont ainsi explosé.
À titre d’exemple, la base de données Rfam 2 comportait en 2003, 25 familles d’ARN [GJBM+03]
tandis que la version de juin 2011 en contient 1973. De plus, d’après [GDT+10] la majorité des
familles de Rfam vont considérablement augmenter dans un futur proche.
1. Source des valeurs : http ://genome.gov/sequencingcosts
2. Site de la RNA families database of alignments and CMs : http ://www.sanger.ac.uk
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Compte tenu de la quantité de données, l’analyse dite in-silico, c’est-à-dire effectuée à l’aide
de l’ordinateur, s’est généralisée [Pal00]. Celle-ci étant limitée par deux contraintes que sont
l’espace mémoire requis et le temps nécessaire, respectivement liés aux phases de stockage et
d’étude. Il est donc devenu primordial de développer des méthodes efficaces du point de vue de
ces deux critères.
Bien que la collecte de données biologiques soit un problème fondamental, nous ne traitons
pas, dans ce manuscrit, cette phase et supposons que les données sont déjà acquises et disponibles.
Stockage des données
En 1965, Gordon Moore postula que la complexité des semi-conducteurs allait continuer à
croître [Moo65]. La conjecture de Moore est souvent interprétée, à tort, comme « la capacité de
stockage et la puissance de calcul double tous les 18 mois » [Tuo02]. L’augmentation des capacités
de stockage et de calcul augmentent alors que leurs prix diminuent, cependant, l’acquisition des
données biologiques est considérablement plus rapide. À titre d’exemple, le coût de séquençage
présenté Fig. 2 serait, en suivant une telle loi, en millions de dollars en janvier 2011 alors qu’il
est en milliers. Trouver des représentations de stockage efficaces est donc un enjeu clé de la
recherche en bioinformatique [RUC+10].
Les structures de données sont des outils d’organisation et après codage, de stockage des
données. Elles ont pour but de faciliter l’accès à ces données et leur modification [CLRS04]. Il
existe de nombreuses structures de données représentant une ou un ensemble de données : les
tableaux, les listes, les séquences, les arbres ou encore les graphes [FGS90]. Étant donné qu’il n’y
en a aucune qui réponde à tous les besoins, il est important de connaître les forces et limitations
de plusieurs de ces structures. Nous nous intéressons dans ce manuscrit aux données biologiques
représentées sous forme d’arborescences.
Structure de données arborescente
Une structure arborescente est une manière de représenter un objet qui se présente sous une
forme hiérarchique. De nombreuses structures biologiques sont modélisées par des structures
arborescentes tels que les vaisseaux sanguins [BA01], les alvéoles pulmonaires, le système lym-
phatique, les tissus nerveux [Kal99], les structures secondaires d’ARN [ZS84], l’architecture des
plantes [GC98], etc.
Nous pouvons noter que les structures arborescentes sont également utilisées pour modéliser
des objets d’autres domaines que ceux de la biologie tels que la musique [RIMS03] ou encore les
codes sources de programmes [CDR09].
Les données biologiques contiennent du bruit dû à leur potentielle nature évolutive [Rea84],
à leur environnement [FK50], ce bruit peut également être une conséquence inévitable des tech-
niques de récolte de données [SK95, KY07]. Elles possèdent également des redondances intrin-
sèques à la nature de l’objet étudié sur différentes échelles, allant des écosystèmes [Wal92] à
une échelle moléculaire [NBCS97]. Ainsi les structures arborescentes représentant ces données
biologiques héritent de ces deux propriétés qui, nous le verrons, peuvent être prises en compte
pour la phase de stockage.
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Compression des données
En infographie, par exemple pour la génération d’image de plantes, pour des raisons de
limitation de mémoire, l’instanciation d’objets est un concept clé [SSdR03]. Le principe consiste
à trouver les éléments d’une scène qui partagent des similarités, par exemple géométriques. Ces
éléments sont remplacés par un pointeur vers un unique objet et la transformation géométrique
nécessaire pour transformer l’objet initial en l’objet instancié [Sut64]. Cette technique appliquée
à des objets de type fractal, apporte un gain significatif [Har92].
Comme nous l’avons dit précédemment, le phénomène de répétitions au sein des individus
biologiques est bien connu [Man82]. Des motifs répétés sont facilement notables dans la croissance
et la structure de nombreux organismes vivants. Par exemple, une organisation modulaire est un
élément essentiel du développement de la structure des plantes [Whi79, RH94]. L’instanciation
est d’ailleurs largement utilisée pour la création d’image numérique de plantes [SS00]. Les motifs
exacts ou approchés se retrouvent donc au sein d’une même structure ou dans un ensemble de
structures. Ces redondances présentes au sein d’une même structure ou d’une base de données
peuvent être ainsi utilisées afin de réduire les problèmes de temps ou d’espace ; ce qui est identique
n’est stocké ou calculé qu’une seule fois.
Des travaux initiaux ont eu pour objectif la compression sans perte des arborescences non-
ordonnées en un DAG [GF10]. Cette thèse s’est orientée vers la diminution de l’espace de stockage
utilisé pour les données biologiques arborescentes en utilisant des techniques de compression
avec pertes mais également vers la prise en compte d’informations supplémentaires attachées
aux nœuds.
Recherche dans des bases de données
Les données une fois stockées peuvent alors être étudiées. L’étude des données biologiques
regroupe un champ de recherche très large : l’analyse des génomes [Mou04], la modélisation
de plantes [PL90], l’analyse d’images médicales [Eps08] ou encore la reconstruction d’arbres
phylogénétiques [Gas07]. De nombreux travaux existent sur le traitement de ces données. Les
méthodes développées ne sont cependant pas toutes applicables compte tenu de la masse de
données désormais disponible et de nouvelles techniques ont vu le jour, par exemple pour l’étude
des données issues des méthodes de séquençage nouvelle génération [MBG+10].
Dans de nombreuses applications, il est primordial de pouvoir comparer un ensemble de
données biologiques, par exemple pour l’annotation de génomes ou pour l’étude de l’évolu-
tion [HP91]. De nombreuses méthodes permettant de comparer deux structures arborescentes
existent mais sont au moins quadratiques [Bil05]. Avec l’augmentation de la quantité des données
biologiques arborescentes, il est donc devenu indispensable de les adapter.
Une application courante de la comparaison d’objets est la recherche dans une base de
données d’un ensemble d’objets proches d’un objet requête. Il est généralement admis que des
objets semblables ne le sont pas par hasard, et peuvent, par exemple, avoir des structures, des
fonctions ou encore des ancêtres proches.
Une première approche pour cette recherche est de comparer deux à deux chacun des objets
de la base de données avec la requête. Un score de similarité est associé à chaque comparaison. Les
objets avec un tel score élevé sont qualifiés de proches. Cette technique a cependant ses limites.
Les comparaisons deux à deux sont généralement lentes. Ainsi, lorsque la base de données est
grande il n’est plus envisageable de l’utiliser.
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Des méthodes alternatives ont été développées sur des objets de type séquences. Par exemple,
en ce qui concerne les séquences protéiques ou nucléiques des heuristiques, telles que BLAST
[AGM+90] ou FASTA [LP85, PJ88], ont vu le jour ; des régions de séquences similaires entre les
deux séquences sont calculées. Le principe de la méthode est alors de chercher, sous certaines
contraintes, l’ensemble maximum de régions similaires. Un score est associé à cet ensemble et les
séquences avec un tel score élevé sont supposées proches. Cette technique a un impact scientifique
majeur et ces travaux ont été cités plusieurs milliers de fois.
Partant de l’approche utilisée dans le cas des séquences [LP85, PJ88, AGM+90], nous pro-
posons dans cette thèse la définition de graines, c’est-à-dire de régions similaires, sur des arbo-
rescences ordonnées et donnons une solution pour la détermination de l’ensemble maximum de
régions similaires compatibles, appelée chaînage des graines. Ces travaux ont pour applications
biologiques principales l’étude des structures secondaires d’ARN. Ils peuvent être appliqués à la
recherche d’un ensemble de structures secondaires d’ARN issu d’une base de données telle que
Rfam [GJBM+03, GJMM+05, DGT+08, GDT+08, GDT+10] proche d’une structure secondaire
d’ARN requête.
Plan du mémoire
Ce document est structuré en cinq chapitres.
Nous présentons, dans le Chapitre 1, les notions de théorie des graphes. En partant du concept
de graphes, nous introduisons les arborescences d’un point de vue des structures de données,
puis les séquences et terminons par des définitions relatives à la complexité des algorithmes.
La Partie I est consacrée aux arborescences et aux méthodes développées pour les comparer,
elle regroupe deux chapitres.
Dans le Chapitre 2, les modélisations d’objets biologiques sous forme d’arborescences sont
présentées, deux exemples sont principalement détaillés, les structures secondaires d’ARN et
l’architecture des plantes.
Après une présentation des méthodes de comparaison de séquences, le Chapitre 3 explore les
algorithmes de comparaison de structures arborescentes.
Le travail effectué dans cette thèse est présenté dans la Partie II qui est constituée de deux
chapitres.
Les méthodes de filtrage sur les séquences sont étendues, dans le Chapitre 4, aux arbores-
cences ordonnées. Partant d’une base de données de structures arborescentes nous proposons une
méthode permettant de rechercher efficacement l’ensemble des structures proches d’une struc-
ture requête. Premièrement, le principe de filtrage sur les séquences ainsi que l’état de l’art sont
présentés. Une méthode de chaînage générale entre deux arborescences ordonnées est ensuite
donnée. Enfin, nous proposons une définition de graines sur des arborescences ordonnées ayant
pour principale application les structures secondaires d’ARN.
Le Chapitre 5 décrit un algorithme de compression de données, basé sur un concept d’in-
fographie nous donnons une méthode de compression des redondances permettant de réduire
l’espace mémoire nécessaire pour le stockage d’arborescences non-ordonnées. Nous présentons
tout d’abord le principe de compression et une méthode de compression sans perte dont nos
méthodes sont des extensions. Nous étudions ensuite une méthode de compression avec perte
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des arborescences non-ordonnées. La première étape consiste à trouver les similarités au sein
de l’objet. Pour cela, nous nous appuyons sur la comparaison de structures arborescentes. Les
objets proches sont alors, dans un second temps, représentés par un même objet. Enfin, nous
mettons les techniques pour évaluer la méthode et présentons quelques applications relatives à
l’architecture des plantes.
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Chapitre 1
Définitions et notations : Concepts de théorie
des graphes
Ce chapitre contient les définitions et notations de théorie des graphes, le lecteur familier
avec ces notions peut se dispenser de le lire et aller directement à la partie suivante.
La théorie des graphes est un outil de modélisation utilisé dans un grand nombre de disci-
plines. Tout d’abord, elle prit son essor dans les mathématiques discrètes. En mathématiques,
un graphe est une représentation abstraite d’un ensemble d’objets dans lequel certains couples
d’objets, appelés nœuds sont connectés par des liens dits arêtes ou arcs. Il est généralement admis
que le premier résultat formel de la théorie des graphes remonte au milieu du XVIIIe siècle, il
est attribué au travail de Leonhard Euler, mathématicien et physicien suisse. Son résultat fut
présenté à l’Académie de Saint-Pétersbourg puis publié en latin [Eul36]. Le problème traité est
celui des sept ponts de Königsberg, les habitants se demandaient s’il était possible, en partant
d’un endroit quelconque de la ville, d’effectuer une promenade en traversant tous les ponts sans
passer deux fois par le même et de revenir à leur point de départ. Une modélisation sous la
forme d’un graphe consiste à représenter les parties de la ville par des nœuds et les ponts par
des arêtes. La Fig. 3, en partie extraite de l’article original, illustre la disposition des ponts dans
la ville et une modélisation du problème sous forme de graphe. Précisons pour le lecteur curieux
qui ne serait pas familier avec le problème, le latin ou encore la théorie des graphes qu’il est
impossible de trouver une telle promenade.
Le terme graphe a été introduit en 1878 par James Joseph Sylvester, un mathématicien
anglais dans un article intitulé « Chemistry and Algebra »(en français : Chimie et Algèbre)
[Syl78] lorsqu’il fit une analogie entre les liens chimiques des molécules et une représentation
algébrique. Depuis la théorie des graphes a évolué, elle constitue désormais une discipline à
part entière. Elle est un outil de modélisation très utilisé. Par exemple, en biologie, les réseaux
métaboliques sont modélisés par des graphes. Extraite de [LDB11], la Fig. 4 représente un réseau
métabolique de l’organisme Saccharomyces cerevisiae. Dans cette représentation les zones vertes
(les nœuds verts) représentent les réactions tandis que les zones blanches (les nœuds blancs)
correspondent aux molécules. Pour une revue sur l’étude des réseaux biologiques modélisés par
des graphes, se référer à [MV07].
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(a)
A
B
v1 v2
C
v4v3
D
v5
v6
v7
(b)
Figure 3 : Le problème des sept ponts de Königsberg avec un schéma des ponts et une modélisa-
tion du problème sous forme de graphe. (a) Schéma extrait de l’article [Eul36] de Leonhard Euler
considéré comme le premier résultat de la théorie des graphes. (b) Modélisation du problème
sous forme de graphe.
Figure 4 : Modélisation du réseau métabolique de l’organisme Saccharomyces cerevisiae (la
levure du boulanger), issue de [LDB11].
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1.1.1 Notations et définitions relatives aux graphes
Nous présentons, dans ce Chapitre 1, le concept de graphe. Ce chapitre présente les concepts
de théorie des graphes des plus généraux aux plus spécifiques. Nous donnerons, Section 1.1,
des définitions relatives aux graphes. Dans la Section 1.2, nous donnons une définition des
arborescences, au cœur des travaux présentés dans ce mémoire. Les séquences également utilisées
dans la modélisation sont formalisées Section 1.3. Enfin, dans la Section 1.4, nous présentons la
notion de complexité d’un algorithme.
Les concepts présentés ci-après sont indépendants de toute application. Pour une représenta-
tion de concepts biologiques sous forme arborescente se référer à la Section 4.3.3, traitant de la
représentation des structures secondaires d’ARN et à la Section 2.2 pour celle de l’architecture
des plantes.
1.1 Notations et définitions relatives aux graphes
Les définitions suivantes sont en partie issues de [GY03]. Commençons par une définition
formelle des termes graphes, nœuds et arêtes (Déf. 1.1).
Définition 1.1 (Graphe) Un graphe G est composé d’un ensemble de nœuds (également ap-
pelés sommets), noté V et d’un ensemble d’arêtes, noté E. Chaque arête se compose d’une paire
de deux nœuds {vi,vj} appartenant à V .
La taille du graphe est égale au nombre de nœuds dans le graphe (Déf. 1.2).
Définition 1.2 (Taille d’un graphe) Soit G= (V,E) un graphe, notons |V | le nombre d’élé-
ments dans l’ensemble V . La taille du graphe G notée |G| est égale à |V |, donc au nombre de
nœuds dans le graphe G.
Un exemple de graphe est donné Fig. 5, le graphe contient 7 nœuds et 8 arêtes, l’arête e3 est
un lien entre le nœud v2 et le nœud v4, la taille du graphe est de 7.
s1v2e1 v3
e2 e6
v4
e3
v5
e4
e5 v7
e7
v6 v1
e8
Figure 5 : Un graphe G= (V,E) avec V = {v1,v2,v3,v4,v5,v6,v7}, E = {e1,e2,e3,e4,e5,e6,e7,e8}
et |G|= 7.
Le lien entre deux nœuds peut-être asymétrique, dans ce cas le lien entre les nœuds vi et
vj est dans un seul sens, le graphe est alors appelé graphe orienté (Déf. 1.3) et les arêtes sont
appelées arcs. Par convention les arcs sont représentés par des flèches.
Définition 1.3 (Graphe orienté) Un graphe G est composé d’un ensemble de nœuds (égale-
ment appelés sommets), noté V et d’un ensemble d’arcs, noté E. Chaque arc se compose d’un
couple de nœuds (vi,vj) appartenant à V .
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Dans ce mémoire nous nous intéressons aux graphes orientés. Par la suite, sauf mention
particulière, nous considérons G = (V,E) un graphe orienté. Un graphe inclus dans G est un
sous-graphe (Déf. 1.4).
Définition 1.4 (Sous-graphe) Soit G′ = (V ′,E′) un graphe, G′ est sous-graphe de G si et
seulement si G′ est un graphe orienté tel que V ′ ⊆ V et E′ ⊆ E.
Un graphe et un de ses sous-graphes sont donnés en exemple Fig. 6.
v1e1 v2
e2 e6
v3
e3
v4
e4
e5
v5 v6
e7
(a)
v1e1 v2
e2
(b)
Figure 6 : Un graphe orienté et un de ses sous-graphes. (a) Graphe orienté G= (V,E), e2 est un
arc reliant le nœud v2 au nœud v1. (b) Un sous-graphe de G noté G′ = (V ′,E′) avec V ′ = {v1,v2}
et E′ = {e1,e2}.
Les nœuds relatifs à un arc sont appelés extrémités (Déf. 1.5).
Définition 1.5 (Extrémité) Soit e= (vi,vj) un arc, vi est l’extrémité entrante de l’arc e et vj
l’extrémité sortante de e. Le nœud vi (resp. vj) est le prédécesseur (resp. successeur) du nœud
vj (resp. vi).
Sur le graphe Fig. 6, le nœud v1 est l’extrémité entrante de l’arc e1 et le nœud v2 l’extrémité
sortante.
De nombreux concepts sont relatifs aux nœuds. Nous allons présenter ceux qui seront utilisés
dans la suite du mémoire, tels que les degrés entrants et sortants (Déf. 1.6) dont nous pouvons
en déduire le degré (Déf. 1.7).
Définition 1.6 (Degré entrant et sortant d’un nœud) Le degré entrant (resp. sortant)
d’un nœud v ∈ V est le nombre d’arcs e ∈E dont l’extrémité entrante (resp. sortante) est v. Il
est noté deg−G(v) (resp. deg
+
G(v)).
Définition 1.7 (Degré d’un nœud) Le degré d’un nœud v ∈ V est noté degG(v) et est défini
comme suit : degG(v) = deg−G(v) +deg
+
G(v).
Sur la Fig. 6(a), le degré entrant du nœud v2 est 2, son degré sortant également, son degré
est donc 4.
Un nœud possède un voisinage (Déf. 1.8) qui nous permet de définir les nœuds isolés (Déf.
1.9) et les nœuds jumeaux (Déf. 1.10).
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Définition 1.8 (Voisinage d’un nœud) Le voisinage du nœud vi ∈ V est l’ensemble N(vi) =
{vj |(vi,vj) ∈ E ou (vj ,vi) ∈ E}. Comme pour le degré, le voisinage entrant du nœud vi est
l’ensemble N−(vi) = {vj |(vj ,vi) ∈ E} et le voisinage sortant N+(vi) = {vj |(vi,vj) ∈ E}.
Remarque 1 Nous notons que N+(vi)∪N−(vi) =N(vi).
Le voisinage du nœud v3 sur le graphe G de la Fig. 6(a) est N(v3) = {v1,v4}, son voisinage
entrant N−(v3) = {v4} et son voisinage sortant N+(v3) = {v1}.
Définition 1.9 (Nœud isolé) Un nœud v tel que N(v) =∅ est appelé nœud isolé.
Définition 1.10 (Nœuds jumeaux) Deux nœuds vi et vj tels que N+(vi)\vj = N+(vj)\vi
sont dits jumeaux.
Une illustration de ces deux définitions est donnée Fig. 7, le nœud v5 a pour voisinage N(v5) =
∅, il est donc isolé. Les nœuds v2 et v4 ont respectivement pour voisinage sortant N+(v2) = {v1}
et N+(v4) = {v1,v2}, les deux ensembles N+(v2)\v4 et N+(v4)\v3 sont égaux, ces nœuds sont donc
jumeaux.
v1
v2
e1
v3
e2
v4
e3
e4
v5
Figure 7 : Un graphe orienté G= (V,E), le nœud v5 est isolé et les nœuds v2 et v4 sont jumeaux.
Un chemin (Déf. 1.11) permet de relier un ensemble de nœuds avec des arcs.
Définition 1.11 (Chemin) Un chemin dans G est une suite alternée de nœuds dans V et
d’arcs dans E de la forme (v0, e1, v1, e2, v2, . . . , en, vn) telle que pour tout arc ei appartenant
au chemin, vi est l’extrémité sortante de ei mais également l’extrémité entrante de vi+1. La
longueur du chemin est le nombre d’arcs qui le composent.
Définition 1.12 (Boucle) Une boucle est un arc e= (vi,vj) ∈ E dans lequel vi = vj .
Définition 1.13 (Arête parallèle) Soient deux arêtes e1 = (x1,y1) et a2 = (x2,y2), elles sont
dites parallèles si et seulement si x1 = x2 et y1 = y2.
Définition 1.14 (Arête multiple) Ensemble d’arêtes parallèles relatives à un couple de nœuds.
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Sur la Fig. 8 nous pouvons observer une boucle, l’arc e7 sur le nœud v5. Les arêtes parallèles
sont {e4,e5}, {e3,e5} et {e3,e4}. L’ensemble {e3,e4,e5} est un ensemble d’arêtes multiples relatif
aux nœuds v2 et v4.
v1
v2
e1
v3
e2
v4
e3
e4
e5
e6
v5 e7
Figure 8 : Le graphe G possède l’arc e7 est une boucle, les arcs e4 et e5 sont parallèles, l’ensemble
{e3,e4,e5} constitue les arêtes multiples entre les nœuds v2 et v4.
Définition 1.15 (Graphe connexe) Un graphe G est dit connexe si et seulement si quels que
soient les nœuds v1 et v2 de l’ensemble de nœuds, il existe un chemin de v1 à v2 ou de v2 à v1.
Remarque 2 Un graphe connexe ne peut pas contenir de nœud isolé.
Nous pouvons remarquer que les graphes Fig. 6(a), Fig. 7 et Fig. 8 ne sont pas connexes,
dans les trois cas il n’existe pas de chemin du nœud v5 au nœud v1. En revanche, le sous-graphe
Fig. 6(b) est connexe.
Définition 1.16 (Graphe planaire) S’il existe un moyen de dessiner un graphe dans un plan
sans croiser deux arêtes, le graphe est dit planaire.
Un exemple de graphe non planaire est donné Fig. 9(a), les autres graphes précédemment
illustrés sont planaires.
Une notion celle de cycle (Déf. 1.17) permet de définir un autre type de graphe particulier
les graphes acycliques orientés (Déf. 1.18).
Définition 1.17 (Cycle) Un graphe G contient un cycle si et seulement s’il existe un nœud v
appartenant à l’ensemble des nœuds, tel qu’il existe un chemin de longueur strictement positif
de v à v.
La Fig. 9(a) possède plusieurs cycles par exemple les cycles [v1, e7, v5, e8, v2, e1, v1] et
[v1, e7, v5, e10, v4, e6, v3, e3, v2, e1, v1].
Définition 1.18 (Graphe acyclique orienté) Un graphe qui ne contient pas de cycle orienté
est appelé graphe acyclique orienté. Ce type de graphe est noté DAG (« directed acyclic graph »
en anglais).
Le graphe Fig. 7 est un graphe acyclique orienté.
Des informations supplémentaires peuvent être attachées aux nœuds et arcs d’un graphe, il
est alors appelé graphe étiqueté (Déf. 1.19).
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Définition 1.19 (Graphe étiqueté) Soient Σ un alphabet, c’est-à-dire un ensemble de sym-
boles, etG= (V,E) un graphe, s’il existe une fonction injective λV (resp. λE) telle que λV :V →Σ
(resp. λE : E→ Σ) alors le graphe est dit étiqueté.
Remarque 3 L’ensemble λV (resp. λE) peut être vide.
Définition 1.20 (Isomorphe) Deux graphes G= (V,E) et H = (V ′,E′) sont isomorphes si et
seulement s’il existe une fonction bijective f : V → V ′ telle que pour tout v1,v2 ∈ V , (v1,v2) ∈E
si seulement si (f(v1),f(v2)) ∈ E′. L’isomorphisme défini une relation d’équivalence entre les
nœuds de ces deux graphes, nous noterons G≡H.
Remarque 4 Si deux graphes sont isomorphes leurs nombres de nœuds et d’arêtes doivent être
identiques.
Les deux graphes G et H de la Fig. 9 sont isomorphes.
v1
v2
e1
v3
e2
e3
v4
e4
e5
e6
v5
e7
e8
e9
e10
(a)
v5
v4
e1
v3
e2
e3
v2
e4
e5
e6 v1
e7
e8
e9
e10
(b)
Figure 9 : Deux graphes isomorphes. (a) Un graphe G non planaire avec 5 nœuds. (b) Un
graphe H isomorphe au graphe G.
Lorsque deux graphes sont isomorphes nous pouvons remarquer que les étiquettes des nœuds
et des arcs peuvent être différentes. Lorsque les étiquettes sont prises en compte on parle
d’isomorphisme avec étiquettes (Déf. 1.21).
Définition 1.21 (Isomorphisme avec étiquettes) Deux graphes étiquetés G= (V,E), H =
(V ′,E′) et leurs étiquettes λV , λ′V , λE et λ′E , G et H sont isomorphes avec étiquette si et
seulement s’il existe une fonction bijective f : V → V ′ telle que pour tout v1 ∈ V , λV (v1) =
λ′V (f(v1)) et pour tout v1,v2 ∈ V , (v1,v2)∈E si et seulement si (f(v1),f(v2))∈E′ et λE(v1,v2) =
λE(f(v1),f(v2)).
Dans le cas où l’on considère que les noms des nœuds et des arcs sont des étiquettes alors
les deux graphes G et H de la Fig. 9 sont ne sont pas isomorphes avec étiquettes.
Il existe de nombreux graphes particuliers tels que les graphes simples (Déf. 1.22), connexes
(Déf. 1.15) et planaires (Déf. 1.16).
Définition 1.22 (Graphe simple) Un graphe est dit simple si et seulement s’il ne contient ni
boucles, ni arêtes multiples.
Ainsi le graphe Fig. 8 n’est pas simple alors que les graphes Fig. 7 et Fig. 9 sont simples.
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1.2 Arborescences
Au milieu du XIXe siècle, Arthur Cayley, mathématicien anglais, s’intéressa à des graphes
particuliers sans cycles, les arbres. L’étude de ces structures fût continuée par George Pólya,
mathématicien hongrois, au début des années 1900. Ils présentaient tous deux des applications
à la chimie. De nos jours, les arbres sont utilisés pour modéliser de nombreux phénomènes ou
problèmes, par exemple pour modéliser les structures secondaires d’ARN et les architectures
des plantes. Le vocabulaire de théorie des graphes sur les arbres est d’ailleurs très inspiré du
vocabulaire biologique.
Avant de donner la définition d’un arbre (Déf. 1.24) et d’une arborescence (Déf. 1.26), nous
allons voir les définitions d’une forêt non-orientée (Déf. 1.23) et d’une forêt orientée (Déf. 1.25).
Définition 1.23 (Forêt non-orientée) Un graphe G non-orienté est une forêt si et seulement
si G ne contient aucun cycle.
Définition 1.24 (Arbre) Un arbre est une forêt connexe.
Remarque 5 Une forêt peut-être vue comme un ensemble d’arbres.
Définition 1.25 (Forêt orientée) Un graphe G orienté est une forêt si et seulement si G ne
contient aucun cycle et que tous les nœuds de G sont de degré entrant au plus 1.
Remarque 6 Par la suite, nous utiliserons le terme forêt pour référer à une forêt orientée.
Définition 1.26 (Arborescences) Une arborescence T est un arbre orienté tel que tous les
nœuds de T sont de degré entrant 1, à l’exception d’un nœud de degré entrant 0.
Des nœuds particuliers sont présents dans les arborescences tels que la racine (Déf. 1.27), les
nœuds internes (Déf. 1.28) et les feuilles (Déf. 1.29).
Définition 1.27 (Racine) La racine de l’arborescence est le nœud de l’arborescence qui n’est
extrémité sortante d’aucun arc de V .
Définition 1.28 (Nœud interne) Soit v un nœud d’une arborescence, si deg+(v)> 0 alors v
est un nœud interne.
Définition 1.29 (Feuille) Soit v un nœud d’une arborescence, si deg+(v) = 0 alors v est une
feuille.
Définition 1.30 (Profondeur) La profondeur d’un nœud v est la longueur du chemin de la
racine au nœud v.
Ainsi sur la Fig. 10(a) le nœud v1 est la racine, les nœuds v2 et v5 sont des nœuds internes,
enfin les nœuds v3, v4, v6, v7 et v8 sont des feuilles. La profondeur du nœud v7 est de 2.
Définition 1.31 (Parent) Soit vi un nœud d’une arborescence qui est l’extrémité sortante
d’un arc e. Le parent de vi est le nœud vj tel que vj est extrémité entrante de e.
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Définition 1.32 (Enfant) Soit vi un nœud d’une arborescence, les enfants de vi sont les nœuds
qui ont pour parent vi, ils sont notés enf(vi).
Définition 1.33 (Fratrie) Deux nœuds d’une arborescence sont dans la même fratrie s’ils ont
un même nœud parent.
Sur l’arborescence Fig. 10(a) le nœud v2 est parent du nœud v3, le nœud v4 est un enfant du
nœud v2 et les nœuds v6, v7 et v8 sont dans la même fratrie.
Définition 1.34 (Sous-arborescence) Soit T une arborescence, une sous-arborescence est
un sous-graphe de T connexe. La sous-arborescence complète notée T [v] avec v ∈ V est la sous-
arborescence maximale enracinée en v, c’est-à-dire la sous-arborescence contenant v et l’ensemble
de ces descendants.
Définition 1.35 (Sous-forêt) Soit T une arborescence, une sous-forêt est un sous-graphe de
T noté F [v] = (V ′,E′) avec v ∈ V telle que V ′ est l’ensemble des nœuds de T [v]\{v} et E′
l’ensemble des arcs de T [v] n’ayant pas pour extrémité entrante ou sortante v.
v1
v2
v3 v4
v5
v6 v7 v8
(a)
v1
v5
v6 v8
(b)
v5
v6 v7 v8
(c)
Figure 10 : Une arborescence, une de ces sous-arborescences et une de ces sous-arborescences
complètes. (a) Représentation d’une arborescence T avec pour racine le nœud v1, le nœud v2 est
parent du nœud v3, le nœud v4 est une enfant du nœud v2, les nœuds v6, v7 et v8 sont dans la
même fratrie, les nœuds v2 et v5 sont des nœuds internes, enfin les nœuds v3, c4, v6, v7 et v8 sont
des feuilles. (b) Une des sous-arborescences de T . (c) Une de ses sous-arborescences complètes,
qui est enracinée en v5.
Soit l’arborescence Fig. 10(a), une sous-arborescence est donnée Fig. 10(b) et une sous-
arborescente complète Fig. 10(c).
Afin de définir les arborescences ordonnées, semi-ordonnées et non-ordonnées, nous devons
définir les relations d’ordre total et de semi-ordre total.
Définition 1.36 (Relation binaire) Une relation binaire R d’un ensemble E vers un ensemble
F est définie par un sous-ensemble G de E×F . Pour tout couple (x,y) ∈ G, x est en relation
avec y et est noté xRy.
Définition 1.37 (Relation de semi-ordre total) Une relation binaire  est une relation de
semi-ordre total si pour tous x, y et z éléments de l’ensemble E :
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– x x (réflexivité),
– x y et y  z ⇒ x z (transitivité),
– ∀(x,y) ∈ E2 xRy ou yRx (totale).
Définition 1.38 (Relation d’ordre totale) Une relation binaire ≤ est une relation d’ordre
totale si pour tous x et y éléments de l’ensemble E :
– ≤ est une relation de semi-ordre total,
– x≤ y et y ≤ x ⇒ x= y (antisymétrie).
Définition 1.39 (Arborescence non-ordonnée) Une arborescence non-ordonnée est une ar-
borescence dans laquelle pour tout nœud il n’existe pas de relation d’ordre sur l’ensemble des
enfants [ZSS92].
Définition 1.40 (Arborescence ordonnée) Une arborescence ordonnée est une arborescence
dans laquelle il existe une relation d’ordre total sur les nœuds de l’arborescences [ZS89].
Définition 1.41 (Arborescence semi-ordonnée) Une arborescence semi-ordonnée est une
arborescence dans laquelle il existe une relation de semi-ordre total sur les nœuds de l’arborescences
[Oua07], c’est-à-dire muni d’une relation d’ordre pour certains couples.
Remarque 7 Un isomorphisme sur des arborescences ordonnées ou semi-ordonnées doit res-
pecter la relation d’ordre sur les nœuds.
Dans le cas des arborescences non-ordonnées, les arborescences T1 et T2 de la Fig. 11 sont
isomorphes. Si les nœuds sont ordonnés selon leur position graphique avec vi < vj si vi est situé
à gauche de vj alors ces arborescences ne le sont pas isomorphes dans le cas ordonné.
v1
v2
v3 v4
v5
v6 v7 v8
(a)
v1
v5
v6 v8 v7
v2
v4 v3
(b)
Figure 11 : Dans le cas non-ordonné les arborescences T1 et T2 sont isomorphes, pas dans le
cas ordonné. (a) Arborescence T1. (b) Arborescence T2
Afin d’accéder aux informations contenues dans l’arborescence, il existe plusieurs manières
de le parcourir. Le parcours en profondeur consiste en un parcours récursif des nœuds.
Nous allons présenter un ordre sur ce parcours. Dans l’ordre postfixe les descendants sont
parcourus avant leurs parents en suivant l’Algorithme 1.
Remarque 8 Dans l’ordre préfixe chaque nœud est visité avant ses descendants.
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Algorithme 1 ParcoursPostFixe(A) : Algorithme de parcours postfixe d’une arborescence.
Entrées : A une arborescence ayant pour racine r.
Sorties : L’ordre postfixe de A.
1: Si A=∅ Alors
2: Retourner λ
3: Sinon
4: Pour tout s enfant de r Faire
5: ParcoursPostF ixe(A[s])
6: Fin pour
7: Retourner r
8: Fin si
Le parcours postfixe de l’arborescence T1, présentée Fig. 11(a), donne (v3,v4,v2,v6,v7,v8,v5,v1).
Les arbres binaires sont des arbres particuliers dans lesquels chaque nœud possède au plus
deux enfants, qui sont nommés enfant gauche et enfant droit.
Les arbres binaires de recherche Fig. 1.42 permettent une recherche rapide des valeurs asso-
ciées aux nœuds (voir Algorithme 2).
Définition 1.42 (Arbre binaire de recherche) Un arbre binaire de recherche, abrégé en
ABR est un arbre binaire ordonné pour lequel à chaque nœud est assigné une clé. La clé associée
à chaque nœud v est plus grande (resp. plus petite) que les clés de l’ensemble des nœuds présents
dans le sous-arbre enraciné en vg (resp. vd). Ce type d’arbre est également noté BST (« binary
search tree » en anglais).
Algorithme 2 RechercheABR(A, c) : Algorithme de recherche dans un arbre binaire.
Entrées : A un arbre et c une clé cible.
Sorties : Un nœud s de A ayant pour clé c ou NUL si c n’est pas trouvé.
1: s← racine de A
2: Tant que (s 6= NUL) et (c 6= clé associée à s) Faire
3: Si c > clé associée à s Alors
4: s← enfant droit de s
5: Sinon
6: s← enfant gauche de s
7: Fin si
8: Fin tant que
9: Retourner s
1.3 Séquences
La séquence peut être vue comme une arborescence particulière dans laquelle les nœuds
sont représentés comme des caractères. De nombreux objets sont modélisés par des séquences
(Déf. 1.43), nous pouvons citer les séquences pour les correcteurs orthographiques ou encore les
séquences de bases d’ADN. Une séquence particulière est la séquence vide (Déf. 1.44).
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Définition 1.43 (Séquence) Une séquence de longueur n est une suite de caractères S =
S[0],S[1], . . . ,S[n− 2],S[n− 1] tels que ∀i ∈ J0,n− 1K,S[i] ∈ Σ avec Σ un alphabet. La taille de
la séquence est notée |S|.
Définition 1.44 (Séquence vide) Si et seulement si la longueur de S est de 0, la séquence est
dite vide, elle est notée λ.
Remarque 9 Soit S une séquence, nous notons S[i, j] avec 0 ≤ i ≤ j ≤ |S| une sous-séquence
de S contenant la suite de caractères S[i], . . . ,S[j].
Il est possible de représenter certaines arborescences ordonnées par des séquences arc-annotées
(Déf. 1.45) introduites par [Eva99]. La Fig. 12 présente (a) une arborescence, (b) une représen-
tation possible de l’arborescence par une séquence arc-annotée.
Définition 1.45 (Séquence arc-annotée) Une séquence arc-annotée de taille n sur un al-
phabet Σ est un couple (S,P ) tel que S est une séquence de taille n sur Σ et P un ensemble de
couples tel que pour chaque couple (i, j) ∈ P un arc relie les lettres S[i] et S[j] de la chaîne S
avec 0≤ i≤ j ≤ n−1.
Remarque 10 Le ie`me caractère de S est noté S[i−1].
v1
v2
v3 v4
v5
v6 v7 v8
(a)
v1 v2 v3 v4 v2 v5 v6 v7 v8 v5 v1
(b)
Figure 12 : Représentation sous forme d’une séquence arc-annotée de l’arborescence A. (a)
Arborescence A. (b) Séquence arc-annotée correspondant à l’arborescence A.
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1.4 Définitions relatives aux algorithmes
Le terme algorithme est apparu bien avant les ordinateurs, vers le IXe siècle. Un algorithme
désigne un processus répondant à une question en suivant une suite d’opérations. Une mesure
d’évaluation des algorithmes est sa complexité. Le modèle de calcul basé sur les machines de
Turing est l’un des plus utilisés. Une machine de Turing, introduite par Turing [Tur37], est un
automate abstrait disposant de mémoire infinie. À partir de cela nous pouvons définir le calcul
des complexités en temps (Déf. 1.46) et en espace (Déf. 1.47) [HS65, CLRS04].
Définition 1.46 (Complexité en temps) La complexité en temps d’un algorithme est une
fonction f : N→ N telle que f(n) est le nombre d’opérations élémentaires nécessaires à réaliser
sur une machine de Turing pour une entrée quelconque de taille n.
Définition 1.47 (Complexité en espace) La complexité en espace d’un algorithme est une
fonction f :N→N telle que f(n) est le nombre cellules différentes de la bande qui sont utilisées
par une machine de Turing pour une entrée quelconque de taille n.
Dans cette thèse, nous ne nous intéresserons qu’à la borne supérieure asymptotique du temps
d’exécution ou de l’espace utilisé notée O(f(n)) (Déf. 1.48).
Définition 1.48 (Grand O) Soit une fonction f : N→ R, l’ensemble O(f) est défini comme
suit : O(f) : {g : N→ R | ∃ c > 0 ∃ n0 ∈ N ∀n≥ n0 : g(n)≤ c×f(n)}.
Remarque 11 Une complexité en O(1) est dite constante, en O(n) linéaire et en O(n2) qua-
dratique.
Les problèmes peuvent être classés selon leurs difficultés. La classe de complexité NP (« non-
deterministic polynomial » en anglais) caractérise les problèmes pour lesquels la réponse, véri-
fiable en un temps polynomial, est « oui » ou « non ». Les problèmes inclus dansNP pour lesquels
il existe un algorithme déterministe en O(nk) où k est une constante sont dits polynomiaux.
Nous avons présenté dans ce chapitre la structure de données principalement concernée par
ce manuscrit que sont les structures arborescentes mais également deux autres structures qui
sont les graphes et les séquences. Nous allons voir par la suite la modélisation de deux objets
biologiques sous forme d’arborescences.
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Introduction
L’étude de l’ensemble des données biologiques étant très large, dans cette thèse, nous nous
focalisons sur deux objets biologiques présents à deux échelles différentes que sont l’échelle mo-
léculaire avec la structure secondaire d’ARN et l’échelle macroscopique de l’individu au travers
de l’architecture des plantes.
Un premier exemple de structures biologiques modélisées par des structures arborescentes
est la structure secondaire d’ARN [ZS84, Sha88]. Miescher remarqua en 1868 une substance
avec des propriétés inhabituelles, qu’il appela « nucléine » [Dah08]. Il réalisa ainsi la première
purification d’acide désoxyribonucléique, abrégé en ADN, cette découverte permit de faire une
avancée importante dans la connaissance du vivant. Ce terme est d’ailleurs, deux siècles plus tard,
passé dans le langage courant. L’acide ribonucléique ou ARN est une molécule chimiquement très
proche de l’ADN. Mais il n’en demeure pas moins qu’il est fondamental pour la compréhension
de la vie. Selon le dogme central de la biologie, l’ADN est le support de l’information génétique,
il est transcrit en ARN qui est traduit en protéine. Cette dernière ayant un rôle fonctionnel dans
la cellule. La fonction de l’ARN ne se limite cependant pas à cela. En effet de nombreux travaux
ont permis de mettre en évidence son rôle en tant que composant essentiel de la cellule. Les ARN
messagers et de transferts ont été découverts dans les années soixante [HSS+58, Cri58, BJM61].
En 1986, Gilbert [Gil86] a posé l’hypothèse selon laquelle l’ARN serait apparu dans l’évolution
avant l’ADN et les protéines. Il a fait naître la théorie dite du « RNA World » (en français :
Monde à ARN). En 1989, Tom Cech et Sidney Altman [CB86, Alt89] se sont vus remettre le
prix Nobel de chimie pour leur découverte des ribozymes. Ces derniers sont des ARN capables
de catalyser des réactions. L’hypothèse du monde à ARN s’est alors renforcée. En 2006, le
prix Nobel de médecine a été attribué à Andrew Fire et Craig C. Mello [FXM+98], pour la
découverte d’un ARN interférant avec un ARN messager spécifique conduisant à sa dégradation
et à la diminution de sa traduction en protéine. Encore plus récemment, le prix Nobel de chimie
a été attribué en 2009 à Venkatraman Ramakrishnan, Thomas A. Steitz et Ada E. Yonath pour
leurs études de la structure et de la fonction des ribosomes. L’étude des molécules d’ARN étant
importante pour la compréhension du vivant, il est essentiel de les modéliser et de les manipuler.
Un second exemple de structures biologiques modélisées par des structures arborescentes est
l’architecture des plantes. Nous utilisons comme définition des plantes celle biologique qui décrit
les plantes comme des êtres vivants pluricellulaires, formant avec les animaux, champignons et
protistes les quatre grandes subdivisions du domaine des eucaryotes [RUC+10]. Nous ferons la
23
Première partie : Introduction
distinction entre les végétaux et les plantes, ces dernières sont des végétaux mais les végétaux ne
sont pas tous des plantes. Le nombre d’espèces de plantes connues, incluant donc les arbres, est
estimé à plusieurs centaines de milliers sur plusieurs millions d’espèces eucaryotes. Les plantes
jouent un rôle central sur notre planète. Les biologistes contribuant à la connaissance des plantes
le font depuis le niveau moléculaire, jusqu’aux écosystèmes. La Fig. 13 présente un exemple au
niveau microscopique et un au niveau macroscopique. Les applications de l’étude des plantes
sont nombreuses. Nous pouvons citer le domaine de l’agroalimentaire avec la création de nou-
velles plantes [SM02] par hybridation, sélection ou modification génétique. Ces nouvelles plantes
ont pour propriété, par exemple, d’être plus nutritives [DJO+07] ou encore de résister aux va-
riations climatiques ou aux insectes qui leur sont nuisibles [CP07]. Leur création est donc un
enjeu majeur pour l’ensemble de la planète. Nous pouvons également parler de la sylviculture,
c’est-à-dire la culture des forêts [Ada92] et surtout la sylviculture durable [GPT00] ayant pour
but d’optimiser durablement leurs potentiels sans surexploiter le milieu. Dans le domaine de
l’horticulture, que cela soit pour la production alimentaire [DH00] ou d’agrément par la mise
en place de scénarios promouvant la qualité des produits et le respect de l’environnement, mais
également en infographie [dREF+88], pour la création d’images numériques plus réalistes.
(a) (b)
Figure 13 : Exemples d’échelles des plantes. (a) Un méristème (organe de la plante), extraite
de [BSM+09]. (b) Un chêne d’Allouville-Bellefosse, France, domaine public.
De nombreuses représentations des objets biologiques existent, nous nous intéressons à des
représentations discrètes qui les décomposent en entités élémentaires. Les décompositions s’or-
ganisent sous forme d’objets mathématiques pouvant être transformés en une structure logique
stockant des informations organisées afin d’en faciliter leur traitement [FGS90, CLRS04]. Ces
structures de données peuvent être des séquences de caractères (Déf. 1.43), par exemple les
suites de nucléotides de l’ADN, ou des structures plus complexes s’appuyant sur la théorie des
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graphes telles que les structures arborescentes, voire des graphes (Déf. 1.1) plus généraux pour
les réseaux métaboliques [CJ10] ou les réseaux cellulaires [AS06]. Les scientifiques se sont in-
téressés aux structures arborescentes en premier lieu pour des applications à la chimie. Les
représentations sous forme arborescentes de concepts biologiques ont fait leur apparition avec la
modélisation de l’évolution des organismes vivants sous forme d’un arbre de la vie par Charles
Darwin [Dar72]. La Fig. 14 extraite de [Hae79] représente un des premiers arbres phylogénétiques
classifiant les espèces conduisant à l’espèce humaine.
Figure 14 : Un des premiers arbres phylogénétiques datant de 1879, partiellement extraite de
[Hae79], domaine public.
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L’analyse des modèles représentant des objets biologiques nous conduit à les comparer deux
à deux. À partir de ces comparaisons, il est par exemple possible de réaliser des arbres phy-
logénétiques représentant les relations de parenté entre les organismes en comparant les gènes,
d’annoter automatiquement des génomes ou encore de déterminer si deux organismes sont de la
même espèce [Mou04]. Une large littérature existe dans ce domaine. Nous nous concentrons sur
les méthodes qui comparent les différentes entités élémentaires à l’aide d’un ensemble de trans-
formations permettant de passer d’un objet à un autre, les méthodes d’édition. Ces méthodes
permettent de prendre en compte les contraintes biologiques spécifiques à chaque objet.
Deux exemples d’objets biologiques modélisés par des structures arborescentes sont présentés
au Chapitre 2, les structures secondaires d’ARN et l’architecture des plantes. Comparer les
structures est fondamental, nous explorons dans le Chapitre 3 les algorithmes de comparaison
en détaillant des contraintes liées à l’objet modélisé.
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Représentations arborescentes de structures
secondaires des ARN et d’architecture de
plantes
De nombreux modèles peuvent être proposés pour chaque objet biologique, nous nous inté-
ressons aux modélisations basées sur une décomposition élémentaire. La détermination de ces
unités élémentaires dépend de la nature de l’objet, cela peut, par exemple, être les nucléotides ou
les motifs structuraux dans le cas des structures secondaires d’ARN et les unités de croissance
ou les branches pour l’architecture des plantes.
Nous nous focalisons sur les structures arborescentes, très utilisées pour la résolution de
problèmes pratiques et théoriques. Cependant pour mettre en place des modèles pertinents une
connaissance approfondie de l’objet biologique est indispensable. Ainsi les modèles des struc-
tures secondaires d’ARN et des architectures des plantes possèdent des contraintes différentes.
Par exemple, les structures d’ARN sont généralement modélisées par des arborescences ordon-
nées [ZS84] (Déf. 1.40) alors que les architectures des plantes peuvent être représentées par des
arborescences ordonnées [Oua07], semi-ordonnées [Oua07] (Déf. 1.41) ou non-ordonnées [FG00]
(Déf. 1.39).
Nous allons voir, tout d’abord, Section 2.1, une définition de l’ARN à travers sa structure
chimique, ses fonctions au sein de la cellule et ses structures, et plus particulièrement, la struc-
ture secondaire ainsi que ses diverses représentations. Dans la Section 2.2, nous donnerons une
définition plus complète de la plante et de son architecture ainsi qu’une présentation de la
représentation de l’architecture des plantes.
2.1 Modélisation de la structure secondaire d’ARN
2.1.1 Définition de l’ARN
Structure chimique
L’ARN, est un polymère composé d’une succession de nucléotides. Il est structurellement
comparable à l’ADN. Chaque nucléotide est constitué d’un sucre (pentose), d’un groupement
phosphate et d’une base azotée. Ces deux acides nucléiques se distinguent principalement par
la nature du pentose. En effet, dans l’ARN le sucre est le ribose tandis que pour l’ADN il s’agit
du désoxyribose. Nous pouvons observer Fig. 15 les deux pentoses.
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Figure 15 : Comparaison du 2-désoxyribose, composant de l’ADN, et du ribose, composant de
l’ARN.
Les bases azotées, dans l’ADN sont l’adénine, la cytosine, la guanine et la thymine, respec-
tivement notées A, C, G et T. Cette dernière n’existe pas dans l’ARN, elle est remplacée par
l’uracile noté U. De plus, l’ARN peut être constitué de nucléotides inhabituels, les bases sont
alors dites modifiées. Par exemple, la base modifiée pseudouridine, notée Ψ est présente dans
les ARN de transfert. La Fig. 16 schématise la structure biochimique de l’ARN. Ainsi chaque
nucléotide est constitué d’un ribose (R), dont les carbones sont numérotés de 1’ à 5’, une liaison
phosphodiester est formée entre le carbone 3’ et la base azotée (A, C, G, U dans l’exemple) et
une autre entre le carbone 5’ et le groupement phosphate (P).
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P
R
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P
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R
G
Figure 16 : Schéma de la structure biochimique de l’ARN, P étant l’acide phosphorique, R le
ribose, A, C, G et U les bases azotées.
Une molécule d’ARN est, en général, constituée de 50 à 5000 nucléotides contre plusieurs
centaines de milliers à plusieurs centaines de millions pour l’ADN et est souvent monocaténaire,
c’est-à-dire simple brin.
Les ARN dans la cellule
L’ARN a d’abord été connu pour son rôle dans les processus qui aboutissent à la synthèse
de protéines. Les ARN messagers, notés ARNm, servent d’intermédiaire en étant le support de
l’information génétique lors de la traduction entre l’ADN et la protéine. Ils sont dits codants.
Lors de la traduction, des ARN de transfert (ARNt) spécifiques assurent l’apport d’acides aminés
pour la formation de longues chaînes protéiques, synthétisées à l’aide d’un complexe, le ribosome
constitué d’ARN ribonucléiques (ARNr) et de protéines.
Récemment, de nouvelles familles d’ARN ont été découvertes. Ces ARN interviennent dans de
nombreux processus. Citons les ARN nucléaires (ARNsn) présents dans les cellules eucaryotes
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qui participent à l’épissage de l’ARN pré-messager, servent d’amorce lors de la réplication,
etc. Les petits ARN sont impliqués dans la régulation et y jouent un grand rôle. Rfam est
une base de données contenant des informations sur les familles d’ARN non-codants. La version
10.1 de juin 2011 de la base de données Rfam [GJMM+05, GDT+08] regroupe 1446 familles
d’ARN non codants contre 379 pour la version 6.1 de mars 2005. Les connaissances des familles
fonctionnelles de l’ARN évoluent donc très rapidement.
Structures des ARN
Nous avons vu que les ARN sont généralement monocaténaires. Ils se replient alors sur
eux-mêmes. L’ARN adopte une structure en trois dimensions qui lui permet d’accomplir des
fonctions complexes. Ainsi la connaissance de la structure de l’ARN est nécessaire bien que non
suffisante pour caractériser sa fonction. Comme pour les protéines, un cadre de description de
leur structure a été défini. Pour l’ARN, celui-ci est composé de trois niveaux hiérarchiques [LL52].
Il existe également une structure quaternaire qui décrit les interactions entre ARN ou avec des
protéines que nous ne détaillerons pas ici.
Structure tertiaire La structure tertiaire est représentée par le graphe de toutes les liaisons
chimiques entre les nucléotides. Une liaison chimique caractérise l’échange ou le partage d’au
moins un électron entre des atomes.
Structure secondaire La structure secondaire est un sous-graphe (Déf. 1.4) de la structure
tertiaire [HSS96, Bon09]. Seules les liaisons de type Watson-Crick [WC53], formation de paires
entre bases complémentaires c’est-à-dire A-U ou G-C sont gardées. Éventuellement, les liai-
sons dites Wobble [Cri66] entre les bases G et U peuvent être laissées. La structure secondaire
représente alors des motifs issus des appariements internes à la séquence.
Structure primaire La séquence ordonnée des nucléotides dans la molécule d’ARN constitue
la structure primaire, également appelée séquence. Elle est donnée, par convention, en partant
du 5’ phosphate vers le 3’ OH.
Motifs dans des structures secondaires L’étude des ARN peut se faire à différents niveaux.
L’information contenue dans la structure primaire est souvent insuffisante, en effet, deux ARN
avec des structures secondaires et tertiaires proches peuvent avoir des structures primaires diffé-
rentes. L’étude de la structure tertiaire implique généralement une complexité élevée. L’analyse
de la structure secondaire est donc un bon compromis.
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Figure 17 : Représentations d’une structure secondaire d’ARN. (a) Les motifs de structure
secondaire d’ARN, illustration réalisée avec le logiciel VARNA [DDP09]. (b) Représentation
de Zucker [ZS84] sous forme d’arborescence. (c) Représentation de Shapiro [Sha88] sous forme
d’arborescence des éléments de structure.
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Plusieurs motifs particuliers ont été remarqués sur les structures secondaires, nous décrirons
ceux présentés dans [SZ90]. Un ARN théorique donné Fig. 17(a) les illustre. Tout d’abord les
hélices qui sont constituées d’une succession de paires de bases appariées, H1, H2, H3, H4
et H5 sur l’exemple. La tige boucle désigne une hélice se terminant par une boucle terminale,
les boucles T1 et T2. Une boucle interne relie deux hélices, I3 et I2. Un cas particulier de la
boucle interne est le renflement, les deux hélices sont liées, d’un côté et de l’autre et possèdent
des bases non appariées qui forment le renflement, I3. Enfin, la boucle multiple relie au moins
trois hélices, I1. L’appellation pseudo-noeud [PRB85] est donnée à une structure qui comporte
une interaction entre une boucle d’une structure secondaire et un élément situé en dehors de
la boucle. Une structure secondaire est dite sans pseudo-nœud si le graphe la modélisant est
planaire (Déf. 1.16), dans la suite de ce document nous considérons les structures secondaires
sans pseudo-nœud.
2.1.2 Représentations des structures secondaires d’ARN
Nous allons voir comment ces structures secondaires d’ARN sont modélisées.
Arborescences ordonnées
De nombreux modèles ont été étudiés pour représenter la structure des ARN. Une des re-
présentations les plus courantes est une arborescence ordonnée étiquetée (Déf. 1.19), introduite
par Zuker et Sankoff [ZS84]. Chaque feuille (Déf. 1.29) représente une base non appariée et
chaque nœud interne (Déf. 1.28) une paire de bases. L’Algorithme 3 explique comment passer
de la structure secondaire d’un ARN à une arborescence étiquetée. Le principe est le suivant,
un premier nœud P est créé, il constitue la racine (Déf. 1.27). Ensuite pour chaque base de la
séquence du 5′ vers le 3′ :
1. si la lettre est une base appariée telle que la base à laquelle elle est reliée a été traitée
alors on remonte dans l’arborescence, P prend alors pour valeur son parent (Déf. 1.31) et
la lettre est ajoutée à l’étiquette de P ;
2. si la lettre est une base non appariée un nœud est créé, enfant (Déf. 1.32) de P ;
3. enfin si la lettre est une base appariée telle que la base à laquelle elle est reliée n’a pas été
traitée, un enfant est ajouté à droite des enfants de P et à provisoirement pour étiquette
la lettre. Le nœud créé devient P .
Chaque paire est alors représentée par un nœud interne et chaque base par une feuille. La
Fig. 17(b) montre un exemple d’arborescence construite selon cet algorithme. Il est également
possible de ne pas créer un premier nœud racine, dans ce cas le graphe obtenu est une forêt
(Déf. 1.25).
D’autres représentations sous formes arborescentes existent, par exemple, celle proposée par
Shapiro [Sha88] dans laquelle les éléments de structures secondaires sont représentés par des
nœuds étiquetés et les arcs correspondent aux hélices. L’étiquette R correspond à la racine, M aux
multiboucles, B aux renflements, I aux boucles internes et H aux boucles terminales. Un exemple
est donné Fig. 17(c). Dans la représentation Vienna [HFS+94], à partir de la modélisation de
Zuker et Sankoff [ZS84], les fratries (Déf. 1.33) de feuilles sont « compactées » en une seule ainsi
que les suites de nœuds internes en un unique nœud interne. Enfin, la modélisation RNAforester
[HTGK03] est une version étendue de la modélisation de Zuker et Sankoff [ZS84] dans laquelle
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les paires de bases sont représentées par trois nœuds connectés, un nœud interne étiqueté P et
deux enfants qui correspondent aux bases appariées, situés à gauche et à droite.
Algorithme 3 ConstrutionArborescence(S) : Construction d’une arborescence à partir d’une
structure secondaire d’ARN.
Entrées : S une structure secondaire d’ARN.
Sorties : A une arborescence.
1: Créer un arborescence vide A.
2: Créer un nœud P dans A {création de la racine}
3: Pour tout base E de la structure du 5’ vers le 3’ Faire
4: Si E est une base appariée telle que la base qui s’apparie avec E a été traitée Alors
5: Soit P ′ le parent de P
6: On ajoute E à l’étiquette de P .
7: P ← P ′
8: Sinon Si E est une base non appariée de S Alors
9: On ajoute au nœud P un enfant à droite de la fratrie des enfants.
10: Cet enfant P ′ est une feuille et son étiquette est E.
11: Sinon Si E est une base appariée telle que la base qui s’apparie avec E n’a pas encore
été traitée Alors
12: On ajoute au nœud P un enfant, à droite de la fratrie des enfants.
13: Cet enfant est un nœud interne et son étiquette est provisoirement E.
14: P ← P ′
15: Fin si
16: Fin pour
17: Retourner A
Séquences arc-annotées
Un ARN peut être modélisé par une séquence arc-annotée [Eva99] (Déf. 1.45), qui est consti-
tuée d’une séquence et d’arcs représentant les liaisons entre les bases. Un exemple de séquence
arc-annotée est donné Fig. 18(a) et la même structure sous forme circulaire est présentée Fig.
18(b).
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Figure 18 : Deux représentations différentes d’un même ARN. Illustrations réalisées avec le
logiciel VARNA [DDP09]. (a) Une séquence arc-annotée. (b) Une vision circulaire.
2.2 Modélisation de l’architecture des plantes
L’architecture des plantes est une notion fondamentale utilisée en botanique, décrivant l’or-
ganisation de la structure de ces végétaux. Cette notion regroupe l’information sur la forme de
la plante dite géométrique mais également sur les liens entre les composants dite information
topologique et ceux à différentes échelles.
2.2.1 Notion d’architecture des plantes
Anatomie de la plante L’anatomie d’une plante joue un grand rôle dans la compréhension
de la biologie de la plante. Une plante comporte différents organes tels que les organes végétatifs
que sont les feuilles, la tige et la racine et les organes reproductifs [RUC+10]. Les feuilles réalisent
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la photosynthèse, synthèse de matière organique à partir de la lumière. La tige porte les feuilles
et les bourgeons, elle peut se ramifier en branches et rameaux. Enfin, la racine, généralement
souterraine et ramifiée fixe la plante et contribue à sa nutrition.
Croissance de la plante Les plantes peuvent être vues comme un ensemble d’entités en-
gendrées par des méristèmes. Ce terme a été introduit en 1858 par Karl Wilhelm von Nägeli
dans un livre intitulé « Beiträge zur Wissenschaftlichen Botanik »(en français : Les contribu-
tions scientifiques à la botanique) [Gal07]. Il désigne un tissu biologique présent dans les plantes.
Le méristème est constitué de cellules indifférenciées qui forment une zone de croissance dans
laquelle se produit les mitoses, les divisions cellulaires. Ce tissu végétal est essentiel dans le dé-
veloppement de la plante, il crée à lui seul les différents organes de la plante tels que les racines,
les feuilles ou encore les tiges, la plante est alors constituée d’un ensemble d’entités élémentaires.
Architecture des plantes
La notion d’architecture des plantes a été introduite dans les travaux d’Hallé et al. [HOT78],
elle décrit pour une espèce donnée, la croissance idéale d’un individu et fut reprise dans de nom-
breux travaux [BEH91, Rob96, CB97]. Cependant l’architecture des plantes définit également le
processus de croissance d’un individu donné. D’après Ross [Ros81], l’architecture d’une plante
désigne « un ensemble d’attributs définissant la forme, la taille, la géométrie et la structure
externe de la plante ».
Dans ce manuscrit nous utiliserons une définition générale de l’architecture des plantes pré-
sentée dans [God00]. L’architecture d’une plante est la description d’un individu contenant au
moins l’une des informations suivantes :
– l’information de décomposition, c’est-à-dire l’ensemble des entités qui composent la plante,
– l’information topologique décrivant les connexions entre ces entités,
– l’information géométrique décrivant sa forme.
Ces informations peuvent être combinées afin de former une représentation plus ou moins com-
plexe de l’architecture d’une plante.
Entités structurelles Ces entités fondamentales pour la description de l’architecture des
plantes sont définies dans [CB97, Bel93]. Tout d’abord le nœud est l’endroit de la tige où s’insèrent
les feuilles. L’entre-nœud est la portion de tige comprise entre deux nœuds. Le métamère est
constitué d’un nœud et de l’entre nœud qui le précède [Whi79]. La structure mise en place par
la tige au cours d’une phase d’allongement ininterrompue est appelée unité de croissance [CB97].
Enfin un axe feuillé est un organe engendré par un même métamère. Un exemple est donné Fig.
19.
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Figure 19 : Unités fondamentales de la plante, illustration sous licence GPL modifiée.
Information topologique La topologie décrit l’organisation des unités de la plante. Gé-
néralement utilisée pour modéliser les transferts de substances ou la croissance, l’information
topologique peut également servir à simplifier la mesure sur le terrain des plantes. Par exemple,
la théorie du « pipe model »(en français : Modèle de tuyau) [SYHK64] considère que certaines
unités de la plante peuvent être vues comme un ensemble de tuyaux unitaires. Dans les travaux
de Pettunen et al. [PSN+96], les ramifications sont modélisées en connectant des tuyaux. Depuis
les feuilles jusqu’à la racine, à un croisement, le nombre de tuyaux est la somme du nombre de
tuyaux arrivant sur le croisement. Cela permet, par exemple, de donner une approximation du
diamètre de la branche en fonction du nombre de tuyaux. Dès les années 70, la topologie d’une
plante a été décrite comme fondamentale pour l’étude du développement des plantes [HO70].
Information géométrique La géométrie de la plante caractérise la forme et l’organisation
spatiale de ses composants de la plante ou de la plante dans sa globalité. Cette information per-
met, entre autres, d’étudier les interactions entre la plante et son environnement. L’interception
de la lumière par les feuilles peut, par exemple, être étudiée à partir de l’organisation spatiale
des feuilles de la plante [STMK98].
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2.2.2 Représentations des architectures des plantes
De nombreux modèles de représentation de l’architecture des plantes ont été proposés et
dépendent de l’application souhaitée. Sont souvent opposées, les représentations dites globales
dans lesquelles la plante n’est pas décomposée et les représentations modulaires basées sur une
décomposition spécifique. Nous présentons les représentations modulaires. Pour une présentation
plus complète des différentes représentations de l’architecture des plantes, le lecteur pourra se
référer à la revue [God00] ainsi qu’à [Bou04].
Représentation de la topologie
Les représentations sous forme de structures arborescentes de la structure topologique des
plantes sont généralement basées sur la décomposition de la plante en ensembles de composants
élémentaires tels que ceux donnés précédemment [GC98]. Une plante est alors modélisée par une
structure arborescente telle que l’ensemble des nœuds représente les composants de la plante et
l’ensemble des arcs décrit l’agencement de ces composants, comme cela est illustré Fig. 20.
Figure 20 : Un schéma d’une plante et la représentation sous forme d’arborescence de sa
topologie, illustration extraite de [FG00].
À une échelle donnée, l’architecture des plantes est alors représentée par un graphe orienté
(Déf. 1.3) T = (V,E) dans lequel V est un ensemble de nœuds représentants les entités de la
plante à cette échelle et E est l’ensemble des arcs décrivant les connexions entre ces entités,
chaque arc est représenté par une paire ordonnée de nœuds tels qu’il existe un arc (vi,vj) dans
E si et seulement s’il existe une entité correspondante à vj qui est liée à l’entité parente vi.
Dans une plante, chaque entité est physiquement attachée à au plus, une entité descendante
(à l’exception de la racine qui n’a pas d’entité parente et qui est liée à la racine de la plante).
La structure topologique est alors représentée par une arborescence. Dans le but de prendre
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en compte les différentes natures des connexions entre les entités botaniques, une définition
complémentaire peut être ajoutée à la représentation arborescente de l’architecture de la plante.
Dans une plante, une entité parente peut être connectée à plusieurs entités enfants. Si aucune
différence n’est prise en compte dans la nature des connexions entre les parents et les enfants alors
aucun ordre n’est considéré entre l’ensemble des entités enfants d’un parent donné. Dans ce cas,
l’architecture de la plante est modélisée par une arborescence non-ordonnée [FG00]. En fait, dans
certains cas particuliers dans lesquels chaque entité a au plus un enfant, l’ensemble des entités
de la plante peut être complètement ordonné pour chacune des échelles de la décomposition
et l’architecture de la plante peut être représentée par une arborescence ordonnée avec plus de
précision. De même dans le cas des architectures de plantes plus générales, à certaines échelles,
le graphe peut être ordonné. Enfin, il est possible de modéliser l’architecture de la plante par
des arborescences semi-ordonnées [Oua07].
Représentation de la géométrie
Les primitives géométriques tels que des voxels [Gre89, SB92], des cylindres, des cônes, des
polygones ou des modèles géométriques plus complexes constituent une solution pour représenter
la géométrie des plantes [Bou04]. Ainsi pour tout composant topologique particulier de la plante
est donné une primitive, possiblement redimensionnée.
Une information sur l’orientation est également donnée. Le premier type d’orientation est
l’orientation absolue, par exemple la plante est placée dans un repère et les coordonnées carté-
siennes des primitives sont données. Les primitives géométriques avec une échelle et une orienta-
tion dans l’espace permettent alors une représentation en 3D de la plante, sans que les connexions
entre les unités fondamentales ne soient prises en compte. L’orientation absolue peut être rem-
placée par une orientation relative. Dans cette alternative la géométrie de chaque composant est
récursivement calculée relativement à celle de son parent. Cette définition relative est à la base
de la géométrie de la tortue, une interprétation des L-systèmes [PL90]. Dans ce cas, la structure
topologique des composants de la plante est indispensable afin de définir la relation de parenté.
Les orientations relatives et absolues sont présentées Fig. 21.
Notons p(x) le parent d’une unité fondamentale x, gx sa géométrie etMx/p(x) la transformation
définie par le redimensionnement, la position et l’orientation de la primitive représentant la
géométrie de x en fonction de son parent. Pour positionner la primitive x dans l’espace, il faut
appliquer une suite de transformations. Avec cette définition relative, la géométrie des plantes
est définie par un triplet {p(x),gx,Mx/p(x)} fabriqué pour chaque composant x à partir de son
parent, de la géométrie de sa primitive et de la transformation relative par rapport à son parent.
Si la topologie de la plante est donnée par une structure arborescente, nous pouvons étiqueter
les nœuds avec la primitive et la transformation.
37
Chapitre 2. Représentations arborescentes de structures secondaires des ARN et
d’architecture de plantes
(a) (b)
Figure 21 : Modélisation de l’orientation [God00]. (a) Orientation absolue. (b) Orientation
relative.
2.3 Autres modélisations
Nous utilisons dans ce manuscrit des représentations sous forme d’arborescences mais celles-
ci ne sont pas les seules, comme nous l’avons vu dans le chapitre précédent. Pour les structures
secondaires d’ARN, d’autres modélisations peuvent être utilisées, par exemple sous forme multi-
échelles. Les représentations multi-échelles proposent une description simultanée de la struc-
ture secondaire d’ARN sur plusieurs échelles [AS05, SZ90]. De façon similaire aux structures
secondaires d’ARN, une modélisation multi-échelles de l’architecture des plantes est possible.
Différents niveaux d’organisation sont alors pris en compte [GGCC97, RP97]. Deux exemples de
modélisation multi-échelle sont présentés Fig. 22, les structures secondaires d’ARN sur la Fig.
22(a) et l’architecture des plantes sur la Fig. 22(b). Nous ne traitons pas ces modèles dans la
suite de ce document.
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(a)
(b)
Figure 22 : Représentation multi-échelles d’objets biologiques. (a) Une représentation multi-
échelle d’une structure secondaire d’ARN, extraite de [Oua07]. (b) Représentation multi-échelle
de l’architecture des plantes, extraite de [GC98].
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Chapitre 3
Algorithmes de comparaison de structures
arborescentes
La comparaison de deux objets correspond à une mesure de la ressemblance entre ces objets,
permettant de prendre en compte les points communs ou les différences. Deux familles de mesures
peuvent donc être mises en place [BMRB96], les mesures de similarité entre objets et les mesures
de dissimilarités. Elle peut avoir lieu en considérant l’objet dans sa globalité ou en le décomposant
en modules. Les comparaisons globales des arborescences considèrent par exemple le nombre
de nœuds ou d’arcs. La structure modulaire permet de prendre en compte l’organisation des
composants les uns par rapport aux autres, nous nous focalisons sur celle-ci.
L’une des méthodes de comparaison des arborescences est l’utilisation de la distance d’édi-
tion, introduite par Selkow [Sel77]. Un ensemble d’opérations élémentaires est utilisé afin de
transformer une arborescence en une autre. Par exemple, les opérations d’édition définies par
Tai [Tai79] permettent de changer l’étiquette d’un nœud, de supprimer ou d’ajouter un nœud. De-
puis, pour certaines applications de nouvelles opérations ont été ajoutées [JLMZ02, All04, Her07].
Le problème d’édition d’arborescences est une extension du problème d’édition de séquences
introduit par Levenshtein [Lev66]. Nous présenterons également les problèmes d’alignement
[NW70] sur les séquences et les arborescences. De nombreuses méthodes ont été développées
pour répondre aux problèmes d’édition et d’alignement d’arborescences, généralement basées
sur de la programmation dynamique. Les complexités sont très variables, allant de polynomiale
pour le cas des arborescences ordonnées [Tai79, ZS89, Kle98, DT03, DMRW09] à MAX-SNP-
difficile pour les cas des arborescences semi-ordonnées et non-ordonnées [ZSS92, Zha96, OF09].
Les mesures de comparaison utilisées sont détaillées Section 3.1. Nous décrivons dans la Sec-
tion 3.2 les méthodes de comparaison de séquences. La comparaison d’arborescences s’inspirant
des principes des séquences est présentée dans la Section 3.3.
3.1 Mesure de comparaison
3.1.1 Mesure de ressemblance
Les mesures de ressemblance sont utilisées pour déterminer les caractéristiques communes
entre les individus. La définition de similarité (Déf. 3.1) est issue de [DD06].
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Définition 3.1 (Similarité) Une similarité s sur un ensembleX est une fonction s :X×X→R
telle que ∀x,y ∈X :
1. s(x,y) = s(y,x) (symétrie),
2. s(x,y)≤ s(x,x),
3. s(x,y) = s(x,x)⇔ x= y.
Ainsi x est d’autant plus proche de y que la similarité entre x et y, s(x,y), est grande.
3.1.2 Mesure de dissimilarité
À l’inverse les mesures de dissimilarité évaluent les différences entre les objets.
Définition 3.2 (Dissimilarité) Une dissimilarité d sur un ensemble X est une fonction d :
X×X →R telle que ∀x,y ∈X :
1. d(x,y) = d(y,x) (symétrie),
2. d(x,y)≥ 0 (non-négativité),
3. d(x,x) = 0.
La distance est une dissimilarité particulière qui vérifie l’inégalité triangulaire.
Définition 3.3 (Distance) Une distance d sur un ensemble X est une fonction d :X×X→R
telle que ∀x,y,z ∈X :
1. d est une dissimilarité,
2. d(x,y) = 0⇔ x= y (séparation),
3. d(x,y)≤ d(x,z) +d(z,y) (inégalité triangulaire).
Ainsi x est d’autant plus proche de y que la distance d(x,y) entre x et y est petite. La notion
d’édition que nous verrons par la suite est une mesure de dissimilarité.
Les mesures de similarité, de dissimilarité et de distance sont donc définies sur un ensemble
X ainsi elles peuvent être calculées entre deux séquences, arborescences ou encore deux objets
quelconques.
3.2 Comparaison de séquences
Les solutions apportées pour comparer les séquences sont antérieures à celles sur les arbores-
cences. Les principes et notions sont cependant proches, dans un souci pédagogique nous allons
donc commencer par présenter celles relatives aux séquences. Nous considérons deux séquences
S1 et S2 sur un alphabet Σ et λ la séquence vide (Déf. 1.44).
3.2.1 Distance de Hamming
Une des distances les plus simples est la distance de Hamming [Ham50] (Déf. 3.4). Elle
correspond au nombre de remplacements de caractères, appelés substitutions, à effectuer afin de
passer de la première séquence à la seconde.
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Définition 3.4 (Distance de Hamming) Soient S1 et S2 deux séquences sur l’alphabet Σ
tel que |S1|= |S2|= n. La distance de Hamming entre S1 et S2 vaut :
dh(S1,S2) =
n−1∑
i=0
f(S1[i],S2[i]) avec
f(x,y) =
{
0 si x= y
1 sinon.
Un exemple de distance de Hamming entre les mots COMPARAISON et COMPRESSION
est donné Tab. 1.
S1 C O M P A R A I S O N
S2 C O M P R E S S I O N
i 0 1 2 3 4 5 6 7 8 9 10
f(S1[i],S2[i]) 0 0 0 0 1 1 1 1 1 0 0
La distance de Hamming entre S1 et S2 vaut 5.
Tableau 1 – Calcul de la distance de Hamming entre les séquences COMPARAISON et
COMPRESSION.
Le calcul de la distance de Hamming entre deux séquences de taille n est réalisé avec une
complexité en temps et en espace en O(n), conséquence du parcours et du stockage des caractères
des séquences [Pet06].
Cette méthode peut pénaliser fortement la distance entre deux séquences proches. Par
exemple, considérons S1 = S[0],S[1], . . . ,S[n−2],S[n−1] et S2 = S[1],S[2], . . . ,S[n−1],S[0] avec ∀i, j ∈
S1 tels que i 6= j, S[i] 6= S[j] alors la distance de Hamming entre S1 et S2 est de n. En pratique
seul le premier caractère de S1 a été déplacé à la fin de S2. D’autres méthodes permettent de
traiter de tels cas, ont vu le jour tels que l’édition et l’alignement.
3.2.2 Édition de séquences
L’édition de séquences consiste à transformer une séquence en une autre à l’aide d’opérations
d’édition. Elle a été introduite par Levenshtein [Lev66].
Les opérations d’éditions sont l’insertion, la délétion ou suppression et la substitution :
– l’insertion consiste à ajouter un caractère a ∈ Σ dans S, elle est notée ins(a),
– l’opération symétrique de l’insertion, la délétion, un caractère S[i] ∈ S est supprimé de S,
notée del(S[i]),
– la substitution permet le remplacement d’un caractère a ∈Σ par un autre b ∈Σ au sein de
S, notée sub(a,b).
Afin d’évaluer une édition, des coûts, notés γ sont attribués à chaque opération. Les coûts
doivent vérifier les propriétés d’une distance. Ainsi les fonctions de coûts pour l’édition de sé-
quences doivent respecter les propriétés suivantes :
1. sub(a,b) est une distance,
2. del(a) et ins(a) ont le même score strictement positif,
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3. sub(a,b)≤ del(a) + ins(b)
Le coût d’une édition Ei est la somme des coûts des opérations de transformation utilisées pour
passer d’une séquence à une autre, nous le noterons γ(Ei). Le coût d’édition (Déf. 3.5) est l’édition
de l’ensemble des éditions possibles qui a le coût minimum.
Définition 3.5 (Distance d’édition entre deux séquences) Soient S1 et S2 deux séquences
de l’alphabet Σ, E l’ensemble des éditions possibles de S1 en S2 et γ(Ei) la somme des coûts
des opérations utilisées dans l’édition Ei ∈ E. Si le coût vérifie les propriétés d’une distance, la
distance d’édition de S1 et S2 vaut :
de(S1,S2) = min{γ(Ei)|Ei ∈ E}.
Un exemple d’édition entre les séquences COMPARAISON et COMPRESSION est donné
Tab. 2. En donnant pour coût de 1 pour l’insertion, la délétion et la substitution le coût de cette
édition entre COMPARAISON et COMPRESSION est de 6. La distance d’édition est cependant
de 5 en substituant les mêmes caractères que pour la distance de Hamming.
S1 C O M P A R A I S O N
sub(R,E)
C O M P A E A I S O N
sub(A,R)
C O M P R E A I S O N
del(I)
C O M P R E A S O N
del(A)
C O M P R E S O N
ins(I)
C O M P R E S I O N
ins(S)
S2 C O M P R E S S I O N
Tableau 2 – Une édition entre les séquences COMPARAISON et COMPRESSION.
3.2.3 Alignement de séquences
L’alignement de séquences consiste en la création d’une séquence commune aux séquences
[NW70] qui sont comparées comme cela est présenté entre les séquences COMPARAISON et
COMPRESSION sur le Tab. 3. Cette séquence commune est appelée super-séquence.
S1 C O M P A R A I S O N
(C,C) (O,O) (M,M) (P,P) (A,∅) (R,R) (A,E) (I,S) (S,S) (∅,I) (O,O) (N,N)
S2 C O M P R E S S I O N
Tableau 3 – Une super-séquence entre les séquences COMPARAISON et COMPRESSION.
L’alignement de séquences (Déf. 3.6) est une alternative à l’édition.
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Définition 3.6 (Alignement de séquences) Soient S1 et S2 deux séquences, Σ un alphabet
et Σ− = Σ∪{−}. Un alignement de S1 et S2 est une super-séquence de S1 et S2, c’est-à-dire,
A= (x0,y0), . . . ,(xp,yp) telle que :
1. ∀0≤ i≤ p, (xi,yi) ∈ (Σ−)2 \{(−,−)},
2. la séquence x0 . . .xp (resp. y0 . . .yp) privée des xi (resp. yi) tels que xi = − (resp. yi = −)
est exactement la séquence S1 (resp. S2).
Dans le cas des séquences, l’édition et l’alignement sont des problèmes équivalents, ainsi
l’insertion, la délétion ou suppression et la substitution correspondent respectivement à la mise en
correspondance d’un caractère de la séquence S1 avec un caractère −, à la mise en correspondance
d’un caractère − avec un caractère de la séquence S2 et à la mise en correspondance d’un caractère
de S1 avec un caractère dans S2.
Définition 3.7 (Score d’alignement de séquences) Soient S1 et S2 deux séquences de l’al-
phabet Σ, A l’ensemble des alignements possibles de S1 en S2 et σ(Ai) la somme des scores des
mises en correspondances utilisées dans l’alignement Ai. Le score d’alignement entre S1 et S2
vaut :
sa(S1,S2) = max{σ(Ai)|Ai ∈A}.
Un exemple d’alignement entre COMPARAISON et COMPRESSION est donné Tab. 3.2.3.
S1 C O M P A R - A I S O N
S2 C O M P - R E S S I O N
Tableau 4 – Un alignement entre les séquences COMPARAISON et COMPRESSION.
Le score d’alignement peut être calculé grâce à des algorithmes de programmation dynamique
tels que l’algorithme de Needleman et Wunsch [NW70], présenté Algorithme 4, nous ne donnons
pas le détail des équations de récurrence permettant le calcul. Une alternative à cette alignement
dit global est l’alignement local tel que celui de Smith et Waterman [SW81], dans le calcul du
maximum lignes 10-13, σ(S1[0] . . .S1[i],λ) est réinitialisé à 0 si les autres scores sont négatifs.
La complexité de cet algorithme pour le calcul du score d’alignement entre S1 et S2 est en
O(n2) en temps et en O(n) en espace avec n = max(|S1|, |S2|). Crochemore et al. [CLZu02] ont
proposé un algorithme avec une complexité en temps en O( n2log(n) ) dans le cas général et en
O( hn
2
log(n) ) avec 0 < h ≤ 1, h étant une variable représentant l’entropie dans le texte, en utilisant
l’algorithme de compression LZ78 [ZL78] 1, et une complexité en espace en O( h2n2(log(n))2 ).
1. Les méthodes de compression de séquences, dont l’algorithme LZ78, sont présentées Section 5.1.1.
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Algorithme 4 ScoreAlignement(S1, S2) : Calcul de la distance d’alignement entre deux sé-
quences S1 et S2.
Entrées : S1 et S2 deux séquences telles que |S1|= n et |S2|=m.
Sorties : Le score d’alignement entre les deux séquences.
1: score(λ,λ) = 0
2: Pour i de 0 à n-1 Faire
3: σ(S1[0] . . .S1[i],λ) = σ(S1[0] . . .S1[i−1],λ) +S(del(S1[i]))
4: Fin pour
5: Pour j de 0 à m-1 Faire
6: σ(λ,S2[0] . . .S2[j]) = σ(S2[0] . . .S2[j−1],λ) +S(ins(S2[j]))
7: Fin pour
8: Pour i de 0 à n-1 Faire
9: Pour j de 0 à m-1 Faire
10: σ(S1[0] . . .S1[i],λ) =max{
11: σ(S1[0] . . .S1[i−1],S2[0] . . .S2[j−1]) +S(sub(S1[i],S2[j])) ;
12: σ(S1[0] . . .S1[i],S2[0] . . .S2[j−1]) +S(del(S1[i])) ;
13: σ(S1[0] . . .S1[i−1],S2[0] . . .S2[j]) +S(ins(S2[j]))
14: }
15: Fin pour
16: Fin pour
17: Retourner σ(S1,S2)
3.3 Comparaison d’arborescences
De nombreuses méthodes de comparaison d’arborescences existent, nous ne les détaillerons
pas toutes dans ce manuscrit. Le lecteur pourra alors se référer à [Bil05] pour une revue plus
exhaustive sur la comparaison d’arborescences et les problèmes qui lui sont liés.
3.3.1 Édition d’arborescences
Sur les arborescences, les trois opérations d’édition sont définies et introduites par Tai [Tai79].
Les opérations d’éditions sont la délétion (ou suppression) de nœuds, l’insertion de nœud et
la substitution de nœuds :
– l’insertion du nœud v consiste à définir un ensemble de nœuds consécutifs d’une fratrie
comme enfant de v. L’ancien parent de ces nœuds consécutifs devient le parent de v.
– l’opération symétrique de l’insertion. Lorsque l’on supprime le nœud v les nœuds enfants
de v deviennent les nœuds enfants du parent de v.
– la substitution consiste à modifier l’étiquette d’un nœud.
Définition 3.8 (Mise en correspondance) Soient deux arborescences T1 et T2, V1 et V2 leurs
ensembles respectifs de nœuds, une mise en correspondance (« mapping » en anglais) M est un
ensemble de couples (vi,vj) ∈ (V1,V2) tels que pour tout (vi,vj) ∈M et (v′i,v′j) ∈M :
1. vi = v′i si et seulement si vj = v′j ,
2. vi est un ancêtre de v′i si et seulement si vj est un ancêtre de v′j ,
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3. dans le cas d’arborescences ordonnées la relation d’ordre total (Déf. 1.38) doit être conser-
vée, dans le cas semi-ordonné la relation de semi-ordre total (Déf. 1.37) doit être conservée,
dans le cas des arborescences non-ordonnées seules les deux premières closes doivent être
vérifiées.
Définition 3.9 (Coût d’une édition d’arborescences) SoitM une mise en correspondance
définissant une édition E entre deux arborescences T1 et T2, le coût de l’édition E est donné par :
dE(T1,T2) =
∑
(v1,v2)∈M
γ(v1→ v2)+ ∑
v∈T1
γ(v→ λ)+ ∑
v∈T2
γ(λ→ v). Le coût de l’édition correspond
au coût de l’édition minimum entre les deux arborescences. Nous notons γ(M) le coût de la mise
en correspondance.
En ce qui concerne la résolution de l’édition d’arborescences, nous allons séparer trois cas
que sont les arborescences ordonnées, semi-ordonnées et non-ordonnées.
Arborescences ordonnées
Pour les arborescences ordonnées la relation d’ordre entre les nœuds doit être préservée,
les algorithmes utilisent une méthode de programmation dynamique basée sur une décompo-
sition des arborescences. L’algorithme de Tai [Tai79] possède une complexité en temps et en
espace en O(|T1||T2||L(T1)|2|L(T2)|2) avec L(Ti) le nombre de feuilles dans l’arborescence Ti.
Quelques années plus tard, l’algorithme de Zhang-Shasha [ZS89] a proposé une solution en
O(|T1||T2|min(D(T1),L(T1))min(D(T1),L(T1))) en temps et en O(|T1||T2|) en espace avec D(Ti) la
profondeur (Déf. 1.30) de Ti. Le pire cas est alors en O(n4) avec n la taille maximale des deux
arborescences (Déf. 1.2). L’algorithme dit de Zhang-Shasha est basé sur une décomposition à
gauche. Enfin, Demaine et al. [DMRW09] ont amélioré la complexité en pire cas en temps en
O(|T1||T2|2(1 + log( |T1||T2| )) ce qui revient à une complexité en O(n3).
Arborescences non-ordonnées
Nous allons présenter les résultats du problème d’édition sur les arborescences non-ordonnées
dans le cas général et dans un cas contraint.
Cas général Dans le cas des arborescences non-ordonnées le problème de l’édition est Max-
SNP-difficile. Les problèmes de la classe de complexité Max-SNP [PY88] étant des problèmes
d’optimisation, en l’occurrence de maximisation, correspondant à des problèmes de décision de
la classe de complexité strict NP 2. Les problèmes de la classe de complexité Max-SNP-difficile
sont donc au moins aussi difficiles que l’ensemble de l’ensemble des problèmes Max-SNP. Les
algorithmes connus pour résoudre les problèmes de la classe de complexité Max-SNP-difficile
ont une complexité en temps exponentielle en la taille de l’entrée et n’ont pas d’approximation
pouvant être calculé en temps polynomial.
L’édition d’arborescences non-ordonnées reste Max-SNP-difficile dans le cas d’arborescences
binaires étiquetées sur un alphabet à deux caractères [ZSS92]. Un algorithme a été proposé par
Zhang et al. [ZSS92] pour résoudre l’édition générale entre deux arborescences non-ordonnées,
la complexité en temps est en O(|T1||T2|+ k!2k(k3 + deg+(T2)2)|T2|) avec k le nombre de feuilles
de |T1| et deg+(T2) = max
v∈V (T2)
deg+(v) avec deg+(v) le degré sortant du nœud v (Déf. 1.6).
2. La classe de complexité strict NP étant incluse dans NP (cf. Section 1.4).
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Cas contraint Dans un certain nombre d’applications, il est possible de prendre en compte
des contraintes supplémentaires pour la mise en correspondance. L’idée étant que lors de l’édition
contrainte entre deux arborescences T1 et T2, deux sous-arborescences (Déf. 1.34) distinctes dans
l’arborescence T1 doivent être mises en correspondances avec deux sous-arborescences distinctes
dans T2 (Déf. 3.10). L’insertion et la suppression d’un nœud v est seulement possible entre un
nœud et l’ensemble de ces enfants, entre un nœud et un seul de ces enfants ou lorsque le nœud
est une feuille. Ce qui signifie que la mise en correspondance illustrée Fig. 23 n’est pas possible.
Le problème d’édition contraint n’est alors plus dans la classe de complexité Max-SNP-difficile.
Définition 3.10 (Mise en correspondance contrainte) Une mise en correspondance contrainte
Mc est une mise en correspondance telle que pour toutes paires (vi,vj), (v′i,v′j) et (v′′i ,v′′j ) ∈Mc :
(vi∧v′i)≤ v′′i ⇔ (v′i∧v′j)≤ v′′j avec x∧y un ancêtre commun de x et y tel que pour tout ancêtre
commun z de x et y, z ≤ (x∧y).
L’algorithme de Zhang [Zha96] propose une résolution du problème d’édition contrainte, les
équations sont données Déf. 3.11 et Déf. 3.12. Notons que le problème se ramène à un problème
d’appariement qui est résolu comme un problème de flot par l’algorithme de Edmons et Karp
[EK72] puis amélioré par Tarjan [Tar83]. La méthode de Zhang possède alors une complexité en
O(|T1||T2|(Deg(T1) +Deg(T2))log((Deg(T1) +Deg(T2))) avec Deg(Ti) le degré maximum des nœuds
de Ti et est décrite dans l’Algorithme 5.
Définition 3.11 (Distance d’édition contrainte entre sous-forêts) Soient T1 et T2 deux
arborescences, F1[vi] et F2[vj ] deux forêts induites par vi et vj , la distance d’édition contrainte
dC entre les deux sous-forêts est définie comme suit :
dC(F1[vi],F2[vj ]) = min

min{γ(Mc)|Mc ∈ (F1[vi],F2[vj ])}
min
vk∈enf(vj)
{dC(F1[vi],F2[vk])−dC(∅,F2[vk]) +dC(∅,F2[vj ])}
min
vk∈enf(vi)
{dC(F1[vk],F2[vj ])−dC(F1[vk],∅) +dC(F1[vi],∅)}.
Définition 3.12 (Distance d’édition contrainte entre sous-arborescences) Soient T1 et
T2 deux arborescences, T1[vi] et T2[vj ] deux sous-arborescences complètes enracinées en vi et vj ,
la distance d’édition contrainte dC entre les deux sous-arborescences est définie comme suit :
dC(T1[vi],T2[vj ]) = min

dC(F1[vi],F2[vj ]) +γ(vi→ vj)
min
vk∈enf(vj)
{dC(T1[vi],T2[vk])−dC(∅,T2[vk]) +dC(∅,T2[vj ])}
min
vk∈enf(vi)
{dC(T1[vk],T2[vj ])−dC(T1[vk],∅) +dC(T2[vi],∅)}.
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v1
v2
v3 v4
v5
w1
w2 w3 w4
Figure 23 : Mise en correspondance non valide dans le cas de la distance d’édition contrainte.
Algorithme 5 CoûtÉdition(T1, T2) : Calcul du coût d’édition entre deux arborescences T1 et
T2.
Entrées : T1 = (V1,E1) et T2 = (V2,E2) deux arborescences, de taille n et m.
Sorties : Le coût d’édition entre les deux sous-arborescences T1[vi] et T2[vj ] avec vi ∈ V1 et
vj ∈ V2.
1: d(∅,∅) = 0
2: Pour tout vi ∈ V1 Faire
3: d(F1[vi],∅) = ∑
vk∈V1
d(T1[vk],∅])
4: d(T1[vi],∅) = d(F1[vi],∅) +γ(T1[vi]→ λ)
5: Fin pour
6: Pour tout vi ∈ V2 Faire
7: d(∅,F2[vi]) = ∑
vk∈V2
d(∅,T2[vk]])
8: d(∅,T2[vi]) = d(∅,F2[vi]) +γ(λ→ T2[vi])
9: Fin pour
10: Pour i de 0 à n−1 Faire
11: Pour j de 0 à m−1 Faire
12: dC(F1[vi],F2[vj ]) = min

min{γ(M)|M ∈ (F1[vi],F2[vj ])}
min
vk∈enf(vj)
{dC(F1[vi],F2[vk])−dC(∅,F2[vk]) +dC(∅,F2[vj ])}
min
vk∈enf(vi)
{dC(F1[vk],F2[vj ])−dC(F1[vk],∅) +dC(F1[vi],∅)}
13: dC(T1[vi],T2[vj ]) = min

dC(F1[vi],F2[vj ]) +γ(vi→ vj)
min
vk∈enf(vj)
{dC(T1[vi],T2[vk])−dC(∅,T2[vk]) +dC(∅,T2[vj ])}
min
vk∈enf(vi)
{dC(T1[vk],T2[vj ])−dC(T1[vk],∅) +dC(T2[vi],∅)}
14: Fin pour
15: Fin pour
16: Retourner d(T1[vi],T2[vj ])
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Arborescences semi-ordonnées
Le cas des arborescences semi-ordonnées a été traité par Ouangraoua et Ferraro [OF09]. Le
problème général reste Max-SNP-difficile mais ils ont proposé une solution à l’édition contrainte
dans laquelle les sous-arborescences distinctes doivent être mises en correspondances avec des
sous-arborescences distinctes mais le semi-ordre doit également être conservé. La méthode pro-
posée est en O(|T1||T2|(deg+(T1) +deg+(T2)) log2(deg+(T1) +deg+(T2))) en temps.
3.3.2 Alignement d’arborescences
L’alignement de deux arborescences T1 et T2 consiste à construire une super-arborescence
commune aux deux arborescences.
En ce qui concerne les arborescences, le calcul de l’édition et l’alignement ne sont pas équi-
valents, comme l’illustre la Fig. 24. La Fig. 24(a) représente les opérations d’édition utilisées
pour passer d’une arborescence à une autre tandis que la Fig. 24(b) représente la construction
d’une arborescence commune aux deux arborescences.
v1
v2
v3 v4
v5
−→
dél
v2
v1
v3 v4 v5
−→
ins
v6
v1
v3 v6
v4 v5
(a)
v1
v2
v3 v4
v5
−→
ins
v6
v4
(v1,v1)
(v2,−)
(v3,v3) (v4,−)
(−,v6)
(−,v4) (v5,v5)
←−
ins
v2
v4
v1
v3 v6
v4 v5
(b)
Figure 24 : Résultats différents d’édition et d’alignement entre deux mêmes arborescences.
(a) Résultat d’une édition entre deux arborescences. (b) Résultat d’un alignement entre deux
arborescences.
L’alignement est une édition contrainte dans laquelle toutes les insertions doivent précéder
les délétions. Ce problème dans le cas d’arborescences ordonnées, fut introduit par [JWZ95]
qui proposèrent un algorithme en O(|T1||T2|(I1 + I2)2) en temps et en O(|T1||T2|(I1 + I2)) en
espace. Dans le cas des arborescences non-ordonnées, la complexité est en O(|T1|, |T2|) si les deux
arborescences sont bornées [JWZ95].
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Diverses méthodes existent pour comparer des structures que cela soit des séquences ou des
arborescences. Nous pouvons tout de même remarquer deux points importants : l’alignement et
l’édition d’arborescences sont basés sur la comparaison de sous-arborescences et ses méthodes
sont au moins quadratiques en pire cas. Afin de comparer efficacement une arborescence contre
un ensemble d’arborescences, d’autres méthodes peuvent être proposées telle que celle présentée
Chapitre 4.
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Conclusion et perspectives de la partie 1
Les structures secondaires d’ARN et les architectures des plantes peuvent se modéliser sous
forme d’arborescences, qu’elles soient ordonnées, semi-ordonnées ou non-ordonnées. Nous avons
défini l’édition et l’alignement, des méthodes de comparaison deux à deux d’arborescences basées
sur des opérations d’édition. Nous nous sommes focalisés sur les opérations d’édition définies par
Tai [Tai79], mais dans le cadre d’une application aux structures secondaires d’ARN, de nouvelles
opérations ont été introduites.
Opérations d’édition pour les applications aux ARN
En 2002, Jiang et al. [JLMZ02] ont défini dans le cas de la comparaison de séquences arcs-
annotées, de nouvelles opérations plus réalistes pour les ARN. Dans cette section, nous suppo-
serons que les arborescences ont été construites selon le modèle présenté Section 2.1.2. Ils ont
remarqué que les trois opérations d’édition définies par Tai [Tai79], c’est-à-dire l’insertion, la
suppression et la substitution étaient applicables sur les bases mais également sur les paires de
bases, ce qui correspond dans le cas des arborescences aux feuilles mais aussi aux nœuds internes.
De plus, ils ont défini d’autres opérations qui correspondent à la perte, l’altération ou au gain
d’un arc.
Les opérations sont illustrées Fig. 25. Elles peuvent être traduites sous forme d’arborescence.
L’insertion, la suppression et la substitution d’une base correspondent aux opérations présentées
Section 3.2.2. La délétion, correspondance et substitution d’arc sont équivalentes aux opérations
de la Section 3.3.1. Les deux autres opérations n’ont pas été définies précédemment.
La perte d’un arc, notée scission d’une paire de bases dans [Her07], a lieu sur un nœud
interne correspondant à une paire de bases. Notons ce nœud v, v modélise une paire de bases,
son étiquette représente deux bases appariées que nous noterons v1 et v2. Deux nouvelles feuilles
sont créées correspondant aux bases v1 et v2. La première est placée à gauche dans la fratrie
enfant de v tandis que la seconde est placée à la fin, à droite. Le nœud v est supprimé. Le père
de v devient le père des enfants de v. L’opération inverse est appelée fusion de deux bases dans
[Her07].
L’altération d’un arc, dite altération gauche d’une paire de bases et altération droite d’une
paire dans [Her07] a également lieu sur un nœud interne correspondant à une paire de base.
Notons ce nœud v, v modélise une paire de base, son étiquette représente deux bases appariées
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que nous noterons v1 et v2. Une nouvelle feuille est créée, dans le cas de l’altération gauche il
correspond à la base v1, dans le cas de la complétion droite à v2. La feuille est placée en premier
(à gauche) dans la fratrie enfant de v dans le cas gauche, tandis qu’elle est placée à la fin (à
droite) dans le cas droit. Le nœud v est supprimé. Le père de v devient le père des enfants de v.
L’opération inverse est appelée complétion gauche d’une paire de bases et complétion droite d’une
paire dans [Her07].
C A A G U
perte d’arc
A U −
délétion de base
A U − U
correspondance de base
C A − G G − G
substitution de base
G C
C A A G U A U A A U
correspondance d’arc
G
altération d’arc
U U A C G G G
délétion d’arc
U A
substitution d’arc
−
Figure 25 : Les opérations d’édition réalistes pour l’ARN définies sur les bases et les paires de
bases par [JLMZ02].
Dans le cas des arborescences, de nouvelles opérations ont été définies dans les travaux
[All04, Her07]. Ces opérations permettent une meilleure prise en compte de l’objet biologique
étudié.
Nouvelle opération réaliste pour l’architecture des plantes
Sur le même principe, nous proposons une opération réaliste pour l’architecture des plantes.
Nous avons vu que l’architecture des plantes pouvait être décomposée selon des unités fonda-
mentales. Dans le cas d’une erreur, de mesure par exemple, des unités peuvent être dupliquées.
Une opération intéressante que nous notons fusion, consiste en un regroupement d’un ensemble
de nœuds le long d’un chemin au sein d’un même nœud. Ainsi, les enfants des nœuds fusionnés
sont regroupés au sein d’une même fratrie. L’opération inverse, appelée scission, consiste à scin-
der un nœud en un ensemble de nœuds le long d’un chemin. Ainsi les enfants du nœud scindé
sont répartis comme enfant d’un nœud de l’ensemble de nœud. La fusion d’un ensemble N de
n nœuds en un nœud v et la scission d’un nœud v en l’ensemble N de n nœuds valent le même
coût strictement positif.
Remarque 12 La fusion de n nœuds est équivalente à une délétion de n− 1 nœuds et à une
substitution. La fonction de coût de l’édition doit alors être inférieure à celui de la somme de
n−1 délétion et d’une substitution.
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v1
v2
v3
v5
v6
T5
T1 T9
T2 T8
T7T3
T6T4
v1
vi−→
T1 T9
T2 T3 T4 T5 T6 T7 T8
Figure 26 : Opération de fusion sur les arborescences.
Il convient de vérifier que la distance d’édition contenant ces opérations reste une distance.
Propriété 1 Soit d une distance d’édition entre deux arborescences T1 et T2 non-ordonnées
permettant les opérations de délétion, insertion, substitution, la fusion et la scission. d est une
distance si et seulement si :
– la suppression et l’insertion d’un nœud valent le même coût qui est strictement positif,
– la substitution est une distance,
– la fusion et la scission avec le coût définit précédemment.
Preuve Si d est une distance alors :
– soit vi un nœud, dél(vi) = d(vi,∅) = d(∅,vi) =ins(vi) donc dél(vi) =ins(vi)> 0,
– soient vi et vj deux nœuds, sub(vi,vj) = d(vi,vj) donc sub(vi,vj)≥ 0,
– soient T1 et T2 deux arborescences, vi un nœud de T1 et N un ensemble de nœuds de
T2 tels que la fusion du nœud vi en N transforme T1 en T2, fus(vi,N) = d(T1,T2) =
d(T2,T1) =sci(N,vi)≥ 0
Pour que d soit une distance, il faut vérifier les propriétés présentées Déf 3.3 :
1. Symétrie, sub(vi,vj) =sub(vj ,vi), dél(vi) =ins(vi), fus(vi,N) =sci(N,vi), les opérations
d’édition symétriques ont des coûts égaux alors la suite d’opérations pour l’édition de T1
à T2 a le même score que celle pour passer de T2 à T1,
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2. Non-négativité, d a pour valeur la somme de coûts, tous positif, d est donc positive,
3. Séparation, si d(vi,vj) est nulle alors vi = vj , le seul coût nul étant la substitution d’un
nœud par un même nœud,
4. Inégalité triangulaire, supposons qu’il existe une arborescence T3 telle que d(T1,T2) >
d(T1,T3)+d(T3,T2) alors les suites d’opérations définies par d(T1,T3) et d(T3,T2) peuvent
être contactées pour réaliser une édition entre T1 et T2 qui aurait un coût inférieur à
d(T1,T2), or d’après la définition de la distance d’édition cela n’est pas possible. uunionsq
Il faudrait, pour l’application de la comparaison à l’architecture des plantes, déterminer
une méthode de comparaison avec de telles opérations et les appliquer afin de déterminer leurs
pertinences.
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Deuxième partie
Traitement des redondances au sein
des structures biologiques
arborescentes
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Chapitre 4
Filtrage de structures arborescentes
Nous avons présenté dans la partie précédente des méthodes de comparaison entre arbo-
rescences. Une application fondamentale de la comparaison est la recherche dans des bases de
données d’un ensemble d’objets qui sont similaires à un objet requête. Avec le récent déve-
loppement des technologies de séquençage haut débit et des méthodes d’annotation, trouver
de nouvelles méthodes de comparaison efficaces est devenue indispensable pour l’analyse d’ob-
jets combinatoires complexes, utilisés pour des modèles de structures biologiques avec une plus
grande complexité [PBS+06], notamment pour les structures arborescentes.
Sur les séquences, la comparaison deux à deux basée sur les distances d’éditions entre une
requête et toutes les séquences de la base de données n’est pas applicable sur des bases de
données de grande taille compte tenu de la complexité du calcul de la distance d’édition. Une
approche classique pour améliorer les complexités en temps d’exécution lors de la comparai-
son de séquences est de dépendre de petites sous-séquences appelées graines, présentent dans
la requête. Les graines peuvent être détectées rapidement en utilisant des techniques d’indexa-
tion [Bro07] ; ensuite un ensemble optimal de graines appelé chaînes, qui doivent être colinéaires
dans la requête mais également dans la séquence de la base de données sont considérées. Cette
technique est largement utilisée, notamment dans les programmes tels que BLAST [AGM+90]
et FASTA [LP85, PJ88]. En contrepartie de la vitesse d’exécution, les méthodes sont des heuris-
tiques qui ne garantissent pas l’obtention du meilleur appariement. Le lecteur pourra se référer
aux revues [Gus97, Alu05] traitant de la comparaison de séquences en bioinformatique.
Ce travail a été réalisé en partie à Vancouver en collaboration avec Julien Allali (LaBRI),
Cédric Chauve (SFU) et Pascal Ferraro (LaBRI). Il a été présenté lors de l’International Work-
shop on Combinatorial Algorithms (IWOCA) 2010 à Londres [ACFG11] et a été accepté dans
Journal of Discrete Algorithms (JDA) [ACFG].
Nous proposons dans ce chapitre une méthode de comparaison d’une requête contre une
base de données appliquée aux structures arborescentes. Dans la Section 4.1, nous présenterons
plus finement les résultats de filtrage sur les séquences. Dans la Section 4.3, nous donnons
une définition de graines pour les arborescences. Enfin dans la Section 4.2, nous proposons
une méthode pour calculer le chaînage maximal de graines entre arborescences et permettre
d’envisager la définition d’heuristiques de type BLAST pour les arborescences.
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4.1 Filtrage sur les séquences
Dans le domaine de l’analyse de séquences, l’approche standard pour explorer de larges bases
de données de séquences moléculaires dans le but de trouver des homologues à une séquence
requête est de dépendre de petites sous-séquences, appelées graines, présentes dans la requête.
Les graines peuvent être détectées très rapidement dans la base de données en utilisant des
techniques d’indexation telles que les tables de hachage. En pratique, la base de données peut
être filtrée rapidement pour éliminer toutes les séquences qui n’ont pas assez de graines en
commun avec la requête. Il en résulte un nombre réduit de candidats potentiellement proches
de la requête.
Ensuite, chaque candidat conservé est comparé à la requête. Pour cela une détection d’un
ensemble optimal de graines a lieu. Cet ensemble qui respecte le même ordre relatif sur les
graines dans les deux séquences est appelé chaîne. On suppose qu’un score est associé à chaque
graine ainsi qu’à chaque chaîne, correspondant généralement à la somme des scores des graines
dans la chaîne. Finalement les candidats tels que les chaînes ont un score élevé sont proposés
comme potentiellement homologues à la séquence requête et sont comparés à celle-ci en utilisant
un algorithme d’édition de distance plus coûteux en temps.
À la vue de la taille des bases de données de séquences génomiques, ces approches requièrent
des algorithmes efficaces à la fois pour la phase de filtrage mais également pour la phase de
chaînage. De plus, la définition des graines est cruciale pour permettre la pertinence du résultat.
Idéalement, dans un premier temps, il faudrait qu’aucune séquence avec une distance d’édition
faible avec la requête ne soit éliminée durant la phase de filtrage. Par la suite, il est souhaitable
de limiter les séquences avec une distance d’édition élevée qui passent cette phase.
Nous présenterons dans la Section 4.1.1 le principe général et les méthodes utilisant un
tel principe. Dans la Section 4.1.2, nous présenterons des exemples de graines définies sur les
séquences. Enfin, Section 4.1.3, nous donnerons les méthodes de chaînages sur les séquences.
4.1.1 Filtrage sur les séquences
Plusieurs méthodes réalisent un filtrage basé sur une recherche de segments de texte [LP85,
PJ88, AGM+90, Gus97, Alu05].
Principe d’index
Dans un dictionnaire, les données sont organisées selon un ordre lexicographique, les mots
sont une suite finie de lettres de l’alphabet qui est un ensemble ordonné. La recherche d’un
mot dans cet ouvrage est accélérée grâce à ce principe. Sur un principe similaire, lorsqu’un livre
possède un index, chaque mot indexé possède une unique entrée pointant vers un ensemble de
références du mot.
Cette idée a été adaptée pour l’étude des séquences en bioinformatique. Nous avons une
séquence, par exemple d’ADN, et cherchons au sein de cette séquence des motifs particuliers,
comme les séquences cis, séquence d’ADN capable de moduler l’expression d’un gène, telles que
la boîte TATA (« Goldberg-Hogness box » ou « TATA box » en anglais). Le problème formalisé
revient à traiter une séquence S de grande taille, notée n et à chercher des parties de S qui sont
égales à certains motifs, qui ne sont pas encore connus.
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Une première solution, sans prétraitement sur S obligera lors de chaque recherche à parcourir
S entièrement. La complexité sera alors en O(n) pour chaque recherche. Lorsque le nombre de
requêtes est élevé, une telle solution n’est plus envisageable. Ainsi des méthodes alternatives
basées sur un prétraitement de S ont vu le jour. Une structure de données appelée index de S
est alors créée. De la séquence S sont extraites toutes les sous-parties possibles. Ces éléments
sont ordonnés de façon à ce que chaque requête prenne un temps proportionnel à la taille de
celle-ci. L’index est alors construit puis compressé afin d’en éliminer les redondances. Chaque
requête est donc réalisée plus rapidement en O(m) avec m la taille de la requête.
Principe sur deux séquences
Dans le cas de deux séquences, nous ne cherchons plus des motifs au sein d’une même
structure mais des éléments communs entre deux structures.
Une approche basée sur des points d’attaches peut être utilisée. Naïvement, l’idée est de
construire un alignement global à partir d’un ensemble d’alignements locaux. Les petites parties
mises en correspondance sont appelées graines ou fragments. Ces pièces sont alors chainées les
unes aux autres en respectant des contraintes afin d’assurer leurs compatibilités.
L’approche générale est la suivante [OA05] :
1. calcul des fragments, c’est-à-dire des motifs, et association d’un score à chaque fragment,
2. calcul d’une chaîne optimale de fragments non chevauchants,
3. compléter les trous en alignant les régions entre les points d’attaches.
Ces méthodes donnent une solution approximative au problème de recherche dans une base
de données, elles sont donc des heuristiques. Deux méthodes très célèbres utilisent une telle
technique, FASTA et BLAST. Dans les deux cas une séquence requête est comparée à toutes les
séquences d’une base de données.
FASTA [LP85, PJ88] est un algorithme de comparaison de séquences pouvant se découper en
différentes tâches. Premièrement, des sous-séquences communes sont recherchées, généralement
via une table de correspondance ou de hachage. La longueur standard étant de 4 à 6 nucléotides
pour l’ADN et de 1 à 2 acides aminés pour les protéines. Ensuite, les meilleures correspondances
proches de la diagonale sont sélectionnées. Le terme « diagonale » faisant référence à la vision
des alignements via un dot-plot. Le programme évalue alors les possibles regroupements entre
les similarités trouvées.
Dans la méthode BLAST, les séquences sont préalablement traitées de façon à ce que
les régions de faible complexité ou trop répétés ne soient pas prises en compte. Le logiciel
BLAST [AGM+90] ne considère qu’un mot de taille bien supérieur à ceux de FASTA, générale-
ment de l’ordre d’une dizaine de caractères pour l’ADN. Ce mot est ensuite étendu le long des
séquences. De nombreuses variantes ont été proposées tel que BLAT [Ken02], plus rapide mais
moins précise.
4.1.2 Graines sur les séquences
D’un point de vue général, soient deux objets combinatoires X et Y , une graine peut être
définie comme une correspondance exacte entre une partie de X et une partie de Y . De nombreux
modèles de graines pour les séquences ont été proposés [NK05].
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Par exemple, les graines entre deux séquences peuvent être des sous-séquences de taille fixe
contigües [LP85, PJ88, AGM+90, Mor96]. Ces occurrences exactes d’une taille commune fixée
sont appelées q-gram. Une propriété importante des q-gram est que le nombre de q-gram pour une
séquence est linéaire en la taille de la séquence. Cependant des modèles plus complexes ont été
proposés, relâchant la notion de correspondance exacte. Les méthodes par hachage ont introduit
la notion de fragments espacés [CR93], repris par les graines optimisées [MTL02, KLMT02,
NK05, KNR05], leurs performances sont généralement meilleures [Bro07].
4.1.3 Chaînage dans des séquences
Nous distinguerons deux sortes de chaînage, celui au sein d’une seule séquence appelé chaî-
nage 1D [GMP96] et le chaînage entre deux séquences, le chaînage 2D [JMT92].
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Figure 27 : Modélisation du problème de chaînage avec une séquence et un ensemble de motifs.
(a) Modélisation du problème de chaînage 1D sur les séquences. On suppose que les scores des
motifs A, B, C, D et E sont respectivement de 2, 2, 2, 4 et 3. Les chaînages possibles sont {A},
{B}, {C}, {D}, {E}, {A,C}, {A,D}, {A,E}, {A,C,E}, {B,C}, {B,D}, {B,E} et {B,C,E}. (b)
Une modélisation du problème de chaînage sous forme de graphe. Chaque motif est représenté
par un nœud, les nœuds compatibles sont reliés par un arc qui est valué par le score du motif.
62
4.4.1 Filtrage sur les séquences
Chaînage 1D
Le chaînage que nous appelons 1D [GMP96] possède des applications, par exemple dans la
recherche d’exons dans une séquence d’ADN [GMP96]. Nous disposons d’une séquence d’ADN
S d’un gène eucaryote et d’un ensemble de m exons E = {E1,E2, . . . ,Em} candidats pour ce
gène. Pour chaque exon, un score est associé. Ce score peut, par exemple, être égal au nombre
de caractères contenus dans le motif. Le problème consiste à trouver la suite d’exons dont les
occurrences sur S ne se chevauchent pas et dont la somme des scores est maximale. Sur Fig.
27(a) la séquence est représentée par une flèche, les motifs par des rectangles, la partie gauche
(resp. droite) du rectangle correspond à la position de début (resp. fin) du motif sur la séquence.
Les meilleurs chaînages possibles sur cet exemple sont au nombre de 2, les chaînages {A,C,E}
et {B,C,E}, ils ont un score de 7, les autres possédant un score inférieur.
Il est possible de calculer le chaînage en utilisant un graphe acyclique orienté (DAG) tel
que chaque exon soit représenté par un nœud, deux nœuds sont reliés s’ils sont compatibles,
c’est-à-dire s’ils respectent le même ordre et ne se chevauchent pas. Deux nœuds sont ajoutés,
un nœud source avec un arc allant de ce nœud vers chaque autre nœud précédemment créé et un
nœud puits avec un arc allant de chaque nœud vers ce nœud puits. Les arcs sont alors valués par
le score du nœud d’origine. Sur Fig. 27(b) une modélisation du problème sous forme de graphe
suivant ce principe. La recherche du plus long chemin (Déf. 1.11) du nœud source vers le nœud
puits est alors en O(n2).
Une autre solution consiste pour chaque exon, à calculer le meilleur chaînage terminant par
cet exon. L’algorithme 6 [GMP96] présente le chaînage 1D entre une séquence S de taille n et
un ensemble de m motifs. Les positions de début et de fin de chaque exon (graine) sont triées
selon leur ordre dans la séquence et stockées dans un tableau (lignes 1-2). Pour chaque exon
le meilleur chaînage terminant par l’exon est stocké dans un tableau initialisé à 0 (ligne 3), de
même le score du meilleur chaînage est initialisé à 0 (ligne 4). Le tableau est ensuite parcouru
(ligne 5) :
– à chaque fois que l’on rencontre la position de début d’un exon, cet exon est chaîné avec
le meilleur chaînage déjà calculé (lignes 6-7),
– si l’on atteint la position de fin d’un exon alors on regarde si son chaînage est le meilleur
chaînage, s’il est meilleur alors la valeur du meilleur chaînage est mise à jour (lignes 8-9).
Le chaînage 1D réalisé selon cette technique possède une complexité en O(m) en temps.
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Algorithme 6 Chaˆinage1DSe´quence(S,E) : Calcul du chaînage sur la séquence S.
Entrées : S : une séquence de taille n, E = {E0, . . . ,Em−1} : un ensemble de m motifs avec
un score.
Sorties : Le score de la chaîne maximal dans S
1: t← un tableau contenant les positions de début et de fin de chaque graine
2: Trier t selon leur ordre d’apparition dans la séquence
3: Créer un tableau V de taille m, tel que V [k] contiendra le meilleur score de chaînage termi-
nant au motif Ek, initialisé à 0
4: maximum← 0
5: Pour tout i ∈ t Faire
6: Si i est la position gauche du motif Ek Alors
7: V [k]← score(Ek)+maximum
8: Sinon {i est la position droite du motif Ek}
9: maximum←max{V [k],maximum}
10: Fin si
11: Fin pour
12: Retourner maximum
Chaînage 2D
Le problème du chaînage 2D suppose que nous avons deux séquences S1 et S2 ainsi qu’un
ensemble E de couples de sous-chaînes de S1 et S2 de fortes similarités [JMT92, OA05]. On
suppose qu’un score est associé à chaque couple de E, par exemple, le nombre de caractères
identiques dans les motifs. Pour modéliser le problème, les séquences S1 et S2 sont représentées
dans le plan. Chaque graine est représentée par un rectangle mettant en correspondance deux
sous-séquences de S1 et S2. Le problème consiste à trouver un sous-ensemble de E tel que les
zones ne soient pas chevauchantes dans S1, ni dans S2, que l’ordre des sous-chaînes soit le même
dans les deux séquences et que la somme des scores retenus soit maximale. La Fig. 28 cette
modélisation du problème de chaînage 2D. Le meilleur chaînage est {B,E,D}, son score de 11.
L’Algorithme 7 résout le chaînage 2D sur les séquences de [OA05]. Comme dans le cas 1D les
positions de début et de fin des graines sont mises dans un tableau qui est trié, étant donné que
l’ordre peut être différent dans les deux séquences, le tri à lieu selon l’ordre sur une séquence
(ligne 1). Sans perte de généralité et afin de rester consistant avec la Fig. 28 nous pouvons
considérer qu’ils sont triés selon S1. Une liste contenant un triplet avec la position de fin sur S2
des graines, la valeur du meilleur chaînage se terminant sur la graine et la graine est triée selon
les positions de fin croissante sur S2 (lignes 2-3). Le tableau est ensuite parcouru (ligne 5) :
– à chaque fois que l’on rencontre la position de début d’une graine, cette graine est chaîné
avec le meilleur chaînage déjà calculé (lignes 5-7),
– si l’on atteint la position de fin d’une graine alors on regarde si son chaînage est le meilleur
chaînage, s’il est meilleur alors la valeur du meilleur chaînage est mise à jour et les anciens
chaînages moins bons précédemment calculés sont supprimés (lignes 8-16).
D’un point de vue algorithmique, soient m graines, la chaîne optimale entre deux séquences peut
être calculée en O(m log(m)) en temps et O(m) en espace [JMT92] (voir [OA05] pour une revue).
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Figure 28 : Modélisation du problème de chainage 2D. Les scores associés aux graines {A},
{B}, {C}, {D} et {E} sont respectivement de 9, 6, 1, 1, 4 et 2. Les chaînages possibles sont
{A}, {B}, {C}, {D}, {E}, {F}, {F,D}, {B,E}, {B,D} et {B,E,D}.
Algorithme 7 Chaˆinage2DSe´quence(S1,S2,E) : Calcul du chaînage entre les séquences S1 et
S2.
Entrées : S1, S2 : deux séquences, E : un ensemble de m motifs avec un score.
Sorties : Le score de la chaîne maximal entre S1 et S2.
1: t← un tableau avec les positions triées de début et de fin des graines sur la séquence S1
2: L← une liste de triplets (jb,V [j], j) avec jb la coordonnée de la position de fin de la graine
j sur la séquence S2 et V [j] la valeur du meilleur chaînage se terminant par j
3: trier L selon les positions décroissantes
4: Pour tout i ∈ t Faire
5: Si i est la position de début de la graine k Alors
6: Trouver dans L le dernier triplet (jb,V [j], j) tel que jb < i {j est au-dessous de k}
7: Positionner V [k] à vk +V [j]
8: Sinon {i est la position de fin de k}
9: Rechercher le dernier triplet (jb,V [j], j) de t tel que jb ≤ i
10: Si V [k]> V [j] Alors
11: Ajouter (kb,V (k),k) dans L
12: Fin si
13: Retirer de L les triplets j′ tels que j′b ≤ kb et V [k] > V [j′] {rectangles plus hauts avec
un score plus faible}
14: Fin si
15: Fin pour
16: Retourner La valeur maximal de V dans L
65
Chapitre 4. Filtrage de structures arborescentes
Le principe de filtrage a été très étudié pour les séquences, par exemple les méthodes BLAST
et FASTA sont abondamment utilisées. Afin de mettre en place des méthodes de recherche ra-
pides pour les structures arborescentes, nous proposons dans les sections suivantes une méthode
de chaînage des graines sur les arborescences et une définition des graines.
4.2 Chaînage de graines dans des arborescences ordonnées
Récemment, plusieurs approches ont été proposées pour filtrer de larges bases de données de
structures secondaires d’ARN. Janssen et al. [JRG08] proposent d’indexer les ARN en utilisant
leur formes, une vue simplifiée de leurs structures secondaires [SVR+06], cependant cette ap-
proche ne dépend pas d’un calcul de distance d’édition. Basée sur un principe de programmation
dynamique, Heyne et al. [HWBB09] ont introduit le problème de chaînage avec une représen-
tation alternative des arborescences ordonnées appelée séquences arc-annotées, motivés par les
comparaisons deux à deux de structures secondaires d’ARN : une fois qu’une chaîne optimale de
graines entre deux structures secondaires d’ARN a été détectée, les mises en correspondance des
régions entre deux graines successives sont réalisées indépendamment de l’algorithme de distance
d’édition, ce qui améliore significativement le processus de comparaison. Heyne et al. [HWBB09]
considèrent que les graines définies sont comme des motifs exacts communs et désignés par un
algorithme de programmation dynamique pour résoudre le problème de chaînage de graines. À
notre connaissance [HWBB09] est le premier papier traitant du problème du calcul de chaînage
dans des arborescences (voir également [LPR+08]). Cependant lorsqu’il est appliqué pour chaî-
ner des graines dans les séquences, leur algorithme a une complexité plus élevée que le meilleur
algorithme connu pour les séquences, ce qui pose la question d’un algorithme plus efficace, sur
un intérêt théorique et pratique.
Après quelques préliminaires (sections 4.2.1, 4.2.2, 4.2.3), décrivant les propriétés combina-
toires des chaînes et le prétraitement de l’algorithme, nous décrivons dans la Section 4.2.4 les
algorithmes pour trouver une chaîne avec un score optimal entre deux arborescences ordonnées
(Maximal Chaining Problem), nous continuerons dans la Section 4.2.5 par une analyse de la
complexité notamment une comparaison avec l’algorithme de Heyne et al. [HWBB09]. Nous
conclurons, Section 4.2.6, par une description de l’adaptation de notre algorithme principal
pour la résolution d’un problème plus simple, celui du chaînage de graine au sein d’une seule
arborescence ordonnée.
4.2.1 Formalisation du problème
Dans ce chapitre, nous considérons T une arborescence ordonnée de taille n, les nœuds de T
sont identifiés par leur index dans ordre postfixe de 0 à n−1, l’index n−1 représente la racine de
T et Ti est la sous-arborescence de T enracinée en i. Nous notons par T [i, j] la forêt induite par
les nœuds qui appartiennent à l’intervalle [i, j] ; si i > j, alors T [i, j] est vide. La relation partielle
« i est ancêtre de j » est notée i ≺ j. Pour une arborescence T et un nœud i de T , la première
(resp. dernière) feuille visitée lors d’un parcours postfixe de Ti est notée l(i) (resp. r(i)) et est
appelée la feuille la plus à gauche (resp. feuille la plus à droite) du nœud i. La forêt ordonnée
induite par les propres descendants de i est notée T̂i = T [l(i), i−1].
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Graines, chaînes et le problème de chaînage maximum
La notion d’arborescence interne (Déf. 4.1) permet de définir les graines sur les arborescences.
Définition 4.1 (Arborescence interne) Soit T une arborescence ordonnée :
1. Soit G= {g0, . . . ,gk−1} un ensemble ordonné de k nœuds de T , avec 0≤ gj < n.
– Si le sous-graphe de T induit par G est connexe, alors G est appelé un arborescence
interne enracinée en gk−1 également noté rG.
– S’il existe une partition de G dans p arborescences internes G1, . . .Gp respectivement
enracinés en rGi et tel que pour tout i > 1, rGi est le voisinage (Déf. 1.8) droit de rGi−1
dans T , alors G est appelé une forêt interne (ainsi, toute arborescence interne est aussi
une forêt interne).
– rGp (la racine de l’arborescence la plus à droite de G) est appelée la racine de G, notée
par rG.
2. La feuille la plus à gauche de la forêt interne G est définie par l(G) =min(l(x)/x ∈G).
3. L’ensemble de feuilles de la forêt interne G est noté L(G).
4. Un nœud gj d’une forêt interne G est complètement inclus dans G si gj n’est pas une feuille
de T et si tous ses enfants appartiennent à G. L’ensemble des nœuds de G qui ne sont pas
complètement inclus dans G est appelé le bord de G et est noté B(G).
5. Deux forêts internes G1 et G2 sont chevauchantes si G1∩G2 6= ∅.
Une illustration d’arborescence interne est présentée Fig. 29.
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Figure 29 : Exemple d’une forêt interne G= {5,6,7,8,9,10,13} contenant trois arborescences
internes G1 = {5,6,7,8}, G2 = {9} et G3 = {10,13}. rG = 13. rG1 = 8, rG2 = 9, rG3 = 13. L(G) =
{5,6,10}. Le nœud 7 est complètement dans G. B(G) = {5,6,8,9,10,13}. l(G) = 3.
Soit une mise en correspondance P entre Q et T , la plus petite forêt interne de Q (resp. T ) qui
contient tous les nœuds de Q (resp. T ) appartenant à la paire de P est notée avec QP (resp. TP ).
QP et TP sont respectivement appelées les forêts internes de Q et T induites par P .
La définition suivante introduit la notion centrale de graines entre deux arborescences or-
données (Déf. 4.2). Cette définition est plus large que celle présentée dans la section suivante.
Autrement dit, les graines sont des forêts internes, une dans chaque arborescence, avec une
structure similaire en terme de nombre dans l’arborescence et dans les bords.
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Définition 4.2 (Graine) Soient Q et T deux arborescences ordonnées.
1. Une graine P entre Q et T est une mise en correspondance entre Q et T telle que :
– Les deux forêts internes QP et TP contiennent le même nombre t d’arborescences in-
ternes, de racines respectives (dans l’ordre postfixe croissant) rQP1 , . . . , rQPt dans Q et
rTP1 , . . . , rTPt dans T .
– Pour tous 0≤ i < t, (rQPi , rTPi ) ∈ P .
– Chaque nœud du bord de QP (resp. TP ) appartient à une paire de P .
2. Le bord B(P ) (resp. les feuilles L(P )) de la graine P est un ensemble de paires (x,y) ∈ P
telles que x ∈B(QP ) et y ∈B(TP ) (resp. x ∈ L(QP ) et y ∈ L(TP )).
3. La taille |P | de la graine P est le nombre de paires que ses mises en correspondance
contiennent.
4. Pour un ensemble S de graines, ‖S‖ est la somme des tailles des |S| graines dans S.
Notons que, théoriquement, le nombre de graines entre Q et T peut-être exponentiel en la
taille de Q et T , bien que dans les applications telles que la comparaison de structure secondaire
d’ARN cette borne supérieure exponentielle est hors de portée (voir par exemple [HWBB09]).
Voyons maintenant la définition de graines chaînables (Déf. 4.3).
Définition 4.3 (Chaînable) Soient Q et T deux arborescences ordonnées :
1. Une paire (P 1,P 2) de graines entre Q et T est chaînable si QP 1 n’est pas chevauchante
avec QP 2 , TP 1 n’est pas chevauchante avec TP 2 , et P 1∪P 2 est une mise en correspondance.
2. Une chaîne est un ensemble C = {P 0,P 1, . . . ,P `−1} de graines entre Q et T tel que toute
paire (P i,P j) de graines distinctes dans C est chaînable.
3. Étant donné une fonction de score v pour les graines P i, le score de la chaîne C est la
somme des scores de ses graines : v(C) =∑i v(P i).
4. Étant donné un ensemble S de graines possible chevauchantes entre Q et T , CS(Q,T )
représente l’ensemble de toutes les chaînes possibles entre Q et T incluses dans S.
Nous pouvons maintenant définir le problème que nous traitons dans ce travail.
Considérons un ensemble S = {P 0, . . . ,Pm−1} de m chevauchements possibles de graines entre
Q et T , CS(Q,T ) représente l’ensemble de toutes les chaînes possibles entre Q et T incluses dans
S.
Dans un souci de clarté, Q et T sont des arborescences ordonnées mais le présent travail est
également valide sur des forêts ordonnées en ajoutant, par exemple, une racine fictive.
Problème : Problème de chaînage maximum (MCP) :
Entrée : Une paire (Q,T ) d’arborescences enracinées ordonnées, un ensemble S = {P 0, . . . ,Pm−1}
de m graines possiblement chevauchantes entre Q et T , une fonction de score v sur les graines
P i.
Sortie : La chaîne de score maximal C incluse dans S :
MCP (Q,T,S) = max{v(C);C ∈ CS(Q,T )}.
La Fig. 30 illustre le MCP avec un exemple de 6 graines.
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Figure 30 : Une instance du MCP avec 6 graines : P 0 = {(2,10),(3,11)}, P 1 = {(6,3)}, P 2 =
{(9,5)}, P 3 = {(10,6),(11,7)}, P 4 = {(7,4),(11,7),(12,8)}, P 5 = {(3,1),(13,9),(14,11)}. Si pour
chaque graine v(P i) = |P i|. La chaîne optimale est composée des graines {P 1,P 2,P 4,P 5} et a
un score de 8.
Remarque 13 Sans perte de généralité, nous supposerons que les graines P i sont triées selon
l’ordre postfixe de leurs racines dans Q, c’est-à-dire : rQP0 ≤ ·· · ≤ rQPi ≤ ·· · ≤ rQPm−1 . De plus,
pour chaque (x,y) appartenant à la graine P j , nous notons xj l’unique nœud y de T associé avec
x dans P j . Nous notons également rQ
Pj
par rj , et après rT
Pj
par rjj . Pour une chaîne donnée
C, la dernière graine de C est alors la graine avec un plus grand index postfixe dans Q.
Remarque 14 La notion de mise en correspondance s’étend naturellement pour les forêts or-
données. Donc si S est un ensemble de graines telles que chaque graine est une graine entre une
arborescence de F1 et une arborescence de F2, alors le MCP peut naturellement être étendu aux
forêts ordonnées.
Remarque 15 Notons que nous considérons ici seulement le problème de calcul de score d’une
chaîne pour des raisons de présentation ; les techniques de backtracking standard permettent de
calculer une chaîne de score maximum depuis notre algorithme de programmation dynamique.
Pour une chaîne donnée C, la dernière graine est une graine de C qui a une racine avec le
plus large numéro postfixe (à la fois dans Q mais également dans T par définition d’une chaîne).
Nous étendons naturellement la notion de chaîne à deux forêts, définie par ajout d’une racine à
chacune des deux forêts.
Motivation et résultats À notre connaissance, [HWBB09] est le seul travail attaquant le
MCP bien que les auteurs le décrivent en terme de séquences arc-annotatées. Ils proposent
un algorithme de programmation dynamique pour résoudre le problème de chaînage maximum
avec quelques restrictions (précisément les graines sont des motifs maximums exacts communs
pour considérer les séquences). Cette technique de programmation dynamique est différente
de l’approche utilisée pour le meilleur algorithme connu pour le problème équivalent sur les
séquences [JMT92, OA05]. De plus, quand elle est appliquée aux séquences arc-annotées sans arc
(c’est-à-dire aux séquences) et m graines, il peut être montré que l’algorithme a une complexité
en pire cas en O(m2) (voir Section 4.2.5). Notre résultat est le suivant :
Théorème 1 Soit S un ensemble de m graines entre deux arborescences ordonnées Q et T .
Après un prétraitement en O(‖S‖) des m graines de S, le problème de chaînage maximum peut
être réalisé en O(‖S‖ log(‖S‖) +m‖S‖ log(m)) en temps et en O(m‖S‖) en espace.
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Preuve La preuve est donnée Section 4.2.4.uunionsq
Remarque 16 Afin de comparer la méthode de chaînage sur les séquences et sur les arbores-
cences, nous représentons une séquence u= (u0, . . . ,un−1) par une arborescence unaire, enracinée
dans le nœud un−1, dans laquelle chaque nœud ne possède qu’un unique enfant et u0 est l’unique
feuille. Le parcours postfixe de l’arborescence est alors exactement u.
4.2.2 Propriétés des graines et des chaînes
Nous décrirons les propriétés combinatoires des graines et des chaînes, qui amènent naturel-
lement à un schéma récursif qui calcule une chaîne maximum. Plus précisément, nous montrons
que pour une chaîne C et sa dernière graine P , les racines et bords de P définissent une parti-
tion de Q−QP et de T −TP en un ensemble de paires de forêts, définie en terme de notion clé
de zones chaînables (Définitions 4.4 et 4.5), qui contiennent les graines C−{P} et forment des
sous-chaînes de C.
Définition 4.4 (Zone maximale chaînable) Soit P une graine entre deux arborescences Q
et T et (a,b;c,d) un quadruplet tel que l(QP )≤ a< b< rQP , l(TP )≤ c < d< rTP , QP ∩Q[a,b] = ∅
et TP ∩T [c,d] = ∅. (a,b;c,d) est une zone chaînable sur P si, pour tout i ∈ [a,b] et tout j ∈ [c,d],
P ∪ (i, j) est une mise en correspondance valide, c’est une zone maximale chaînable de P si ni
(a−1, b;c,d), ni (a,b+1;c,d), ni (a,b;c−1,d), ni (a,b;c,d+1) sont des zones chaînables pour P .
Par exemple, dans la Fig. 30, si P = P 5, alors (4,12;2,8) est l’aire maximum de chaînage. Voir
également la Figure 31 ci-dessous.
Figure 31 : Illustration de la notion de zones chaînables d’une graine P = {(x0,y0), . . . ,(x4,y4)}
de taille 5. La graine P possède 4 zones de chaînage chacune indiquée par un motif différent.
Nous allons maintenant affiner la définition d’une zone chaînable pour définir précisément
les zones associées à la frontière des nœuds de la graine. De telles zones sont fondamentales pour
mettre en correspondance des nœuds de P et de Q qui appartiennent à la chaîne et qui doivent
donc appartenir à ces zones chaînables.
Définition 4.5 (Zones chaînables) 1. Soient (x,y) ∈ B(P ) d’une graine P entre Q et T .
Nous définissons F (x,y) = {(ai, bi;ci,di)} comme l’ensemble de toutes les zones chaînes de
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P incluses dans (Qx;Ty) telles qu’il n’y a pas de nœud du bord des nœuds de P dans Q
(resp. T ) sur le chemin de b à x (resp. d à y). Nous appelons cet ensemble zone chaînable
de (x,y).
2. Les zones chaînables de la graine P , notées CA(P ), sont l’union des ensembles de quadru-
plets F (x,y) pour toutes les paires (x,y) ∈B(P ).
Par exemple, considérons une paire (x,y) ∈ L(P ) telle que x et y ne soient pas des feuilles
respectivement dans Q et T , alors F (x,y) représente le couple de forêts Q̂x et T̂y, F (x,y) =
{(l(x),x−1; l(y),y−1)}. Dans la Fig. 30, avec P = P 4 et (x,y) = (11,7), F (x,y) = {(8,10;5,6)} ; avec
P = P 5, si (x,y) = (14,11) ∈B(P 5)−L(P 5), F (x,y) = {(0,1;0,0),(4,12;2,8)}.
La propriété suivante est une conséquence directe de la définition de graines et de zones
chaînables.
Propriété 2 Soit une graine P entre deux arborescences Q et T alors |CA(P )| ≤ 2×|B(P )|−1.
Preuve Les zones chaînables sont avant le bord gauche, entre chaque bord et après le dernier
bord.uunionsq
Notation. Pour une graine P et une zone chaînable (a,b;c,d), nous disons que P ⊂ (a,b;c,d) si
a≤ l(QP )≤ rQP ≤ b et c≤ l(TP )≤ rTP ≤ d ; pour une chaîne C, C ⊂ (a,b;c,d) si toutes ces graines
sont incluses dans (a,b;c,d). Nous notons finalement Fj(x) l’ensemble des quadruplets F (x,xj)
pour une paire de nœuds (x,xj) ∈B(P j).
La propriété suivante décrit la structure de toutes les chaînes, entre deux forêts Q[a,b] et
T [c,d], incluses dans un ensemble de m graines S = {P 0, . . . ,Pm−1}.
Propriété 3 Soit P j la dernière graine de la chaîne C entre deux forêts Q[a,b] et T [c,d].
1. C peut-être décomposé en |CA(P j)|+ 2 (possiblement vides) sous-chaînes distinctes :
– P j lui-même,
– pour chaque (e,f ;g,h) ∈CA(P j) une chaîne (possiblement vide) entre Q[e,f ] et T [g,h],
– et une chaîne entre Q[a, l(QP j )−1] et T [c, l(TP j )−1].
2. C est une chaîne de score maximum sur toutes les chaînes dans Q[a,b] et T [c,d] qui contient
P j si et seulement si chacune de ses sous-chaînes décrites ci-dessus ont un score maximum
dans la forêt correspondante définie par P j .
Preuve La propriété est une conséquence directe de la contrainte qui définit une mise en
correspondance valide et le fait que les graines sont non-chevauchantes dans une chaîne.uunionsq
Le point 2 de la Propriété 3 conduit naturellement à un schéma récursif pour calculer la chaîne
optimale entre deux forêts Q[a,b] et T [c,d] qui terminent par la dernière graine de l’ensemble. Si
on note MCP ′(Q[a,b],T [c,d],{P 0 . . .P j}) le score de la chaîne maximum entre Q[a,b] et T [c,d] qui
contient P j comme dernière graine alors :
MCP ′(Q[a,b],T [c,d],{P 0 . . .P j}) = (4.1)
0 si P j 6⊂ (a,b;c,d),
v(P j) +
∑
(e,f ;g,h)∈CA(P j)
MCP (Q[e,f ],T [g,h],{P 0 . . .P j−1}) sinon.
+MCP (Q[a, l(QP j )−1],T [c, l(TP j )−1],{P 0 . . .P j−1})
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et, assure que les graines sont triées de façon incrémentale (voir remarque 13), MCP (Q,T,S)
peut être calculé en utilisant MCP ′ comme suit :
MCP (Q[a,b],T [c,d],{P 0 . . .P j}) = max
i=0...j
MCP ′(Q[a,b],T [c,d],{P 0 . . .P i}) (4.2)
MCP (Q,T,S) = MCP (Q[0, rQ],T [0, rT ],S) (4.3)
Le principal point pour réaliser un algorithme pour le MCP est d’implémenter efficacement
cette formule de récurrence qui était déjà centrale dans l’algorithme de programmation dyna-
mique de [HWBB09].
4.2.3 Un algorithme de calcul des zones chaînables des graines
Le coût du calcul des zones chaînables des nœuds du bord d’une graine dépend de la nature
de cette graine. Nous décrivons ici un algorithme efficace calculant F (x,y).
Soit P une graine entre deux arborescences Q et T et soit B(P ) l’ensemble des paires des
nœuds de son bord. Pour chaque nœud i de Q et T (en fait, sont seulement requis les nœuds des
bords de P ), nous supposons que nous avons accès aux informations suivantes en O(1) :
– l(i) : la feuille la plus à gauche de i.
– u(i) : le nœud avec le plus haut index tel que r(u(i)) = r(i) où r(i) est la feuille le plus à
droite de i.
Les nœuds u(i) sont parfois référencés comme la racine la plus à droite de l’arborescence.
Dans l’Algorithme 8, nous utilisons B à la place de B(P ) et nous supposons que B est un
tableau de k paires de nœuds dans Q×T . Pour que 0 ≤ i < k, B[i] représente la (i+ 1)ième paire
de B et que B[i]Q soit le nœud Q de cette paire et B[i]T est le nœud de T de cette paire.
L’Algorithme 8 utilise une pile de paires de nœuds appelée Pile. haut(Pile) fait référence au
dernier élément inséré dans Pile et de la même façon que pour B, haut(Pile)Q et haut(Pile)T sont
le nœud de Q et le nœud de T dans haut(Pile). Nous notons empiler(Pile,(x,y)) pour ajouter
(x,y) en haut de la pile et de´piler(Pile) afin de supprimer le dernier élément de la pile.
L’algorithme qui calcule F (x,y) pour toutes les paires des nœuds du bord (x,y) de P est
présenté dans l’Algorithme 8.
Description de l’algorithme Dans la suite, une paire de nœud du bord de P est appelée
une paire. Les paires sont parcourues progressivement selon l’ordre postfixe de leurs index.
Donc, les descendants sont visités avant leurs parents. Rappelons qu’une graine est une mise en
correspondance valide, alors les ancêtres et les relations sur l’ordre entre les nœuds du bord sont
respectés. Ainsi, si un nœud du bord est une feuille dans PQ, c’est également une feuille dans
PT .
Avant chaque insertion d’une nouvelle zone de chaînage dans F (x,y), nous testons si la zone
chaînable est vide ou non (cf. lignes 7, 13, 19, 13 de l’Algorithme 8).
Appelons le descendant direct de la paire (x,y), la paire (x′,y′) ∈ B(P ) telle que x′ est un
descendant de x (resp. y′ est un descendant de y) et qui n’est pas un nœud du bord de P dans
Q (resp. T ) entre x′ et x (resp. y′ et y).
Sauf pour la dernière paire, chaque fois qu’une paire est visitée, elle est ajoutée à la Pile car
il est nécessaire de traiter le descendant direct d’une paire non visitée. Notons que Pile contient
les paires triées incrémentalement par leur index postfixe.
Deux cas doivent être considérés :
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1. la paire est une paire de feuilles dans QP , TP ((x,y) ∈ L(P )) et
2. la paire n’est pas une paire de feuilles dans QP ,TP ((x,y) 6∈ L(P )).
Les lignes 6–8 correspondent au premier cas et ne nécessitent pas d’explications supplémentaires.
Pour le second cas, la paire courante (x,y) a nécessairement un descendant direct dans B(P ).
Ces descendants ont été visités (index postfixe inférieur) et sont donc dans Pile. La zone chaînable
(a,b,c,d) (possiblement vide) sur la droite de son descendant direct le plus à droite (x′,y′) (a > x′
et c > y′) et la zone chaînable (possiblement vide) (a,b,c,d) à gauche de son descendant le plus
à gauche (x′′,y′′) (b < x′′ et d < y′′) requièrent un traitement particulier. Les possibles zones
chaînables entre deux descendants directs sont considérées dans la boucle des lignes 16–17.
Pour calculer ces zones chaînables, les propriétés suivantes sont utilisées dans l’algorithme : soit
(x,y) ∈B(P )
1. Toutes les zones chaînables (a,b,c,d) de (x,y) sont telles que b et d sont des enfants de x et
y et a et c sont les feuilles les plus à gauche des enfants de x et y.
2. Par définition, pour les zones chaînables (a,b,c,d) de (x,y) sauf celle sur la droite du des-
cendant de la plus à droite, b et d sont tels que b+ 1 et d+ 1 sont les feuilles les plus à
gauche du descendant le plus à gauche de x et y.
3. Pour les zones chaînables (a,b,c,d) de (x,y) sauf celle à gauche du descendant le plus à
gauche, a et c sont tels que a−1 et c−1 sont des enfants de x et y et sont soit des nœuds
du bord, soit des ancêtres des nœuds du bord.
Comme Pile est trié incrémentalement, le haut de la pile contient le descendant direct le plus
à droite de la paire courante. Les lignes 13–14 calculent les zones chaînables à droite de ce
descendant. Après, la boucle aux lignes 16–16 calcule la zone entre les descendants directs en
utilisant les propriétés ci- dessus. Finalement, les lignes 24– 25 calculent la zone chaînable sur
la gauche le descendant direct le plus à gauche (qui est la dernière paire (x′,y′) dans la Pile tel
que x′ ≥ l(x) et y′ ≥ l(y)). Remarquons que tous les descendants directs sont maintenant sortis
de la Pile et sont replacés par la paire courante.
La complexité en temps de cet algorithme est O(|B(P )|) comme nous itérons sur chaque paire
et chaque paire est ajoutée seulement une fois à la Pile.
Notons que notre algorithme est général et peut être appliqué à chaque ensemble de graines
suivant la Déf. 4.2. Quand nous considérons les familles de graines restreintes, il est possible de
le décrire plus simplement, toujours efficacement, les algorithmes pour calculer les F (x,y) et les
zones chaînables. Par exemple, si on considère seulement les graines compactes, c’est-à-dire les
graines telles que B(P ) = L(P ) pour chaque graine P , alors pour chaque bord (x,y), |F (x,y)|= 1
et le calcul requiert un temps linéaire en le nombre de graines.
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Algorithme 8 F (x,y) : Calcul F (x,y) pour une graine P .
Entrées : TODO Q,T : deux arborescences ordonnées, S : un ensemble de m graines et v :
une fonction de score sur S.
Sorties : TODO Le score de la chaîne maximal dans S
1: Trier B de façon incrémentale
2: Pour tout paire B[i] de B Faire
3: F (B[i])←∅
4: Fin pour
5: Pour i de 0 à k−1 Faire
6: Si i= 0 ou B[i−1]Q < l(B[i]Q) Alors {B[i] ∈ L(P )}
7: Si l(B[i]Q) ≤ B[i]Q−1 et l(B[i]T ) ≤ B[i]T −1 Alors {B[i]Q n’est pas une feuille dans
Q et B[i]T n’est pas une feuille dans T}
8: F (B[i])← (l(B[i]Q),B[i]Q−1; l(B[i]T ),B[i]T −1
9: Fin si
10: Sinon {c’est-à-dire F (B[i]) est vide}
11: (x,y)← haut(Pile)
12: de´piler (Pile){x est un descendant de B[i]Q}
13: Si u(x) + 1 ≤ B[i]Q− 1 et u(y) + 1 ≤ B[i]T − 1 Alors {Calcul de la zone chaînable la
plus à droite de B[i]}
14: F (B[i])← F (B[i]) + (u(x) + 1,B[i]Q−1;u(y) + 1,B[i]T −1)
15: Fin si
16: Tant que Pile n’est pas vide et haut(Pile)Q ≥ l(B[i]Q) Faire {Calcul des zones inter-
médiaires de chaînage}
17: (s, t)← haut(Pile)
18: de´piler(Pile)
19: Si u(s) + 1≤ l(x)−1 and u(t) + 1≤ l(y)−1 Alors
20: F (B[i])← F (B[i]) + (u(s) + 1, l(x)−1;u(t) + 1, l(y)−1)
21: (x,y)← (s, t)
22: Fin si
23: Fin tant que
24: Si l(x)−1≥ l(B[i]Q) and l(y)−1≥ l(B[i]T ) Alors {Calcul de la zone chaînable la plus
à gauche de B[i]}
25: F (B[i])← F (B[i]) + (l(B[i]Q), l(x)−1; l(B[i]T ), l(y)−1)
26: Fin si
27: Fin si
28: empiler(Pile,B[i])
29: Fin pour
4.2.4 Un algorithme de résolution du problème de chaînage maximum
Nous décrivons une première mais non optimale implémentation de la résolution de ce pro-
blème (Section 4.2.4), basée sur les propriétés décrites dans la section précédente, nous suivrons
avec une implémentation plus efficace (Section 4.2.4).
Nous supposons que nous avons deux arborescences ordonnées Q et T , un ensemble S =
{P 0, . . . ,Pm−1} de graines fermées, avec P 0 = (rQ, rT ) (qui contient une unique paire composée
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des racines de Q et T ), et que le score v(j) d’une graine P j peut être accédé en temps constant.
Nous supposons également que les graines P j sont données dans la liste I de paires (i,r,j) où
i est le nombre postfixe du nœud de Q qui est soit une racine, soit un bord de la graine P j
et r indique si i est un bord, une raciné ou les deux dans P j ; comme un prétraitement, nous
trions I en ordre croissant dans l’arborescence de référence (le nombre postfixe dans Q). Nous
considérons également que la liste FP j (b) pour tous les nœuds du bord des graines est disponible
et que pour les nœuds Q appartenant à la graine P j , le nœud correspondant dans T , ij (ou plus
précisément sont nombre postfixe dans T ) peut être accédé en temps constant. Finalement, nous
supposons que chaque nœud i dans Q et T , sa feuille la plus à gauche l(i) peut être accédé en
temps constant. Dans les deux algorithmes, nous visitons les éléments de I, et une graine est
dite visitée après que sa racine ait été visitée.
Une implémentation simple
La première implémentation, a pour principal intérêt d’être très simple car elle ne nécessite
pas de structure de données spéciale.
Le point clé est de traiter la requête pour trouver les sous-chaînes maximales en O(1) en
temps. Afin d’obtenir cette complexité désirée, nous utilisons deux structures de données : un
tableau V de m entiers et un tableauM , indexé par le quadruple d’entiers (a,b,c,d). Nous utilisons
la fonction Mise à jour qui prend une entrée M [a,b,c,d] et une valeur w et remplace la valeur
de cette entrée par w si et seulement si w >M [a,b,c,d]. La correction de l’algorithme est liée aux
invariants suivants :
M1. M [a,b,c,d] est la valeur de la chaîne maximale incluse dans (Q[a,b],T [c,d]) composée
uniquement des graines visitées.
V1. V [j] est le score de la meilleure chaîne formée de P j et des graines visitées telles que
Qrj ∈Q et Trj
j
∈ T .
Afin de prouver la correction de l’algorithme, nous devons prouver que la propriété V1 est
satisfaite, ce qui implique que maxj V [j] contient le score de la chaîne maximale. D’après les
propriétés 3 et le fait que V est mis à jour seulement ligne 10, on en déduit que V1 est satisfait
si M1 est satisfait pour toutes les entrées M [a,b,c,d] telle que (a,b,c,d) ∈ FP j (i). Alors nous avons
juste besoin de montrer que M1 est satisfait pour les quadruplets (a,b,c,d) qui appartiennent à
FP j (i) pour les nœuds i de Q bords de la graine P j . De plus, une entrée M nécessite seulement
d’être modifiée quand une nouvelle graine qui est contenue dans les forêts définies dans Q et T
est visitée, ce qui est fait sur les lignes 6-11.
La complexité en espace est en O(m||S||), compte tenu de l’espace requis pour encoder M ,
comme chaque entrée est indexée soit par un quadruplet (l[v], rg, l[vj ], rgg) pour un nœud du bord
v d’une graine P j et racine rg d’une graine P g, soit par un quadruplet (l[i], i−1, l[ij ], ij−1) dans
lequel i est un nœud du bord. La complexité en temps est en O(m3+ ||S|| log(||S||)). Le terme m3
est conséquence de la double boucle des lignes 7-11 qui peut au maximum faire O(m2) itérations
(due au fait que les graines sont compactes) et est réalisé une fois pour chaque racine des m
graines. Le ||S|| log(||S||) et vient du tri du I.
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Algorithme 9 MCP1(Q,T,S,v) : Calcul le score de la chaîne maximal.
Entrées : Q,T : deux arborescences ordonnées, S : un ensemble de m graines et v : une
fonction de score sur S.
Sorties : Le score de la chaîne maximal dans S
1: Pour j de 0 à m−1 Faire
2: V [j]← v(j)
3: Fin pour
4: Pour tout (a,b;c,d) ∈ Y Faire
5: M [a,b,c,d]← 0
6: Fin pour
7: Pour tout (i,f,j) ∈ I Faire
8: Si f=0 Alors {c-à-d (i, ji) ∈B(pj)}
9: Pour tout (a,b,c,d) ∈ FP j (i) Faire
10: V [j]← V [j] +M [a,b,c,d]
11: Fin pour
12: Sinon {c-à-d f = 1 et i est la racine de Qpj , i= rj}
13: Pour tout (a,b;c,d) ∈ Y1∪Y2 tel que Pj ⊂ (a,b;c,d) Faire
14: Mettre à jour M [a,b,c,d] avec w = V [j] +M [a, l(Qpj )−1, c, l(T[Pj ])−1]
15: Pour tout Pg ⊂ (rj + 1, b;rjj + 1,d) Faire
16: Mettre à jour M [a, l(QP g)−1, c, l(TP g)−1] avec w
17: Fin pour
18: Fin pour
19: Fin si
20: V [j]← V [j] +M [0, l(Qpj )−1,0, l(TP j )−1]
21: Fin pour
22: Retourner maxj V [j]
Algorithme plus efficace
L’idée clé pour améliorer la complexité en temps est d’utiliser moins d’accès à M (tout en
maintenant la propriété M1 sur les entrées) et de compléter M avec une structure de donnée R
qui peut être interrogée en O(log(m)) en temps au lieu de O(1), mais qui peut être maintenant
sans qu’une boucle avec O(m2) itérations soit requise.
Formellement, soit X = {(a,c) c’est-à-dire ∃(a,b;c,d) ∈ Y1∪Y2} et R une structure de donnée
indexée par X tel que, pour un index donné (a,c)∈X, R[a,c] est un ensemble de paires (j,s) dans
lequel j est l’index de la graine P j et s est le score maximal des chaînes dans (Q[a,rj ],T [c,rjj ])
qui termine avec P j . Intuitivement,
– M est utilisé pour l’accès, toujours en O(1) en temps, les valeursMCP (a, l(QP j )−1, c, l(TP j )−
1,{P 0 . . .P j−1}) requirent de calculer MCP ′ dans l’équation (4.1),
– R[a,c] est utilisé pour accéder, en temps O(log(m)), aux scores des meilleurs chaînes in-
cluses dans (Q[a,rQ],T [c,rT ]) (les valeurs MCP (Q[e,f ],T [g,h],{P 0 . . .P j−1}) dans l’équation
(4.1)) et remplace les entrées M [a,b,c,d] avec (a,b;c,d) ∈ Y1 ∪Y2, qui étaient utilisées dans
l’algorithme précédent.
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L’algorithme réalise une itération sur une liste de triplets J = I⋃(∪m−1j=0 (l(QP j ),−1, j)), triés
en utilisant un ordre lexicographique utilisé dans la précédente section, avec la modification
suivante : si nous avons deux graines P j et P g avec g > j tels que (l(QP j ), l(TP j )) = (l(QP g ), l(TP g ))
alors seulement (l(QP j ),−1, j) apparait dans J . Le calcul J peut être réalisé en O(||S|| log(||S||))
en temps.
Algorithme 10 MCP2(Q,T,S,v) : Calcul une chaîne maximum dans S.
Entrées : Q,T : deux arborescences ordonnées, S : un ensemble de m graines et v : une
fonction de score sur S.
Sorties : Le score de la chaîne maximal dans S
1: Pour j de 0 à m−1 Faire
2: V [j]← v(j)
3: Fin pour
4: Pour tout (a,b;c,d) ∈ Y3 Faire
5: M [a,b,c,d]← 0
6: Fin pour
7: Pour tout (a,c) ∈X Faire
8: R[a,c]←∅
9: Fin pour
10: Pour tout (i,f,j) dans J Faire
11: Si f =−1 Alors {i= l(QP j )}
12: Pour tout (a,c) ∈X tels que a,c < l(QP j ), l(TP j ) Faire
13: M [a, l(QP j )−1, c, l(TP j )−1]← valeur s du dernier (y,s) de R[a,c] s.t. ryy < l(TP j )
14: Fin pour
15: Sinon Si f = 0 Alors {(i, ij) ∈B(P j)}
16: Pour tout (a,b;c,d) ∈ Fj(i) Faire
17: Ajouter à V [j] la valeur s de la dernière entrée (y,s) de R[a,c] telle que ryy ≤ d
18: Fin pour
19: Sinon {f = 1 et i est la racine de QP j , i= rj}
20: Pour tout (a,c) ∈X tels que a,c≤ l(QP j ), l(TP j ) Faire
21: w← V [j] +M [a, l(QP j )−1, c, l(TP j )−1]
22: Insérer l’entrée (j,w) dans R[a,c] et mettre à jour R[a,c] comme suit :
23: Trouver la dernière entrée (y,s) telle que ryy < r
j
j
24: Si s < w Alors
25: Insérer (j,w) juste après (y,s) dans R[a,c]
26: Supprimer de R[a,c] toutes les entrées (z, t) telles que rjj ≤ rzz et t < w
27: Fin si
28: Fin pour
29: Fin si
30: V [j]← V [j] +M [0, l(QP j )−1,0, l(TP j )−1]
31: Fin pour
32: Retourner maxj V [j]
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Validation de l’algorithme Nous considérons les invariants suivants.
M2. Après que la racine de P j ait été traitée, alorsM [a,b,c,d] =MCP (Q[a,b],T [c,d],{P 0, . . . ,P j})
pour chaque (a,b;c,d) ∈ Y3.
V1. Après que la racine de P j ait été calculée, alors V [j] =MCP ′(Q,T,{P 0, . . . ,P j}).
R1. Après que la racine de P j ait été calculée, alors pour tous (a,c) ∈X, R[a,c] contient tout
les (y,s) satisfaisant :
a. y ≤ j et s=MCP ′(Q[a,ry],T [c,ryy ],{P 0, . . . ,P y}).
b. ∀(z, t) ∈R[a,c], rzz < ryy ⇒ t < s.
R2. ∀(a,c) ∈X, R[a,c] est totalement ordonné tel que : (y,s)< (z, t) si et seulement si ryy < rzz .
Nous considérons premièrement que R1 et R2 sont satisfaits. Comme précédemment, si V 1
est satisfait alors l’algorithme calcul le MCP (Q,T,S). La ligne d’initialisation 1 assure que V [j]
contient v(j). Après, pour prouver V1, nous avons besoin de montrer que, quand nous calculons
le bord i de la graine P j (ligne 17), nous ajoutons V [j] la meilleure chaîne de chaque zone
chaînable (a,b;c,d) du bord ; cela continue avec trois faits :
1. chaque graine P j+e avec e > 0 n’appartient pas à la forêt Q[a,b] (car b < i ≤ rj+e) et ainsi
n’appartient pas à la chaîne dans la zone (a,b;c,d),
2. le score de cette chaîne est présent dans R[a,c] (depuis R1) et,
3. c’est la dernière entrée (y,s) telle que ryy ≤ d (depuis R2).
M2 peut-être prouvé d’une façon similaire à M1, mais restreint les entrées M [a,b,c,d] telles
que (a,b;c,d) ∈ Y3. Pour vérifier que M2 est satisfait, nous avons juste besoin de regarder la
ligne 13, qui est la seule ligne mettant à jour M . Pour les entrées M [a,b,c,d] telles que a≥ l(QP j )
ou c≥ l(TP j ), M [a,b,c,d] = 0 compte tenu de l’initialisation à la ligne 1. Pour toutes les entrées,
M2 suivies immédiatement de R1 et R2, en utilisant des arguments similaires aux précédents.
Finalement, nous avons besoin de vérifier que R1 et R2 sont satisfaits. Premièrement, comme
précédemment, dans le cas où a≥ l(QP j ) ou c≥ l(TP j ), R[a,c] = ∅ qui est garanti par l’initialisation
de la ligne 7. Donc nous avons seulement à considérer le cas dans lequel a,c < l(QP j ), l(TP j ),
qui est assuré dans les lignes 19 et 26. Chaque graine P y tel que y < j a déjà été calculé et
s = MCP ′(Q[a,ry],T [c,ryy ],{P 0, . . . ,P y}) ne peut pas être modifié après que P y ait été calculé,
donc les lignes 20 et 21, ensemble avec M2, assurent que (y,s) ont été insérées dans R[a,c]
précédemment, et le même argument est appliqué si y = j. Les entrées (z, t) enlevées à la ligne 26
n’appartiennent à aucun des (y,s), ce qui implique R1.a et R1.b, et alors R1, sont satisfaits. R2
est manifestement satisfait de la position où (j,w) est inséré dans R[a,c] à la ligne 25.
4.2.5 Complexité
Analyse de la complexité : preuve du théorème 1
La complexité en espace est donnée par l’espace requis pour les structures M et R. M
nécessite un espace en O(m2) comme il est indexé par Y3. R requiert un espace en O(m‖S‖),
comme |Y1∪Y2| ∈ O(‖S‖) et pour chaque graine P j , une entrée (j,s) est insérée au plus une fois
pour chaque R[a,c]. Tout compris, la complexité en espace est en O(m2 +m‖S‖) =O(m‖S‖).
Nous allons maintenant décrire la complexité en temps. Premièrement, nous pouvons noter
que la technique suivante utilisée pour le calcul de la chaîne maximum dans les séquences [Gus97,
JMT92, OA05], les structures R[lQ, lT ] peuvent être implémentées en utilisant des structures de
données classiques telles que des AVL ou des files que l’on peut concaténer qui supportent les
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requêtes de données, insertions et délétions, successeur et prédécesseur, dans un ensemble de n
éléments totalement ordonnés en O(log(n)) dans le pire cas en temps (également appelé Range
Minimum Query).
Maintenant analysons la complexité des lignes 10 à 13. La boucle de la ligne 12 est réalisée en
au plus O(m‖S‖) fois pour chaque itération requise O(log(m)) en temps (ligne 13), ce qui amorti
la complexité en temps donnée en O(m‖S‖ log(m)).
La ligne 17 est appliquée au plus une fois pour chaque O(‖S‖) zone chaînable Fj(i) (pro-
priété 2), et chaque itération requiert O(log(m)) en temps, qui donné une complexité amortie en
temps en O(‖S‖ log(m)).
Finalement, nous analysons la complexité des lignes 19 à 30. Premièrement nous ne consi-
dérons pas l’opération de la ligne 26. La boucle commençant à la ligne 20 est réalisée en O(m)
en temps, et la complexité de chaque boucle est en O(‖S‖) en temps. Le coût des opérations
réalisées durant chaque itération est O(log(‖S‖)) (lignes 21 et 24 sont tous les deux réalisés en
O(1) et lignes 22 et 23 en temps O(log(‖S‖))). La complexité totale en temps de cette partie,
sans considérer la ligne 26, est alors en O(m‖S‖ log(‖S‖)). Afin de compléter cette analyse de
complexité en temps, nous montrons que la complexité amortie de la ligne 26 est en O(m‖S‖).
En fait, d’après R2, toutes les entrées supprimées dans un pas sont consécutives en suivant un
ordre total sur R[a,c] défini dans R2. Alors, si un appel ligne 26 supprime k éléments de R[a,c],
cela peut-être réalisé en O((k+2)log(m)) en temps, tel que le successeur d’un élément donné peut
être trouvé en O(log(m)) en temps. Comme tous les éléments de R sont supprimés en au plus une
fois pendant tout l’algorithme, cela implique une complexité amortie en O(m‖S‖ log(m)) pour la
ligne 26. Pour conclure, notre algorithme calcule leMCP (Q,T,S) en un temps en O(m‖S‖ log(m)),
en utilisant cette structure de données et après un pré-traitement en O(‖S‖ log(‖S‖)) en temps
pour calculer les zones chaînables et pour trier J . Cela prouve le Théorème 1.
Remarque 17 Si on considère que Q et T sont des séquences, ou, comme défini dans la re-
marque 16, arborescences unaires, alors chacune des deux arborescences ont une seule feuille et
chaque graine est non ambigüe définie par sa racine et son bord, ce qui implique que ‖S‖=m. Il
y a seulement un R[a,c], tel que a= c= 0, qui contient O(m) entrées. Alors, toutes les boucles
qui sont calculées sur R ont maintenant une seule itération, ce qui réduit la complexité en temps
d’un facteur m à O(‖S‖ log(m)) =O(m log(m)).
Analyse détaillée de la complexité
Afin d’établir la complexité en pire cas de l’Algorithme 10, nous avons à étudier le coût de
l’algorithme pour chaque valeur de f . Afin de simplifier la lecture, nous notons n1 la taille de Q
et n2 la taille de T . Sans perte de généralité, nous supposons de plus que n2 ≤ n1.
Suivant les invariants R1 et R2, chaque liste de R contient au plus min(m,n2) éléments,
comme il n’y a pas (y,s),(y′,s′) ∈ R[a,c] tel que ryy = ry
′
y′ , et |X| ≤min(‖S‖,n1n2). Alors, dans le
pire cas, nous avons au plus O(n21n22) différentes zones chaînables, |R|=O(n1n2), Pour tout (a,c) :
|R[a,c]|=O(n2) et |X|=O(n1n2).
f =−1 ligne 10 : Pendant l’exécution de l’algorithme chaque M [a, l(rj)− 1, c, l(rjj )− 1] est
calculé seulement une fois pour chaque quadruplet possible tel qu’il n’y ait pas de (i,f,j),
(i′,f ′, j′) ∈ J tel que (l(rj), l(rjj )) = (l(rj′), l(rj
′
j′ )). Chaque calcul nécessite une recherche dans
R[a,c] qui peut être faite en O(log(n2)). Aors, le temps total de la complexité pour ce cas
est en O(n21n22log(n2)).
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f = 0 ligne 15 : Le calcul ligne 17 peut être stocké dans un tableau dédié M ′ tel que la
meilleure chaîne de la zone (a,b,c,d) est calculé seulement une fois. Ainsi, durant toute l’exé-
cution de l’algorithme, chaque zone chaînable différente requiert une recherche dans R[a,c]
et la complexité en temps totale de l’algorithme pour ce cas est en O(‖S‖+n21n22 log(n2)).
f = 1 ligne 19 : Ce cas est traité une fois par graine, donc O(m) fois. Chaque traitement coûte
O(n1n2 log(n2)) et la complexité en temps est en O(mn1n2 log(n2)).
À partir de cela, nous pouvons conclure que la complexité en temps du pire cas de notre
algorithme est en
O(‖S‖ log(‖S‖) +n21n22log(n2) +‖S‖+n21n22 log(n2) +mn1n2 log(n2))
=O(‖S‖ log(‖S‖) +n1n2 log(n2)(n1n2 +m) +‖S‖)
=O(‖S‖ log(‖S‖) +n1n2 log(n2)(n1n2 +m))
ce qui représente une amélioration de la complexité en pire cas de l’algorithme de Heyne et
al. [HWBB09].
Pour conclure, nous pouvons fusionner l’analyse de la complexité en pire cas de la Sec-
tion 4.2.4 avec la complexité en temps de l’Algorithme 10 :
O( ‖S‖ calcule des zones chaînables
+‖S‖ log(‖S‖) tri des zones
+min(m,n1n2)×min(‖S‖,n1n2)× log(min(m,n2)) cas f =−1
+‖S‖+ min(‖S‖,n21n22)× log(min(m,n2)) cas f = 0
+m×min(‖S‖,n1n2) log(min(m,n2)) cas f = 1
tel que |X| ≤min(‖S‖,n1n2) et |R[a,c]| ≤min(m,n2) pour tout a,c.
Comparaison avec l’algorithme de Heyne et al. [HWBB09]
Heyne et al. [HWBB09] ont aussi introduit un problème de chaînage sur une représentation
alternative des arborescences ordonnées. Dans cette section, nous allons premièrement décrire
cette méthode avec une analyse détaillée de sa complexité, suivie par une comparaison de notre
algorithme.
Algorithme de programmation dynamique de Heyne et al. [HWBB09] L’algorithme
de programmation dynamique décrit dans [HWBB09] est basé sur une traversée récursive des
zones chaînables dans Q et T . Soient deux nœuds a et c, une matrice de programmation dyna-
mique Da,c[b,d] contenant le score de la meilleure chaîne dans la zone.
De plus, un tableau W est utilisé pour stocker dans W [j] les valeurs :
MCP ′(Q[l(QP j ), rj ],T [l(TP j ), r
j
j ],{P 0 . . .P j}).
La récurrence de programmation dynamique est définie comme suit :
Da,c[b,d] = max

0 si b < a ou d < b
Da,c[b−1,d]
Da,c[b,d−1]
∀P j ∈ S tel que rj = b, rjj = d, l(QP j )≥ a et l(TP j )≥ c :
Da,c[l(QP j )−1, l(Tpj )−1] +W [j]
(4.4)
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dans laquelle
W [j] = v(P j) +
∑
(a′,b′;c′,d′)∈CA(P j)
Da
′,c′ [b′,d′].
Afin de prendre en compte la dépendance entre le calcul des matrices Da,c et le tableau W ,
les graines sont traitées l’ordre postfixe de leurs racines (dans Q). Finalement le score du MCP
est stocké dans D0,0[rQ, rT ] [HWBB09].
L’algorithme peut être implémenté avec une complexité en espace de l’ordre de O(n1×n2)
provenant de la mémoire utilisée par la matrice D(a,c) après le calcul de toutes les zones chaî-
nables. Les détails sont donnés dans [HWBB09], nous allons maintenant considérer la complexité
en temps dans le pire cas. Lors d’une étape préliminaire, l’algorithme requiert un tri de toutes
les graines et de toutes les zones chaînables, qui peut-être réalisé en O(‖S‖ log‖S‖) pour le temps
dans le pire cas qui correspond au nombre de zones chaînables qui est au plus linéaire en la somme
des tailles de bords, i.e. O(‖S‖). Ensuite chaque zone (a,b;c,d) (i.e. le calcul de l’entrée Da,c[b,d])
requiert un temps de calcul en O((b−a)(d−c)+m) (en supposant que les valeurs nécessaires de W
ont déjà été calculées. Cette complexité en temps est en fait bornée par O(n1×n2 +m). Mettre
à jour W [j] peut-être fait par pallier quand les entrées Da′,c′ [b′,d′] pour (a′, b′;c′,d′) ∈ CA(P j)
sont calculées, sans coût asymptotique supplémentaire. Comme une matrice de programmation
dynamique est calculée pour chaque zone chaînable et qu’il y a au plus n21n22 zones comme cela,
la complexité en temps est alors à la fin de :
O(‖S‖ log‖S‖+ min(‖S‖,n21n22)(n1n2 +m)). (4.5)
Avec le modèle de graine considéré par [HWBB09], le nombre de zones chaînables (i.e. ‖S‖),
et alors le nombre de graines peut-être borné par O(n1n2) qui résulte du pire cas en complexité
en temps de O(n21n22) et en espace en O(n1n2) décrit dans [HWBB09].
Chaînage des graines dans les séquences Le problème de chaînage d’un ensemble de
m graines sur deux séquences Q et T de longueurs respectives n1 et n2 peut-être résolu en
O(m logm) [Gus97].
Cette complexité est en général considérée comme la meilleure connue. L’algorithme consiste
dans un tri des extrémités des graines qui sont ensuite considérées par palier. Pour toutes
les extrémités, un arbre binaire de recherche ou ABR (Déf. 1.42) est utilisé pour trouver la
meilleure chaîne compatible ou pour insérer la nouvelle chaîne calculée [OA05]. La taille de
l’ABR étant bornée par n1, la complexité en pire cas est en O(m logmin(m,n1)) en temps et en
O(m+min(m,n1)) en espace.
Pour les séquences, l’algorithme de Heyne et al. [HWBB09] nécessite une matrice de pro-
grammation dynamique C telle que C[a,b] contient la meilleure chaîne incluse dans Q[0 . . .a] et
T [0 . . . b]. De plus, il ne requiert pas que les chaînes soient triées et qu’elle calcule la meilleure
chaîne en O(n1n2 +m) en temps et en O(n1n2) en espace (ou, encore mieux en temps linéaire
s’il n’y a pas de retour sur les pas pour extraire la meilleure chaîne optimale). Une des princi-
pales raisons de la différence de complexité est que l’algorithme de Heyne [HWBB09] factorise
quelques calculs répétés dans l’algorithme de chaînage classique des graines.
Donc, si le nombre de graines est plus élevé que n1n2logn1 , l’algorithme de Heyne [HWBB09]
a une meilleure complexité asymptotique que l’algorithme normalement considéré qui relie une
recherche dans une requête dans un ABR, car le coût pour la recherche dans un ABR dépasse
le coût de scanne de tout l’espace de recherche. Aussi loin que nous le savons, cette propriété
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d’algorithme de programmation dynamique pour le chaînage de graines sur les séquences n’a
jamais été considérée.
Dans la pratique, le chaînage de graines est souvent utilisé pour éviter une comparaison
deux à deux, couteuse entre Q et T . En génomique, par exemple, FASTA [LP85] utilise des
graines pour obtenir une complexité quadratique en temps entre deux séquences. La présente
comparaison montre les limites sur le nombre de graines, il faut donc limiter le nombre de graines
avec un filtre efficace. En pratique, si les graines sont bien sélectionnées (et ont en particulier une
bonne spécificité), nous pouvons supposer que m est en O(min(n1,n2)) dans ce cas l’algorithme
classique [OA05, Gus97] est meilleur, car il ne dépend pas de la taille de Q et de T .
Chaînage de graines dans des arborescences ordonnées L’analyse que nous venons juste
de réaliser pour le chaînage de graines intervient avec une petite modification de notre problème.
En fait, l’Algorithme 10 est une extension du classique algorithme pour le chaînage de graines
dans les séquences et son plus mauvais cas en complexité en temps ne dépend pas de la taille de
Q et T mais il nécessite un ABR pour éviter de traverser exhaustivement les zones chaînables.
En fait, l’algorithme de Heyne peut avoir une meilleure complexité en pire cas en complexité en
temps que l’Algorithme 10 dépendant de la structure des graines considérées.
Par exemple, il est évident à partir de notre analyse de complexité que si ‖S‖ ≤ n21n22
et m log(m) ≤ n1n2, alors notre algorithme a une meilleure complexité asymptotique dans le
plus mauvais cas de complexité. En fait, l’algorithme de Heyne et al. a une complexité en
temps en O(‖S‖(log(‖S‖) +n1n2 +m)), alors que notre algorithme a une complexité en temps
en O(‖S‖(log(‖S‖)+m log(m)). Si les graines ont une taille constante (c’est-à-dire que pour toutes
les graines P , |B(P )|<k pour un k borné) – ce qui est souvent le cas en biologie computationnelle
dans laquelle k-mers sont très utilisés pour modéliser des graines – nous avons ‖S‖ = O(m) et
dans ce cas, notre algorithme est plus efficace si m≤ n1n2logn1 , encore une supposition réaliste.
4.2.6 Chaînage 1D
Dans cette section, nous présentons un sous-problème, un algorithme résolvant le problème
du chaînage maximum dans une seule arborescence. Ce problème peut être défini intuitivement
depuis le MCP avec Q = T et dans lequel QP = TP pour chaque graine P . Nous appellerons ce
problème 1D-MCP.
Définition 4.6 1D-MCP :
Considérons la racine d’une arborescence ordonnée T , un ensemble S de forêts internes de T
appelées graines et une fonction de score v sur les graines. Une chaîne valide est un sous-ensemble
de S de graines non chevauchantes. Soit CS(T ) l’ensemble de toutes les chaînes valides,
1D−MCP (T,S) =max{v(C);C ∈ CS(T )}
où v(C) =∑P∈C v(P ).
D’après la définition du 1D-MCP l’algorithme Section 4.2.4 résout le 1D-MCP.
En fait, l’Algorithme 10 réalise un calcul imposé par le fait que les graines sont une mise en
correspondance entre deux arborescences. La structure R maintient un ensemble de listes qui
peuvent être simplifiées par un ensemble de valeur dans le cas 1D.
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Dans cette section, nous appelons zones chaînables d’une graine P , tous les couples (a,b)
avec l(TP ) ≤ a,b < rTP qui définit une S-forêt interne valide et sont libres de nœuds de P . (a,b)
est maximal si ni (a− 1, b), ni (a,b+ 1) ne sont des zones chaînables valides dans P . Pour tout
b ∈B(TP ), nous notons F (b) l’ensemble de toutes les zones chaînables maximales (a,b) pour P tel
que l(b)≤ a,b < b et pour tout i ∈ [a,b], il n’y a pas de nœud de P sur le chemin de i à b.
Nous redéfinissons les ensembles Y , Y1, Y2 et Y3 pour le cas 1D comme suit :
Y = Y1∪Y2∪Y3
Y1 =
m−1⋃
j=0
CA(P j), Y2 = {(0, rT )},
Y3 = {(a, l(rQ
Pj
)−1) | ∃b; (a,b) ∈ Y1∪Y2 et P j ⊂ (a,b)}
X = {a tel que ∃(a,b) ∈ Y1∪Y2}
L’Algorithme 11 résout le 1D-MCP similairement à l’Algorithme 10. Pour simplifier, approxi-
mativement, l’algorithme n’a pas à régler les problèmes de croisement entre les deux graines et
une mise en correspondance valide. La preuve de la validité suit la preuve de la validité de
l’Algorithme 10.
Complexité La complexité en espace dépend de la taille des structures M et R. À partir de
la propriété 2, |Y1| est en O(min(‖S‖,n2)). |Y3| est en O(min(m2,n2)) et |X| est en O(min(n,‖S‖).
Ainsi la structure M prend O(min(m2,n2)) en mémoire et la structure R utilise O(min(n,‖S‖))
en espace. La complexité totale en espace est O(min(m2,n2) +min(n,‖S‖)).
En supposant que les zones chaînables sont déjà calculées pour toutes les graines, la com-
plexité en temps de l’algorithme est décomposée comme suit :
– O(‖S‖ log‖S‖) : temps requit pour trier J
– O(min(m2,n2)), ligne 4
– O(min(n,‖S‖)), ligne 7
– cas f =−1 : ligne 11-13. Ces lignes sont réalisées en O(min(m,n)) en temps. Chaque itération
se fait en O(min(m,n) en temps alors le coût total de ce cas est en O(min(m,n)2).
– cas f = 0 : ligne 15-17. Sur toute l’exécution, chaque zone chaînable est considérée seulement
une fois. Il y a au plus O(‖S‖) zones dans ce cas, alors le coût des lignes est en O(‖S‖).
– cas f = 1 : ligne 19-24. Il y a m racine et |X| est en O(min(n,‖S‖), alors ces lignes sont en
O(m×min(n,‖S‖)).
La complexité totale est alors en O(‖S‖ log‖S‖+min(m2,n2) +m×min(n,‖S‖)).
Dans le cas des séquences, X = 0 et Y3 est vide. Alors, pour chaque graine P j , il n’y a pas
de chaîne à gauche de P j (dans T [0, l(TP j )[= ∅) mais seulement sous l’unique nœud du bord : la
structure M ne sera jamais utilisée (Y3 est vide), la boucle de la ligne 12 n’est jamais exécutée
(comme l(TP j ) = 0), la ligne 15 est exécutée seulement une fois par graine et chaque bord comme
une simple zone chaînable et finalement la boucle ligne 20 est exécutée une fois par racine.
Toutes ses observations montrent que, dans le cas des séquences, notre algorithme est identique
à l’algorithme décrit dans [Gus97] et que sa complexité est limitée par le temps requis pour trier
J : O(m logm).
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Algorithme 11 1D−MCP (T,S,v) : Calcul le chainage maximum sur S.
Entrées : T : une arborescence ordonnée, S : un ensemble de m graines et v : une fonction
de score sur S.
Sorties : Le score de la chaîne maximal dans S
1: Pour j de 0 à m−1 Faire
2: V [j]← v(j)
3: Fin pour
4: Pour tout a ∈X Faire
5: M [a,b]← 0
6: Fin pour
7: Pour tout a ∈X Faire
8: R[a]← 0
9: Fin pour
10: Pour tout (i,f,j) in J Faire
11: Si f =−1 Alors {i= l(TP j )}
12: Pour tout a ∈X tel que a < l(TP j ) Faire
13: M [a, l(rj)−1]←R[a]
14: Fin pour
15: Sinon Si f = 0 Alors {(i) ∈B(P j)}
16: Pour tout (a,b) ∈ Fj(i) Faire
17: V [j]← V [j] +R[a]
18: Fin pour
19: Sinon {f = 1 et i est la racine de TP j , i= rj}
20: Pour tout a ∈X tel que a≤ l(TP j ) Faire
21: w← V [j] +M [a, l(TP j )−1]
22: Mettre à jour R[a] avec w
23: Fin pour
24: V [j]← V [j] +M [0, l(TP j )−1]
25: Fin si
26: Fin pour
27: Retourner maxj V [j]
Comme présenté dans [LPR+08, HWBB09] cette méthode peut être utilisée pour améliorer
la comparaison d’une requête contre une base de données de structures secondaires d’ARN. Mais
auparavant il est nécessaire de définir la notion de graines sur les arborescences.
4.3 Définition de graines sur des arborescences ordonnées
Notre travail, bien que relativement général est motivé par des questions biologiques et
particulièrement appliqué aux structures secondaires d’ARN. Le traitement de larges bases de
données de structures secondaires d’ARN, telles que Rfam [GJBM+03, GJMM+05, DGT+08,
GDT+08, GDT+10], est un problème important en bioinformatique. Une première approche
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adaptant la notion de distance d’édition sur des arborescences ordonnées a été apportée par
Zhang et Shasha [ZS89]. L’approche d’édition d’arborescence a ensuite été étendue de différentes
manières apportant :
– des problèmes difficiles lorsque sont considérées des opérations d’éditions plus complètes,
telles que présentées dans le chapitre précédent [JLMZ02],
– des algorithmes avec une complexité en pire cas au mieux cubique, même avec un ensemble
minimum d’opérations d’édition [DMRW09, ZS89].
Pour la structure secondaire d’ARN, le calcul de la distance d’édition est plus coûteux que
celui entre séquences pour lesquelles des méthodes heuristiques, basées sur le filtrage ont vu
le jour. Le présent travail est une partie d’un plus large travail qui doit permettre d’étendre
cette approche aux structures secondaires d’ARN. Cette notion a été abordée dans [HWBB09],
à travers la notion de graines basées sur une mise en correspondance exacte maximale.
Dans la Section 4.2, nous décrivons un algorithme efficace pour le chaînage de graines dans
des arborescences ordonnées représentant des structures secondaires d’ARN. Nous présentons
dans cette section un modèle de graines pour les structures secondaires d’ARN, défini par des
segments de séquences (structure primaire) comportant en plus des éléments de structures secon-
daires conservés. Ce modèle permet d’utiliser les informations structurelles afin d’identifier des
homologues tout en gardant un modèle de graines qui reste proche du modèle classique de graines
sur les séquences et pouvant être calculé avec des méthodes efficaces. Notre modèle de graines
associé à une méthode de filtrage peut-être développé pour d’autres modèles d’arborescences
ordonnées.
Dans la Section 4.3.1 nous présentons les graines (l,d) centrées. Leur lien avec la distance
d’édition est donné Section 4.3.2. Enfin, Section 4.3.3 nous illustrons la couverture de ces graines
sur des ARN.
4.3.1 Définition de graines pour des arborescences ordonnées
Définir des graines pour une arborescence ordonnée est plus compliqué que sur les séquences.
Une première idée serait de considérer toutes les sous-structures connexes des arborescences de
taille fixée q. Cela apporte de nombreux problèmes, notamment, le fait que le nombre de graines
peut-être exponentiel en q et qu’il peut-être très coûteux d’énumérer de telles sous-structures.
Un des buts principaux est de définir un modèle de graines d’arborescences qui assurent que le
nombre maximum de graines dans une arborescence est linéaire en sa taille.
Définition de graines (l,d) centrées pour des arborescences ordonnées
Nous assurons cette propriété avec les graines centrées décrites ci-dessous. Bien que notre
définition des graines (l,d) centrées soit basée sur les séquences arc-annotées, il existe une cor-
respondance entre arborescences et séquences arc-annotées (cf. Chapitre 1).
Définition 4.7 (Graines (l,d) centrées) Soient T1 et T2 deux arborescences ordonnées et
A1 = (S1,P1) et A2 = (S2,P2) les séquences arc-annotées correspondantes. Soient d et l deux
entiers tels que 2d≤ l. Une graine (l,d) centrée est un couple (i, j) de positions respectives dans
A1 et A2 tels que :
– 0≤ i≤ |A1|− l−1 et 0≤ j ≤ |A2|− l−1
– P1[i, i+ l] = P2[j,j+ l]
– S1[i+d,i+ l−d] = S2[j+d,j+ l−d]
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En d’autres termes, une graine (l,d) centrée, (i, j) est définie par une mise en correspondance
M = {(u,v)/x = 0 . . . l,u = α(i+x),v = α(j+x)}. Manifestement M définie une paire de forêts
dans T1, T2 telles que les racines des arborescences de chaque forêt sont dans la même fratrie et
sont une mise en correspondance.
Nous associons un score à chaque graine telle que :
score(M) = l+
∑
(u,v)∈M
f(u,v)
où f(a,a) = 1 et f(a,b) = 0 si a 6= b.
S1[0] S1[1] S1[2] S1[3] S1[4] S1[5] S1[6] S1[7] S1[8] S1[9] S1[10] S1[11]
( . . ( ( . . ) ) . . )
S2[0] S2[1] S2[2] S2[3] S2[4] S2[5] S2[6] S2[7] S2[8] S2[9] S2[10] S2[11]
. ( ( . . ) ) . . . . .
Figure 32 : Représentation de graines sur des séquences arc-annotées.
Ainsi une telle définition permet de mieux « conserver » la structure secondaire que la struc-
ture primaire, comme nous pouvons le constater Fig. 32. Lorsque la graine contient une base
appariée et pas sa paire, nous considérons que le nœud interne représentant la paire est inclus
dans la graine.
4.3.2 Propriétés des graines (l,d) centrées
Nous pouvons définir la similarité de graines (l,d) centrées entre deux arborescences.
Définition 4.8 (Similarité des graines (l,d) centrées) Soient T1 et T2 deux arborescences
ordonnées, nous appelons C l’ensemble de toutes les graines (l,d)-centrées entre T1 et T2. La
similarité des graines (l,d)-centrées entre T1 et T2, notée css(l,d,T1,T2) est définie par le score
maximum de chaînage sur C [ACFG11]. C’est, le sous-ensemble C ′ de C tel que : le score
score(C ′) = ∑M∈C′ score(M) est maximal sur toutes les possibilités de C ′. Appelons C ′ la
chaîne de graine optimale. La normalisation de la similarité des graines (l,d)-centrées est :
cssN (l,d,T1,T2) =
css(l,d,T1,T2)
|T1|+ |T2|
Nous observons maintenant une relation entre la distance d’édition avec un modèle de coût
unitaire et les scores de similarité des graines (l,d)-centrées. Cette propriété permet de nous
assurer que le chaînage sur nos graines ne gardera pas des arborescences trop éloignées.
86
4.4.3 Définition de graines sur des arborescences ordonnées
Propriété 4 Soient editionUN une distance d’édition avec des coût unitaires, c’est-à-dire qu’elle
utilise un coût de 1 pour les insertions, les délétions et les substitutions (u,v) telles que u 6= v,
et un coût de 0 pour une substitution si u= v et T1 et T2 deux arborescences ordonnées alors
editionUN (T1,T2)≤ 1− cssN (l,d,T1,T2).
Preuve Considérons C ′, la chaîne de graine optimale qui correspond à cssN (l,d,T1,T2). Nous
avons
css(l,d,T1,T2) =
∑
M∈C′
∑
(i,j)∈M
1 +f(e1(i),e2(j)) = |C ′|l+
∑
M∈C′
∑
(i,j)∈M
f(e1(i),e2(j))
maintenant calculons le score d’édition dans un modèle de coût unitaire associé avec une mise
en correspondance définie par C ′ :
costu(C ′) =
∑
M∈C′
∑
(i,j)∈M
1−f(e1(i),e2(j)) +
∑
i∈T1 /∈C′
1 +
∑
j∈T2 /∈C′
1
La première partie correspond à une substitution, puis les délétions (coût 1) et les insertions.
costu(C ′) = |C ′|l−
∑
M∈C′
∑
(i,j)∈M
f(e1(i),e2(j)) + |T1|− |C ′|l+ |T2|− |C ′|l
Il est donc évident que costu(C ′) = |T1|+ |T2| − css(l,d,T1,T2) et editu(T1,T2) ≤ |T1|+ |T2| −
css(l,d,T1,T2) est la plus petite distance des coûts des possibles mises en correspondance.uunionsq
4.3.3 Applications aux structures secondaires d’ARN
Sur la Fig. 33 sont testées les graines (0-10), (1-7), (2-6) et (3-5) centrées sur des ARN. En
ordonnée est représentée la distance d’édition Zhang-Shasha entre arborescences ordonnées et
en abscisse le pourcentage de couverture définit par 2∗score chainage2∗|T1|+2∗|T2| . Cette courbe bien que
préliminaire nous permet de remarquer que le pourcentage de couverture et la distance d’édition
sont corrélés, en effet plus le pourcentage de couverture est élevé plus la distance d’édition est
faible. Notons tout de même que pour une distance de 0 le pourcentage peut être relativement
faible (45%). Une étude approfondie des performances des graines (l−d) centrées est nécessaire
afin de déterminer les plus pertinentes.
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Figure 33 : Le pourcentage de couverture des graines en fonction de la distance unitaire de
Zhang-Shasha avec chaînage sur les arborescences.
Nous avons proposé dans ce chapitre une nouvelle méthode de comparaison des structures
secondaires d’ARN. La distance d’édition peut alors être calculée pour les structures proches de
la requête. Il convient maintenant de tester ces méthodes sur des structures secondaires d’ARN
afin de déterminer la taille des graines la plus adaptée. Une autre perspective serait de considérer
des graines espacées qui pourraient avoir des meilleurs résultats comme dans le cas des séquences.
D’un point de vue pratique, il faudrait également évaluer l’impact de la phase de prétraitement
du chaînage.
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Nous l’avons vu en introduction, l’augmentation de la quantité de données biologiques mais
également de la taille de chaque donnée nécessite la mise en place d’outils appropriés [OGG+10].
Cela implique non seulement des traitements efficaces (Chapitre 4) mais également une repré-
sentation efficace prenant en compte la complexité des données biologiques disponibles. Il est
important de noter qu’un codage optimal nécessite généralement un traitement complexe pou-
vant nécessiter le passage par un autre stockage temporaire. A contrario, un codage permettant
un traitement efficace utilise souvent un espace mémoire non optimal. Il convient donc de trouver
un compromis entre les phases de codage et de traitement.
Le problème de stockage est bien connu en infographie [Wil71], une façon de le traiter est
d’utiliser les redondances au sein de l’objet et de les stocker une seule fois. Ce principe peut être
appliqué pour la compression de données biologiques, en effet, des redondances sont présentes
dans de nombreux objets biologiques, par exemple, dans les séquences nucléotidiques de l’ADN
[GK00]. Elles sont, entre autres, utilisées pour diagnostiquer des maladies génétiques [SR95],
pour évaluer un risque, tel que le cancer [TBS93] ou réaliser une empreinte génétique afin de
déterminer une identité [But06]. La compression des séquences biologiques est d’ailleurs un
problème largement étudié [RDDD96, CKL00].
Les séquences d’ADN ne sont pas les seuls objets biologiques comportant des redondances.
Mandelbrot [Man82] a ainsi introduit le terme fractale pour désigner une forme géométrique pou-
vant être récursivement divisée en plusieurs parties dont chacune est une copie potentiellement
approximative de taille réduite de l’ensemble, en s’appuyant sur des formes fractales observables
dans la nature. Par exemple, sur la Fig. 34, nous pouvons observer cette répétition de formes sur
(a) le chou romanesco et (b) le réseau d’alvéoles pulmonaires avec les bronches qui se divisent
jusqu’aux alvéoles. Nous l’avons vu en introdution, un grand nombre d’objets biologiques peut
être modélisés par des structures arborescentes, nous proposons ainsi des méthodes lesquelles
déterminant les répétitions dans ces structures pour compresser la redondance.
Une particularité des données biologiques par rapport à des objets purement mathématiques
est qu’elles peuvent contenir du bruit, issu de leurs potentielles natures évolutives [Rea84], cause
de leurs environnements [FK50], ou encore une conséquence inévitable des techniques de collecte
de données [SK95, KY07]. Avec une compression avec pertes adaptée, celui-ci pourrait tendre à
disparaître ou à être lissé [Nat93, DBT01, LCLZ10]. Dans le cas où le bruit est une conséquence
des techniques de récolte de données [SK95, KY07] une compression avec pertes pourrait alors
corriger le problème. Notons tout de même que le bruit peut contenir une information biologique
essentielle. L’analyse de l’expert reste donc incontournable.
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(a) (b)
Figure 34 : Exemples d’objets biologiques de type fractal, sous licence Creative Commons. (a)
La forme fractale du chou romanesco. (b) Le réseau d’alvéoles pulmonaires forme une surface
fractale.
Une partie de ce travail a été réalisé à Calgary et à Montpellier en collaboration avec Chris-
tophe Godin (INRIA), Frédéric Boudon (CIRAD), Przemyslaw Prusinkiewicz (University of Cal-
gary) et Pascal Ferraro (LaBRI) et présenté à International Workshop on Functional-Structural
Plant Models (FSPM) 2010 à Davis [GFBG10] ou est en cours de publication.
Nous proposons dans cette partie une méthode de compression de structures biologiques
arborescentes en les stockant sous forme de graphes acycliques orientés. Dans la Section 5.1, nous
présentons des méthodes de compression de séquences et d’arborescences. Nous proposons, dans
la Section 5.2 une méthode permettant de réaliser une compression avec pertes d’une partie de
l’information contenue dans une arborescence non-ordonnée et une extension prenant en compte
des informations supplémentaires contenues dans les étiquettes de nœuds. Nous évaluons cette
méthode dans la Section 5.3 en l’appliquant à l’architecture des plantes.
5.1 Compression d’arborescences
L’objectif de la compression est de diminuer le nombre de bits nécessaires pour coder l’in-
formation. La compression est une opération qui consiste à passer de la représentation initiale
d’un objet à une représentation plus compacte, c’est-à-dire nécessitant moins d’espace de sto-
ckage. D’un point de vue général, les méthodes de compression sont divisées en deux classes
[Say00]. Elles se différencient sur la phase de décompression, l’opération qui consiste à passer de
l’objet compressé à un objet non compressé. La compression sans perte est telle que l’objet de
départ peut être reconstitué à partir de l’objet compressé de façon identique. À l’inverse, dans
la compression avec perte, l’objet initial ne peut pas être reconstruit à l’identique (Fig. 35).
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Objet initial Objet compressé
Compression sans perte
Décompression
(a)
Objet initial Objet compressé
Objet décompressé
Compression avec perte
Décompression
(b)
Figure 35 : Les deux types de compression. (a) Principe de la compression sans perte. (b)
Principe de la compression avec perte.
La compression de données fait partie de la théorie de l’information qui regroupe, entre
autres, le codage de l’information et la mesure de la redondance d’un objet que nous utilisons
également Section 5.2. La compression de l’information est appliquée sur de nombreux objets
notamment les documents, les fichiers textes, les images, le son ou la vidéo. L’un des exemples les
plus connus en bioinformatique est celui de la compression des séquences d’ADN. Ces techniques
permettent un stockage plus efficace de séquences d’ADN [MSI00] mais aident également à la
compréhension de ces données [CLMT02].
Une brève description de la compression de séquences est présentée Section 5.1.1. Enfin,
Section 5.1.2, nous verrons les méthodes de compression d’arborescences ainsi qu’une méthode
de compression sans perte de la topologie d’une arborescence, dont les méthodes présentées
Section 5.2 sont des extensions.
5.1.1 Compression de séquences
Compression sans perte
Une des premières méthodes de codage fut inventée en 1838 [Say00], pour une utilisation en
télégraphie. Le code Morse utilise des codes plus courts pour les caractères « e » et « t » qui
sont plus fréquents en anglais. Une représentation sous forme d’arborescence peut être obtenue
telle que présentée Fig. 36. L’idée du code Morse est d’utiliser des symboles plus courts pour les
caractères les plus répétés. Une technique alternative est de compresser les répétitions successives
au sein d’une séquence. Par exemple, les techniques de code par plages (en anglais : « run-length
encoding ») ont pour principe de rassembler un ensemble de plages de caractères identiques
consécutifs par une paire (plage, nombre d’occurrences de la plage) [Sal07]. La compression peut
donc utiliser des stockages utilisant moins d’espace pour un caractère ou pour un ensemble de
caractères répétés.
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Figure 36 : Une représentation sous forme d’arborescence binaire ordonnée de la table pour la
recherche dichotomique du code Morse (image libre de droit). Pour trouver un caractère à partir
du code Morse, il faut partir de la racine (nœud « start »). Notons vg son enfant gauche et vd le
droit, pour chaque symbole « . », la recherche continue dans la sous-arborescence enracinée en
vg, à l’inverse, le symbole « - »correspond à une recherche dans la sous-arborescence enracinée
en vd. Lorsque l’ensemble des symboles du code Morse ont été parcourus, l’étiquette du nœud
courant est le symbole codé.
Méthodes statistiques Les méthodes de compression ont réellement commencé à être étu-
diées dans les années 1940 avec le développement de la théorie de l’information [Sal07]. Les
premières méthodes développées sont des méthodes de compression statistique. D’un point de
vue naïf, elles utilisent la répartition des caractères dans le texte, plus précisément leur fréquence
d’apparition dans le but de compresser. Les codes petits sont alors utilisés pour les caractères
les plus fréquents.
Fano et Shannon ont simultanément conçu un algorithme basé sur les statistiques [Fan39,
Sha48, Sal07]. Le codage de Shannon-Fano est réalisé en plusieurs étapes. Premièrement, les
symboles à compresser sont triés selon leurs probabilités d’apparition. Lorsque ces dernières ne
sont pas connues, une phase de prétraitement à lieu afin de les calculer. L’ensemble des symboles
est divisé en deux parties de façon à ce que les probabilités des deux parties soient le plus proche
possible de l’égalité, la probabilité d’une partie étant égale à la somme des probabilités des
différents symboles de cette partie. La première partie sera codée par des mots commençant par
0, la seconde par 1. Les parties obtenues sont subdivisées récursivement. Lorsqu’une partie ne
contient qu’un seul élément, celui-ci est représenté par un code vide.
Le codage de Shannon-Fano a été un des précurseurs, cependant le codage de Huffman
[Huf52] propose une solution statistique optimale dans le sens du nombre de symboles pour
un codage d’un caractère avec probabilité connue [Sal07]. Chaque caractère est représenté par
un nœud. Un poids est associé à chaque nœud correspondant à sa fréquence. Les deux nœuds
avec les plus petits poids sont fusionnés afin de ne former qu’un seul nœud dont le poids est la
somme des deux poids précédents. Cela est réitéré jusqu’à ce qu’il ne reste plus qu’un nœud. Le
résultat peut être modélisé sous forme d’une arborescence binaire, issue du même principe que
celui illustré Fig. 36 dans ce cas la branche gauche correspondra, par exemple, au caractère 0 et
la branche droite au caractère 1.
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Le codage arithmétique est assez similaire au codage de Huffman. Il permet de coder les
symboles sur un nombre non-entier de bits, en effet il ne code pas caractère par caractère mais
par chaînes de caractères. Il est meilleur du point de vue de l’entropie que le codage de Huffman
sauf dans le cas où tous les poids sont des puissances de 2 [Sal07]. Cependant, compte tenu de
la précision des ordinateurs, il est limité au codage de séquences relativement courtes.
Méthodes par dictionnaire Les méthodes par dictionnaires prennent en compte la redon-
dance d’un ensemble de caractères de taille variable. En 1977, Lempel et Ziv [ZL77] ont suggéré
l’idée de base de ce codage basé sur des pointeurs. Les mots répétés ou fréquents sont stockés
dans un dictionnaire et remplacés par une adresse dans le dictionnaire. Le dictionnaire peut être
calculé une seule fois ou évoluer dynamiquement.
Deux techniques de compression basées sur des dictionnaires appelés LZ78 et LZ77 ont été
développées par Lempel et Ziv [ZL77, ZL78]. LZ77 [ZL77] n’a pas de dictionnaire proprement
dit, cet algorithme utilise une technique de fenêtre glissante de longueur fixe. Les motifs lus
précédemment dans la fenêtre servent de dictionnaire. Ainsi lorsqu’un motif a déjà été rencontré,
il est remplacé par une référence vers la première occurrence. LZ78 [ZL78] utilise une approche
complètement différente pour la construction du dictionnaire. Au lieu d’utiliser des motifs de
longueur fixe à partir d’une fenêtre, il ajoute dans le dictionnaire le plus court motif non présent
dans le dictionnaire. LZ78 nécessite de savoir trouver efficacement, dans un dictionnaire si un
motif est présent.
Dans le milieu des années 1980, suite à des travaux de Terry Welch [Wel84], l’algorithme
LZW, une variante de LZ78 a vu le jour. LZW est initialisé avec un dictionnaire contenant
l’ensemble des caractères de l’alphabet. Au fur et à mesure de la lecture de la séquence à
compresser, ce dictionnaire est complété par des sous-séquences de cette séquence. Cette méthode
est utilisée pour la plupart des systèmes de compression à usage général.
Compression avec perte
Vers la fin des années 1980, les images numériques sont devenues plus fréquentes. Dans le
début des années 1990, les méthodes de compression avec pertes ont également commencé à être
utilisées. En ce qui concerne la compression de texte, ces techniques se heurtent généralement
à la difficulté de garder la sémantique [WBM+94]. Sadeh [Sad96] a proposé un algorithme basé
sur des motifs non exacts prouvant des propriétés asymptotiques.
Compression de séquences d’ADN
La compression de séquences biologiques n’est pas une tâche facile [CKL00]. Grumbach
et Tahi [GT94] ont essayé de compresser des séquences d’ADN en utilisant les algorithmes
de codage de Huffman [Huf52], les techniques arithmétiques et les algorithmes basés sur les
méthodes de Lempel-Ziv dont LZ77 [ZL77], LZ78 [ZL78] et LZW [Wel84]. Les méthodes de
compression présentées ci-dessus ne sont pas très efficaces, en général moins bon qu’un algorithme
naïf [Lan04].
Compte tenu de la mauvaise performance des algorithmes traditionnels, deux méthodes de
compression ont été proposées par Grumbach et Tahi, Biocompress [GT93] et Biocompress-2
[GT94]. Biocompress [GT93] est une combinaison d’une méthode proche de LZ77 [ZL77], dans
laquelle chaque sous-séquence est encodée par une paire d’entiers représentant la longueur du
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motif et sa position ainsi que d’un encodage dans lequel chaque caractère est codé par un nombre
à deux bits. Biocompress2 [GT94] utilise en plus un codage arithmétique. Rivals et al. [RDDD96]
ont proposé un autre algorithme de compression, Cfact [RDDD96] cherchant le plus long motif
répété en utilisant un arbre des suffixes sur la séquence entière. Rivals et al. [RDD+97] ont
également conçu un algorithme de compression permettant de détecter des répétitions en tandem
de séquences d’ADN.
Notons que les séquences d’acides aminés des protéines peuvent également être compressées
[MSI00].
5.1.2 Compression d’arborescences
Arborescences ordonnées
Le problème de la construction d’une compression d’une arborescence a été étudié dès les
années 70 dans différents domaines. Le problème de compression des arborescences a ainsi été
traité en éliminant les redondances internes apparaissant dans ces structures. Pour la réduction
d’une arborescence ordonnée, divers algorithmes ont été proposés, ils possèdent une complexité
allant de O(n2) à O(n), en considérant n comme le nombre de nœuds dans l’arborescence, par
exemple [DST80, CR96, BLM08].
Parmi ces méthodes, les méthodes de calcul d’une réduction sous forme de DAG sont très
proches des algorithmes décrits pour tester si deux arborescences sont isomorphes. Les repré-
sentations d’arborescences sous forme de DAG sont très utilisées en informatique graphique
dans lequel le processus de condensation d’une arborescence en graphe est appelé l’instanciation
[Sut64]. Ce processus, tout d’abord utilisé par Sutherland [Sut63], rend possible le partage des
nœuds représentant les mêmes objets dans une scène et ainsi évite les duplications non néces-
saires des différentes instances du même objet graphique. Ce principe est maintenant usuellement
implanté dans les scènes des applications d’infographie [SSdR03]. Il permet une manipulation
efficace des très grandes scènes et est régulièrement appliqué dans le rendu complexe de scènes
fractales ou de scènes modélisant des plantes.
Compression topologique des arborescences non-ordonnées sans perte
La méthode présentée dans cette section permet de compresser sans perte la topologie d’une
arborescence non-ordonnée. Nous allons la définir plus précisément. La méthode de compression
avec pertes présentée à la section suivante étant une extension.
Les arborescences auto-emboitées introduites par [Gre96] ne sont pas strictement autosimi-
laires, c’est-à-dire que les différentes parties de l’arborescences ne sont pas déduites par similitude
par rapport au tout, mais possèdent une structure interne récursive. Ferraro et Godin [GF10] ap-
pellent de telles arborescences des arborescences auto-emboitées, pour insister sur leur structure
récursive et sur leur proximité avec la notion d’autosimilarité. Les arborescences auto-emboitées
sont telles que l’ensemble des sous-arborescences d’une certaine hauteur sont isomorphes (Déf.
1.20). Cette notion a été dérivée afin de donner la possibilité de compresser des arborescences
non-ordonnées sans perte d’information en des DAG plus compacts.
Considérons la relation d’équivalence définie pour une arborescence isomorphe (c’est-à-dire deux
sous-arborescences identiques au réétiquetage de leurs composants près) sur l’ensemble des sous-
arborescences de l’arborescence T . Nous dirons que les nœuds vx et vy dans V sont équivalents si
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et seulement si T [vx] et T [vy] sont isomorphes et on note par extension vx ≡ vy. Pour tout vx ∈ V ,
posons c(vx) la classe d’équivalence de vx.
Le graphe quotient Q(T ) = (VQ,EQ) ainsi obtenu depuis T utilisant la relation ci-dessus sur les
nœuds de T est un DAG. VQ est l’ensemble de classes équivalentes I sur V . EQ est un ensemble
de paires des classes d’équivalences telles que (I,J) ∈EQ si et seulement si ∃(x,y) ∈E, c(x) = I et
c(y) = J .
Il est évident que Q(T ) condense l’information topologique contenue dans l’arborescence T .
Cependant, Q(T ) ne contient pas nécessairement la même information que T .
Considérons un nœud x de T et notons n(x,J) le nombre d’enfants de x qui sont de classe J :
n(x,J) = |{z ∈ T |z ∈ enf(x) et c(z) = J}|
La quantité n(x,J) est constante pour tout x ∈ I, et est ainsi indiquée par n(I,J). Cette
fonction définie sur les arcs de Q(T ), est appelée la distribution des signatures de T [GF10].
Définition 5.1 (Réduction d’une arborescence) Soit T une arborescence et Q(T ) = (VQ,EQ)
le graphe quotienté issu de T . La réduction R(T ) de T est un graphe (VQ,E+Q ), dans lequel E
+
Q
est un multi-ensemble {((I,J),n(I,J))}(I,J)∈EQ , n de la distribution des signatures T .
R(T ) est ainsi un DAG Q(T ) avec des étiquettes sur les arcs correspondants à n(I,J).
Deux méthodes ont été proposées dans [GF10] pour calculer l’ensemble des sous-arborescences
isomorphes.
Signature La première est basée sur une signature ajoutée à chaque nœud. Depuis les feuilles
jusqu’à la racine, les signatures sont calculées comme étant l’union des signatures des enfants
du nœud.
Distance d’édition La seconde méthode proposée part du calcul de la distance de l’arborescence
avec elle-même, en utilisant la méthode de Zhang [Zha96] (décrite Section 3.3.1) ; les arbores-
cences n’étant pas ordonnées. Les distances entre toutes les sous-arborescences sont alors connues
et une distance nulle implique que les sous-arborescences sont isomorphes.
La complexité en temps du calcul de la réduction, en utilisant la méthode d’édition est en
O(|T |2deg(T ) logdeg(T )), en revanche celle basée sur les signatures est en O(|T |deg(T ) logdeg(T )).
Un exemple de compression topologique sans perte est donné Fig. 37.
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Figure 37 : Exemple de résultat de la compression topologique présentée dans [GF10].
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Les méthodes de compression sont utilisées sur de nombreux objets. La compression sans
perte définie sur des arborescences non-ordonnées, a été utilisée dans des cas pratiques pour
définir une méthode de compression entre plantes. Hélas, bien que les plantes possèdent un
caractère globalement redondant elles ne sont pas parfaitement répétitives, dues notamment
aux erreurs introduites pour la mesure mais aussi aux aléas de croissance. Nous proposons aussi
d’adapter cette méthode pour définir une méthode de compression avec perte. Pour améliorer
le taux de compression et lisser les erreurs.
5.2 Compression des arborescences avec perte
Les structures biologiques arborescentes contiennent des répétitions, cependant ces structures
peuvent posséder des répétitions non exactes et contenir des informations supplémentaires sur les
étiquettes des nœuds. Nous proposons une méthode qui exploite l’autoredondance approximative
d’une structure arborescente pour la compresser sur différents degrés tout en respectant un com-
promis entre le taux de compression et sa pertinence. Cette nouvelle méthode de compression
permet d’augmenter l’efficacité des modèles, des simulations et des analyses de structures parti-
culièrement redondantes en utilisant la représentation compressée à la place de la représentation
initiale.
Dans ce manuscrit, nous utilisons d’abord les répétitions non exactes dans une arborescence
non-ordonnée dans le but de calculer une compression avec pertes de ces données. Le résultat
de la compression est un DAG qui possède un nombre maximum de nœuds pouvant être défini
en entrée. Dans un second temps, nous proposons une solution pour compresser ces données
lorsqu’elles contiennent des étiquettes sur les nœuds.
Dans la Section 5.2.1 nous présenterons le problème de compression topologique avec perte.
Nous décrirons ensuite, Section 5.2.2, une méthode permettant de compresser avec pertes une
structure arborescente étiquetée.
5.2.1 Compression avec pertes des arborescences non-ordonnées et non éti-
quetées
Partant d’une arborescence, le problème de compression avec pertes consiste à trouver une
version compacte, c’est-à-dire nécessitant moins d’espace de stockage de l’arborescence, cette
version compacte peut alors être décompressée en une nouvelle arborescence. Le principe de la
compression avec pertes implique que l’arborescence de départ et sa version décompressée ne
seront pas isomorphes. Cependant, dans un souci de qualité de résultats, nous ajoutons deux
contraintes. La première sur la taille de la compression : nous souhaitons contrôler la taille de
la version compressée en imposant le nombre de nœuds du graphe acyclique orienté, c’est-à-
dire de la version compressée. La seconde contrainte souhaitée est de permettre d’obtenir une
compression avec une perte contrôlée. Pour cela, nous imposons le fait que l’arborescence initiale
et l’arborescence reconstruite soient proches autant que possible.
Formalisation du problème
Nous proposons de traiter le problème de compression avec pertes d’une arborescence non-
ordonnée utilisant ces redondances.
96
5.5.2 Compression des arborescences avec perte
L’idée du problème est de trouver à partir d’une arborescence T , sa compression R sous
forme de DAG , tel que |R|= c et tel que Tc l’arborescence reconstruite à partir de R respecte :
d(T,Tc)< .
Afin de donner une définition plus formelle, nous devons introduire quelques termes.
Nous avons vu la notion d’isomorphisme (Déf. 1.20). Le -quasi-isomorphisme sur les arbo-
rescences (Déf. 5.2) est une notion moins contrainte dans laquelle la distance entre les deux
arborescences n’est pas nulle mais inférieure à un seuil.
Définition 5.2 (-quasi-isomorphisme) Soient T1 et T2 deux arborescences et  ∈R+, T1 et
T2 sont -quasi-isomorphisme si et seulement si d(T1,T2)< .
Remarque 18 Nous pouvons noter que pour  = 0, le 0-quasi-isomorphisme revient à un iso-
morphisme.
Remarque 19 Un -quasi-isomorphisme ne définit pas une relation d’équivalence, en effet elle
n’est clairement pas transitive.
Donnons maintenant une définition formelle du problème de la compression avec pertes d’une
arborescence non-ordonnée.
Soient T une arborescence, R(T ) la compression sans perte de T et c ∈ N tel que c ≤ |R(T )|.
Le problème de compression avec pertes d’une arborescence non-ordonnée consiste à trouver un
DAG DT tel |DT | ≤ c. Considérons Tc la reconstruction de l’arborescence à partir de DT et T
l’ensemble des arborescences telles que leurs réductions aient pour taille c, on cherche Tc tel que
D(T,TC) = min
Tk∈T
D(T,Tk). En pratique nous proposons une heuristique, la distance entre Tc et Tk
n’est pas minimum.
5.2.2 Algorithme de compression topologique avec perte
La compression avec pertes de données peut être découpée en différentes tâches. Première-
ment, il convient de définir la structure de données à compresser. Il faut ensuite identifier les
redondances qui pourront être traitées. Une fois cette étape passée, l’action de compression à
proprement parler peut avoir lieu. La méthode peut ensuite être évaluée afin de déterminer son
efficacité.
Nous nous intéressons dans cette section à la compression d’arborescence non-ordonnée sans
étiquette que nous appelons compression topologique. La modélisation de l’architecture des
plantes, par exemple, peut être réalisée de cette manière (voir Chapitre 2).
Identification des redondances
Il convient d’abord de trouver au sein de la structure l’ensemble des redondances. Nous
décomposons cette étape en deux sous étapes, la comparaison de sous-arborescences et la création
de classes de quasi-équivalences.
Comparaison des sous-arborescences Les méthodes de comparaison présentées Chapitre
3 permettent de calculer les distances entre deux sous-arborescences. Elles se basent sur le
principe de la programmation dynamique qui, en fait, calcule l’ensemble des distances entre
les sous-arborescences. Calculer la distance de l’arborescence contre elle-même permet alors
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de calculer les distances entre chacune de ses sous-arborescences deux à deux. Soit T = (V,E)
une arborescence, calculer d(T,T ) revient alors à comparer ses sous-arborescences deux à deux
d(T [i],T [j]) pour tout (i, j) ∈ V 2. Dans le cas non-ordonné nous pouvons utiliser l’algorithme
d’édition contrainte d’arborescences non-ordonnées de Zhang [Zha96].
Les résultats des comparaisons sont stockés dans une matrice carrée M de taille |T | × |T |
telle que M(i, j) = d(T [i],T [j]) pour tout (i, j) ∈ V 2. Les résultats des distances présents dans la
matrice sont au minimum de 0, dans le cas de sous-arborescences parfaitement isomorphes. Un
cas trivial est celui de la diagonale de la matrice, représentant la distance entre T [i] et T [i],
qui ne contiendra que des valeurs nulles. Tout résultat  strictement supérieur à 0 implique que
les deux sous-arborescences ne sont pas strictement isomorphes mais -quasi-isomorphes. Nous
pouvons préciser que plus le résultat est faible, plus les deux sous-arborescences sont proches.
De plus, la matrice étant symétrique par rapport à la diagonale, seul le triangle supérieur (ou
inférieur) peut être calculé.
Un exemple de matrice relative à une arborescence est donné Fig. 38. Dans cet exemple,
les insertions et les délétions ont un score de 1 et les substitutions de 0. Les sous-arborescences
complètes enracinées dans les nœuds possédant les numéros 1, 2, 4, 5, 6, 8 et 9 sont isomorphes
deux à deux, de même pour les sous-arborescences complètes enracinées dans les nœuds possé-
dant les numéros 3 et 10. Nous pouvons remarquer que la distance entre les sous-arborescences
complètes enracinées dans les nœuds possédant les numéros 3 et 7 mais également celle entre
7 et 10 est de 1, ces sous-arborescences sont donc 1-quasi-isomorphes. La plus grande distance
présente dans cette matrice est de 10, elle correspond à la distance entre les feuilles et la racine
de l’arborescence.
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(a)
1 2 3 4 5 6 7 8 9 10 11
1 0 0 2 0 0 0 3 0 0 2 10
2 - 0 2 0 0 0 3 0 0 2 10
3 - - 0 2 2 2 1 2 2 0 8
4 - - - 0 0 0 3 0 0 2 10
5 - - - - 0 0 3 0 0 2 10
6 - - - - - 0 3 0 0 2 10
7 - - - - - - 0 3 3 1 7
8 - - - - - - - 0 0 2 10
9 - - - - - - - - 0 2 10
10 - - - - - - - - - 0 8
11 - - - - - - - - - - 0
(b)
Figure 38 : Une arborescence et la matrice correspondante. (a) arborescence à compresser,
les nœuds avec des couleurs similaires sont isomorphes. (b) Matrice de distances entre les sous-
arborescences complètes enracinées des nœuds de l’arborescence.
Classes de quasi-équivalences La matrice M précédemment calculée contient donc toutes
les distances de toutes les paires de sous-arborescences de T . Le DAG est construit suivant des
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classes de quasi-équivalences déterminées depuis cette matrice de distance afin d’obtenir un DAG
possédant c nœuds. Il faut définir les c sous-arborescences quasi-équivalentes qui ne définissent
pas une équivalence (cf. Remarque 19). Pour cela nous proposons d’utiliser une méthode de
classification.
Principe des méthodes de classification
Les méthodes de classifications ont pour but d’opérer des regroupements en classes homo-
gènes d’un ensemble d’objets [JD88]. Les données se présentent sous la forme d’une matrice ayant
défini un critère de distance (dissemblance) entre les individus. Il convient alors de procéder au
regroupement des individus.
Les méthodes de classification regroupent des algorithmes de partitionnement hiérarchique,
basés sur la densité, etc. [Mir96, JMF99]. Dans le cas des algorithmes de partitionnement, une
partition en k classes, k étant imposé, est réalisée. Lorsque k est modifié, les résultats peuvent
changer considérablement. Ainsi, les individus mis au sein d’une même classe avec un k donné
peuvent être regroupés dans des classes différentes lorsqu’une classification avec k+1 classes est
réalisée. Si cette technique est appliquée à la compression, le résultat de la compression peut
alors être très altéré avec un changement du nombre de classes. Pour ces raisons, le clustering
basé sur le partitionnement n’est pas souhaitable dans notre cas.
Les classifications hiérarchiques
Les classifications hiérarchiques ont pour principe de réaliser des suites de partitions emboî-
tées [JMF99]. Elles possèdent plusieurs avantages. Tout d’abord, la lecture de la classification
permet de déterminer le nombre optimal de classes. Ensuite, le nombre de classes peut être choisi,
allant d’une seule à n classes, n étant le nombre d’individus dans la matrice. Enfin, contraire-
ment aux algorithmes de partitionnement précédemment cités, les données classées ensemble ne
peuvent plus être classées dans des classes différentes en variant le nombre de classes.
Les classifications hiérarchiques sont descendantes [Gor87, JMF99] ou ascendantes [Gor87,
JMF99]. Dans le cas descendant, en partant de l’ensemble des données regroupées au sein d’une
classe unique, les classes sont successivement découpées. En revanche, dans le cas ascendant,
elles consistent à fournir un ensemble de partitions en classes de moins en moins fines, obtenues
par regroupements successifs de parties. Dans les deux cas, les premières classes données par
l’algorithme ont une meilleure qualité que les dernières. En utilisant un parallèle avec la com-
pression d’image, nous souhaitons qu’un objet peu compressé ait une distance entre l’objet initial
et l’objet reconstruit proche. Nous privilégions donc la classification hiérarchique ascendante.
La méthode de classification hiérarchique ascendante [JMF99] est la suivante :
1. les n individus sont mis dans n classes singletons,
2. les distances entre les classes sont calculées,
3. les deux individus les plus proches sont regroupés formant ainsi n−1 classes,
4. les étapes 2 et 3 du processus sont répétées jusqu’à ce que tous les individus soient regroupés
au sein d’une seule et même classe.
Ces classifications peuvent être illustrées sous forme d’arbre de classification ou dendro-
gramme [MS99], la Fig. 39 illustre une classification sous forme de dendrogramme obtenu depuis
la matrice M Fig. 38.
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Figure 39 : Une classification hiérarchique sous forme de dendrogramme de l’arborescence
présentée Fig. 38(a).
Lorsqu’on souhaite obtenir k classes, il est possible d’arrêter l’algorithme avant que tous les
individus soient regroupés, en suivant la méthode de l’Algorithme 12 [Mur83].
Algorithme 12 Classification(M,k) : Calcul de k classes dans la matrice M .
Entrées : M : une matrice de distance entre individus, k : le nombre de classes souhaité.
Sorties : C = {C1, . . .Ck} un ensemble de k classes tel que chaque individu soit présent dans
une et une seule classe.
1: C←∅
2: Pour tout individu ∈M Faire
3: Créer une classe Ci
4: Ci← {individu}
5: C← C ∪Ci
6: Fin pour
7: Tant que |C|> k Faire
8: Calculer les dissimilarités entre les classes
9: Rechercher les classes Ci et Cj les plus proches
10: C← C\{Ci,Cj}∪{Ci∪Cj}
11: Fin tant que
Un des points important des méthodes de classification hiérarchique consiste à définir une
mesure entre les différentes classes. Ainsi, la ligne 8 de l’Algorithme 12 consiste à calculer les
dissimilarités entre les classes. Nous connaissons la distance entre deux individus x et y mais
il faut la définir entre deux classes contenant la réunion de plusieurs individus. De nombreuses
méthodes existent. Soient C1 et C2 deux classes :
1. Le saut minimum (en anglais « single linkage ») qui est défini par
dissimilarite´(C1,C2) = min
x∈C1,y∈C2
(d(x,y)).
L’algorithme de clustering utilisant le saut minimum a une complexité en temps en O(n2).
Cette méthode peut forcer des individus à être dans la même classe, même si la plupart
des individus de chaque classe ont une distance grande.
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2. Le saut maximum (en anglais « complete linkage ») à l’inverse prend la distance maximum,
dissimilarite´(C1,C2) = max
x∈C1,y∈C2
(d(x,y)).
La complexité en temps est en O(n2 logn). En utilisant le saut maximum, les classes obte-
nues sont compactes.
3. Le lien moyen (en anglais « average linkage »), situé entre les deux méthodes précédentes
utilise la moyenne des distances,
dissimilarite´(C1,C2) =
∑
x∈C1,y∈C2
(d(x,y))
|C1||C2| .
Celle-ci est couramment utilisée en phylogénie et plus connue sous le nom d’UPGMA. La
complexité en temps est en O(n2).
4. Enfin, la distance de Ward vise à maximiser l’inertie inter-classe,
dissimilarite´(C1,C2) =
|C1||C2|
|C1|+ |C2|d(G1,G2)
avec G1 et G2 les centres de gravité des classes C1 et C2. La complexité est en O(n2) après
un calcul préalable des distances Euclidiennes en O(pn2) avec p le nombre de variables. On
peut donc considérer que ce calcul se fait en O(pn2).
D’autres mesures, que nous ne détaillerons pas dans ce manuscrit existent.
Après la phase de classification, nous avons donc un ensemble C de k classes avec k ∈ J1, cK
telles que ∀T1,T2 ∈ Ck,d(T1,T2)≤ . C est un ensemble de c classes de quasi-équivalences. L’idée
est alors que chaque classe représente une sous-arborescence type Tˆk, proche des éléments de la
classe Ck.
Construction de la compression
Les redondances ou quasi-redondances étant définies, il reste à les regrouper pour définir une
version compressée de l’arborescence d’origine.
Quotientement de l’arborescence Les classes définissent une relation d’équivalence qui
permettent de définir un quotientement de l’arborescence à partir duquel le DAG est construit.
Les sous-arborescences complète enracinées en vi dans la même classe sont ainsi mises dans le
même quotientement. Les sous-arborescences dans la même classe impliquent donc que la racine
de ces sous-arborescences est dans le même nœud du quotientement.
Un exemple est présenté Fig. 40, il s’appuie sur la hiérarchie de la Fig. 38.
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Figure 40 : Les classes issues de la classification définissent un quotientement d’une arbores-
cence.
Construction du DAG Pour chaque classe Ck il convient de trouver une sous-arborescence
T ∗k qui sera le représentant de la classe.
Lors de la compression sans perte, les sous-arborescences étant isomorphes, trouver le repré-
sentant de la classe dans la compression est évident. Dans le cas de la compression avec pertes, les
sous-arborescences peuvent ne pas être isomorphes. C’est le cas pour les trois sous-arborescences
issues des nœuds 3, 7 et 10. Cependant, afin d’obtenir une meilleure compression, une seule copie
de la classe doit être gardée. Le choix de l’élément représentant est fondamental et complexe.
Plusieurs stratégies peuvent être mises en place :
1. Afin d’obtenir un grand gain d’un point de vue du stockage, il est possible de choisir la plus
petite sous-arborescence : T ∗k = T tel que T ∈ Ck et |T |= minTk∈Ck |Tk|. Cependant la distance
entre l’arborescence de départ et la version reconstruite peut être élevée.
2. Prendre le plus grand : T ∗k = T tel que T ∈Ck et |T |= maxTk∈Ck |Tk|, n’est pas optimal que cela
soit pour la taille finale du codage mais également pour la perte de qualité.
3. Afin d’avoir une meilleure qualité dans la compression, il serait pertinent de définir la sous-
arborescence moyenne, c’est-à-dire celle avec la plus petite distance entre les éléments de
la classe : soit T l’ensemble des arborescences, T ∗k = min
T∈T
∑
Tk∈Ck
d(Tk,T ). Cependant dans le
cas de l’application biologique, nous risquons de créer des sous-arborescences qui n’étaient
pas présentes initialement.
4. En nous inspirant des techniques de compression, nous proposons donc de prendre la sous-
arborescence la plus fréquente dans les classes considérées et en cas de fréquence égales
la plus petite de l’ensemble des plus fréquentes. Notons que nous ne permettons pas de
boucle(Déf. 1.12) au sein du graphe ainsi seul les arcs entre deux classes sont autorisés.
En cas de fréquences à égalité, dans le but d’avoir une compression utilisant moins d’espace la
plus petite sous-arborescence sera privilégiée. Un exemple est donné Fig. 41.
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Figure 41 : Construction du DAG à partir du quotientement de la Fig. 40.
Nous allons simplifier le DAG obtenu, en effet ce DAG peut contenir des arcs avec des poids
nuls. Dans ce cas, ces arcs sont supprimés du graphe. Il est alors possible d’avoir plusieurs nœuds
racines dans le DAG. Ces nouvelles racines ne correspondent pas à la racine dans l’arborescence
de départ, la reconstruction de l’arborescence à partir du DAG ayant lieu depuis la racine initiale
jusqu’aux feuilles, il n’est plus pertinent de les laisser. Depuis le nœud qui correspond à la racine
de l’arborescence, les nœuds tels qu’il n’existe pas un chemin entre la racine de l’arborescence
et les feuilles sont supprimés du graphe ainsi que ses arcs adjacents. Ainsi le nombre de nœuds
du graphe est borné par le nombre de classes.
Propriété 5 Le graphe obtenu est un DAG.
Preuve Afin de prouver que le graphe obtenu est un DAG , il faut vérifier que la relation
d’ancestralité est conservée. Nous devons vérifier une contrainte sur la classification.
Soient T = (V,E) une arborescence, (vx,vy,vz)∈ V 3 tels que vx est un descendant de vy et vy
est un descendant de vz et Cx,Cy,Cz les classes auxquelles appartiennent les sous-arborescences
enracinées en vx, vy et vz, nous souhaitons que Cx =Cz si et seulement si Cy =Cx. Par définition
de la distance, nous savons que d(vx,vz)≤ d(vx,vy). Lors du premier passage dans la boucle des
lignes 7-10 de l’Algorithme 12, la condition est alors respectée. Tant que les classes Cx,Cy,Cz
ne sont pas modifiées, elles le restent. Si ces classes sont modifiées nous avons plusieurs cas :
– Cx et Cy sont regroupées,
– Cy et Cz sont regroupées,
– Cx ou Cy ou Cz est regroupée avec une autre classe notée Ci sous-arborescence complète
enracinée en vi.
Dans les deux premiers cas, la condition est vérifiée. Le dernier cas implique un nouveau calcul
des dissimilarités entre les classes. Alors Ci a été plus proche de la classe avec laquelle elle a
fusionné que des autres classes, nous noterons la classe la plus proche Cj . Donc d(vi,vj)≤ d(vi,vk)
avec vk 6= vj . Nous avons trois cas :
– Cx = Cj , alors la nouvelle classe a une distance plus faible avec Cy qu’avec Cz,
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– Cy = Cj , alors la nouvelle classe a une distance avec Cx et Cz plus proche que la distance
entre Cx et Cz,
– Cz = Cj , alors la nouvelle classe a une distance plus faible avec Cy qu’avec Cx.uunionsq
Sur la Fig. 42 est illustrée une arborescence, le graphe obtenu et le graphe simplifié.
18
4
1 2 3
8
5 6 7
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14 15 16
(a)
C1
C2
C3
C4
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Figure 42 : Simplification du graphe à partir des arcs de poids nuls. (a) Une arborescence à com-
presser, les classes obtenues après classification de la matrice de distance entre sous-arborescences
sont C1 = {18}, C2 = {4,8,13,17}, C3 = {10} et C4 = {1,2,3,5,6,7,9,11,12,14,15,16}. (b) Le
graphe obtenu avec les sous-arborescences représentatives est le graphe G = {V,E} avec V =
{C1,C2,C3,C4} et E = {(C1,C2,4),(C1,C2,4),(C2,C3,0),(C2,C4,3),(C3,C4,1)}. (c) Le graphe
simplifié qui ne possède que 3 nœuds, C1, C2 et C4.
Algorithme
La méthode de compression est schématisée Fig. 43 et détaillée Algorithme 13 . La complexité
est en O(|T1||T2|(Deg(T1) +Deg(T2))log((Deg(T1) +Deg(T2))), celle ci étant due à la comparaison
[Zha96] de la ligne 1, décrite dans le Chapitre 3.
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Algorithme 13 Compression(T,c) : Calcul de la compression de T sous forme d’un DAG avec
une taille inférieure ou égale à c.
Entrées : T : une arborescence non-ordonnée, c : le nombre de classes souhaité.
Sorties : D un DAG tel que |D| ≤ c.
1: Calculer la distance de Zhang entre T et lui-même, stocker les distances entre sous-
arborescences dans une matrice M
2: Classifier M en c classes avec l’algorithme de classification hiérarchique de Ward [War63]
3: Créer les nœuds du DAG D à partir des classes
4: Définir le représentant de chaque classe et mettre à jour D
1. Représentation des plantes
2. Comparaison des unités
3. Identification des unités similaires
Identification des redondances
4. Unités représentantes
5. Nouvelle structure de données
Compression des redondances
6. Évaluation
Figure 43 : Schéma de la méthode de compression d’arborescences.
5.2.3 Compression avec pertes d’arborescences non-ordonnées étiquetées
Nous avons vu que les arborescences servent à modéliser des objets biologiques et qu’elles sont
généralement étiquetées. Nous proposons une extension de la méthode précédente en prenant en
compte des étiquettes sur les nœuds, représentant par exemple la géométrie.
Définissons, la compression sans perte avec étiquettes. Considérons la relation d’équivalence
définie pour les arborescences isomorphes avec étiquettes (Déf. 1.21), c’est-à-dire deux sous-
arborescences identiques sur l’ensemble des sous-arborescences de l’arborescence T . Nous dirons
que les nœuds vx et vy dans V sont équivalents si et seulement si T [vx] et T [vy] sont isomorphes
avec étiquettes et on note par extension vx ≡ vy. La classe d’équivalence permet de définir la
réduction d’une arborescence étiquetée comme dans le cas non étiqueté avec un ajout d’étiquettes
sur les nœuds. Le problème de compression avec pertes d’une arborescence étiquetée est alors
défini comme suit. Soient T une arborescence étiquetée, R(T ) la compression sans perte de T
et c ∈ N tel que c ≤ |R(T )|. Le problème de compression avec pertes d’une arborescence non-
ordonnée étiquetée consiste à trouver un DAG DT tel |DT | ≤ c. Considérons Tc la reconstruction
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de l’arborescence avec étiquettes à partir de DT et T l’ensemble des arborescences étiquetées
telles que leurs réductions aient pour taille c, on cherche Tc tel que D(T,TC) = min
Tk∈T
D(T,Tk).
Il est possible d’envisager une compression avec pertes de la topologie mais en conservant
les étiquettes (ou un sous-ensemble de celles-ci), par exemple dans un dictionnaire. Cependant,
en pratique, les étiquettes sont généralement définies sur un alphabet très grand et ce type de
compression ne semble pas applicable pour notre cas d’étude. La résolution de ce problème bien
que proche du précédent est cependant bien plus complexe et indiscutablement lié à l’application.
Identification des redondances
Algorithme de comparaison d’arborescences avec étiquettes La comparaison peut être
réalisée avec une méthode équivalente à celle présentée dans la section précédente. Cependant
les matrices de score pour les coûts des opérations d’édition sont dépendantes des étiquettes.
L’algorithme de Zhang [Zha96] présenté Section 3.3.1 peut donc s’appliquer si une mesure de
dissimilarité entre étiquettes a été définie. Le détail des méthodes de définitions de ces mesures
dépend fortement de l’application et ne sont pas le propos de ce manuscrit. Nous ne présenterons
que celles liées à l’architecture des plantes que nous avons mises en pratique. Dans le cas de l’ar-
chitecture des plantes étiquetée avec la liste des paramètres de géométrie, il convient de trouver
une mesure entre deux géométries. Une première solution consiste à comparer les étiquettes de
même type ensemble, par exemple la largeur entre deux nœuds et à affecter un coefficient pour
chaque élément de l’étiquette. Nous obtenons ainsi des formules du type :
coût(sub(vi,vj)) =
∑
i∈(Liste des étiquettes)
αi×distance(entre les étiquettes de même type),
avec αi le coefficient associé à l’étiquette i. Une autre méthode consiste à modéliser l’énergie
nécessaire pour passer d’une géométrie à une autre. Nous pouvons obtenir des formules assez
proches en prenant indépendamment les énergies pour transformer chaque paramètre ou définir
une énergie globale de transformation. Ces deux techniques nécessitent cependant la potentielle
manipulation d’un grand nombre de paramètres.
Classes de quasi-équivalences avec étiquettes La classification peut se réaliser de manière
identique au cas sans étiquette à partir de la matrice créée lors de l’exécution de l’algorithme de
Zhang [Zha96].
Construction de la compression
Le quotientement est réalisé comme dans le cas topologique. La construction du DAG en
revanche pose un nouveau problème pour la définition de l’étiquette représentative de la classe.
Ce problème n’a pas de solution absolue. Selon le contexte, le résultat optimal peut varier. Nous
pouvons proposer trois méthodes :
1. Une première méthode consiste à de prendre l’étiquette la plus fréquente. Bien que cette
solution soit envisageable lorsque les étiquettes sont discrètes, dans le cas de variables
continues, elle n’est plus adaptée.
2. Une seconde méthode a pour principe la définition d’une étiquette que nous dirons par
plage. Dans le cas d’étiquettes géométriques, l’étiquette par plage consiste à donner un
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intervalle dans lequel les étiquettes sont comprises. Pour la phase de décompression une
fonction probabiliste peut être utilisée.
3. Il est également possible de prendre la moyenne des étiquettes, lorsqu’une telle notion peut
être définie, dans un cas d’étiquettes numériques par exemple.
Dans certains cas, il n’est pas pertinent de fusionner les étiquettes. Prenons par exemple, le
cas de l’orientation des branches. Nous avons vu, Section 2.2.2, qu’il existait deux modélisations
de l’orientation, une absolue et une relative, illustrées Fig. 21. Si l’orientation est définie de façon
absolue, chaque orientation sera différente dans l’arborescence de départ et une compression
utilisant la même orientation pour différentes parties de la plante entrainera des chevauchements.
Utiliser une orientation relative ne résout pas l’ensemble des problèmes. Prenons le cas de la
Fig. 44. Si l’orientation des trois feuilles est mise en commun, elles se chevaucheront.
Figure 44 : Cas d’une compression de l’orientation problématique.
Ces étiquettes dites incompatibles sont alors placées sur les arcs du DAG. Dans le but d’ob-
tenir un objet très compressé, nous ne pouvons pas garder l’ensemble des étiquettes sur les arcs.
Nous les plaçons alors sur l’arc entrant. Si la racine possède une telle étiquette, une racine fictive
ayant un arc sortant vers l’ancienne racine peut-être ajoutée. Afin de ne pas trop augmenter
l’espace mémoire occupé par le DAG, un compromis consiste à garder autant d’étiquettes sur
l’arc que la valuation de l’arc. Pour sélectionner les étiquettes pertinentes, nous proposons de
réaliser une seconde classification avec ne classes, ne correspondant à la valeur sur l’arc. Cette
classification a lieu uniquement sur les étiquettes des nœuds de la classe. La valeur de chaque
étiquette correspond, comme dans le cas précédent, soit à l’étiquette la plus fréquente de la
classe, soit à une étiquette par plage, soit à une étiquette moyenne. Sur la Fig. 45, (a) représente
une arborescence, on suppose que les classes sont définies par la profondeur du nœud, le DAG
(b) obtenu avec les étiquettes sur les arcs, les étiquettes sur les arcs correspondent à l’étiquette
la plus fréquente dans les classes obtenues. En pratique, l’utilisateur doit définir les étiquettes
qui ne pourront pas être compressées au niveau des nœuds mais au niveau des arcs et doit le
définir en entrée de l’algorithme.
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Figure 45 : Construction du DAG dans le cas d’étiquettes incompatibles. (a) Une arborescence
étiquetée, les valeurs des étiquettes sont placées sur le nœud. (b) La construction du DAG avec
étiquettes incompatibles sur les arcs.
5.3 Application de la compression à l’architecture des plantes
Mondet et al. [MCM+09] ont également montré de l’intérêt pour la compression d’architec-
ture des plantes dans le but de transmettre des données à travers le web. Dans notre cas, une
compression purement géométrique a été proposée dans laquelle les branches sont encodées seule-
ment par des différences avec un modèle ou en définissant une géométrie moyenne regroupant
des branches avec une complexité similaire.
Les plantes présentent généralement des structures qui impliquent des modèles complexes.
Bien que les structures des plantes soient répétitives, elles ne sont pas identiques : les organes,
les axes et les branches à différentes positions sont souvent similaires. Le caractère répété des
plantes a été très étudié par les concepts biologiques tels que, par exemple, la réitération dans
les arbres introduite dans les années 70 [HOT78, Bar91], ou la relation de paracladia introduite
par Frijters et Lindenmayer [FL76] qui décrit la redondance des fleurs.
Cette propriété est inhérente à la compréhension de la biologie des plantes et joue également
un rôle important dans l’analyse formelle [GC98] et la simulation [dREC89, PL90] des plantes.
Ce caractère répétitif de la structure des plantes a été très exploité dans la modélisation des
plantes basées sur les fractales (par exemple [Smi84, PH89, Bar00, FGP05]). En premier lieu
Prusinkiewicz et al. [PL90] ont utilisé la notion de projection des branches dans lequel les unités
fondamentales sont dupliquées dans les inflorescences. Cependant, les répétitions, comme la sy-
métrie ne sont pas facilement quantifiables, cette propriété est généralement considérée comme
108
5.5.3 Application de la compression à l’architecture des plantes
présente ou absente. Les plantes réelles ou simulées peuvent être autosimilaires uniquement
à un certain degré. En botanique, les premières études de structures emboîtées, semblables à
des structures fractales, sont dues à Arber [Arb50]. Néanmoins, identifier l’organisation auto-
similaire chez les plantes est un problème difficile. Celle-ci se développe au court d’une plus
longue période et est donc soumise à l’influence de l’environnement. Les systèmes ramifiés des
arbres résultent cependant de processus répétitifs, dans lesquels différents méristèmes suivent
des séquences d’états similaires et produisent des structures similaires. Ces structures sont ca-
ractérisées par les biologistes en termes de programme morphogénétique ou d’âge physiologique.
Plusieurs tentatives de quantification de l’autosimilarité des plantes, utilisant une représentation
sous forme d’arborescence ont été faites durant la dernière décennie [Pru04, FGP05, BGP+06].
Afin de tester la qualité de la méthode, nous l’avons appliquée à l’architecture des plantes.
Dans ce chapitre, nous donnons, Section 5.3.1 la méthode d’évaluation de la compression que
nous avons utilisée. Dans la Section 5.3.2 nous appliquons la méthode à différents types d’archi-
tecture des plantes.
5.3.1 Évaluation de la compression
Le taux de compression est une mesure de la performance d’un algorithme de compression
de données informatiques.
La qualité de la compression est souvent exprimée en utilisant le ratio de compression [Sal07] :
cr = taille de la sortietaille de l’entrée .
Pour une arborescence enracinée étiquetée non-ordonnée T et un DAG correspondant à la com-
pression D dans notre cas, nous pouvons également considérer dans un premier temps que le
nombre de nœud est la taille de référence. Le ratio de compression cr est le nombre de nœuds
dans D divisé par le nombre de nœuds dans T :
cr = |D||T | .
Nous pouvons aussi considérer la compression au niveau des arcs où |T | et |D| sont respectivement
le nombre d’ arc dans T et D. Il existe cependant des mesures plus précises de la taille des graphes.
Considérons qu’une arborescence est codée par des pointeurs, ce qui est généralement le cas.
La taille du pointeur vers son parent est généralement une constance. Dans le cas topologique,
nous avons donc le nombre de nœuds fois le pointeur. Dans le cas géométrique, la taille correspond
au nombre de nœuds fois la taille du pointeur fois la taille des étiquettes.
Une arborescence non-ordonnée étiquetée avec n nœuds peut être stockée en O((n−2)log2n)
bits (un bit contenant un caractère 0 ou 1) en utilisant le codage de Prüfer [LPV03]. Un encodage
linéaire existe dans le cas des arborescences ordonnées [Jac89]. Bien qu’elles soient compactes,
de tels encodages ne sont pas très efficaces pour les applications.
Une adaptation du code Prüfer a été proposée sur les DAG avec étiquettes sur les nœuds [Ste03].
Malheureusement, ils ne prennent pas en compte les étiquettes sur les arcs. Une variante peut
être proposée pour un DAG avec n sa taille et E son ensemble d’arcs (log2(n)+log2(max(σ(ei)|ei ∈
E)+1)×|E|−1 bits avec σ(ei) les étiquettes sur les arcs, suivant l’Algorithme 14. Un exemple est
donné Fig. 46. Le codage se déduit à partir du tableau, pour chaque nœud on écrit pour chaque
arc le code du parent selon un ordre postfixe, la signature de l’arc puis un 0 si l’arc suivant
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concerne le même nœud ou 1 si ça en considère un nouveau. Notons que nous pouvons ne pas
coder la racine qui n’a pas d’arc entrant. Sur cet exemple cela donne :
– Nœud 0 : ne rien coder
– Nœud 1 :
– père du nœud 1 : 0
– signature de l’arc : 2
– changement de nœud : 1
– Nœud 2 :
– père du nœud 2 : 0
– signature de l’arc : 1
– changement de nœud : 1
– Nœud 3 :
– père du nœud 3 : 0
– signature de l’arc : 2
– changement de nœud : 0
– père du nœud 3 : 1
– signature de l’arc : 4
– changement de nœud : 1
– etc.
Algorithme 14 EncodageDAG(D) : Calcul d’un encodage efficace d’un DAG avec des étiquettes
sur les nœuds et les arcs
Entrées : G= (V,E) un DAG.
Sorties : L’encodage du DAG.
Code ← nouvel encodage binaire vide
CompV ertices← 0
Pour tout (vi ∈ V ) Faire
CompEdges← 0
Pour tout (ek ∈ E tel que ek = (vj ,vi)) Faire
Code ← Concaténer(Code, encodage binaire de (vj) sur log2(n) bits)
Code ← Concaténer(Code, encodage binaire de (σ(ek)− 1) sur log2(max(σ(ei)|ei ∈ E))
bits)
Si (CompEdges < nbEdgesV i) Alors
Code ← Concaténer(Code,0)
Fin si
Fin pour
Code ← Supprimer(0)
CompV ertices← CompV ertices+ 1
Si (CompV ertices < n) Alors
Code ← Concaténer(Code,1)
Fin si
Fin pour
Retourner Code
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43
21
0
5
e1
e2
e4
e3 e5
e6 e7
(a)
Nœuds : n2i 0 1 2 3 3 4 5 5
arcs : ei = (n1i ,n2i ) - 1 2 3 4 5 6 7
Pères : n1i - 0 0 1 0 2 3 4
Signatures : σ(ei) - 2 1 4 2 3 3 1
(b)
Figure 46 : Un DAG, la représentation sous forme de tableau permettant un encodage efficace
basé sur [Ste03]. (a) Un DAG avec 6 nœuds et 7 arcs avec étiquettes. σ(e1) = 2, σ(e2) = 1,
σ(e3) = 4, σ(e4) = 2, σ(e5) = 3, σ(e6) = 3 and σ(e7) = 1. (b) La représentation sous forme de
tableau des valeurs à coder, sur les lignes le numéro du nœud, de l’arc, du père du nœud et la
signature de l’arc, chaque colonne correspondant à un arc.
Pour évaluer la distance entre l’arborescence original et l’arborescence reconstruite Tc, nous
utilisons la distance d’édition contrainte entre arborescences non-ordonnées [Zha96] entre T et
Tc. Un dernier moyen d’évaluation est d’évaluer les différences de rendus. Des travaux sont en
cours pour l’architecture des plantes tel que [PGP10].
5.3.2 Implémentation et base de données
La méthode de compression a été implantée sous le logiciel Vplants dans le package self-
similarity. VPlants 1 est un ensemble d’outils pour l’analyse, la modélisation et la simulation
d’architecture des plantes et de son développement à différentes échelles (tissu, organe, plante,
etc. ), développé avec d’OpenAlea [PDKB+08], un projet open source principalement destiné
à la communauté de modélisation des plantes par l’équipe Virtual Plants à Montpellier. Nous
utilisons une modélisation de l’architecture des plantes sous forme d’arborescence non-ordonnée
étiquetée sur les nœuds. Les étiquettes comportent plusieurs informations que sont l’orientation,
sous forme de quaternions [Ple89], la longueur et le diamètre sous forme d’entiers.
1. Site de Vplants : http ://openalea.gforge.inria.fr/wiki/doku.php ?id=packages :vplants :vplants
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Compression topologique
Dans un premier temps, nous avons compresser uniquement la topologie à partir d’un noyer
digitalisé [SRG97]. Sa photographie ainsi qu’une représentation de sa topologie sont présentées
Fig. 47. Deux nœuds de la même couleur signifient que les sous-arborescences enracinées en ces
nœuds sont isomorphes. L’arborescence d’origine possède 6427 nœuds, le DAG représentant la
compression sans perte a une taille de 920. L’histogramme (Fig. 48) représentant les nombres
d’occurrences des distances entre sous-arborescences permet de confirmer que de nombreuses
sous-arborescences sont isomorphes (distance à 0).
(a) (b)
Figure 47 : Photographie du noyer extraite de [SRG97] et sa représentation topologique réalisée
avec le logiciel tulip [Aub03].
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Figure 48 : Histogramme de la matrice issue des comparaisons des sous-arborescences du noyer.
En abscisse la valeur de la distance d’édition entre sous-arborescences, en ordonnée le nombre
de fois où cette valeur est présente dans la matrice.
La compression avec pertes permet cependant de diminuer le nombre de nœuds. La Fig. 49
représente le pourcentage du nombre de nœuds dans le DAG compressé avec pertes par rapport
au nombre de nœuds de la compression sans perte en fonction de la distance normalisée par la
somme de la taille des deux arborescences. Nous pouvons remarquer que pour une diminution
de 50% des nœuds, la distance entre l’arborescence d’origine et l’arborescence reconstruite reste
faible (inférieur à 0,2).
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Figure 49 : Évolution en abscisse du pourcentage du nombre de nœud du DAG compressé avec
pertes par rapport au nombre de nœuds du DAG issu de la compression sans perte en fonction
de la distance normalisée par la taille des sous-arborescences (en ordonnée).
Compression géométrique
Nous avons appliqué la compression géométrique au noyer précédemment cité (Fig. 50). La
technique de compression sans perte ne permet pas de compresser de nœuds, les étiquettes étant
toutes différentes. Pour une compression avec pertes avec un ratio de compression de 0,66, les
arborescences initiales et reconstruites ont des représentations proche. Les branches proches des
feuilles sont cependant celles qui ont été le plus altérées.
L’inflorescence du lilas (la disposition des fleurs sur les branches du lilas) a été modélisée en
utilisant la notion de mise en correspondance des branches [PMKL01] : soient deux branches du
même ordre, la plus petite branche est identique, aux effets de tropisme près, c’est-à-dire des
orientations, à la partie supérieure de la branche du dessus. Cela implique la construction d’une
plante parfaitement auto-emboitée. Cela permet un meilleur taux de compression. Cependant
quand un certain seuil est dépassé, la plante compressée montre des effets visibles de perte. Un
exemple de compression du lilas est présenté Fig. 51.
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(a) (b)
Figure 50 : Résultat de la compression topologique et géométrique avec pertes du noyer. (a) Re-
présentation du noyer sans compression. (b) Représentation du même noyer après compression,
cr = 0,66.
(a) (b)
Figure 51 : Résultat de la compression topologique et géométrique avec pertes du lilas. (a)
Représentation du lilas sans compression. (b) Représentation du même lilas après compression,
cr=0,58.
Cette technique est complémentaire à l’approche de compression orientée géométriquement
telle que celle développée par [MCM+09], dans laquelle les modèles géométriques de branches
entières sont compressés, ils ne conservent cependant pas les unités fondamentales. Les deux
techniques pourraient en principe être combinées et permettraient une compression efficace de
l’architecture des plantes.
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Conclusion et perspectives
En partant du constat de l’augmentation de la quantité de données biologiques, nous avons
présenté dans ce mémoire des méthodes de traitement des masses de données biologiques arbo-
rescentes redondantes.
Stockage des données
Nous avons étudié la compression avec pertes des données biologiques arborescentes non-
ordonnées avec et sans étiquettes sur les nœuds en imposant que l’objet compressé soit un DAG
de taille définie en entrée de notre problème. Pour cela, il a fallu déterminer les sous-arborescences
proches à l’aide du calcul d’une distance d’édition. Contrairement aux sous-arborescences iso-
morphes, elles ne définissent pas une relation d’équivalence. Nous avons donc proposé de calculer
des classes de quasi-équivalences à l’aide d’une méthode de classification. Une méthode de sé-
lection d’un représentant de chaque sous-arborescence et étiquette a dû être mis en place. Nous
avons finalement proposé une technique de compression qui a été implémentée et testée sur des
représentations de l’architecture des plantes.
Bien que notre méthode ait été testée sur quelques plantes réelles et simulées, afin d’analyser
la robustesse de la méthode, la mise en place de tests de plus grandes importances sur différentes
données nous permettrait d’étudier l’influence de différentes architectures de plantes sur la com-
pression. De plus, l’étude d’un potentiel lien entre compression et autosimilarité pourrait aider
à la quantification de l’autosimilarité dans de telles structures. En effet, nous pouvons supposer
que plus les données sont autosimilaires, plus la compression sera efficace. D’un point de vue
algorithmique, la quantification de la distance entre arborescence initiale et arborescence recons-
truite et le développement d’une méthode non heuristique permettant de trouver l’arborescence
la plus proche de l’arborescence initiale sont deux pistes primordiales à explorer.
L’extension de cette méthode aux arborescences ordonnées permettrait enfin la compression
d’autres objets modélisés par des arborescences telles que les structures secondaires d’ARN. La
compression avec pertes des arborescences étiquetées pose de nombreuses interrogations quand
au choix d’une étiquette représentative. Une discussion avec des experts sur les données biolo-
giques étudiées s’avère enfin fondamentale pour l’optimisation de notre méthode.
Recherche dans des bases de données
En nous intéressant à la recherche dans des bases de données d’un ensemble de structures
arborescentes proches d’une structure arborescente requête, nous avons défini le principe de
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chainage sur les arborescences ordonnées. La méthode proposée possède une complexité linéaire
en temps et en espace avec un ensemble S de m graines de taille cumulée bornée. Il est néanmoins
nécessaire de définir le concept de graines sur ces structures. D’un point de vue applicatif, nous
proposons, dans le cas des structures secondaires d’ARN des graines (l,d)-centrées.
Là encore, malgré une analyse réductrice, il convient de tester l’influence des paramètres l
et d sur les différentes familles de cette molécule. D’un point de vue théorique, comme dans le
cas des graines sur les séquences d’autres modèles de graines, telles que des graines espacées,
pourraient être envisagés et l’étude de leurs propriétés parait indispensable. Enfin, la finalité
de nos travaux est le développement d’une méthode de type FASTA ou BLAST, c’est-à-dire
d’un outil permettant à un utilisateur à partir de la structure secondaire d’ARN, requête de son
choix, de déterminer les structures secondaires d’ARN qui sont proches et de leur donner un
score de confiance.
Cette méthode peut ensuite être étendue à d’autres objets biologiques modélisés par des
structures arborescentes non-ordonnées telles que l’architecture des plantes. Pour cela, la mé-
thode de chainage doit être étendue aux arborescences semi-ordonnées et non-ordonnées et des
modèles de graines pertinents doivent être définis.
Navigation dans des bases de données
Enfin, nous avons vu que les données biologiques peuvent se présenter sous forme de sé-
quences. Nous nous sommes d’ailleurs inspirés des méthodes de traitement sur ce type de modé-
lisation. Cependant, elles peuvent également être modélisées par des graphes. Une perspective
ambitieuse est d’étendre les notions de filtrage et de compression à des modèles plus complexes.
Du point de vue de la compression, des méthodes ont été proposées pour identifier des struc-
tures tertiaires à l’aide de sous-graphes maximaux isomorphes mais également pour calculer la
distance entre graphe à partir des sous-graphes communs maximaux. Cependant, le problème
d’isomorphisme de sous-graphe commun maximum est NP-complet. Enfin, développer une mé-
thode de filtrage sur une compression sous forme de DAG demande une définition de graine
(sous-graphe connexe, sous-graphe étant la compression d’une arborescence,etc. ) et surtout une
extension de la méthode de chaînage aux DAG enracinés. Ce gain significatif dans le traitement
des données biologiques à la fois lors de la phase de stockage et de la phase d’analyse serait une
réponse à l’augmentation de la masse de données biologiques disponible.
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