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Preface
In graph theory as a part of discrete mathematics, there has always been a close
connection between theoretical results and their applications. Many problems aris-
ing in the everyday life concerning topics like logistics, scheduling, routing, (social)
networks etc. can be solved by algorithms based on the solutions of corresponding
theoretical problems. Therefore, the aim of this thesis is to deal with questions
from both areas of graph theory: theory and application.
Well-studied classes of directed graphs are tournaments which are orientations
of the complete graph, and multipartite tournaments as one kind of generalisation
of tournaments. One property of these digraphs is of special interest right from
the beginning of the research in this area: the existence of cycles. Thus, the main
focus in the ﬁrst part of this thesis is on answering questions concerning this topic.
Very much attention has been given to one of the ﬁrst results published by Moon
[47] in 1966, who presented his well-known theorem about cycles in tournaments
which says that every vertex in a strong tournament on n vertices is pancyclic,
i.e. it is contained in cycles of length 3, 4, . . . , n. This theorem can be seen as a
starting point for investigations on the cycle structure of tournaments. One year
later Alspach [1] considered pancyclic arcs instead of vertices and he proved that
every arc in a regular tournament is pancyclic. A question which naturally arises
in this context, is the question of the number of pancyclic arcs in a tournament
in general. Moon [48] showed that h(T ), the maximum number of pancyclic arcs
belonging to the same Hamiltonian cycle of a strong tournament T , is at least
three which is also a lower bound for p(T ), the number of all pancyclic arcs in
T . Additionally, he presented all tournaments with h(T ) = 3 and p(T ) = 3.
In Chapter 2, we will generalise this result of Moon by showing that ht(T ), the
maximum number of t-pancyclic arcs, i.e. arcs which are contained in cycles of
length t, t+ 1, . . . , n, belonging to the same Hamiltonian cycle, is at least t. With
pt(T ) the number of all t-pancyclic arcs in T , we also get pt(T ) ≥ t. Moreover, we
will characterise all tournaments with ht(T ) = t or ht(T ) = t+ 1 and pt(T ) = t or
pt(T ) = t + 1.
v
vi Preface
Instead of asking for the number of pancyclic arcs in the whole tournament,
Yao, Guo and Zhang [63] considered vertices whose all out-arcs are pancyclic. After
Thomassen [56] showed the existence of a vertex whose all out-arcs are contained
in Hamiltonian cycles, they improved his result by characterising a vertex whose
all out-arcs are pancyclic. Chapter 3 discusses the problem whether this result
can be generalised for multipartite tournaments which contain tournaments as a
subclass. A well-known theorem by Bondy [9] shows, that each strong c-partite
tournament contains an m-cycle for each m ∈ {3, 4, . . . , c}. Furthermore, he pre-
sented a c-partite tournament which does not contain cycles of lengths exceeding
c. Thus, instead of the length of a cycle, we consider the number of partite sets
which have at least one vertex in common with the cycle. Additionally, we use
the concept of outpaths introduced by Guo [27] as a generalisation of cycles and
show that every 2-strong c-partite tournament has a vertex whose all out-arcs
are contained in an outpath containing vertices from exactly k partite sets for all
k ∈ {4, . . . , c}. Moreover, we present a counterexample showing that k = 3 is
generally not possible.
In Chapter 4, we consider digraphs D in general and look for approximating
spanning subdigraphs H such that the distance between every pair of vertices in H
is bounded by the original distance plus a constant t. Dragan et al. [17] introduced
the class of (α, r)-decomposable graphs and proved that every such graph has a so
called additive 2r-spanner with at most (n− 1) log 1
α
(n) edges as well as a system
of at most log 1
α
(n) additive tree 2r-spanners. As Cai and Corneil [11] showed that
only acyclic digraphs may have a tree spanner, we ﬁrst introduce the concept of
pairs of tree spanners to have a tool for general digraphs and adapt the results of
Dragan et al. to the class of (α, r)-decomposable digraphs.
The second part of this thesis considers an application in the ﬁeld of crystal-
lography. Since every molecule and, in a more complex way, every crystal struc-
ture can be represented by a graph, the visualisation and analysis of particularly
large structures are in the focus of nowadays’ research. A few software tools to
support the user already exist, but most of them either have an old visualisation
technique or important features for the user to interact with the represented struc-
ture are missing. Therefore, the three-dimensional visualisation- and analysis-tool
GTECS, as a result of an interdisciplinary project of chemists, computer scientists
and mathematicians, has been developed.
Chapter 5 introduces the main idea of GTECS. Since the software tool should
be able to handle large structures consisting of a repetition of a so-called unit
cell in all dimensions, we additionally introduce the concept of (inﬁnite) periodic
graphs. Furthermore, we focus on molecular topology, since the aim of GTECS is
to simplify the given structure in a way that its topology does not change.
Preface vii
For such a simpliﬁcation, algorithms to contract paths and to detect cycles
of a given length in periodic graphs are represented in Chapter 6. Additionally,
we discuss problems which arise in the context of cycle contraction and show an
algorithm for those cases in which a unique contraction is possible.
Chapter 7 contains the main algorithm of GTECS which determines the com-
ponents of a periodic graph, their dimensionality as well as the right size of the
visualised part of the structure containing all important information for the user.
Various possibilities of characterising a crystal structure are presented in Chap-
ter 8. As in the most cases it is impossible to have one parameter to describe the
whole topology, we will introduce diﬀerent topological symbols by regarding the
local topology around a single atom. Algorithms to calculate these symbols will
be provided.
Aachen, March 2014 Steﬀen Gru¨ter
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Chapter 1
Introduction
The ﬁrst chapter contains all the basic terminology and notation which is used
frequently in this thesis. Any further terminology which is important only for
one chapter will be introduced when needed. For any information which is not
provided here, we refer the reader to Bondy and Murty [10] as well as Bang-
Jensen and Gutin [5]. All graphs and digraphs we consider in the ﬁrst part of this
thesis are ﬁnite and simple, i.e. without loops and multiple edges or arcs.
1.1 Terminology and notation in graphs
For a graph G, we denote the vertex set and edge set by V (G) and E(G), respec-
tively. The cardinalities of V (G) and E(G) are called the order and the size of
G, respectively. An edge e = uv ∈ E(G) is represented by an unordered pair of
vertices u, v ∈ V (G). In this case, the vertices u and v are called adjacent .
For a vertex v ∈ V (G), the set NG(v) of all vertices adjacent to v is called
the neighbourhood of v in G. If no confusion arises, we write N(v) instead of
NG(v). The number of all neighbours of v denoted by d(v) = dG(v) = |N(v)| is
the degree of v in G. δ = δ(G) = min{d(v) | v ∈ V (G)} is the minimum degree
and Δ = Δ(G) = max{d(v) | v ∈ V (G)} the maximum degree of a graph G.
For the neighbourhood of a vertex set X ⊆ V (G), we denote N(X) = NG(X) :=(⋃
v∈X NG(v)
) \X. By X we denote the vertex set V (G) \X. G[X] is the graph
induced by the vertex set X, the so called induced subgraph of G by X, and
G−X := G[X] is the subgraph induced by X.
For {u1, u2, . . . , up} ⊆ V (G) and {u1u2, u2u3, . . . , up−1up, upu1} ⊆ E(G) , Cp =
u1u2 . . . upu1 is a cycle of length p for p ≥ 3, which we call a p-cycle. If p =
3
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|V (G)| = n, the cycle is also called Hamiltonian cycle. A vertex v ∈ V (G) or an
edge uv ∈ E(G) is said to be t-pancyclic, if it is contained in cycles of length l for
all t ≤ l ≤ n. If t = 3, we just say pancyclic.
For two distinct vertices u, v ∈ V (G), P = u0u1 . . . um−1um is a path from u to
v of length m ≥ 1, if u0 = u, um = v, ui = uj for all i, j ∈ {0, 1, . . . ,m} with i = j
and {u0u1, u1u2, . . . , um−1um} ⊆ E(G). A path from u to v is also called uv-path,
and a path of length m is called m-path. An (n − 1)-path containing all vertices
of G is also called Hamiltonian path.
A graph G is called a complete graph on n vertices if every pair of distinct
vertices of G is adjacent. Such a graph is denoted by Kn. A graph G is called
p-partite if there exists a partition V1, V2, . . . , Vp of V (G) into p partite sets such
that V (G) = V1 ∪ V2 ∪ . . .∪ Vp, Vi ∩ Vj = ∅ for all i = j, and G[Vi] contains no arc
for all 1 ≤ i ≤ p. If for every pair u ∈ Vi, v ∈ Vj with i = j the edge uv exists, we
call G a complete p-partite graph and denote it by Kn1,n2,...,np , if ni = |Vi| for all
1 ≤ i ≤ p.
1.2 Terminology and notation in digraphs
For a digraph D, we denote the vertex set and arc set by V (D) and A(D), re-
spectively. The cardinalities of V (D) and A(D) are called the order and the size
of D, respectively. An arc e = uv ∈ A(D) consists of an ordered pair of vertices
u, v ∈ V (D) and the vertices u and v are called adjacent . If xy ∈ A(D), then
we write x → y and say x dominates y. If for two vertex subsets X, Y ⊆ V (D)
every vertex of X dominates every vertex of Y , we write X → Y and say that X
dominates Y . Moreover, we use the notation x → Y instead of {x} → Y (X → y
instead of X → {y}, respectively). The digraph D−1 = (V (D), {yx | xy ∈ A(D)})
arising from a digraph D by changing the orientation of every arc is called con-
verse digraph. In the same way, we write (e)−1 = yx to mark the change of the
orientation of the arc e = xy.
For a vertex v ∈ V (D), we denote by N+(v) the set of out-neighbours and
by N−(v) the set of in-neighbours of v. For a subset X ⊆ V (D) the out-
neighbourhood N+(X) is deﬁned as
⋃
v∈X N
+(v) \ X, and the in-neighbourhood
N−(X) accordingly. The number of out-neighbours (in-neighbours, respectively)
of a vertex v is called out-degree d+(v) = d+D(v) = |N+(v)| (in-degree d−(v) =
d−D(v) = |N−(v)|, respectively) of v. The minimum out-degree δ+ and the maxi-
mum out-degree Δ+ of D are deﬁned as δ+ = δ+(G) = min{d+(v) | v ∈ V (G)}
and Δ+ = Δ+(G) = max{d+(v) | v ∈ V (G)}. The minimum in-degree δ− as
well as the maximum in-degree Δ− of D are deﬁned accordingly. We denote the
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minimum degree of v by δ(v) = min{δ+(v), δ−(v)} and the minimum degree of D
by δ = δ(D) = min{δ+(D), δ−(D)}.
For a given vertex set X ⊆ V (D), we denote by X the vertex set V (D) \ X.
For two vertex subsets X, Y ⊆ V (D), we deﬁne A(X, Y ) = {xy ∈ A(D) | x ∈
X, y ∈ Y }. D[X] denotes the digraph induced by X (called induced subdigraph),
and D −X := D[X] is the digraph induced by the vertex set X. If X consists of
just one vertex x, we also write D − x instead of D − {x}. The digraph D − xy
arises from D by removing the arc xy from D, and deﬁne D − S for S ⊆ A(D)
analogously.
For a set of pairwise distinct vertices {u1, u2, . . . , up} ⊆ V (D) and a set of
pairwise distinct arcs {u1u2, u2u3, . . . , up−1up, upu1} ⊆ A(D), Cp = u1u2 . . . upu1 is
a (directed) cycle of length p for p ≥ 2, which we also call p-cycle. If p = |V (D)| =
n, the (directed) cycle is also called Hamiltonian cycle. A vertex v ∈ V (D) or an
arc uv ∈ A(D) is said to be t-pancyclic, if it is contained in (directed) cycles of
length l for all t ≤ l ≤ n. If t = 3, we just say pancyclic.
For two distinct vertices u, v ∈ V (D), P = u0u1 . . . um−1um is a (directed) path
from u to v of length m ≥ 1, if u0 = u, um = v, ui = uj for all i, j ∈ {0, 1, . . . ,m}
with i = j and {u0u1, u1u2, . . . , um−1um} ⊆ A(D). A path from u to v is also called
uv-path, and a path of length m is called m-path. An (n− 1)-path containing all
vertices of D is also called Hamiltonian path. When considering digraphs, all
cycles and paths throughout this work are directed.
A strong component H of a digraph D is a maximal subdigraph of D such
that for any two vertices x, y ∈ V (H), the subdigraph H contains a path from
x to y and a path from y to x. A digraph D is strong , if it has only one strong
component. D is k-strong if |V (D)| ≥ k + 1 and D − S is strong for every set
S ⊆ V (D) with |S| ≤ k−1. The number σ(D) = max{k | D is k-strong} is called
the connectivity of D. An induced subdigraph X of D with |V (X)| = σ(D) and
σ(D − V (X)) = 0 is called a reductor and V (X) is a cut set of D.
An orientation of a graph G is a digraph, where all edges uv ∈ E(G) are
replaced by either the arc uv or vu. A tournament T = Tn is an orientation of
the complete graph Kn. If T is not strong, then for any two strong components
Ti and Tj of T we have either Ti → Tj or Tj → Ti. It is easy to see that all
strong components of T , say T1, T2, . . . , Tm, can be ordered such that Ti → Tj
for 1 ≤ i < j ≤ m. This unique ordering is called strong decomposition of T .
If every strong component consists of a single vertex, the tournament T is called
transitive. Analogously, a p-partite (or multipartite) tournament is an orientation
of the complete p-partite graph Kn1,n2,...,np . If p = 2, we also say bipartite instead
of 2-partite.

Chapter 2
The number of pancyclic arcs in
tournaments
A question which naturally arises when regarding digraphs, in particular tourna-
ments, is the question concerning its cycle structure. When asking for the existence
of a cycle, a positive answer directly leads to either the number of cycles or the
length of diﬀerent cycles. In the latter case, it is of special interest to look for
cycles of all possible lengths between 3 and |V (T )| for a tournament T . If all such
cycles exist, we can additionally search for a vertex or an arc which is contained
in cycles of all these lengths as well as the number of vertices and arcs with this
property. In the ﬁrst section, we present important results in this ﬁeld of research.
As we often do not have the existence of small cycles, we introduce the concept
of t-pancyclicity where we get cycles from length t, t ≥ 3, up to length |V (T )|.
This generalises the concept of pancyclicity. Thus, the main focus in this chapter
is on the number of t-pancylic arcs in strong tournaments, 3 ≤ t ≤ |V (T )|. Since
some of the ﬁrst results due to Moon [48] in counting the number of pancyclic arcs
have shown that it is very useful to consider the maximum number of pancyclic
arcs belonging to the same Hamiltonian cycle, we will start with a generalisation
of a theorem by Moon [48], who presented a lower bound for this number. In the
following sections we will extend earlier results by Havet [28], who characterised
tournaments in which the maximum number of pancyclic arcs belonging to the
same Hamiltonian cycle is exactly four. Furthermore, he presented all tourna-
ments which contain exactly four pancyclic arcs. In both cases, we will present
corresponding results for t-pancyclic arcs for all 3 ≤ t ≤ |V (T )|.
Results in this chapter have been partly obtained in two diploma theses by
Manu Kapolke and Simon Meesker, cosupervised by the author of this thesis.
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2.1 Preliminaries
In a tournament T , a necessary condition for a vertex v ∈ V (T ) or an arc uv ∈
A(T ) to be pancyclic, is the existence of a Hamiltonian cycle. One of the earliest
results in the theory of tournaments was presented by Camion [12].
Theorem 2.1 (Camion [12], 1959) A non-trivial tournament T has a Hamil-
tonian cycle if and only if it is strong.
This result was improved by Moon [47] who showed one of the most famous
theorems in graph theory.
Theorem 2.2 (Moon [47], 1966) Every vertex of a strong tournament T is
contained in a cycle of length k for k = 3, 4, . . . , |V (T )|.
Both results show that pancyclicity of vertices or arcs in a tournament T goes
hand in hand with strong connectivity. A ﬁrst result on pancyclic arcs was obtained
by Alspach [1] who considered regular tournaments, which are tournaments with
d+(v) = d−(v) = r for all v ∈ V (T ). Note that regular tournaments are obviously
strong.
Theorem 2.3 (Alspach [1], 1967) Every arc of a regular tournament T is
pancyclic.
As the class of regular tournaments is a small subclass of the strong tourna-
ments, it is interesting to ask for the number of pancyclic arcs in an arbitrary
strong tournament. Once again, Moon [48] gave a ﬁrst estimation on that number
by showing that every strong tournament contains at least three pancyclic arcs.
In fact, he proved a somewhat stronger result for which we deﬁne the following
parameters:
h(T ) := The maximum number of pancyclic arcs belonging to the same
Hamiltonian cycle of T ,
p(T ) := The maximum number of pancyclic arcs of T ,
ht(T ) := The maximum number of t-pancyclic arcs belonging to the same
Hamiltonian cycle of T ,
pt(T ) := The maximum number of t-pancyclic arcs of T .
Obviously, we have p(T ) ≥ h(T ) as well as pt(T ) ≥ ht(T ). For the result due
to Moon [48] we introduce the following family of tournaments.
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P3 is the set of tournaments T containing a vertex v such that T−v is the tran-
sitive tournament with a unique Hamiltonian path t1t2 . . . tn−1 and {ti, . . . , tn−1} →
v → {t1, . . . , ti−1} for some 1 < i ≤ n− 1.
Theorem 2.4 (Moon [48], 1994) Let T be a strong tournament with n ≥ 3
vertices. Then h(T ) ≥ 3 with equality holding only if T ∈ P3.
t1 t2 ti−1 ti tn−2 tn−1
v
           
Figure 2.1: A tournament in P3.
Note that double lined arcs in all ﬁgures throughout this thesis always illustrate
that every arc between the shown vertices or components follows this direction.
Because of p(T ) ≥ h(T ) ≥ 3, the last theorem also gives a lower bound for
the number of pancyclic arcs in the whole tournament. Since every tournament
of P3 contains exactly one Hamiltonian cycle which therefore has to contain all
pancyclic arcs, the tournaments of P3 are exactly the tournaments with p(T ) = 3.
Moon’s characterisation is the starting point in this ﬁeld of research. The next
step was done by Havet [28], who asked for tournaments fulﬁlling h(T ) = 4 or
p(T ) = 4. Therefore, we introduce the following families of tournaments.
P4 is the set of tournaments T containing a vertex v, such that T − v is the
transitive tournament on m vertices denoted by TT [t1, t2, . . . , tm] and there exist
three integers 1 < i1 < i2 < i3 ≤ m, such that v → tj if and only if 1 ≤ j < i1 or
i2 ≤ j < i3. Obviously, P4 ∼= (P4)−1.
H4 denotes the tournament with vertex set {v, w, u, s, t}, such that wusw is a
3-cycle, which dominates t, and {s, t} → v → {w, u}. I4 denotes the tournament
arising from H4 by changing the orientation of the arcs between v and {w, u, s}
and after that replacing s by {s1, s2} with s2 → s1. We say that a tournament is in
H4, if it arises from H4 by replacing s by a transitive tournament. Furthermore, a
tournament is in H′4, if it arises from H4 by replacing t by a transitive tournament.
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t1 t2 ti1−1ti1 ti2−1ti2 ti3−1ti3 tm−1tm
v
                       
Figure 2.2: A tournament in P4.
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H4
v
s1
s2
u
w
t
I4
v
u
w
t
TTn−4
H4
v
s
u
w
TTn−4
H′4
Figure 2.3: The tournaments H4 and I4 plus examples of H4 and H′4.
With the help of these tournaments, Havet proved the following.
Theorem 2.5 (Havet [28], 2004) Let T be a strong tournament. Then h(T ) = 4
if and only if T ∈ P4 ∪H4 ∪ (H4)−1 ∪H′4 ∪ (H′4)−1 ∪ {I4, (I4)−1}.
As p(T ) ≥ h(T ) and as the sets of tournaments with h(T ) = 3 and with
p(T ) = 3 are the same, it is obvious, that the set of tournaments with p(T ) = 4 is
a subset of the set mentioned in Theorem 2.5.
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Theorem 2.6 (Havet [28], 2004) Let T be a strong tournament. Then p(T ) = 4
if and only if T ∈ P4.
Havet also considered both parameters for k-strong tournaments and deﬁned
the following:
pk(n) := min
{
p(T ) | σ(T ) ≥ k, |V (T )| = n},
hk(n) := min
{
h(T ) | σ(T ) ≥ k, |V (T )| = n}.
Again, we obviously get pk(n) ≥ hk(n). As we have seen in Theorem 2.4 and
the appendant notes that tournaments with exactly three pancyclic arcs are 1-
strong, this yields the lower bound pk(n) ≥ hk(n) ≥ 4 for k ≥ 2. Because this
seems to be far away from being tight - in particular for large k - , Havet posed
the following conjecture.
Conjecture 2.7 (Havet [28], 2004) For k ≥ 2, there exists a constant αk > 0
such that pk(n) ≥ αkn.
This conjecture was proved by Yeo [64]. He showed that the constant αk can
be chosen as k
2
.
Theorem 2.8 (Yeo [64], 2005) pk(n) ≥ 12kn for all k ≥ 2.
This also improves the earlier lower bound pk(n) ≥ 2k + 3 proved by Havet.
Similar to pk(n), Havet presented a conjecture concerning a lower bound for hk(n).
But he could only conﬁrm the ﬁrst part for the case k = 2 while the case k = 1 is
solved by Theorem 2.4. Nevertheless, this problem is still open for k ≥ 3.
Conjecture 2.9 (Havet [28], 2004) For all k ≥ 1 we have
1) hk(n) ≥ 2k + 1,
2) hk(n) = 3k for n suﬃciently large.
Another lower bound for hk(n) was given by Yeo.
Theorem 2.10 (Yeo [64], 2005) hk(n) ≥ k+52 for all k ≥ 1.
The ﬁrst upper bounds for both parameters have been presented by Havet.
Theorem 2.11 (Havet [28], 2004) For all k ≥ 1 we have
1) hk(n) ≤ 3k,
2) pk(n) ≤ 2kn− 2k2 − k.
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2.2 t-pancyclic arcs on Hamiltonian cycles
The aim of this section is to generalise the ﬁrst part of Theorem 2.4 by consid-
ering ht(T ) instead of h(T ) for all 3 ≤ t ≤ |V (G)|. In the following let T be a
strong tournament and X be a reductor of T . We denote the strong decomposi-
tion of X by X1, X2, . . . , Xl, l ≥ 1, and the strong decomposition of T − V (X) by
T1, T2, . . . , Tm, m ≥ 2.
First, we present two lemmata, which will be used frequently in the following
sections. Note that the ﬁrst one is a collection of statements which are easy to
verify with the help of Figure 2.4 which shows the general structure of a strong
tournament.
Lemma 2.12 Let T be a strong tournament with reductor X. Furthermore, let
X1, X2, . . . , Xl, l ≥ 1, be the strong decomposition of X and T1, T2, . . . , Tm, m ≥ 2,
be the strong decomposition of T − V (X).
1) Every vertex v ∈ V (X) dominates a vertex t1 ∈ V (T1) and is dominated by
a vertex tm ∈ V (Tm).
2) If v ∈ V (X1) and u ∈ V (Tm) with u → v, then the arc uv is pancyclic.
3) Each arc e in X that lies on a Hamiltonian path of X is 4-pancyclic.
4) For 1 < i < m− 1, all arcs titi+1 ∈ A(Ti, Ti+1) are 5-pancyclic.
5) If T − V (X) is transitive, then t1t2 ∈ A(T1, T2) and tm−1tm ∈ A(Tm−1, Tm)
are 4-pancyclic.
6) If T −V (X) is not transitive and m ≥ 3, then for |V (T1)| = 1 (|V (Tm)| = 1,
respectively) all arcs t1t2 ∈ A(T1, T2) (tm−1tm ∈ A(Tm−1, Tm), respectively)
are 4-pancyclic.
7) For 1 < i < m, if |V (Ti)| ≥ 4, then every t-pancyclic arc in Ti, 3 ≤ t ≤
|V (Ti)|, is also t-pancyclic in T .
8) If |V (Ti)| ≥ 3 for some 1 < i < m, then every arc e in Ti, which lies on a
Hamiltonian path of Ti, is 5-pancyclic in T .
Lemma 2.13 (Havet [28], 2004) For any 1 < i < m, if Ti is a 3-cycle, then
two arcs of Ti are pancyclic in T .
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X1
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Xl
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Tm−1
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Figure 2.4: The structure of a strong tournament.
Now the main result of this section is as follows.
Theorem 2.14 Let T be a strong tournament with n ≥ 3 vertices. Then
ht(T ) ≥ t
for all 3 ≤ t ≤ n.
Proof. The inequality h3(T ) ≥ 3 follows immediately from Theorem 2.4. By The-
orem 2.1, T has a Hamiltonian cycle, so we have hn(T ) ≥ n. For the remaining
cases 4 ≤ t ≤ n−1 we ﬁrst prove the statement for t = 4 and then for 4 < t ≤ n−1
by induction on n = |V (T )|.
Let X1, X2, . . . , Xl, l ≥ 1, be the strong decomposition of the reductor X and
T1, T2, . . . , Tm,m ≥ 2, be the strong decomposition of T −V (X) with ni = |V (Ti)|,
1 ≤ i ≤ m. Because of n ≥ 5 and |V (X)| ≤ n
2
, we have |V (T )\V (X)| ≥ 3. Note
that every component Ti, 1 ≤ i ≤ m, not consisting of a single vertex contains a
Hamiltonian cycle Ci.
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In the following, we always consider some Hamiltonian cycle in the form C =
w1Qw2P of T , where w1 ∈ A(Xl, T1), w2 ∈ A(Tm, X1), P is a Hamiltonian path of
X and Q is a Hamiltonian path of T − V (X). Note that the two arcs w1 and w2
are always pancyclic in T by Lemma 2.12.2).
Case 1: t = 4.
If |V (T1)| = |V (Tm)| = 1, then m ≥ 3 and the two arcs of A(T1, T2) and
A(Tm−1, Tm) on Q are 4-pancyclic by Lemma 2.12.5) and 6).
Assume now that |V (T1)| ≥ 3. Let C1 = t1t2 . . . tn1t1 and vl ∈ V (Xl) with
vl → t1. By Lemma 2.12.1), there exists a vertex y ∈ V (Tm) with y → vl. Because
of t2 → y, the arc t1t2 is on the 4-cycle t1t2yvlt1 and it is easy to see that this
arc is also 4-pancyclic in T . If vl → t3, the arc t3t4 (t3t1 in the case n1 = 3) is
on the 4-cycle t3t4yvlt3 (t3t1yvlt3 in the case n1 = 3) and also 4-pancyclic in T .
Now the Hamiltonian cycle C = w1Qw2P of T , where t3 . . . tn1t1t2 is the ﬁrst part
of Q, has four 4-pancyclic arcs w1 = vlt3, t3t4 (t3t1 in the case n1 = 3), t1t2 and
w2 ∈ A(Tm, X1), i.e. h4(T ) ≥ 4.
So, we may assume that t3 → vl. Now the arc t2t3 is on the 4-cycle t2t3vlt1t2
and also 4-pancyclic in T . Then the Hamiltonian cycle C = w1Qw2P of T with
t1 . . . tn1 as the ﬁrst part of Q has four 4-pancyclic arcs w1 = vlt1, t1t2, t2t3 and
w2 ∈ A(Tm, X1), i.e. h4(T ) ≥ 4.
Case 2: t > 4.
First, we assume again |V (T1)| = |V (Tm)| = 1. Then m ≥ 3. Consider a
Hamiltonian cycle C = w1Qw2P of T as described above. It is easy to see that
w1, w2, every arc on P as well as on Q is at least 5-pancyclic by Lemma 2.12.2)-5)
and 8), i.e. ht(T ) = n ≥ t. Thus, without loss of generality, we may assume that
|V (T1)| ≥ 3.
Claim 1: If |V (T1)| ≥ t, then T1 has at least ht(T1)−1 arcs which are t-pancyclic
in T and contained in the same Hamiltonian cycle C.
By the induction hypothesis for T1, T1 has a Hamiltonian cycle, say C1 =
t1t2 . . . tn1t1, containing h
t(T1) ≥ t arcs which are t-pancyclic in T1. If there is a
vl ∈ V (Xl) with vl → T1, every arc of C1 is obviously t-pancyclic in T and we
consider a Hamiltonian cycle C = w1Qw2P of T with w1 = vlt1 and t1t2 . . . tn1
as the ﬁrst part of Q containing all these at least ht(T1) − 1 t-pancyclic arcs.
So, without loss of generality, tn1 → vl → t1. Now the Hamiltonian path Q1 =
t1t2 . . . tn1 of T1 contains at least h
t(T1) − 1 arcs which are t-pancyclic in T1. As
it is not diﬃcult to see that they are additionally contained in an s-cycle for all s
satisfying |V (T1)| + 1 ≤ s ≤ n, i.e. they are t-pancyclic in T , we can choose Q1
as the ﬁrst part of Q and conclude in the same way as just before. So, Claim 1 is
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proved. Note that the case |V (Tm)| ≥ t can be solved in the same way by using
T−1.
Thus, there exists a Hamiltonian cycle C containing w1, w2 and all arcs of Q1
with at least 2+ht(T1)−1 > t arcs which are t-pancyclic in T . So, we may assume
that 3 ≤ |V (T1)| ≤ t− 1.
Claim 2: If 3 ≤ |V (T1)| ≤ t− 1, then there are at least |V (T1)| − 1 arcs in T1
which are t-pancyclic in T and contained in the same Hamiltonian cycle C.
If |V (T1)| < t − 1, there exists at least one tj ∈ V (T1), 1 ≤ j ≤ n1, and a
vl ∈ V (Xl) with vl → tj. Let P = v1 . . . vl. Then there exists a subpath x . . . y, x ∈
V (Ti), 2 ≤ i ≤ m, y ∈ V (Tm), of a Hamiltonian path of T − (V (X)∪V (T1)) with
y → vk, vk ∈ V (X), such that vltj . . . tj−1x . . . yvk . . . vl is a cycle of length t which
can be extended to cycles of length t + 1, . . . , n and every arc of C1, except for
tj−1tj, is t-pancyclic in T .
Let |V (T1)| = t−1. If T1− tj → Xl, 1 ≤ j ≤ n1, then there exists a vl ∈ V (Xl)
with vl → tj and vltj . . . tj−1vl is a t-cycle. Moreover, there exists a y ∈ Tm with
y → vl such that C ′ = vltj . . . tj−1yvl is a (t + 1)-cycle that can be extended to
cycles of length t+2, . . . , n. If there exist at least two vertices tj, tj′ ∈ V (T1) with
vl, vl′ ∈ V (Xl), vl = vl′ possible, such that vl → tj and vl′ → tj′ , then vltj . . . tj−2yvl
and vl′tj′ . . . tj′−2y′vl′ with ﬁtting y, y′ ∈ V (Tm) are t-cycles and therefore, all arcs
in C1 - except for tj−1tj in the case of j′ = j+1 - lie on a t-cycle. Then the (t+1)-
cycles C ′ = vltj . . . tj−2tj−1yvl and C ′′ = vl′tj′ . . . tj′−2tj′−1y′vl′ can be extended
again. So, Claim 2 is proved. Once again, note that by using T−1 and similar
considerations, we can replace T1 by Tm, if |V (Tm)| ≤ t− 1.
Now with the help of the Lemmata 2.12 and 2.13 the following is easy to verify:
If |V (Tm)| = 1, we get a cycle C such that every arc except for the one of A(T1, T2)
is t-pancyclic, i.e. ht(T ) ≥ n − 1 ≥ t. If 3 ≤ |V (Tm)| ≤ t − 1, then there is a C
such that only the arcs of A(T1, T2) and A(Tm−1, Tm) are not t-pancyclic, and if
m = 2, we are done with ht(T ) ≥ n− 1 ≥ t . For m ≥ 3, at least n− 2 arcs of C
are t-pancyclic. In the case t = n − 1, it is easy to see, that the arc of A(T1, T2)
(A(Tm−1, Tm), respectively) is on an (n− 1)-cycle if we skip one vertex of Tm (T1,
respectively). Thus, we get ht(T ) ≥ t.
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2.3 All tournaments with ht(T ) = t as well as
pt(T ) = t
As the result of the last section gives a lower bound for both parameters, ht(T )
and pt(T ), we are now interested in the structure of the tournaments fulﬁlling
the equality in one or both cases. Because of the inequality pt(T ) ≥ ht(T ) and
Theorem 2.14, it is obvious that the set of tournaments with pt(T ) = t is a subset
of those tournaments with ht(T ) = t. So, we ﬁrst characterise all tournaments
with the latter property, which is a generalisation of the second part of Theorem
2.4.
The following tournament will play the main role in the current section.
Deﬁnition 2.15 Let Hn be the strong tournament on n vertices with Hamiltonian
path P = x1x2 . . . xn such that xj → xi for all i+2 ≤ j ≤ n, 1 ≤ i ≤ n−2. Instead
of Hn we often write HnP or H
n
x1
to mark the path P or its initial vertex x1. Note
that Hn ∼= (Hn)−1. As X = {x2} is a reductor of Hn, we get σ(HnP ) = 1 and a
strong decomposition T1, T2 of H
n
P − x2 with T1 = Hn−2P−{x1,x2} and T2 = {x1}.
x1 x2 x3 xn−1 xn
     
x1
x2
x3 x4 xn−1 xn
     
T1 T2
Figure 2.5: Two representations of the tournament Hn.
The next lemma identiﬁes a given tournament as Hn.
Lemma 2.16 Let T be a strong tournament and x ∈ V (T ). Then T = Hnx if and
only if for every Hamiltonian path of T with initial vertex x there is no path of
length n− 2 from x to any end vertex of such Hamiltonian paths.
Proof. First, let T = Hnx and y ∈ V (T ) be the end vertex of the unique Hamilto-
nian path with initial vertex x. Then it is easy to see that there is only one path,
the Hamiltonian path, in T from x to y and therefore, there exists no xy-path of
length n− 2.
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Now we prove the other direction by induction on n = |V (T )|. Since T is
strong, it contains at least 3 vertices. If n = 3, T is a 3-cycle and therefore,
T = H3. Let n = 4 and x be a vertex such that there is no path of length
n − 2 from x to any end vertex of any Hamiltonian path of T starting in x. Let
P = x1x2x3x4 be a Hamiltonian path of T with x1 = x. Then x3 → x1 and
x4 → x2 because otherwise, there is an x1x4-path of length 2, a contradiction. If
x1 → x4, P ′ = x1x4x2x3 is another Hamiltonian path starting in x1, but x1x2x3 is
an x1x3-path of length 2, a contradiction. So, x4 has to dominate x1 and we are
done with T = H4x.
Suppose that n ≥ 5 and the claim holds for all strong tournaments with less
than n vertices. Let P = x1x2 . . . xn be a Hamiltonian path in T with x1 = x. As
there is no x1xn-path of length n − 2, we have xi+2 → xi for all 1 ≤ i ≤ n − 2.
Consider T − x1, which is still strong. Obviously, for any Hamiltonian path Q
of T − x1 starting in x2, there is no path S of length n − 3 from x2 to any end
vertex of such a Hamiltonian path and we have T − x1 = Hn−1x2 = Hn−1P ′ with
P ′ = x2x′3 . . . x
′
n, {x′3, . . . , x′n} = {x3, . . . , xn}. It is easy to see that x′3 → x1.
Now, if there exists an i ∈ {4, . . . , n} with x1 → x′i, then x1x′i . . . x′nx2 . . . x′i−1 is a
Hamiltonian path of T and x1x
′
i . . . x
′
nx
′
3 . . . x
′
i−1 is a path of length n− 2 from x1
to x′i−1, a contradiction. Thus, we are done with T = H
n
x = H
n
P ′′ , P
′′ = xP ′.
With the help of the last lemma, we are able to characterise all tournaments
with ht(T ) = t.
Theorem 2.17 Let T be a strong tournament and t ≥ 4. Then ht(T ) = t if and
only if |V (T )| = t or T = H t+1.
Proof. First, we assume that |V (T )| = t or T = H t+1. If n = |V (T )| = t, the
desired result is obvious, since T is strong. If T = H t+1 = H t+1Q with Q =
x1 . . . xt+1, it is easy to see that this tournament has exactly one Hamiltonian
cycle and every arc of Q is contained in the cycles x1 . . . xtx1 or x2 . . . xt+1x2 and
therefore t-pancyclic. By Lemma 2.16, there is no path of length t− 1 from x1 to
xt+1 and the arc xt+1x1 cannot be contained in a t-cycle. So, we have h
t(T ) = t.
To prove the other direction, let X1, X2, . . . , Xl, l ≥ 1, be the strong decom-
position of a reductor X of T and T1, T2, . . . , Tm, m ≥ 2, be the strong decom-
position of T − V (X) with ni = |V (Ti)|, 1 ≤ i ≤ m. Similar to the proof of
Theorem 2.14 we diﬀerentiate the cases t = 4 and t > 4. In both cases, we assume
that n = |V (T )| > t as n = t is trivial. Therefore, we always have n ≥ 5 and
|V (X)| ≤ n
2
 which leads to |V (T )\V (X)| ≥ 3. Again, we consider some Hamil-
tonian cycle of the form C = w1Qw2P of T consisting of an arc w1 ∈ A(Xl, T1),
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an arc w2 ∈ A(Tm, X1), a Hamiltonian path P of X and a Hamiltonian path Q of
T − V (X).
Case 1: t = 4.
If |V (Ti)| = 1 for all 1 ≤ i ≤ m, then it follows m ≥ 4 and |V (X)| = 1, as
otherwise, it is easy to verify that there is either a Hamiltonian cycle containing
at least ﬁve 4-pancyclic arcs because of n ≥ 5, |X| ≤ n
2
 and Lemma 2.12.2), 3)
and 5) or we get |V (T )\V (X)| ≤ 2, both a contradiction.
Now let V (X) = {v} and assume that m > 4. Then there exist two vertices
ti ∈ V (Ti) and ti+1 ∈ V (Ti+1), 1 < i < m − 1, with v → ti or ti+1 → v. Then
titi+1 together with t1t2, tm−1tm, w1 and w2 is 4-pancyclic and all these arcs lie on
the Hamiltonian cycle C = t1t2 . . . tmvt1, a contradiction. Therefore, m = 4 and
{t2, t4} → v → {t1, t3}. But this tournament equals H5Q = H5 with Q = t3t4vt1t2.
If |V (Ti)| ≥ 3, 1 < i < m, then Ti contains at least two 4-pancyclic arcs by
Lemmata 2.12.7) and 2.13 and these arcs can be contained in Q. If |V (Ti)| =
3 = t − 1, i ∈ {1,m}, then we have seen that we also get two 4-pancyclic arcs
on Q and therefore on C. And in the case |V (Ti)| ≥ 4 = t, i ∈ {1,m}, there
are at least ht(Ti) − 1 ≥ t − 1 such arcs. Altogether, there exists exactly one
component Ti with |V (Ti)| = 3 and we must have V (X) = {v}, as otherwise, there
is always a Hamiltonian cycle containing at least ﬁve 4-pancyclic arcs. So, without
loss of generality, we may assume that |V (Tm)| = 1. If m ≥ 3, xy ∈ A(Tm−1, Tm)
together with two arcs of A(Ti) on Q as well as w1 and w2 are ﬁve 4-pancyclic arcs, a
contradiction. Thus m = 2 and T1 is the 3-cycle C1 = t1t2t3t1. If |N+(v)∩V (T1)| ≥
2, then it is not diﬃcult to see that there exists a Hamiltonian cycle with ﬁve 4-
pancyclic arcs, a contradiction. So, without loss of generality, let {t2, t3} → v → t1.
Now the resulting tournament is H5Q = H
5 with Q = yvt1t2t3, y ∈ V (T2).
Case 2: t > 4.
If |V (Ti)| = 1 for all 1 ≤ i ≤ m, then we get a Hamiltonian cycle C on which
every arc is t-pancyclic by Lemma 2.12.2)-5), i.e. t = ht(T ) = n, a contradiction.
Moreover, we must have |V (T1)|, |V (Tm)| ≤ t− 1. Otherwise, ht(T ) ≥ ht(Ti)− 1+
|{w1, w2}| ≥ t + 1 based on Theorem 2.14 for Ti, i ∈ {1,m}.
Now there exists a Hamiltonian cycle C on which all arcs on P , on every
Hamiltonian path Qi of Ti, 1 ≤ i ≤ m, and the arcs w1, w2 as well as the arcs of
A(Ti, Ti+1), 1 < i < m − 1, are t-pancyclic. So, only the arcs eC ∈ A(T1, T2) and
e′C ∈ A(Tm−1, Tm) are possibly not t-pancyclic. Therefore, we have n − 2 ≤ t ≤
n− 1.
If |V (T1)| = |V (Tm)| = 1, then m ≥ 3 and both arcs, eC and e′C , are t-pancyclic
by Lemma 2.12.6) which leads to ht(T ) = n = t.
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Now we assume that 3 ≤ |V (T1)|, |V (Tm)| ≤ t− 1. Obviously, the arc eC (e′C ,
respectively) is on cycles of length n− 1 and n− 2 by skipping one or two vertices
in Tm (T1, respectively). In both cases, t = n − 1 and t = n − 2, both arcs are
t-pancyclic and again, we have ht(T ) = n = t.
So, without loss of generality, we may assume that 3 ≤ |V (T1)| ≤ t − 1 and
|V (Tm)| = 1. If m ≥ 3, then e′C is t-pancyclic by Lemma 2.12.6), and if m = 2,
then eC = e
′
C . This leads to t = n− 1 and it implies that eC is not t-pancyclic.
Next, we show σ(T ) = 1. Assume that |V (X)| = k ≥ 2. Obviously, y →
X, y ∈ V (Tm), and eC is on an (n − 1)-cycle (skip one vertex of V (X) on C), a
contradiction. In a similar way, we get m ≤ 3, as otherwise, we skip one vertex of
T3 and again, eC is on an (n− 1)-cycle.
Let m = 3. Then V (X) = {v}, V (T2) = {x}, V (T3) = {y} and v → x, as
otherwise, eC is t-pancyclic again. Because of d
+(x) = 1, we have an alternative
reductor X ′ with V (X ′) = {y} of T with strong decomposition T ′1, T ′2 of T −
V (X ′) in which T ′1 = D[V (T1) ∪ {v}] and T ′2 = T2. Note that T ′1 is strong: Let
C1 = t1t2 . . . tn1t1 and C = vt1t2 . . . tn1xyv. Now assume that v → tn1 . Then we
get another Hamiltonian cycle C ′ = vtn1t1t2 . . . tn1−1xyv of T with eC′ = tn1−1x.
Because of v → t1, eC′ is contained in a t-cycle and therefore t-pancyclic which
means that every arc on C ′ is t-pancyclic, i.e. ht(T ) = n = t, a contradiction.
Thus, tn1 → v and vt1t2 . . . tn1v is a Hamiltonian cycle of T ′1. Remark that the last
step also shows the following: v cannot dominate two consecutive vertices on C1.
Otherwise, this directly leads to a Hamiltonian cycle of T on which every arc is
t-pancyclic.
Now let m = 2, V (X) = {v} and V (T2) = {y}. Moreover, let C1 = t1 . . . tn1t1
and v → t1. By the last conclusion, it is easy to see that {t2, tn1} → v.
Claim 1: For every Hamiltonian path of D[V (T1) ∪ {v}] with initial vertex v
and end vertex tj, we get tj → v.
We assume that v → tj. Let P = vx1x2 . . . xn1 , x1 := t1, xn1 := tj be a
Hamiltonian path from v to tj in D[V (T1) ∪ {v}]. Note that, without loss of
generality, x1 = t1, as otherwise, we relabel the vertices on C1 such that for an
initial arc vti of such an Hamiltonian path we set ti := t
′
1, . . . , ti−1 := t
′
n1
and
therefore, x1 = t
′
1.
First, we assume that xn1 → x1. Then we get a Hamiltonian cycle x1x2 . . . xn1x1
of T1 with two consecutive vertices dominated by v, which again leads to a Hamil-
tonian cycle of T containing n = t + 1 t-pancyclic arcs, a contradiction.
Now we suppose that x1 → xn1 . Because of t1 → tj → tj+1 there exists an
l ∈ {1, . . . , n1 − 3} such that xl → xn1 → xl+1 which brings another Hamiltonian
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path P ′ = vx1 . . . xlxn1xl+1 . . . xn1−1 of D[V (T1) ∪ {v}] and the Hamiltonian cycle
C ′ = P ′yv of T . Now vx1 . . . xlxl+1 . . . xn1−1yv and vx1 . . . xlxn1xl+1 . . . xn1−2yv as
two t-cycles show that all arcs of C ′ are t-pancyclic, a contradiction. Thus, Claim
1 is true.
t1 tn1
y
v
     
eC
T1
Figure 2.6: The case m = 2, |V (T1)| = t− 1, |V (T2)| = |V (X)| = 1.
Suppose now that T = H t+1y . By Lemma 2.16, there is a Hamiltonian path
P = x1 . . . xn of T , where x1 = y, and a yxn-path Q = y1 . . . yn−1 of length
n − 2 = t − 1. Obviously, we have x2 = y2 = v. Thus, x2 . . . xn is a Hamiltonian
path of D[V (T1) ∪ {v}] starting at v. By Claim 1, x2 . . . xnx2 is a cycle of length
n− 1 = t. Since yv and xny are contained in the t-cycle Qy, all n = t + 1 arcs of
the Hamiltonian cycle Py of T are t-pancyclic, a contradiction.
We have seen that tournaments with h(T ) = 3 have been characterised by
Moon [48] and that these are the same tournaments as those with p(T ) = 3.
The important fact is that all these tournaments contain exactly one Hamiltonian
cycle. As this is also the key in our next theorem in which we characterise all
tournaments with pt(T ) = t, we mention an earlier result by Douglas [16] which
gives valuable information about the structure of tournaments containing exactly
one Hamiltonian cycle.
Theorem 2.18 (Douglas [16], 1970) For n ≥ 5, a tournament T admits a
unique Hamiltonian cycle H if and only if the following three conditions hold:
1) There exist sets of vertices C = {c1, . . . , ck} = ∅ and D = {d1, . . . , dm}
(possibly empty) and a cycle H = xc1 . . . ckyd1 . . . dm x where n = m+ k + 2
and d+(x) = d−(y) = 1.
2) For |i− j| ≥ 2 we have:
ci → cj if i > j, and di → dj if i < j.
3) For arcs between C and D we have:
dm → c1, ck → d1, and (ci → dr implies cj → ds) for i < j, r ≤ s.
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Figure 2.7: A tournament with exactly one Hamiltonian cycle.
Theorem 2.19 Let T be a strong tournament and t ≥ 4. Then the following
holds:
1) If t ≤ n− 1, then pt(T ) = t if and only if T = H t+1.
2) If t = n, then pt(T ) = t if and only if there is exactly one Hamiltonian cycle
in T .
Proof. 1) First, let pt(T ) = t and we assume that T = H t+1. By Theorem 2.17,
we have ht(T ) = t and by Theorem 2.14, pt(T ) ≥ ht(T ) > t holds, a contradiction.
Now let T = H t+1. With the help of Theorem 2.17, we get ht(T ) = t. Additionally,
there is exactly one Hamiltonian cycle in T , which implies pt(T ) = ht(T ) = t.
2) pn(T ) = n directly implies that there are exactly n arcs in T contained in a
Hamiltonian cycle.
2.4 All tournaments with ht(T ) = t + 1 as well as
pt(T ) = t + 1
This section deals with the question of how the structure of the tournaments with
ht(T ) = t (pt(T ) = t, respectively) has to change when we force the existence of an
additional t-pancyclic arc. The results of this section are extensions of Theorem
2.5 and Theorem 2.6 by Havet.
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By Hn(e1, . . . , el) we denote the tournament arising from H
n by changing the
orientation of the arcs (e1)
−1, . . . , (el)−1 of Hn. We start with a short notice
concerning such a tournament and its converse tournament
Remark 2.20 Let P = x1 . . . xn always be a Hamiltonian path in the following
tournaments. Then:
• (HnP )−1 = Hn(P )−1 ∼= HnP ,
• (HnP (xixi+2))−1 = Hn(P )−1(xi+2xi) ∼= HnP (xn−(i+1)xn−(i−1))
for all i ∈ {1, . . . , n− 2},
• (HnP (xixi+2, xi+1xi+3))−1 = Hn(P )−1(xi+3xi+1, xi+2xi)∼= HnP (xn−(i+2)xn−i, xn−(i+1)xn−(i−1)) for all i ∈ {1, . . . , n− 3}.
Now we consider tournaments with ht(T ) = t + 1 and split the proof of the
characterisation of all such tournaments into two parts. In a ﬁrst step, we present
tournaments fulﬁlling ht(T ) = t + 1 and in a second step, we show that these are
the only tournaments with this property.
Theorem 2.21 Let T be a strong tournament on n vertices and t ≥ 4. If one of
the following properties holds, then we have ht(T ) = t + 1:
1) |V (T )| = t + 1 and T = H t+1 or
2) T ∈ {H t+2P } ∪ {H t+2P (xixi+2) | i ∈ {1, 2, 3, n− 4, n− 3, n− 2}}
∪ {H t+2P (xixi+2, xi+1xi+3) | i ∈ {1, 2, 3, n− 5, n− 4, n− 3}}
with P = x1x2 . . . xn.
Proof. Let T be a strong tournament on n = t + 1 vertices, T = H t+1 and we
assume that ht(T ) = t + 1. Because of Theorem 2.14, we have ht(T ) = t. By
Theorem 2.17, T has to be H t+1, a contradiction. Therefore, we get ht(T ) = t+1.
Let T be one of the tournaments mentioned in 2) and C = Px1 be a Hamil-
tonian cycle of T . In any case, xnx1 is not contained in an (n− 2)-cycle and it is
easy to see that xnx1 is the only arc on C which is not t-pancyclic. Any further
existing Hamiltonian cycle does not contain a greater number of t-pancyclic arcs,
i.e. ht(T ) = t + 1.
Remark that the tournaments H t+2P (xixi+2) (H
t+2
P (xixi+2, xi+1xi+3), respec-
tively) with 4 ≤ i ≤ n − 5 (4 ≤ i ≤ n − 6, respectively) always contain the
Hamiltonian cycle x1 . . . xixi+2 . . . xnxi+1x1 on which every arc is t-pancyclic.
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Figure 2.8: The tournaments Ht+2P (xixi+2) and H
t+2
P (xixi+2, xi+1xi+3).
In the case t = 4, there exist two more tournaments with ht(T ) = t + 1.
Theorem 2.22 Let T ∈ {H7P (x1x3, x1x4), H7P (x1x3, x1x4, x2x4, x2x5)} with P =
x1x2 . . . x7. Then h
4(T ) = 5.
Proof. First, note that both tournaments contain exactly one Hamiltonian cycle
C = x1 . . . x7x1 and
• H7P (x1x3, x1x4) = H7P ′(x′4x′7, x′5x′7)
with P ′ = x′1x
′
2 . . . x
′
7 = x2x3x4x5x6x7x1,
• H7P (x1x3, x1x4, x2x4, x2x5) = H7P ′′(x′′3x′′6, x′′4x′′6, x′′4x′′7, x′′5x′′7)
with P ′′ = x′′1x
′′
2 . . . x
′′
7 = x3x4x5x6x7x1x2.
Let T = H7P (x1x3, x1x4). Every arc on C is 4-pancyclic, except for x1x2 and
x7x1, which are not contained in a 4-cycle. So, h
4(T ) = 5.
If T = H7P (x1x3, x1x4, x2x4, x2x5), then x2x3 and x7x1 are the only arcs on C
which are not on a 4-cycle and again h4(T ) = 5.
To identify the tournaments mentioned in the last two theorems as those which
are the only tournaments fulﬁlling ht(T ) = t + 1, we split this task into the two
cases t = 4 and t ≥ 5. In both cases, let X1, X2, . . . , Xl be the strong decomposi-
tion of the reductor X and T1, T2, . . . , Tm be the strong decomposition of T−V (X)
with ni := |V (Ti)|, 1 ≤ i ≤ m. For every component Ti, 1 ≤ i ≤ m, not consisting
of a single vertex there exists a Hamiltonian cycle Ci of Ti. We always consider
a Hamiltonian cycle C = w1Qw2S of T consisting of an arc w1 ∈ A(Xl, T1), an
arc w2 ∈ A(Tm, X1), a Hamiltonian path S of X and a Hamiltonian path Q of
T − V (X). Obviously, we always have |V (T )| = n ≥ 5 and |V (X)| ≤ n
2
 which
leads to |V (T )\V (X)| ≥ 3. Note that the two arcs w1 and w2 as well as all arcs
of S are always pancyclic in T by Lemma 2.12.2) and 3).
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Theorem 2.23 Let T be a strong tournament with h4(T ) = 5. Then one of the
following properties holds:
1) |V (T )| = 5 and T = H5 or
2) T ∈ {H6P} ∪ {H6P (xixi+2) | i ∈ {1, 2, 3, 4}}
∪ {H6P (xixi+2, xi+1xi+3) | i ∈ {1, 2, 3}}
with P = x1x2 . . . x6 or
3) T ∈ {H7P (x1x3, x1x4), H7P (x1x3, x1x4, x2x4, x2x5)} with P = x1x2 . . . x7.
Proof. First, assume that n = 5. Because of Theorem 2.14, we get 4 ≤ h4(T ) ≤ 5.
By Theorem 2.17, H5 is the only tournament on ﬁve vertices with h4(T ) = 4 and
therefore, 1) holds.
Before we diﬀerentiate between n = 6 and n ≥ 7, we show that in both cases
σ(T ) ≤ 2. So, assume that |V (X)| = k ≥ 3. Then at least four arcs on the path
w2Sw1 are 4-pancyclic by Lemma 2.12.2) and 3).
If |V (Ti)| = 1 for all 1 ≤ i ≤ m, then m ≥ 3 and the two arcs t1t2 ∈ A(T1, T2)
and tm−1tm ∈ A(Tm−1, Tm) on Q are additionally 4-pancyclic arcs by Lemma
2.12.5), a contradiction.
If |V (Ti)| ≥ 3, 1 < i < m, then Ti contains at least two 4-pancyclic arcs which
are also on Q, either by Lemma 2.13 or by Lemma 2.12.7) and Theorem 2.14 for
Ti.
Let |V (T1)| ≥ 3. As we have already seen, there are also at least two arcs of
A(T1) which are 4-pancyclic in T and contained in Q. By considering T
−1 we get
the same result for Tm, if |V (Tm)| ≥ 3.
Altogether, in any case there are at least six 4-pancyclic arcs on a Hamiltonian
cycle C = w1Qw2S, a contradiction. Therefore, we get σ(T ) ≤ 2.
Case 1: n = 6.
Case 1.1: σ(T ) = 1, i.e. V (X) = {v}.
Let |V (Ti)| = |{ti}| = 1 for all 1 ≤ i ≤ 5. Obviously, the four arcs w1 =
vt1, t1t2, t4t5 and w2 = t5v are 4-pancyclic. Now only one of the two arcs t2t3 and
t3t4 of Q can be 4-pancyclic as well. Thus, only t2t3 is additionally 4-pancyclic,
if {t3} → v → {t2, t4} or {t2, t3} → v → {t4}. In the same way only t3t4 is 4-
pancyclic, if {t2, t4} → v → {t3} or {t2} → v → {t3, t4}. This leads - in the same
order - to the following four tournaments (note that the last two are the converse
tournaments of the ﬁrst two):
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i) H6P (x3x5, x4x6) with P = x1x2 . . . x6 = t4t5vt1t2t3,
ii) H6P (x4x6) with P = x1x2 . . . x6 = t4t5vt1t2t3,
iii) H6P (x1x3, x2x4) with P = x1x2 . . . x6 = t3t2t1vt5t4,
iv) H6P (x1x3) with P = x1x2 . . . x6 = t3t2t1vt5t4.
Because of n = 6, there is exactly one Ti with |V (Ti)| ≥ 3 and obviously, we
get m ≤ 3. If m = 3 and i = 2, it is easy to see that we get a Hamiltonian cycle
C on which every arc is 4-pancyclic, i.e. h4(T ) = 6, a contradiction. So, without
loss of generality, we may assume that |V (T1)| ≥ 3.
Let m = 3 and therefore, |V (T1)| = |{t1, t2, t3}| = 3. If v → T1, then every arc
of A(T1, T2) is 4-pancyclic and it is not diﬃcult to see that every Hamiltonian cycle
of T contains six 4-pancyclic arcs, i.e. h4(T ) = 6. If |N+(v)∩ V (T1)| = 2, without
loss of generality, N+(v) ∩ V (T1) = {t1, t2}, then every arc on the Hamiltonian
cycle vt1t2t3xyv, x ∈ V (T2), y ∈ V (T3), is 4-pancyclic in the case x → v. So,
v → x and we get the following tournament and its converse tournament:
v) H6P (x3x5) with P = x1x2 . . . x6 = xyvt1t2t3,
vi) H6P (x2x4) with P = x1x2 . . . x6 = t3t2t1vyx.
If N+(v) ∩ V (T1) = {t1}, we also distinguish the two cases x → v and v → x.
The former case brings the tournament ii) and its converse tournament iv) and
the latter case leads to the following self converse tournament:
vii) H6P with P = x1x2 . . . x6 = t3xyvt1t2.
If m = 2, then |V (T1)| = 4 and C1 = t1t2t3t4t1. If |N+(v) ∩ V (T1)| ≥ 3,
without loss of generality, we may assume that {t1, t2, t3} ⊆ N+(v), it is easy to
see that every arc on C = vt1t2t3t4yv, v ∈ V (T2), is 4-pancyclic, i.e. h4(T ) = 6, a
contradiction. If |N+(v) ∩ V (T1)| = 2, we diﬀerentiate whether these two vertices
are neighbours on the Hamiltonian cycle C1 or not. If they are not neighbours,
without loss of generality, v → {t1, t3}, then every arc on the Hamiltonian cycle
C = vt1t2t3t4yv, y ∈ V (T2), is 4-pancyclic. So, let them be neighbours, with-
out loss of generality, v → {t1, t2}. If t2 → t4, the arc t4y on C is 4-pancyclic.
Therefore, h4(T ) = 6 and we may assume that t4 → t2. If t3 → t1, we get the tour-
naments v) and vi). Otherwise, we have the following self converse tournament:
viii) H6P (x2x4, x3x5) with P = x1x2 . . . x6 = yvt1t2t3t4.
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The other cases, where |N+(v) ∩ V (T1)| = 1, all lead to one of the already
known tournaments.
Case 1.2: σ(T ) = 2, i.e. V (X) = {v1, v2} with v1 → v2.
If |V (Ti)| = |{ti}| = 1 for all 1 ≤ i ≤ 4, every arc on the Hamiltonian path
t3t4v1v2t1t2 is 4-pancyclic. Moreover, only if t2 → X and X → t3, the arc t2t3 is
not 4-pancyclic. But in this situation, t1 is a reductor of T , a contradiction.
So, we have m = 2 and, without loss of generality, |V (T1)| = |{t1, t2, t3}| = 3.
Furthermore, we get |N+(v2) ∩ V (T1)| ≥ 2 as well as |N+(v1) ∩ V (T1)| ≤ 2.
Otherwise, T is no longer 2-strong because of y → X, y ∈ V (T2). Let {t1, t2} ⊆
N+(v2). Then the Hamiltonian cycle v1v2t1t2t3yv1 contains six 4-pancyclic arcs, a
contradiction.
Case 2: n ≥ 7.
Case 2.1: σ(T ) = 1, i.e. V (X) = {v}.
If |V (Ti)| = |{ti}| = 1 for all 1 ≤ i ≤ m, then m ≥ 6 and the arcs tm−1tm, tmv,
vt1 and t1t2 are 4-pancyclic.
Because of either v → ti+1 or ti+1 → v, it is easy to see that only one of
two consecutive arcs titi+1 and ti+1ti+2, 1 < i < m − 2, is not on a 4-cycle
and therefore, it is not 4-pancyclic. Thus, there is only the case m = 6 and we
get {t2, t4} → v → {t3, t5}. Then t3t4 is 4-pancyclic, which leads to the next
tournament:
ix) H7P (x1x3, x1x4, x2x4, x2x5) with P = x1x2 . . . x7 = t3t4t5t6vt1t2.
As in the case n = 6, it is easy to see that there exists exactly one component
Ti with |V (Ti)| ≥ 3 and that i /∈ {2, . . . ,m− 1}. So, without loss of generality, we
may assume that |V (T1)| ≥ 3.
If m ≥ 5, there exists at least one arc rs ∈ A(Ti, Ti+1), 1 < i < m − 1, such
that v → r or s → v. Thus, rs is on a 4-cycle. It is easy to see that it is also
4-pancyclic and therefore, we get h4(T ) ≥ 6.
Let m = 4. If |V (T1)| = |{t1, . . . , tn1}| ≥ 4, then there exists a Hamiltonian
cycle C1 of T1 containing h
4(T1) ≥ 4 arcs which are 4-pancyclic in T1. As we
have already seen, there exists a Q which contains at least h4(T1) − 1 arcs of C1
and these arcs are also 4-pancyclic in T . Without loss of generality, let v → t1.
Together with w1 = vt1, xy ∈ A(T3, T4) and w2 = yv, C contains at least six such
arcs, a contradiction. Note that the case |V (Tm)| ≥ 4 can be solved in the same
way by using T−1.
Thus, |V (T1)| = |{t1, t2, t3}| = 3 with Hamiltonian cycle C1 = t1t2t3t1 and let
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v → t1. Then we get a Hamiltonian cycle C on which two arcs of C1 as well as
xy ∈ A(T3, T4), w2 = yv and w1 = vt1 are 4-pancyclic in T . To avoid the existence
of another such arc, we must have {t2, t3, w} → v → {t1, x}, w ∈ V (T2), which
leads to the next tournament:
x) H7P (x1x3, x1x4) with P = x1x2 . . . x7 = wxyvt1t2t3.
Let m = 3. Then |V (T1)| ≥ 4 and we get the same contradiction as just before.
Let m = 2 and |V (T1)| ≥ 5. If T1 = H5, then we have h4(T1) = 5 by
Theorem 2.17 and it is not diﬃcult to see that h4(T ) ≥ 5 − 1 + 2 = 6. So, let
T1 = H
5
R, R = t1t2t3t4t5 and V (T2) = {y}. If v → t5, then t5 is contained in the
4-cycle vt5t1yv and thus, all arcs of C1 = Rt1 lie on a 4- and a 5-cycle. Therefore,
we see again that h4(T ) ≥ 5 − 1 + 2 = 6, a contradiction. If v → t1, then
vt1t2t3t4t5v is a 6-cycle in T and therefore, titi+1 for all i ∈ {1, . . . , 4} as well as
w1 = vt1 and w2 = yv are 4-pancyclic. If v → t4, then t5 is contained in the 4-cycle
vt4t5t1v and the arguments from the case v → t5, again, lead to a contradiction.
If N+(v)∩V (T1) = {t2, t3}, then, except for t5t1, all arcs of the Hamiltonian cycle
vt2t3t4t5t1yv are 4-pancyclic in T , a contradiction. This leaves us with only the
cases N+(v) ∩ V (T1) = {t2} or N+(v) ∩ V (T1) = {t3}, but the former case leads
to the tournament ix) and the latter one leads to the tournament x).
Case 2.2: σ(T ) = 2, i.e. V (X) = {v1, v2} with v1 → v2.
If |V (Ti)| = |{ti}| = 1 for all 1 ≤ i ≤ m, then we get m ≥ 5. Beside the
ﬁve 4-pancyclic arcs t1t2, tm−1tm, tmv1, v1v2 and v2t1, obviously one of the arcs
titi+1, 1 < i < m − 1, has to be 4-pancyclic, a contradiction. Again, we may
assume that T1 is the only non-trivial component and V (Tm) = {y}. If m ≥ 3,
let V (Tm−1) = {x}. Obviously, xy, yv1, v1v2 and every arc from v2 to V (T1) are
4-pancyclic. With the help of Claim 1 and 2 of Theorem 2.14 and the fact that
|V (T1)| ≥ 3, it is easy to see that T1 has at least two arcs which are 4-pancyclic in T
and contained in the same Hamiltonian cycle. Therefore, we get h4(T ) ≥ 4+2 = 6.
Thus, m = 2 and obviously |V (T1)| ≥ 4. By using again Claim 1 of Theorem 2.14
we get the fact that T1 contains at least h
4(T1) − 1 ≥ 3 arcs of T1 which are 4-
pancyclic in T and contained in the same Hamiltonian cycle C. So, next to the
three 4-pancyclic arcs of T1, the arcs yv1 and v1v2 as well as the arc from v2 to T1
on C are 4-pancyclic,which implies h4(T ) ≥ 6 as before. Therefore, all cases have
been checked and the proof is complete.
It is worth to notice that all tournaments in 2) and 3) of the last theorem are
exactly 1-strong. Therefore, the only 2-strong tournament T with h4(T ) = 5 is
the regular tournament on ﬁve vertices.
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Following the ideas of the last theorem, which only considers 4-pancyclic arcs,
we get a similar result for t-pancyclic arcs with t ≥ 5.
Theorem 2.24 Let T be a strong tournament on n vertices with ht(T ) = t+1, t ≥
5. Then one of the following properties holds:
1) |V (T )| = t + 1 and T = H t+1 or
2) T ∈ {H t+2P } ∪ {H t+2P (xixi+2) | i ∈ {1, 2, 3, n− 4, n− 3, n− 2}}
∪ {H t+2P (xixi+2, xi+1xi+3) | i ∈ {1, 2, 3, n− 5, n− 4, n− 3}}
with P = x1x2 . . . xn.
Proof. As we always have n = |V (T )| ≥ t + 1, we start with the case n = t + 1.
Theorem 2.14 shows that t ≤ ht(T ) ≤ t + 1 holds for all these tournaments and
Theorem 2.17 characterises H t+1 as the only tournament on t + 1 vertices with
ht(T ) = t. Therefore, 1) holds.
Next, we consider n ≥ t + 2. If |V (Ti)| = |{ti}| = 1 for all 1 ≤ i ≤ m, every
arc of every Hamiltonian cycle C = w1Qw2S is 5-pancyclic with Lemma 2.12.2)-
5), which means t + 1 = ht(T ) = n, a contradiction.
For the strong decomposition of T−V (X), one of the following two cases holds.
(1) |V (T1)|, |V (Tm)| ≤ t− 1,
(2) |V (T1)| = n− 2, |V (Tm)| = 1 (or vice versa), m = 2, k := |V (X)| = 1.
To see that these cases include all possibilities, we assume that (1) is wrong.
Without loss of generality, let |V (T1)| ≥ t. If one of the three properties k = 1,
|V (Tm)| = 1 or m = 2 of (2) does not hold, we always get ht(T ) ≥ ht(T1)−1+3 ≥
t+2, a contradiction. As all properties hold, it is quite obvious that |V (T1)| = n−2,
and therefore, (2) is true.
Case 1: |V (T1)|, |V (Tm)| ≤ t− 1.
Only the arcs eC ∈ A(T1, T2) and e′C ∈ A(Tm−1, Tm) on the Hamiltonian cycle
C = w1Qw2S are possibly not t-pancyclic, as all arcs of S, on every Hamiltonian
path Qi of Ti, 1 ≤ i ≤ m, w1, w2 and the arcs of A(Ti, Ti+1), 1 < i < m − 1,
are t-pancyclic. This leads to n ≤ t + 3. So, either n = t + 2 or n = t + 3. If
|V (T1)| = |V (Tm)| = 1, then m ≥ 3 and both arcs, eC and e′C , are also t-pancyclic
by Lemma 2.12.6), a contradiction.
Case 1.1: n = t + 2.
If 3 ≤ |V (T1)|, |V (Tm)| ≤ t− 1 , then it is easy to see that eC and e′C are both
on a t- and a (t + 1)-cycle by skipping one or two vertices in Tm or T1 on C. So,
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without loss of generality, let 3 ≤ |V (T1)| ≤ t − 1 and |V (Tm)| = 1. Now either
e′C is t-pancyclic (if m ≥ 3 by Lemma 2.12.6)) or eC = e′C (if m = 2). So, eC is
the only arc of C which is not t-pancyclic and therefore, k ≤ 2, m ≤ 4 and - if it
exists - |V (Ti)| = 1 for all i ∈ {2, . . . ,m− 1} have to hold.
Case 1.1.1: k = 1.
As X = {v}, we get m ≥ 3 because |V (T1)| ≤ t− 1 = n− 3.
Case 1.1.1.1: m = 3.
Let C = xyvt1 . . . tn1x, x ∈ V (T2), y ∈ V (T3), and assume that x → v, as
otherwise, y is another reductor of T with m = 2 which will be Case 2 (note that
D[V (T1) ∪ {v}] is strong: As v → t1 and eC is not contained in an (n − 1)- and
(n− 2)-cycle at once, there exists a vertex tl, 2 ≤ l ≤ n1, such that tl → v → tl+1
which extends C1 to a Hamiltonian cycle of D[V (T1)∪{v}]). Now eC = tn1x is on
an (n − 1)-cycle. But then, it must not be contained in an (n − 2)-cycle, which
means that there is no vtn1-path of length n − 4. By Lemma 2.16, we conclude
D[V (T1)∪{v}] = Hn−2v and the resulting tournament and its converse tournament
are the following.
i) T = H t+2P (x1x3) with P = x1x2 . . . xn = xyvt1 . . . tn1 ,
ii) T = H t+2P (xn−2xn) with P = x1x2 . . . xn = tn1 . . . t1vyx.
Case 1.1.1.2: m = 4.
Let C = wxyvt1 . . . tn1w,w ∈ V (T2), x ∈ V (T3), y ∈ V (T4), and assume
that x → v, as otherwise, y is another reductor of T which brings m = 3, the
Case 1.1.1.1. Again, eC = tn1w must not be contained in an (n − 2)-cycle, so
v → w. Similar to the last case, Lemma 2.16 brings D[V (T1) ∪ {v}] = Hn−3v and
the resulting tournament and its converse tournament are the following.
iii) T = H t+2P (x1x3, x2x4) with P = x1x2 . . . xn = wxyvt1 . . . tn1 ,
iv) T = H t+2P (xn−3xn−1, xn−2xn) with P = x1x2 . . . xn = tn1 . . . t1vyxw.
Case 1.1.2: k = 2.
Let X = {v1, v2} with v1 → v2. Then we have m ≤ 3, as otherwise, eC would
be t-pancyclic because of y → X, y ∈ V (T4) (skip x ∈ V (T3) or/and v1).
Case 1.1.2.1: m = 2.
Now eC is on an (n − 1)-cycle because of y → X, y ∈ V (T2), but it must not
be on an (n−2)-cycle. Thus, there cannot exist any v2tn1-path of length n−4 and
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Lemma 2.16 brings D[T1 ∪ {v2}] = Hn−2v2 . But then N+(v2) = {t1} and therefore,
t1 is a reductor of T , a contradiction.
Case 1.1.2.2: m = 3.
As in the last case, eC is on an (n − 1)-cycle but on no (n − 2)-cycle because
of y → X, y ∈ V (T3). As a consequence, we get v2 → x, x ∈ V (T2) (otherwise,
skip y or/and v1) and x → v1 (otherwise, y is a reductor). But now, {y, v1} is an
alternative reductor with m = 2 and we are in Case 1.1.2.1.
Case 1.2: n = t + 3.
In this case, neither eC nor e
′
C can be t-pancyclic and, in particular, we have
eC = e′C . Then we know that m ≥ 3, 3 ≤ |V (T1)|, |V (Tm)| ≤ t − 1 and both arcs
are contained in an (n− 2)- and an (n− 1)-cycle. To guarantee that both arcs are
not on any (n−3)-cycle, the following has to hold: |V (T1)| = |V (Tm)| = 3, m = 3,
|V (T2)| = 1 and k = 1.
But now, there is no possibility for the arc between x ∈ V (T2) and v, because for
any orientation, we get an (n−3)-cycle containing either eC or e′C , a contradiction.
Case 2: k = 1, m = 2, |V (T1)| = n− 2, |V (T2)| = 1.
As now |V (T1)| ≥ t, there exists a Hamiltonian cycle C of T containing at least
ht(T1)−1 arcs of T1 which are t-pancyclic in T . Therefore, and by Lemma 2.12.2),
we have t+1 = ht(T ) ≥ 2+ht(T1)−1. Theorem 2.14 for T1 and the last inequality
lead to ht(T1) = t. With Theorem 2.17, we either get T1 = H
t+1, t = n − 3, or
|V (T1)| = n− 2 = t.
Case 2.1: T1 = H
t+1
P , t = n− 3, with P = t1 . . . tn1 .
First, it is not diﬃcult to see that every arc of P is t-pancyclic in T1 and con-
tained in the Hamiltonian cycle C = vt1 . . . tn1yv, y ∈ V (T2), of T . Additionally,
all these arcs, except for tn1−1tn1 , are on an (n− 1)-cycle by skipping tn1 on C and
therefore, these are t− 2 t-pancyclic arcs in T .
Let X = {v} and assume that v → ti for an i ∈ {2, . . . , n1}. Then there is
a Hamiltonian cycle ti−1yvti . . . tn1t1 . . . ti−1 of T with t − 1 arcs of P . Now, if
i = n1, we skip t1, and tn1−1tn1 is on an (n − 1)-cycle and also t-pancyclic. If
i = n1, it is easy to see, that tn1t1 is another t-pancyclic arc. Next to the arcs
w1 = vti and w2 = yv we get the t-pancyclic arc eC := ti−1y by skipping up
to three vertices in the following way: If i ∈ {2, . . . n1 − 3}, skip tn1 , tn1−1 and
tn1−2. If i ∈ {n1 − 2, n1 − 1, n1}, skip t1, t2 and t3. Now we get the contradiction
ht(T ) ≥ t− 2 + 1 + 2 + 1 = t + 2.
Assume next, that v → t1. As tn1 → v, every arc of P is on an (n−1)-cycle and
therefore, all these arcs are t-pancyclic in T . Together with the two t-pancyclic
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arcs vt1 and t2v, the Hamiltonian cycle C = vt1 . . . tn1yv contains at least t + 2
t-pancyclic arcs, a contradiction.
As both assumptions are wrong, we get T1 → v, a contradiction to the fact
that T is strong.
Note that because of the Cases 1.2 and 2.1, there is no tournament with n ≥
t + 3 vertices which fulﬁlls ht(T ) = t + 1, t ≥ 5.
Case 2.2: |V (T1)| = t = n− 2.
For the rest of the proof, let C = vt1 . . . tn1yv be a Hamiltonian cycle of T
with tn1 → t1. C contains at least 2 + n− 4 = t arcs which are t-pancyclic as vt1
and yv are t-pancyclic and all arcs of C in T1 are on an (n− 2)-cycle (because of
tn1 → t1) and, except for tn1−1tn1 , on an (n− 1)-cycle (skip tn1 on C). So, at most
tn1−1tn1 and eC = tn1y are not t-pancyclic. But we can assume that tn1−1tn1 is
also t-pancyclic: If tn1 → v, tn1−1tn1 is on the (n− 1)-cycle vt1 . . . tn1v. Otherwise,
if v → tn1 , C∗ = vtn1t1 . . . tn1−1yv is an alternative Hamiltonian cycle where it is
easy to see that tn1t1 is t-pancyclic like all the other arcs of C
∗ in T1. Therefore,
every arc on C∗, except for eC∗ = tn1−1y, is t-pancyclic and we would continue
with this cycle.
Thus, we may assume that C is a Hamiltonian cycle with ht(T ) = t+1 = n−1
t-pancyclic arcs and only eC is not t-pancyclic which means that we get the fol-
lowing three subcases:
1) eC is not on any (n− 1)-cycle but on an (n− 2)-cycle,
2) eC is on an (n− 1)-cycle but not on any (n− 2)-cycle,
3) eC is neither on any (n− 1)-cycle nor on any (n− 2)-cycle.
In the following, we identify the vertex ti with its index i, i ∈ {1, . . . , n1}, for
the vertices of T1 and if a Hamiltonian cycle is denoted by C
′, then all of its arcs
are t-pancyclic, which is always a contradiction.
Case 2.2.1: eC is not on any (n− 1)-cycle, but on an (n− 2)-cycle.
Obviously, we cannot skip one vertex on the path C − eC = yv1 . . . n1. With
0 := v, we get [i + 2] → i for all i ∈ {0, 1, . . . , n1 − 2}. To get the orientation of
all the arcs inside of T1 and between T1 and v, we set up a list of assumptions and
show that all of them lead to a contradiction.
Assumption 1: There exists an i ∈ {1, . . . , n1 − 4} with i → [i + 3].
Let i be the smallest of these integers such that i → [i+ 3]. Then we show via
induction that we have j → [i+1] for all j ∈ {i+4, . . . , n1}. The statement is true
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for j = i+4, as otherwise, eC is on the (n−1)-cycle 1 . . . i[i+3][i+1][i+4] . . . n1yv1.
Now let j ≥ i + 5 and [j − 1] → [i + 1]. If [i + 1] → j, eC is on the (n − 1)-cycle
1 . . . i[i + 3] . . . [j − 1][i + 1]j . . . n1yv1, a contradiction.
Additionally, we have j → [i+2] for all j ∈ {i+4, . . . , n1} which we also show via
induction. As it is true for j = i+4, let now j ≥ i+5 and [j−1] → [i+2]. If [i+2] →
j, eC is on the (n− 1)-cycle 1 . . . i[i + 3] . . . [j − 1][i + 2]j . . . n1yv1. In particular,
it follows that {n1 − 1, n1} → {i + 1, i + 2} which leads to 1 → [i + 2] because
otherwise, we get the Hamiltonian path Q1 = 1 . . . i[i+3] . . . [n1− 1]n1[i+1][i+2]
of T1 as a subpath of the Hamiltonian cycle Q1yv1 of T .
1 i i+3 n1−1 n1 i+1 i+2
           
Figure 2.9: Hamiltonian path 1 . . . i[i + 3] . . . [n1 − 1]n1[i + 1][i + 2] of T1
To see that this Hamiltonian cycle is a C ′, we note the following:
• All arcs on Q1 are on an (n − 2)-cycle because of [i + 2] → 1 as well as on
an (n− 1)-cycle by skipping i + 2 or n1.
• eC′ = [i+2]y is on an (n−1)-cycle because of [n1−1] → [i+1]. If i ≤ n1−5,
eC′ is also on an (n− 2)-cycle because of [n1− 1] → [i+2], and if i = n1− 4,
it is on the (n− 2)-cycle 1 . . . [n1 − 4][n1 − 3][n1 − 2]yv1.
Now it is obvious that i = 1 because 1 → [1 + 2] would contradict the ﬁrst
conclusion of this case. As i is chosen as minimum, we have 1 → [i+ 2] → [i− 1].
But then there exists an l ∈ {1, . . . , i − 2} with l → [i + 2] → [l + 1]. Finally, eC
is on the (n− 1)-cycle 1 . . . l[i + 2][l + 1] . . . i[i + 3] . . . n1yv1, a contradiction.
Assumption 2: There exists an i ∈ {1, . . . , n1 − 5} with i → [n1 − 1].
Let i be the largest of these integers such that i → [n1 − 1]. Then [i+ 1] → n1
holds, as otherwise, the path 1 . . . i[n1−1]n1[i+1] . . . [n1−4][n1−3][n1−2] brings a
Hamiltonian cycle C ′ because of {i, n1−1} → [i+1]. With [i+1] → n1 → [n1−2],
we get the existence of an l ∈ {i + 1, . . . , n1 − 3} with l → n1 → [l + 1]. Next,
we see that l = n1 − 3 and l = i + 2 have to be fulﬁlled at once, as otherwise,
we get a Hamiltonian cycle C ′ with the Hamiltonian path Q1 = 1 . . . i[n1 − 1][i +
1] . . . ln1[l + 1] . . . [n1 − 2] of T1 because of the following:
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1 i n1−1 i+1 l n1 l+1 n1−2
                 
Figure 2.10: Hamiltonian path 1 . . . i[n1 − 1][i + 1] . . . ln1[l + 1] . . . [n1 − 2] of T1.
• For all arcs on the path, except for the last two, it is obvious that they are
t-pancyclic.
• The last two arcs are on an (n− 1)-cycle because of i → [i + 1].
• eC′ is on an (n − 1)- and on an (n − 2)-cycle because of i → [i + 1] and
l → [l + 1].
• If l < n1 − 4, the last two arcs are on an (n − 1)- and an (n − 2)-cycle for
the same reason. If l = n1 − 4, n1[l + 1] is the second to last arc and we use
i → [i + 1] and skip the last vertex [n1 − 2].
• Now l = n1 − 3. If l = i+ 2, ln1 is on an (n− 2)-cycle because of i → [i+ 1]
and skipping [l + 1], and n1[l + 1] is also on an (n − 2)-cycle because of
[n1 − 1] → n1.
Thus, we get [n1 − 4] → n1, as otherwise, there exists an l ≤ n1 − 4 < n1 − 3,
a contradiction. But this leads to a Hamiltonian cycle C ′ = 1 . . . i[n1 − 1][i +
1] . . . [n1 − 4][n1 − 3]n1[n1 − 2]yv1.
Assumption 3: There exists an i ∈ {1, . . . , n1 − 6} with i → [n1 − 2].
Let i be the largest of these integers such that i → [n1 − 2]. As in Assumption
2, we get [i+1] → n1 (this time consider the path Q1 = 1 . . . i[n1−2][n1−1]n1[i+
1] . . . [n1−5][n1−4][n1−3] and the arcs [n1−2][i+1] and [n1−1][i+1] which bring
a C ′ = vQ1yv). Again, there exists an l ∈ {i+1, . . . , n1−3} with l → n1 → [l+1]
because of n1 → [n1 − 2] and again, there is only the possibility l = n1 − 3.
Otherwise, consider the path Q1 = 1 . . . i[n1−2][n1−1][i+1] . . . ln1[l+1] . . . [n1−3]
and the arcs i[i + 1] and [n1 − 2][i + 1] bringing a C ′ = vQ1yv. Now eC = n1y is
on the (n− 1)-cycle 1 . . . i[n1 − 2][i + 1] . . . [n1 − 3]n1yv1, a contradiction.
Assumption 4: There exists a j ∈ {5, . . . , n1−3} such that there is an i ∈
{1, . . . , j−4} with i → j.
Again, we conclude that [i + 1] → n1, as otherwise, the path 1 . . . ij . . . [n1 −
2][n1− 1]n1[i+1] . . . [j− 1] brings a C ′ because of [n1− 1] → [i+1] and [n1− 1] →
[i+2]. Moreover, we get n1 → [j−2] or otherwise, eC = n1y is on the (n−1)-cycle
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1 . . . ij . . . [n1 − 1][i + 1] . . . [j − 2]n1yv1. But this brings an l ∈ {i + 1, . . . , j − 3}
with l → n1 → [l + 1] which leads to the C ′ = 1 . . . ij . . . [n1 − 1][i + 1] . . . ln1[l +
1] . . . [j − 1]yv1 because of [n1 − 2] → [i + 1] and l → [l + 1].
Assumption 5: There exists an i ∈ {3, . . . , n1 − 1} with v → i.
Then we have the C ′ = i . . . n11 . . . [i−1]yvi because of [i−1] → i, [n1−1] → 1
and [n1 − 1] → 2.
Assumption 6: There exists an i ∈ {2, . . . , n1 − 5} with i → n1.
Then we get the C ′ = 1 . . . in1[n1 − 2][n1 − 1][i + 1] . . . [n1 − 3]yv1 because of
[n1 − 3] → 1, [n1 − 2] → [i + 1] and [n1 − 2] → [i + 2].
Assumption 7: v → n1.
Then the arc [n1−1]n1 cannot be contained in an (n−1)-cycle, a contradiction
to what we have seen at the beginning of Case 2.2. To realise this, note that at
least one of the vertices y and v has to be contained in an (n − 1)-cycle passing
through [n1 − 1]n1. Because v is the only positive neighbour of y, v has to be on
this cycle. As N+(v) = {1, n1}, 1 has to be the successor of v on the (n− 1)-cycle.
Now, because of the orientation of the arcs which we get from the contradictions
of the ﬁrst six assumptions, it is not diﬃcult to verify that the cycle has to contain
the path 1 . . . [n1−1]. Thus, the arc [n1−1]n1 is on an (n−1)-cycle only if n1 → v.
The orientation of all the arcs we have already considered corresponds to H t+2P ,
P = yv1 . . . n1 (see Figure 2.5). To complete this case, we have to analyse the
orientation of the two arcs between n1 and {n1 − 4, n1 − 3}.
Assumption 8: n1 → [n1 − 3].
Now eC is not contained in an (n − 2)-cycle, a contradiction, because such a
cycle has to use the path n1yv1 . . . [n1 − 4]. If [n1 − 4] → n1, the cycle is closed
with length n − 3. So, the successor of [n1 − 4] is [n1 − 3] followed by the only
possibility [n1 − 2][n1 − 1]n1 which brings the Hamiltonian cycle C.
For the last arc, we either have n1 → [n1 − 4] or [n1 − 4] → n1. If n1 > 5,
both situations are possible as none of them will bring an (n− 1)-cycle containing
eC . If n1 = 5, the arc 5 → 1 is ﬁxed which means that T = H7P
(
[n1 − 3]n1
)
with
P = yv1 . . . n1 is ﬁxed as well.
So, if n1 ≥ 6, we have T ∈
{
H t+2P
(
[n1 − 3]n1
)
, H t+2P
(
[n1 − 3]n1, [n1 − 4]n1
)}
with P = yv1 . . . n1 which is equivalent to
v) T = H t+2P (xn−3xn−1) with P = x1x2 . . . xn = yv1 . . . [n1−3]n1[n1−2][n1−1],
vi) T = H t+2P (xn−4xn−2, xn−3xn−1) with P = x1x2 . . . xn = yv1 . . . [n1−3]n1[n1−
2][n1 − 1].
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y v 1 n1−4 n1−3 n1−2 n1−1 n1
      ∼= y v 1 n1−4 n1−3 n1 n1−2 n1−1     
Figure 2.11: The tournament T = Ht+2P (xn−4xn−2, xn−3xn−1).
Additionally, we get the converse tournaments of the last two.
vii) T = H t+2P (x2x4) with P = x1x2 . . . xn = [n1 − 1][n1 − 2]n1[n1 − 3] . . . 1vy,
viii) T = H t+2P (x2x4, x3x5) with P = x1x2 . . . xn = [n1−1][n1−2]n1[n1−3] . . . 1vy.
Case 2.2.2: eC is on an (n− 1)-cycle, but not on any (n− 2)-cycle.
As eC is not on an (n−2)-cycle, we cannot skip two consecutive vertices which
leads to [i + 3] → i for all i ∈ {0, 1, . . . , n1 − 3} where we set 0 := v.
Assumption 1: There exists an i ∈ {1, . . . , n1 − 5} with i → [n1 − 1].
Let i be the largest of these integers such that i → [n1 − 1]. Then [i+ 1] → n1
follows, as otherwise, the path 1 . . . i[n1−1]n1[i+1] . . . [n1−2] brings a C ′ because
of {i, n1 − 1} → [i + 1]. Now n1 → [n1 − 3] guarantees the existence of an
l ∈ {i + 1, . . . , n1 − 4} with l → n1 → [l + 1]. This leads to a C ′ with subpath
1 . . . i[n1 − 1][i + 1] . . . ln1[l + 1] . . . [n1 − 2] because of i → [i + 1] and l → [l + 1].
Assumption 2: There exists an i ∈ {1, . . . , n1 − 6} with i → [n1 − 2].
Let i be the largest of these integers such that i → [n1 − 2]. As in Assumption
1, we have [i + 1] → n1 because otherwise, there is a C ′ with subpath 1 . . . i[n1 −
2][n1 − 1]n1[i + 1] . . . [n1 − 3] because of {n1 − 2, n1 − 1} → [i + 1]. Then there
exists an l ∈ {i + 1, . . . , n1 − 4} with l → n1 → [l + 1]. The result is a C ′ with
subpath 1 . . . i[n1 − 2][n1 − 1][i + 1] . . . ln1[l + 1] . . . [n1 − 3] because of i → [i + 1]
and [n1 − 2] → [i + 1].
Assumption 3: There exists a j ∈ {5, . . . , n1−3} such that there is an i ∈
{1, . . . , j−4} with i → j.
Here, we get a contradiction when we argue in the same way as in Case 2.2.1,
Assumption 4.
Assumption 4: There exists an i ∈ {4, . . . , n1 − 1} with v → i.
Then we have a C ′ with subpath i . . . n11 . . . [i− 1] because of [n1− 1] → 1 and
[n1 − 1] → 2.
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Assumption 5: There exists an i ∈ {2, . . . , n1 − 7} with i → n1.
Here, we get a C ′ containing the path 1 . . . in1[n1−3][n1−2][n1−1][i+1] . . . [n1−
4] because of [n1 − 2] → [i + 1] and [n1 − 2] → [i + 2].
Assumption 6: v → n1.
First, note that [i+2] → i for all i ∈ {0, 1, . . . , n1− 3}, as otherwise, we get a
C ′ with subpath n112 . . . [n1− 1]. But then the arc [n1− 1]n1 cannot be contained
in an (n − 1)-cycle, a contradiction. To see this, we use the same argumentation
as in Case 2.2.1, Assumption 7.
Assumption 7: [i + 2] → i for all i ∈ {0, 1, . . . , n1 − 2}.
Then eC is not contained in an (n− 1)-cycle, a contradiction.
For the rest of this case, let i be the smallest integer such that i → [i+ 2], i ∈
{0, 1, . . . , n1 − 2}.
Assumption 8: [n1 − 6] → n1.
If i ≤ n1 − 5, we get [n1 − 1] → [n1 − 3] and n1 → [n1 − 2], as otherwise, eC is
on an (n−2)-cycle by skipping [i+1] and [n1−2] ([n1−1], respectively). But then
the path 1 . . . [n1 − 6]n1[n1 − 2][n1 − 1][n1 − 5][n1 − 4][n1 − 3] brings a C ′ because
of [n1 − 3] → 1, [n1 − 1] → [n1 − 4] and [n1 − 1] → [n1 − 3].
If i ≥ n1 − 4, we get [n1 − 3] → [n1 − 5]. The path 1 . . . [n1 − 6]n1[n1 − 3][n1 −
2][n1 − 1][n1 − 5][n1 − 4] brings a C ′ because of [n1 − 4] → 1, [n1 − 3] → [n1 − 5]
and [n1 − 2] → [n1 − 5]. In both cases, we get a contradiction.
In the following, we diﬀerentiate whether i ≤ n1 − 3 or i = n1 − 2. In the
former situation, we get the following arcs:
• [j + 2] → j for all j ≥ i + 2 (else eC is on an (n− 2)-cycle),
• [j + 2] → j or j → [j + 2] for j = i + 1,
• n1 → [n1 − 4], as otherwise, there is a C ′ containing 1 . . . [n1 − 4]n1[n1 −
3][n1 − 2][n1 − 1] (see Figure 2.12),
• n1 → [n1 − 5], as otherwise, there is a C ′ containing 1 . . . [n1 − 5]n1[n1 −
4][n1 − 3][n1 − 2][n1 − 1] (see Figure 2.13).
• If i ∈ {2, . . . , n1−6}, we get the C ′ = y01 . . . i[i+2] . . . [n1−2][n1−1]n1[i+1]y
for any orientation of the arc between [i + 1] and [i + 3] because of {[n1 −
1], [n1 − 2]} → [i+ 1] → {0, 1}. If i = n1 − 5 and [n1 − 2] → [n1 − 4], we get
a C ′ in the same way.
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1 2 3 n1−6 n1−5 n1−4 n1 n1−3 n1−2 n1−1
     
i=0
i=1 i=n1−6
i=n1−5 i=n1−4
i=n1−3
Figure 2.12: The subpath of the Hamiltonian cycle C ′ if [n1 − 4] → n1.
1 n1−5 n1 n1−4 n1−3 n1−2 n1−1
     
i≤n1−4
i=n1−3
Figure 2.13: The subpath of the Hamiltonian cycle C ′ if [n1 − 5] → n1.
Therefore, the following tournaments all with P = y01 . . . n1 are possible:
1),2) H t+2P
(
02
)
, H t+2P
(
02, 13
)
,
3),4) H t+2P
(
13
)
, H t+2P
(
13, 24
)
,
5) H t+2P
(
[n1 − 5][n1 − 3], [n1 − 4][n1 − 2]
)
,
6),7) H t+2P
(
[n1 − 4][n1 − 2]
)
, H t+2P
(
[n1 − 4][n1 − 2], [n1 − 3][n1 − 1]
)
,
8),9) H t+2P
(
[n1 − 3][n1 − 1]
)
, H t+2P
(
[n1 − 3][n1 − 1], [n1 − 2]n1
)
.
As some of them are already known - 1) equals vii), 2) equals viii), 7) equals vi),
8) equals v) and 9) equals iv) - we extend our list by the following tournaments
(note that the tournaments v) to viii) in Case 2.2.1 are now also possible for
n1 = 5):
ix) T = H t+2P (x3x5) with P = x1x2 . . . xn = y01 . . . n1,
x) T = H t+2P (x3x5, x4x6) with P = x1x2 . . . xn = y01 . . . n1,
xi) T = H t+2P (xn−4xn−2) with P = x1x2 . . . xn = y01 . . . n1,
xii) T = H t+2P (xn−5xn−3, xn−4xn−2) with P = x1x2 . . . xn = y01 . . . n1.
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If i = n1 − 2, we get n1 → [n1 − 4] or [n1 − 4] → n1 and n1 → [n1 − 5] or
[n1 − 5] → n1, leading to the following tournaments all with P = y01 . . . n1:
1) H t+2P
(
[n1 − 2]n1
)
,
2) H t+2P
(
[n1 − 2]n1, [n1 − 4]n1
) ∼= H t+2P ′ ([n1 − 4][n1 − 3])
with P ′ = y01 . . . [n1 − 4]n1[n1 − 3][n1 − 2][n1 − 1],
3) H t+2P
(
[n1 − 2]n1, [n1 − 5]n1
) ∼= H t+2P ′ ([n1 − 5][n1 − 4], n1[n1 − 3])
with P ′ = y01 . . . [n1 − 5]n1[n1 − 4][n1 − 3][n1 − 2][n1 − 1],
4) H t+2P
(
[n1 − 2]n1, [n1 − 4]n1, [n1 − 5]n1
) ∼= H t+2P ′ ([n1 − 5]n1, [n1 − 4][n1 − 3])
with P ′ = y01 . . . [n1 − 5][n1 − 4]n1[n1 − 3][n1 − 2][n1 − 1].
All these tournaments are already known, as 1) equals ii), 2) equals xi) and 3)
and 4) both equal xii).
Case 2.2.3: eC is neither on any (n− 1)-cycle nor on any (n− 2)-cycle.
This case is similar to Case 2.2.1 where we get all contradictions because of
an (n − 1)-cycle containing eC or of a Hamiltonian cycle C ′. The only diﬀerence
we have to note here, is that we have n1 → [n1 − 3] instead of [n1 − 3] → n1 as
otherwise, eC is on an (n − 2)-cycle. So, for any n1 ≥ 5 we get the self converse
tournament
xiii) T = H t+2P with P = x1x2 . . . xn = t2v1 . . . n1.
If n1 ≥ 6, we additionally get T = H t+2P ([n1−4]n1) ∼= H t+2P ′ ([n1−4][n1−3], n1[n1−
2]) with path P ′ = t2v1 . . . [n1 − 4]n1[n1 − 3][n1 − 2][n1 − 1], which is already
mentioned as vi). This completes the proof of the current theorem.
Altogether, we sum up the results of the last theorems in the following way.
Theorem 2.25 Let T be a strong tournament. Then ht(T ) = t+ 1, t ≥ 4, if and
only if one of the following properties holds:
1) |V (T )| = t + 1 and T = H t+1 or
2) T ∈ {H t+2P } ∪ {H t+2P (xixi+2) | i ∈ {1, 2, 3, n− 4, n− 3, n− 2}}
∪ {H t+2P (xixi+2, xi+1xi+3) | i ∈ {1, 2, 3, n− 5, n− 4, n− 3}}
with P = x1x2 . . . xn or
3) only in the case t = 4: T ∈ {H7P (x1x3, x1x4), H7P (x1x3, x1x4, x2x4, x2x5)}
with P = x1x2 . . . x7.
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Now we can extend Theorem 2.6.
Theorem 2.26 Let T be a strong tournament on n ≥ t + 1 vertices with t ≥ 4.
Then the following holds:
1) If t ≤ n− 2, then pt(T ) = t + 1 if and only if ht(T ) = t + 1 and T contains
exactly one Hamiltonian cycle.
2) If t = n−1, then pt(T ) = t+1 if and only if T = Hn and T contains exactly
one Hamiltonian cycle.
Proof. 1) Let T be a strong tournament with a unique Hamiltonian cycle which
fulﬁlls ht(T ) = t + 1. Obviously, we have pt(T ) = ht(T ) = t + 1.
Now let pt(T ) = t + 1 and assume that ht(T ) = t + 1, which means ht(T ) = t.
But then Theorem 2.17 brings t ∈ {n− 1, n}, a contradiction. Therefore, we may
assume that ht(T ) = t + 1. Next, we show that every tournament mentioned in
Theorem 2.25 with at least two Hamiltonian cycles contains at least t+2 t-pancyclic
arcs.
If t = 4, we consider n ∈ {6, 7}, and if t ≥ 5, there is only n = t + 2. As the
two tournaments on 7 vertices in the case t = 4 have only one Hamiltonian cycle,
we can merge both cases to t ≥ 4 and n = t+ 2. In any of the following cases, let
C = x1x2 . . . xnx1 be the Hamiltonian cycle containing t + 1 t-pancyclic arcs.
(a) T = H t+2:
T has exactly one Hamiltonian cycle, so pt(T ) = ht(T ) = t + 1.
(b) T ∈ {H t+2(xixi+2) | i ∈ {1, 2, 3, n− 4, n− 3, n− 2}}:
Let i ∈ {2, 3, n − 4, n − 3}. H t+2(xixi+2) also contains the Hamiltonian
cycle x1 . . . xixi+2 . . . xnxi+1x1 with the t-pancyclic arc xixi+2. So, p
t(T ) ≥
ht(T ) + 1 = t + 2, a contradiction. The other two tournaments H t+2(x1x3)
and H t+2(xn−2xn) both contain only one Hamiltonian cycle.
(c) T ∈ {H t+2(xixi+2, xi+1xi+3) | i ∈ {1, 2, 3, n− 5, n− 4, n− 3}}:
Let i ∈ {2, 3, n−5, n−4}. Similar to (b), H t+2(xixi+2, xi+1xi+3) contains two
additional Hamiltonian cycles each containing one of the two t-pancyclic arcs
xixi+2 and xi+1xi+3, which brings p
t(T ) ≥ ht(T )+2 = t+3, a contradiction.
Again, the remaining two tournaments have exactly one Hamiltonian cycle.
2) Let T be a strong tournament with an unique Hamiltonian cycle and T = Hn.
Then pn−1(T ) ≤ n. Now assume that pn−1(T ) < n. Obviously, we get hn−1(T ) < n
40 2. The number of pancyclic arcs in tournaments
and by Theorem 2.14, there is pn−1(T ) ≥ hn−1(T ) = n− 1. Therefore, pn−1(T ) =
n− 1. But by Theorem 2.19, T = Hn, a contradiction.
Now let pn−1(T ) = n. By Theorem 2.19 it follows that T = Hn. Then Theorem
2.17 and Theorem 2.14 lead to hn−1(T ) = n.
As in the proof of Theorem 2.24, we use the notation i := xi for the vertices
x1, . . . , xn of T . Thus, let C = 12 . . . n1 be a Hamiltonian cycle such that every
arc on it is (n − 1)-pancyclic. Then we have to show that there is no further
Hamiltonian cycle containing an (n − 1)-pancyclic arc which is not contained in
C.
Assumption 1: [i + 2] → i for all i ∈ {1, . . . , n}.
For all m ∈ {1, . . . , n} with m(mod 3) = n(mod 3) there exists a special
nm-path P denoted by n .˜ . . m with V (P ) = {m, . . . , n} where we go backwards
from n to m without omitting any vertex in between:
P = n[n− 2][n− 1][n− 3][n− 5][n− 4][n− 6] . . . m.
Case 1: n is odd.
Let C∗ = n[n − 2][n − 4] . . . 31[n − 1][n − 3] . . . 42n be another Hamiltonian
cycle. Because of A(C) ∩ A(C∗) = ∅, C∗ does not contain any (n − 1)-pancyclic
arc.
Case 1.1: n(mod 3) = 0.
If 1 → 4, we have 6 → 3. Otherwise, 53 is on the (n − 1)-cycle 14536 . . . n1.
But then 31 is on the (n− 1)-cycle 3142n.˜ . .63, a contradiction.
If 4 → 1, we have 1 → 5 and n → 3. Otherwise, 64 is on the (n − 1)-cycle
12n.˜ . .6451 or 123n.˜ . .641. But then we get 5 → 2, as otherwise, 31 is on the
(n − 1)-cycle 125 . . . n31. In the same manner, we get 6 → 2, as otherwise, 31 is
on the (n − 1)-cycle 1526 . . . n31. Following this idea, we ﬁnally get [n − 1] → 2.
Otherwise, 31 is on the (n − 1)-cycle 15 . . . [n − 2]2[n − 1]n31. Now because of
2 → n, 31 is on the (n− 1)-cycle 15 . . . [n− 1]2n31, a contradiction.
Case 1.2: n(mod 3) = 1.
If 1 → 4, 31 is on the (n− 1)-cycle 3142n.˜ . .753, a contradiction. On the other
hand, if 4 → 1, 2n is on the (n− 1)-cycle 12n.˜ . .41, a contradiction as well.
Case 1.3: n(mod 3) = 2.
Because of n(mod 3) = 5(mod 3) = 2, the arc 2n is on the (n − 1)-cycle
12n.˜ . .531, a contradiction.
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Case 2: n is even.
Case 2.1: n(mod 3) = 0.
C∗ = n.˜ . .312n is a Hamiltonian cycle. Because C∗ contains the arcs 53, 31
and 64, we get a contradiction as in Case 1.1.
Case 2.2: n(mod 3) = 1.
If 1 → 6, C∗ = n.˜ . .7531642n is a Hamiltonian cycle containing the arcs 31
and 2n. Again, we get a contradiction as in Case 1.2. Therefore, we may assume
that 6 → 1. Because of symmetrie (C = [n− 1]n1 . . . [n− 2][n− 1]), we may also
conclude that 4 → [n− 1]. Then C∗ = n[n− 2][n− 4] . . . 64[n− 1][n− 3] . . . 5312n
is a Hamiltonian cycle containing the arcs 31 and 2n and we get a contradiction
like in Case 1.2.
Case 2.3: n(mod 3) = 2.
If 1 → 4, C∗ = n.˜ . .53142n is a Hamiltonian cycle and 2n is on the (n−1)-cycle
12n.˜ . .531, a contradiction. If 4 → 1, C∗ = n.˜ . .53412n is a Hamiltonian cycle and
2n ist on the same (n− 1)-cycle, a contradiction.
Thus, there has to be an i ∈ {1, . . . , n} with i → [i + 2].
Assumption 2: i → [i + 2] for all i ∈ {1, . . . , n}.
All arcs i[i + 2] are on an (n− 1)-cycle and they cannot be on a Hamiltonian
cycle at once. If n is odd, then 13 is on the Hamiltonian cycle 135 . . . n24 . . . [n−
1]1, a contradiction. If n is even and 1 → 4, 46 is on the Hamiltonian cycle
1468 . . . n2357 . . . [n− 1]1, a contradiction, and if 4 → 1, 13 is on the Hamiltonian
cycle 13567 . . . n241, a contradiction as well.
Now there exist i, j ∈ {1, . . . , n} with i → [i + 2] and [j + 2] → j. Without
loss of generality, we may assume that 1 → 3 and 4 → 2.
1 2 3 4 5 n−1 n
     
Figure 2.14: Basic situation: 1 → 3 and 4 → 2.
Then {5, . . . , n} → 2, as otherwise, there is an i ∈ {4, . . . , n−1} with i → 2 →
[i+1] and 13 is on the Hamiltonian cycle 13 . . . i2[i+1] . . . n1 and the (n−1)-cycle
134 . . . n1. Therefore, 13 is an additional (n − 1)-pancyclic arc, a contradiction.
Thus, we get V (T ) \ {3} → 2.
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Next, let i ∈ {3, . . . , n} be the smallest integer such that i → [i + 2] and
obviously [k + 2] → k for all k ∈ {2, . . . , i − 1} (such an i exists because of
n → n+2 mod n = 2 and 4 → 2). In particular, we get [i+1] → [i−1] and it follows
that [i+1] → V (T )\{i}, as otherwise, there exists a j ∈ {1, . . . , i−2, i+3, . . . , n}
such that j → [i + 1] → [j + 1]. Then i[i + 2] is on the Hamiltonian cycle
i[i+2] . . . j[i+1][j+1] . . . i and the (n−1)-cycle 12 . . . i[i+2] . . . n1, a contradiction.
Finally we show that T fulﬁlls the three properties of Theorem 2.18 by Douglas
which means that it contains exactly one Hamiltonian cycle. Therefore, we relabel
the vertices in the following way:
• x := 2, y := i + 1
• (c1, . . . , ck) := (3, . . . , i) [k = i− 2]
• (d1, . . . , dm) := (i + 2, . . . , n, 1) [m = n− i]
1
dm
2
x
3
c1
4
c2
5
c3
i−2
ck−2
i−1
ck−1
i
ck
i+1
y
i+2
d1
i+3
d2
n
dm−1
           
Figure 2.15: The tournament after relabeling of vertices.
Because of the already known arcs represented in Figure 2.15, it is easy to see
that T fulﬁlls the ﬁrst property of Theorem 2.18. For the second property, we
show the following two claims.
Claim 1: T [{c1, . . . , ck}] = HkP with P = c1 . . . ck.
Assume that there exist j, l ∈ {1, . . . , k}, j ≤ l− 2, such that cj → cl. Because
of the minimality of i, we get j ≤ l − 3. Now D = xc1 . . . cjcl . . . ckycj+1 . . . cl−1x
is a cycle of length k + 2.
If k+2 = n, D is another Hamiltonian cycle of T and there is an (n− 1)-cycle
containing cjcl by skipping the vertex cj+1 on D.
If k + 2 ≤ n − 1, D can be extended to an (n − 1)- and a Hamiltonian cycle
in a way that all vertices not contained in D can be inserted between y and x.
Remark that for any vertex v ∈ V (T ) \ V (D), we have y → v → x and there has
to be a vertex s on the cycle segment from y to x with s → v → s + 1.
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In both cases, cjcl is an (n−1)-pancyclic arc not contained in C, a contradiction.
Moreover, we get k+2 < n (and thus, {d1, . . . , dm} = ∅), as otherwise, T = Hk+2.
Claim 2: T [{d1, . . . , dm}] is transitive.
Because of y → d2 and d1 → x, we get d1 → {d2, . . . , dm}. Otherwise, there
exists a j ∈ {3, . . . ,m} such that dj → d1 → dj+1 (with dm+1 := x) and yd2 is
contained in the Hamiltonian cycle xc1 . . . ckyd2 . . . djd1dj+1 . . . x and the (n− 1)-
cycle xc1 . . . ckyd2 . . . dmx, i.e. yd2 is (n− 1)-pancyclic. In the same way, d1 → d3
and d2 → x lead to d2 → {d3, . . . , dm}, as otherwise, d1d3 is (n − 1)-pancyclic.
Similarly, d2 → d4 and d3 → x lead to d3 → {d4, . . . , dm}, as otherwise, d2d4 is
(n − 1)-pancyclic. Following this way, we ﬁnally get dm−2 → {dm−1, dm} because
of dm−3 → dm−1 and dm−2 → x. Otherwise, dm−3dm−1 would be (n− 1)-pancyclic.
Altogether, T also fulﬁlls the second property of Theorem 2.18.
As the ﬁrst part of property 3.) is given by the deﬁnition of c1, ck, d1 and
dm, we assume for the second part that there exist j, l ∈ {1, . . . , k}, j < l, and
r, s ∈ {1, . . . ,m}, r ≤ s, such that cj → dr and ds → cl.
x cj cl y dr ds dm
Figure 2.16: Assumption of the existence of the two arcs cj → dr and ds → cl.
Then the cycle D = xc1 . . . cjdr . . . dscl . . . y . . . dr−1x can be extended to an
(n− 1)- and a Hamiltonian cycle such that all vertices not contained in D can be
inserted between y and x because of y → v → x for every vertex v ∈ V (T )\V (D).
It follows that cjdr is an (n− 1)-pancyclic arc not contained in C, a contradiction.
Note that, if D is already a Hamiltonian cycle (which means j = l−1 and s = m),
then skipping y on D brings an (n− 1)-cycle containing cjdr.
So, T fulﬁlls all three properties of the Theorem of Douglas. Therefore, it
contains a unique Hamiltonian cycle and the proof is complete.

Chapter 3
Out-arc-pancyclicity of vertices in
multipartite tournaments
In this chapter, we will again consider pancyclic arcs, in particular pancyclic arcs
starting at the same vertex. This so-called out-arc-pancyclicity has been intro-
duced by Yao, Guo and Zhang [63] who extended a theorem by Thomassen [56]
and proved, that every strong tournament contains at least one vertex such that
all its out-arcs are pancyclic. The aim here is to generalise this result for multipar-
tite tournaments containing tournaments as a subclass. Diﬀerent approaches to
this are presented in the second section after a short introduction into the already
existing results for tournaments in the ﬁrst one. Finally, we present a ﬁrst result
for 2-strong multipartite tournaments as a starting point for further research.
3.1 Preliminaries
In [56], Thomassen proved that every strong tournament contains one vertex such
that all its out-arcs are contained in a Hamiltonian cycle. This result was improved
by Yao, Guo and Zhang [63] in 2000 who showed the following.
Theorem 3.1 (Yao, Guo and Zhang [63], 2000) Every strong tournament
with n ≥ 3 vertices contains a vertex u such that all out-arcs of u are pancyclic.
In particular, Yao et al. presented a stronger result which characterises the
vertex u. Let T be a strong tournament with minimum out-degree at least two.
A vertex v is called a bridgehead if there is a partition (A,B) of V (T ) such that
the following conditions are satisﬁed:
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1) v ∈ A, T [A] is non-trivial and strong;
2) B → A \ {v}.
Now Theorem 3.1 is a corollary of the following result.
Theorem 3.2 (Yao, Guo and Zhang [63], 2000) Let Tn be a strong tourna-
ment on n vertices and assume that the vertices of Tn are labeled u1, u2, . . . , un
such that d+(u1) ≤ d+(u2) ≤ · · · ≤ d+(un). Let u be a vertex of Tn which can be
chosen as follows:
1) If d+(u1) = 1, then u = u1.
2) If d+(u1) ≥ 2, then d+(u) = min{d+(x)| x ∈ V (Tn) and x is no bridgehead}.
Then all out-arcs of u are pancyclic.
Note that one of the vertices {u1, u2} can be chosen as the vertex u. As it is
easy to see that 2-strong tournaments do not have a bridgehead, the next corollary
is quite obvious.
Corollary 3.3 (Yao, Guo and Zhang [63], 2000) In a 2-strong tournament,
all out-arcs of the vertices of minimum out-degree are pancyclic.
Furthermore, they presented the following conjecture.
Conjecture 3.4 (Yao, Guo and Zhang [63], 2000) A k-strong tournament
Tn has at least k vertices v1, v2, . . . , vk such that all out-arcs of vi are pancyclic for
all i = 1, 2, . . . , k.
Theorem 3.1 conﬁrmed this assumption for k = 1. In 2008, Li, Li and Feng
[42] gave a proof for k = 2.
Theorem 3.5 (Li, Li and Feng [42], 2008) Each 2-strong tournament with n
vertices contains at least two vertices v1, v2 such that all out-arcs of vi are pancyclic
for i = 1, 2.
One year later, Feng [18] conﬁrmed the case k = 3.
Theorem 3.6 (Feng [18], 2009) Each 3-strong tournament with n vertices con-
tains at least three vertices whose all out-arcs are pancyclic.
However, Conjecture 3.4 is wrong for k ≥ 4 as Yeo [64] presented in the next
statement.
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Theorem 3.7 (Yeo [64], 2005) Let k ≥ 1 be arbitrary. There exists an inﬁnite
class of k-strong tournaments such that each tournament contains at most three
vertices with the property that all arcs out of them are pancyclic.
A tournament T of this class can be constructed by taking three transitive
tournaments T1, T2 and T3 each of order at least k and adding the arcs between
them in a way that T1 → T2 → T3 → T1 holds. Obviously, T is k-strong and only
the vertices vi ∈ V (Ti) with d+Ti(vi) = 0, i ∈ {1, 2, 3} are the vertices whose all
out-arcs are pancyclic. An example of a 4-strong tournament is given in Figure
3.1.


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
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
      

      

      

T1 T2
T3
Figure 3.1: A 4-strong tournament T containing three vertices whose all out-arcs are
pancyclic.
Theorem 3.7 also gives an upper bound for the number of such vertices in
strong tournaments. While Theorem 3.1 shows the existence of one vertex, this
result was improved by Guo, Li, Guo and Li [24] and Guo, Li, Li and Zhao [25] in
two steps.
Theorem 3.8 (Guo, Li, Guo and Li [24], 2010) Every strong tournament
with minimum out-degree at least 2 contains two vertices such that all out-arcs of
these vertices are pancyclic.
Theorem 3.9 (Guo, Li, Li and Zhao [25], 2013) Every strong tournament
with minimum out-degree at least 2 contains three vertices such that all out-arcs
of these vertices are pancyclic.
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Note that both theorems consider strong tournaments with δ+ ≥ 2 which is
best possible as Yao et al. [63] presented the following inﬁnite class of strong
tournaments with δ+ = 1.
Example 3.10 (Yao, Guo and Zhang [63], 2000) Let Tn, n ≥ 5, be the strong
tournament with vertex set {v1, v2, . . . , vn} and arc set {vn−1v1, vnv1}∪{vivj | 2 ≤
i < j ≤ n} ∪ {v1vj | 2 ≤ j ≤ n− 2}. Then vn is the only vertex whose all out-arcs
are pancyclic.
Additionally, Yeo [64] posed the conjecture, that every 2-strong tournament
contains three distinct vertices such that every arc out of each vertex is pancyclic.
This was conﬁrmed by Guo et al. [24].
Theorem 3.11 (Guo, Li, Guo and Li [24], 2010) Every 2-strong tournament
contains at least three vertices such that all out-arcs of these vertices are pancyclic.
The hardest part of proving such results is to show the existence of small cycles,
in particular 3-cycles. Therefore, it is also interesting to ask for the number of
vertices whose all out-arcs are 4-pancyclic. The main result on this topic was
presented by Feng, Li and Li [19].
Theorem 3.12 (Feng, Li and Li [19], 2006) Every s-strong tournament with
s ≥ 2 contains at least s + 1 vertices whose all out-arcs are 4-pancyclic.
Additional results on out-arc-4-pancyclicity can be found in [41].
3.2 Diﬀerent approaches for pancyclicity in
multipartite tournaments
As all results presented in the last section are obtained for tournaments, there ex-
ists a natural interest in generalising these results for classes of digraphs containing
tournaments as a subclass. Two of these classes which are of deeper interest, are
locally semicomplete digraphs and multipartite tournaments.
A digraph is semicomplete if for any two distinct vertices, there is at least one
arc between them, and a digraph is locally semicomplete, if for every vertex v,
N+(v) as well as N−(v) induce a semicomplete digraph. As a tournament is an
orientation of a complete graph, it is obvious that every tournament is a semi-
complete digraph and it is contained in the class of locally semicomplete digraphs
which was introduced by Bang-Jensen [3] in 1990. An overview about many im-
portant properties of locally semicomplete digraphs can be found in the thesis by
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Guo [26]. In particular, he gave a characterisation of all locally semicomplete di-
graphs D which are t-pancyclic or vertex-t-pancyclic for t ∈ {3, . . . , |V (D)| − 1}.
Various other generalisations of tournaments are presented by Bang-Jensen and
Gutin [4].
Multipartite tournaments as orientations of complete multipartite graphs also
form a very interesting class of digraphs which has been intensively studied. Not
only the investigation of the cycle structure (see [58]), but also the consideration
of many diﬀerent graph properties, for example connectivity ([22, 23, 29]), is in
the focus of research. Many of these interesting results can be found in the survey
by Volkmann [59]. Thus, it is worth to have a closer look at this class of digraphs
when we try to generalise the results of the last section. Obviously, it makes sense
to consider the ﬁrst mentioned result by Yao et al. and keep in mind that they
showed that the ﬁrst of the two vertices with the smallest outdegree which is not
a bridgehead can be chosen as the vertex whose all out-arcs are pancyclic.
So, we start with an earlier result by Bondy [9] which is important for the cycle
structure and therefore pancyclicity in multipartite tournaments.
Theorem 3.13 (Bondy [9], 1976) Each strong p-partite tournament contains
an m-cycle for each m ∈ {3, 4, . . . , p}.
The most interesting aspect of this theorem is that its result is best possible in
the sense that there exist strong multipartite tournaments with no cycle of length
exceeding p. Bondy has also given an example to prove it.
Example 3.14 (Bondy [9], 1976) Let A1, A2, . . . , Ap be the partite sets of a
p-partite tournament D such that |A1| = 1, say A1 = {a1}. If A2 → a1, a1 → Ai
for 3 ≤ i ≤ p, and Aj → Ai for 2 ≤ i < j ≤ p, then D is strong but D has no
m-cycle for m > p.
Note that such an m-cycle always contains vertices from exactly m partite sets.
Based on this example, it is not possible to consider multipartite tournaments in
connection with pancyclicity in the way we have done before. Remember that
tournaments are multipartite tournaments in which each partite set consists of
exactly one vertex. So, instead of asking for a vertex whose all out arcs are
pancyclic we ask for a vertex whose out-arcs are on cycles containing vertices from
l partite sets for all 3 ≤ l ≤ p. Therefore, we deﬁne the following.
Deﬁnition 3.15 A path (cycle, respectively) in a p-partite tournament is called
l-partite-set-path ( l-partite-set-cycle, respectively), in short l-ps-path ( l-ps-cycle,
respectively), if it contains vertices from exactly l partite sets, 2 ≤ l ≤ p. An arc
(a vertex, respectively) is called partite-set-pancyclic, in short ps-pancyclic, if it
is contained in an l-ps-cycle for all 3 ≤ l ≤ p.
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The ﬁrst try to generalise Theorem 3.2 might be to replace pancyclic by ps-
pancyclic. But the following example shows that this theorem is not valid for
multipartite tournaments in general. Note that a bridgehead v in a multipartite
tournament D can be deﬁned similarly to a bridgehead in a tournament, as a
vertex v, such that there is a partition (A,B) of V (D) such that v ∈ A, D[A] is
non-trivial and strong, and for every vertex y ∈ B we have y → A \ {{v} ∪ V (y)},
where V (y) denotes the partite set of y. To mark a vertex v as a bridgehead, we
denote it by v = brd(A|B).
Example 3.16 Let D be the strong 5-partite tournament with partite sets V1 =
{a11, a12, a13}, V2 = {a21, a22, a23}, V3 = {a31}, V4 = {a41} and V5 = {a51}.
Furthermore, let a11 → V2, a21 → {a12, a31, a41}, a12 → {a22, a31, a41}, a22 →
{a13, a31, a41}, a31 → {a11, a41}, a41 → {a11, a51}, a51 → V (D) \ {a41}, a13 →
{a21, a23, a31, a41} and a23 → {a12, a31, a41}. Then δ+(D) = 2 = d+(a31) = d+(a41)
and a41 = brd(V (D) \ {a51} | {a51}). But a31, the vertex with the smallest out-
degree which is not a bridgehead, is not a vertex whose all out-arcs are ps-pancyclic
as the arc a31a11 is not contained in a 4-ps-cycle.
However, with vertex a11 this tournament contains a vertex whose all out-arcs
are ps-pancyclic and are contained in cycles of length 3 to 5. Before we consider
further generalisations, we present another, this time 2-strong, example.
Example 3.17 Let D be the 2-strong 5-partite tournament with partite sets V1 =
{a11}, V2 = {a21, a22}, V3 = {a31, a32, a33, a34, a35}, V4 = {a41, a42} and V5 =
{a51, a52, a53}, where V3 → V4 → V5 → V (D) \ {V4}, V3 → a11 → a21 → V3 \
{a35} → a22 → a35, a22 → a11 → V4 → a21 and a35 → a21. Then a11 is the
only vertex with d+(a11) = δ
+(D) = 3, but the arc a11a21 is not contained in a
4-ps-cycle.
As in Example 3.16, there exists another vertex, a21, whose all out-arcs are
ps-pancyclic and are contained in cycles of length 3 to 5. Again, this vertex is
hard to characterise using the out-degree, as it is one of nine vertices with d+ = 4.
But both, a11 in Example 3.16 and a21 in Example 3.17, have the property that
they are the vertices with positive neighbours in the least number of partite sets.
In Example 3.16, a11 only dominates vertices in V2 and in Example 3.17, a21 has
only positive neighbours in V3. Therefore, we give a generalisation concerning the
out-degree of a vertex, as in a tournament each vertex is a partite set on its own.
Deﬁnition 3.18 Let D be a p-partite tournament with partite sets V1, V2, . . . , Vp.
For a vertex v ∈ V (D), we call dp+(v) := |{i | N+(v) ∩ Vi = ∅, 1 ≤ i ≤ p}| the
partite-set-out-degree, in short ps-out-degree, and denote the minimum ps-out-
degree of D by δp+(D).
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Thus, replacing out-degree by ps-out-degree is a next step to generalise Theo-
rem 3.2. But once again, we present an example showing that a generalisation in
which we only change out-degree to ps-out-degree is not valid in general.
Example 3.19 Let D1 be the oriented bipartite 4-cycle a1a2a3a4a1, D2 be the
oriented 3-cycle b1b2b3b1 and D3 be a regular tournament on 7 vertices denoted by
T 7reg. Now let D be the 3-strong 12-partite tournament consisting of D1, D2 and D3
and let D1 → D2 → D3 → D1. Then for every vertex of D1, in particular a1, we
have δ+(D) = d+(a1) = dp
+(a1) = δp
+(D) = 4. But the arc a1a2 is not contained
in any 3-cycle or 3-ps-cycle. So, none of the vertices of D1 can be chosen as the
one whose all out-arcs are ps-pancyclic.
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Figure 3.2: No vertex with δ+ or δp+ whose all out-arcs are on a 3-cycle or 3-ps-cycle
(Example 3.19).
Note that in the last example, all arcs out of all vertices of D2 and D3 are
ps-pancyclic and are additionally contained in cycles of length 3 to 12. As it is
easy to see that, by enlarging the regular bipartite tournament D1 and the regular
tournaments D2 and D3 in a way that all vertices of D1 still have minimum (ps)-
out-degree, we obtain a k-strong multipartite tournament, k arbitrarily large, such
that we have an arbitrarily large number of vertices with minimum (ps)-out-degree
but none of them can be chosen as the vertex whose all out-arcs are ps-pancyclic.
All of the three examples before have one thing in common: although the ver-
tices with the smallest out-degree, which are not bridgeheads, are not the desired
vertices, there still exist vertices whose out-arcs are ps-pancyclic. Nevertheless, it
is diﬃcult to characterise these vertices as they are not connected to the minimum
52 3. Out-arc-pancyclicity of vertices in multipartite tournaments
out-degree or, in the last case, to the minimum ps-out-degree. Furthermore, it is
also possible to present a multipartite tournament with no vertex whose all out-
arcs are lying on a 3-cycle or a 3-ps-cycle as we will see in the following Example
3.20. Additionally, this example presents a multipartite tournament without a
partite set consisting of just one vertex. This is worth noticing, as many results
on multipartite tournaments force the existence of at least two vertices in each
partite set (see [59]).
Example 3.20 Let C be an oriented 4-cycle and D be the regular 6-partite tour-
nament consisting of three copies D1, D2 and D3 of C such that D1 → D2 →
D3 → D1. Then there is no vertex of D whose all out-arcs are on a 3-cycle or a
3-ps-cycle.
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Figure 3.3: A multipartite tournament without a vertex whose all out-arcs are on a
3-cycle or 3-ps-cycle (Example 3.20).
Because of the last example, there are two further possibilities: either we need
more constraints to get a result similar to Theorem 3.2 or we consider 4-(ps)-
pancyclicity to avoid the problems we get with 3-(ps)-cycles. In the next section we
will follow the latter alternative. Before we start, we present another generalisation
which might be useful in the context of multipartite tournaments. In 1999, Guo
[27] introduced a new notion of cycles by presenting so called outpaths. As a
motivation, observe that a vertex x (an arc xy, respectively) of a tournament T is
in an l-cycle if and only if T contains an (l−1)-path starting at x (xy, respectively)
such that x does not dominate the endvertex of this path.
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Deﬁnition 3.21 An outpath of a vertex x (an arc xy, respectively) in a digraph
is a path starting at x (xy, respectively) such that x dominates the endvertex of
this path only if the endvertex also dominates x. An outpath of length k is called
k-outpath.
Note that the last deﬁnition also permits digraphs which are not simple, i.e.
digraphs with multiple arcs and 2-cycles. As a multipartite tournament is simple,
there are only two possibilities for an outpath: either the outpath is a cycle or the
outpath starts and ends in the same partite set with distinct start- and endvertex.
Because the latter case is not possible in a tournament, the deﬁnition of an outpath
and a cycle are equal in said class of digraphs in a way that a vertex (an arc,
respectively) has a k-outpath if and only if it lies on a (k + 1)-cycle. In the same
way as we have done before with cycles, it is also possible to consider outpaths
containing vertices of l partite sets instead of having length l − 1.
Deﬁnition 3.22 Let D be a p-partite tournament. An outpath containing vertices
of exactly l partite sets, l ∈ {2, . . . , p}, is called l-partite-set-outpath, in short l-
ps-outpath.
Note that replacing cycles by (ps-)outpaths in all examples above does not lead
to any successful generalisation.
3.3 Outpaths of out-arcs of vertices in 2-strong
multipartite tournaments
At the beginning we present a generalisation of Theorem 2.2 by Moon which is
due to Goddard and Oellermann [21].
Theorem 3.23 (Goddard and Oellermann [21], 1991) Every vertex of a
strong c-partite tournament D belongs to a cycle that contains vertices from exactly
m partite sets for each m ∈ {3, 4, . . . , c}.
Now we present a ﬁrst result on 2-strong multipartite tournaments.
Theorem 3.24 Let Dn be a 2-strong c-partite tournament, c ≥ 3, on n vertices
with δp+(Dn) = 1. Then every out-arc of every vertex with minimum ps-out-degree
is ps-pancyclic.
Proof. Let V1, V2, . . . , Vc be the partite sets of Dn and suppose that dp
+(v1) = 1 for
a vertex v1 ∈ V1. Now, without loss of generality, let v1v2, v2 ∈ V2, be an arbitrary
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out-arc of v1. As Dn is 2-strong, Dn − v1 is still strong and either c-partite or
(c− 1)-partite. In the former situation, v2 belongs to cycles in Dn− v1 containing
vertices from exactly m partite sets for each m ∈ {3, . . . , c}, by Theorem 3.23. In
the latter situation, v2 lies on cycles with vertices from exactly m partite sets for
each m ∈ {3, . . . , c− 1}. As every vertex on these cycles belonging to V3 ∪ . . .∪ Vc
dominates v1 in Dn, it is easy to see, that v1v2 belongs to a cycle containing vertices
from exactly m partite sets for each m ∈ {3, 4, . . . , c}. Therefore, every out-arc of
v1 is ps-pancyclic.
Of course, it would be best to get a similar result for c-partite tournaments with
δp+(Dn) ≥ 2, but we recall that Example 3.20 shows that a general proposition
cannot contain the existence of cycles or outpaths which are of length 3 or contain
vertices from exactly 3 partite sets. In the following we concentrate on outpaths
and start with a result on 4-ps-outpaths.
Theorem 3.25 Let Dn be a 2-strong c-partite tournament, c ≥ 4, on n ver-
tices v1, v2, . . . , vn and assume that dp
+(v1) = δp
+(Dn) ≥ 2 as well as d+(v1) =
min{d+(x) | dp+(x) = δp+(Dn), x ∈ V (Dn)}. Then every out-arc of v1 has a
4-ps-outpath.
Proof. We consider an arbitrary out-arc of v1 which, without loss of generality, we
denote by v1v2 such that V1, V2, . . . , Vc are the partite sets of Dn with v1 ∈ V1 and
v2 ∈ V2. Throughout this proof, we use the notation V (x) to mark the partite set
of a vertex x.
To show that v1v2 has a 4-ps-outpath, we set
S := V3 ∪ . . . ∪ Vc and T := N+(v2) ∩ S.
It is easy to see that T is not empty, as otherwise, dp+(v2) ≤ 1 holds, a contradic-
tion. If there exist an x ∈ T and a y ∈ S with x → y → v˜1 ∈ V1, then we are done
with the outpath v1v2xyv˜1.
So, we may assume that for all x ∈ T there is no y ∈ S such that x → y →
v˜1 ∈ V1. This implies that V1 → N+(T ) \ (V1 ∪ V2). Now let T1, T2, . . . , Tl be the
partite sets of T and let ti ∈ Ti for all i ∈ {1, . . . , l}. Then D˜ := D[{t1, . . . , tl}] is
a tournament and for at most one vertex ti we have d
−
D˜
(ti) = 0. Therefore, at least
l− 1 partite sets of T contain a vertex which has a negative neighbour in T . Now
v1 dominates vertices in at least l− 1 partite sets of T . If |N+(v2)∩ V1| ≥ 1, then
there exists at most one partite set S1 in S \ T containing a positive neighbour
of T since otherwise, we have dp+(v1) > dp
+(v2), a contradiction. By the same
argument, no such partite set exists if |N+(v2) ∩ V1| = 0.
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Next, we consider the number of partite sets contained in T and we distinguish
between the cases l ≥ 2 and l = 1.
Case 1: l ≥ 2.
Suppose that there exists a partite set of T , say T1, with T1 → v1. Then
T1 → T \ T1 because otherwise, we get the outpath v1v2tit1v1 with ti ∈ T \ T1.
Obviously, we must have V1 → T \T1 to avoid a 4-ps-outpath of v1v2. Let t2 ∈ T2.
Then |{i | N+(t2)∩Ti = ∅}| ≤ l− 2, as t2 does not have any positive neighbour in
T1 or T2. Furthermore, t2 cannot have any positive neighbour v˜1 ∈ V1. Otherwise,
this would bring the outpath v1v2t1t2v˜1. Thus, all additional vertices dominated
by t2 can only be contained in V2 and a partite set S1 of S \T . But then dp+(t2) <
dp+(v1) holds, a contradiction. Therefore, v1 dominates at least one vertex of
every partite set of T and we get l + 1 ≤ dp+(v1) ≤ dp+(v2) ≤ l + 1. Hence, v2
has at least one positive neighbour in V1 and a partite set S1 of S \ T containing
a vertex of N+(T ) does not exist. Consequently, N+(T ) ⊆ T ∪ V1 ∪ V2 holds,
which implies l + 1 ≤ dp+(v1) ≤ dp+(t) ≤ l + 1 for all t ∈ T . Altogether, we have
dp+(v1) = dp
+(v2) = dp
+(t) = l + 1 for all t ∈ T .
Let x, y ∈ T such that x → y and v1 → {x, y}. Since dp+(x) = dp+(y) =
dp+(v1), we get d
+(v1) ≤ d+(x) and d+(v1) ≤ d+(y) by the choice of v1. But
then there exists a z ∈ V with y → z and either z → v1 or z ∈ V1 bringing the
4-ps-outpath v1v2xyz.
Case 2: l = 1.
Then dp+(v2) = |{V1, T1}| = 2, which implies dp+(v1) = 2. Moreover, for
an x ∈ T we get 2 ≤ dp+(x) ≤ |{V1, V2, S1}| = 3, S1 ⊆ S \ T, as otherwise,
there exists at least one vertex w ∈ S \ T with x → w → v1 which brings the
outpath v1v2xwv1. Throughout this case, without loss of generality, we assume
that T ⊆ V3, i.e. V (x) = V3, and that there is a vertex v˜1 ∈ V1 such that v2 → v˜1.
Case 2.1: There exists a y ∈ S with x → y.
Without loss of generality, let y ∈ V4. Obviously, V1 → y. Otherwise, we
have the outpath v1v2xyv1 for a vertex v1 ∈ V1. Because of dp+(v1) = 2, we get
V3 → v1. Moreover, V3 → y, as otherwise, an arc in the opposite direction leads
to the outpath v1v2xyv˜3v1 with v˜3 ∈ V3. Now there has to be a ﬁfth partite set
V5 with y → v5 ∈ V5 and V5 → v1, since dp+(y) ≥ 2 and dp+(v1) = 2. Then
v1v2v˜1yv5v1 is the desired outpath.
Case 2.2: S \ V3 → x.
Case 2.2.1: v1 → x.
Then S \ V3 → v1 and there is a vertex v˜2 ∈ V2 with x → v˜2 because of
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dp+(v1) = 2 and dp
+(x) ≥ 2, respectively. Therefore, we either get an outpath
v1v2xv˜2v4v1 for a vertex v4 ∈ N+(v˜2) ∩ (S \ V3) or N+(v˜2) ∩ (S \ V3) = ∅. Thus,
dp+(v˜2) = |{V1, V3}| = 2. Suppose that v˜1 → s ∈ S \V3. Then v˜1 → v˜2 - otherwise,
we get the outpath v1v2xv˜2v˜1sv1 - and v˜2 → vˆ1 ∈ V1. Note that v1 = vˆ1 is possible.
But then we get the outpath v1v2v˜1sxv˜2vˆ1. Therefore, N
+(v˜1) ⊆ V2 ∪ V3, i.e.
dp+(v˜1) = 2, which means that every positive neighbour of v2 can only dominate
vertices of either V1∪V2 or V2∪V3. Now let P = v2a1a2 . . . ajs be a shortest path in
Dn−v1 from v2 to S \V3, which implies ai ∈ V1∪V2∪V3, 1 ≤ i ≤ j, and s ∈ S \V3.
If P contains vertices from V3, then we are done with v1Pv1. So, we may assume
that V (P ) ∩ V3 = ∅, in particular x /∈ V (P ). This implies {v2, a1, . . . , aj} → x, as
otherwise, we can insert x into v1Pv1 and we are done as well. Moreover, for the
same reason, there exists no path Q in D[V1 ∪ V2 ∪ V3] from x to any vertex of P ,
which implies that v˜2 as well as every vertex of N
+(v˜2)∩V1 is not contained in P .
Hence, v1Pxv˜2vˆ1 is a desired outpath.
Case 2.2.2: x → v1 and V3 → v1.
We have S \ V3 → v˜1 for all v˜1 ∈ N+(v2) ∩ V1, as otherwise, we get v1v2v˜1sxv1
for an s ∈ S \ V3. As in the last case, we consider a shortest path P from v2 to
S \ V3 in Dn − v1. If x is contained in or can be inserted into P , we choose v1P v˜1
as the desired outpath. Otherwise, we have the outpath v1Pxv1.
Case 2.2.3: x → v1 and there exists an x˜ ∈ V3 with v1 → x˜.
Obviously, we get S \ V3 → v1 because of dp+(v1) = 2. Let P again be a
shortest path in Dn − v1 from v2 to S \ V3. Then either v1Pv1 or v1Pxv1 is a
desired outpath depending on whether x is contained or can be inserted into P or
not.
The last result is improvable as we can also show the existence of outpaths
containing vertices from p partite sets for all p ∈ {4, . . . , c}.
Theorem 3.26 Let Dn be a 2-strong c-partite tournament, c ≥ 4, on n ver-
tices v1, v2, . . . , vn and assume that dp
+(v1) = δp
+(Dn) ≥ 2 as well as d+(v1) =
min{d+(x) | dp+(x) = δp+(Dn), x ∈ V (Dn)}. Then every out-arc of v1 has a
p-ps-outpath for all p ∈ {4, . . . , c}.
Proof. Again, we consider an arbitrary out-arc of v1 which, without loss of gen-
erality, we denote by v1v2 such that V1, V2, . . . , Vc are the partite sets of Dn with
v1 ∈ V1 and v2 ∈ V2, and we also use the notation V (x) to mark the partite set of
a vertex x.
By Theorem 3.25, which we will use as base case for induction on p, v1v2 has
a 4-ps-outpath. Next, let Q = v1v2 . . . vk, k ≥ 4 be a longest p-ps-outpath of v1v2
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with 4 ≤ p < c. We will show that v1v2 also has a (p+1)-ps-outpath. To this end,
let
W :=
⋃
i∈{1,...,c}
{x ∈ Vi | Vi ∩ V (Q) = ∅}
as well as
M := {x ∈ W | there are i and j with 2 ≤ i < j ≤ k such that vi → x → vj},
M0 := {x ∈ W | {v1, . . . , vk} → x},
Mi := {x ∈ W | {vi+1, . . . , vk, v1} → x → {v2, . . . , vi}}, i ∈ {2, . . . , k − 1},
M ′ := {x ∈ W | v1 → x → {v2, . . . , vk}},
M ′′ := {x ∈ W | x → {v1, . . . , vk}}.
Since p < c, we have W = ∅. We divide the rest of the proof into the following
cases.
Case 1: M = ∅.
Let x ∈ M . Then there exists a t ∈ {2, . . . , k − 1} such that vt → x → vt+1
and we get the (p+1)-ps-outpath v1v2 . . . vtxvt+1 . . . vk. Therefore, we may assume
that M = ∅.
Case 2: M0 = ∅.
Let x ∈ M0. Because of dp+(v1) ≤ dp+(x) we get two subcases. Either x
dominates a vertex v˜1 ∈ V1, which leads to the outpath v1v2 . . . vkxv˜1, or V1 → x
and there exists a vertex y such that x → y → v1. If y /∈ W , v1v2 . . . vkxyv1
is the desired outpath. If y ∈ W , then there exists an l ∈ {2, . . . , k − 1} such
that v1v2 . . . vl is a path containing vertices from exactly p − 1 partite sets and
v1v2 . . . vlxyv1 is a (p + 1)-ps-outpath of v1v2. Therefore, we may assume that
M0 = ∅.
Case 3: M3 ∪ . . . ∪Mk−1 = ∅.
Let x ∈ M3 ∪ . . . ∪Mk−1. Then {vk, v1} → x → {v2, v3}. Obviously, we have
W → v2. Now because of v1 → {v2, x} and dp+(v1) ≤ dp+(v2), there exists a
partite set V˜ of Dn −W with V˜ → v1 and a vertex v˜ ∈ V˜ such that v2 → v˜.
Suppose that v˜ /∈ V (Q). If v˜ → x, we get v1v2v˜xv3 . . . vk, and otherwise, we
get v1v2 . . . vkxv˜v1 which are both (p + 1)-ps-outpaths.
Therefore, we may assume that v˜ ∈ V (Q). We consider a positive neighbour
y ∈ V (Dn−(Q∪W )) of v2. If y → x, we get the (p+1)-ps-outpath v1v2yxv3 . . . vk.
If x → y and y ∈ V (v1), there is the (p + 1)-ps-outpath v1v2 . . . vkxy. In the case
y /∈ V (v1), v1 has to dominate y, as otherwise, there is the outpath v1v2 . . . vkxyv1.
Therefore, every positive neighbour y ∈ V (Dn − (Q ∪W )) of v2 is also a positive
neighbour of v1.
58 3. Out-arc-pancyclicity of vertices in multipartite tournaments
So, if d+Q(v1) ≥ d+Q(v2), we obviously get d+(v1) > d+(v2), which implies that
dp+(v1) < dp
+(v2). Therefore, we get two diﬀerent subcases.
Case 3.1: d+Q(v1) < d
+
Q(v2).
Then there exists an index i with 4 ≤ i ≤ k such that v2 → vi and either vi−1 →
v1 or vi−1 ∈ V (v1). This leads to the (p+1)-ps-outpath v1v2vi . . . vkxv3 . . . vi−1(v1).
Case 3.2: d+Q(v1) ≥ d+Q(v2), dp+(v1) < dp+(v2).
In this case we have a partite set V in Dn − (W ∪ V˜ ) with either V = V1 or
V → v1 and a vertex v ∈ V with v2 → v. If v /∈ V (Q), we use the same argument
as with v˜ at the beginning of Case 3 and we are done.
So, we may assume that v ∈ V (Q). Thus, there are at least two indices
i1, i2 ∈ {3, . . . , k}, i1 < i2, such that v2 → {vi1 , vi2} and either vij → v1 or vij ∈ V1
for j ∈ {1, 2}. In the following, we will handle this case in a more general way.
Instead of using the arc vkx, we always consider a vkx-path vkRx in which R is
a path consisting of vertices of Dn − (W ∪ Q), which are not dominated by v2.
Obviously, vkx as a vkx-path of length one is a special case of the considered one.
Let F := {v ∈ V (Dn) | v2 → v → v1 or v2 → v ∈ V1}. As seen above, we
may assume that F ⊆ V (Q), i.e. F := {vi1 , vi2 , . . . , vil} for ij ∈ {3, . . . , k} and
iα < iβ for α < β. Because of v˜, v ∈ F , we have l = |F | ≥ 2. Now we consider two
succeeding vertices vij , vij+1 ∈ F, j ∈ {1, . . . , l−1}. Let the index rj, ij ≤ rj < ij+1
be minimal such that vrj → v1 or vrj ∈ V (v1) and let the index sj, rj < sj ≤ ij+1
be maximal such that v2 → vsj . We deﬁne Bj := {vrj+1, . . . , vsj−1} (see Figure
3.4). Obviously, we get v1 → Bj \ V (v1) and Bj \ V (v2) → v2.
Now Qj := v1v2vsj . . . vij+1 . . . vkRxv3 . . . vij . . . vrj is another outpath of v1v2.
If V (Qj) ∩ V (y) = ∅ for all y ∈ Bj, then Qj is a (p+ 1)-ps-outpath. Note that we
are also done with the outpath Qj if Bj = ∅.
Let B˚j be a minimum sized subset of Bj \
(⋃
v∈V (Qj) V (v)
)
such that for every
y ∈ Bj \
(⋃
v∈V (Qj) V (v)
)
there is a vertex y′ ∈ B˚j∩V (y). Particularly, the partite
sets V (v2), V (y
′), V (z′) are pairwise distinct for all y′ = z′ ∈ ⋃j∈{1,...,l−1} B˚j. Since
|F | = l, v1 → v2, v1 → B˚j → v2 for all j ∈ {1, . . . , l − 1} and dp+(v1) < dp+(v2),
there is an index j0 ∈ {1, . . . , l−1} and vertices y˜ ∈ V (y′)∩V (Dn− (Q∪W )) with
v2 → y˜ for all y′ ∈ B˚j0 . We consider an arbitrary y′ ∈ B˚j0 and a corresponding y˜.
If y˜ → x, then v1v2y˜xv3 . . . vk is a (p+1)-ps-outpath. Therefore, we may assume
that M3 ∪ . . . ∪ Mk−1 → y˜ and in particular x → y˜. Furthermore, v1 → y˜, as
otherwise, we have the outpath v1v2 . . . vkRxy˜v1, and y˜ has no positive neighbour
w ∈ W \ M2. Otherwise, we get the outpath v1v2y˜wv3 . . . vk. Note that every
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Figure 3.4: General situation in Case 3.2.
positive neighbour of y˜ in M2 ∪Bj0 is also dominated by v1.
Suppose that {v3, . . . , vrj0} ∪ {vsj0 , . . . , vk} → y˜. Because of dp+(v1) ≤ dp+(y˜)
and v1 → y˜, there are two possibilities: either there exists a v˜1 ∈ V1 with y˜ → v˜1 or
we have V1 → y˜ and there exists a partite set S such that S → v1 and there is an
s ∈ S with y˜ → s → v1. Then v˜1 ∈ V (Dn− (Q∪W )) or s ∈ V (Dn− (Q∪W )) and
we get v1v2 . . . vkRxy˜v˜1 or v1v2 . . . vkRxy˜sv1, respectively, as the desired outpath
of v1v2.
Thus, we have v2 → y˜ and there is an index m ∈ {3, . . . , rj0 , sj0 , . . . , k} with
y˜ → vm. Therefore, since B˚j0 contains only vertices from pairwise distinct partite
sets which are also distinct from those contained in Qj0 , all vertices y˜ corresponding
to a vertex y′ ∈ B˚j0 can be inserted consecutively into Qj0 (as in Case 1) to obtain
a (p+1)-ps-outpath of v1v2. Therefore, we may assume that M3 ∪ . . .∪Mk−1 = ∅.
Case 4: M2 = ∅.
Let x ∈ M2. Because of dp+(v1) ≤ dp+(x) and v1 → {v2} ∪ M2 ∪ M ′ we
either have a vertex v˜1 ∈ V1 ∩ V (Dn − (Q ∪W )) with x → v˜1 or there exists a
partite set V such that V → v1 and there is a v ∈ V with x → v → v1. In
the former situation, we get the outpath v1v2 . . . vkxv˜1. In the latter one, we have
v1v2 . . . vkxvv1, if v ∈ V (Dn − (Q ∪W )), or v1v2 . . . vlxvv1 with vl such that the
path v1v2 . . . vl contains vertices from exactly p− 1 partite sets if v ∈ M ′′. Now it
is easy to see that all these outpaths are (p + 1)-ps-outpaths. Therefore, we may
assume that M2 = ∅.
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Case 5: W = M ′ ∪M ′′.
Suppose that M ′ = ∅ which implies W = M ′′. Because Dn−v1 is strong, there
exists a shortest path from {v2, . . . , vk} to M ′′ in Dn − v1, which we denote by
vla1 . . . ajx with vl ∈ {v2, . . . , vk}, a1, . . . , aj ∈ V (Dn−(Q∪W )) and x ∈ M ′′. Then
we get the (p+1)-ps-outpath v1v2 . . . vla1 . . . ajxvl+1 . . . vk or v1v2 . . . vka1 . . . ajx if
vl = vk, respectively. Therefore, we may assume that M
′ = ∅.
Let I := N+({v2, . . . , vk−1}) ∩ V (Dn − (Q ∪W )). Obviously, we get W → I,
since otherwise, we can insert iw (i ∈ I, w ∈ W, i → w) into Q. Because Dn−v1 is
strong, there have to be two vertices z ∈ V (Dn−(Q∪W ∪I)) and x ∈ W such that
z → x. It is easy to see that z → I \ V (z). Otherwise, there exists the outpath
v1v2 . . . vlizxvl+1 . . . vk for an i ∈ I. By the same argument, there is no path from
I to z in Dn − (Q ∪W ). Consequently, there has to be a path, say R, from vk to
z in Dn − v1 with V (R) ∩ V (I) = ∅, as otherwise, there would be a path from I
to z, a contradiction. Now either z is the only vertex in R dominating a vertex in
W or there exists a vertex z˜ on R which is the ﬁrst one with this property, with
respect to the orientation of R. Without loss of generality, we may assume that
the former situation is true. Note that R does not contain any vertex from Q,
except for vk, since otherwise, it would contain a vertex i ∈ I. Now we consider
the path v1v2 . . . vkRzx. If x ∈ M ′′, we are done. On the other hand, x dominates
I and therefore, it is obvious that we also have I ∩ V1 = ∅ and v1 → I to avoid a
(p + 1)-ps-outpath of v1v2.
Now we have {v2} ∪ I ∪M ′ ⊆ N+(v1) and N+(v2) ⊆ {v3, . . . , vk} ∪ I, which
leads to two possible situations because of dp+(v1) ≤ dp+(v2) and M ′ = ∅:
1) There exists a vertex v˜1 ∈ V1 with v2 → v˜1 and a partite set V with V → v1
and at least one vertex v ∈ V with v2 → v → v1.
2) There exist two distinct partite sets V , V˜ of Dn with V ∪ V˜ → v1 and at
least two vertices v ∈ V , v˜ ∈ V˜ with v2 → {v, v˜} → v1.
It is not diﬃcult to see that v˜1 and v or v˜ and v, respectively, are all contained in
{v3, . . . , vk}. As in Case 3.2, we have at least two indices i1, i2 ∈ {3, . . . , k}, i1 < i2,
such that v2 → {vi1 , vi2} and either vij → v1 or vij ∈ V1 for j ∈ {1, 2}. Thus,
we can reproduce the procedure presented in Case 3.2 with the subpath vkRzx
which contains no vertex of I, in particular, no vertex which is dominated by v2.
Therefore, we get a (p + 1)-ps-outpath and we are done.
Combining the results of this section, we conclude with the following theorem.
Theorem 3.27 Every 2-strong c-partite tournament contains a vertex whose all
out-arcs are contained in a k-ps-outpath for all k ∈ {4, . . . , c}.
Chapter 4
Additive tree spanners of
digraphs
In the last chapter of the ﬁrst part of this thesis, we deal with digraphs in general
and consider a problem which often appears in many applications when using
graphs or digraphs to model the given situation. Most of the arising graphs or
digraphs consist of such a huge number of vertices and edges or arcs, that an exact
solution is impossible, in particular because many of these problems deal with the
distance between vertices. Thus, a huge number of edges or arcs would increase
the computing time to get an acceptable result. Therefore, the aim is to ﬁnd
a characterisation for a good approximation of the considered graph or digraph
with a lower number of edges or arcs so that it is possible to use well-known and
eﬃcient algorithms for solving the original problem and to minimize the error we
get because of deleting edges or arcs at the same time. In the following, we ﬁrst
consider the undirected case. We introduce the concept of additive tree spanners
and present some results in this area, which we later generalise on digraphs, and
we show that, up to now, there exist only a few feasible results on acyclic digraphs
but not on digraphs in general.
Results in this chapter have been partly obtained in a diploma thesis by Marco
Weyres, cosupervised by the author of this thesis.
4.1 Preliminaries
At the beginning of this section, we introduce some deﬁnitions which we use fre-
quently in this chapter. The distance dH(x, y) between two vertices x, y in an
undirected (directed, respectively) graph H is deﬁned as the length, i.e. the num-
61
62 4. Additive tree spanners of digraphs
ber of edges (arcs, respectively), of a shortest (directed) xy-path. If there is no
xy-path in H, then dH(x, y) = ∞. For a graph G, the distance between a ver-
tex x and a set S ⊆ V (G) is deﬁned as dG(x, S) = min
v∈S
dG(x, v) and we call
rad(G)= min
v∈V
{max
u∈V
{dG(u, v)}} the radius of G. According to Bang-Jensen and
Gutin[5], we deﬁne the corresponding strong radius of a digraph D by srad(D) =
min{max{distD(v, V ), distD(V, v)} | v ∈ V } where for two vertex sets X and Y of
D we deﬁne distD(X, Y ):= max{dD(x, y) | x ∈ X, y ∈ Y }.
We have already mentioned that we are looking for approximations of the
original graph by deleting edges or arcs, respectively, which leads to a special class
of subgraphs. A subgraph H of a graph G is called a spanning subgraph or spanner
of G, if V (H) = V (G), E(H) ⊆ E(G) and ∀x, y ∈ V (G) there exists an xy-path
in G if and only if there exists an xy-path in H. If H contains no cycle, then
H is a tree spanner . Similar to the last deﬁnition, a subgraph T of a digraph
D is a spanning subgraph if the underlying undirected subgraph T˜ is a spanning
subgraph of the underlying undirected graph D˜. If T˜ is a tree, then T is a spanning
tree of D. Furthermore, if T preserves reachability in D, i.e. x reaches y in D if
and only if x reaches y in T , then we call T a tree spanner .
The number of components of a graph G is denoted by κ(G). A vertex set
S ⊆ V (G) is called a separator of G if κ(G) < κ(G \ S). In a digraph D, the
number of strong components as well as a separator are deﬁned likewise.
As the distance plays a very important role, the main focus is on bounding
the error which automatically arises when we delete edges or arcs, respectively,
i.e. we should ensure that a short distance in the original graph corresponds to a
short distance in the approximation. Therefore, the following concept introduced
by Liestman and Shermer [43] in 1993 comes quite natural.
Deﬁnition 4.1 Let G = (V,E) be a graph. A graph H is an additive (tree)
t-spanner of G, if H is a (tree) spanner and dH(x, y) ≤ dG(x, y)+ t ∀x, y ∈ V (G).
Note that a diﬀerent approximation with so called multiplicative (tree) t-
spanners is also in use, where, similar to the last deﬁnition, the distance dH(x, y)
for every pair x, y of vertices in such a spanning subgraph H of G is upper bounded
by t · dG(x, y). For more information about such spanners, we refer to Peleg and
Scha¨ﬀer [53].
Going back to additive t-spanners, it is obvious that we look for the smallest
t such that the previous inequality holds. It is easy to see that we do not always
ﬁnd a tree t-spanner with a ﬁxed t for every graph G. For example, the following
graph does not have a tree 1-spanner.
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Figure 4.1: A graph without additive tree 1-spanner.
As there may exist graphs in which the smallest t is too large to refer to the
spanner as a good approximation, Dragan, Yan and Lomonosov [17] introduced
a weaker deﬁnition concerning a set of spanning subgraphs instead of just one
spanner.
Deﬁnition 4.2 A graph G = (V,E) admits a system of μ collective additive
tree t-spanners if there is a system T (G) of at most μ spanning trees of G such
that for any two vertices x, y ∈ V (G) a spanning tree T ∈ T (G) exists such that
dT (x, y) ≤ dG(x, y) + t.
Now the example from above has a system of 2 collective additive tree 1-
spanners.
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Figure 4.2: A graph without additive tree 1-spanner, but with a system of 2 collective
additive tree 1-spanners.
If a graph G has a system of μ collective additive tree t-spanners, then G has
an additive t-spanner with at most μ(n − 1) edges. To construct such a system,
Dragan, Yan and Lomonosov [17] studied some properties of separators and they
introduced the following large graph class.
Deﬁnition 4.3 A graph G = (V,E) is called (α, r)-decomposable, α ∈ R, 0 <
α < 1, r ∈ N, if there is a separator S ⊆ V (G) such that the following three
conditions hold:
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1) balanced separator condition:
the removal of S leaves no connected component with more than αn vertices.
2) bounded separator radius condition:
radG(S) ≤ r, i.e. there exists a vertex c ∈ V (G) such that dG(v, c) ≤ r ∀
v ∈ S. c is called a central vertex for S.
3) hereditary family condition:
each connected component of G− S is also (α, r)-decomposable.
Note that this class includes all graphs with radius at most r as well as many
well-known graph classes, for example chordal graphs, cocomparability graphs or
circular arc graphs [17]. Depending on the use of a decomposition tree of an
(α, r)-decomposable graph, Dragan et al. [17] showed how to construct a system
of collective additive tree 2r-spanners and they presented an algorithm to get the
tree corresponding to a given pair of vertices. Moreover, for (α, r)-decomposable
graphs the following is proved.
Theorem 4.4 (Dragan, Yan and Lomonosov [17], 2006) Any (α, r)-decom-
posable graph G with n vertices admits an additive 2r-spanner which has at most
(n− 1) log 1
α
(n) edges.
Theorem 4.5 (Dragan, Yan and Lomonosov [17], 2006) Any (α, r)-decom-
posable graph G with n vertices admits a system T (G) of at most log 1
α
(n) collective
additive tree 2r-spanners.
Now instead of presenting additional results on additive spanners of graphs, we
refer the interested reader to the often cited, long and detailed paper of Dragan,
Yan and Lomonosov [17], which gives a valuable overview about additive spanners
as well as their applications, and the papers of Chepoi et al. [13] and Kratsch et
al. [36].
4.2 Concepts of additive tree spanners in digraphs
Because our main focus is on directed graphs, we now investigate the spanner-
problem in digraphs. Finding extremal subgraphs preserving reachability is much
more diﬃcult in this graph class. Only some results which deal with the “Minimum
Strong Spanning Subgraph”-problem are known ([34],[35]). First results about tree
spanners in digraphs are presented by Cai and Corneil [11].
Theorem 4.6 (Cai and Corneil [11], 1995) A digraph D contains at most one
tree spanner.
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Their next result shows that digraphs in general do not have a tree spanner.
Theorem 4.7 (Cai and Corneil [11], 1995) If a digraph D contains a tree
spanner, then D is acyclic, i.e. D contains no directed cycle.
Furthermore, they gave some necessary and suﬃcient conditions for an acyclic
digraph to have a tree spanner and they presented an algorithm to construct such
a tree spanner.
Theorem 4.7 now shows, that we need a new concept if the considered digraph
contains at least one directed cycle. Similar to the undirected case we have to
work with more than one tree to preserve the reachability. In particular, for a cycle
x1x2 . . . xnx1 of n vertices it is obvious that we need n trees always containing n−1
arcs such that there is a tree containing an xixj-path for every i, j ∈ {1, . . . , n}, i =
j. Now saving these trees to conserve the information about reachability equals
saving n(n− 1) arcs which is twice the number of arcs in a complete digraph, i.e.
a tournament. Therefore, using this method would increase the number of arcs
and so the diﬃculty of solving the considered problem likewise. Thus, we present
a new concept in the following way.
Deﬁnition 4.8 Let D be a connected digraph. A pair T = (Tin, Tout) of tree
spanners of D consists of an oriented tree Tin with root c such that every vertex
v ∈ V (D) for which a vc-path in D exists, reaches c and an oriented tree Tout with
root c such that c reaches every vertex v ∈ V (D) for which a cv-path in D exists.
For the given digraph D
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we have the following (not unique) example of a pair of tree spanners.
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Figure 4.3: An example of a pair of tree spanners: an oriented tree Tin (on the left) and
an oriented tree Tout (on the right) both with root c = 12.
66 4. Additive tree spanners of digraphs
It is not diﬃcult to verify that such a pair T preserves reachability. If there
exists an xy-path in D, then either there is such a path - not necessary the same
- in Tin or Tout, or we combine an xc-path in Tin and a cy-path in Tout. Note that
we can have a pair of tree spanners for every component if the considered digraph
is not connected.
According to the undirected case, we deﬁne the distance in a pair of tree span-
ners.
Deﬁnition 4.9 Let D be a connected digraph and T = (Tin, Tout) be a pair of tree
spanners of D. The distance dT (x, y) between two vertices x and y is deﬁned as
dT (x, y) = min{dTin(x, y), dTout(x, y), dTin(x, c) + dTout(c, y)}.
Obviously, dT (x, y) = dTin(x, c) + dTout(c, y) is the more diﬃcult case because
we have to consider both trees. Therefore, in every of the following proofs, where
the last deﬁnition is needed, we always concentrate on this case.
Deﬁnition 4.10 Let D be a connected digraph. A pair of tree spanners T =
(Tin, Tout) is an additive pair of tree t-spanners of D, t ∈ N, if dT (x, y) ≤ dD(x, y)+
t ∀x, y ∈ V (D).
We use these deﬁnitions to show a ﬁrst elementary result for strong digraphs
which generalises a similar result for graphs by Dragan, Yan and Lomonosov [17].
Remark, that breadth-ﬁrst search (BFS) is a strategy for searching in graphs. It
starts at a vertex c which is called root and inspects the neighbourhood of c. In
the next step, all unvisited neighbours of the neighbours of c are considered and
so on, until all vertices of the graph are investigated. Following this procedure,
it is easy to see that the arising subgraph is a tree which we call BFS-tree. Note
that this strategy cannot only be used in graphs but also in digraphs where we
consider either the positive or negative neighbourhood. In the latter case, we talk
about an inverse BFS-tree.
Lemma 4.11 Let D be a strong digraph with srad(D) = r. There exists at least
one pair T = (Tin, Tout) of tree spanners such that dT (x, y) ≤ 2r, ∀x, y ∈ V (D).
Proof. Let c ∈ V (D) be a central vertex with dD(x, c) ≤ r and dD(c, y) ≤ r
∀x, y ∈ V (D). We construct a BFS-tree Tout and an inverse BFS-tree Tin, both
with root c. Then we have dT (x, y) = dTin(x, c) + dTout(c, y) ≤ r + r = 2r.
Note that the last lemma shows that Deﬁnition 4.8 is a natural extension of
the concept of tree spanners in undirected graphs as for such a graph G with
rad(G) = r we get Tin = Tout = T and dT (x, y) ≤ 2r, ∀x, y ∈ V (G).
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4.3 Collective additive tree spanners of digraphs
As Lemma 4.11 only deals with strong digraphs, we have to extend the concept
of a pair of tree spanners to connected digraphs which are not strong. Such a
digraph consists of at least two strong components and applying the last idea to
every strong component, we get the following.
Lemma 4.12 Let D = (V,A) be a connected digraph with k strong components
Z1, . . . , Zk, k ≥ 2, and max
i∈{1,...,k}
srad(Zi) = r. Then there is a set S := {T1, . . . , Tl},
l ≤ k, of pairs of tree spanners such that for any two vertices x, y ∈ V (D) there is
a Ti, i ∈ {1, . . . , l}, such that
dTi(x, y) ≤ dD(x, y) + 2r.
Proof. Let ci be a central vertex for a strong component Zi. For every Zi, we
construct a pair of tree spanners Ti = (T iin, T iout) with root ci containing all vertices
of D. Let x, y ∈ V (D) be two arbitrary vertices and P be the shortest xy-path
in D. Without loss of generality, let x ∈ Z1. Because x reaches y, every other
vertex in Z1 reaches y as well, in particular c1. Therefore, we have dT1(x, y) =
dT 1in(x, c1) + dT 1out(c1, y). As T 1out and T 1in are BFS- and inverse BFS-trees, we get
dT 1in(x, c1) = dD(x, c1) and dT 1out(c1, y) = dD(c1, y). Let y1 ∈ V (Z1) ∩ V (P ) such
that dD(y1, y) = dP (y1, y) = min
z∈Z1
dP (z, y). Then we have
dT1(x, y) = dT 1in(x, c1) + dT 1out(c1, y)
= dD(x, c1) + dD(c1, y)
≤ dD(x, c1) + dD(c1, y1) + dD(y1, y)
≤ 2r + dD(y1, y)
≤ 2r + dD(x, y).
It is easy to see that we need k pairs of tree spanners in the worst case: The
Figures 4.4 and 4.5 show a digraph with two strong components and two pairs
of tree spanners. Obviously, one pair does not preserve reachability. By adding
more and more directed 4-cycles in this example we see that we need k pairs for a
digraph with k strong components.
As in the undirected case, this leads to a generalised deﬁnition of pairs of tree
spanners which is similar to Deﬁnition 4.2.
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D
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Figure 4.4: A digraph D with two strong components.
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Figure 4.5: Two pairs of tree spanners of D.
Deﬁnition 4.13 A connected digraph D = (V,A) admits a system of s collective
additive pairs of tree t-spanners if there is a system S(D) of at most s pairs of
tree spanners of D such that for any two vertices x, y ∈ V (D) there exists a pair
of tree spanners T ∈ S(D) such that dT (x, y) ≤ dD(x, y) + t.
To transfer the presented results of Dragan, Yan and Lomonosov [17] to di-
graphs, an adaptation of the deﬁnition of (α, r)-decomposable graphs is necessary.
Deﬁnition 4.14 A strong digraph D = (V,A) is called (α, r)-decomposable, α ∈
R, 0 < α < 1, r ∈ N,
1) if srad(D) ≤ r or
2) if there is a separator S ⊂ V (D) such that the following three conditions
hold:
2.1) balanced separator condition:
the removal of S leaves no connected component with more than αn
vertices.
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2.2) bounded separator radius condition:
srad(S) ≤ r.
2.3) hereditary family condition:
each connected component of D−S is also strong and (α, r)-decomposable.
With the help of the properties of a separator of an (α, r)-decomposable digraph
D, we are able to construct a decomposition tree DT of D in the following way.
1. If D has strong radius at most r, then the decomposition tree only consists
of a single vertex.
2. Otherwise, ﬁnd a separator S with the properties of Deﬁnition 4.14 and let
Z1, . . . , Zk be the strong components of D − S.
3. For every strong component Zi construct a decomposition tree DT i recur-
sively.
4. Build the decomposition tree DT with root S and connect S with the roots
of all DT i, i ∈ {1, . . . , k}.
Note in particular, that such a decomposition tree of a digraph D is not unique.
An example for the described procedure is given in Figure 4.6. Vertices of such
a decomposition tree are denoted by Bi,j to represent the jth vertex on level i of
this tree.
D DT (D)
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Figure 4.6: An (α, 2)-decomposable digraph D (on the left) and a (not unique) decom-
position tree DT (D) (on the right).
To prove our main results, we need the following lemma which makes use of a
decomposition tree of an (α, r)-decomposable digraph D.
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Lemma 4.15 Let D be an (α, r)-decomposable digraph and DT (D) be a decom-
position tree of D with root B0. For two vertices x and y, B(x) and B(y) denote
the vertices of DT (D) which contain x respectively y. Let Bt either denote the
ﬁrst common predecessor of B(x) and B(y) or Bt = B(x) if B(x) is a vertex on
the B0B(y)-path in DT (D) (Bt = B(y), respectively, if B(y) is a vertex on the
B0B(x)-path). Furthermore, let B0 . . . Bt be the B0Bt-path in DT (D) and P be a
shortest path from x to y in D.
1) If i ∈ {0, . . . , t} is the smallest index such that V (P ) ∩ V (Bi) = ∅, then we
have
dD(x, y) = dD′(x, y) where D
′ := D(↓ Bi).
(D(↓ Bi) is the digraph induced by all the vertices of Bi and its successors
in DT (D).)
2) If V (P ) ∩ V (Bi) = ∅ for all i ∈ {0, . . . , t}, then
dD(x, y) = dD′(x, y) where D
′ := D(↓ Bt).
3) There is a pair of tree spanners T ′ of D′ such that
dT ′(x, y) ≤ dD(x, y) + 2r.
Proof. 1) Assume that there is a vertex z on the shortest xy-path in D which
is not in D′. Then we consider the shortest xz-path in D. Let Bj, j < i, be
either the ﬁrst common predecessor of B(x) and B(z) or Bj = B(z) if B(z)
is a vertex on the B0B(x)-path. Then the shortest xz-path, and therefore
the shortest xy-path, has to contain a vertex from B0 ∪ · · · ∪ Bj. This is a
contradiction to the choice of i.
2) If V (P ) ∩ V (Bi) = ∅ for all i ∈ {0, . . . , t}, then x and y belong to dif-
ferent strong components which are vertices at the same level of DT (D).
Furthermore, P only has to contain vertices from B(x) and B(y) and there
has to be exactly one arc from B(x) to B(y) on it. So, if Bt has to be the
ﬁrst common predecessor of B(x) and B(y), it is easy to see that we get
dD(x, y) = dD′(x, y),with D
′ := D(↓ Bt).
3) Let ci be a vertex with dD′(ci, v) ≤ r and dD′(v, ci) ≤ r ∀v ∈ Bi. Then ci is
the root of a BFS-tree T ′out and an inverse BFS-tree T ′in. Because of a) and b),
all the vertices of P are in D′. Let x′, y′ ∈ Bi with dP (x, x′) = min
v∈Bi
dP (x, v)
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and dP (y
′, y) = min
v∈Bi
dP (v, y). Then we have
dT ′(x, y) = dT ′in(x, ci) + dT
′
out
(ci, y)
= dD′(x, ci) + dD′(ci, y)
= dD(x, ci) + dD(ci, y)
≤ dD(x, x′) + dD(x′, ci) + dD(ci, y′) + dD(y′, y)
≤ dD(x, x′) + r + r + dD(y′, y)
≤ dD(x, y) + 2r.
The aim in this section is to adapt Theorem 4.4 and 4.5, which we will show
in the following two results.
Theorem 4.16 Let D be an (α, r)-decomposable digraph on n vertices and DT (D)
be a decomposition tree of D with depth p. Moreover, let qi denote the number of
vertices Bi,j ∈ V (DT (D)) at depth i. Then there exists a set S(D) of pairs of tree
spanners with at most
p∑
i=0
qi elements such that for any two vertices x and y of D
there exists a T ′ ∈ S(D) with
dT ′(x, y) ≤ dD(x, y) + 2r.
Proof. To get an upper bound for p, we consider the worst case where there is
exactly one vertex Bi,1 at every level 0 ≤ i ≤ p of DT (D). Because the number
of vertices of D in Bi,1 is at most αni with ni the number of remaining vertices of
D after level i− 1, we get αn vertices at level zero, αn1 = α(n− αn) = αn− α2n
vertices at the ﬁrst level and αnp = αn − α2n − α3n − . . . − αpn vertices at the
last level p. As there must be at least one vertex left at level p, we get αp ≥ 1
n
,
which brings 0 ≤ p ≤ log 1
α
(n).
Now for every vertex Bi,j, i ∈ {0, . . . , p}, j ∈ {1, . . . , qi}, we construct a pair
of tree spanners T i,j with central vertex ci,j ∈ Bi,j as a root and V (D(↓ Bi,j))
as the vertex set. So, we get at most qi diﬀerent pairs of tree spanners at level i,
which means that the total number of pairs of tree spanners is at most
p∑
i=0
qi and
the inequality bounding the extension of the distance is guaranteed by Lemma
4.15.
To see that the last theorem adapts Theorem 4.5, note that the qi diﬀerent
pairs of tree spanners at depth i of DT (D) are vertex-disjoint. So, in the undi-
rected case where T i,jin = T i,jout for all i ∈ {0, . . . , p}, j ∈ {1, . . . , qi}, we can combine
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these qi trees to one single tree by using for example the well-known algorithm of
Kruskal [37]. As the depth p of DT (D) is at most log 1
α
(n), we get the connection
between Theorem 4.5 and Theorem 4.16.
Theorem 4.17 Every (α, r)-decomposable digraph with n vertices admits an ad-
ditive 2r-spanner with at most 2(n− 1) log 1
α
(n) arcs.
Proof. According to the proof of Theorem 4.16, we construct pairs of tree spanners
T i,j, i ∈ {0, . . . , p}, and j ∈ {1, . . . , qi}. For a ﬁxed i the vertex sets are pairwise
disjoint and we get∑
j∈{1,...,qi}
|A(T i,jin )| ≤ n− 1 and
∑
j∈{1,...,qi}
|A(T i,jout)| ≤ n− 1.
We have at most log 1
α
n levels and so the digraph
D := (V, {a | a ∈ A(T i,jin ) ∨ a ∈ A(T i,jout) ∀ i ∈ {0, . . . , p}, j ∈ {1, . . . , qi}})
has at most 2(n− 1) log 1
α
(n) arcs. As D is the union of all pairs of tree spanners,
it clearly fulﬁlls Lemma 4.15 c) which guarantees an additive 2r-spanner of D.
As we have Tin = Tout in the undirected case, it is easy to see that Theorem
4.17 adapts Theorem 4.4.
The last results show the existence of a pair of tree spanners for any pair of
vertices. As a byproduct, Dragan, Yan and Lomonosov [17] presented an algorithm
to ﬁnd the right tree spanner for such a pair in undirected graphs. In the following,
we will modify their algorithm to use it for digraphs.
Algorithm 4.18 Let D be a digraph and Ax be a 3 × log 1
α
n array for every
vertex x ∈ V (D), such that for every level i of the decomposition tree DT (D),
Ax[1, i] = j, Ax[2, i] = dT i,jin (x, c
i,j) and Ax[3, i] = dT i,jout(c
i,j, x) if a pair of tree
spanners T i,j with root ci,j containing x exists. If not, Ax[1, i] = nil, Ax[2, i] = ∞
and Ax[3, i] = ∞.
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Data: x, y ∈ V (D), Ax and Ay
Result: The pair of tree spanners extending the distance between x and y
by at most 2r
Set i′ := 0, i := 1 and minsum:= Ax[2, 0] + Ay[3, 0];
foreach i ∈ {1, . . . , log 1
α
n} do
while Ax[1, i] = Ay[1, i] = nil do
if Ax[2, i] + Ay[3, i] < minsum then
i′ := i and minsum:= Ax[2, i] + Ay[3, i]
end
end
end
Return i′.
As every vertex is contained in the decomposition tree belonging to level 0,
minsum, i′ and i are well-deﬁned at the beginning. As long as both vertices
are contained in the same pair of tree spanner (Ax[1, i] = Ay[1, i]), we compare
dT i,jin (x, c
i,j) + dT i,jout(c
i,j, y) to minsum. If it is less than minsum, we overwrite
minsum and go to the next level which we do directly, if the sum is greater than
minsum. Note that we can stop the algorithm when both vertices are not contained
in the same pair of tree spanners for the ﬁrst time because from now on they are
in diﬀerent components. Therefore, the algorithm ﬁnds the pair of tree spanners
for which dT i′,jin
(x, ci
′,j) + dT i′,jout
(ci
′,j, y) is minimal among all pairs. Theorem 4.17
guarantees, that the extension is at most 2r.
Moreover, Algorithm 4.18 has a running time of O(log 1
α
n) as in the worst case
in which x and y belong to the same vertex at the last level of DT (D), we have
to check log 1
α
n levels and at each level all operations can be done in O(1).

Part II
GTECS – An application of
graph theory in crystallography
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Chapter 5
Introduction to GTECS
Right from the beginning of graph theory with the well known “Seven Bridges of
Ko¨nigsberg”-problem solved by Euler in 1735, there was a close relation between
theory and applications. Graph theory as the study of mathematical structures
consisting of vertices and edges, is frequently used to model and solve many every-
day problems such as, for example, considering logistics and scheduling problems
or ﬁnding the shortest route from A to B by using a navigation system.
Another discipline in which graph theory is used very frequently, will be consid-
ered in this second part of the present thesis. In chemistry, it is usual to represent
and draw molecules as a graph. In a very abstract way, we can identify atoms with
vertices and bondings between atoms as edges (see Figure 5.1).
Figure 5.1: Benzene (C6H6) drawn as a graph (with GTECS).
Obviously, the considered molecule benzene consisting of just 12 atoms is a
very small one. In nowadays’ research of chemistry or crystallography, the interest
in visualisation and analysis of extended structures containing a huge number
of atoms is increasing continuously. Therefore, a growing demand for powerful
software tools is consequential and it is the reason why GTECS has been developed.
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5.1 The concept of GTECS
GTECS [38, 39], as an acronym for Graphtheoretical Evaluation of Crystal Struc-
tures, is a software tool to visualise and interpret complicated extended crystal
structures which are unique arrangements of atoms or molecules in a crystalline
solid. It is the result of a joint venture by a group of chemists (led by Prof. Dr. U.
Englert), computer scientist (led by Prof. Dr. T. Kuhlen) and mathematicians (led
by Prof. Dr. Y. Guo), which was funded by the Excellence Initiative of the Ger-
man federal and state governments via the Seed Fund project ”Interaktive Analyse
graphentheoretisch-optimierter Kristallstrukturen”. The development of GTECS
is focused on the implementation of automated, easy-to-use functions based on
standard input ﬁles used by chemists. The main idea is to support the user by
presenting various possibilities to manipulate the considered structure in a way
that its underlying basic topology is conserved.
The developed software GTECS reads user-friendly cif-ﬁles which is the stan-
dard ﬁle format for information interchange in crystallography and the preferred
output of structured data base. The tool, which is frequently updated, as well as
its source code are published under the terms of the GNU General Public License
at
http://www.gtecs.rwth-aachen.de/
Now the main focus in this thesis is on presenting the graph theoretical part of
this project. Thus, we are not going into detail concerning the work and techniques
used by our project partners. To get an overview of the work of our partners from
chemistry and to see how GTECS is used, we refer the reader to [40, 44, 45, 46]. For
details concerning the work of the computer scientist, in particular the visualisation
and interaction technique, we refer to [2, 54]. Moreover, the above cited homepage
contains links to all three groups for further information.
Before we start with some notations and terminology which we use frequently,
we do not forget to mention that there already exist some established software
tools in this research ﬁeld like TOPOS [8], RCSR [50] or OLEX [15]. In particu-
lar, TOPOS is a commonly used powerful, mathematically evolved program which
is regularly updated. Although GTECS is recently developed, there is already a
big advantage in contrast to the other programs which is based on the fact that
GTECS is a tool for 2D- and 3D-visualisation and, in particular, -interaction.
Thus, GTECS provides the additional opportunity that it can be used in con-
nection with 3D-stereo-technique-screens or even -systems like CAVE, which is a
room-sized virtual reality environment. Mainly this 3D-interaction brings a new
feature in comparison with the other mentioned tools, in particular with RCSR,
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which has no interaction feature at all. It adds further support to get a deeper
understanding of the whole structure which is being analysed. Furthermore, all
topological calculations the user is able to arrange, are executed on an arbitrarily
large part of the structure which is deﬁned by the user. Other programs, for exam-
ple OLEX, use ﬁxed parameters in this case. But calculations only on fragments
of the structure, which might be chosen as to small, sometimes lead to diﬀerent,
obviously wrong, results. One example for such a mistake detected by GTECS,
which has already been published in a high impact journal in chemistry, will be
presented at the beginning of Chapter 7. As the complexity of crystal structures,
the diﬃculty of keeping track of it increases likewise. An example can be found in
Figure 5.2.
Figure 5.2: A more complex structure (with GTECS).
Other programs allow the user to cut this structure wherever he wants to have
a closer look at the parts of the structure in which he is interested. Unfortunately,
this destroys a lot of information concerning the whole structure which is necessary
for calculating diﬀerent topological parameters which we will present in Chapter 8.
Therefore, the main aim is to simplify the whole structure using graph theoretical
algorithms to get a basic underlying structure. Now the user has the opportunity
of comparing the basic structures of diﬀerent original structures to ﬁnd similari-
ties and make some conclusions concerning chemical or physical properties. This
task of automatic simpliﬁcation is still missing in other mentioned programs. In
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Chapter 6, we will present the main methods and the corresponding algorithms to
simplify a given structure by contracting paths and cycles. The result of making
use of them is shown in Figure 5.3.
Figure 5.3: A simpliﬁcation by contracting paths and cycles (with GTECS).
When we talk about chemical or crystal structures, we have to diﬀerentiate
between two diﬀerent classes of graphs which represent these structures: ﬁnite
and inﬁnite graphs. Although every crystalline solid we can hold in hand and
every other compound analysed by a user is ﬁnite and therefore, it has a ﬁnite
number of atoms, there is no reason why it should not be arbitrarily large. In
practice, even for small crystals, periodic boundary conditions have proven to be
convenient. So, in this context, considering inﬁnite graphs is quite meaningful.
From the graph theoretical point of view, the former class is obviously easier to
handle than the latter one and we can make use of many well known methods to
get information about the properties of the graph we are interested in. Therefore,
we will focus on inﬁnite graphs in the following. But all ideas and algorithms we
will present, are also applicable for ﬁnite graphs. Furthermore, we do not have
to consider the whole class of inﬁnite graphs. Crystal structures have the great
property, that they consist of a repeating order of atoms, which means that they
are represented by so-called periodic graphs.
5.2 Periodic graphs
In this section, we introduce the concept of periodic graphs, present ﬁrst results
concerning this graph class and show in particular, that the diﬃculty even in
solving some basic problems on periodic graphs is not the same as on ordinary ﬁnite
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graphs. For the new terminology, we follow Orlin [52] and Cohen and Megiddo
[14].
Deﬁnition 5.1 Let D = (V,A) be a digraph and t : A → Zk, k ∈ N, be a mapping
called shift function. The triple G = (V,A, t) is called static graph. The periodic
digraph G∞ consists of the vertex set V (G∞) = {vp | v ∈ V, p ∈ Zk} and the arc
set A(G∞) which fulﬁlls the following property:
vpwq ∈ A(G∞) ⇔ ∃vw ∈ A(G) with t(vw) = q − p.
In this case, we say that the static graph G induces the periodic graph G∞. Fur-
thermore, k is called the dimension of G∞.
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Figure 5.4: A static graph G = (V,A, t).
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Figure 5.5: A part of the periodic graph induced by the static graph of Figure 5.4.
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Following this deﬁnition, periodic graphs are directed. According to the con-
sidered crystal structures, we only need undirected periodic graphs for GTECS
and therefore, the next remark should apply from now on.
Remark 5.2 If G∞ should be undirected, we get the following characterisation of
the arcs of the static graph:
uv ∈ A(G), t(uv) = z ⇔ vu ∈ A(G), t(vu) = −z.
Describing crystal structures is closely linked to considering the neighbourhood
of vertices, distances, paths, cycles or components in G∞. Here, we can adopt the
familiar deﬁnitions from ﬁnite graphs.
Deﬁnition 5.3 Let G = (V,A, t) be a static graph, G∞ be connected with dimen-
sion k and p ∈ Zk. The dimensionality of G∞ is deﬁned as the number of linearly
independent integral vectors t¯ ∈ Zk, such that for a vertex v ∈ V there exists a
path from vp to vp+t¯ in G∞.
Note that there is a diﬀerence between dimension and dimensionality. Ob-
viously, the dimensionality of a periodic graph is bounded by its dimension and
therefore, the dimensionality is well-deﬁned. An example, in which the dimension-
ality does not equal the dimension, is presented in Figure 5.6. The well-known
three-dimensional graphite structure consists of layers of graphene, which is peri-
odic in two directions. Therefore, the dimensionality of graphite is two.
Figure 5.6: A part of the three-dimensional graphite structure with dimensionality two.
An important property of periodic graphs concerning the connection between
the static and its periodic graph is the following, which was proved by Orlin [52] in
the one-dimensional case and by Cohen and Megiddo [14] for higher dimensions.
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Lemma 5.4 (Orlin [52], 1983, Cohen and Megiddo [14], 1991) Let G =
(V,A, t) be a static graph and G∞ be the induced periodic graph with dimension
k. Furthermore, let u, v ∈ V and r, s ∈ Zk. Then there exists a one-to-one-
correspondence between the set of ﬁnite paths from ur to vs in G∞ and the set of
paths P in G from u to v with t(P ) :=
∑
p∈A(P ) t(p) = s− r.
As a consequence of Lemma 5.4, we get the next result.
Lemma 5.5 (Orlin [51], 1983) Let G = (V,A, t) be a static graph and let C be
a cycle of G. If t(C) =
∑
c∈A(C) t(c) = 0, then C induces an inﬁnite number of
vertex disjoint cycles of G∞. If t(C) = 0, then C induces |t(C)| vertex disjoint
inﬁnite length paths in G∞.
Periodic graphs can be used to model problems with regular repetitions. In
addition to our topic, scheduling is one example of an application of periodic graphs
and it is considered for example by Simpson [55]. And of course, there is a big
interest in research into statements concerning graph properties such as (strong)
connectivity, planarity, etc. Some of these results are collected in the following.
Orlin [51, 52] was one of the ﬁrst who considered periodic graphs. He started
to investigate one-dimensional periodic graphs, followed by Iwano [30] and Cohen
and Megiddo [14], who extended his results on connectivity (the number of con-
nected components, respectively). Furthermore, Orlin [52] presented a polynomial
time algorithm to answer the question whether a one-dimensional periodic graph
is connected. For higher dimensions, there exists an algorithm by Cohen and
Megiddo [14]. In the one-dimensional case, Orlin also presented an easy criterion
to check whether an oriented periodic graph is strong, followed by a polynomial
time algorithm.
Theorem 5.6 (Orlin [52], 1983) Let G = (V,A, t) be a strong static graph and
let G∞ be connected. Suppose in addition that there are directed cycles C− and
C+ such that t(C−) < 0 < t(C+). Then G∞ is strong.
Other problems Orlin considered for one-dimensional periodic graphs, are de-
termining whether G∞ has an Eulerian path or whether it is bipartite. The latter
problem has also been solved by Cohen and Meriddo, who additionally gave an
algorithm to compute a minimum average cost spanning tree extending the one-
dimensional result of Orlin.
A ﬁrst result concerning planarity of inﬁnite periodic graphs has been shown
by Iwano and Steiglitz [32]. They presented a method to test whether a one- or
two-dimensional periodic graph is planar. Moreover, they considered the ques-
tion whether there is a connection between planarity in such periodic graphs and
planarity in the corresponding static graph.
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One rather surprising result shows that there are problems which are easy to
solve on ordinary ﬁnite digraphs, but not on periodic digraphs. Orlin considered
the problem whether there is an oriented path from a vertex u to a vertex v in G∞
for a given static graph G = (V,A, t).
Theorem 5.7 (Orlin [52], 1983) The directed path problem in G∞ is NP-
complete.
To prove this, he transformed this problem to the knapsack problem. Here,
a set of non-negative integers a1, . . . , an, b is given and it is asked for a subset
A of {a1, . . . , an} such that
∑
ai∈A ai = b. This problem was proved to be NP-
complete by Karp [33] in 1972. In the context of our related problems, we remind
at this point that we will only consider undirected periodic graphs in our algorithm
presented in the next chapters.
Naturally, in the next step in this research ﬁeld, the cycle problem has to be
discussed. In 1987, Iwano and Steiglitz [31] presented a method to ﬁnd cycles
in periodic graphs, respectively to check whether a periodic graph is cycle-free.
Six years later, Wanke [60] considered this problem in ﬁnite periodic graphs Gm.
Gm for a k-dimensional non-negative integral vector m is an induced subgraph of
G∞ in the following way: The periodic graph G∞ consists of an inﬁnite repetition
in any of the k dimensions of a unit cell which is the simplest repeating unit of
vertices i.e. a unit cell contains exactly one copy of each of the vertices of the
static graph. Now for m = (m1, . . . ,mk), G
m is induced by the vertices of all
unit cells whose number in direction j, j = 1, . . . , k, is bounded by 0 and mj.
Wanke characterised those periodic graphs in which the path and cycle problems
are solvable in polynomial time.
5.3 Molecular topology
In some places we have already mentioned a very important term for GTECS:
Topology as the mathematical study of shapes and spaces, provides a helpful tool
for chemists to describe the molecular structure in the three-dimensional space. In
particular, information about bonding and chemical properties of atoms realise a
model to explain how these structures have to be arranged.
The molecular topology is a part of mathematical chemistry. Normally, it
deals with algebraic descriptions using group theory to characterise and classify
chemical compounds. But a graph theoretical description is similarly possible.
A frequently used method to get a connection between the molecular structure
and chemical properties, is the use of topological indices . These are numerical
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parameters whose calculation is based on the graph which represents the structure.
They are usually graph invariant and characterise its topology. The ﬁrst important
work concerning topological indices was published by Wiener in 1947 ([61, 62]) who
presented a correlation between the boiling point of organic compounds and the
later-called Wiener-Index, which is a topological index summing up the distances
between all pairs of distinct vertices in a hydrogen compressed-graph. Such a
graph arises from the original graph describing a molecule by deleting all vertices
representing hydrogen atoms. Wiener presented a formula for the boiling point
of diﬀerent hydrocarbons using this topological index, and he showed that the
diﬀerence between the observed and the calculated boiling point is averaged out
at less than half a degree Celsius while considering several hundred compounds.
Topological indices are normally used for ﬁnite graphs, as it is easy to see that
for instance calculating the distance between every pair of an inﬁnite set of vertices
would not lead to any constructive result. Therefore, there exist several diﬀerent
possibilities to describe inﬁnite, in particular, periodic structures. These symbols
will be introduced in Chapter 8 when the corresponding algorithms implemented in
GTECS are presented. To get further, deeper information concerning topological
indices and the connection between them and chemical or physical properties, we
refer the reader to the book “Chemical Graph Theory” by Trinajstic´ [57] which
also gives a more detailed introduction into topological aspects of chemistry.

Chapter 6
Paths and cycles in periodic
graphs
This chapter contains ﬁrst results and algorithms concerning the shortest path-
problem in a periodic graph G∞. Furthermore, we present two basic algorithms
with the main focus on path-contraction which bring a ﬁrst simpliﬁcation of the
considered structure. In the second section, we look for cycles of a ﬁxed length
k through a given vertex. Additionally, we present an algorithm to contract such
a cycle and we explain, why this is not possible in general because of a problem
with uniqueness.
Note that for an inﬁnite graph it is necessary to give an upper bound for the
length of the wanted structure, as otherwise, the algorithm will not stop in the
worst case. So, in general, our algorithms either present the wanted substructure
of length at most the given upper bound or we get the result that no path or cycle
of a length up to this bound exists.
6.1 Paths
As we have seen in the last chapter by Theorem 5.7, the diﬃculty of the shortest
path-problem in periodic digraphs is diﬀerent from that in ﬁnite (di-)graphs where
we have for example the well-known eﬃcient Dijkstra-Algorithm. But as the peri-
odic graph G∞ modelling crystal structures is not oriented, we are able to present
an algorithm which ﬁnds the shortest path between two distinct vertices.
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Algorithm 6.1 Let a, b ∈ V (G∞) be two distinct vertices, S ⊂ V (G∞) be a set of
vertices and dist : S → N be a function which assigns the distance from a vertex
s ∈ S to the vertex a. Furthermore, for a vertex v ∈ V (G∞), let Prev be a list of
all predecessors of v with the shortest distance to a.
Data: A periodic graph G∞, a, b ∈ V (G∞) and max ∈ N.
Result: All shortest paths from b to a in G∞ with length ≤ max.
Set S := {a}, dist(a) := 0, finished := false;
foreach k = 0, . . . ,max− 1 do
Consider all vertices s ∈ S with dist(s) = k;
foreach w ∈ N(s) do
if w = b /∈ S then
finished := true.
end
if w /∈ S and w = b then
S := S ∪ {w}, dist(w) := k + 1, Prew := {s}.
end
if w ∈ S and if dist(w) = k + 1 then
Prew := Prew ∪ {s}.
end
end
if finished = true then
Return {Prev | v ∈ S}.
end
end
Return dist(b) ≥ max.
With the help of the given set {Prev | v ∈ S} of lists of predecessors of all
vertices of S, we get a ba-path v0 . . . vl with v0 = b and vl = a by setting vi ∈ Previ−1
arbitrarily for i = 1, . . . , l.
Note that the resulting path at the end of Algorithm 6.1 depends on the choice
of the vertex of the list Previ−1 . Considering all possibilities will directly lead to
all diﬀerent shortest ba-paths. As the paths are all undirected, these are ab-paths
as well.
Observe that, at the end of Algorithm 6.1, S = {v ∈ G∞ | dist(v) ≤ max},
which is obvious, as the algorithm realises a breadth-ﬁrst search in G∞ and all
considered vertices are added to S. Now the next lemma shows that Algorithm
6.1 works correctly.
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Lemma 6.2 For a vertex s ∈ S, Pres contains exactly the direct predecessors of s
on the shortest ab-paths containing s. In particular, Pres = {a} for all s ∈ N(a).
Proof. Let dist(b) = l and P = av1v2 . . . vl−1b be a shortest path from a to b. Then
we have Prev1 = {a} as dist(v1) = 1 and there is no vertex with a smaller distance
to a because dist(v) = 0 ⇔ v = a.
Obviously, we have Pres ⊂ {v ∈ S | dist(v) = dist(s)− 1} ∩N(s). On the other
hand, every vertex v ∈ N(s) with dist(v) = dist(s) − 1 is added to Pres. This
trivially shows the equality Pres = {v ∈ S | dist(v) = dist(s)− 1} ∩N(s).
The next Theorem presents the complexity of Algorithm 6.1.
Theorem 6.3 Let a, b ∈ V (G∞) with dist(b) = l. If max ≥ l, Algorithm 6.1 ﬁnds
all shortest paths from a to b in O(ΔG · |S|) = O(Δl+1G ).
Proof. Every vertex of S is handled in O(ΔG) and for every k we consider the
vertices s ∈ S with dist(s) = k. Altogether, we get O(ΔG · |S|) and because of
S = {v ∈ G∞ | dist(v) ≤ max}, this equals O(Δl+1G ).
Note that because of the given physical and chemical conﬁguration, there are
only a few types of atoms which are connected to at most 12 – or sometimes 16
– other atoms. Therefore, ΔG = ΔG∞ is bounded and rather small. Generally,
crystal structures are represented by sparse graphs which means that the number
of edges, and therefore the average degree, is very small. We have to keep this in
mind when we analyse the complexity of every following algorithm.
A ﬁrst idea to simplify the given structure is to manipulate paths. It is easy to
see, that removing endvertices – these are vertices of degree one – of the periodic
graph does not change the topology. Note that all considered graphs are undirected
and therefore, we can also write G = (V,E, t) instead of G = (V,A, t).
A second method which changes the topology only in the way that the length
of some cycles may decrease, is deleting vertices of degree two by connecting both
neighbours at the same time.
The following algorithms realise these two procedures. It is easy to see that
both of them work correctly. Additionally, they have the same running time which
we will show in Lemma 6.6.
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Algorithm 6.4
Data: A static graph G = (V,E, t).
Result: A static graph G′ = (V ′, E ′, t′) without vertices of degree one.
Set G′ := G, finished := false;
while finished = false do
finished := true;
foreach v ∈ V (G′) do
if dG′(v) = 1 then
finished := false, G′ := G− v.
end
end
end
if finished = true then
Return G′.
end
Algorithm 6.5
Data: A static graph G = (V,E, t).
Result: A static graph G′ = (V ′, E ′, t′) without vertices of degree two.
Set G′ := G, finished := false;
while finished = false do
finished := true;
foreach v ∈ V (G′) do
if dG′(v) = 2, N(v) = {a, b} then
finished := false, G′ := G− v, E ′ := E ′ ∪ {(a, b)}.
end
end
end
if finished = true then
Return G′.
end
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Lemma 6.6 Algorithm 6.4 and Algorithm 6.5 have a running time of O(|V |2).
Proof. If there is always exactly one vertex removed, we consider exactly |V | − k
vertices when using the For-loop for the k-th time. So, in the worst case, we have
to use this loop
∑|V |−1
k=0 |V | − k =
∑|V |
k=1 k = O(|V 2|) times.
Figure 6.1: A unit cell of a crystal structure before and after using the Algorithms 6.4
and 6.5 (with GTECS).
6.2 Cycles
The current section deals with the problem of detecting cycles of a given length k
through a given vertex v in a periodic graph. As it is well known that the problem
of ﬁnding some special subgraphs, for example a Hamiltonian cycle, inside a given
graph, is NP-complete, we will see that with the help of the method of depth-ﬁrst
search, it is possible to decide whether there exists a k-cycle containing a given
vertex in G∞. Note that because of physical and chemical properties, the integer
k in relation to the number of vertices of the whole graph is rather small. It is
easy to see that, if such a cycle exists, then there exist inﬁnitely many copies of it
because of the periodicity of G∞. Therefore, it suﬃces to get one representative
for each of these cycles passing through the vertex v in the unit cell marked by
the vector (0, 0, 0).
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Algorithm 6.7
Data: A static graph G = (V,E, t), k ∈ N, v ∈ V .
Result: All k-cycles in G∞ containing a copy of a vertex v.
Set p := (0, 0, 0)T , path := vp and use the following recursive function
CycleSearchRec(G, path, k);
CycleSearchRec(G,P = vp00 v
p1
1 . . . v
pt
t , j);
if j = 1, vptt v
p0
0 ∈ E(G∞) then
Add vp00 v
p1
1 . . . v
pt
t v
p0
0 to the output.
end
if j ≥ 2 then
foreach wq ∈ N(vptt ) do
if for any i = 0, . . . , t we have vi = w and pi = q then
Ignore the vertex wq.
end
else
Add wq to P and start
CycleSearchRec(G,P = vp00 v
p1
1 . . . v
pt
t w
q, j − 1).
end
end
end
Before we show that this algorithm brings the right result, we remind the reader
of the following equivalence in Deﬁnition 5.1:
vpwq ∈ A(G∞) ⇔ ∃vw ∈ A(G) with t(vw) = q − p.
This connection between the static and the periodic graph allows, that all steps
in Algorithm 6.7 can be done on the static graph although we originally consider
the periodic graph G∞.
Theorem 6.8 Algorithm 6.7 works correctly and has a running time of O(ΔkG).
Proof. As the algorithm uses depth-ﬁrst search, it is clear that all paths starting at
vp are considered. Because of the If-construct in which we ignore already included
vertices, it is obvious that these paths do not contain any vertex twice. Therefore,
all vertices and all edges are distinct and the closed paths are cycles. To see that
these cycles are k-cycles, we note that an added vertex, and therefore an added
edge, decreases the parameter j to j−1. So, starting with vertex vp and the length
k brings the desired result.
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The complexity O(ΔkG) is also easy to verify, as we have a depth of k and in
the worst case there are always ΔG∞ = ΔG possibilities at every depth.
Similar to the last section, where we removed vertices of degree one or two,
we would like to contract detected cycles of a ﬁxed length k to simplify the given
structure. In contrast to the path contracting problem, this problem is much more
complicated because of the diﬀerent situations which can arise. If there exists a
cycle of arbitrary length such that it has no vertex - and therefore, no edge - in
common with another cycle, then we can use the simple idea of contracting the
cycle by creating a new vertex which is connected to all neigbours of all vertices of
the original cycle. A simple algorithm describing this procedure, is presented later
on. But the diﬃculty of the contraction of cycles grows when there exist common
vertices or edges.
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Figure 6.2: Two possibilities of contracting two cycles with a common vertex.
The ﬁgure above shows the case in which two cycles have one common vertex.
Here, we see that we can reach two diﬀerent situations at the end depending on
the way we manipulate the given structure. The above situation appears, when we
contract the left cycle to a new vertex ﬁrst and do the same in a second step with
the new cycle. The result is one single vertex. On the other hand, if we contract
both cycles at once, we get one vertex for each cycle and as both cycles have been
connected, the new vertices are adjacent likewise.
The situation becomes even more diﬃcult when the common vertex of both
cycles has an additional neighbour which is not adjacent to any other vertex of
the two cycles. In the above case, the degree of this vertex before and after the
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contraction is the same while in the second case, the degree increases by one after
the contraction. Obviously, manipulations only make sense when the result is
unique and there is a real simpliﬁcation. Thus, diﬀerent results depending on the
order of contractions or an increasing degree of a vertex should not occur. In
particular, because of the last eﬀect, a simultaneous contradiction should not be
preferred. But the disadvantage of contracting step by step is distinguishable when
we consider two cycles with one edge in common.
In this case, we also have the possibility to contract both cycles at the same
time which leads to two adjacent vertices, or we contract one cycle after the other.
The problem which arises in the latter case is that, because of the common edge,
the length of the new cycle after the ﬁrst contraction is less than the original length
of the second cycle. So, if we contract cycles of a ﬁxed length k and the new cycle
has length k − 1, the new cycle does not appear in the list of candidates of cycles
which have to be contracted. In a similar way, the new cycle in the case when
the original cycles have exactly one common vertex, is not contained in this list.
Although the length is still the same, the cycle contains a new vertex which has not
been there yet. Therefore, the problem concerning new cycles of possibly diﬀerent
lengths in connection with the list of cycles of length k detected by Algorithm
6.7 is diﬃcult to handle. An easy solution, which increases the computing time
dramatically, is to use Algorithm 6.7 after the contraction of every single cycle.
Since the question of what the best solution for the user is remains open, the
current version of GTECS empowers the user to interact with the structure in
a way, that he can mark vertices on a cycle which can be contracted or vertices
which are forbidden to manipulate.
Finally, we present the algorithm which contracts cycles without vertices or
edges with other cycles in common. Note that from the graph theoretical point
of view, the exact position of a vertex in the three-dimensional space is not that
important. But as we have already explained that contracting a cycle goes hand
in hand with creating a new vertex representing the original cycle, it is useful
to place this new vertex in a meaningful way, i.e. in the middle of the original
cycle. Therefore, we consider the unit cell, which can be described by linearly
independent vectors. These vectors can be used as basic unit vectors of a new
coordinate system, a so-called fractional coordinate system. Knowing the fractional
coordinates of all vertices of a cycle directly leads to the fractional coordinates of
the new representing vertex.
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Algorithm 6.9
Data: A graph G = (V,E), a k-cycle C = a1 . . . ak, k ∈ N, ai ∈ V (G) for all
i ∈ {1, . . . , k}, fractional coordinates (xfraci , yfraci , zfraci ) of all ai.
Result: A graph G˜ = (V˜ , E˜) arising from G by contracting the cycle C.
foreach i ∈ {1, . . . , k} do
Determine N+(ai).
end
Determine N+({a1, . . . , ak});
Calculate fractional coordinates for the new vertex v:
1
k
(
k∑
i=1
xfraci ,
k∑
i=1
yfraci ,
k∑
i=1
zfraci
)
;
Return G˜ = (V˜ , E˜) with V˜ = (V ∪ {v}) \ {a1, . . . , ak} and
E˜ = (E ∪ {vz | z ∈ N+({a1, . . . , ak})) \ {xy | x ∈ {a1, . . . , ak}}.
It is not diﬃcult to see that Algorithm 6.9 works correctly and its running
time is O(ΔG · k), as we have to consider k times ΔG vertices in the worst case
in the For-loop and connecting v to all neighbours of {a1, . . . , ak} can be done in
O(ΔG · k) as well.

Chapter 7
Components and their
dimensionality in periodic graphs
The previous chapter dealt with some easier algorithms with the aim of detecting
fundamental structures such as paths and cycles and ﬁnding ﬁrst, easy methods
to simplify the given structure. In the following, we will consider a more diﬃ-
cult algorithm to present to the user some information, which are generally and
frequently used in the analysis of crystal structures.
A ﬁrst, very important aspect in the context of visualisation is to decide how
many unit cells should be presented to the user to have an overview of the whole
structure. Note that one unit cell contains a copy of each vertex, but it does not
show all connections between the vertices as for example some cycles may cross
the borders of unit cells and would not be visualised if only one unit cell was
presented. So, in all three dimensions - in the following we will just consider the
case k = 3 in Deﬁnition 5.1 - we have to decide how many unit cells are needed.
Furthermore, we are looking for the number of components of the given structure
and consider their dimensionality.
A very interesting aspect for the user is the concept of interpenetration. It
is well known that nature abhors a vacuum, or in other words: the probabil-
ity that crystal structures with large volumes of empty space exist, is very small.
Thus, whenever there exists a three-dimensional component which normally leaves
such “holes”, it is very usual that another component ﬁlls the given space. Ob-
viously, it is possible that this interpenetration can be done by more than one
other component. So, if the number of components is calculated and if there exists
a three-dimensional component, the question concerning interpenetration arises
quite naturally. Here, we pick up the example mentioned in Section 5.1. In [20],
the authors present a recent example of a novel structure and they report that it
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should show fourfold interpenetration which was unfortunately wrong. With the
help of the following algorithm, GTECS is able to show, that ﬁvefold interpene-
tration would be right. We mention this example not to blame the authors but to
show the necessity of having a reliable tool for the analysis.
When considering a component of a given structure, its dimensionality deﬁned
as the number of linearly independent vectors representing the direction in which
it is periodic, is a very important parameter. For its calculation in the main
algorithm of this chapter, we ﬁrst present another algorithm which calculates for
a set of linearly independent vectors and an additional one, a new set of linearly
independent vectors with the additional property, that these resulting vectors have
minimum length among all possible candidates.
As it is easy to see that Algorithm 7.1 works correctly, we omit the corre-
sponding proof. Furthermore, we also leave out the consideration of its worst-case
running time as we only have to solve some systems Ax = y of linear equations,
where we can use for example the well-known Gaussian elimination, needing O(n3)
operations to get the solution when considering an n × n-matrix A. As we have
n = 3, we can disregard it here and in the following algorithm where we make use
of Algorithm 7.1. Note that with the help of Algorithm 7.1, we will be able to
calculate a basis of every component with vectors of minimal length representing
the directions in which the component is periodic.
The main algorithm in GTECS answers several important questions. On the
one hand, it estimates the number of unit cells which have to be presented to the
user to get a full overview containing all information about the present structure.
On the other hand, the number of components as well as their periodicity are
signiﬁcant for characterising this structure. Therefore, this number as well as
a basis of vectors of minimal length of the subspace in which the component is
periodic are calculated. With the help of the basis, we will also be able to analyse
the interpenetration.
Although Algorithm 7.2 works on a static graph, we will see that we are able
to make statements about G∞. The main idea of the algorithm is to build up a
component by considering the neighbourhood of a starting vertex. In contrast to
the non-periodic case, a vertex can appear several times which can be checked via
comparing the vectors marking the unit cells. This directly leads to a calculation
of the dimensionality and the number of unit cells which have to be presented.
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Algorithm 7.1
Data: A set basis of linearly independent vectors in Z3, a vector
v = (vx, vy, vz) ∈ Z3.
Result: A new set basis of linearly independent vectors with minimum
length.
if basis ∪ {v} is linearly independent then
basis := basis ∪ {v}.
end
if k · v ∈ basis, k ∈ Z then
basis := (basis \ {k · v}) ∪ {v}.
end
if basis ∪ {v} is linearly dependent, k · v /∈ basis, k ∈ Z then
if |basis| = 2 then
Determine u ∈ basis ∪ {v} such that |ux|+ |uy|+ |uz| is maximal;
basis := (basis ∪ {v}) \ {u}.
end
if |basis| = |{w1, w2, w3}| = 3 then
foreach Sij := {v, wi, wj}, i, j ∈ {1, 2, 3}, i < j do
if Sij is linearly independent then
sizeij := |x|+ |y|+ |z|, (x, y, z) the not considered vector of
Sij.
end
else
sizeij := 0.
end
end
S := max{size12, size23, size13, |vx|+ |vy|+ |vz|};
If the vector corresponding to S is w ∈ {v} ∪ basis, set
basis := (basis ∪ {v}) \ {w}.
end
end
Algorithm 7.2 This algorithm makes use of a queue with elements of V × Z3
using the “ﬁrst in - ﬁrst out”-principle, i.e. elements will be handled in the same
order in which they have been added. The unit cell, in which a vertex v is found
for the ﬁrst time, is marked with componentUC(v)∈ Z3 and the component number
of a vertex v is marked with (componentID(v)).
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Data: A static graph G = (V,E, t).
Result: The number of components of G, their dimensionality, the number
of unit cells to present.
foreach v ∈ V (G) do
componentID(v) := 0
end
queue := ∅, component := 1, minX := 0, minY := 0, minZ := 0,
maxX := 0, maxY := 0, maxZ := 0;
foreach v ∈ V (G) do
if componentID(v) = 0 then
basis := ∅, compSizeX := 0, compSizeY := 0, compSizeZ := 0;
Add (v, 0, 0, 0) to queue.
end
while queue = ∅ do
Take (u, xu, yu, zu) from queue;
if componentID(u) = 0; // (*)
then
componentID(u) := component;
componentUC(u) := (xu, yu, zu);
foreach w ∈ N(u) do
compSizeX := max{compSizeX, |xu|};
compSizeY := max{compSizeY, |yu|};
compSizeZ := max{compSizeZ, |zu|};
(xw, yw, zw) := (xu, yu, zu) + t(uw);
Add (w, xw, yw, zw) to queue.
end
end
if componentID(u) = 0; // (**)
then
(x′u, y
′
u, z
′
u) := componentUC(u);
if (x′u, y
′
u, z
′
u) = (xu, yu, zu); // component is periodic
then
Use Algorithm 7.1 with basis and (x′u, y
′
u, z
′
u)− (xu, yu, zu);
minX := min{minX, xu}, maxX := max{maxX, xu};
minY := min{minY, yu}, maxY := max{maxY, yu};
minZ := min{minZ, zu}, maxZ := max{maxZ, zu}.
end
end
if compSizeX > maxX −minX then
maxX := minX + compSizeX.
end
if compSizeY > maxY −minY then
maxY := minY + compSizeY.
end
if compSizeZ > maxZ −minZ then
maxZ := minZ + compSizeZ.
end
end
component := component + 1;
end
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For a better understanding of Algorithm 7.2, we give the advice that a vertex
can only be handled in Step (**) if it has already been considered in Step (*)
where its component ID has been increased. Therefore, Step (**) decides whether
the current component is periodic ((x′u, y
′
u, z
′
u) = (xu, yu, zu)) or not.
So, in a ﬁrst step of showing that Algorithm 7.2 works correctly, we prove that
the vertices of the static graph are classiﬁed into components.
Theorem 7.3 For all pairs u, v ∈ V of vertices of the static graph the following
statement holds: componentID(u) = componentID(v) if and only if u and v
belong to the same component of the static graph.
Proof. “⇒” If componentID(u) = componentID(v), both vertices are considered
in the same run of the While-loop, because after such a run, component is increased
by 1 and the componentIDs are diﬀerent. Because the While-loop works until
queue is empty and queue only contains neighbours of other vertices in queue,
there exists a path from u to v and both vertices belong to the same component.
“⇐” Because u and v belong to the same component, there exists a path P =
p0p1 . . . pk, p0 = u, pk = v. Assume that componentID(u) = componentID(v).
Then there exists an index l with 0 ≤ l ≤ k − 1 such that componentID(pl) =
componentID(pl+1) and we assume that componentID(pl) < componentID(pl+1).
Now the contradiction is easy to see, as pl is included ﬁrst into queue. But pl+1, as
a neighbour of pl, is considered in the same run of the While-loop and therefore,
both vertices have to get the same componentID.
One task of the given algorithm is to calculate the number of periodic compo-
nents of G∞. To get this information, we once again consider the While-loop and,
in particular, the set basis of vectors.
Theorem 7.4 After a complete run of the While-loop, basis contains a basis of
the subspace of R3 in which the current component is periodic.
Proof. We ﬁrst consider the vector which is included in queue together with a ver-
tex. This vector represents the unit cell in which the vertex is contained. It is not
diﬃcult to comprehend how it is built: For (u, xu, yu, zu) with componentID(u) =
0 taken from queue and a neighbour w ∈ N(u), we include (w, (xu, yu, zu)+ t(uw))
into queue.
Now a vertex u of the static graph is included with diﬀerent vectors u¯, u˜, if
there exists a path from u in unit cell u¯ to u in unit cell u˜ in G∞. This implies
that G∞ is periodic in u¯− u˜ and this vector is added to basis, if there is no linear
dependency. So, after considering all vertices of a component, basis contains a
basis of the subspace of R3 in which the current component is periodic.
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Note once again that the vectors in basis have minimal length according to
the periodicity in this direction, as they would have been replaced when using
Algorithm 7.1. Obviously, the number of vectors contained in basis represents
the dimensionality of the considered component. Next, we show how we can use
basis to get the number of components of G∞. Note that we only have to consider
3-periodic components, as in the case of dimensionality 1 or 2, there always exist
inﬁnitely many copies of this component in R3.
Theorem 7.5 Let H be a 3-periodic component of the static graph G with basis :=
{v1, v2, v3}. Then the number of components in G∞ corresponding to H is
|det(v1, v2, v3)|.
Proof. From the deﬁnition of the determinant of a matrix consisting of the columns
v1, v2 and v3, |det(v1, v2, v3)| represents the volume of the parallelepiped formed by
these three vectors.
Because of the fact that v1, v2, v3 are minimal related to the periodicity and
that a unit cell has volume 1 - it is spanned by the vectors (1, 0, 0), (0, 1, 0), (0, 0, 1)
- the number of components of G∞ corresponding to H is given by the volume of
the parallelepiped spanned by v1, v2, v3 divided by the volume of the unit cell. This
is |det(v1, v2, v3)|.
The last result is a well-known result from the theory of integer points . The
set I of integer points of Rn consists of all points (x1, . . . , xn) with xi ∈ Z, i ∈
{1, . . . , n}, i.e. I = Zn. For n vectors v1, . . . , vn, we call
F =
{
n∑
i=1
αivi
∣∣∣∣∣ 0 ≤ αi < 1 for i = 1, . . . , n
}
the fundamental parallelepiped of v1, . . . , vn. Now asking for the number of 3-
periodic components with basis := {v1, v2, v3} equals the question for the number
of integer points in the fundamental parallelepiped spanned by {v1, v2, v3}, which
is answered as follows.
Theorem 7.6 (Barvinok [6], 2007) The number of integer points in the fun-
damental parallelepiped is equal to the volume of the parallelepiped.
A simple example illustrating the result of the last two theorems is given in the
following ﬁgure. Because of the vector product |(1, 4, 0)T × (2, 1, 0)T | = 7, which
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equals the area of the fundamental parallelogram, we get 7 integer points.
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Figure 7.1: The integer points (black) of the fundamental parallelepiped in the plane
spanned by (1, 4) and (2, 1).
Going back to Algorithm 7.2, it should also calculate a convenient quantity of
unit cells to present the user a good overview about the whole structure. Therefore,
we deﬁne the vector
vdisp :=
⎛⎝xdispydisp
zdisp
⎞⎠ =
⎛⎝maxX −minX + 1maxY −minY + 1
maxZ −minZ + 1
⎞⎠ .
Every component of this vector represents the number of unit cells, which are
presented in the corresponding direction. Note that we always add 1 because oth-
erwise, components which are completely in one unit cell are not displayed because
of maxX −minX = 0 in this case. Obviously, we have to diﬀerentiate between
ﬁnite and inﬁnite components. As components with the last property cannot be
displayed completely, Algorithm 7.2 should guarantee that the user is able to rec-
ognize the repetition in each direction in which the component is periodic. For
ﬁnite components it is necessary, that the whole component is visualised.
Theorem 7.7 If G∞ contains a ﬁnite component, then by the choice of vdisp at
least one copy of this component is displayed.
Proof. A ﬁnite component in G∞ always corresponds to a ﬁnite component in G.
Because every entry in the vector vdisp can only be increased during the use of the
algorithm, we only have to verify that the size of each entry of vdisp is large enough
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to display the whole k-th component in the run belonging to componentID = k
for an arbitrary k. In the following, we concentrate on the x-entry of vdisp because
of symmetry.
So, we have to show that for two vertices (v1, x1, y1, z1) and (v2, x2, y2, z2) be-
longing to one component, we have |x1 − x2| ≤ maxX −minX. Here, we have to
take the value of minX and maxX after the run of the While-loop concerning this
component. But as the algorithm uses breadth-ﬁrst search, the ﬁrst vertex belong-
ing to this component is contained in the unit cell marked with (0, 0, 0) and minX
(maxX, respectively) saves the minimum (maximum, respectively) x-coordinate
of the appearing unit cells, we are done.
Theorem 7.8 If G∞ contains an inﬁnite component, then there exists a vertex
v ∈ V (G) which is displayed in diﬀerent unit cells for every direction in which the
component is periodic.
Proof. In contrast to ﬁnite components, there is a vertex v ∈ V (G) of the static
graph belonging to the current component which can be found in diﬀerent unit
cells, which means that Step (**) is processed at least once. In this case, no new
neighbour is added to queue but the values of minX,maxX, . . . are conformed so
that all copies of v are displayed.
Figure 7.2: A crystal structure containing a component with dimensionality two. Two
copies (red and green) are presented (with GTECS).
Figure 7.2 presents two pictures of the same structure. The ﬁrst one displays
the original structure and the second illustrates two copies of its periodic compo-
nent with dimensionality 2 regarded by using Algorithm 7.2 after a simpliﬁcation
with the help of the algorithms presented in Chapter 6.
Finally, we study the complexity of Algorithm 7.2.
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Theorem 7.9 Algorithm 7.2 has a running time of O(|V | · (ΔG · κ + 1)).
Proof. Obviously, the outer loop scans all vertices of V (G) and for each component
the While-loop and the increasing of component is handled exactly once. In this
part, queue is processed. Now each vertex v can be contained in queue at most
d(v) times. Therefore, we get the following worst-case running time:
|V | · O(1) + κ · O(ΔG · |V |) = O(|V | · (ΔG · κ + 1)).

Chapter 8
Topological symbols
In Section 5.3, we have already pointed out that topological indices are often used
to describe the molecular topology of compounds when the underlying graph is
ﬁnite. But these methods fail when we consider graphs containing inﬁnite compo-
nents. In particular in crystallography, the number of appearing periodic structures
of diﬀerent dimensionalities increases day by day. Therefore, it is useful to obtain
methods which handle their topology.
Concerning inﬁnite structures, we have to distinguish between three cases:
Firstly, the appropriate graph corresponds to a regular tiling , which means that
the graph covers the whole space by a regular net using one single shape, for
example a triangulation of the plane. Secondly, it also describes a tiling of the
space in which every vertex still has the same property referring to its degree and
the cycles it is contained in, but this tiling uses more than one shape. Such a tiling
is called semi-regular . Finally, because of the periodicity of our structures, we can
get a tiling, in which vertices have diﬀerent properties.
The ﬁrst case is a special one, which appears rather rarely. Therefore, the
advantage of an easy description of the whole topology by regarding just one vertex
cannot be used very often. Nevertheless, in the ﬁrst section, we will introduce a
topological symbol for this case. The two other cases appear frequently. Thus, we
will present some typically used symbols to describe the local topology around a
considered vertex and show, how GTECS calculates these symbols for the user.
For the deﬁnitions of the topological symbols below, we follow Blatov, O’Keeﬀe
and Proserpio [7].
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8.1 Schla¨ﬂi-Symbol
The ﬁrst symbol introduced is the Schla¨ﬂi-symbol {p, q, r, . . . }. It is frequently
used when regarding regular tilings in n-dimensional spaces. Because of this reg-
ularity, it describes the topology of the whole structure and can be generated in
the following recursive way. A Schla¨ﬂi-symbol {p}, p ∈ N, represents a regular
polygon with p edges. If q regular polygons with p edges meet at each vertex of a
regular structure, the polyhedron or tiling has Schla¨ﬂi-Symbol {p, q}, and if there
are r structures with Schla¨ﬂi-Symbol {p, q} at each edge of a regular structure,
the considered structure has Schla¨ﬂi-Symbol {p, q, r}. This procedure can also be
continued for higher dimensions.
As the 1-dimensional Schla¨ﬂi-symbol is easy to understand, we just give a few
examples for 2- and 3-dimensional Schla¨ﬂi-symbols.
Figure 8.1: The ﬁve Platonic solids: Tetrahedron, Hexahedron/Cube, Octahedron, Do-
decahedron, Icosahedron.
Each of the ﬁve Platonic solids can be described by a 2-dimensional Schla¨ﬂi-
symbol: Tetrahedron {3, 3}, Octahedron {3, 4}, Hexahedron/Cube {4, 3}, Icosahe-
dron {3, 5} and Dodecahedron {5, 3}. Other examples for 2-dimensional Schla¨ﬂi-
symbols are the already mentioned regular tilings of the plane. {3, 6} refers to a
tiling by triangles, {6, 3} to a tiling by hexagons and {4, 4} symbolises a tiling by
quadrangles. Finally, an easy example for a 3-dimensional Schla¨ﬂi-symbol is the
3D-tiling by cubes which is characterised by {4, 3, 4}. Remark, that a structure
with a Schla¨ﬂi-symbol is the dual to the one with the reversed Schla¨ﬂi-symbol.
Note that the Schla¨ﬂi-symbol is not calculated in GTECS as it is only useful
for regular structures in which every vertex has the same property referring to
its degree and the number and length of cycles it is contained in. As only a
few structures may be regular after using the simpliﬁcation-algorithms, we do not
make use of it, as there exist other symbols which describe the analysed structure
right from the beginning. These are introduced in the next sections. So, the
Schla¨ﬂi-symbol is only mentioned here for the sake of completeness.
8.2 Point- and Vertex-Symbol 109
8.2 Point- and Vertex-Symbol
If the structure is not regular in the sense of the last section, it is rather impossible
to describe the complete topology by one symbol. In this case, the idea is to
consider the local topology around every vertex by regarding the shortest cycles
the vertex and two of its neighbours belong to. Before we deﬁne the two symbols
named in the section title, we introduce a special class of cycles.
8.2.1 Cycles and rings
For two cycles C1 and C2 in a graph G, the sum C1 ⊕C2 contains all edges which
appear either in C1 or in C2 but not in both cycles. If we consider cycles as sets of
edges, this sum equals the symmetric diﬀerence C1ΔC2 := (C1 \ C2) ∪ (C2 \ C1).
Note that ⊕ is associative and an edge belongs to the sum of a given number of
cycles if it is contained in an odd number of summands.
Deﬁnition 8.1 A cycle C is called ring if it is not the sum of two smaller cycles.
Additionally, it is a strong ring if it is not the sum of any number of smaller rings.
To demonstrate the last deﬁnitions we consider the following graph:

 













a
g
e f
d
b
c
h
Figure 8.2: A graph representing the cube.
• The inner 4-cycle cefdc is a strong ring.
• The 6-cycle bdfeghb, as the sum of the two 4-cycles bdfhb and feghf , is not
a ring.
• The 6-cycle bdceghb is the sum of three 4-cycles, but not of two. Therefore,
it is a ring, but not a strong ring.
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• The 8-cycle aceghfdba is not a ring because it is the sum of the 6-cycle
ceghfdc and the 4-cycle acdba.
The cube is just an example to explain the term ring. Obviously, when we
look for shortest rings containing an arbitrary vertex in this cube, we always get a
4-cycle and so, in this example, there is no diﬀerence between a shortest cycle and
a shortest ring. But the sense of distinguishing between these two terms becomes
clear, when we consider not only a vertex but also a pair of its neighbours. For a
vertex v ∈ V (G) and two vertices a, b ∈ N(v) we call (a, b) an angle of v and regard
the corresponding path avb. Now it is possible that the shortest cycle containing
such a path does no longer equal the shortest ring.









 
a v b
Figure 8.3: The shortest cycle containing the angle (a, b) of v is a 6-cycle while the
shortest ring is an 8-cycle.
The reason why rings play an important role in describing the molecular topol-
ogy is the following: consider as an example the chemical compound methane
consisting of one carbon and four hydrogen atoms. Because of its chemical and
physical properties, it is a tetrahedral molecule which means that it contains a
central atom, the carbon atom, and the other four atoms represent the corners of
a tetrahedron. This concept of regarding vertices as the corners of a polyhedron
consisting of faces formed by more or less regular polygons can be transferred to
other more complex compounds. Now either the whole compound is represented
by one polyhedron or it can be illustrated by a collection of connected polyhedra
which is often called a polyhedra-cluster (for more details see the book of O’Keeﬀe
and Hyde [49]). Thus, a description of the topology of the structure equals the
description of such polyhedra and therefore of its polygonal faces. As these faces
are cycles without any chord containing an angle of the vertex representing the
considered corner of the polyhedron, the deﬁnition of rings comes quiet natural.
As in chemistry or crystallography it is very important to detect rings, we need
a characterisation to decide whether a cycle is a ring or not.
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Theorem 8.2 Let G = (V,E) be a graph. A cycle C = v0v1 . . . vn−1v0 is a ring
if and only if there is no path P between any two distinct vertices vi and vj with
length L(P ) < min{|j − i|, n− |j − i|}.
Proof. “⇒” Assume that there exists a path P between two vertices vi, vj ∈ V (C)
with L(P ) < |j − i| and L(P ) < n − |j − i|. Without loss of generality, we
choose vi, vj, 0 ≤ i < j < n, and P such that L(P ) is minimal, which means that
E(P ) ∩ E(C) = ∅. Let C[vi, vj] be the cycle-segment vivi+1 . . . vj. Now we deﬁne
the two cycles C1 := C[vi, vj] ∪ P and C2 := C[vj, vi] ∪ P . For the length of C1
and C2 we get L(C1) = |E(C1)| = |j − i| + L(P ) < |j − i| + n − |j − i| = n and
L(C2) = |E(C2)| = n− |j − i|+L(P ) < n. So, C = C1 ⊕C2, which means that C
is the sum of two smaller cycles and therefore, it is no ring, a contradiction.
“⇐” Assume that C is not a ring. Then there exist two smaller cycles C1 and
C2 with C = C1 ⊕ C2 and the set E(C1) ∩ E(C2) of edges forms a path P from
vi ∈ V (C) to vj ∈ V (C). Without loss of generality, let 0 ≤ i < j < n. Now C1
and C2 can be described as C1 = C[vi, vj] ∪ P and C2 = C[vj, vi] ∪ P . Because of
L(C1) = |E(C1)| = |j − i|+ L(P ) < n and L(C2) = n− |j − i|+ L(P ) < n we get
L(P ) < n− |j − i| and L(P ) < |j − i|, a contradiction.
This characterisation can be used to design a corresponding algorithm.
Algorithm 8.3
Data: A cycle C = v0v1 . . . vn−1v0 in a graph G.
Result: true if C is a ring, otherwise false.
foreach i = 0, . . . , (n− 3) and j = (i + 2), . . . , (n− 1) do
if dG(vi, vj) + n− (j − i) < n or dG(vi, vj) + j − i < n then
Return false.
end
end
else
Return true.
end
As the correctness of Algorithm 8.3 follows directly from Theorem 8.2, we only
have to determine the running time.
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Theorem 8.4 Algorithm 8.3 has a worst-case running time of O(n2 ·Δ
n
2

G ).
Proof. Obviously, we get the worst-case running time, when C is a ring. In this
case we have to calculate the distance between any pair of vertices of C. As one
of the inequalities is fulﬁlled, if the distance is greater than n
2
, we just have to
check whether there is a shortest path of length at most n
2
. This can be done by
Algorithm 6.1 which in this case has a running time of O(Δ
n
2

G ). Together with
the
(
n
2
)
pairs of vertices we get O(n2 ·Δ
n
2

G ).
8.2.2 The two symbols
With the help of rings, we are now able to deﬁne the next topological symbols
which describe the local topology in the surrounding area of a detected vertex.
Both symbols are of the same form with the only diﬀerence that the point symbol
uses cycles and the vertex symbol uses rings.
Deﬁnition 8.5 Let G = (V,E) be a graph and v ∈ V (G) be a vertex with d(v) =
d. For an arbitrary angle (a, b) of v, we determine the length p of a shortest
cycle (ring, respectively) containing avb and the number q of such cycles (rings,
respectively). As there exist
(
d
2
)
such angles, the point-symbol ( vertex-symbol,
respectively) is an
(
d
2
)
-tuple of the form
(s1, s2, . . . s(d
2
))
where si = (pi)qi or si = ∗ if there exists no cycle (ring, respectively) for this angle
and we arrange the order that pi ≤ pj for i < j and qi ≥ qj for i < j with pi = pj.
The following Figure 8.4 originally published in [7], exempliﬁes both symbols.
Figure 8.4: A part of a 2-periodic tiling with a marked unit cell (green) [7].
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Every vertex has degree 3 and therefore, it has 3 diﬀerent angles. There exists
one angle contained in a 4-cycle which is the shortest cycle as well as the shortest
ring. In the same way, we have one angle belonging to a 6-cycle. But for the third
angle where both edges are contained in the 12-cycle, we get diﬀerent results for
cycles and rings. These edges are also contained in an 8-cycle which is the sum of
a 4- and a 6-cycle. Therefore, the 8-cycle is the shortest cycle, but not the shortest
ring. So, for each vertex of this structure we get the vertex-symbol (41, 61, 121)
and the point-symbol (41, 61, 81).
As the vertex- and point-symbol are very similar, we can use one algorithm
to calculate both of them. For the only diﬀerence, namely detecting whether an
existing cycle is also a ring, we make use of Algorithm 8.3. Now the algorithm
presented on the following page, calculates p and q for a given angle (a, b) of a
vertex v. After the calculation of all (pi)qi , i ∈ {1, . . . ,
(
d
2
)}, the sequencing of
them as described in Deﬁnition 8.5 is straightforward.
Theorem 8.6 If maxdepth ≥ p, Algorithm 8.7 calculates the right part of the
vertex-symbol (point-symbol, respectively) for the given angle (v0, v2) of a vertex
v1.
Proof. We prove the correctness for the point-symbol as the only diﬀerence in the
calculation of both symbols is in the marked If-construct where we have to check
whether the cycle Pv0 is a ring or not. Here, cycles which are not rings are ignored
when we look for the vertex-symbol and we can return maxdepth0 because every
cycle containing P will never be a ring. Therefore, we consider the point-symbol.
First, we show that p is correct.
Let l be the length of a shortest cycle C = v0v1v2 . . . vl−1v0 containing v0v1v2
and maxdepth ≥ l. The algorithm uses depth-ﬁrst search starting at v2. For
2 ≤ i < l − 1, viv0 /∈ E(G) and we successively get the recursion belonging to the
path v0v1 . . . vi+1. When we are at path v0v1v2 . . . vl−1, the algorithm returns l and
in the next iteration maxdepth gets the value l. As C is the shortest cycle and we
always return the smallest p among all neighbours of vi to the function, we ﬁnally
get p = l, which means that p is correct.
Next, we verify q. As maxdepth becomes l at the end, all q′ of the iterations
with result lq′ are summed up. Because every new l-cycle corresponds to the
addition of 1, q ﬁnally contains the number of all cycles of length l.
114 8. Topological symbols
Algorithm 8.7
Data: A graph G = (V,E), an angle (v0, v2) of a vertex v1, an integer
maxdepth.
Result: pq (part of the symbol) belonging to (v0, v2).
pq := CalcPV SPart(G,P = v0v1v2, 2,maxdepth), where the recursive
function CalcPV SPart is deﬁned as follows;
CalcPV SPart(G,P = v0v1 . . . vt, t,maxdepth);
q := 0;
if t = maxdepth then
Return ∗0.
end
if v0vt ∈ E(G) then
if Pv0 is no ring then
Return maxdepth0; // only necessary for the vertex-symbol
end
else
Return (t + 1)1.
end
end
if v0vt /∈ E(G) then
foreach v ∈ N(vt) \ V (P ) do
p′q′ := CalcPV SPart(G,P
′ = Pv, t + 1,maxdepth);
if p′ = maxdepth then
q := q + q′.
end
else
maxdepth := p′ and q := q′.
end
end
end
Set p := maxdepth and return pq.
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An additional symbol which describes the local topology belonging to a vertex
v is the coordination sequence. This symbol contains the information about the
number of vertices which have a given distance to v.
Deﬁnition 8.8 Let G = (V,E) be a graph, v ∈ V (G), k ∈ N0. Then Nk(v) :=
{w ∈ V | dG(v, w) ≤ k} is called the k-th neighbourhood of v. Additionally, we
set N−1(v) := ∅.
Deﬁnition 8.9 Let G = (V,E) be a graph, v ∈ V (G). A vector (n0, n1 . . . , nt−1) ∈
N
t is called t-th coordination sequence of v if ni = |Ni(v) \ Ni−1(v)| for all 0 ≤
i ≤ t− 1.
Obviously, it is possible to use breadth-ﬁrst search to calculate the coordination
sequence. Remember that a vertex vp of G∞ consists of a vertex v of the static
graph G and a vector p marking the unit cell the vertex belongs to. Thus, a vertex
v ∈ V (G) can occur several times in the k-th neighbourhood of a vertex in G∞ and
we cannot delete it for future iterations of the search when it is already marked as
a member of this neighbourhood.
Algorithm 8.10
Data: A graph G = (V,E), a vertex v, an integer t ∈ N.
Result: t-th coordination sequence for v in G.
S := {v}, d(v, v) := 0;
foreach k = 0, . . . , t− 2 do
foreach s ∈ S with d(v, s) = k do
foreach w ∈ N(S) do
if w /∈ S then
S := S ∪ {w} and d(v, w) := k + 1.
end
end
end
end
foreach k = 0, . . . , t− 1 do
nk := |{s ∈ S | d(v, s) = k}|.
end
Return (n0, n1 . . . , nt−1).
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Although this algorithm calculates the t-th coordination sequence for a vertex
in a periodic graph G∞, the algorithm is presented in a way that it uses an ordinary
graph G = (V,E) instead of G∞ as input. It is easy to see that Algorithm 8.10
works correctly. Therefore, we only have to verify its running time.
Theorem 8.11 Algorithm 8.10 has a worst-case running time of O(|V |2 ·ΔG).
Proof. In Step 1, we have to consider the vertex set S (t− 1) times. In the worst
case, we have to check all vertices of S ⊆ V . Considering each neighbour of these
vertices, in the worst case ΔG vertices, comparing each neighbour with all vertices
of S and ﬁnally considering all vertices of S again to determine ni brings the
worst-case running time O(|V |2 ·ΔG · t + |S|) = O(|V |2 ·ΔG · t). But this equals
O(|V |2 ·ΔG) as t is a ﬁxed integer.
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