Abstract Based on the multivariate saddle point method we study the asymptotic behavior of the characteristic polynomials associated to Wishart type random matrices that are formed as products consisting of independent standard complex Gaussian and a truncated Haar distributed unitary random matrix. These polynomials form a general class of hypergeometric functions of type 2 F r . We describe the oscillatory behavior on the asymptotic interval of zeros by means of formulae of Plancherel-Rotach type and subsequently use it to obtain the limiting distribution of the suitably rescaled zeros. Moreover, we show that the asymptotic zero distribution lies in the class of Raney distributions and by introducing appropriate coordinates elementary and explicit characterizations are derived for the densities as well as for the distribution functions.
Introduction
The behavior of the eigenvalues of random matrices is a large subject of research in random matrix theory. Recently, the study of products of random matrices gained particular interest (see, e.g., [1] , [2] , [4] , [6] , [7] , [12] , [11] , [16] ). Let r ∈ N = {1, 2, 3, . . .} be an arbitrary positive integer and denote by G 1 , G 2 , . . . , G r independent standard complex Gaussian random matrices (matrices of this kind are called Ginibre random matrices). Moreover, let each matrix G j be of dimension N j × N j−1 and let the matrix Y r be defined as the product Y r = G r G r−1 · · · G 1 .
(1.1)
Assuming N 0 = min{N 0 , . . . , N r } and writing n = N 0 , let us consider the n × ndimensional matrix Y * r Y r , where Y * r denotes the conjugate transpose of Y r . It was shown by Akemann, Ipsen and Kieburg in [3] that the eigenvalues of Y * r Y r form a determinantal point process with a correlation kernel expressible in terms of Meijer G-functions. Moreover, Kuijlaars and Zhang showed in [12] that this point process can be interpreted as a multiple orthogonal polynomial ensemble. The average characteristic polynomials of the matrices Y * r Y r are given as generalized hypergeometric polynomials of the form
(ν l + 1) n 1 F r −n ν 1 + 1, . . . , ν r + 1
x , where ν j = N j − N 0 for j ∈ {1, . . . , r} (see [12] , [3] ). These polynomials have been studied in [16] with respect to their behavior on the region of zeros (after suitable rescaling) in form of an asymptotic formula of Plancherel-Rotach type. Moreover, using this representation it was shown that the asymptotic zero distribution is given by the Fuss-Catalan distribution of order r (which matches with the known fact that the macroscopic density of the eigenvalues of the matrices Y * r Y r is given by the Fuss-Catalan distribution). As well as the consideration of products solely consisting of Ginibre matrices it is of interest to study products involving factors with different distributions. This has been done, for instance, in [6] by Forrester, where products of complex Gaussian and inverse complex Gaussian matrices are studied. In this context it is also interesting to involve Haar distributed unitary factors (see, e.g., [8] ). Recently, in [11] the authors considered the squared singular values of products of the type in (1.1) in which the first matrix G 1 is replaced by a truncated unitary random matrix X. More precisely, let r > 1, U be a Haar distributed unitary l × l matrix and let X be the (n + ν 1 ) × n upper left block of U , where ν 1 ≥ 0 and l ≥ 2n + ν 1 . Now let us consider the product of independent matrices
where G j are Ginibre matrices of size (n + ν j ) × (n + ν j−1 ), ν j ≥ 0. It is shown in [11] that the squared singular values of Z r form a determinantal point process with joint probability distribution on (0, ∞) n given by a density (with respect to the Lebesgue measure) proportional to
where the functions w k are given as Meijer G-functions by
Moreover, the average characteristic polynomials of the Wishart type random matrices Z * r Z r are given by the generalized hypergeometric polynomials [11] (−1)
In this paper we study the behavior of these polynomials and their zeros for large values of n, where we consider ν j ≥ 0 and κ = l − 2n + 1 ≥ 0 as fixed integers. This means that the dimensions of the associated matrices grow to infinity in a way described by the fixed differences ν j of the sizes. Moreover, for the sake of a more convenient analysis, we consider one of the parameters ν j to be zero, where we (arbitrarily) choose ν r = 0. Thus, here the average characteristic polynomials are given by
where we introduce the polynomials F n by
In many cases there is a close connection between random matrices and their average characteristic polynomials. For instance, one expects that (after proper rescaling) the limiting distribution of the zeros of the characteristic polynomials coincides with the macroscopic density of eigenvalues (see, e.g., [10] ). It will emerge from our analysis that this expectation holds true for the class of Wishart type random matrices Z * r Z r (see (1.2)) under consideration here.
The paper is structured as follows: After stating some auxiliary results in Section 2 we derive the large n behavior of the suitably rescaled polynomials F n on the region of zeros in form of an asymptotic formula of Plancherel-Rotach type. More precisely, for r > 1, ν 1 , . . . , ν r−1 ∈ N 0 arbitrary non-negative integers and κ = l − 2n + 1 ≥ 0 as described above, we show in Theorem 2.2 the following: If we parameterize the asymptotic interval of zeros by x = σ(ϕ) using
then we obtain the asymptotic formula of Plancherel-Rotach type
as n → ∞, where we introduce the expressions for 0 < ϕ < π r+1
.
As one important application, in Section 3 we will use (1.4) to find explicit representations for the limiting distribution of the zeros, which turns out to coincide with the so-called Raney distribution R r+1 n .
Moreover, we are able to obtain an elementary and explicit description for the density v of R r+1
and its distribution function in suitable coordinates (see Theorem 3.2). More precisely, if
then we have
It is important to remark that recently in [8] the applied techniques have been used by Forrester and Liu to obtain similar kinds of densities for the general class of Raney distributions.
As the present work complements the results in [16] by extending them to hypergeometric polynomials of the type 2 F r , the methods we use here are an adaptation of the methods applied in [16] , which requires a considerable amount of new difficulties to overcome. Moreover, the stated results may be useful to study questions of universality (in the sense of random matrix theory) concerning the correlation kernels involved.
Plancherel-Rotach formula for the average characteristic polynomials
At the beginning of this section we state some auxiliary results. The first one we mention is a simple version of the multivariate method of saddle points (see [15] for a short proof and discussion). 
where t = (t 1 , . . . , t r ). Moreover, let t = 0 be a simple saddle point of the function p, which means that we have for the complex gradient 
as n → ∞.
Remark 2.1. The branch of the square root in (2.1) is determined by the identitŷ
det Hess p(0) .
In general, the proper choice of the branch for the square root in (2.1) can be described by fixing the arguments of the eigenvalues of Hess p(0) in a correct manner (see, e.g., [5] ), which is related to the Maslov index.
Next we prove a preliminary result on the location of the zeros of the polynomials in question.
Lemma 2.1. Let r ∈ N and ν 1 , . . . , ν r , κ ∈ N 0 be arbitrary integers, then all zeros of the polynomials F n defined in (1.3) are real and positive.
Proof. The positivity of the zeros clearly results from their interpretation as averages of positive eigenvalues. Nevertheless, we provide a short proof relying on analytical facts only. We start off by observing that all zeros of the following polynomials are real and positive n k=0 n k
as on the right-hand side we have Jacobi polynomials with parameters 0 and κ − 1 ≥ −1 evaluated at 1 − 2x. From this we can conclude for an arbitrary interger m ≥ 0 that all zeros of n k=0 n k
are real and positive (use [18] , Part 5, Chap. 1, Probl. 63). Hence, by mathematical induction we can increase the number of factorials in the denominator of the coefficients and we immediately obtain the statement.
Finally, we provide an inequality for a function of several variables which will be crucial for the proof of the main result in Theorem 2.2.
let the function a(ϕ) be defined by (1.5) and let the function b(ϕ) be defined by
Moreover, let the function h : [−π, π] r → R be defined by
Then the function h attains its global maximum exactly in the two points
, ϕ, . . . , ϕ and − arctan sin ϕ cos ϕ + a(ϕ) , ϕ, . . . , ϕ .
Proof. Let r > 1 and 0 < ϕ < π r+1 be fixed. For t = (t 1 , . . . , t r ) ∈ [−π, π] r we have
. Now, for c ∈ [−(r − 1)π, (r − 1)π] we define the hyperplane
As can be seen by means of elementary calculus the restriction of the function It is not difficult to observe that L maps the unit circle to a circle with center
and radius |α − β| β 2 − 1 .
Thus, for a fixed c ∈ [0, π] the maximum ofh(t 1 , c) will be attained at a unique point
Let us denote the right-hand side of the latter expression by h * (c) and study its extremal points. For the derivative we obtain
Now we can observe that the last bracket in the latter expression is a strictly decreasing function of c on (0, π) which starts with a positive value and ends with a negative value. Moreover, it can be checked that it vanishes at the point c = (r − 1)ϕ, which shows that h * attains its maximum exactly at this point. Finally, by a further computation it follows that the partial derivative
(t 1 , (r − 1)ϕ) vanishes at t 1 = arctan sin ϕ cos ϕ+a(ϕ) , from which the statement follows. Now we turn to the first main result which describes the asymptotic behavior of the rescaled polynomials F n (n r−1 x).
Theorem 2.2 (Asymptotics of Plancherel-Rotach type).
Let r ∈ N, r > 1 and ν 1 , . . . , ν r−1 , κ ∈ N 0 be arbitrary integers, then we have
as n → ∞, where we have for 0 < ϕ < π r+1
sin 2ϕ (sin (r − 1)ϕ)
3)
Proof. At first we establish a representation for the polynomials F n as a multivariate complex contour integral which is suitable for determining the asymptotic behavior using the multivariate method of saddle points. To this end, we express the coefficients of the polynomial F n considering single contour integrals of the form
where the paths of integration are positive-oriented curves around the origin (with radius less than one in the second integral). Using the binomial theorem we obtain
with W = (w 1 , . . . , w r ), Γ = γ 1 × . . . × γ r , and γ j are positive-oriented contours around the origin (and γ 1 has radius less than one). By a change of variables w j → nw j for j = 2, . . . , r and replacing x by n r−1 x we obtain {H(w 1 , . . . , w r )} n Q(w 1 , . . . , w r )dW, (2.5) where H(w 1 , . . . , w r ) = e w 2 +...+wr
In order to study the multivariate saddle points of H, we compute the complex partial derivatives
and for j = 2, . . . , r
As the multivariate saddle points are solutions of the equation grad H = 0, it is not difficult to see that every saddle point (w 1 , . . . , w r ) is of the general form (w 1 , . . . , w r ) = w w + 1 , w, . . . , w , where w satisfies the algebraic equation
Now, introducing polar coordinates for w and carefully studying the imaginary and the real part of equation (2.6) it turns out that using the parametrization
two roots of (2.6) are located at the points
where a(ϕ) is defined in (2.4). Writing w(ϕ) = a(ϕ)e iϕ , this means for x = σ(ϕ) we obtain two complex conjugate multivariate saddle points at
, w(ϕ), . . . , w(ϕ) and w(ϕ) w(ϕ) + 1 , w(ϕ), . . . , w(ϕ) .
(2.7)
A small computation shows
where b(ϕ) is defined as in the statement of Lemma 2.2 by
and we have
Using the parameterizations
and for j = 2, . . . , r w j = a(ϕ)e it j , t j ∈ [−π, π], from (2.5) we obtain for x = σ(ϕ) the integral representation
where T = (t 1 , . . . , t r ),
From Lemma 2.2 we know that the modulus h(t 1 , . . . , t r ) = |H(t 1 , . . . , t r )| on [−π, π] r attains its global maximum value exactly at the two points corresponding to the saddle points in (2.7). Moreover, taking the geometry of the integrand in (2.8) into account, the contributions coming from both of these saddle points will be complex conjugates. So in order to establish the asymptotic behavior of (2.8), we can restrict our attention to a small neighbourhood U of the point
, ϕ, . . . , ϕ .
On the neighbourhood U we can study the integral U e −np(t 1 ,...,tr)Q (t 1 , . . . , t r )dT, where we have according to the definition ofH
We have by construction grad p(S(ϕ)) = 0 and an elementary calculation yields for the second partial derivatives
and
Now using the determinantal identity
where the determinant of an r × r matrix is taken, we can explicitly evaluate the determinant of the Hessian of p at S(ϕ) as det Hess p(S(ϕ)) = w(ϕ) r r + 1 − (r − 1)w(ϕ) 2 = 0, for 0 < ϕ < π r+1 . Moreover, in the same manner we obtain for the determinants of the real parts of the Hessian
The expression in the last bracket can be seen to be positive for 0 < ϕ < Thus, all conditions of Theorem 2.1 are satisfied (where we consider S(ϕ) as the saddle point instead of the origin) and by an application of (2.1) we obtain as n → ∞. Using the definitions of p,Q and S(ϕ), we otain
as n → ∞. Now, taking into account that the contribution from the second saddle point −S(ϕ) will be the conjugate complex expression, computing the real part of (2.9) and bearing in mind the prefactors coming from (2.8) will finally lead to the asymptotic form for the polynomials F n (n r−1 x) as stated in the theorem.
For the purpose of illustration we take a look at a plot for the case r = 3, κ = 2, ν 1 = 2, ν 2 = 5 and n = 150. Showing the interval 2π 13 , π 6 , in Fig. 1 the normalized polynomialF n (solid line) and the associated cosine approximant c n (ϕ) (dashed line) are plotted, where we havẽ
where f (ϕ) and g(ϕ) are defined in the statement of Theorem 2.2. 
Asymptotic zero distribution of the average characteristic polynomials
The next aim is to study the behavior of the zeros of the rescaled polynomials F n (n r−1 x). Therefore, like in Theorem 2.2, let the functions σ and f be defined by
, (3.1)
The function σ is a strictly decreasing bijection, whereas the function f is a strictly increasing bijection. Hence, the composition f • σ −1 is a strictly decreasing mapping from 0,
2(r−1) (r−1)/2 onto (0, π), which admits a continuous extension of the same kind to the interval 0, (r+1) (r+1)/2 2(r−1) (r−1)/2 . Moreover, let the function V : R → [0, 1] be defined by
As it is not difficult to see that V is an increasing function on R (with values in [0, 1]) we can consider V as a probability distribution function (see Fig. 2 in the case r = 3). In order to state the next theorem we introduce the class of Raney distributions, which is a natural generalization of the Fuss-Catalan distributions. For real α ≥ 1, 0 < β ≤ α the Raney numbers R α,β (n) are defined by
In [13] it is proved that these numbers form a moment sequence of some distribution with compact support on [0, ∞) and the distributions are called Raney distributions R α,β (see, e.g., [17] , [14] , [8] ).
Theorem 3.1 (Asymptotic zero distribution). Let r ∈ N, r > 1, ν 1 , . . . , ν r−1 , κ ∈ N 0 be arbitrary integers and let (µ n ) n denote the sequence of normalized zero counting measures associated to the polynomials F n (n r−1 x). Then the sequence (µ n ) n converges in the weak-star sense to a unit measure µ supported on 0,
2(r−1) (r−1)/2 which is defined by the distribution function V in (3.3). Moreover, the limit measure µ coincides with the Raney distribution R r+1
Proof. The main line of the proof follows similar arguments as the proof of Theorem 3.2 in [16] , therefore we only indicate some necessary modifications. Using the idea of counting the zeros of the cosine approximant in (2.2) and involving the Portmanteau theorem and Helly's selection principle, it follows like in the first part of the proof of Theorem 3.2 in [16] that the measure µ given by the distribution function V in (3.3) indeed is the weak-star limit of the zero counting measures µ n .
In order to show that this measure µ coincides with the Raney distribution R r+1 2 , 1 2 we consider the Stieltjes transform of the latter
where v denotes its continuous density and we write x * = (r+1) (r+1)/2 2(r−1) (r−1)/2 . Next we use the fact (see, e.g., [8] ) that the function w(z) = zF (z) satisfies the equation w(z) r+1 − zw(z) 2 + z = 0. (3.4) and admits an analytic continuation to C\[0, x * ], which has branch points exactly at the origin and at x * . Studying equation (3.4) shows that for z > x * there are exactly two positive solutions, one of which converges to unity (this is w(z)) while the other solution tends to infinity like z w(x − iǫ)
x − iǫ − w(x + iǫ) x + iǫ .
where F C r−1 denotes the Fuss-Catalan distribution of order r − 1 and the Raney distribution R 1, 1 2 coincides with the arcsine measure transformed to [0, 1] (see also [13] ). In case that there are more than one truncated Haar distributed unitary matrix involved in the product (1.2), the limiting distributions leave the general class of Raney distributions and enter the class of Jacobi polynomial moment measures (see [9] ).
