Percent recognition of phonemes and whole syllables, measured in both consonant-vowelconsonant (CVC) words and CVC nonsense syllables, is reported for normal young adults listening at four signal-to-noise (S/N) ratios. Similar data are reported for the recognition of words and whole sentences in three types of sentence: high predictability (HP) sentences, with both semantic and syntactic constraints; low predictability (LP) sentences, with primarily syntactic constraints; and zero predictability (ZP) sentences, with neither semantic nor syntactic constraints. The probability of recognition of speech units in context (Pc) is shown to be related to the probability of recognition without context (Pi) by the equation Pc = 1 --( 1 --pi ) •, where k is a constant. The factor k is interpreted as the amount by which the channels of statistically independent information are effectively multiplied when contextual constraints are added. Empirical values of k are approximately 1.3 and 2.7 for word and sentence context, respectively. In a second analysis, the probability of recognition of wholes (p•) is shown to be related to the probability of recognition of the constituent parts (pv) by the equation p• = tip, wherej represents the effective number of statistically independent parts within a whole. The empirically determined mean values ofj for nonsense materials are not significantly different from the number of parts in a whole, as predicted by the underlying theory. In CVC words, the value ofj is constant at approximately 2.5. In the four-word HP sentences, it falls from approximately 2.5 to approximately 1.6 as the inherent recognition probability for words falls from 100% to 0%, demonstrating an increasing tendency to perceive HP sentences either as wholes, or not at all, as S/N ratio deteriorates.
INTRODUCTION
The accuracy of speech recognition depends not only on the sensory data generated from the stimulus itself, but also on the context within which the stimulus occurs. Under difficult listening conditions, for example, words are recognized more easily when they are presented in sentences rather than in isolation or in carrier phrases. This phenomenon was first investigated in depth by Miller et al. ( 1951 ) , who found that, at certain signal-to-noise (S/N) ratios, the accuracy of recognition of words increased by as much as 30 percentage points when sentence context was added. More recently it has been shown that the effect of sentence context can be controlled by changing the extent to which the specific context limits the number of semantically plausible alternatives (Giolas et al., 1970; Duffy and Giolas, 1974; Kalikow et al., 1977) . This phenomenon provides the basis of the speech in noise (SPIN) test, developed by Kalikow et al. for clinical evaluation of a subject's ability to take advantage of sentence context during word recognition tasks.
When word recognition is measured in a closed-set task, the set itself provides contextual information. In their 1951 study, Miller et al. showed that the S/N ratio for 50% recognition (after correction for random guessing) varied from developed. The first relates the probabilities of recognition of speech units with and without context. The assumption is made that the effect of context is quantitatively equivalent to adding statistically independent channels of sensory data to those already available from the speech units themselves.
• Under this assumption, it can be shown that the logarithms of the error probabilities for contextual and intrinsic channels are additive. Thus log( 1 --Pc ) = log( 1 --p• ) -3-log( 1 --p,, ),
whe•:e Pc is the probability of recognition of a speech unit in context, Pi is the probability of recognition without context (i.e., in isolation or in nonsense material), andpx is the probability of recognition from context effects alone. Since the speech unit and its context must be perceived under the same constraints (e.g., distortion or masking), it is further assumed that log (1 -px ) is proportional to log( 1 --pi ), in which case Eq. ( 1 ) reduces to log(1-pc)=k log(1 -p•),
where k is a constant. From this we derive Pc = 1 --(1 --pi) k
and k = log( 1 -Pc)/log( 1 -p•). Boothroyd (1978) found that the value of k was fairly constant over a wide range of values ofpi. Similar results have been reported in studies of contextual effects on the intelligibility of the speech of deaf subjects (Boothroyd, 1985; Schiavetti et al., 1984) . These findings suggest that, by expressing the effect of context as the ratio of the logarithms of the error probabilities for the context and no-context situations, we obtain a dimensionless quantity that represents the magnitude of the context effect and that is independent of the degree and type of degradation in the speech signal.
In applying Eq. (4) to the data of Miller et al. ( 1951 ),
The second equation relates the recognition probabilities of wholes to the probabilities for the parts of which the wholes are constructed. If we first assume that the recognition of a whole requires the recognition of several parts, and that the probabilities of recognition of the parts are equal and statistically independent, then p• =pv, (5) wherep,o is the probability of recognition of a whole, pp is the probability of recognition of a part, and n is the number of parts in a whole. We allow for violation of the assumption of statistical independence by assuming that the exponent of Eq. (5) is lowered (Fletcher, 1953) . Thus p• =//p,
where 1 •n. A value ofj = n implies that the recognition of any part is unchanged by recognition of other parts. A value ofj = 1 implies that recognition of any part is sufficient to ensure recognition of the other parts and, therefore, of the whole. From Eq. (6), we obtain j = log (Pw)/log (pp).
ples of the speech of deaf children gave a value ofj = 2.4 for the recognition of phonemes in real CVC words. This value was constant across a wide range of intelligibilities (Boothroyd, 1985) . If similar findings are obtained for other types of material and other forms of stimulus degradation, the factor j would provide another dimensionless quantity reflecting the magnitude of context effects. To summarize: It is suggested that the effect of linguistic context on the recognition of speech units can be expressed by two factors. The k factor is derived from measurements of recognition probability for units presented with and without context. Here, k is the ratio of the logarithms of the two error probabilities. The value of k should be unity when context has no effect. It should increase monotonically as the contribution of context increases. Thej factor is derived from measurements of recognition probabilities for wholes and for the parts (units) within the wholes. Here, j is the ratio of the logarithms of the two recognition probabilities. The value of j should equal n (where n is the number of parts in a whole) when context has no effect. It should decrease monotonically as the contribution of context increases, approaching a limiting value of unity. In the derivations of the k andj factors it was assumed that they are constant, i.e., that they are not affected by the underlying recognition probabilities for the no-context situation. This assumption is open to empirical test.
The goals of the studies to be described were: (a) to measure and compare the effects of lexical, syntactic, and semantic context on the perception of speech in noise; (b) to obtain values of the k and j factors for these effects; (c) to test the hypothesis that these factors are constant across a range of recognition probabilities; and (d) to test the hypothesis that, for nonsense syllables and nonsense sentences, j equals the number of parts in a whole.
I. EXPERIMENT 1' PHONEME AND WORD RECOGNITION IN WORDS AND NONSENSE SYLLABLES

A. Purpose
The purpose of the first experiment was to measure the percent correct recognition of phonemes and whole syllables in consonant-vowel-consonant (CVC) syllables at several S/N ratios, and to compare the scores obtained from meaningful CVCs (i.e., monosyllabic words) with those obtained from nonsense syllables.
B. Subjects
Thirty-two normally hearing young adults served as listeners. All were native talkers of English and had no known history of speech or hearing problems. Twenty-four of the subjects were students in Masters programs in speech and hearing. The remaining eight subjects were staff and students in the Speech and Hearing Sciences Program of the City University of New York Graduate Center.
C. Test material
Phonetically balanced lists of CVC syllables were developed for this study. Their structure follows that of the short, isophonemic word lists developed by Boothroyd (1968a Boothroyd ( , 1984 for clinical speech audiometry. That is, each list consists of ten syllables constructed from the same pool of ten initial consonants, ten vowels, and ten final consonants. Because of differences of acoustic structure and phonotactic constraints, choices for initial and final consonants were made separately. Twelve of the lists were of meaningful words that appeared in the Thorndike-Lorge (1944) word count. The words covered a wide range of frequency of occurrence: 40% occurred 100 or more times per million; 40% occurred between 11 and 99 times per million; 17% occurred between 2 and 10 times per million; and 3% occurred 1 or less times per million. The other 12 lists were of nonsense syllables. They did not appear in the Thorndike-Lorge count and were not known to be meaningful words in British or American English by either experimenter. These lists are presented in Appendix A.
D. Test recordings
The 24 CVC lists were recorded by an adult male talker with pronunciation typical of the Middle Atlantic region. They were spoken in the carrier phrase "you will write ... please." The talker monitored levels with a VU meter and was asked to maintain a constant level.
The master tape recording was analyzed using a graphic level recorder and the level of each carrier phrase, with its test word, was adjusted during preparation of a submaster so that peak levels during the word "write" varied by no more than + I dB from item to item. In this way, any variations of average effort were corrected, but the test words, and their constituent phonemes, preserved their natural intensity relationships. Six copies were prepared in which the orders of the lists were randomized.
An FFT analyzer was used to prepare a long-term spectrum of the speech material, which was then matched using white noise passed through a «-oct graphic equalizer. The spectrally shaped noise, which was intended to have an equal masking effect at all frequencies, was mixed with each of the six randomizations of the test material, but at a different S/N ratio for each randomization. The S/N ratios, measured as the difference between the average level of the speech peaks and the average level of the noise, were -9, --6, -3, 0, + 3, and + 6 dB. On the basis of the results of a pilot study, the four ratios from -6 through + 3 dB were selected for the experiment.
E. Procedure
The test tapes were played on a UHER portable reel-t0-reel tape recorder and groups of subjects listened diotically under Sennheiser headphones connected to the tape recorder via an eight station distribution box. Each subject was instructed to select a comfortable listening level during presentation of practice material.
Subjects were divided into four groups of eight. Each group listened to the test material at only one S/N ratio. Subjects were told in writing ttiat they would be listening to lists of real words and nonsense syllables, presented in a carrier phrase, and they were instructed to write down as much TABLE I. Proportion of phonemes and whole syllables correctly recognized in the contexts of nonsense syllables and real words by groups of eight subjects listening at four different S/N ratios. Each phoneme score is based on 360 items. Each syllable score is based on 120 items. Note that a different group of .subjects listened at each S/N ratio. correctly recognized. Each phoneme score was based on 360 items. Each syllable or word score was based on 120 items. Table I The mean value ofj is 3.07, with 95% confidence limits of d-0.14. This value is not significantly different from the value of 3.0 that is predicted if the recognition of a whole syllable requires independent recognition of the three constituent phonemes. By substituting the mean value in Eq. (6), we obtain the predicted relationship between recognition probability for phonemes and that for whole nonsense syllables. This relationship is illustrated in Fig. 4 , together with individual data points from Table I b. Meaningful words. No significant correlation was found between the value ofj and phoneme recognition probability for real words (r[ 30 ] = 0.278, p > 0.05). The mean value ofj is 2.46, with 95% confidence limits of +_ 0.08. This mean value is significantly less than that obtained for nonsense syllables. By substituting the mean value in Eq. (6), we obtain the predicted relationship between recognition probability for phonemes and that for whole words. This relationship is illustrated in Fig. 4 , together with individual data points from Table I 
B. Subjects
Forty normally hearing undergraduate students served as listeners. All were native talkers of English and had no known history of speech or hearing problems.
C. Test material
The test material consisted of sets of four-word sentences. This length was selected as being enough to permit syntax to play a role, but not so large as to tax the listeners' ability to retain and recall strings of unrelated words. All meaningful sentences were simple declaratives, and all the words were monosyllabic. No constraints were placed on the frequency of occurrence of the words.
Three types of sentence were developed: (a) zero predictability (ZP) sentences, consisting of random sequences of words (e.g., "girls white car blink"); (b) low predictability (LP) sentences, that were syntactically appropriate but semantically anomalous (e.g., "ducks eat old tape"); and (c) high predictability (HP) sentences, that were both syntactically and semantically appropriate (e.g., "most birds can fly"). 
D. Test recordings
The 80 sentences were recorded by the talker used in experiment 1. Using the same noise as that used in experiment 1 (i.e., matched to the long term-spectrum of the speech), four test tapes were prepared, the S/N ratio varying in 3-dB steps from --9 to 0 dB, these being selected from a wider range on the basis of a pilot study.
E. Procedure
The equipment and procedure were basically identical to those used in experiment 1. Subjects were given 15 practice sentences, five of each type, and an additional nine sentences for the purpose of setting listening level. Test sentences were then presented in blocks of five. The orders of presentation of the blocks were randomized, across groups, and subjects were told at the beginning 'of each block whether they would be hearing nonsense sentences or real sentences. Subjects were tested in groups of eight. Two groups listened at the --3-dB S/N ratio. One group listened at each of the other ratios. II. Proportion of words and whole "sentences" correctly recognized in three types of sentence context by groups of eight subjects listening at four S/ N ratios. ZP sentences have neither syntactic nor semantic constraints, LP sentences have only syntactic constraints, and HP sentences have both syntactic and semantic constraints. Note that a different group of subjects listened at each S/N ratio, and two groups listened at --3 dB. sentences and reflecting the combined effects of syntactic and semantic constraints. Those subjects for whom either of the two scores being compared was less than 0.05 or greater than 0.95 were excluded from the analysis. One additional subject was excluded from two of the analyses because his score on the ZP sentences and the resulting k factors were completely out of line with those of the other subjects in the 
Subject S/N Scoring
A. Findings re original goals
In terms of the original goals of this study, these data confirm that lexical, syntactic, and semantic constraints serve to increase the recognition probabilities for phonemes and words presented in noise. Moreover, the derived values of k appear to be constant across a wide range of recognition probabilities, lending support to the notion that this factor provides a quantitative estimate of the effects of linguistic context that is independent of the specific conditions under which the two underlying recognition probabilities are measured. The derived values ofj are similarly independent of recognition probability for the CVC data and for the ZP sentence data. The expectation of independence is not met, however, for the LP and the ZP sentence data. This finding may reflect the fact that linquistic constraints become increasingly important for the recognition of whole sentences as S/N ratio deteriorates. It was predicted that, for CVC nonsense syllables, and the ZP nonsense sentences, the value ofj would be equal to the number of parts in a whole. The results support that prediction.
B. Interpretaion of the k factor
The k factor may be thought of as a proportional increase in the number of channels of statistically independent information available in the stimulus. Consider, for example, the speech spectrum divided into k frequency bands, each giving the same recognition probability Pi for words in isolation. The recognition probability can be increased to Pc either by combining the k bands and presenting the words in isolation, or by listening to a single band and presenting the words in sentence context. In other words, by using the k factor, we are simply expressing the context effect in terms of the increase of channels of information that would be required to produce the same change of percent correct recognition in the absence of context. With this interpretation in mind, we can now examine ihe k values obtained in these studies. For phonemes in words, we obtained a k of 1.3, indicating that the addition of lexical context is equivalent to multiplying by 1.3 (or increasing by 30%) the channels of statistically independent information available in the nonsense syllables. The corresponding values for the four-word sentences were 1.4 for the effects of syntax (a 40% increase), 2.0 for the effects of semantics (a 100% increase), and 2.7 for the combined effects of syntactic and semantic constraints (a 170% increase).
These results suggest that sentence context is much more important than word context and that semantic constraints are the single most important contextual factor. They should, however, be interpreted cautiously. The effect of lexical constraints was measured in CVC words only. It is probable that the k factor for polysyllabic words will be found to be much higher. (Even in the present data, we found a word-frequency effect in that the value of k obtained from those CVC lists consisting mainly of common words was higher than that obtained from the other lists.) Note also that the assertion that the LP sentences provided only syntactic constraints is open to question. "Ducks eat old tape," for example, is by no means devoid of semantic information and the juxtaposition of the first two words is not semantically anomalous. The removal of additional semantic information from the LP sentences, however, would reduce the value of the derived k factor for syntax and increase it for semantics, lending even stronger support to the conclusion that semantic constraints produce the largest context effects.
C. Interpretation of the j factor
Thej factor may be interpreted as the effective number of statistically independent parts within a whole, that is, as a measure of the perceiver's tendency to perceive the stimulus in "chunks," each chunk extending over more than one of the obvious units (i.e., phonemes in experiment 1 and words in experiment 2). Thus the data suggest that, on average, subjects respond to C¾C words as though they consist of 2.5 independent parts (each part containing the equivalent of 1.2 phonemes), and they respond to meaningful four-word sentences as though they consist of 2.2 independent parts (each part containing the equivalent of 1.8 words). A j factor of 1 in the sentence data would have indicated that subjects were recognizing either complete sentences, or nothing at all. In fact, for the HP sentences, the j factor approaches 1.6 as the probability of recognition of parts approaches zero, indicating a close approach to the condition in which a sentence is recognized either as a unit or not at all. The fact that j for HP sentences rises under more favorable listening conditions presumably reflects the fact that the listener becomes less dependent on internal linquistic constraints as the information in the stimulus becomes more accessible.
As predicted, the nonsense syllables and sentences were perceived as though they consisted of three and four independent parts, respectively. The fact thatj for nonsense sentences was not significantly different from 4 supports the validity of using nonsense sentences to obtain measures of word recognition probability under the no-context condition. A second test of the validity of this approach is available from the comparison of data from the two experiments. It will be seen from Figs. 2 and 5 that the scores for C¾C words in a carrier phrase were, on average, some 10 percentage points higher than those for words in ZP sentences. This difference, however, was not statistically significant at any of the three S/N ratios for which comparative data were available.
D. Alternative methods of quantifying context effects
Alternative methods of treating the differences between scores obtained under the context and no-context situations were mentioned in the Introduction. From Eq. (3), we can predict the relative outcomes of these approaches for a given value of k. Illustrative results are shown in Fig. 9 for k -2.72, the empirically determined value for the combined effects of syntactic and semantic context. It will be seen that the arithmetic difference between the two scores reaches a maximum of 35 percentage points for a no-context probability of 45% but approaches zero at very low and very high probabilities. The difference between the z transforms of the two probabilities rises with increasing probability, the gradient increasing rapidly as the no-context probability approaches 100%. Also shown is the context effect expressed as a ratio of probabilities for the context and no-context conditions. This curve shows that the relative contribution of context to the percentage score falls with increasing probability. The ratio between the two scores approaches the value of k as the no-context probability approaches 0%, and it approaches unity as the no-context probability approaches 
where wpw is the probability of recognition of words in CVC words, "pp is the probability of recognition of phonemes in nonsense, 1.32 is the k factor for lexical context in CVC words, and 2.46 is thej factor for CVC words. This relationship is illustrated in Fig. 10(a) together with experimental data from Table I. Similarly, the relationship between the probabilities for recognition of words in ZP sentences and for whole HP sentences is nPx --[1 --(1 --zpw)=.?=]jn, (11) where/•Ps is the probability of recognition of sentences in HP material, •p• is the probability of recognition of words in ZP material, and j/• is the j factor for HP sentences = 1.61 + 0.87,zp•. This relationship is illustrated in Fig. 10(b) together with experimental data from Table II.
Accepting that •p• and •pw are equal, Eqs. (10) and (11) can be combined to give the predicted relationship between recognition probabilities of phonemes in nonsense syllables and whole HP sentences, as illustrated in Fig.  10(c) . In this case, there are no data points since the two experiments reported here used different subjects.
This last analysis demonstrates how the combined effects of lexical, syntactic, and semantic constraints can produce a large increase in the probability of sentence recognition with a small increase in the phonetic detail available from the sensory data. Such analyses are in keeping with the observation that certain sensory aids for the deaf function as highly effective aids to lipreading, even though the phonetic detail they provide by themselves may be very limited.
F. Clinical application
Throughout this article, we have been assuming that the listener has sufficient language and world knowledge to be able to take full advantage of contextual redundancy. This assumption may not be justified for children, geriatrics, persons who are not operating in their native language, individuals with prelingually acquired hearing loss, and persons with disorders of linguistic and/or cognitive function. In follow-up studies, to be reported later, we have already shown that the k factor for semantic context is lower in young children than in young adults. This finding presumably reflects the young child's incomplete world knowledge. We have also shown that thej factor for nonsense syllables is higher in geriatrics than in young adults, presumably reflecting an increased tendency to impose meaning on nonsensical stimulus patterns. These considerations lead to the possible use of the materials and methods reported here as evaluative and diagnostic tools in clinical populations.
Another clinical application might be in the evaluation of responses to speech perception training within a rehabilitative program. The techniques may also assist in planning individual programs of intervention by separating problems of access to sensory data from those of effective use of linguistic context. Yet another application might be in the prediction of probable benefits from cochlear implants or other forms of sensory assistance.
Even in the present study, we found individual differences of speech recognition in noise and in the use of contextual constraints. Our goal was to investigate the changes of both measured and derived quantities as the subjects' access to information in the acoustical stimulus was varied. We introduced the variations in two ways. One was to change S/ N ratio. The other was to take advantage of intersubject differences in the ability to extract information from speech in noise. It is quite possible that these two effects are not equivalent. In other words, a subject who has inherent difficulties in processing speech in noise may use context differently from one who obtains the same no-context score, but at a less favorable S/N ratio. The design of these experiments does not permit these two effects to be examined separately. Examination of the data, however, suggests that there were marked intersubject differences in both the ability to deal with speech in noise and the ability to take advantage of contextual constraints, even in a group that was audiometrically and linquistically "normal." The nature, causes, and consequences of these differences could well be a topic for (2) The data reported here indicate that the most effective source of contextual constraint is sentence meaning. The combined effects of syntax and meaning gave a k factor of 2.7 for the recognition of words in four-word sentences. In contrast, the value of k for the effects of word meaning on phoneme recognition in CVC syllables was found to be only 1.3.
(3) The effects of internal linguistic constraints may be expressed as the ratio of the logarithms of the recognition probabilities for wholes and for parts within wholes. The resulting j factor was found to be equal to the number of parts within the whole for materials that are free of internal constraints (nonsense materials), as predicted from the underlying mathematics. The value of j falls as the effects of linguistic constraints increase. Thej factor may be thought of as the number of statistically independent parts within a whole --that is, as a measure of the perceiver's tendency to chunk the parts into larger perceptual units. (4) From the data reported here, it appears that CVC words are perceived as though they consist of 2.4, rather than 3, independent units. Meaningful four-word sentences appear to be perceived as though they consist of around 1.6 independent units at very poor signal-to-noise ratios, but 2.5 independent units at highly favorable signal-to-noise ratios.
(5) By combining the equations for k and j, one can predict relationships among many measures of speech perception.
(6) In addition to their theoretical interest, we feel that the k andj factors have potential clinical application.
The estimates ofj and k obtained in these studies relate to the specific materials and subjects with which they were obtained. Although they provide a general indication of the magnitude of the effects of lexical, syntactic, and semantic constraints on phoneme and word recognition, they can by no means be taken as norms. Changes of test material, type of stimulus degradation, and the subject pool will affect the magnitude of context effects and, hence, the values of the derived parameters.
Note, also, that there is nothing in the foregoing analyses to suggest the processes by which an individual extracts or applies linguistic information from the sensory data. We are not proposing a theory of speech perception. We are, however, proposing a mathematical approach to the quantification, comparison, and manipulation of the known effects of contextual constraints as they affect the probabilities of phoneme and word recognition across large stimulus aggre- 
