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In the present paper, a nonlinear non-autonomous predator–prey dispersion model with
continuous delay is studied. Sufficient conditions which guarantee the existence of a
periodic positive solution are obtained by using Gaines and Mawhin’s continuation
theorem of coincidence degree theory. Moreover, globally asymptotically stability of the
system is also obtained by means of a suitable Lyapunov functional. The applications show
that these criteria are easily verified.
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1. Introduction
Qualitative research and analysis in population dynamics, especially predator–prey systems, is an interesting
mathematical problem and it has attracted a lot of attention, see [1–7] and the reference therein. It is well known that
the effect of the environment is important, since Skellem [8] gave a theoretical study of spatial distribution in 1951, many
works have focused on the coexistence of populations and the stability of equilibria. Recently, many existing models deal
with competition and predator–prey interactions in patchy environments.
On the other hand, the effect of past history has played an important role in population biology. For example, the stage
from tender to mature, the stage to gestation, etc. So time delays of one type or another have been incorporated into
biological models, see [3–5,9–26], etc. In general, delay differential equations exhibit much more complicated dynamics
than ordinary differential equations since a time delay could cause a stable equilibrium to become unstable and cause the
population to fluctuate.
By now, many authors have combined the two factors in their models. Recently, Xu et al. [2] studied a delayed
predator–prey model in two patches,
x˙1(t) = x1(t)[r1(t)− a11(t)x1(t)− a13(t)y(t)] + D1(t)(x2(t)− x1(t))
x˙2(t) = x2(t)[r2(t)− a22(t)x2(t)− a23(t)y(t)] + D2(t)(x1(t)− x2(t)),
y˙(t) = y(t)[−r3(t)+ a31(t)x1(t − τ1)+ a32(t)x2(t − τ1)− a33(t)y(t − τ2)].
As far as we know, in the most of the models of populations dispersing among patches in a heterogeneous environment,
it has been assumed that all biological and environmental parameters are constant in time. However, any biological and
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environmental parameters are naturally subject to fluctuation in time. The effects of a periodically varying environment are
important for evolutionary theory as the selective forces on systems in a fluctuating environment differ from those in a stable
environment. Thus, assumptions of periodicity of parameters are away of incorporating periodicity of the environment, such
as seasonal effects of weather, food supplies, mating habits and so on.
In 1973, Ayala et al. conducted experiments on fruit fly dynamics to test the validity of ten models of competition. One
of the models best accounting for experimental results is given by
x˙1 = r1x1
[
1−
(
x1
K1
)θ1 − α12 x2
K2
]
x˙2 = x2r2
[
1−
(
x2
K2
)θ2 − α21 x1
K1
]
.
In order to fit data in their experiments and to yield significantly more accurate results, Gilpin and Ayala claimed a slightly
more complicated model was needed and proposes the following competition model:
N˙i = rixi
1− ( xi
Ki
)θi
−
n∑
j−=1,j6=i
αij
Nj
Kj
 , i = 1, 2, . . . , n.
where Ni is the population density of the ith species, ri is the intrinsic exponential growth rate of the ith species, Ki is the
environment-carrying capacity of species i in the absence of competition, θi provides a nonlinear measure of intra-specific
interference, and αij provides ameasure of inter-specific interference. Estimate of θi for Drosophila in the literature suggests
that θi is typically less than one.
Motivated by thework of [2–5,13–15], in the present paper, incorporating all the above factors, we consider the following
general n-patches predator–prey dispersion-delay model,
N˙1(t) = N1(t)[r1(t)− a1(t)Nα11 (t)− b1(t)Mβ1(t − σ(t))] +
n∑
j=2
Dj1(t)(Nj(t)− N1(t))
N˙i(t) = Ni(t) [ri(t)− ai(t)Nαii (t)]+ n∑
j=1
Dji(t)(Nj(t)− Ni(t)), i = 2, 3, . . . , n, i 6= j;
M˙(t) = M(t)
[
−d(t)+
n∑
i=1
ci(t)N
αi
i (t)+
n∑
i=1
ei(t)N
αi
i (t − τki(t))− f (t)Mβ2(t)− g(t)Mβ3(t − σ(t))
]
, (1.1)
where Ni, i = 1, 2, . . . , n are the prey population density in patch i. M is the predator population density in patch i, and we
assume that predator species M is confined to patch 1, while the prey species N can disperse among n-patches. Dji denotes
the dispersal rate of the prey from the j-patch to i-patch, D∗ij denotes the dispersal rate of the predator from the i-patch to
j-patch.
We always assume the following conditions hold in this paper.
(H1) d(t), f (t), g(t),σ(t),σ(t), τki(t), ri(t), ai(t), bi(t), ci(t), ei(t), i = 1, 2, . . . , n, are non-negative continuous periodic
functions defined on R+ with periodic ω > 0.
(H2) αi, i = 1, 2, · · · , n,βj, j = 1, 2, 3 are all positive constants.
(H3) Dji,D∗ji, i, j = 1, 2, . . . , n are strictly positive continuous ω-periodic functions.
(H4) τki(t), i = 1, . . . , n,σ(t) are nonnegative continuous differential ω-periodic functions on [0,+∞), and inf t≥0(1 −
σ˙(t)) > 0.
The rest of this paper is organized as follows. In next Section,we shall establish new conditions sufficient for the existence
of a positive periodic solution. In Section 3, we first prove the persistence of the system, then by Lyapnov functional V(t),
global asymptotic stability of system (1.1) with initial conditions is established. At the end of the paper, some examples are
given to illustrate the main theorems in the paper.
2. Existence of positive periodic solution
In this section, we shall establish the existence of positive periodic solutions of system (1.1) by using the continuation
theorem of coincidence degree theorem. For convenience, we summarize the involved concepts and results.
Let X, Z be normed vector spaces, L : Dom L ⊂ X → Z be a linear mapping, N : X → Z be a continuous mapping.
The mapping L will be called a Fredholm mapping of index zero if dim Ker L = Codim Im L < +∞ and Im L is closed
in Z. If L is a fredholm mapping of index zero, there exists continuous projectors P : X → X and Q : Z → Z such that
Im P = Ker L, Im L = KerQ = Im(I− Q). It follows that L|Dom L∩Ker P : (I− P)X → Im L is invertible. We denote the inverse
of that map by KP . If Ω is an open bounded subset of X, the mapping N will be called L-compact on Ω¯ if QN(Ω¯) is bounded
and KP(I − Q)N : Ω¯ → X is compact. Since ImQ is isomorphic to Ker L, there exists an isomorphism J : ImQ → Ker L.
As we have mentioned, the main method in this paper is the continuation theorem of Gains and Mawhin, therefore we
introduce it first.
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Theorem 2.1 ([27]). Let L be a Fredholm mapping of index zero and let N be L-compact on Ω¯ . Suppose
(a) For each λ ∈ (0, 1), every solution x of Lx = λNx is such that x 6⊆ ∂Ω;
(b) QNx 6= 0, for each x ∈ ∂Ω ∩ Ker L;
(c) Deg{JQN,Ω ∩ Ker L, 0} 6= 0.
Then the equation Lx = Nx has at least one solution lying in Dom L ∩ Ω¯ .
In the remainder of the paper, we denote
f¯ = 1
ω
∫ ω
0
f (t)dt, f L = min
t∈[0,ω] f (t), f
U = max
t∈[0,ω]
f (t),
where f is an T-periodic function.
Lemma 2.2. Suppose µ ∈ [0, 1] is a parameter and (x1, . . . , xn, y)T is a constant solution of the following algebraic equation,
r¯1 − a¯1eα1x1 + µ
{
−b¯1eβ1y +
n∑
j=2
D¯j1[exj−x1 − 1]
}
= 0,
r¯2 − a¯2eα2x2 + µ
n∑
j=1
D¯j2[exj−x2 − 1] = 0,
· · ·
r¯n − a¯neαnxn + µ
n∑
j=1
D¯jn[exj−xn − 1] = 0,
−d¯− f¯eβ2y + µ
[
n∑
i=1
[(c¯i + e¯i)eαixi − g¯eβ3y]
]
= 0.
(2.1)
Then
‖(x1, . . . , xn, y)‖ ≤ E,
where
E = nmax{|E1|, |E3|} +max{|E2|, |E4|},
E1 = max
{ 1
αi
ln
r¯i
a¯i
, i = 1, 2, . . . , n
}
, E2 = 1
β2
ln
−d¯+ n∑
i=1
(c¯i + e¯i)eαi max1≤i≤n{
1
αi
ln riai }
f¯
,
E3 = max
{
1
αi
ln
ri
ai
,
1
α1
ln
r¯1 − b¯1eβ1E2
a¯1
i = 1, 2, . . . , n.
}
, E4 = 1
β
ln
−d¯+ µ n∑
i=1
(c¯i + e¯i)eαiE3
f¯ + g¯ ,
and β = max{β2,β3}.
Proof. If x1 ≥ max{xj, j = 2, 3, . . . , n, }, then exj ≤ ex1 , j = 2, . . . , n. From the first equation of (2.1), we get
α1x1 ≤ ln r¯1
a¯1
,
then for all i = 1, 2, . . . , n, there holds
xi ≤ 1
α1
ln
r¯1
a¯1
, i = 1, 2, . . . , n.
Similarly, if xi ≥ max{xj, i = 2, 3, . . . , n, j = 1, 2, . . . , n and i 6= j, }, then exi ≥ exj , i 6= j. Following the second equation of
(2.1), we have
xi ≤ 1
αi
ln
r¯i
a¯i
i = 1, 2, . . . , n.
Combine the above two inequalities, we have
xi ≤ max
{ 1
αi
ln
r¯i
a¯i
, i = 1, 2, . . . , n
}
:= E1. (2.2)
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In view of the third equation of (2.1), we obtain
f¯eβ2y + µg¯eβ3y ≤ −d¯+
n∑
i=1
(c¯i + e¯i)eαiE1 .
Then we obtain
y ≤ 1
β2
ln
−d¯+ n∑
i=1
(c¯i + e¯i)eαi max1≤i≤n{
1
αi
ln riai }
f¯
:= E2. (2.3)
If x1 ≤ min{xj, j = 2, 3, . . . , n, }, then from the first equation of (2.2), we obtain
a¯1eα1x1 = r¯1 + µ
{
−b¯1eβ1y +
n∑
j=2
D¯j1[exj−x1 − 1]
}
≥ r¯1 − b¯1eβ1y ≥ r¯1 − b¯1eβ1E2 ,
thus
xi ≥ 1
α1
ln
r¯1 − b¯1eβ1E2
a¯1
i = 1, 2, . . . , n.
Similarly, if xi ≤ min{xj, i = 2, 3, . . . , n, j = 1, 2, . . . , n, and i 6= j, } then
a¯ieαixi = r¯i + µ
n∑
j=1
D¯ji[exj−xi − 1] ≥ r¯i
it yields,
xi ≥ 1
αi
ln
ri
ai
, i = 1, 2, . . . , n.
Hence for all i =, 2, . . . , n, we have
xi ≥ max
{
1
αi
ln
ri
ai
,
1
α1
ln
r¯1 − b¯1eβ1E2
a¯1
i = 1, 2, . . . , n.
}
:= E3. (2.4)
According to third equation of (2.1),
f¯eβ2y + µg¯eβ3y = −d¯+ µ
n∑
i=1
(c¯i + e¯i)eαixi ,
let β = max{β2,β3}, then there has
y ≥ 1
β
ln
−d¯+ µ n∑
i=1
(c¯i + e¯i)eαiE3
f¯ + g¯ := E4. (2.5)
Following inequalities (2.3)–(2.5), we get
‖xi‖ ≤ max{|E1|, |E3|}, i = 1, 2, . . . , n; ‖y‖ ≤ max{|E2|, |E4|}.
Hence
‖(x1, . . . , xn, y)‖ < E, E = nmax{|E1|, |E3|} +max{|E2|, |E4|}.
This completes the proof. 
Theorem 2.3. Assume the following inequalities hold,
−d¯+
n∑
i=1
(c¯i + e¯i)eαiA ≥ 0,
−dU +
n∑
i=1
(cLi + eLi )eαiC − gUeβ3B ≥ 0,
where
A = max
{
1
αi
ln
rUi
aLi
, i = 1, 2, . . . , n
}
,
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B = 1
β2
ln
−d¯+ n∑
i=1
(c¯i + e¯i)eαiA
f¯
+ 2ω
n∑
i=1
[c¯i + e¯i]eαiA,
C = max
{
1
αi
ln
rLi
aUi
,
1
α1
ln
rL1 − bU1eβ1B
aU1
i = 1, 2, . . . , n.
}
.
Then system (1.1) has at least one positive ω-periodic solution.
Proof. Let
Ni(t) = exp{xi(t)}, i = 1, 2, . . . , n, M(t) = exp{y(t)},
then from system (2.1), we have
x˙1(t) = m1(t),
x˙i(t) = mi(t), i = 2, 3, . . . , n,
y˙(t) = mn+1.
(2.6)
Where
m1(t) = r1(t)− a1(t)eα1x1(t) − b1(t)eβ1y(t−σ(t)) +
n∑
j=2
Dj1(t)[exj(t)−x1(t) − 1],
mi(t) = ri(t)− ai(t)eαixi(t) +
n∑
j=1
Dji(t)[exj(t)−xi(t) − 1], i = 2, 3, . . . , n, i 6= j;
mn+1(t) = −d(t)+
n∑
i=1
ci(t)eαixi(t) +
n∑
i=1
ei(t)eαixi(t−τki(t)) − f (t)eβ2y(t) − g(t)eβ3y(t−σ(t)).
Define
X = Z = {(x1(t), . . . , xn(t), y(t))T ∈ C(R, Rn+1)|xi(t + ω) = xi(t), y(t + ω) = y(t), i = 1, 2, . . . , n},
and
‖(x1(t), . . . , xn(t), y(t))T‖ =
n∑
i=1
max
t∈[0,ω]
|xi(t)| + max
t∈[0,ω]
|y(t)|
for any (x1(t), . . . , xn(t), y(t)) ∈ X(or Z). Then X and Z are both Banach spaces.
Let
L :=

x1(t)
...
xn(t)
y(t)
→

x˙1(t)
...
x˙n(t)
y˙(t)
 ; N :=

x1(t)
...
xn(t)
y(t)
→

m1(t)
...
mn(t)
mn+1(t)
 ;
and
P = Q :=

x1(t)
...
xn(t)
y(t)
→

1
ω
∫ ω
0
x1(t)dt
...
1
ω
∫ ω
0
xn(t)dt
1
ω
∫ ω
0
y(t)dt,

,

x1(t)
...
xn(t)
y(t)
 ∈ X(or Z).
Clearly,
Ker L = {(x1, . . . , xn, y)T ∈ X|(x1, . . . , xn, y)T = (h1, . . . , hn+1)T ∈ Rn+1}
Im L =
{
(x1, . . . , xn, y)
T ∈ Z|
∫ ω
0
xi(t)dt = 0,
∫ ω
0
y(t)dt = 0, i = 1, . . . , n
}
,
and
dim Ker L = n+ 1 = codim Im L.
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Since Im L is closed in Z, L is a Fredholm mapping of index zero. It is easy to show that P,Q are continuous projectors such
that
Im P = Ker L, Im L = KerQ + Im (I − Q).
Furthermore, the generalized inverse (to L) KP : Im L → Dom L ∩ Ker P exists and is given by
KP :=

x1(t)
...
xn(t)
y(t)
 =

∫ t
0
x1(s)ds− 1
ω
∫ ω
0
∫ t
0
x1(s)dsdt
...∫ t
0
xn(s)ds− 1
ω
∫ ω
0
∫ t
0
xn(s)dsdt∫ t
0
y(s)ds− 1
ω
∫ ω
0
∫ t
0
y(s)dsdt.

.
Thus
QN

x1(t)
...
xn(t)
y(t)
 =

1
ω
∫ ω
0
m1(t)dt
...
1
ω
∫ ω
0
mn(t)dt
1
ω
∫ ω
0
mn+1(t)dt

and
KP(I − Q)N

x1(t)
...
xn(t)
y(t)
 =

∫ t
0
m1(s)ds− 1
ω
∫ ω
0
∫ t
0
m1(s)dsdt −
(
t
ω
− 1
2
) ∫ ω
0
m1(t)dt
...∫ t
0
mn(s)ds− 1
ω
∫ ω
0
∫ t
0
mn(s)dsdt −
(
t
ω
− 1
2
) ∫ ω
0
mn(t)dt∫ t
0
mn+1(s)ds− 1
ω
∫ ω
0
∫ t
0
mn+1(s)dsdt −
(
t
ω
− 1
2
) ∫ ω
0
mn+1(t)dt.

.
Obviously, QN and KP(I − Q)N are continuous. By the famous Arzela-Ascoli Theorem, we can claim that KP(I − Q)N(Ω¯) is
compact for any open bounded set Ω ∪ X. Moreover, QN(Ω¯) is bounded. Hence, N is L-compact on Ω¯ with any open bounded
set Ω ∪ X.
To apply Theorem 2.1, we need to search for an appropriate open, bounded subset Ω .
Corresponding to the operator equation Lz = λNz,λ ∈ (0, 1), we have
x˙1(t) = λ
{
r1(t)− a1(t)eα1x1(t) − b1(t)eβ1y(t−σ(t)) +
n∑
j=2
Dj1(t)[exj(t)−x1(t) − 1]
}
x˙i(t) = λ
{
ri(t)− ai(t)eαixi(t) +
n∑
j=1
Dji(t)[exj(t)−xi(t) − 1]
}
, i = 2, 3, . . . , n, i 6= j
y˙(t) = λ
[
−d(t)+
n∑
i=1
ci(t)eαixi(t) +
n∑
i=1
ei(t)eαixi(t−τki(t)) − f (t)eβ2y(t) − g(t)eβ3y(t−σ(t))
]
.
(2.7)
Choose t∗i ∈ [0,ω], i = 1, . . . , n such that xi(t∗i ) = maxt∈[0,ω] xi(t), then x˙i(t∗i ) = 0, i = 1, . . . , n.
If x1(t∗1) ≥ max{xj(t∗j ), j = 2, 3, . . . , n, } then x1(t∗1) ≥ xj(t∗j ) ≥ xj(t∗1), j = 2, 3, . . . , n, from the first equation of (2.7), we
obtain
r1(t
∗
1)− a1(t∗1)eα1x1(t
∗
1) − b1(t∗1)eβ1y(t
∗
1−σ(t∗1)) +
n∑
j=2
Dj1(t
∗
1)[exj(t
∗
1)−x1(t∗1) − 1] = 0,
that is,
a1(t
∗
1)e
α1x1(t
∗
1) = r1(t∗1)− b1(t∗1)eβ1y(t
∗
1−σ(t∗1)) +
n∑
j=2
Dj1(t
∗
1)[exj(t
∗
1)−x1(t∗1) − 1].
Since x1(t∗1) ≥ xj(t∗1), then
xi(t) ≤ x1(t∗1) ≤
1
α1
ln
rU1
aL1
, i = 1, 2, . . . , n.
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Similarly, if xi(t∗i ) ≥ max{xj(t∗j ), i = 2, 3, . . . , n, j = 1, 2, . . . , n, and i 6= j, } then then xi(t∗i ) ≥ xj(t∗j ) ≥ xj(t∗i ), i =
2, 3, . . . , n, j = 1, 2, . . . , n, and i 6= j, thus from the second equation of (2.7), we have
xi(t) ≤ xi(t∗i ) ≤
1
αi
ln
rUi
aLi
i = 1, 2, . . . , n.
So we have
xi(t) ≤ max
{
1
αi
ln
rUi
aLi
, i = 1, 2, . . . , n
}
:= A. (2.8)
Choose t∗ such that
y(t∗) = max
t∈[0,ω]
y(t),
then from the third equation of (2.7), it follows
f (t∗)eβ2y(t
∗) + g(t∗)eβ3y(t∗1−σ(t∗)) = −d(t∗)+
n∑
i=1
ci(t
∗)eαixi(t
∗) +
n∑
i=1
ei(t
∗)eαixi(t
∗−τki(t∗)),
then
f (t∗)eβ2y(t
∗) ≤ −d(t∗)+
n∑
i=1
ci(t
∗)eαixi(t
∗) +
n∑
i=1
ei(t
∗)eαixi(t
∗−τki(t∗))
≤ −dL +
n∑
i=1
(cUi + eUi )eαiA,
thus
y(t∗) ≤ 1
β2
ln
−dL + n∑
i=1
(cUi + eUi )eαiA
f L
.
Therefore,
y(t) ≤ 1
β2
ln
−dL + n∑
i=1
(cUi + eUi )eαiA
f L
:= B. (2.9)
Next, we choose ti∗ ∈ [0,ω], i = 1, . . . , n such that xi(ti∗) = mint∈[0,ω] xi(t), then x˙i(ti∗) = 0.
If x1(t1∗) ≤ min{xj(tj∗), j = 2, 3, . . . , n}, then x1(t1∗) ≤ xj(tj∗) ≤ xj(t1∗), j = 2, 3, . . . , n, thus from the first equation of
(2.7), we obtain
r1(t1∗)− a1(t1∗)eα1x1(t1∗) − b1(t1∗)eβ1y(t1∗−σ(t1∗)) +
n∑
j=2
Dj1(t)[exj(t1∗)−x1(t1∗) − 1] = 0,
then
r1(t1∗)− a1(t1∗)eα1x1(t1∗) − b1(t1∗)eβ1y(t1∗−σ(t1∗)) ≤ 0,
which yields
α1x1(t1∗) ≥ ln r1(t1∗)− b1(t1∗)e
β1B
a1(t1∗)
≥ ln r
L
1 − bU1eβ1B
aU1
,
hence
xi(t) ≥ x1(ti∗) ≥ 1
α1
ln
rL1 − bU1eβ1B
aU1
i = 1, 2, . . . , n. (2.10)
Similarly, if xi(ti∗) ≤ min{xj(tj∗), i = 2, 3, . . . , n, j = 1, 2, . . . , n, and i 6= j, } then we have
xi(t) ≥ xi(ti∗) ≥ 1
αi
ln
rLi
aUi
, i = 1, 2, . . . , n. (2.11)
Thus for all i = 1, 2, . . . , nwe have
xi(t) ≥ max
{
1
αi
ln
rLi
aUi
,
1
α1
ln
rL1 − bU1eβ1B
aU1
i = 1, 2, . . . , n.
}
:= C. (2.12)
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Choose t∗ ∈ [0,ω], such that y(t∗) = mint∈[0,ω]{y(t)}. Then y˙(t∗) = 0, thus
λ
[
−d(t∗)+
n∑
i=1
ci(t∗)eαixi(t∗) +
n∑
i=1
ei(t∗)eαixi(t∗−τki(t∗)) − f (t∗)eβ2y(t∗) − g(t∗)eβ3y(t∗−σ(t∗))
]
= y˙(t∗) = 0
which implies
f (t∗)eβ2y(t∗) = −d(t∗)+
n∑
i=1
ci(t∗)eαixi(t∗) +
n∑
i=1
ei(t∗)eαixi(t∗−τki(t∗)) − g(t∗)eβ3y(t∗−σ(t∗)),
eβ2y(t∗) =
−d(t∗)+
n∑
i=1
ci(t∗)eαixi(t∗) +
n∑
i=1
ei(t∗)eαixi(t∗−τki(t∗)) − g(t∗)eβ3y(t∗−σ(t∗))
f (t∗)
≥
−dU + n∑
i=1
(cLi + eLi )eαiC − gUeβ3B
fU
,
so
y(t∗) ≥ 1
β2
ln
−dU + n∑
i=1
(cLi + eLi )eαiA − gUeβ3B
fU
.
Hence,
y(t) ≥ y(t∗)−
∫ ω
0
|y˙(t)|dt ≥ 1
β2
ln
−dL + n∑
i=1
(cUi + eUi )eαiA − gUeβ3B
fU
+ 2ω
n∑
i=1
[c¯i + e¯i]eαiA := D. (2.13)
Following inequalities (2.10)–(2.13), we get
‖xi‖ ≤ max{|A|, |C|}, i = 1, 2, . . . , n; ‖y‖ ≤ max{|B|, |D|}.
Clearly, A, B, C,D are independent of λ. Take h = nmax{|A|, |C|} +max{|B|, |D|} + E.
Let Ω = {(x1, . . . , xn, y)T ∈ X|‖(x1, . . . , y)‖ < h}, then it is obvious that for each λ ∈ (0, 1), z ∈ ∂Ω ∪ Dom L, Lz 6= λNz.
When (x1, . . . , xn, y) ∈ ∂Ω ∪ Ker L = ∂Ω ∪ Rn+1, (x1, . . . , xn, y) is a constant vector in Rn+1 with ‖(x1, . . . , xn, y)‖ = h. Then
by Lemma 2.2, we know that
QN

x1(t)
...
xn(t)
y(t)
 =

r¯1 − a¯1eα1x1(t) − b¯1eβ1y(t−σ(t)) +
n∑
j=2
D¯j1[exj(t) − ex1(t)]
...
r¯n − a¯neαnxn(t) +
n∑
j=1
D¯jn[exj(t) − exn(t)]
−d¯+
n∑
i=1
c¯ieαixi(t) +
n∑
i=1
e¯ieαixi(t−τki(t)) − f¯eβ2y(t) − g¯eβ3y(t−σ(t))

6=

0
...
0
0
 .
Now, the only thing left is to verify that condition (c) in Theorem2.1 is satisfied. To do this, we defineφ : Dom X×[0, 1] →
X by
φ(x1, . . . , xn, y,µ) =

r¯1 − a¯1eα1x1(t)
r¯2 − a¯2eα2x2(t)
...
r¯n − a¯neαnxn(t)
−d¯− f¯eβ2y(t)
+ µ

−b¯1eβ1y(t−σ(t)) +
n∑
j=2
D¯j1[exj(t)−x1(t) − 1]
n∑
j=1
D¯j2[exj(t)−x2(t) − 1]
...
n∑
j=1
D¯jn[exj(t)−xn(t) − 1]
n∑
i=1
c¯ieαixi(t) +
n∑
i=1
e¯ieαixi(t−τki(t)) − g¯eβ3y(t−σ(t))

,
where µ ∈ [0, 1] is a parameter. When (x1, . . . , xn, y)T ∈ ∂Ω ∩ Ker L, (x1, . . . , xn, y)T is an constant vector in Rn+1 with
‖(x1, . . . , xn, y)‖ = h. From Lemma 2.2, we claim that φ(x1, . . . , xn, y,µ) 6= (0, . . . , 0, 0)T on ∂Ω ∩ Ker L. So, due to the
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homotopy invariance theorem of topology degree and taking J = I : ImQ → Ker L, (x1, . . . , xn, y)T → (x1, . . . , xn, y)T, we
have
deg(JQN(x1, . . . , xn, y)T,Ω ∩ Ker L, (0, . . . , 0, 0)T)
= deg(φ(x1, . . . , xn, y, 1)T,Ω ∩ Ker L, (0, . . . , 0, 0)T)
= deg(φ(x1, . . . , xn, y, 0)T,Ω ∩ Ker L, (0, . . . , 0, 0)T)
= deg((r¯1 − a¯1eα1x1(t), . . . . . . , r¯n − a¯neαnxn(t),−d¯− f¯eβ2y(t))T,Ω ∩ Ker L, (0, . . . , 0, 0)T).
Obviously, the following algebraic equation
r¯1 − a¯1eα1x1(t) = 0
· · · · · ·
r¯n − a¯neαnxn(t) = 0
−d¯− f¯eβ2y(t) = 0
has a unique solution (x∗1, . . . , x∗n, y∗)T ∈ Ω ∩ Ker L, thus
deg(JQN(x1, . . . , xn, y)T,Ω ∩ Ker L, (0, . . . , 0, 0)T) = sgn
∣∣∣∣∣∣∣∣∣
−α1a¯1eα1x∗1 · · · · · · 0 0
· · · · · ·
0 · · · · · · − αna¯neαnx∗n 0
0 · · · · · · 0 −β2 f¯eβ2y∗
∣∣∣∣∣∣∣∣∣
= sgn
{
(−1)n+1β2 f¯
n∏
i=1
(αia¯i) exp
[
n∑
i=1
αix
∗
i + y∗
]}
6= 0.
By now, we have proved Ω satisfies all of the conditions in Theorem 2.1, hence (2.2) has at least one solution
(x∗1, . . . , x∗n, y∗)T ∈ Dom L ∩ Ω¯ , then (N∗1, . . . ,N∗n,M∗)(where N∗i = exp{x∗i }, i = 1, . . . , n,M∗ = exp{y∗}) is a positive ω-
periodic solution of (1.1). This completes the proof. 
3. Persistent and asymptotically stable
In this section,we study the persistence and stability of system (1.1) with an initial condition,
Ni(θ) = φi(θ), M(θ) = ϕ(θ), θ ∈ [0, τ].τ = max{τki,σ, i = 11, 2, . . . , n}
Ni(0) > 0, i = 1, 2, . . . , n, M(0) > 0. (3.1)
Definition 3.1. The system (1.1) is said to be uniformly persistent if there exists a compact region D ⊂ IntRn+1+ such
that every solution (N1(t), . . . ,Nn(t),M(t))T of system (1.1) with initial condition (2.1) eventually enters and remains in
region D.
Lemma 3.2. The domain Rn+1+ = {N1, . . . ,M|M > 0,Ni > 0, i = 1, 2, . . . , n} is invariant with respect to (1.1).
Proof. Since
N˙1|N1=0 =
n∑
j=2
Dj1Nj > 0, for Nj > 0,
N˙i|Ni=0 =
n∑
j=1
DjiNj > 0, for Nj > 0, i 6= j;
M(t) = M(0) exp
{∫ t
0
[
−d(s)+
n∑
i=1
ci(s)N
αi
i (s)+
n∑
i=1
ei(s)N
αi
i (s− τki(s))− f (s)Mβ2(s)
− g(s)Mβ3(s− σ(s))
]
ds
}
> 0 for M(0) > 0. 
Theorem 3.3. Suppose the following inequalities hold,
rU1N
−α1
1 (0)− aL1 > 0,
(rL1 − bL1(Hε2)β1)N−α11 (0)− aU1 > 0.
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Then the system (1.1) is uniformly persistent. That is, there exists a T = max{T1i, T2i, T∗, T∗∗, i = 1, 2, . . . , n} such that for all
t ≥ T, the following inequalities are held,
hε1 ≤ Ni(t) ≤ Hε1, i = 1, . . . , n; hε2 ≤ M(t) ≤ Hε2
where
Hε1 = max

(
rUi
aLi
) 1
αi + ε, i = 1, 2, . . . , n
 , Hε2 =

n∑
i=1
(cUi + eUi )Hε1
f L

1
β2
+ ε.
hε1 = max

(
rL1 − bL1(Hε2)β1
aU1
) 1
α1
[
1+
(
(rL1 − bL1(Hε2)β1)N−α11 (0)
aU1
− 1
)
eα1(r
L
1−bL1(Hε2)β1 )t
]− 1α1
,
(
rLi
aui
) 1
αi + ε, i = 2, . . . , n
 ,
hε2 =

−dU − gUHβ31 +
n∑
i=1
(cLi + eLi )hε1
fU

1
β2
+ ε, i = 2, . . . , n.
Proof. We shall complete the proof in two steps.
Step 1. (i) If N1(t) ≥ max{Nj(t), j = 2, 3, . . . , n, } then from the first equation of (1.1), we obtain
N˙1(t) = N1(t)
[
r1(t)− a1(t)Nα11 (t)− b1(t)Mβ1(t − σ(t))
]
+
n∑
j=2
Dj1(t)(Nj(t)− N1(t))
≤ N1(t)[r1(t)− a1(t)Nα11 (t)]
≤ N1(t)[rU1 − aL1Nα11 (t)]
that is,
N˙1(t)
Nα1+11 (t)
≤ r
U
1
Nα11 (t)
− aL1.
Multiplying erU1α1t on the above inequality, we get
[erU1α1tN−α11 (t)]′ ≤ α1er
U
1α1taL1.
By integrating the above inequality from 0 to t, we obtain
er
U
1α1tN−α11 (t) ≤ N−α11 (0)+
∫ t
0
α1er
U
1α1saL1 ≤ N−α11 (0)+ aL1rU1 [er
U
1α1t − 1],
it follows
N1(t) ≤
(
rU1
aL1
) 1
α1
[
1+
(
rU1N
−α1
1 (0)
aL1
− 1
)
e−r
U
1α1t
]− 1α1
. (3.2)
Then for arbitrary small positive constant ε, there exist T11 > 0 such that for t ≥ T11, there has
N1(t) ≤
(
rU1
aL1
) 1
α1 + ε.
(ii) If Ni(t) ≥ max{Nj(t), i ∈ {2, 3, . . . , n}, j ∈ {1, 2, . . . , n} and i 6= j}, then from the second equation of (1.1),
N˙i(t) = Ni(t)[ri(t)− ai(t)Nαii (t)] +
n∑
j=1
Dji(t)(Nj(t)− Ni(t))
≤ Ni(t)[ri(t)− ai(t)Nαii (t)].
Similar to the above method, for arbitrary small positive constant ε, there exists T1i > 0 such that for t ≥ T1i, there has
Ni(t) ≤
(
rUi
aLi
) 1
αi + ε. (3.3)
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Corporate (3.2) and (3.3), let T∗ = max{T11, T12, . . . , T1n}, then we claim that if t ≥ T∗, then for all i = 1, 2, . . . , n, there
holds
Ni(t) ≤ min

(
rUi
aLi
) 1
αi + ε, i = 1, 2, . . . , n
 := Hε1.
In view of the third equation of (1.1),
M˙(t) = M(t)
[
−d(t)+
n∑
i=1
ci(t)N
αi
i (t)+
n∑
i=1
ei(t)N
αi
i (t − τki(t))− f (t)Mβ2(t)− g(t)Mβ3(t − σ(t))
]
≤ M(t)
[
n∑
i=1
ci(t)N
αi
i (t)+
n∑
i=1
ei(t)N
αi
i (t − τki(t))− f (t)Mβ2(t)
]
≤ M(t)
[
n∑
i=1
(cUi + eUi )Hε1 − f LMβ2(t)
]
.
Using a similar method in (i), we know that for an arbitrary small positive constant ε, there exists T∗∗ > 0 such that for
t ≥ T∗∗, there has
M(t) ≤

n∑
i=1
(cUi + eUi )Hε1
f L

1
β2
+ ε := Hε2.
Step 2. (iii) If N1(t) ≤ min{Nj(t), j = 2, 3, . . . , n}, then from the first equation of (1.1), we obtain then from the first
equation of (1.1), we obtain
N˙1(t) = N1(t)
[
r1(t)− a1(t)Nα11 (t)− b1(t)Mβ1(t − σ(t))
]
+
n∑
j=2
Dj1(t)(Nj(t)− N1(t))
≥ N1(t)[r1(t)− a1(t)Nα11 (t)− bL1(Hε2)β1 ]
≥ N1(t)[(rL1 − bL1(Hε2)β1)− aU1Nα11 (t)]
then following the method in (i), we obtain there exists T21 > 0 such that for t ≥ T21, there has
N1(t) ≥
(
rL1 − bL1(Hε2)β1
aU1
) 1
α1
[
1+
(
(rL1 − bL1(Hε2)β1)N−α11 (0)
aU1
− 1
)
eα1(r
L
1−bL1(Hε2)β1 )t
]− 1α1
.
(iv) If Ni(t) ≤ min{Nj(t), i ∈ {2, 3, . . . , n}, j ∈ {1, 2, . . . , n} and i 6= j, } then there exists T2i > 0 such that for t ≥ T2i, there
has
Ni(t) ≥
(
rLi
aUi
) 1
αi + ε.
Hence choose T∗ = max{T21, T22, . . . , T2n}, then we claim that if t ≥ T∗, then for all i = 1, 2, . . . , n, there holds
Ni(t) ≥ max

(
rL1 − bL1(Hε2)β1
aU1
) 1
α1
[
1+
(
(rL1 − bL1(Hε2)β1)N−α11 (0)
aU1
− 1
)
eα1(r
L
1−bL1(Hε2)β1 )t
]− 1α1
,
(
rLi
aui
) 1
αi + ε, i = 2, . . . , n
 := hε1.
Meanwhile, following the third equation of (1.1), we have
M˙(t) = M(t)
[
−d(t)+
n∑
i=1
ci(t)N
αi
i (t)+
n∑
i=1
ei(t)N
αi
i (t − τki(t))− f (t)Mβ2(t)− g(t)Mβ3(t − σ(t))
]
≥ M(t)
[
−dU +
n∑
i=1
(cLi + eLi )hε1 − fUMβ2(t)− gUHβ31
]
= M(t)
{[
−dU − gUHβ31 +
n∑
i=1
(cLi + eLi )hε1
]
− fUMβ2(t)
}
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then there exists T∗∗ > 0 such that for t ≥ T∗∗, there holds
M(t) ≥

−dU − gUHβ31 +
n∑
i=1
(cLi + eLi )hε1
fU

1
β2
+ ε := hε2.
So we complete the proof. 
Definition 3.4. A bounded positive solution (N1(t),N2(t), . . . ,Nn(t),M(t))T of system (1.1) is said to be globally
asymptotically stable, if for any other positive bounded solution (u1(t), u2(u), . . . , un(t), v(t))T of system (1.1), the following
equality holds,
lim
t→+∞
[
n∑
i=1
|Ni(t)− ui(t)| + |M(t)− v(t)|
]
= 0.
Lemma 3.5 ([28]). Let h be a real number and f be a non-negative function defined on [h,+∞) such that f is integrable on
[h,+∞) and is uniformly continuous on [h,+∞), then limt→+∞ f (t) = 0.
Theorem 3.6. Assume all conditions in Theorems 2.3 and 3.3 hold. And denote β = max{β1,β2,β3}. Moreover, if the following
conditions hold,
(1) For all i = 1, 2, . . . , n,αi ≥ 1.
(2) There exist positive constants λi, i = 1, 2, . . . , n + 1, and m, 0 < h ≤ min{hε1, hε2}, such that the following inequalities
hold, (
λia
L
i − cUi λn+1 − λn+1
n∑
i=2
eUi
1− τ˙ki(η−1i (t))
−
n∑
j=1
λi
DUji
h1
)
> 0, i = 1, 2, . . . , n, i 6= j,
λn+1f (t)(1− σ˙(ξ−1(t)))− λ1b1(ξ−1(t))− λn+1g(ξ−1(t))
1− σ˙(ξ−1(t)) > 0,
where ξ−1(t) is the inverse function of ξ(t) = t − σ(t), and η−1i (t) is the inverse function of ηi(t) = t − τki(t), Then system (1.1)
with initial condition (3.1) has a unique periodic solution which is global asymptotically stable.
Proof. Due to the result in Lemma 2.2, system (1.1) has a periodic solution (N∗1(t),N∗2(t), . . . ,N∗n(t),M∗(t))T. It remains to
show global asymptotic stability. Suppose (N1(t),N2(t), . . . ,Nn(t),M(t))T be any positive solution of system (1.1).
Following the conclusion in Theorem 3.3, we know that there exists a T > 0 such that for all t ≥ T, the following
inequalities are hold,
hε1 ≤ Ni(t), N∗i (t) ≤ Hε1, i = 1, . . . , n; hε2 ≤ M(t), M∗(t) ≤ Hε2.
Define
V1(t) =
n∑
i=1
λi| lnNi(t)− lnN∗i (t)| + λn+1| lnM(t)− lnM∗(t)|.
Then the upper right derivative of V1(t) along the solutions of system (1.1) is
D+V1(t) =
n∑
i=1
λi
(
N˙i(t)
Ni(t)
− N˙
∗
i (t)
N∗i (t)
)
sgn(Ni(t)− N∗i (t))+ λn+1
(
M˙(t)
M(t)
− M˙
∗(t)
M∗(t)
)
sgn(M(t)−M∗(t))
≤ sgn(N1(t)− N∗1(t))
{
− a1(t)λ1(t)[Nα11 (t)− N∗α11 (t)] − b1(t)[Mβ1(t − σ(t))−M∗β1(t − σ(t))]
+
n∑
j=2
λ1Dj1(t)
[
Nj(t)
N1(t)
− N
∗
j (t)
N∗1(t)
]}
+ sgn(Ni(t)− N∗i (t))
n∑
i=2
λi
{
−ai(t)[Nαii (t)− N∗αii (t)] +
n∑
j=1
Dji(t)
[
Nj(t)
Ni(t)
− N
∗
j (t)
N∗i (t)
]}
+λn+1sgn(M(t)−M∗(t))
{
n∑
i=1
ci(t)[Nαii (t)− N∗αii (t)] +
n∑
i=1
ei(t)[Nαii (t − τki(t))− N∗αii (t − τki(t))]
− f (t)[Mβ2(t)−M∗β2(t)] − g(t)[Mβ3(t − σ(t))−M∗β3(t − σ(t))]
}
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≤ −(a1(t)λ1 − c1(t)λn+1)|Nα11 (t)− N∗α11 (t)| +
n∑
i=2
(−λiai(t)+ ci(t)λn+1)|Nαii (t)− N∗αii (t)|
−λn+1f (t)|Mβ2(t)−M∗β2(t)| + λn+1
n∑
i=1
ei(t)|Nαii (t − τki(t))− N∗αii (t − τki(t))|
+ b1(t)λ1|Mβ1(t − σ(t))−M∗β1(t − σ(t))| + g(t)λn+1|Mβ3(t − σ(t))−M∗β3(t − σ(t))|
+
n∑
j=2
λ1D¯j1(t)+
n∑
j=1
λiD¯ji, i = 2, . . . , n, i 6= j (3.4)
where
D¯ji(t) =

Dji(t)
[
Nj(t)
Ni(t)
− N
∗
j (t)
N∗i (t)
]
, Ni(t) ≥ N∗i (t),
Dji(t)
[
N∗j (t)
N∗i (t)
− Nj(t)
Ni(t)
]
, Ni(t) < N
∗
i (t), i, j = 1, 2, . . . , n, i 6= j.
We estimate D¯ji(t) from two cases:
(i) Ni(t) ≥ N∗i (t), then
D¯ji(t) = Dji(t)
[
Nj(t)
Ni(t)
− N
∗
j (t)
N∗i (t)
]
≤ Dji(t)
[
Nj(t)
Ni(t)
− N
∗
j (t)
Ni(t)
]
≤ D
U
ji
hε1
[Nj(t)− N∗j (t)]. (3.5)
(ii) Ni(t) < N∗i (t),αi ≥ 1, i = 1, 2, . . . , n,β2 ≥ max{β1,β3}, then
D¯ji(t) = Dji(t)
[
Nj(t)
Ni(t)
− N
∗
j (t)
N∗i (t)
]
≤ Dji(t)
[
Nj(t)
N∗i (t)
− N
∗
j (t)
N∗i (t)
]
≤ D
U
ji
hε1
[Nj(t)− N∗j (t)] (3.6)
Combine (3.5) with (3.6), we get
D¯ji(t) ≤
DUji
hε1
[Nj(t)− N∗j (t)]. (3.7)
On substituting (3.7) into (3.4), we obtain
D+V1(t) ≤ −(a1(t)λ1 − c1(t)λn+1)|Nα11 (t)− N∗α11 (t)| +
n∑
i=2
(−λiai(t)+ ci(t)λn+1)|Nαii (t)− N∗αii (t)|
−λn+1f (t)|Mβ2(t)−M∗β2(t)| + λn+1
n∑
i=1
ei(t)|Nαii (t − τki(t))− N∗αii (t − τki(t))|
+ b1(t)λ1|Mβ1(t − σ(t))−M∗β1(t − σ(t))| + g(t)λn+1|Mβ3(t − σ(t))−M∗β3(t − σ(t))|
+
n∑
j=2
λ1
DUji
h1
[Nj(t)− N∗j (t)] +
n∑
j=2
λi
DUji
h1
[Nj(t)− N∗j (t)]. (3.8)
Define another function,
V2(t) =
∫ t
t−σ(t)
[
λ1b1(ξ−1(s))
1− σ˙(ξ−1(s)) |M
β1(s)−M∗β1(s)| + λn+1g(ξ
−1(s))
1− σ˙(ξ−1(s)) |M
β3(s)−M∗β3(s)|
]
ds
+λn+1
n∑
i=1
∫ t
t−τki(t)
ei(η
−1
i (s))
1− τ˙ki(η−1i (s))
|Nαii (s)− N∗αii (s)|ds
then the upper right derivative of V2(t) along the solutions of system (1.1) is
DV+2 (t) =
λ1b1(ξ−1(t))
1− σ˙(ξ−1(t)) |M
β1(t)−M∗β1(t)| + λn+1g(ξ
−1(t))
1− σ˙(ξ−1(t)) |M
β3(t)−M∗β3(t)|
+λn+1
n∑
i=1
ei(η
−1
i (t))
1− τ˙ki(η−1i (t))
|Nαii (t)− N∗αii (t)|
− λ1b1(ξ
−1(t − σ(t)))
1− σ˙(ξ−1(t − σ(t))) |M
β1(t − σ(t))−M∗β1(t − σ(t))|(1− σ˙(t))
− λn+1g(ξ
−1(t − σ(t)))
1− σ˙(ξ−1(t − σ(t))) |M
β3(t − σ(t))−M∗β3(t − σ(t))|(1− σ˙(t))
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−λn+1
n∑
i=1
ei(η
−1
i (t − τki(t)))
1− τ˙ki(η−1i (t − τki(t)))
|Nαii (t − τki(t))− N∗αii (t − τki(t))|(1− τ˙i(t))
= λ1b1(ξ
−1(t))
1− σ˙(ξ−1(t)) |M
β1(t)−M∗β1(t)| + λn+1g(ξ
−1(t))
1− σ˙(ξ−1(t)) |M
β3(t)−M∗β3(t)|
+λn+1
n∑
i=1
ei(η
−1
i (t))
1− τ˙ki(η−1i (t))
|Nαii (t)− N∗αii (t)|
−λ1b1(t)|Mβ1(t − σ(t))−M∗β1(t − σ(t))| − λn+1g(t)|Mβ3(t − σ(t))−M∗β3(t − σ(t))|
−λn+1
n∑
i=1
ei(t)|Nαii (t − τki(t))− N∗αii (t − τki(t))|. (3.9)
Now we construct a Lyapunov functional V(t) as follows,
V(t) = V1(t)+ V2(t).
In view of (3.8) and (3.9), we obtain the upper right derivative of V(t) along solutions of system (1.1),
DV(t) ≤ −
(
a1(t)λ1 − c1(t)λn+1 − λn+1 e1(η
−1
i (t))
1− τ˙1(η−1i (t))
)
|Nα11 (t)− N∗α11 (t)|
−
n∑
i=2
(
λiai(t)− ci(t)λn+1 − λn+1
n∑
i=2
ei(η
−1
i (t))
1− τ˙ki(η−1i (t))
)
|Nαii (t)− N∗αii (t)|
−λn+1f (t)|Mβ2(t)−M∗β2(t)| + λ1b1(ξ
−1(t))
1− σ˙(ξ−1(t)) |M
β1(t)−M∗β1(t)|
+ λn+1g(ξ
−1(t))
1− σ˙(ξ−1(t)) |M
β3(t)−M∗β3(t)| +
n∑
j=2
λ1
DUji
h1
[Nj(t)− N∗j (t)] +
n∑
j=2
λi
DUji
h1
[Nj(t)− N∗j (t)]
≤ −
(
aL1λ1 − cU1λn+1 − λn+1
eU1
1− τ˙1(η−1i (t))
−
n∑
j=2
λ1
DUji
h1
)
|Nα11 (t)− Nα11 (t)|
−
n∑
i=2
(
λia
L
i − cUi λn+1 − λn+1
n∑
i=2
eUi
1− τ˙ki(η−1i (t))
−
n∑
j=1
λi
DUji
h1
)
|Nαii (t)− Nαii (t)|
− (λn+1f
L(1− σ˙(ξ−1(t)))− λ1bU1 − λn+1gU)
(1− σ˙(ξ−1(t))) |M
β2(t)−M∗β2(t)|
≤ −γ(
n∑
i=1
|Nαii (t)− Nαii (t)| + |Mβ2(t)−M∗β2(t)|) (3.10)
where
γ = min
{
aL1λ1 − cU1λn+1 − λn+1
eU1
1− τ˙1(η−1i (t))
−
n∑
j=2
λ1
DUji
h1
,
n∑
i=2
(
λia
L
i − cUi λn+1 − λn+1
n∑
i=2
eUi
1− τ˙ki(η−1i (t))
−
n∑
j=1
λi
DUji
h1
)
,
(λn+1f L(1− σ˙(ξ−1(t)))− λ1bU1 − λn+1gU)
(1− σ˙(ξ−1(t)))
}
.
Integrating both sides of (3.10) from 0 to t, we have
V(t)+ γ
∫ t
0
(
n∑
i=1
|Nαii (s)− Nαii (s)| + |Mβ2(s)−M∗β2(s)|
)
ds ≤ V(0) < +∞, t ≥ 0,
which implies
∫ t
0(
∑n
i=1 |Nαii (s)− Nαii (s)| + |Mβ2(s)−M∗β2(s)|)ds is bounded, thus
n∑
i=1
|Nαii (s)− Nαii (s)| + |Mβ2(s)−M∗β2(s)| ∈ L1[0,+∞).
Then Ni(t),N∗i (t),M(t),M∗(t) all have bounded derivatives for t ≥ 0. Hence
∑n
i=1 |Nαii (s) − Nαii (s)| + |Mβ2(s) − M∗β2(s)| is
uniformly continuous on [0,+∞). Following Lemma 3.5,
lim
t→+∞
(
n∑
i=1
|Nαii (s)− Nαii (s)| + |Mβ2(s)−M∗β2(s)|
)
= 0.
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It leads to
lim
t→+∞ |N
αi
i (s)− Nαii (s)| = 0, i = 1, 2, . . . , n; limt→+∞ |M
β2(s)−M∗β2(s)| = 0.
This implies that the system (1.1) with initial condition (2.1) is globally asymptotically stable. So we complete the proof.

4. Application
In this section, we give some examples to illustrate the feasibility of our main results.
Example 4.1.
N˙1(t) = N1(t)[80+ sin t − x21(t)− y(t − 2pi)] + 4[N2(t)− N1(t)]
N˙2(t) = N2(t)[80− sin t − x22(t)] + 4[N1(t)− N2(t)]
M˙(t) = M(t)
[
−2+ sin t
200
+ x21(t)+ x22(t)+ 2x1(t − 2pi)+ 2x22(t − 2pi)− y2(t)− 3y(t − 2pi)
]
.
(4.1)
From system (4.1), the corresponding algebraic equation is
80− e2x1 + µ{ey + 4(ex2−x1 − 1)} = 0
80− e2x2 + 4µ(ex2−x1 − 1) = 0
1
100
− e2y + µ{3(e2x1 + e2x2 − ey)} = 0,
(4.2)
where µ ∈ [0, 1].
By Maple, we obtain Eq. (4.2) has a unique solution (x∗1, x∗2, y∗)T, and sgnJ(x∗1, x∗2, y∗) 6= 0. Choose N1(0) = 3
√
6, λ1 =
3,λ2 = 1,λ3 = 1, then it is easy to examine coefficients of the system (4.1) that satisfies all assumptions in Theorems 2.3,
3.3 and 3.6, hence (4.1) has a unique positive 2pi- periodic solution which is globally asymptotically stable.
Example 4.2. Consider the following predator–prey model,
x˙1(t) = x1(t)
[
8+ sin t − x21(t)−
1
6
y2(t − σ)
]
+
6∑
j=2
1
100
(xj(t)− x1(t))
x˙i(t) = xi(t)
[
8− sin t − x2i (t)
]
+
6∑
j=1
1
20
(xj(t)− xi(t)), i = 2, 3, . . . , 6, i 6= j
y˙(t) = y(t)
[
−1+ sin t +
n∑
i=1
2x2i (t)+
n∑
i=1
2x2i (t − τki)− y3(t)−
1
10
y2(t − σ)
]
.
(4.3)
Taking N1(0) = 1,λ1 = 3, and λi = 1, i = 2, . . . , 7, we examine coefficients of the system (4.3) that satisfies
all assumptions in Theorems 2.3, 3.3 and 3.6, hence (4.3) has a unique positive 2pi- periodic solution which is globally
asymptotically stable.
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