Gathering data from nodes in a network is at the heart of many distributed applications, most notably, while performing a global task. We consider information spreading among n nodes of a network, where each node v has a message m(v) which must be received by all other nodes. The time required for information spreading has been previously upper-bounded with an inverse relationship to the conductance of the underlying communication graph. This implies high running times for graphs with small conductance.
Introduction
Collecting data of all nodes in a network is required by many distributed applications which perform global tasks. The goal of an information spreading algorithm is to distribute the messages sent by each of n nodes in a network to all other nodes. We consider the synchronous push/pull model of communication along with the transmitter gossip constraint [19] , where each node contacts in each round one neighbor to exchange information with (a node can be contacted by multiple neighbors).
Intuitively, the time required for achieving information spreading depends on the structure of the communication graph, or more precisely, on how well-connected it is. The notion of conductance, defined by Sinclair [25] , gives a measure for the connectivity of a graph. Roughly speaking, the conductance of a graph G, denoted by Φ(G), is a value in [0, 1]: This value is large for graphs that are well-connected (e.g., cliques), and small for graphs that are not (i.e., graphs which have many communication bottlenecks). It has been shown that the time required for information spreading can be bounded from above based on the conductance of the underlying communication graph [3, 8, 9, 19] . In particular, Mosk-Aoyama and Shah [19] show that, for any δ ∈ (0, 1), information spreading can be achieved in O( log n+log δ −1
Φ(G)
) rounds with probability at least 1 − δ. This holds when each node randomly chooses a neighbor to contact in every round.
Some graphs have small conductance, implying that they are not well-connected, and therefore the above approach may require many rounds of communication for information spreading. This lead us to define weak conductance, Φ c (G), of a graph G [7] , which measures connectivity among subsets of nodes in the graph, whose sizes depend on the parameter c ≥ 1. It was shown that a relaxed requirement of partial information spreading, where each node needs to receive only some of the messages, can be solved fast, with high probability, in graphs with large weak conductance, although they may have small conductance. As shown in [7] , partial information spreading is a sufficient guarantee for some applications.
In this paper we return to the question of achieving full information spreading, where each node must receive every message. We present an algorithm that obtains full informa-tion spreading on connected graphs, and runs fast with high probability on graphs with large weak conductance, independent of their conductance. 1 This widely expands the known family of graphs for which fast information spreading can be guaranteed, since the weak conductance of a graph is always lower bounded by its conductance and is significantly larger for many graphs.
More generally, for graphs with large weak conductance, our algorithm induces fast solutions for tasks which can be solved using full information spreading, such as leader election, achieving consensus and computation of aggregation functions.
It has been long known that the conductance itself is insufficient as a lower bound for information spreading. For example, Feige et al. [13] show that information spreading on the hypercube can be obtained in O(log n) rounds, despite its small conductance. Our results refine this observation, suggesting the notion of weak conductance as the correct measure for full information spreading.
Our Contribution.
The main contribution of this paper is an algorithm which achieves fast information spreading, with high probability, for graphs with large weak conductance. Formally, for any c > 1 and some small δ ∈ (0, 1/(3c)), our algorithm achieves full information spreading in O(c(
Φc(G) +c)) rounds with probability at least 1 − 3cδ. This yields substantial improvements in the best known running times of algorithms for information spreading, in particular, on graphs that have small conductance but large weak conductance, from polynomial to polylogarithmic number of rounds. 2 Since the best known running times of algorithms for full information spreading inversely depend on the conductance, which may be small due to communication bottlenecks, a natural direction towards speeding up information spreading is to identify such bottlenecks and choose these links with higher probability, compared to other neighboring links. However, detecting bottlenecks does not seem easy. One approach for separating bottlenecks from other neighbors is to show that a node receives messages from nodes across a bottleneck only with small probability. This seems to reduce to finding lower bounds for information spreading, a direction which has not proved fruitful so far. Instead, we develop an algorithm that does not detect bottlenecks, nor does it formally define their underlying properties, which also appears to be a challenging task. Nonetheless, our algorithm successfully copes with bottlenecks and guarantees fast information spreading despite their presence throughout the network.
We propose a hybrid approach for choosing the neighbor to contact in a given round, which interleaves random choices and deterministic ones. As in the case of random choices, selecting neighbors only in a deterministic manner may require a number of rounds (at least) proportional to the degree of the node, which may be large. 3 Our approach combines random and deterministic techniques using a framework where each node carefully maintains a diminishing list of its neighbors to contact deterministically, and alternates between selections from this list and random choices from the set of all neighbors. The lists maintained by the nodes assure that the information spreads across bottlenecks. A main challenge overcome by our algorithm is the tradeoff imposed by managing the lists, namely, inducing a connected subgraph while having scalable sizes that allow contacting each of the neighbors in them within a small number of rounds.
This constitutes our second contribution: obtaining a connected scalable-degree subgraph in a distributed network of unbounded degrees. We believe that finding such subgraphs can be useful in other applications, e.g., in obtaining scalable-degree spanners [21, 22] -fundamental subgraphs that preserve distances between nodes up to some stretch.
We demonstrate the power of fast information spreading in accomplishing global tasks on the leader election problem, which lies at the core of distributed computing. Our results yield an algorithm for leader election that has a scalable running time on graphs with large weak conductance, improving significantly upon previous results.
Related Work.
Information spreading algorithms have been extensively studied, starting with the work of Demers et al. [10] for replicated database maintenance. Additional research use information spreading for computation of global functions [17, 19] .
Communication models vary in different studies. For example, Karp et al. [16] consider the random phone-call model, where in each round every node chooses a random node to communicate with, assuming the communication graph is complete. Our results hold for arbitrary communication graphs.
Additional recent work includes the work of Bradonjić et al. [6] , who analyze information spreading in random geometric graphs, and the work of Georgiou et al. [15] , studying information spreading in asynchronous networks. Sarwate and Dimakis [24] and Boyd et al. [5] study the problem in wireless sensor networks.
The quasirandom model for information spreading has been introduced by Doerr et al. [11] , and studied subsequently in [12, 14] , as an approach to reduce the amount of randomness. In this model each node has a (cyclic) list of its neighbors, in which it chooses randomly a starting position. It then accesses its list sequentially using this starting position. The paper [11] shows that this model behaves essentially the same as the randomized model.
Organization.
The rest of the paper is organized as follows. We give an overview of the notions of conductance, weak conductance, and partial information spreading in Section 2. In Section 3, we present our algorithm for obtaining full information spreading. The analysis of the number of rounds required by our algorithm is given in Section 4. Finally, Section 5 presents the application of our results to the leader election problem, followed by a discussion in Section 6.
Preliminaries
The notion of graph conductance was introduced as a measure of how well-connected a graph is. For a given cut
where P is the stochastic matrix associated with the communication of the nodes.
The conductance of the graph is then defined to be the minimal such value, taken over all cuts:
Notice that the conductance satisfies 0 ≤ Φ(G) ≤ 1, since for every i ∈ S we have j∈V \S P i,j ≤ j∈V P i,j = 1.
We refer the reader to [7] for a proof that this definition, which slightly differs from the traditional definition of conductance [25] , is equivalent for a symmetric stochastic matrix P ; also, it is shown in [7] that such a symmetric matrix P can represent a model of random choices of neighbors that is different from our model (where node i chooses each neighbor with probability 1/d i ), but this model is dominated by our model, namely, the analysis of the time required for fast information spreading in the symmetric model holds also in our model, which can only do better.
For some applications, partial information spreading suffices, namely, the condition that each node receives the information of all other nodes (to which we refer as full information spreading) can be relaxed to smaller amounts of information. Formally, for some values c ≥ 1 and δ ∈ (0, 1), we require that with probability at least 1 − δ every message reaches at least n/c nodes, and every node receives at least n/c messages. An algorithm that satisfies this requirement is called (δ, c)-spreading. Indeed, the special case where c = 1 corresponds to full information spreading.
When only a relaxed spreading guarantee is required, the concept of weak conductance can be used in order to analyze partial information spreading. While conductance provides a measure for the connectivity of the whole graph, weak conductance measures the best connectivity among subsets that include each node. Formally, for an integer c ≥ 1, the weak conductance of a graph G = (V, E) is defined as:
where ϕ(S, V ) is defined in (2.1). Indeed, in the special case where c = 1, the weak conductance of G is equal to its conductance, namely, Φ 1 (G) = Φ(G). Moreover, this definition implies that the weak conductance of a graph is a monotonically increasing function of c; therefore, the weak conductance of a graph G is at least as large as its conductance.
The following theorem bounds the number of rounds required for (δ, c)-spreading. 
Φc(G)
. However, we emphasize that the proof of this theorem gives actually a much stronger result. For any vertex v ∈ V , let V v be the component realizing the definition of the weak conductance. Then it is shown in [7] that the above is a bound on the number of rounds required for every node v to obtain the message m(u) of every u ∈ V v , and for every u to obtain m(v). We refer the reader to the above paper for the proof, and state the stronger result, which we later use in our analysis. THEOREM 2.2. For any δ ∈ (0, 1), with probability at least 1 − δ, the number of rounds required for every node v to obtain the message m(u) of every u ∈ V v , and for every
Therefore, for all nodes v ∈ V , the sets V v will be central to our analysis. These sets depend on the value of c, which is omitted to avoid excessive notation.
We proceed by giving examples of the conductance and weak conductance of different graphs. A clique has constant conductance. Its weak conductance is equal to its conductance, since for every node i the best subset V i is V itself. The conductance of a path is 1 n , while its weak conductance improves only to c n . For these two examples, the weak conductance is in the same order as the conductance for some constant c ≥ 1. The c-barbell graph is an example of a graph with very small conductance (for which, to the best of our knowledge, it was not known up to this work how to achieve fast information spreading), but large weak conductance. The c-barbell graph, which is a generalization of the barbell graph, consists of a path of c cliques, where each contains n/c nodes (see Figure 1) . The c-barbell graph is associated with the transition matrix P for which P i,j = 1/ n c for every two neighbors, P i,i = 1/ n c for every node i that does not connect two cliques, and P i,i = 0 for every node i connecting two cliques. While the conductance of this graph is 1/(
2 ) while the weak conductance is Θ(1). Indeed, the barbell graph has been studied before [1, 4] as a graph for which information spreading requires a large number of rounds (in [1] the context is random walks, which is closely related, since the path of a message can be viewed as a random walk on the graph).
There are additional families of graphs that have a similar property of small conductance and large weak conductance. Examples include rings of cliques and other structures with c equal-sized well-connected components that are connected by only a few edges.
A Fast Information Spreading Algorithm
Our algorithm for obtaining full information spreading applies several phases of partial information spreading, interleaved with our deterministic spreading on a scalable subgraph. We emphasize that the only initial information a node has is the size of the network n and the set of its neighbors. No value of c is given to the nodes nor do they aim to obtain partial information spreading; c is only used for analysis. Moreover, the information spread contains no additional headers, only the information m(v) of different nodes.
We consider a synchronous system with n nodes V = {v 1 , v 2 , . . . , v n }, represented by a graph G = (V, E). In each round r, every node contacts one of its neighbors, as explained below, and exchanges information with it. For the analysis, we consider each round r as a sequence of n events of information exchange, ordered by the ID of the node that initiated the exchange (if both nodes choose each other we consider the node with the smaller ID as the initiator). We number these events by an event time t, such that rn ≤ t < (r + 1)n. However, these exchanges occur in parallel, which means that a node sends information it had by the end of the last round, without additional information it may have received in the current round.
For
whose message is received for the first time, unless it is received from u itself and v is the initiator of this information exchange.
We emphasize that a node v which removes a node u from B t (v) can still contact node u if it happens to be its random choice in an even-numbered round r.
Each node v also maintains a buffer M t (v) of received messages, initialized to consist only of its own message m(v). When v has all n messages it returns the buffer M t (v) as its output. The pseudocode for a node v appears in Algorithm 1.
Algorithm 1 Full information spreading code for node
Add new messages to M t (v) 10:
for every node u ∈ N (v) 11:
if v receives m(u) for the first time from w and w = u 12:
or v receives m(u) for the first time from w ′ 13:
At every event time t, for every node v we define a partition of N (v) into three sets, as follows.
• W hite t (v) = B 0 (v) \ B t (v) : The set of nodes that have been removed from B 0 (v),
The set of nodes at event time t guaranteed to never be removed from B 0 (v),
The rest of the nodes, which may or may not be removed in later event times.
We illustrate this partition on the directed graph G t = (V, E), which is the same as the communication graph, but with colors associated with each edge at event time t: if u ∈ W hite t (v) then (v, u) is colored white, if u ∈ Black t (v) then (v, u) is colored black, and otherwise (v, u) is colored grey.
We start the analysis with four simple claims regarding the colors of the edges of G t . The formal statements appear in the next lemma, whose proof is given in Appendix A. (iv) If (v, u) and (u, v) are both grey, they cannot turn both white at the same time step.
We are now ready to prove a key lemma in our analysis, which shows that whenever a node v removes a neighbor u from B t (v), that is, the edge (v, u) is colored white, there is an undirected path of edges between v and u that are guaranteed to never be removed, i.e., a black path. 
Proof. The proof is by induction on the time step t, where the base case for t = 0 is the initial coloring of the graph. By Lemma 3.1 (i), at this time all the edges are colored grey, therefore the lemma holds vacuously. For the induction step, assume that the lemma is true for every edge that turns white in a step t ′ < t. We prove the lemma for any edge (v, u) that turns white at time t. If this happens, then one of the conditions in line 11 or line 12 of the algorithm is satisfied. We distinguish between two cases.
Case 1: Node v receives m(u) for the first time from node w = u, and removes node u from B t (v). The fact that w has the message m(u) at this time implies that m(u) traveled a path u = a 0 , a 1 , . . . , a ℓ ′ = w by time t − 1. For all 0 ≤ i < ℓ ′ , there has been information exchange between a i and a i+1 , which implies that both nodes have each other's message. Lemma 3.1 (ii) implies that both edges (a i , a i+1 ) and (a i , a i+1 ) are not grey.
Assume that for some i, both edges are white (if no such i exists then we are done). By Lemma 3.1 (iv), these two edges could not have turned white at the same time step. Let t ′ be the time step in which the second edge turned white. By the induction hypothesis, at time t ′ there was an undirected path a i = b i,0 , b i,1 , . . . , b i,ℓi = a i+1 colored black. Going over all such values of i, we have that there is an undirected black path between u and w (see Figure 2) .
It remains to show that there is a black path between v and w. Since v and w exchange information, by Lemma 3.1 (ii), both edges (v, w) and (w, v) are colored. Assume that they are both colored white (otherwise we are done). Then (v, w) does not turn white in event time t because v is the initiator. This implies that (v, w) turns white at some time t ′ < t. By the induction hypothesis, there is an undirected black path between v and w at that time, which completes the proof of this case. Case 2: Node v receives m(u) for the first time from node w ′ which was the initiator of the information exchange, and removes node u from B t (v). The proof follows the lines of Case 1 to show that there is an undirected black path between u and w ′ . It then remains to show that there is a black path between v and w ′ . A similar argument to that of Case 1, replacing the initiator v with w ′ , proves that there is such a path. Lemma 3.2 guarantees that after removing elements from the sets B t (v) of different nodes, the nodes always remain connected by black and grey edges, even though white edges in the communication graph are ignored in line 4 of the algorithm. Again, recall that a node v can still contact a neighbor u it removed from B t (v), by choosing it in line 2 of the algorithm. Finally, we note that for every round r and node v, only one edge can be colored black by v through all n event times of this round, since a node u joins Black t (v) only if u is the unique node w with whom v initiated information exchange at event time t.
CLAIM 1. For every round r and every node v we have that
|Black n(r+1)−1 (v)| − |Black nr (v)| ≤ 1.
Analysis
We now claim that there are not too many black edges outgoing from any node v. This will guarantee that every neighbor remaining in B t (v) will be eventually contacted after a small number of rounds. The precise measures of these amounts will be defined later.
For the rest of this section, we fix a value c > 1 and a value δ ∈ (0, 1/3c). However, we emphasize that these values are not used in the algorithm, and are therefore unknown to the nodes. They are only used for the analysis 4 , and eventually we will choose a value c that minimizes the number of rounds.
Let
, the number of rounds obtained in Theorem 2.2. We consider phases of the algorithm, each phase consisting of 2T rounds. The outline of our analysis is as follows. Recall that, for any v ∈ V , V v is the component realizing the definition of the weak conductance. Roughly speaking, Theorem 2.2 shows that with high probability after one phase a node v has the messages of all nodes u in its component V v , since the even-numbered rounds comprise of regular information spreading. We then show that after three phases, a node v has the messages of all nodes that are either in its component or in an intersecting component. Finally, we show that after c(6T + 2c) rounds, a node v has the messages of all nodes. This strongly relies on the connectivity argument in Lemma 3.2, and a careful bookkeeping of the number of edges in B t (v) throughout these phases. In addition, we need to keep track of the probability of failure in every phase.
We begin by using Theorem 2.2 to show that starting from any round r 0 , after one phase of the algorithm we have spread the information of M nr0 (v) inside the component V v (instead of just m(v) if r 0 = 0). We emphasize that the probability of success is for all nodes v to satisfy the requirements. Proof. Consider the state of the buffers M nr (v) after r = r 0 + 2T rounds. By Theorem 2.2, and since 2T rounds consist of T even-numbered rounds, with probability 1 − δ every node v has all messages M nr0 (u) of every u ∈ V v , and every u ∈ V v has M nr0 (v).
We consider the progress of the algorithm after three phases. For every node v we define the set
Let r 0 be a round number. After round r = r 0 + 6T , with probability at least 1 − 3δ, for every node v we have {x∈Av} 
Proof. Consider the algorithm after 6T rounds. Let v be a node and u a node not in V v . If V v ∩ V u = ∅ then there is a node w ∈ V v ∩ V u . Lemma 4.1 implies that after 4T rounds w has all messages M nr0 (x) of nodes x in V u (one phase for u to receive M nr0 (x) of every x ∈ V u and another phase for this information to reach w ∈ V u ). Applying Lemma 4.1 again gives that w spreads these messages to v in 2T additional rounds. That is, v has the messages M nr0 (x) of all nodes x in V v ∪ u∈Iv V u . All three phases of information spreading need to succeed for the above to happen. A simple union bound on the probability that either fails gives that with probability at least 1−3δ all three phases succeed.
After each node v has all the messages of nodes in A v , it takes only 2c rounds for all remaining grey edges to turn white or black. The reason we handled nodes in A v separately in Lemma 4.2 is that nodes that are outside A v have components that do not intersect V v , adding at least n/c new messages to the messages of nodes in V v . This allows us to claim that soon there are no more grey edges in the graph (see Figure 3) . LEMMA 4.3. After r = 6T + 2c rounds, with probability at least 1 − 3δ, for every node v we have that
Proof. Let S i v be the set of nodes u such that v receives the message m(u) after r i = 6T + 2i rounds. We claim that with probability at least 1 − 3δ, for every node v and every i, 1 ≤ i ≤ c, after round r i the buffer M nri (v) of messages v receives either contains m(u) of all nodes in N (v), or there are i different nodes u 1 , . . . , u i such that V uj ∩ V u k = ∅ for all 1 ≤ j < k ≤ i, and for every 1 ≤ j ≤ i we have
We prove this claim by induction. For the base case i = 1, by Lemma 4.2, we have that with probability at least 1 − 3δ, after 6T ≤ r 1 rounds each node v has m(u) of all nodes u in A v , therefore we choose u 1 = v.
We next assume that the claim holds up to i − 1 and prove it for i. By the induction hypothesis, with probability at least 1 − 3δ, for every node v we have after round r i−1 = 6T +2(i−1) that there are i−1 nodes u 1 , . . . , u i−1 such that
contains all nodes in N (v) then we are done. Otherwise, there is a node u ∈ N (v) such that the edge (v, u) is grey at the beginning of round r i . In the next oddnumbered round v contacts such a node u. Since u ∈ S i−1 v , by the induction hypothesis we have u ∈ A uj for every
This completes the proof of our claim. The claim implies that after 6T + 2c rounds, either v has m(u) for every u ∈ N (v), or there are c different nodes u 1 , . . . , u c such that V uj ∩ V u k = ∅ for all 1 ≤ j < k ≤ c, and for every 1 ≤ j ≤ c we have A uj ⊆ S c v . In particular, v has the messages of all nodes of the pairwise disjoint sets V uj for 1 ≤ j ≤ c, all of which are of size n/c, which implies that v has all messages.
Having the messages of all components of the neighbors of a node immediately implies no more grey edges. In addition, by Claim 1, we can bound the number of out-going black edges for each node. COROLLARY 4.1. After 6T + 2c rounds, i.e., for t = (6T + 2c)n, with probability at least 1 − 3δ, for every node v, we have B t (v) = Black t (v), and |B t (v)| ≤ 6T + 2c.
We are now ready to prove our main lemma, which bounds the complexity of the algorithm. Roughly speaking, the argument follows the line of proof of Lemma 4.3, but instead of considering grey edges, it relies on having connectivity among the black edges. LEMMA 4.4. With probability at least 1 − 3cδ, after at most r = 2c(6T + 2c) rounds, for every node v we have
Proof. Let r 0 be a round number, and let S Proof. We prove the claim by induction. For the base case i = 1, by Lemma 4.2, with probability at least 1 − 3δ, after r 0 + 6T ≤ r 1 rounds, for every node v we have
Next, we assume that the claim holds up to i − 1 and prove it for i. By the induction hypothesis, with probability at least 1 − 3(i − 1)δ, for every node v we have after round
contains all nodes then we are done. Otherwise, by Lemma 3.2 and Corollary 4.1, by this time there is an undirected black path between any two nodes of the graph, and specifically, there is a node u ∈ S i−1 v connected by a black edge to some node w ∈ S i−1 v . Since after 6T + 2c rounds all nodes v have at most 6T + 2c nodes in B t (v), after at most 6T + 2c additional rounds each node contacts each of its black neighbors. Therefore, after round r ′ = r 0 + 2(6T + 2c) the node w has the messages of all nodes in
By the induction hypothesis with r ′ replacing r 0 , after r ′ i−1 additional rounds v has them as well, with another factor of 3δ added to the probability of failure. Formally,
We now prove that taking u i = u satisfies the requirements of our claim. Since u ∈ S i−1 v , by the induction hypothesis we have u ∈ A uj for every 
Φc(G)
+ c)) rounds, with probability at least 1 − 3cδ.
Looking at some specific values of the parameters in the above theorem we get that Algorithm 1 is fast for graphs with scalable weak conductance (for a scalable value of c). For example, if c = polylog(n) and Φ c = polylog(n), then our algorithm requires a polylogarithmic number of rounds. The probability of failure is 3cδ, which is O(polylog(n)/n) if δ = 1/n, and O(1/n) if c is a constant; in both cases it is o(1).
Application: Fast Leader Election
In this section we show how our algorithm for fast information spreading enables to improve the previously known results for the leader election problem, in which the nodes of a network need to choose a leader, i.e., agree on the ID of a single node. This fundamental problem allows coordination of processes and symmetry breaking in many distributed applications.
Being a central paradigm in distributed computing, leader election has been widely studied, in different models of communication and under different assumptions, dating back to 1977 [18] . Much effort was invested in the special case of a ring, where the underlying communication graph is a cycle of the n nodes, see, e.g., [2, Chapter 3] . Other research includes work on general graphs, in models that differ from ours. Peleg [20] assumes a node can send information to all its neighbors in a round. Ramanathan et al. [23] obtain logarithmic number of rounds in a model where each round consists of communication between a single node and a set of nodes it chooses among all nodes. In addition to the difference in models, the error probability in their algorithm refers to correctness, i.e., it may be that more than one leader is elected.
In contrast, our algorithm uses full information spreading with the message of each node consisting of its ID, and choosing the node with the maximal (or minimal) ID. With this approach, safety is never compromised, i.e., no two nodes can choose different leaders in any execution. The probability of failure in a certain number of rounds refers to executions in which some nodes do not receive all the required information and therefore do not choose a leader at all. Following Theorem 4.1, electing a leader using our full information spreading algorithm is fast in graphs with large weak conductance. This gives THEOREM 5. 
Φc(G)
Discussion
This paper studies information spreading, presenting a hybrid algorithm, which interleaves random neighbor choices with deterministic ones for exchange of information. Our algorithm is fast on graphs which have large weak conductance. For graphs which also have small conductance, it substantially improves upon the running times of previously known algorithms, from polynomial to polylogarithmic number of rounds.
A by-product of our algorithm is the maintenance of a connected scalable-degree subgraph, which we believe will find additional applications. Specifically, it may be possible to obtain scalable-degree spanners with low stretch, by applying similar techniques.
An intriguing open question is whether there is a nontrivial lower bound on the number of rounds required for information spreading as a function of the weak conductance of the underlying graph. Another avenue for future research is to adapt our algorithm to failure-prone environments, as resilience to faults is typically required in practical scenarios.
Finally, we note that our model allows messages of unbounded size. Bounding the size of messages is another direction for further research.
