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Abstract
The tracking detector of ATLAS, one of the experiments at the Large Hadron
Collider (LHC), will be upgraded in 2024-2026 to cope with the challeng-
ing environment conditions of the High Luminosity LHC (HL-LHC). The
LPNHE, in collaboration with FBK and INFN, has produced 130 µm thick
n− on− p silicon pixel sensors which can withstand the expected large par-
ticle fluences at HL-LHC, while delivering data at high rate with excellent
hit efficiency. Such sensors were tested in beam before and after irradiation
both at CERN-SPS and at DESY, and their performance are presented in
this paper. Beam test data indicate that these detectors are suited for all
the layers where planar sensors are foreseen in the future ATLAS tracker:
hit-efficiency is greater than 97% for fluences of Φ .7 × 1015neq/cm2 and
module power consumption is within the specified limits. Moreover, at a
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fluence of Φ = 1.3 × 1016neq/cm2, hit-efficiency is still as high as 88% and
charge collection efficiency is about 30%.
Keywords: Silicon Radiation Detectors, LHC, HL-LHC, Radiation
Hardness
1. Introduction
CERN plans to upgrade the LHC into a high luminosity machine (High Lu-
minosity LHC, HL-LHC) [1] to expand its physics reach. For this reason the
ATLAS detector [2] will undergo a series of upgrades in the next years. In
particular the ATLAS Inner Detector (ID, [3, 4]) will be replaced starting in
2024 by an all-Silicon system, the ATLAS Inner Tracker (ITk, [5, 6, 7]); data
taking should resume in 2026. The new ATLAS tracking system will have to
assure the same performance as the actual ID but in the much harsher en-
vironment of the HL-LHC. The upgraded LHC will deliver 5-7 times larger
instantaneous luminosity, which translates into a similar increase of event
pile-up, tracks density and radiation fluences/doses with respect to the LHC
design values; the goal for HL-LHC is to deliver an integrated luminosity
of 4000 fb−1 by 2037, after 10 years of operation [7]. The ATLAS ITk will
include pixel detectors closest to the interaction point and micro-strip detec-
tors at larger radii. The ITk Pixel Detector [7] will comprise 5 barrel layers
and multiple rings to cover the very forward region, down to |η| = 4.1
The innermost pixel layers of ATLAS ITk are expected to integrate a
radiation fluence Φ of 1-2×1016 1 MeV equivalent neutrons (neq)/cm2 by the
end of 2037; this is a factor 4 larger than what the actual ATLAS Insertable
B-Layer (IBL [8, 9]) is expected to have integrated by the end of 2023. Such
a large increase in radiation fluence, with the request of a hit reconstruc-
tion efficiency of at least 97% [6] through the whole lifetime of the detector,
dictates an activity of R&D toward thin pixel sensors in planar technology,
with thicknesses of the order of 100-150 µm, to mitigate the impact of charge
1ATLAS uses a right-handed coordinate system with its origin at the nominal inter-
action point (IP) in the centre of the detector and the z-axis coinciding with the axis of
the beam pipe. The x-axis points from the IP towards the centre of the LHC ring, and
the y-axis points upward. Cylindrical coordinates (r,φ) are used in the transverse plane,
φ being the azimuthal angle around the z-axis. The pseudorapidity is defined in terms of
the polar angle θ as η = − ln tan(θ/2).
2
trapping from radiation damage induced defects. As a reminder, the AT-
LAS IBL planar sensors are 200 µm thick, while outer ATLAS Pixel detector
layers feature 250 µm thick sensors. The main effect of such large radiation
fluences will be the loss of collected signal, which can be as high as 70% for
the largest HL-LHC fluences even for 200 µm thick detectors [8, 10].
In this paper we report on the beamtest performance of thin n− on− p
silicon pixel detectors aimed at the ATLAS ITk pixel innermost layers. In
Section 2 the characteristics of the joint LPNHE/FBK/INFN pixel produc-
tion will be presented, together with details of the irradiation campaign some
detector modules from that production went through. After having discussed
the beamlines used, the tracking telescope, and the data-acquisition, recon-
struction and analysis software (Section 3), the beamtest results will be pre-
sented in Section 4. Conclusions will be drawn in Section 5.
2. LPNHE/FBK/INFN Thin Sensors Production and Irradiation
Campaign
Thin n − on − p planar pixel sensors have been realised at FBK2 on high
resistivity p-type 150 mm (6”) wafers within the framework of the INFN
Phase-2 program [11]. Si-Si Direct Wafer Bonded (DWB) wafers were cho-
sen to fabricate pixel detectors; they are obtained by bonding together two
different wafers: a high-resistivity (HR) Float Zone (FZ) sensor wafer and a
low-resistivity (LR) Czochralski handle wafer. The FZ wafer is thinned to
the desired thickness value, so as to obtain a wafer with a thin active layer
plus a relatively thick mechanical support layer. P-type wafers of two differ-
ent active depths (100 and 130 µm) with 500 µm thick handle wafers were
used. The wafer layout included sensors compatible with one and two FE-I4
chip [12] modules (one chip module surface ∼ 20×16.8 mm2), with pixel cell
size of 50×250 µm2. In Figure 1 a picture of one wafer from this production is
shown. The ITk Pixel Detector modules will be equipped with a completely
new readout chip; a first prototype, the RD53A [13], was recently produced.
The pixel cell size is of 50×50 µm2; it can be used to readout a sensor with
pixel cells of the same size but also the 25×100 µm2 option is currently being
explored.
Permanent biasing structures were implemented on the pixel sensors, con-
sisting of a small circular n+ implant (bias dot) in the corner between four
2FBK-CMM (Trento, Italy): http://cmm.fbk.eu/
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Figure 1: Wafer from the n− on− p planar technology production [11] whose layout was
mainly based on ATLAS FE-I4 and CMS PSI46 [14] designs. The red rectangle encircles
one pixel sensor compatible with the FE-I4 readout chip.
neighbouring pixel cells; all bias dots were shorted together through a metal
line (bias lane). Thanks to these structures, by exploiting the punch-through
mechanism, the pixels could be tested electrically before bump-bonding to
the readout chips. In Figure 2 a scheme of the pixels cells. The diameter
of the implant of the bias dot is of 27 µm; the metallization diameter is
4 µm smaller. The pixel implant is 37 µm high and about 200 µm long; the
metallization of the pixel cell is about 3 µm shorter on both sides. As a com-
parison in Figure 2 a scheme of pixel cells from a previous production [15] is
shown, where the temporary metal solution [16] was used to bias the sensor
before bump-bonding. In this case the pixel implant is 27 µm high and about
220 µm wide. The pixel metallization is 4 µm wider than the implant.
2.1. Pixel module irradiation
Radiation hardness was tested by measuring the performance of irradiated
pixel sensors connected to FE-I4 readout chips. Two sensors, named W80
and W30, were taken from two different sensor wafers, with thickness of 130
4
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Figure 2: (left) Schematic view of parts of pixel cells presented in this article. The salient
parts are indicated. (right) The scheme of pixels cell from a previous production [15] is
reported, where temporary metal lanes where used for biasing before bump-bonding.
(100) µm for W80 (W30); the sensors had different number of guard rings
(GRs), 2 and 5, respectively. Sensors details are summarised in Table 1. In
both detector assemblies the 500 µm thick handle wafer was not thinned.
A Benzo-Cyclo-Butene (BCB) layer was deposited on the sensors for spark
protection (for more details [17, 18]). Each sensor was bump bonded to an
FE-I4 chip at IZM, Berlin3.
The irradiations of W80 and W30 were carried at room temperature at
the CERN IRRAD facility4 using a 24 GeV/c proton beam. For both pixel
modules the irradiation was staged in two steps. Table 1 gives the details
of the irradiation program for the two modules tested from that production,
W80 and W30; their characteristics are reported too. It has to be noted that
the IRRAD beam profile is gaussian with FWHM ranging from 12 to 20 mm.
In summary W80 (W30) received during the first irradiation experiment
an average fluence φ of about 3 (4) ×1015 neq/cm2 and of 7 (7)×1015 neq/cm2
during the second irradiation experiment; after the second irradiation exper-
iment the average cumulative fluence Φ received by W80 (W30) was of about
1.0 (1.1)×1016 neq/cm2.
At the IRRAD facility several beam position monitors (BPMs), which
register the beam intensity during the irradiation along the horizontal and
3Fraunhofer-Institut fu¨r Zuverla¨ssigkeit und Microintegration: https://www.izm.
fraunhofer.de/en.html
4http://ps-irrad.web.cern.ch/
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Table 1: Irradiation program for the two FE-I4 pixel modules W80 and W30. For both
pixel modules the irradiation was staged in two steps; the average fluence φ is reported
for each step. The average cumulative fluence Φ after the second step is reported too.
Module name Beam spot size <Fluence> φ <Cumulative fluence> Φ
(thickness [µm], # of GRs) (FWHM - [mm2]) [1015 neq/cm
2] [1015 neq/cm
2]
W80 (130, 2) 20×20 3 3
W30 (100, 5) 12×12 4 4
W80 (130, 2) 20×20 7 10
W30 (100, 5) 20×20 7 11
vertical direction orthogonal to the beam, allow reconstructing the beam
profile. The accuracy in the position determination is of the order of 2 mm,
which includes the different sources of misalignment. Figure 3 shows the
beam profile intensity projected along the horizontal and vertical direction;
the two projections have been fitted with a gaussian to determine the center
position and the beam widths. It can be seen that the center vertical position
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Figure 3: Projections of the proton beam profile used at CERN IRRAD to irradiate
the W80 module. Left: horizontal direction; right: vertical direction. A gaussian fit is
superimposed. The (0,0) position correspond to the nominal beam center.
is not compatible with y = 0; this has been confirmed by the IRRAD facility
managers.
The dosimetry information made possible to estimate the total delivered
proton fluence, transformed then into neq/cm
2 using an hardness factor κ =
0.59, with an uncertainty of about 10%. In Figure 4 the fluence profile after
the second irradiation step is reported for the W80 module. It can be seen
that the highest fluence is about Φ = 1.4×1016 neq/cm2, while at the detector
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Figure 4: Fluence profile for W80 module after the the second irradiation step. The area
covered by the figure corresponds to the surface of the W80 pixel module.
periphery the fluence is as low as Φ = 3.5 × 1015 neq/cm2. Thanks to the
high segmentation of the pixel detector modules it was then possible to probe
several fluences over a large range of values with just one pixel detector.
2.2. Electrical Performance after Irradiation
In what follows the pixel sensor leakage current and power consumption
performance are presented as a function of the bias voltage. The average
cumulative fluence Φ from Table 1 is used as a measure of the irradiation
fluence received by the module itself5. The leakage current as a function of
the bias voltage for different fluences and at different temperatures is reported
in Figure 5 for the W80 pixel module after irradiation.
The trend of the leakage as of function of bias voltage for the largest
fluence seems compatible with a convex function, while the one for the lowest
fluence looks more like a concave function. One possible explanation for the
trend at large fluence is the onset of impact ionisation, leading to current
multiplication.
5The leakage current per pixel cell was not recorded; only the leakage current of the
whole module is available
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6.1 FBK-LPNHE Productions
The dosimetry information made possible to estimate the total delivered proton fluence, trans-
formed then into neq/cm2 using an hardness factor of Ÿ = 0.59, with an uncertainty of about
10%.
Thanks to the high segmentation of the detector modules it was then possible to probe several
fluences over a large range of values with just one pixel detector.
In the two upcoming paragraphs, the leakage current and power dissipation of W80 sensor will
be reported. The measurements of the leakage current and the sensor power dissipation were
performed with the electronic chip powered on.
Leakage current
The leakage current Ileak of W80 module was measured after each irradiation steps at low
temperature. Its evolution as a function of the bias voltage is presented in Figure 6.11.
x T=-37°C
T=-40°C
T=-38°C
x
x
Irradiated: Average Fluence of 1x1016neq/cm2, T=-37°C 
Irradiated: Average Fluence of 1x1016neq/cm2, T=-40°C 
Irradiated: Average Fluence of 3x1015neq/cm2, T=-38°C 
Figure 6.11 – Current-Voltage curves of W80 sensor after a fluence of 3◊1015 neq/cm2 (green
markers) and after an cumulative fluence of 1◊ 1016 neq/cm2 (blue and yellow markers). The
temperature is indicated in the legend.
The leakage current (I) is known to increase linearly with the fluence ( ):  I = –V  , where
– ≥ 4◊ 10≠17 A/cm and V is the volume of the sensor [79]. The defects in the bulk act as
emission center of electrons and holes and this leads to increase of the leakage current in the
sensor. By comparing the two fluences 3◊ 1015 neq/cm2 and 1◊ 1016 neq/cm2 at -38¶C it is
clear from the plateau of the curves that radiation induce an increase of the leakage current: at
600 V, Ileak( = 3◊1015 neq/cm2)ƒ9 µA and Ileak( = 1◊1016 neq/cm2)ƒ 71 µA.
Due to the variation of the intrinsic charge density with temperature, the leakage current depen-
dency on temperature is large, as shown from the comparison of the two IV curves at a fluence
of 1◊1016 neq/cm2 at -40¶C and at at -37¶C. At 600 V, the leakage current at -40¶C is 47µA,
97
Figure 5: Current-Voltage curves of W80 sensor afte fluence of 3× 1015 neq/cm2 (green
markers) and after a cu ulative fluence of 1 × 1016 neq/cm2 (blue and yellow markers).
The temperature at which t e measurements were taken is indicated in the legend.
The increase of leakage current I with the fluence Φ is expected to be
linear: ∆I = αV Φ, where α ∼ 4× 10−17A/cm is the so-called curre t related
damage ra [19] and V is the volume of th sens r. The data r ported in Fig-
ure 5 were used to extract the current related da age rate α at Vbias = 600 V
after rescaling the current to t = 20◦ C. The leakage current was rescaled ac-
cording to the formula of Ref. [20] (I(T ) ∼ T 2 exp(−Eeff/(2kBT )) with two
Eeff values, i.e. 1.12 and 1.21 eV; two Eeff values were considered because
recent measurements6 favour a value for Eeff close to the energy gap Eg.
As it can be seen in T ble 2, for all fluences, temper tur s and Eeff values
the current related damage rate α values are in the correct ballpark. The
two results for the largest fluence at two slightly different temperatures are
in good agreement, which indicates the reproducibility of the method.
From Table 2 it can be seen that the value of α for the largest fluence can
be as high as twice the “standard value” (4 × 10−17A/cm ). This result,
together with the fact that the leakage current curve is compatible with a
6MPG ATLAS group, private communication
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Table 2: Current related damage rate α values for W80 sensors at Vbias = 600 V for
two fluences and different temperatures. The uncertainty on the values is due to the
temperature uncertainty of 1◦ C.
α
(10−17A/cm)
Eeff = 1.12 eV Eeff = 1.21 eV
Φ = 3× 1015neq/cm2, t = -38◦ C 2.6± 0.4 4.0± 0.6
Φ = 1× 1016neq/cm2, t = -40◦ C 5.2± 0.7 8.2± 1.2
Φ = 1× 1016neq/cm2, t = -37◦ C 5.3± 0.7 8.2± 1.2
convex function, might be a strong argument in favour of the onset of impact
ionisation. It has to be anyhow noted that pixel modules did not undergo
the “standard” annealing of 80 minutes at 60◦ C (they were kept cold most
of the time after irradiation and they were always measured at below 0◦ C
temperature7); hence it cannot be ruled out a contribution to the leakage
current to non-annealed defects [19].
In Figure 6 the power dissipation per unit area of the W80 detector after
irradiation is reported as a function of bias voltage, for different fluences and
temperatures; the power dissipation was computed as the product of leakage
current times bias voltage.
At a bias voltage of 600 V the power dissipation per unit area is about
6 mW/cm2 after a fluence of 3 × 1015 neq/cm2 when scaled to t = −25◦ C
(the expected pixel detector temperature at ITk [7]) using the same for-
mula used for the leakage current; this power dissipation is just below the
specification for ITk pixels at Φ = 2 × 1015 neq/cm2 (6.4 mW/cm2 [7]). At
Φ = 1×1016 neq/cm2 the power dissipation is about 40 mW/cm2; this value is
comparable to what has been reported in [21] for 100 µm thick pixel detectors
aimed at ITk.
7They spent some unknown amount of time at room temperature after irradiation at
IRRAD facility
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6.1 FBK-LPNHE Productions
x
x
x
T=-40°C
T=-38°C
T=-37°CIrradiated: Average Fluence of 1x1016neq/cm2, T=-37°C 
Irradiated: Average Fluence of 1x1016neq/cm2, T=-40°C 
Irradiated: Average Fluence of 3x1015neq/cm2, T=-38°C 
Figure 6.12 – Sensor power dissipation curves of W80 sensor after a fluence of 3◊1015 neq/cm2
(green markers) and after a fluence of 1.1◊1016 neq/cm2 (blue, yellow and red markers). The
green, blue and yellow markers gives results obtained at ƒ≠40¶C.
6.1.4 Production 3: Thin and Active edge sensors
The last production [123] combines the two technologies previously presented as it features active
edge sensors on thin substrates. Two bulk thicknesses are considered: 100 µm and 130 µm as
the silicon substrates were the same as the second production. The distance between the trench
and the last pixel has been reduced down to 50 µm, while the number of guard rings was at
maximum 1.
The design of the active edge is di erent than the one used in the first production as it consists
of a staggered trench whose dimensions are documented in Figure 6.13. It is composed of two
fences of edge segments surrounding the active area of the sensor. The first edge fence starts
at 37 µm from the last pixel limit and the second one starts at 52 µm. The segments, which
pass through the whole sensor thickness, have a pitch of 70 µm and a length of 45 µm. The
dicing lane is 350 µm away from the outermost trench fence; as a first test of this new edge
design, a conservative distance for the distance between the last fence and the dicing line has
been adopted. For future productions, this distance will be reduced. One of the advantages of
this new edge design is that in principle the sensor wafer does not require a support wafer.
Concerning the pixel design, the implant is wider with respect to the first two productions,
and the corners are more squared than the previous productions as indicated in Figure 6.14. A
temporary metal line, similar to the one used in the first production, was deposited to bias the
sensor before bump-bonding and removed after the electrical test phase.
One sensor of this production, named M1.4, was tested on beam before and after irradiation.
M1.4 is 130 µm thick, its pixel to trench distance is ƒ 50 µm (37 µm for the innermost fence and
52 µm for the outermost) and it does not possesses guard rings. M1.4 was uniformly irradiated
99
Figure 6: Sensor power dissipation curves of W80 sensor after a fluence of Φ = 3 ×
1015neq/cm
2 (green markers) and after a fluence of Φ = 1× 1016neq/cm2 (blue and yellow
markers). The temperature is indicated in the legend.
3. Testbeam Data aking
Measurements reported here were carried out in 2017 and 2018 at the DESY
beam test facility 8 and at the CERN-SPS experimental area 9, using copies
of the EUDET/AIDA telescope [22]. At DESY, 4 GeV/c electrons from an
almost continuous beam were used. At CERN, 120 GeV/c positive pions
were used. The time structure of the beam was organised in spills within
a super cycle of several tens of seconds. In what follows a summary of the
experimental conditions will be given; more details of the testbeam facilities,
tracking telescopes, data acquisition syste , reconstruction and analysis soft-
ware used can be found in Refs. [15] and [23].
The devices under test (DUTs) were mounted between the two arms of
the tracking telescope. Each telescope arm comprised three Mimosa26 [24]
sensing planes. Each Mimosa26 sensor matrix is composed by 576×1152
pixels of 18.4 µm pitch. Dur ng the measur ments the DUTs were oused in
8http:// estbeam. esy.de/
9http://sba.web.cern.ch/sba/
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a cooling box which assured the DUTs were at controlled temperature (down
to -50◦ C) and protected from light. Data acquisition was triggered by the
coincidence signal of two plastic scintillators, whose overlap area was about
1 cm2.
Prior to data taking, the DUTs were carefully tuned to choose a threshold
value and the correspondence between the Time-over-Threshold (ToT) [12]
value and input charge is calibrated. In our DUTs, the signal generated by a
MIP10 traversing the sensor is digitized into a 4 bit ToT register. The thresh-
old is chosen to assure high signal efficiency while minimising the noise. For
our thin sensors (100-130 µm thickness) thresholds ranging between 700 e
and 1200 e were chosen. Once a threshold is selected, a ToT-to-charge cali-
bration has to be performed: a ToT value will be related to a corresponding
amount of charge induced on the electrodes. Usually this calibration is tuned
to match ToT values in the middle of the dynamic range of the 4-bit register
(5-8) to the expected signal of a MIP in the sensor. For example, in 130 µm
thick sensors, a MIP is expected to generate about 10 ke, hence a typical
ToT tuning for such a detector would be 5 ToT for a signal of 10 ke. After
irradiation, as charge carriers are trapped, the signal amplitude decreases
and a lower charge per ToT unit is better suited, such as 6 ToT for a signal
of 6 ke.
4. Testbeam results
In this section the testbeam results will be presented after a discussion of
the corrections applied to the fluence map (Sections 4.1 and 4.2) presented
in Section 2.1. Data presented in this section were reconstructed using EU-
telescope [25] and analysed using the TBmon2 [26] framework.
4.1. Corrections to Fluence Map
The fluence maps of W80 have been presented in Section 2.1. From dosime-
try results, the fluence beam profile (see Figure 4) can be modeled by 2D
gaussians, with a 2 mm uncertainty on the position in both X and Y direc-
tions. To further constrain the fluence peak position and reduce the uncer-
tainties on this position, the mean cluster ToT distribution across the sensor
was used. As the charge trapping effect increases with the fluence, the col-
lected charge and consequently the ToT are also reduced. Hence the position
10Minimum Ionising Particle
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of the minimum of the mean ToT distribution of a cluster is a valid indicator
of the fluence peak position. For this purpose, various configurations in terms
of threshold, ToT configuration and bias voltage have been investigated, as
reported in Table 3
Table 3: Summary of the various configurations investigated for W80 after the second
irradiation step. The ToT tuning describes the ToT value corresponding to a charge
collected by the electrode. The charge target value (in units of thousand of electrons) is
indicated by i.
Threshold [electrons] 850 850 850 1000 1000 1200
ToT at i ke- 8 at 4 8 at 4 8 at 4 8 at 4 6 at 4 6 at 4
Bias Voltage [V] 600 500 400 600 600 600
The search of the irradiation beam profile position has been performed
with data taken at DESY where the beam profile was wider than what it
was at CERN-SPS. During this testbeam two ROI (Regions Of Interest)
have been considered which area were covered by the beam with a sufficient
amount of statistics (the edges of the beam profiles where the statistics is too
limited are not considered). The ROI covering the lower part of the sensor
will be referred as “Down” position in the following; the other covering the
upper-medium part of the sensor will be referred as “Up” position in the
following11. Both ROIs are presented in Figure 7
7.4 Performance of irradiated thin sensors
Figure 7.7 – Hit map of W80. The Down and Up ROI are visible respectively in the left/right
plots.
peak position is obtained by averaging the extracted values of all configurations. The fluence
peak has been shifted by 1.2 mm in X and by 1 mm in Y, which are within the 2 mm uncertainty
on the position indicated by the CERN irradiation facility.
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Figure 7.8 – Average ToT profiles for the two ROI. The threshold, ToT tuning and bias voltage
are indicated in the legend box. All distribution are fitted with a polynomials of degree two (red
lines).
The fluence horizontal and vertical profiles with and without the fluence peak correction are
presented in the Figure 7.9.
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Figure 7: Hit map of W80. The Down and Up R I are visible respectively in the left and
right plots.
Two profiles have been created, an horizont pr file which verages all the
mean ToT values of each pixel along the vertical axis in the ROI and a
11The choice of the regions was dictated by the triggering scintillators coverage
12
vertical profile which averages all the mean ToT values of each pixel along the
horizontal axis in the ROI. To obtain the value of the peak fluence position,
the average ToT profiles have been created for all the configurations from
Table 3 and they are presented in Figure 8.
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peak has been shifted by 1.2 mm in X and by 1 mm in Y, which are within the 2 mm uncertainty
on the position indicated by the CERN irradiation facility.
=600VbiasThreshold=850e 8ToTat4ke V =500VbiasThreshold=850e 8ToTat4ke V =400VbiasThreshold=850e 8ToTat4ke V
=600VbiasThreshold=1000e 8ToTat4ke V =600VbiasThreshold=1000e 6ToTat4ke V =600VbiasThreshold=1200e 6ToTat4ke V
3000 4000 5000 6000 7000 8000 9000 10000
m]µY [
0
1
2
3
4
5
6
7
8
9
10
M
ea
nT
oT
 [2
5 
ns
]
Vertical profile, ROI: Down
8000 9000 10000 11000 12000 13000 14000 15000
m]µY [
0
1
2
3
4
5
6
7
8
9
10
M
ea
nT
oT
 [2
5 
ns
]
Vertical profile, ROI: Up
4000 6000 8000 10000 12000 14000 16000 18000
m]µX [
0
1
2
3
4
5
6
7
8
9
10
M
ea
nT
oT
 [2
5 
ns
]
Horizontal profile, ROI: Down
4000 6000 8000 10000 12000 14000 16000 18000
m]µX [
0
1
2
3
4
5
6
7
8
9
10
M
ea
nT
oT
 [2
5 
ns
]
Horizontal profile, ROI: Up
Figure 7.8 – Average ToT profiles for the two ROI. The threshold, ToT tuning and bias voltage
are indicated in the legend box. All distribution are fitted with a polynomials of degree two (red
lines).
The fluence horizontal and vertical profiles with and without the fluence peak correction are
presented in the Figure 7.9.
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Figure 8: verage o profiles for the two ROI. The threshold, ToT tuning and bias
voltage are indicated in the legend box. Each distribution is fitted with a polynomial of
degree two (red lines).
Each distribution is fitted with a 2nd degree polynomial and the minimum
of the distribution is extracted from the fit. The mean of the average ToT
minimum position value, which corresponds to the fluence peak position, is
obtained by averaging the extracted values of all configurations. The fluence
peak position estimated in this way is shifted by 1.2 mm in X and by 1 mm in
Y with respect to the position presented in Section 2.1; the shift is within the
2 mm uncertainty on the position indicated by the CERN IRRAD facility.
The effect of the modification of the peak fluence is presented in Figure 9
13
which shows the average ToT vs fluence for 3 different bias voltages without
(left plot) and with (right plot) fluence peak constraint. The constraint of
the fluence peak (right plot) results in less dispersion in the average ToT
values for the same fluence.
Performances on beam of pixel detectors
The uncertainty on the fluence in the following plots is set to 0.5◊1015 neq/cm2, which corre-
sponds to the variation of the fluence at 2 mm of the peak value. It accounts for the uncertainty
on the peak fluence and on the fluence profile modeling approximation.
(a) (b)
Figure 7.9 – Horizontal (a) and vertical (b) fluence profiles with and without fluence peak
constraint. The blue/red and green/yellow points represent data taken in the Up/Down ROI.
The e ect of the modification of the peak fluence is presented in Figure 7.10 which shows the
average ToT vs fluence for 3 di erent bias voltages with (right plot) and without (left plot)
fluence peak constraint. The constraint of the fluence peak (right plot) results in less dispersion
in the average ToT values for the same fluence.
Figure 7.10 – average ToT distribution vs fluence for three di erent bias voltages. The left/right
plot is without/with fluence peak constraint. The horizontal/vertical bin label in the legend
means that the fluence and average ToT have been extracted from an horizontal/vertical profile
of the Down ROI.
Even if the constraint on the fluence peak shows better results in terms of dispersion, some
caveats have to be mentioned. The average ToT distribution is highly sensitive to the chosen
Threshold and ToT value, as well as to the bias voltage. As several tunings have been investigated
and gives consistent results with respect to one another, the peak fluence position is assumed
rather independent of the tuning. Another caveat is the non uniformity of threshold observed
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Figure 9: A ToT distribution vs flu nce fo thre different bias voltages. The
left/right plot is without/with fluence peak constraint. Th horizonta /v rtical bin la-
bel in the l gend me s that the fluence and average ToT have been ex ract d from an
horizontal/vertical profile of the Down ROI.
The uncertainty on the fluence in Figure 9 is set to 0.5 × 1015neq/cm2,
which corresponds to the variation of the fluence at 2 mm of the peak value.
It accounts for the uncertainty on the peak fluence and on the fluence profile
modelling appr ximatio .
4.2. Other Systematic Effects on Fluence Determination
Even if the constraint on the fluence peak shows better results in terms
of dispersion, some other effects have to be accounted for. The average
ToT distribution is highly sensitive to the chosen threshold and ToT value,
as well as to the bias voltage. As several tunings have been investigated
and give consistent results with respect to one another, the peak fluence
position is assumed rather independent of the tuning. Another effect is the
non uniformity of the threshold across the different pixels observed in the
FEI4 chip. This has an impact on the average ToT, as presented in Figure 10,
14
which shows the average ToT distribution on the un-irradiated reference DUT
used in the testbeam where the previous data were extracted. A variation of
7.4 Performance of irradiated thin sensors
in the FEI4 chip. This has an impact on the average ToT as presented in the Figure 7.11 which
shows the average ToT distribution on the un-irradiated reference DUT used in the testbeam
where the previous data were extracted.
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Figure 7.11 – Cluster ToT map (a) and ToT horizontal profiles for the reference DUT (un-
irradiated).
A variation on the average ToT can be seen across the sensor even if this sensor was un-irradiated.
The drift in ToT is of the order of 0.5 ToT. The di erence in ToT occurs mainly horizontally.
This ToT drift can be explained by a drift in the threshold already seen by other users of FEI4
modules4. To take into account this e ect, which is di cult to quantify from one chip to another,
a conservative systematic uncertainty was added on the ToT value of 0.5 ToT.
7.4.2 Charge collection e ciency of W80
The charge collection e ciency is defined as the ratio of charge collected by the sensor after a
certain dose of irradiation compared to the charge collected by the same sensor before irradiation.
To access this quantity, a preliminary step is to look at the ToT which is how the charge is
digitized in the module. The first part of this section will investigate the ToT distributions, then
the results of charge to ToT calibration realized at CERN-SPS and DESY using the STControl
framework [126] will be used to access the charge quantity.
7.4.2.1 ToT distributions
In this section, the ToT distributions of the irradiated W80 130 µm thick sensor will be evaluated
for di erent fluences, threshold and bias voltages. Those comparisons are developed at the ToT
level and not at the charge level because we did not have charge to ToT calibration with a
threshold of 850 electrons and a ToT gain of 8ToT at 4000 electrons or with a threshold of 1200e
and a ToT gain of 6ToT at 4000 electrons.
4MPG ATLAS group, private communication
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in the FEI4 chip. This has an impact on the average ToT as presented in the Figure 7.11 which
shows the average ToT distribution on the un-irradiat d reference DUT us d in the testbeam
where the previous data were extracted.
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Figure 7.11 – l ster ToT map (a) and To horizontal profiles for the reference DUT (un-
irradiated).
A variation on the average ToT can be seen across the sensor even if this sensor was un-irradiated.
The drift in ToT is of the order of 0.5 ToT. The di erence in ToT occurs mainly horizontally.
This ToT drift can be explained by a drift in the threshold already seen by other users of FEI4
modules4. To take into account this e ect, which is di cult to quantify from one chip to another,
a conservative systematic uncertainty was added on the ToT value of 0.5 ToT.
7.4.2 Charge collection e ciency of W80
The charge collection e ciency is defined as the ratio of charge collected by the sensor after a
certain dose of irradiation compared to the charge collected by the same sensor before irradiation.
To access this quantity, a preliminary step is to look at the ToT which is how the charge is
digitized in the module. The first part of this section will investigate the ToT distributions, then
the results of charge to ToT calibration realized at CERN-SPS and DESY using the STControl
framework [126] will be used to access the charge quantity.
7.4.2.1 ToT distributions
In this section, the ToT distributions of the irradiated W80 130 µm thick sensor will be evaluated
for di erent fluences, threshold and bias voltages. Those comparisons are developed at the ToT
level and not at the charge level because we did not have charge to ToT calibration with a
threshold of 850 electrons and a ToT gain of 8ToT at 4000 electrons or with a threshold of 1200e
and a ToT gain of 6ToT at 4000 electrons.
4MPG ATLAS group, private communication
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(b) Horizontal profile
Figure 10: Cluster ToT map (a) nd ToT horizontal profiles for the reference DUT (un-
irradiated). The DUT tuning was 4 ToT at 8 ke-.
the average ToT of about 0.5 ToT can be s en ac oss the sen or even if this
sensor was un-irradiated. The difference in ToT occurs mainly horizontally.
This ToT v riation c be explained by a drift in the threshold already se n
by other users of FEI4 modules12. To take into account this effect, which
is difficult to quantify from one chip to another, a conservative systematic
uncertainty of 0.5 ToT was assigned to the ToT value .
4.3. Hit Efficiency
The hit efficiency , defined as the fraction of reconstructed tracks crossing a
module that have an associated hit in that module, was studied as a function
of th irradiation fluence Φ using dat collected at DESY testbeam facility,
and contrasted with a result for an un-irradiated dectec or. The r sults are
pre ented in Figure 11.
The fficiency versus fluence measurements of the two irradiation steps
were fitted with a straight line. The horizontal uncertainty bars account
for the uncertainty on the fluence peak positio and on the modelling of
the irradiation profiles, as explained in Section 4.1 and 4.2. The vertical
12MPG ATLAS group, private communication
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Performances on beam of pixel detectors
Figure 7.22 – Hit e ciency for thin irradiated sensors. The red triangles are for sensor ir-
radiated at an average fluence of 1◊ 1016 neq/cm2 and the blue ones at an average fluence of
3◊1015 neq/cm2. Threshold and gain are indicated in the upper box.
Figure 7.23 – Hit e ciency for thin irradiated sensors. The blue triangles are for sensor irra-
diated at 1◊ 1016 neq/cm2 and the red ones at 3◊ 1015 neq/cm2. The black square represents
data for a thin un irradiated sensor. Threshold and gain are indicated in the box.
130
Figure 11: it efficie c for a 130 µm thick se sor at various irradiation fluences. The
blue riangles ar for sensor irradiated at Φ = 1 × 1016neq/cm2 and the red ones at
Φ = 3 × 1015neq/cm2. The black square represents data for a thin u irradiated sensor.
Threshold, ToT calibration and bias voltage are indicated.
error bars are the combination of the systematic uncertainties arising from
the selection criteria variations (0.4%) and from the statistical fluctuations
(0.25%). For the statistical part, for all fluence points at least 5000 tracks
were considered, hence the statistical (binomial) error is less than 0.25%.
The horizontal red dotted line represents the hit efficiency requirements of
the ITk (97%) [7]. The four vertical blue dotted lines correspond the limit
fluence expected at the end of lifetime of four different layers of ITk. From
lower to higher fluences one can find [7]:
• the fluence expected (Φ = 2.7 × 1015neq/cm2) at the layer 1 (second
layer from the beam pipe) in the central (barrel) flat part;
• the fluence expected (Φ = 3.5 × 1015neq/cm2) at the layer 1 in the
inclined part of the barrel;
• the fluence expected (Φ = 3.8 × 1015neq/cm2) at the layer 1 in the
endcap part;
• the fluence expected (Φ = 1.3 × 1016neq/cm2) at the layer 0 (closest
layer to the beam pipe) in the flat barrel part.
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Table 4: Extrapolated efficiency for ITk benchmarks fluences for a 130 µm thick sensor.
Fluence (Φ = 1× 1015neq/cm2) 2.7 3.5 3.8 7.45 13.1
Threshold (electrons) 1200 1200 1200 1000 1000
ToT tuning (ToT corresponding to ke-) 6 at 6 6 at 6 6 at 6 6 at 4 6 at 4
Extrapolated Hit Efficiency (%) 98.6 97.6 97.2 97.0 88.6
Table 4 presents the expected efficiency for the various fluences, obtained
from the crossing point of the fit and the fluence lines. The fluence (∼7.45×
1015neq/cm
2) at which the hit efficiency is 97% is reported too.
The measured efficiency obtained for the fluences of the various layer 1
parts are all above the 97% requirement. A lower threshold and a better
tuning could certainly help to reach higher values in terms of efficiency. For
example, the prediction from the 1000e threshold data, assuming a linear
dependency shows that the crossing between the ITk requirement line and
the extrapolated values happen around Φ = 7×1015neq/cm2. As a reminder,
pixels detectors in 3D technology [27] are the baseline for the innermost layer
of the ITk Pixels detector; those pixels modules will be replaced at half-life
of the HL-LHC, after an integrated luminosity of about 2000 fb−1.
4.4. Pixel Resolved Hit Efficiency
In Figure 12 the hit efficiency for two different pixel detectors in several con-
ditions is reported after having folded all cells in the matrix into one - the
so-called pixel resolved hit efficiency13. Data are presented for three different
fluences; unirradiated, and irradiated with a fluence of Φ = 3× 1015neq/cm2
and of Φ = 1× 1016neq/cm2. As indicated in Section 1 the W80 pixel sensor
featured permanent biasing structure exploiting the punch through mecha-
nism. The punch through structure clearly degrades the performance at the
corner of the sensor cell. This is already evident before irradiation, especially
when the pixel resolved hit efficiency is to compared to the case where no
permanent biasing structures are present (left column of the Figure; data
from Ref. [15]).
13This analysis is possible thanks to the good pointing resolution of the tracks telescope,
even with the low energy beam of DESY.
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LPNHE 7 - Prod 1
Temporary Metal
W80 - Prod 2
Bias Dot
M1.4 - Prod 3
Temporary Metal
Un-irradiated
Fluence 
1 x 1016 neq/cm2
Fluence 
3 x 1015 neq/cm2
V = 40 V V = 40 VV = 50 V
V = 600 V
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V = 100 V
Figure 12: Pixel resolved hit efficiency for two pixel sensors: left one from [15], right
one is W80. Results are presented for 3 different fluences for the W80; the corresponding
sensor bias voltage is indicated. A scheme of the pixel is presented in the top part of the
figure. See Section 2 and in particular Figure 2 and for details about the pixel cells parts.
4.5. Charge Collection Performance
Charge collection performance was studied as a function of fluence and bias
voltage for W80 module.
Charge Collection vs Bias Voltage. The analysis started looking at cluster
ToT evolution with bias voltage for the W80 module after the second step of
irradiation. Data were taken at CERN and the level of beam collimation did
not allow us to do the detailed fluence analysis proposed for data taken at
DESY. Hence the fluence is averaged over the illuminated area. The tested
configurations had a threshold of 850 electrons and the ToT to charge cali-
bration was 8 ToT for 4000 electrons. All the distributions were fitted with a
Landau distribution convoluted with a Gaussian resolution function allowing
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the determination of the Most Probable Value (MPV) [28]. In Figure 13 it
can be seen that at high fluences the cluster ToT MPV increases linearly
with the bias voltage in the range between 400 V and 600 V. At 400 V the
7.4 Performance of irradiated thin sensors
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Figure 7.15 – ToT distribution (a) for thin sensor irradiated at 1◊ 1016 neq/cm2. Five bias
voltages between 400 V and 600V were considered (black 400 V, blue 450 V, green 500 V, orange
550 V, red 600 V). All the distribution are fitted by a gaussian convoluted with a landau and
the MPV of the ToT distribution is extracted an reported in the bottom plot, uncertainties on
the MPV are obtained by changing the fit range.
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Figure 13: ToT distribution for thin sensor irradiated at Φ = 1×1016neq/cm2 (from [28]).
MPV is 73% of the one at 600 V. At 600V the ToT MPV is ' 8.5, which
corresponds to a charge slightly higher than 4000 electrons. By comparison
with unirradiated sensor, this means that the collection efficiency is roughly
reduced by a factor of 2 after an irradiation at Φ = 1× 1016neq/cm2.
Charge Collection Efficiency vs Fluence. Using the data collected at DESY -
thanks to the wide beam spot - it was possible to investigate charge collection
all over the pixel matrix and hence extract the charge collection performance
as a function of the irradiation fluence. ToT to Charge calibrations were
performed using STControl [29] software.
The collected charge for the irradiated W80 module and for the un-
irradiated W30 module is plotted in Figure 14.
This plot compiles results from 3 testbeams where the W30 sensor was
tested un-irradiated, biased at 150 V and with a threshold of 1200e and a ToT
configuration of 6ToT corresponding to 6000 electrons (black square on the
plot), and W80 sensor was tested after the first irradiation step (red triangles)
and after the second irradiation step (blue triangles). Before irradiation,
the mean collected charge is 12500 electrons which is quite close to what is
expected for a 100 µm thick sensor. The decrease with fluence of collected
19
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Figure 7.18 – Charge to ToT calibration curves for three sets of tuning and threshold. Dashed
lines represents a ± 500e uncertainty.
Figure 7.19 – Collected charge vs Fluence for two sets of tuning: Threshold=1200e, 6ToT at
6ke (150V, un-irradiated and 600V, irradiated) and Threshold=1000e, 6ToT at 4ke, 600V.
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Figure 14: Collected charge vs Flue ce for two sets of tuning: Threshold=1200e, 6ToT
at 6ke (150 V bias voltage, un-irradiated and 600 V bias voltage, irradiated) and Thresh-
old=1000e, 6ToT at 4ke, 600 V bias voltage.
charge is steeper at lower fluences (red markers) than at higher fluences (blue
markers). This is probably due to a threshold tuning of poorer quality of
the former with respect to the latter. It can also be seen that the collected
charge at the highest tested fluence (Φ = 1.3× 1016neq/cm2) is greater than
4000 e at 600 V.
From Figure 14 the charge collection efficiency (CCE) was derived. The
charge value before irradiation was obtained from the W30 sensor (100 µm
thick). For the other fluences, the charge reported in Figure 14 was obtained
from the W80 sensor (130 µm thick). Consequently the normalisation for
the irradiated module was 1.3 times higher than for the un-irradiated one.
Figure 15 shows the CCE of W80 over a typical ITk like fluence range.
The distribution is fitted with the Hecht function ([30]; see also Appendix A
in [31]). From these fits the effective trapping constant β can be extracted; as
a first approximation β was assumed to be equal for holes and electrons. For
the intermediate fluence dataset (red triangles) the following value for the
trapping constant was extracted: β = 5.3±0.2×10−16 cm2/ns; for the higher
fluence dataset (blue triangles) a value of β = 3.5± 0.1× 10−16 cm2/ns was
fitted. The two values are of the same order of magnitude, their differences
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Figure 7.20 – Charge collection e ciency extrapolation for two sets of tuning: Threshold=1200e,
6ToT at 6000e and Threshold=1000e, 6ToT at 4000e. Expected end-of-lifetime fluences for ITk
are also indicated.
Table 7.2 – Charge collection e ciency for 2 tunings over the ITk fluence range
Fluence (1015 neq/cm2)
2.7 3.5 3.8 13.1
Thr=1200e, 6ToT at 6000e, CCE = 61% 53% 51% 21%
Thr=1000e, 6ToT at 4000e, CCE = 71% 64% 62% 29%
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Figure 15: Charge collection efficiency (CCE) measurement for two sets of tuning: Thresh-
old=1200e, 6ToT at 6000e and Threshold=1000e, 6ToT at 4000e. Expected end-of-lifetime
fluences for ITk are also indicated. Data were collected at 600 V bias voltage. Red line is
a fit on data.
come from the different tuning configurations, from a different annealing time
or from the various approximations used. The fitted values reported here are
somewhat smaller than those listed in Ref. [32] (4-6 ×10−16 cm2/ns); this
can be in part explained by the fact that the Hecht formula used to fit data
assumes a mono-dimensional detector (i.e. a pad detector whose sides are
much larger than its thickness); the limitations of FE-I4 chip have also an
impact. Hence the β values obtained are to be considered as lower limits for
the true ones.
The 4 vertical blue dotted lines represents the expected fluences at the
end of lifetime of 4 different layers of ITk [7] (see list in Section 4.3). The
Table 5 compiles the values of the intersections of the 2 fits with the 4 fluence
lines.
For the 1000 electrons threshold and the three fluences corresponding to
the accumulated dose at layer 1, the charge collection efficiency is higher than
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Table 5: Charge collection efficiency for two tunings over the ITk fluence range.
Calibration Fluences
(Φ = 1× 1015neq/cm2)
2.7 3.5 3.8 13.1
Thr.=1200e, 6ToT at 6000e, CCE = 61% 53% 51% 21%
Thr.=1000e, 6ToT at 4000e, CCE = 71% 64% 62% 29%
60%. At Φ = 1.3 × 1016neq/cm2, the fluence expected at Layer 0 in the flat
section after 2000 fb−1, the charge collection efficiency is lower than 30%.
5. Conclusions
Planar pixels sensors produced at FBK Trento by LPNHE and INFN were
tested in beam before and after irradiation to fluences comparable to those
expected at the end of the HL-LHC. Results indicate that the detectors
meet all the specifications of the ATLAS ITk for all but the very innermost
pixel layers; in particular hit efficiency is as high as 97% for fluences up
to to Φ = 7 × 1015neq/cm2. Collected data allowed also the estimation
of the trapping constant, even if the accuracy is limited by pixel geometry
modelling and the FE-I4 chip performance. A new pixel production at FBK is
completed and detector prototypes are being measured; the available sensors
are 100 µm thick and compatible with the new readout chip for the ITk pixels
modules (RD53A [13]).
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