A numerical method for the simulation of buoyancy-induced macrosegregation during solidification processes is presented.
Introduction
Solutal variations in a metallic alloy at the process scale are known as macrosegregation. The source for this phenomenon is the coexistence of microsegregation at the scale of dendrites and relative movement between the solid and the liquid phases during the solidification process [1, 2] . It can be induced by deformation of the solid skeleton in the semi-solid state [3] [4] [5] , by transport of equiaxed grains or solid fragments [6, 7] , forced flows due to pouring, applied magnetic fields, etc [8] [9] [10] , flow that feeds solidification shrinkage and the contractions of the liquid and solid during cooling [1] , or buoyancy-induced flows due to thermal and solutal gradients in the liquid [11] [12] [13] [14] [15] [16] [17] [18] .
In this paper, we address the macrosegregation due to buoyancy-induced flow and will neglect the other mechanisms.
While the pioneering works of Flemings and co-workers [1, 19, 20] considered only fluid flow within the mushy zone, the first model that accounted for the coupling of the flow between the mushy and bulk liquid zones was reported by Ridder et al [21] . Ridder's approach can be viewed as a non-homogeneous domain decomposition method (DDM), which consists in solving the coupled Darcy, energy conservation, and local solute distribution equations within the mushy zone and the momentum and energy conservation equations in the liquid region. The coupling between the two subdomain resolutions is achieved by applying a substructuring iterative method, which uses, as transmission conditions at the mushy/liquid interface, alternately Dirichlet boundary conditions for the velocity and pressure. Note, however, that the problem solved by this approach does not coincide with a global resolution of the mass, momentum, energy, and solute conservation equations. Moreover, Ridder's model has been developed for steady state conditions such that no tracking of the mushy/liquid interface was necessary. Many authors from the 1980s onwards [22] [23] [24] [25] included the influence of the fluid flow within the liquid bulk using either continuum or volume-average models. Theses models consist of a set of mass, momentum, energy, and solute conservation equations that are valid in the solid, mushy, and liquid regions and can thus be solved numerically using a single domain. Most commonly, either the finite volume method (FVM) or the finite element method (FEM) is chosen for the discretization in space. Using the benchmark problems of Hebditch and Hunt [26] on ingot macrosegregation in model systems, Ahmad et al [17] compared the FVM approach implemented in the software Solid [27, 28] to the FEM approach used in calcosoft [29] and showed that the two numerical methods predicted overall similar behavior. But FEMs present a considerable advantage with respect to meshing, in particular when considering complex geometries and/or meshes that need to be adaptive [30] . In this paper, we used thus a discretization by finite elements.
However, one of the major problems encountered during the numerical resolution of macrosegregation problems, which are based on global conservation equations, are the different length-scales: on the one hand, the relatively small region of the mushy zone, where the fluid can penetrate and transport away solute and, on the other hand, the characteristic size of the process. From a numerical point of view, this implies that a finer discretization in space is needed close to the liquidus. Thus, for transient problems, some adaptivity for the discretization is needed. Classical adaptive FEMs, which are often based on a posteriori error estimates, change the topology of the finite element grid. In solidification processes, such techniques have been applied to, e.g. the prediction of microstructures using the phase field method [31, 32] . One problem of these techniques is, however, the difficulty to control the element aspect ratio. Moreover, such remeshing is rather complex, especially in three dimensions in space. Another possibility is to work with two completely independent discretizations. Gandin et al [33] used such a technique in order to couple macroscopic finite element computations with a cellular automaton technique to predict grain structures in solidification processes. These authors solved the heat flow equation on the coarse finite element grid, whereas they used nucleation and growth kinetics laws at the fine cell level to deduce the latent heat releases and the evolution of the grain structure. Similar applications of two-grid techniques related to foundry processes include porosity predictions [34] or mould filling [35] . In all these computations, however, the type of phenomena or the equations considered for the coarse and fine discretizations, respectively, are different. The key point of such methods consisting in well defining the coupling between the different discretizations in space, appropriate interpolation and restriction procedures have to be defined in order to pass form the coarse to the fine grid and vice versa. This is difficult to achieve in this case, where the same equations (conservation of energy, mass, momentum, and solute) have to be solved on the two discretizations with the aim of approaching the complete, global problem. A third method consists in working with a non-conforming finite element discretization, i.e. some nodes lie on the interior of the edge of an adjacent element. Supplementary constraints have to be imposed at such nodes in order to assure a continuous solution. Applications include computations for injection molding processes [36, 37] or three-dimensional dendrite growth with fluid flow [38] . In this paper, a method, which reduces some of the inconveniences of the above techniques and could be easily extended into three dimensions, has been developed. A refinement based on a DDM is used. The basic mathematical concepts of DDMs in general are presented, together with an extensive bibliographic review in [39] . Bernardi and Maday [40] were the first to apply such techniques together with grid refinement.
A solidifying domain can be naturally subdivided into several regions: the solid part, the liquid region, and the mushy zone where both phases coexist. For buoyancy-induced macrosegregation computations, the critical zone is that where both the fluid flow and the solute gradient are non-zero. It is located in the mushy zone, near the liquidus. But this zone can be slightly extended into the liquid if one wants to solve accurately the boundary layer ahead of the solidification front. Therefore, a fine FE mesh is generated automatically, by subdivision of the initial coarse grid, within this critical zone, whereas for the liquid region, the given coarse discretization is used. By defining appropriate boundary conditions at the interface between the two zones (and grids), a problem, which is equivalent to the global resolution of the energy, mass, momentum, and solute conservation equations, can be solved independently within the two zones. Again, the key concept is the coupling between the coarse and the fine grid computations. Special interpolation and restriction procedures, which account for the particular grid structures, have been defined and the two subdomain computations are coupled using a substructuring iterative method.
The outline of this paper is as follows: after the statement of the physical problem in section 2, the numerical method is presented in section 3. In section 4, the technique is applied to several test problems and the performances and limits of the approach are pointed out and discussed, followed by the concluding remarks in section 5.
Physical model
The modelling approach follows that of previous papers [23, 24, 41, 42] and is based on the volume averaging technique. The mass, energy, and solute conservation equations are averaged over both the liquid and solid phases, whereas that relative to momentum is averaged over the liquid phase only [16, 41] . The resulting drag force represents the interaction of the interdendritic liquid with the solid skeleton and can be approximated by the theory of flow through porous media [43, 44] . Darcy's law [11, 45] is used together with the Carman-Kozeny relationship [46, 47] to compute the permeability.
For a binary alloy, the unknown entities are the following: the volume fraction of solid g s , the temperature T , the average volumetric enthalpy H , the average mass fraction of solute c, the liquid mass fraction of solute c l , the superficial velocity of the liquid phase v, and the pressure p. The other material properties are supposed to be constant and, where applicable, equal in both phases: the specific heat c p , the thermal conductivity κ, and the dynamic viscosity of the liquid phase µ. The density is also supposed to be constant, except within the force term of the momentum conservation equation, where the Boussinesq approximation is used. Furthermore, we assume that the solid phase is fixed.
Under these assumptions, the averaged conservation equations read as follows:
Mass:
Momentum:
Solute:
where 
, g is the gravity, and K is the permeability of the mushy zone, which is supposed to be independent of the flow direction and given by:
where λ 2 is a characteristic length of the solid skeleton, typically a function of the primary and secondary dendrite arm spacing. Note that, within the momentum conservation equation, the constant gravity term ρ 0 g l g, which would result from the Boussinesq approximation but only contribute to the metallostatic pressure, has been omitted. The above system of partial differential equations is closed using three relationships from thermodynamics and microsegregation theory: using the fact that ρ 0 and c p are constant, the enthalpy and temperature may be linked by
where L is the latent heat of fusion per unit volume. Assuming that the lever rule applies at the microscopic scale, at least for the beginning of solidification, we get the second relation, which reads
where c s is the solute concentration in the solid and is given by c s = kc l , k being the partition coefficient. This parameter, which is supposed to be constant, is given by the equilibrium phase diagram of the alloy. If we assume furthermore that the liquidus of the phase diagram is a straight line of slope m, the temperature within the mushy zone, above the eutectic temperature T eut , can be related to the liquid concentration c l by
where T m is the melting point of the pure substance. When the eutectic temperature is reached, T = T eut and c l = c eut are fixed by the phase diagram and the average enthalpy H becomes a linear function of the solid fraction g s . 
Numerical approach

Algorithmic concepts
Suppose that, in order to solve the physical problem, a fixed finite element grid, called 'coarse' grid, has been created within the computational domain. While the mesh is assumed to be sufficiently fine to resolve the boundary layers along the domain boundary, no assumptions are made with respect to the mushy zone. At each time step, the following resolution algorithm is proposed:
(i) The global resolution of the energy conservation equation on the 'coarse' grid determines the actual temperatures and solid fractions together with the position of the solid, liquid, and mushy zones. (ii) Using a criterion on, e.g. the solid fraction, the zone, where a finer discretization in space is needed, is determined. This zone is close to the liquidus, such as to include the part of the mushy zone, where liquid metal can still flow, but also the boundary layer ahead of the solidification front (figures 1(a) and (b)). This zone will be called hereafter 'refined' mushy zone and noted m . (iii) A new 'fine' grid is created within this critical zone ( figure 1(c) ). (iv) The fluid flow and solute conservation equations are solved within the critical zone and the remaining liquid bulk using the two finite element meshes by a substructuring iterative procedure as described in figure 1(d).
In order to be able to use an existing finite element solver, the fluid flow and solute transport equations are solved alternately and independently on the coarse and fine meshes. The coupling between these two computations is done via appropriate boundary conditions between m and l (frontier ). Intuitively, the solute, which is rejected at the solid/liquid interface, may be compared with the smoke of a fire within a forest and the fluid flow in the liquid bulk with wind blowing over it. The general idea of the resolution algorithm is then to: In order to get accurate solutions, the above general idea has to be completed by an iterative procedure as follows: first, the fluid flow is computed by iterating the coarse and fine grid computations. Once the fluid flow has converged, the solute redistribution is determined by again iterating between the fine and coarse grid computations (figure 1(d)). Note that, mathematically, the resolution method described intuitively above corresponds to a DDM. By choosing adequate boundary conditions at the mushy/liquid interface, the problem, which is solved iteratively on the two discretizations, is equivalent to the problem within the global computational domain.
Energy conservation equation and grid generation
At each time step, as the first part in the resolution algorithm, the energy conservation equation (1) is solved on the global, coarse finite element mesh. The discretization is quite standard [17, 48] and only the main points shall be recalled here. The equation is implicitly discretized in time, where the enthalpy H is chosen as the principal variable and the relationship T = T (H ) is linearized using Newton's method. For the discretization in space, we chose continuous P 1 and Q 1 base functions on triangles and quadrangles, respectively. Moreover, the conservation equation being of convection-diffusion type, a SUPG upwinding scheme is used for stabilization as described in [29] . Once the new enthalpy is computed, the temperature and solid fraction field are updated using the closure relations (6)- (8) .
Supposing that the computational domain is enmeshed by a finite element triangulation T h , whose elements are denoted by K, the following subdivision of into the critical zone m and remaining liquid region l is done:
where C sml is a solid-mushy-liquid criterion based on the solid fraction and/or temperature. For example, as follows (figure 2): each 'coarse' parent element K ∈ T h , which lies within the critical zone, is subdivided several times, according to a grid refinement factor (equal to 1 or 2 in figure 2), thus generating several 'fine' child elements. Those child elements k ⊂ K inherit the element aspect ratio from its parent. Moreover, the refinement technique is adaptive in time, as shown for a continuous casting example in figure 3 .
Note that, for the fluid flow and solute transport equations, the solid region is not considered anymore and the two equations have thus to be solved on T h l and T h m .
Mortar method and substructuring iterative technique
Before giving the details of the discretization for the fluid flow and solute transport equations, we shall present the two key points of the DDM using a simple model problem. Consider the Poisson equation with boundary conditions:
where designs the Laplace operator. The domain and the function f are supposed sufficiently regular such that the problem is well posed.
Suppose now that the global domain is partitioned into two non-overlapping subdomains with a sufficiently regular subdomain interface ( figure 1(c) ).
Noting by u α the restriction to α (α = l, m) of the solution u to problem (11), we can reformulate the Poisson problem as
The third and fourth equations of (12) are called the transmission conditions for u m and u l on and assure the continuity of the field u and its normal derivative. In order to approach the problem (11) or (12) using the finite element FEM, a variational formulation is needed. Using a standard finite element notation, we design
where d is the dimension in space (d = 2, 3), L 2 is the usual Banach space of measurable and square integrable functions, and H 1/2 designs the trace space of H 1 ( ) on (see, e.g. [49] ). The variational formulations of the single domain problem (11) reads as:
and that of its multi-domain variant (12) can be given by [39] Find
where R α denotes any possible extension operator from to V α , α = l, m, i.e. to each µ ∈ , R α associates a v α ∈ V α such that µ = v α| . Note that the fourth line of (14) is the weak counterpart of the fourth line in (12) and represents a Neumann boundary condition on .
The mortar method.
Due to the fact that the discretizations within m and l are nonconforming along , the meaning of the Dirichlet boundary condition at the second line of (14) has to be precised. The mortar method [50, 51] will be used. The idea is to approximate the weak problem (13) by the following discrete problem:
Here, V h , h > 0, is a finite dimensional space, which approximates V . The link with the subdomain problems of (14) is done by supposing that V h is a subspace of
where, for each α = l, m, V α,h is a finite dimensional subspace approximating the solution spaces V α of the subdomain problems in their weak form.
It is important to note that no supplementary restrictions are made on the spaces V α,h . In particular, no requirement of compatibility is made for the restriction on of the functions of V α,h . Thus, the two subdomain discretizations may be independent and, in particular, two finite element grids can be non-conforming across .
It is for the construction of the space V h ⊂ Y h that a matching condition across is specified. The following integral matching condition is imposed:
where (α) h is the restriction to of the functions of
h and v (m) h denote its restriction to l and m , respectively, and α can be chosen either equal to m or equal to l.
Substructuring iterative method.
Once the initial problem (11) has been formulated in its variational multi-domain form (14) , a solution method, which decouples the computations within the two subdomains, has to be defined. This can be achieved by iterative procedures, known as substructuring iterative methods. Typically, these methods introduce a sequence of subproblems in l and m , for which the transmission conditions in (12) provide boundary conditions at the subdomain interface .
It follows from these transmission conditions that one needs to ensure continuity of the species u as well as that of its associated normal flux across . One possible way to do so is given by the Dirichlet-Neumann method, which reads for the Poisson problem: given u 0 m , solve for each q 0:
(1) Neumann step in l : find u q+1 l ∈ V l such that
where (20) with θ being a positive acceleration parameter. This method was for example considered by Bjørstad et al [52] . Marini and Quarteroni [53] discussed questions about the acceleration parameter θ . Note that, without special assumptions on the subdomain division, convergence without relaxation, i.e. with θ = 1, cannot be guaranteed.
Let us now consider the discretization and DDM formulation for the macrosegregation problem, i.e. the fluid flow and solute transport equations. More details about the development of this formulation may be found in [48] .
Fluid flow equations
The mass and momentum conservation equations (2) This implies that the pressure is uniquely determined and no additional compatibility condition has to be imposed. Moreover, for further simplification, suppose that only homogeneous Dirichlet conditions are used. We refer to [48] and the references therein for the treatment of the general problem.
Using the usual finite element technique, the coupled problem of mass and momentum conservation equations in its weak form can be written as:
where
where v 0 is an initial condition, = 1 2
, g N is the Neumann boundary condition, and
The discretization in space is now obtained by the Galerkin method.
d . In this approach, both the velocity and the pressure fields are approximated using continuous piecewise linear functions (P 1 ). In order to stabilize the method, the Galerkin least square (GLS) technique [54, 55] is used. This implies that, for the discrete version of (21), A(·, ·) and F (·) are both modified such as to include GLS stabilization terms. Those functionals will be denoted by A GLS (·, ·) and F GLS (·), respectively.
Let us now introduce the notations necessary for the discrete multi-domain formulation of problem (21) . At each time step t, we note 
GLS , F (α)
GLS , α = l, m, the restrictions of (·, ·), A GLS , and F GLS to t α . Now, let an initial condition v 0 ∈ V d and set v 0,h = I h v 0 . Moreover, we suppose that the pressure field is continuous across t . The multi-domain resolution for the fluid flow equations at each time step t = 0, t, 2 t, . . . is given by the following substructuring iterative procedure: at each iteration step q > 0, solve the following two subproblems: 
where θ is a positive acceleration parameter. Note that the second and third equations of problem (24) correspond to the Dirichlet boundary conditions on the subdomain interface t together with the relaxation procedure and the matching condition of the mortar method.
Solute conservation equation
For numerical reasons, we add to equation (4) a small diffusion coefficient . The discretization in time is implicit, together with split operators [56] 
, with c t and c t l being coupled using the microsegregation model (7) .
As for the fluid flow equations, we derive the weak form for the solute transport equation. For simplicity, suppose that the problem is completed with homogeneous Neumann boundary conditions and an initial condition c 0 . Let V = H 1 ( ) and V h ⊂ V a Galerkin type finite dimensional subspace. Setting c 0,h = I h c 0 the interpolation of the initial condition, the weak form for the solute transport problem reads: find, ∀t, c
As for the energy conservation equation, this standard finite element procedure is stabilized using the SUPG method.
The multi-domain formulation for the solute transport equation is slightly simpler than that for the fluid flow equations. Due to the fact that the diffusive term is negligible, we can apply the substructuring iterative method for transport equations proposed by Gastaldi [57] , which uses only Dirichlet and homogeneous Neumann boundary conditions along the subdomain interface t . Moreover, no relaxation is necessary. For this, let n be the normal on t pointing into t l and define in = {x ∈ t |v(x) · n(x) < 0} and out = {x ∈ t |v(x) · n(x) > 0}. At each time step, the discrete solute transport equation (26) is then approximated by iteratively solving the following two subproblems: (1) Step in
Step in
where q denotes the iteration step, for α = l, m, N k are the nodes associated with ϕ 
A similar remark holds for equation (30b) with respective indexes l, m, q and for in .
Results and discussion
On the refinement criterion
In order for the DDM to be efficient and an improvement, it is important to well determine the region close to the liquidus, which has to be refined. In order to do so, several studies on natural convection within a partially solidified cavity, but with constant thermal gradient and no solute transport, have been conducted. The situation is presented in figure 4 , whereas the different kinds of discretizations in space, which have been used, are shown in figure 5 . The physical properties are given in table 1, and a fixed temperature gradient has been imposed from the left to the right within the cavity, such that T west = 600˚C, T east = 725˚C. We were mainly interested in two points, which are discussed in the following subsections.
Flow penetration in the mushy zone.
In this approach, the Carman-Kozeny relationship (5) is used to model the permeability of the mushy zone. With a characteristic length of λ 2 = 400 µm, the fluid flow within the mushy zone has been analysed. Figures 6(a) and (b) show the velocity and fraction of solid profiles within the horizontal midsection of the cavity, after 200 s, which is close to the stationary state. The profiles are presented for the overall cavity (a) or restricted to the mushy zone (b). We note that the zone, where the liquid metal still penetrates the mushy region is a very narrow zone close to the liquidus.
Fluid flow boundary layer.
As already suggested, a velocity boundary layer, which is not well resolved when using coarse finite element (FE) discretizations, may form ahead of (a) (b) (c) Figure 5 . Natural convection within a partially mushy cavity with an imposed constant thermal gradient: three kinds of discretizations in space are used: symmetric grids with refinement on each side of the cavity (a); an asymmetric grid without refinement on the left side of the cavity (b); the discretization of (b) together with a refinement close to the left wall (c). the solidification front. In order to determine the influence of the discretization in space on the overall fluid flow, several standard finite element computations, using different FE grids, have been performed. The grids have been either symmetric ( figure 5(a) ), and thus well resolving the region around the mushy zone, or asymmetric ( figure 5(b) ) as an example of discretizations, which do not account for this boundary layer. In figures 6(c) and (d), the velocity profiles along the horizontal midsection of the cavity and at t = 200 s are shown for the family of asymmetric and symmetric grids, respectively. While for the asymmetric grids the velocity field seems still not to have converged for a very fine discretization, the results for the symmetric grids are nearly identical for all the four given discretizations. We conclude that a good resolution of the boundary layer ahead of the solidification front improves considerably the fluid flow computation.
In order to confirm this observation, the DDM has been applied to refine the region close to the left wall of the cavity ( figure 5(c) ). The resulting velocity profiles, compared with a very coarse and very fine standard FE computation, are presented in figures 6(e) and ( f ) for the total cavity and refined zone, respectively. A considerable improvement with respect to the coarse standard FEM is obtained using the refinement technique. 
Conclusion.
The zone to be refined by the DDM technique has to include the small part of the mushy zone, where liquid metal can still penetrate, but also the fluid flow boundary layer ahead of the solidification front.
Hebditch-Hunt test case
A classical test case for macrosegregation computations is the one based on the experiments by Hebditch and Hunt [26] . They solidified two lead-tin alloys (Sn-5%Pb and Pb-48%Sn) [17, 42] compared the Hebditch-Hunt experiments with FVM and FEM simulations. The DDM of this paper consisting in an additional module of the software used in [17, 42] , we based our comparisons on standard FE computations with this code.
For this paper, only some results with respect to the Sn-5%Pb alloy are presented. For the Pb-48%Sn results, we refer to [48] . The physical properties of the alloy as well as the boundary conditions are given in table 2. Several discretizations in space have been used: grids with 48 × 24 and 80 × 48 elements, with progressive refinement towards the domain boundaries and a 60 × 60 regular grid, as the mesh used in [42] . The 48 × 24 grid was used as initial, coarse discretization for the DDM. The refinement criterion (refinement level 2), was based on the solid fraction, i.e. all the elements having a node for which the volume fraction of solid was between g min s and g max s were refined. The refined zone m was smoothened and extended into the liquid by applying a few 'diffusion' steps in the refinement (i.e. unrefined elements having a refined first-or second-nearest neighbour element are also refined). A more rigorous criterion of mesh refinement, such as those used in adaptive meshing and based for example on velocity gradient, would have been preferable in order to follow throughout the domain, the plumes or jets of liquid frequently encountered in double-diffusive flows.
The general situation during solidification as computed by the DDM is presented in figure 7 . The solid fraction together with the velocity field are shown. A liquid channel forms along the bottom wall, where the velocity is leaving the mushy zone. It lies within the critical region, which is refined by the DDM, and a good resolution of the fluid flow within this channel is obtained.
This has direct influence on the segregation maps ( figure 8 ). While the concentration fields for the coarser FE grids show instabilities near the bottom wall ((a) and (b)), the situation is much more regular for the very fine FE computation (c), but also for the DDM computation based on the overall coarse grid (d).
Comparing the overall segregation map of the DDM with that of the standard FE solutions, we note that:
• Within the totally liquid region close to the right wall of the cavity, the concentration predictions of the DDM are close to that of the coarse FE grid. This is not surprising, because the DDM uses the coarse grid within the liquid zone.
• Within the solid region close to the left wall of the cavity, some differences in the segregation predictions are observed. This can be explained by the fact that the DDM considers only the refined zone and the remaining liquid bulk region for the fluid flow and solute conservation equations, whereas with the standard FEM, the equations are still solved within the overall domain (i.e. including the liquid, mushy zone, and solid).
• The isoconcentration lines close to the bottom wall, i.e. where the narrow liquid channel forms, are smoother and comparable with those predicted with the overall fine grid.
Freckles
A common macrosegregation defect in directionally solidified alloys is the formation of freckles. Freckles or segregated chimneys occur when the velocity of the interdendritic liquid is larger than the speed of the isotherms. This produces local remelting in the mushy zone at localized regions in a way similar to the liquid channel seen in figure 7 . Since the pioneering work of Giamei and Kear [58] , numerous studies on the formation of such defects have been conducted. Without being exhaustive, note, e.g. experiments or simulations on transparent model alloys [22, 59, 60] or simulations of freckles in binary or multi-component alloys, including super-alloys [44, [61] [62] [63] [64] . In order to numerically predict freckles, the discretization in space has to be sufficiently fine so as to resolve the narrow channels, the width of which being of the order of 10 −3 m. This is the reason why computations are usually done on small domains. But one may use the DDM to compute channel segregation based on an initial coarse discretization, by refining only the critical zone near the solidification front.
We used the set-up of Felicelli et al [44] as basis for this computations. However, due to implementation issues, two main differences exist between the two models: we did not use time-dependent boundary conditions for the temperature at the bottom wall and the permeability in the work of Felicelli is dependent on the flow direction. Finally, we used a larger computational domain (0.03 × 0.05 m 2 ), in order to show the influence of the DDM. The physical parameters and numerical set-up are presented in table 3 .
A FE grid of 30×40 elements has been used as initial discretization. Using the standard FE resolution method without refinement technique, no channel segregation was predicted [48] . For the DDM computations, a refinement level of 2 was again selected together with a criterion based on the solid fraction, as for the Hebditch and Hunt's case. The results are presented in figure 9 . The solid fraction with superimposed velocity field (a) and the segregation maps (b) are shown for different times during the solidification process. As with the simulations in [44] , channel forming is predicted. The direction of the upward solute rich liquid jet, which leaves the mushy zone, is influenced by the convection in the liquid bulk. The channel, which forms behind, follows this solute flow and its direction seems to be determined by the flow direction very close to the solidification front. The tendency of the channels to follow the walls of the cavity, which has already been observed by Felicelli et al [44] , is confirmed. As in the simulations shown in [44] , some channels disappear shortly after their formation, leaving behind a bounded region with lower solid fraction and higher solute content. A zoom into the critical region (figure 10) shows the resolution of the velocity field within a channel. The width of the channel is approximatively 10 −3 m. The superimposed discretization of the computational mushy zone in figure 10(b) shows the ability of the DDM to follow the channel formation.
Note that, with the DDM applied to this test case, the general tendencies during freckles formation as observed in [44] have been confirmed. Moreover, it has been shown that a fine resolution close to the solidification front is necessary in order to simulate channel formation. The fluid flow immediately ahead of the solidification front seems to determine the future direction of the solidifying channel. This underlines the importance of also refining a zone ahead of the solidification front and not only a part of the physical mushy region.
Computational time
The computational time using the DDM with refinement has been compared to that of standard FE simulations.
If the mushy zone is narrow and its size around 1 10 th of the overall domain, the DDM reduces the computational cost by one order of magnitude with respect to a similarly accurate FEM ( figure 11 ). The observed computational times have been confirmed by a simple estimation based on the following principles [48] : it has been observed that the computational time is dominated by the resolution of the linear systems obtained by the discretization. We use a direct method based on an LU decomposition, such that the computational time for the resolution of one system is estimated by t comp = O(l 2 B N), where l B is the matrix band width and N is the number of unknowns. For the DDM, at each time step and for each substructuring iteration, two systems per equation have to be solved, the one on the liquid domain and the one within the refined zone. Moreover, in these test cases, approximatively ten substructuring iterations were necessary in order to get accurate results.
Conclusion
This paper was concerned with the influence of buoyancy-driven flow in the liquid bulk and the mushy zone on macrosegregation. In order to overcome the difficulty of the different length-scales of the problem (the critical zone close to the liquidus vs the dimension of the process), an adaptive DDM with grid refinement has been developed. At each time step, after the resolution of the energy conservation equation on an initial, coarse finite element grid, the critical zone close to the liquidus which needs a finer discretization is automatically determined and a second, fine mesh is generated within this region. The fluid flow and solute conservation equations are then solved within the liquid region, on the coarse grid, and within the refined zone by a substructuring iterative method. Concerning the critical zone it has been observed that:
• The region of the mushy zone, where liquid metal can still penetrate and transport away solute is very narrow and close to the liquidus.
• The inclusion of the boundary layer ahead of the solidification front into the refined zone improves considerably the results of the fluid flow and the associated segregation.
The method has been applied successfully to the macrosegregation benchmark problem of Hebditch and Hunt. Instabilities that are observed on coarse, standard FE simulations can be eliminated using the DDM technique. The new method has also been used to predict freckles. It has been shown that, in order to predict this phenomenon correctly, a fine discretization close to the liquidus is necessary and sufficient, in the sense that a coarser grid can be used within the liquid bulk.
In the presented test cases, the use of the DDM reduced the computational time approximatively by one order of magnitude compared with a standard FE simulation of similar accuracy.
However, the overall numerical scheme for such DDMs is quite complex. In particular for the fluid flow equations, due to the coupling of the DDM technique with the GLS stabilization method, the numerical parameters have to be chosen with special care. It seems that, at least in two dimensions, a standard adaptive meshing technique could be more stable and efficient. The DDM would probably present real advantages in three dimensions, where remeshing is still very challenging or when using parallelized computations.
