Abstract. We present a systematic approach to the computation of exact nonreflecting boundary conditions for the wave equation. In both two and three dimensions, the critical step in our analysis involves convolution with the inverse Laplace transform of the logarithmic derivative of a Hankel function. The main technical result in this paper is that the logarithmic derivative of the Hankel function H
Introduction.
A longstanding practical issue in numerical wave propagation and scattering problems concerns the reduction of an unbounded domain to a bounded domain by the imposition of nonreflecting boundary conditions at an artificial boundary. We restrict our attention to "time-domain" calculations, for which it is well-known that the exact nonreflecting conditions are global in both space and time. While the problem has been widely studied (see Givoli [1] for an overview), the boundary conditions used in practice typically introduce serious numerical artifacts. An exception is the method developed by Ting and Miksis [2] , which relies on Kirchhoff's formula to solve the wave equation in an exterior domain, but which is computationally expensive. The two most common approaches are based on the construction of local differential boundary conditions [3, 4] or absorbing regions [5, 6] , but neither provides a clear sequence of approximations which converge to the exact, nonlocal conditions. Recently, Sofronov [7] and, independently, Grote and Keller [8] have developed and implemented an integrodifferential approach for three-dimensional calculations using a spherical boundary and have demonstrated that high accuracy can be achieved at reasonable cost. In their schemes, the work is of the same order as the explicit finite difference or finite element calculation in the interior of the domain. For N 2 points on the spherical boundary, O N 3 work is required. Hagstrom and Hariharan [9] have shown that these conditions can be effectively implemented using only local operators, but at the cost of introducing a large number of auxiliary functions at the boundary. A somewhat more general, but closely related, integral formulation is introduced in [10, 11, 12] . The fundamental analytical tool in the latter papers is what we refer to as the nonreflecting boundary kernel which is the inverse Laplace transform of the logarithmic derivative of a Hankel function.
In this paper, we prove that the logarithmic derivative of a Hankel function can be approximated as a ratio of polynomials of modest degree, so that its inverse Laplace transform can be expressed as a sum of exponentials. Our analytical approach combines an extension of the Mittag-Leffler theorem with the approximation techniques of the fast multipole method. In particular, Theorem 4.1 presents an exact representation of the logarithmic derivative as a sum of poles plus a continuous density on the branch cut. Theorem 4.6, which is preceded by several technical lemmas, presents a reduced, approximate representation.
Using this approach, the cost of computing the nonreflecting boundary condition is comparable to that of a fast Fourier or spherical harmonic transform. For two-dimensional problems, O(N log N log 1 ε ) work is required at each time step, where N is the number of points used in the discretization of a cylindrical (circular) boundary. In three dimensions, the cost is proportional to N 2 log 2 N + N 2 log N log 1 ε , for a spherical boundary with N 2 points. The first term comes from the calculation of the spherical harmonic transform using the fast algorithm of [13, 14] .
Other authors, including Nédélec [15] and Cruz and Sesma [16] , have studied the logarithmic derivative of the Hankel function, based on a variety of techniques. In this paper we present a sum-of-poles representation for the logarithmic derivative of a Hankel function of real order ν bounded away from zero with accuracy ε for argument, z, satisfying Im(z) ≥ 0. The number of poles is bounded by O log |ν| · log In Section 2, we introduce nonreflecting boundary kernels. In Section 3 we collect background material in a form convenient for the subsequent development. Section 4 contains the analytical and approximate treatment of the logarithmic derivative, while a procedure for computing these representations is presented in Section 5. The results of our numerical computations are contained in Section 6, and we present our conclusions in Section 7.
Nonreflecting Boundary Kernels. Let us first consider the wave equation
in a two-dimensional annular domain ρ 0 < ρ < ρ 1 . The general solution can be expressed as
where K n and I n are modified Bessel functions (see, for example, [17] 9.6),
the coefficients a n and b n are arbitrary functions analytic in the right half plane, L denotes the Laplace transform 4) and L −1 denotes the inverse Laplace transform L
Likewise, for the wave equation in a three-dimensional domain r 0 < r < r 1 , the general solution can be expressed as
If we imagine that ρ = ρ 1 (or r = r 1 ) is to be used as a nonreflecting boundary, then we can assume there are no sources in the exterior region and the coefficients b n (s) (or b nm (s)) are zero. Let us now denote by u n (ρ, t) the function satisfying
where * denotes Laplace convolution
The convolution kernel in (2.9) is a generalized function. Its singular part is easily removed, however, by subtracting the first two terms of the asymptotic expansion
From the assumption u n (ρ, t) = 0 for t ≤ 0 and standard properties of the Laplace transform we obtain the boundary condition
where
which we impose at ρ = ρ 1 .
Remark. The solution to the wave equation in physical space is recovered on the nonreflecting boundary from u n by Fourier transformation: 14) assuming N points are used in the discretization.
The analogous boundary condition in three dimensions is expressed in terms of the functions u nm (r, t) satisfying
After some algebraic manipulation, assuming u nm (r, t) = 0 for t ≤ 0, we have
which we impose at r = r 1 .
Note that the boundary conditions (2.12) and (2.16) are exact but nonlocal, since they rely on a Fourier (or spherical harmonic) transformation in space, and are history dependent. The form of the history is simple, however, and expressed, for each separate mode, in terms of a convolution kernel which is the inverse Laplace transform of a function defined in terms of the logarithmic derivative of a modified Bessel function
Remark. In three dimensions, the required logarithmic derivative of K n+ 1 2 (z) is a ratio of polynomials, so that one can recast the boundary condition in terms of a differential operator of order n. The resulting expression would be equivalent to those derived by Sofronov [7] and Grote and Keller [8] .
The remainder of this paper is devoted to the approximation of the logarithmic derivatives (2.18) as a ratio of polynomials of degree O(log ν), from which the convolution kernels σ n and ω n can be expressed as a sum of decaying exponentials. This representation allows for the recursive evaluation of the integral operators in (2.12) and (2.16), using only O(log n) work per time step (see [18] ). We note that, by Parseval's equality, the L 2 error resulting from convolution with an approximate kernel is sharply bounded by the L ∞ error in the approximation to the kernel's transform. Precisely, approximating the kernel B(t) by the kernel A(t) we find
where we assume thatÂ,B, andû are all regular for Re(s) > 0. For finite times we may let s have a positive real part, η:
We therefore concentrate our theoretical developments on L ∞ approximations. For ease of computation, however, we compute our rational representations by least squares methods. These do generally lead to small relative errors in the maximum norm, as will be shown. Since Hankel functions are more commonly used in the special function literature, we will write the logarithmic derivatives as
The expressions in (3. 
ν and H (2) ν have a branch point at z = 0 and it is customary to place the corresponding branch cut on the negative real axis and impose the restriction −π < arg z ≤ π. We shall find it more convenient, however, to place the branch cut on the negative imaginary axis, with the restriction
Hankel's functions have especially simple asymptotic properties. In particular (see, for example, [19] 7.4.1), 6) as z → ∞, with −π + δ ≤ arg z ≤ 2π − δ, where
and the branch of the square root is determined by
Finally we note the symmetry
We also make use of the modified Bessel functions, K ν (z) and I ν (z). These are linearly independent solutions of the equation obtained from (3.1) by the transformation z → i z. Their Wronskian satisfies
Moreover we have for positive r [20] H
Asymptotic expansions of K ν (r ) and I ν (r ) for r small and large are also known [17] 9.6, 9.7. For real r and ν ≥ 0 we have
14)
Here γ = 0.5772 . . . is the Euler constant. Finally, we note the uniform expansions of Bessel functions for ν → ∞ given in [17] . For Hankel function and derivative we have
as ν → ∞, where we restrict z to |arg(z)| ≤ π/2 and define
Here, Ai(t) denotes the Airy function [17] 10.4. Note that ζ = 0 when z = 1. Large ν approximations of the modified Bessel functions for real arguments, r , are given by
where φ(r ) = log r
Hankel Function Logarithmic Derivative.
We denote the logarithmic derivative of H (1) 
The following lemma states a few fundamental facts about G ν that we will use below. LEMMA 3.1. The function G ν (z), for ν ∈ R, satisfies the formulae
where z = |z| e −i arg z is the complex conjugate of z. Asymptotic approximations to G ν are
where γ is the Euler constant,
where A k (ν) is defined in (3.7) , and
where ζ is defined in (3.18) . Furthermore, the function u ν defined by
satisfies the recurrence
Proof. Equations (3.22) and (3.23) and asymptotic expansion (3.24) follow immediately from the definitions (3.2) through (3.4) of J ν and H (1) ν . The asymptotic expansion (3.25) follows from (3.5) and (3.6), while (3.26) is a consequence of (3.16) and (3.17). The recurrence (3.28) from standard Bessel recurrences ([17] 9.1.27). The zeros of H (1) ν (z) are well characterized [17] , [20] ; they lie in the lower half z-plane near the curve shown in Figure 3 (1) ν is chosen (3.4) on the negative imaginary axis.
uniformly in n, where ζ n is defined by the equation
is obtained from inverting (3.18) , and a n is the nth negative zero of Airy function Ai.
The zeros in the sector
where −a 1 = 2.338 . . . .
Pole Expansions.
A set of poles in a finite region defines a function that is smooth away from the region, with the smoothness increasing as the distance increases. This fact leads to the following approximation related to the fast multipole method [22] , [23] . 
can be approximated for Re(z) = a > 1 by the m pole expansion
where ω = e 2πi/m is a root of unity and γ j is defined by
The error of the approximation is bounded by
Proof. We use the geometric series summation
All m terms of the first summation vanish, due to the combination of (3.34) and the equality
For the error term we obtain
and
Moreover, repeating the computations of (3.39), we find
Now the combination of (3.38) through (3.41) and the triangle inequality gives (3.35 
can be approximated for z satisfying
43)
where γ i j is defined by
. Suppose that the discrete poles of Lemma 3.4 are replaced with a density q defined on a curve C with C
which is finite for z outside U p , and that g m is defined by (3.43) with γ i j defined by
with U i = ∪ j ≤i D j . Then the bound (3.45) holds as before. Lemma 3.3 enables us to approximate, with exponential convergence, a function defined as a sum of poles. The fundamental assumption is that the region of interest be "separated" from the pole locations. The notion of separation is effectively relaxed by covering the pole locations with disks of varying size in an adaptive manner. In Lemmas 3.4 and 3.5, we use this approach to derive our principal analytical result.
Rational Approximation of the Logarithmic Derivative.
The Hankel function's logarithmic derivative G ν (z) defined in (3.21) approaches a constant as z → ∞ and is regular for finite z ∈ C , except at z = 0, which is a branch point, and at the zeros of H (1) ν (z), all simple. We can therefore develop a representation for G ν analogous to that of the MittagLeffler theorem: the only addition is due to the branch cut on the negative imaginary axis. It will be convenient to work with u ν (z), defined in (3.27), for which approximations to be introduced have simple error bounds.
, where G ν is defined for ν ∈ R by (3.21) with the branch cut defined by (3.4) , is given by the formula 
is clear from the observation that u 1/2 (z) = i z − 1/2 in combination with the recurrence (3.28). Hence
where p is a polynomial and α ν,n is the residue of u ν at h ν,n ,
by l'Hôpital's rule. We see from (3.25) that
Noting that u ν (iy) ∈ R for y ∈ R, and combining (4.2), (4.3), and (4.5), we obtain (4.1).
We now consider the case ν = k + 1/2, k ∈ Z, for which the origin is a branch point. For m = 1, 2, . . . , we define C m to be the simple closed curve, shown in Figure 4 .1, which proceeds counterclockwise along the circle C 
Now exploiting the symmetry u ν (re 3πi/2 ) = u ν (re −πi/2 ) from (3.23) for the vertical segments, we obtain
which, when combined with (4.6), yields (4.1) and the theorem. The primary aim of this paper is to reduce the summation and integral of (4.1) to a similar summation involving dramatically fewer terms. To do so, we restrict z to the upper half-plane and settle for an approximation. Such a representation is possible, for the poles of u ν (zeros of H (1) ν ) lie entirely in the lower half-plane and do not cluster near the real axis. We first examine the behavior of u ν on the negative imaginary axis.
The qualitative behavior of u ν on the branch cut is illustrated by the case of ν = 2, shown in Figure 4 .2. The plot changes little with changing ν, except for the sign of Im u ν (z) and the sharpness of its extremum. LEMMA 4.2. For ν ∈ R, ν = k + 1/2, k ∈ Z, the function u ν (re −πi/2 ) is infinitely differentiable on r ∈ (0, ∞) and has imaginary part satisfying the following formulae:
where φ is defined in (3.20) .
Proof. Infinite differentiability of u ν (z) follows from the observation that H (1) ν (z) = 0 on the negative imaginary axis. To derive (4.9) we recall (3.11) to obtain ir + z dr (4.14)
satisfies the bounds
Moreover, there exists δ > 0 such that for all ν ∈ R, |ν| ≥ ν 0 , and ε with
Proof. We assume ν = k + 1/2 for integral k and begin by changing variables, r = |ν|w, so that
From the nonvanishing of µ z and its asymptotic behavior in w, it is clear that (4.15) holds for |ν| ∈ (ν 0 , ν 1 ) and any fixed ν 1 > ν 0 . Using (4.12) for |ν| large but bounded away from 2k − 1/2 for integral k, an application of Watson's lemma to (4.14) focuses on the unique positive zero, w * , of φ defined in (3.20) . As the derivative of this function is positive, we conclude
where α is a function of w * , so that (4.15) clearly holds. However, as ν → 2k − 1/2, the denominator on the right-hand side of (4.12) may nearly vanish at w * and the expansion loses its uniformity. Setting cos(νπ) = η in these cases, we see that the denominator has a minimum which is bounded below by O(η 2 ). Hence in an O(|ν| −1 ) neighborhood of the minimum which includes w * we have
which by the change of variables s = ηz/|ν| is seen to satisfy the upper bound in (4.15) uniformly in η. As the rest of the integral is small, the upper bound holds. We now move on to the approximation. For a positive integer m and a positive number w 0 , we define intervals I 0 = 0, w 0 , I j = 2 j −1 w 0 , 2 j w 0 for j = 1, . . . , m, and I m+1 = 2 m w 0 , ∞ . Now
where f 0 , f 1 , and f 2 are defined by the formulae
(4.21)
We will now choose w 0 and m so that f 0 and f 2 can be ignored and then use Lemma 3.5 to approximate f 1 . Using (4.10) and (4.12) and taking w 0 sufficiently small we have, for some constant c 2 independent of ν,
Hence, a choice of
suffices to guarantee 24) in the closed upper half-plane. Now using (4.11) and (4.12) and assuming m sufficiently large we have, for some constant c 3 independent of ν,
for appropriate m 0 and m 1 independent of ν and ε leads to
Finally, we apply Lemma 3.5 to the approximation of f 1 The error involves the function F 1 = |Im(u ν )|/(ir + z)dr, but we note that |F 1 | = | f 1 |. Using p poles for each j we produce a p · m-pole approximation g(z) with an error estimate, again for Im(z) ≥ 0, given by
A choice of
By combining (4.24), (4.27), (4.30) , and the triangle inequality, we obtain (4.16) with the number of poles, d = p · m, satisfying the stated bound. The case ν = 0 requires special treatment. First, the direct application of the preceding arguments leads to a significantly larger upper bound on the number of poles. Secondly, we note that u 0 (0) = 0, so that relative error bounds near z = 0 require a vanishing absolute error. Finally, the lack of regularity of u 0 (z) at z = 0 precludes uniform rational approximation, as discussed in [10] . Therefore, we relax the condition Im(z) ≥ 0 to Im(z) ≥ η > 0. By (2.20) this will lead to good approximate convolutions for times T ≤ η −1 .
LEMMA 4.4. There exists δ > 0 such that for all ε, 0 < ε < 1/2 and η,
Proof. Note that since u 0 (z) has no poles, f (z) is given by (4.14), and satisfies (4.15). Define intervals
where f 1 , and f 2 are defined by the formulae
We will now choose m so that f 2 can be ignored and then use Lemma 3.5 to approximate f 1 . Using (4.11) and assuming m sufficiently large we have, for some constant c,
Hence, choosing m ≥ m 0 log(1/η) + log log(1/ε) , (4.35) for appropriate m 0 independent of η and ε leads to
Finally, we apply Lemma 3.5 to the approximation of f 1 . Using p poles for each j we produce a p · m-pole approximation g(z) with an error estimate for Im(z) ≥ η given by
A choice of (1) ν , satisfies the inequalities
and admits an approximation g(z) that is a sum of d ≤ δ · log |ν| · log(1/ε) poles, with
Proof. The curve C defined in Lemma 3.2, near which h ν,1 /|ν|, . . . , h ν,N ν /|ν| lie, is contained in disks separated from the real axis. If we denote the disk of radius r centered at c by D(r, c) , then the disks
for example, contain C\{+1, −1}. From (3.31), the root h ν,1 closest to the real axis satisfies
hence is contained in a disk of (4.43) with n ≈ log 2 2 4/3 3 −1/2 π(−a 1 ) −1 |ν| 2/3 , and all of the roots are contained in O(log |ν|) of the disks. Now applying Lemma 3.4 we obtain (4.42) with |h| replaced by |H | = |h ν,n |/(z − h ν,n ) . To obtain the upper bound in (4.41) for both h and H we note first that it is trivial except for |z/ν| ≈ 1. A detailed analysis of the roots as described by Lemma 3.2 shows that
Hence, for |z/ν| ≈ 1,
The lower bound in (4.41) is again obvious except for |z/ν| ≈ 1. Then, however, we note that 
approximates u ν (z) with the bound
Proof. We first note the lower bound
For ν > 0 the function is nonvanishing and has the correct asymptotic behavior, so we need only consider the case of |ν| large. The result then follows from (3.26) . This proves (4.51) and (4.50) with u ν replaced by u ν − i z + 1/2 on the right-hand side. From (3.26) we have
so that the final result follows from the scaling ε → |ν| −1/3 ε. The number of poles in (4.48) required to approximate u ν (z) to a tolerance ε, depends on both ε and ν. The asymptotic dependence on ε is proportional to |ν| −1 log 2 (1/ε). We will see in the numerical examples, however, that this term is important only for small |ν|; otherwise the dominant term is the first, for an asymptotic dependence of O log |ν| · log(1/ε) . As we generally have ε |ν| −1 in practice, the term log 2 |ν| is of less importance. Similarly, Lemma 4.4 leads to the following theorem for ν = 0. THEOREM 4.7. There exists δ > 0 such that for all ε, 0 < ε < 1/2 and η, 0 < η < 1/2 there exists d ≤ δ · log(1/η) · log(1/ε) + log log(1/ε) + log log(1/η) and complex numbers α 1 , . . . , α d and β 1 , . . . , β d , depending on η and ε, such that the function
approximates u 0 (z) with the bound
Proof. Again we already have (4.55) with u 0 (z) − i z + 1/2 on the right-hand side. By (3.24) we find
(4.57)
The theorem follows from the scaling ε → log −1 (1/η)ε. As we must take η = T −1 , we see that the number of poles required may grow like log(1/ε) · log T + log T · log log T . However, this is only for the mode n = 0 in the two dimensionsal case. In short, the T dependence is insignificant in practice.
Computation of the Rational Representations.
Analytical error bound estimates developed in the previous sections are based on maximum norm errors as in (2.19) and (2.20) . In numerical computation it is often convenient, however, to obtain least squares solutions. Our method of computing a rational function U ν,ε that satisfies (4.50) is to enforce (4.51). An alternative approach would be to use rational Chebyshev approximation as developed by Trefethen and Gutknecht [24, 25, 26] .
In the numerical computations, we work with
and its sum-of-poles approximationŨ ν,ε (z) = U ν,ε (z) − i z + 1/2. In particular, we have the nonlinear least squares problem
for P, Q polynomials with deg(P)
is not only nonlinear, but also very poorly conditioned when P, Q are represented in terms of their monomial coefficients. We apply two tactics for coping with these difficulties: linearization and orthogonalization. We linearize the problem by starting with a good estimate of Q, and updating P, Q iteratively. In particular, we solve the linear least squares problem min
where the integral is replaced by a quadrature. The initial values P (0) , Q (0) are obtained by exploiting the asymptotic expansion (3.25) and the recurrence (3.28). We find that two to three iterations of (5.3) generally suffice. The quadrature for (5.3) is derived by first changing variables,
where θ 1 , . . . , θ m and w 1 . . . , w m denote appropriate quadrature nodes and weights. The transformed integrand is periodic on the interval [−π/2, π/2], so the trapezoidal rule (or midpoint rule) is an obvious candidate. The integrand is infinitely continously differentiable, except at θ = 0, where its regularity is of order 2|ν|. For |ν| > 8 (say), the trapezoidal rule delivers at least 16th-order convergence and is very effective. For small |ν|, however, a quadrature that adjusts for the complicated singularity at θ = 0 is needed. Here we can successively subdivide the interval near the singularity, applying high-order quadratures on each subinterval (see, for example, [27] ). The quadrature discretization of (5.3) cannot be solved as a least-squares problem by standard techniques, due to its extremely poor conditioning. We avoid forming the corresponding matrix; rather we solve the least squares problem by Gram-Schmidt orthogonalization. The 2d + 1 functions
are orthogonalized under the real inner product 6) to obtain the orthogonal functions
so P (i+1) and Q (i+1) are computed from the recurrence coefficients c nj by splitting (5.7) into even and odd-numbered parts. For some applications, including nonreflecting boundary kernels, it is convenient to represent P/Q as a sum of poles, We compute β 1 , . . . , β d (zeros of Q) by Newton iteration with zero suppression (see, for example, [28] ) by the formula by the formula α n = P(β n )/Q (β n ). The derivative Q (z) is obtained by differentiating the recurrence (5.7).
Numerical Results.
We have implemented the algorithm described in Section 5 to compute the representations of σ n and ω n through their Laplace transforms. Recall that for the cylinder kernels, σ n , we have ν = n while for the sphere kernels, ω n , we have ν = n+1/2. Table 5 .1 presents the sizes of the representations for ε = 10 −6 , 10 −8 , and 10 −15 in (4.51). For the cylinder kernels, which are affected by the branch cut, the number of poles for small n is higher than for the sphere kernels. This discrepancy, however, rapidly vanishes as n increases and the asymptotic performance ensues. The log(1/ε) dependence of the number of poles for n ≥ 10 is clear.
For ε = 10 −8 we have also computed the maximum norm relative errors which appear in (2.19) by sampling on a fine mesh. For the cylinder kernel with n = 0, we expect an O(1) error in a small interval about the origin due to (4.10). However, errors of less than ε are achieved for |s| > 5 × 10 −7 . This implies a similar accuracy in the approximation of the convolution for times of order 10 6 . For all other cases the maximum norm relative errors are of order ε.
Finally, Table 5 .2 presents poles and coefficients for the cylinder kernels for n = 1, . . . , 4 and ε = 10 −6 , to allow comparison by a reader interested in repeating our calculations. Note that the pole locations are written in terms of s = z/i . Extensive tables will be made available on the Web at http://math.nist.gov/mcsd/Staff/BAlpert. Remark. Our approximate representation of the nonreflecting boundary kernel could be used to reduce the cost of the method introduced by Grote and Keller [8] . The differential operators of degree n obtained in their derivation need only be replaced by the corresponding differential operators of degree log n for any specified accuracy. It is interesting to note that in the two-dimensional case, where the approach of [8] does not apply, the analysis described above can be used to derive an integrodifferential formulation in the same spirit.
7. Summary. In this paper we have introduced new representations for the logarithmic derivative of a Hankel function of real order, that scale in size as the logarithm of the order. An algorithm to compute the representations was presented and our numerical results demonstrate that the new representations are modest in size for orders and accuracies likely to be of practical interest.
The present motivation for this work is the numerical modeling of nonreflecting boundaries for the wave equation, discussed briefly here and in more detail in [18] . Maxwell's equations are also susceptible to similar treatment as outlined in [29] . The new representations enable the application of the exact nonreflecting boundary conditions, which are global in space and time, to be computationally effective.
Appendix: Stability of Exact and Approximate Conditions.
In this appendix, we consider the stability of our approach to the design of nonreflecting boundary conditions. Given that we are approximating the exact conditions uniformly, it is natural to expect that our approximations possess similar stability characteristics. This is, indeed, the case. Oddly enough, however, the exact boundary conditions themselves do not satisfy the uniform KreissLopatinski conditions which are necessary and sufficient for strong well-posedness in the usual sense [30] . This may seem paradoxical, since the unbounded domain problem itself is strongly well-posed. The difficulty is that the exact reduction of an unbounded domain problem to a bounded domain problem gives rise to forcings (inhomogeneous boundary terms) which live in a restricted subspace. The Kreiss-Lopatinski conditions, on the other hand, require bounds for arbitrary forcings. In that setting, our best estimates result in the loss of 1/3 of a derivative in terms of Sobolev norms. In practice we doubt that this fact is of any significance, and have certainly encountered no stability problems in our long time numerical simulations.
To fill in some of the details, consider a spherical domain of radius one, within which the homogeneous wave equation with homogeneous initial data is satisfied. At the boundary we have
where n = 0 for the exact condition and is uniformly small when we use our approximations. We now estimate norms of the solution. First note that the products in the definition of δ n , J ν (z)H (1) ν (z), z J ν (z)H (1) ν (z), are uniformly bounded for Im(z) ≥ 0. (See the limits z → 0, z → ∞, and ν → ∞.) Therefore, as mentioned above, the error term, so long as it's small, has no effect on the estimates we derive, and we simply ignore it. That is, we set δ n = 1.
We concentrate on the boundary terms in H, as they are both the most straightforward to compute and the most ill-behaved. In transform space we have (Here and throughout c will denote a positive constant independent of all variables.) We first note that as the only singularities of Bessel functions occur at zero and infinity, we need only consider the limits z → 0, z → ∞, and ν → ∞. The first two are straightforward: 14) 
