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In this paper, we consider the global behavior of weak solutions of the Navier–Stokes
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1. Introduction
We consider the following Navier–Stokes equation of compressible barotropic self-gravitating ﬂuids with the external
force:
∂t + div(u) = 0, (1.1)
∂t(u) + div(u⊗ u) − μu− (λ +μ)∇ divu+ ∇p() + G∇
∫
Ω
(t, y)
|x− y| dy = f, (1.2)
in Ω × I , and with the boundary condition
u= 0 on ∂Ω × I, (1.3)
where Ω ⊂ R3 is a bounded domain with Lipschitz boundary, the time t ∈ I ⊂ R ,  = (t, x) the density, u = u(t, x) =
(u1(t, x),u2(t, x),u3(t, x)) the velocity, f= ( f 1(t, x), f 2(t, x), f 3(t, x)) the external force, μ > 0 and λ the viscosity constants
satisfying λ+μ 0, a = eS the constant determined by the entropy S , and we denote the Newtonian gravitational potential
Φ[](t, x) = −G
∫
Ω
(t, y)
|x− y| dy,
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F. Jiang, Z. Tan / J. Math. Anal. Appl. 351 (2009) 408–427 409where G > 0 the universal gravitational constant. For simplicity, we consider only the isentropic case when
p() = aγ , a > 0, γ > 3
2
, (1.4)
where γ > 1 the adiabatic constant. Physically, this system describes the motion of compressible viscous isentropic gas
ﬂow under the self-gravitational force with the external force. Such a ﬂuid may be formulated as the so-called Navier–
Stokes–Poisson equation (see [1–5] where the external force are neglected) or Euler–Poisson equation (see [6–11] where the
viscosity and the external force are neglected).
In this paper, we shall deal with globally deﬁned ﬁnite energy weak solutions of the problem (1.1)–(1.4) as in [13], i.e.
Deﬁnition 1.1. In this paper, we shall say that (,u) is ﬁnite energy weak solution of the problem (1.1)–(1.4) on I × Ω ,
where I is an open interval, if
• ,u belong to the classes
 ∈ L∞loc
(
I; Lγ (Ω))∩ Ls(γ )loc (I; Ls(γ )(Ω)), ui ∈ L2loc(I;W 1,20 (Ω)), s(γ ) = 5γ − 33 , i = 1,2,3; (1.5)
• the energy E is locally integrable on I and the energy inequality
d
dt
E[,u](t) +
∫
Ω
μ
∣∣∇u(t)∣∣2 dx+ ∫
Ω
(λ + μ)∣∣divu(t)∣∣2 dx ∫
Ω
(t)f(t) · u(t)dx (1.6)
is satisﬁed in D′(I), where the energy E is given by the formula
E[,u](t) =
∫
Ω
[
1
2
(t, x)
∣∣u(t, x)∣∣2 + a
γ − 1
γ (t, x) − 1
2
G(t, x)
∫
Ω
(t, y)
|x− y| dy
]
dx; (1.7)
• Eqs. (1.1), (1.2) are satisﬁed in D ′(I × Ω); moreover, (1.1) holds in D ′(I ×R3) provided ,u were prolonged to be zero
on R3/Ω;
• Eq. (1.1) is satisﬁed in the sense of renormalized solutions, it means that
b()t + div
(
b()u
)+ (b′() − b())divu= 0 (1.8)
holds in D ′(I × Ω) for any b satisfying
b ∈ C0([0,∞])∩ C1((0,∞)), ∣∣b′(t)∣∣ Ct−λ0 , t ∈ (0,1), λ0 < 1, (1.9)
with growth conditions at inﬁnity
∣∣b′(t)∣∣ Ctλ1 , t  1, where C > 0, −1< λ1  s(γ )
2
− 1. (1.10)
The existence of above globally deﬁned ﬁnite energy weak solutions of the Cauchy problem (1.1)–(1.2) on the time
interval [0, T ] with proper initial condition and without the external force f, was proved in [13], where the b only satisﬁes
b ∈ C1(R), b′(z) = constant if |z| is large. (1.11)
Referring to the proof of Theorem 7.7 in [18], we can easily see there also exists globally ﬁnite energy weak solution
deﬁned as in Deﬁnition 1.1 for Navier–Stokes equation (1.1)–(1.4) of compressible barotropic self-gravitating ﬂuids (or see
[4, Theorem 1]).
From the deﬁnition of renormalized solutions, we can infer the mass m to be conserved (see [23, Proposition 2.1] for
details), i.e.
m =
∫
Ω
(x, t)dx is independent of t ∈ I. (1.12)
Now we state our main results of this paper, which are regarded as the generalization of Feiresl and Hana Petzeltová
[15–17] concerning the Navier–Stokes equation of compressible barotropic ﬂuids. In the following four theorems, we always
assume
γ >
5
3
. (1.13)
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max
i=1,2,3
{
ess sup
t∈I, x∈Ω
∣∣ f i(t, x)∣∣} K , (1.14)
and I = (a,∞) ⊂ R an interval such that a > −∞. Then there exists a constant E∞ , depending solely on γ , K and on the total mass m,
having the following property.
Given E0 , there exists a time T = T (E0,m,a) such that
E(t) := E[,u](t) E∞ for a.e. t > T , (1.15)
provided
ess limsup
t→a
E(t) E0 (1.16)
and ,u is a ﬁnite energy weak solution of the problem (1.1)–(1.4).
The above theorem tell us that the family of trajectories generated by the ﬁnite energy weak solutions of (1.1)–(1.4) de-
ﬁned on the time interval I corresponding to “bounded energy data” is dissipative in the sense of Levinson, i.e., it possesses
a bounded absorbing set in the energy “norm.”
Consider the so-called short trajectory (a notion introduced in (Málek and Nec˘as [20])) deﬁned by
Us[E0,F ,M](t0, t) =
{(
(τ ),q(τ )
)
, τ ∈ [0,1]
∣∣∣ (τ ) = (t + τ ), q(τ ) = (u)(t + τ ) where ,u is a ﬁnite energy
weak solution of the problem (1.1)–(1.4) on an open interval I, (t0, t0 + 1] ⊂ I, with f ∈F ,
and such that ess limsup
t→t0
E(t) E0,
∫
Ω
(t)dx M
}
. (1.17)
We have the following conclusion about the asymptotic behavior of trajectories generated ﬁnite energy weak solutions.
Theorem 1.3 (Asymptotically closed trajectories). Let F be bounded subset of the (L∞(R × Ω))3 . Assume(
n(tn + t, x),qn(tn + t, x)
) ∈ Us[E0,F ,M](a, tn) (a ∈ R),
for a certain sequence tn → ∞. Then there is a subsequence (not relabeled) such that
n(tn + t, x) → ¯(t, x) in Lγ
(
(0,1) × Ω) and in C([0,1]; Lα(Ω)) for 1 α < γ , (1.18)
qn(tn + t, x) → (¯u¯)(t, x) in Lp
(
(0,1) × Ω)∩ C([0,1]; (L 2γγ+1weak(Ω))3) for any 1 p < 2γγ + 1 , (1.19)
and
E
[
n(tn + t, x),un(tn + t, x)
]→ E[¯(t, x), u¯(t, x)] in L1(0,1), (1.20)
where ¯, u¯ is a ﬁnite energy weak solution of the problem (1.1)–(1.4) deﬁned on the whole real line I = R such that E ∈ L∞(R) and
f ∈F+ where
F+ =
{
f
∣∣∣ f= lim
τn→∞
hn(t + τn, x) weak star in L∞(R × Ω) for a certain hn ∈F and τn → ∞
}
. (1.21)
Theorem 1.3 shows the importance of the complete bounded trajectories, i.e., the ﬁnite energy weak solutions deﬁned
on I = R whose energy E is uniformly bounded on R . And it has an immediate consequence for construction of a set of
short trajectories to which any ﬁnite energy weak solution is asymptotically attracted. Deﬁne
As[F ] = {((τ ),q(τ ))
τ∈[0,1]
∣∣ ,q= (u) is a ﬁnite energy weak solution of the problem (1.1)–(1.4)
on the interval I = R, with f ∈F+ and E[,u] ∈ L∞(R)}, (1.22)
U [E0,F ,M](t0, t) =
{
(,q)(t)
∣∣∣ (,u) is a ﬁnite energy weak solution of the problem (1.1)–(1.4)
on an open interval I, (t0, t] ⊂ I, with f ∈F , and such that
ess limsup
t→t0
E(t) E0,
∫
Ω
(t)dx M
}
. (1.23)
We have the following property of the set As(F).
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Lγ ((0,1) × Ω) × (Lp((0,1) × Ω))3 and
sup
(,q)∈Us[E0,F ,M](t0,t)
[
inf
(¯,q¯)∈As[F ]
(‖ − ¯‖Lγ ((0,1)×Ω) + ‖q− q¯‖Lp((0,1)×Ω))]→ 0 as t → ∞, (1.24)
for any 1 p < 2γγ−1 .
On the basis of Theorem 1.4 it is natural to call the set As(F) a global attractor on the space of short trajectories. The
set As(F) is compact and nonempty whenever F is nonempty. For a general dynamical system a set A is called a global
attractor if it is compact, attracting all trajectories and minimal in the sense that if a set A1 is compact and attracting all
trajectories, then A1 ⊂A. Despite possible nonuniqueness of ﬁnite energy weak solutions with ﬁxed initial data the notion
of the global attractor may make sense and has reasonable properties which we brieﬂy describe here. Let
A[F ] = {(,q) ∣∣  = (0), q= (u)(0) where ,u is a ﬁnite energy weak solution of the problem (1.1)–(1.4)
on I = R with f ∈F+ and E ∈ L∞(R)},
we have the following assertion.
Theorem 1.5 (Attractors). Let F be a bounded subset of L∞(R × Ω). ThenA[F ] is compact in Lα(Ω) × (L
2γ
γ+1
weak(Ω))
3 and
sup
(,q)∈U [E0,F ](t0,t)
[
inf
(¯,q¯)∈A[F ]
(
‖ − ¯‖Lα(Ω) +
∣∣∣∣
∫
Ω
(q− q¯) · φ dx)
∣∣∣∣
)]
→ 0 as t → ∞ (1.25)
for any 1 α < γ and any φ ∈ (L 2γγ−1 (Ω))3 , where the energy E is given by the formula
E[,u](t) =
∫
(x,t)>0
[
1
2
|u|2

(t, x) + a
γ − 1
γ (t, x) − 1
2
G(t, x)
∫
Ω
(t, y)
|x− y| dy
]
dx. (1.26)
Remark 1.1. By virtue of inequality
∫
R3
Φ[](x)dx c0
(∫
R3
∣∣(x)∣∣ 65 dx)
5
3
,
where the constant c0 is independent of  (see [13]). Thus, for γ > 2, we can infer that∫
Ω
(t)dx c1
(|Ω|, γ )E 1γ (t) + c2(|Ω|, γ )
in exactly the same way as the estimate (2.10). Therefore, in the deﬁnition of (1.17) and (1.23) for γ > 2, making use of the
condition
ess limsup
t→a
E(t) E0
and the mass conservation, we can directly infer that there exists a constant M(E0, |Ω|) such that
m =
∫
Ω
(t)dx M
(
E0, |Ω|, γ
)
for t ∈ I.
Remark 1.2. In Theorems 1.2–1.4, if the E(t) is deﬁned by (1.26), then E(t) is lower semicontinuous (see Lemma 4.1) and
(1.26) is equal to (1.7) a.e. in I (see [18, Lemma 7.18]). Therefore the condition ess limsupt→a E(t)  E0 is equivalent to
limsupt→a E(t) E0 and the conclusion of Theorems 1.2–1.4 holds, furthermore
E(t) := E[,u](t) E∞ for t > T ,
in Theorem 1.2.
Remark 1.3. Considering the proof of above theorems and [17, Theorem 4.2], we can immediately see that Theorem 4.2
of [17] also holds for the case of Navier–Stokes equation (1.1)–(1.4) of compressible barotropic self-gravitating ﬂuids with
the external force, where the E[,q] is deﬁned by (1.26) and q= u.
412 F. Jiang, Z. Tan / J. Math. Anal. Appl. 351 (2009) 408–4272. The proof of Theorem 1.2
We start to prove Theorem 1.2 by the following three steps.
2.1. Preliminaries
Lemma 2.1. Let , u belong to the regularity classes of (1.5), and the identity
t + div(u) = 0 inD
(
I ×R3), (2.1)
where we prolong  and u by zero outside Ω , then the total mass is conserved, i.e.  ∈ C(I, Lγweak(Ω)) and (1.12) holds.
Finally, let , u is a renormalized solution of (2.1), i.e. the identity (1.8) holds inD(I ×R3), where b satisﬁes (1.9)–(1.10). Denoting
Sε[v] = ϑε ∗ v where ϑε = ϑε(x) is a regularizing sequence,
we have
∂t Sε
[
b()
]+ div(Sε[b()]u)+ Sε[(b′() − b())divu]= rε (2.2)
a.e. in I ×R3 , where
rε → 0 in L2loc
(
R+; Lα(Ω)) for ε → 0 with α = 2β
β + 2 (2.3)
provided
b() is in L∞loc
(
R+, Lβ(Ω)
)
, β  2.
Proof. Seeing [15, Lemma 2.1] or [18, Lemmas 6.7–6.9]. 
Lemma 2.2. For any function  ∈ L1(R3) ∩ Lγ (R3), if γ  4/3, then ∇Φ[] ∈ L2(R3). Moreover,
∫
R3
∣∣∇Φ[]∣∣2 dx = 4πG∣∣∣∣
∫
R3
(x)Φ[](x)dx
∣∣∣∣ c0
(∫
R3
∣∣(x)∣∣ 43 dx)(∫
R3
∣∣(x)∣∣dx)
2
3
, (2.4)
for some constant c0 , where
Φ[](x) = −G
∫
R3
(t, y)
|x− y| dy.
Proof. Seeing [9, Lemma 3.3] or [13]. 
Lemma 2.3. Let , u be a renormalized solution of (1.1)–(1.4). Under the assumptions of Theorem 1.2, we have, being redeﬁned on a
set of measure zero if necessary, the energy E has locally bounded variation on I , and
E(t+) = lim
s→t+ E(s) lims→t− E(s) = E(t−) for any t ∈ I. (2.5)
Moreover,
E(t2−)
(
1+ E(t1+)
)
ec(m,K )(t2−t1) − 1 for all 0< t1 < t2, (2.6)
where the c(m, K ) depends on c0 , γ , G, π , a, K and m.
Proof. From Lemma 2.2, we can obtain
0−1
2
∫
R3
(x)Φ[](x)dx c0
8πG
(∫
R3

4
3 (x)dx
)
m
2
3 ,
where c0 is a constant in Lemma 2.2. By virtue of the interpolation inequality
(∫

4
3 dx
) 3
4

(∫
 dx
) 3γ−4
4(γ−1)(∫
γ dx
) 1
4(γ−1)
(2.7)Ω Ω Ω
F. Jiang, Z. Tan / J. Math. Anal. Appl. 351 (2009) 408–427 413and the tall mass conversation, we obtain
0−1
2
∫
R3
(x)Φ[](x)dx c0
8πG
m
5γ−6
3(γ−1) + 23
(∫
Ω
γ dx
) 1
3(γ−1)
:= c0,1
(∫
Ω
γ dx
) 1
3(γ−1)
. (2.8)
Using Young inequality, we have
−1
2
∫
R3
(x)Φ[](x)dx 3γ − 4
3γ − 3
(
c0,1
(
2
3a
) 1
3(γ−1)) 3γ−33γ−4
+ a
2(γ − 1)‖‖
γ
Lγ (Ω) := c0,2 +
a
2(γ − 1)‖‖
γ
Lγ (Ω). (2.9)
By virtue of (1.7), we obtain
a
2(γ − 1)‖‖
γ
Lγ (Ω)  E(t) + c0,2. (2.10)
We denote E1(t) satisfying
d
dt
E1(t) +
∫
Ω
μ|∇u|2 + (λ + μ)|divu|2 dx =
∫
Ω
f · udx a.e. for t ∈ I. (2.11)
Thus E2 := (E − E1) ∈ L1loc(I). In view of (1.7), we have
d
dt
E2(t) 0 in D′(I). (2.12)
Above analysis tell us that E can be written as a sum of an absolutely function and a nonincreasing function, and conse-
quently, E is a continuous except a countable set of points in which (2.5) holds.
By virtue of (1.14), (2.9) and (2.10), the right-hand side of (1.6) may be estimated as follows:
∫
Ω
f · udx K
(∫
Ω
 dx
) 1
2
(∫
Ω
|u|2 dx
) 1
2

√
2mK
(
1+
∫
Ω
|u|2 dx
)

√
2mK
(
1+ 2E(t) −
∫
R3
Φ[](x)dx
)

√
2mK
(
1+ 4c0,2 + 4E(t)
)

√
2mK max{1+ 4c0,2,4}
(
1+ E(t)) := c(m, K )(1+ E(t)), (2.13)
whence (2.6) is a straightforward consequence of the Gronwall lemma. 
2.2. Decay estimates
Similarly to [15], we can get the following assertion, which plays a crucial role in the proof of Theorem 1.2.
Proposition 2.4. Under the hypotheses of Theorem 1.2, there exists a constant L, depending solely on γ , K and m, enjoying the
following property.
If
E
(
(T + 1)−)> E(T+) − 1 for a certain T ∈ I, (2.14)
then
sup
t∈(T ,T+1)
E(t+) L. (2.15)
The proof will be carried over by a series of auxiliary results.
Lemma 2.5. Under the hypotheses of Theorem 1.2 and (2.14), there exists a constant c1 = c1(K ,m), such that
T+1∫
T
∥∥u(t)∥∥2W 1,20 (Ω) dt  c1
(
1+
T+1∫
T
∥∥(t)∥∥
L
3
2 (Ω)
dt
)
. (2.16)
Proof. Seeing [15, Lemma 3.1]. 
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E(t+) c2
(
1+
T+1∫
T
∥∥(s)∥∥γLγ (Ω) ds
)
for any t ∈ [T , T + 1]. (2.17)
Proof. Integrating (2.6) for the choice t2 = T + 1 with respect to t1, one gets
E
(
(T + 1)−)
T+1∫
T
(
1+ E(s))ec(m,K )(T+1−s) ds c2,1
(
1+
T+1∫
T
E(s)ds
)
.
From (2.5), we get
E(T+) < E((T + 1)−)+ 1 c2,2
(
1+
T+1∫
T
E(s)ds
)
. (2.18)
Then, taking t1 = T in (2.6) and using (2.18), we obtain
E(t+) E(t−) c2,3
(
1+
T+1∫
T
E(s)ds
)
for any t ∈ [T , T + 1].
Now, by virtue of the Hölder inequality and Lemma 2.5, we can get
T+1∫
T
∫
Ω
|u|2 dxdt  c2,4 sup
t∈[T ,T+1]
∥∥(t)∥∥
L
3
2 (Ω)
(
1+
T+1∫
T
∥∥(t)∥∥
L
3
2 (Ω)
dt
)
.
Using the interpolation inequality
‖‖
L
3
2 (Ω)
 ‖‖1−η
L1(Ω)
‖‖ηLγ (Ω) for η =
γ
3(γ − 1) , (2.19)
and (2.10), we deduce
T+1∫
T
∫
Ω
|u|2 dxdt  c2,5(m) sup
t∈[T ,T+1]
(
E(t) + 1) 13(γ−1)
(
1+
T+1∫
T
∥∥(t)∥∥ γ3(γ−1)Lγ (Ω) dt
)
and, consequently,
sup
t∈[T ,T+1]
E(t+) c2,6(m)
[
1+
T+1∫
T
∥∥(t)∥∥γLγ (Ω) dt + ( sup
t∈[T ,T+1]
E(t)
1
3(γ−1) + 1
)(
1+
T+1∫
T
∥∥(t)∥∥ γ3(γ−1)Lγ (Ω) dt
)]
.
As, by virtue of (1.13), 1/[3(γ − 1)] < 1/2, the desired conclusion follows. 
Let us introduce the operators Bi considered by Bogovskii [19]:
Lemma 2.7. Let Ω ⊂ R3 is a bounded Lipschitz domain, and p, r ∈ (1,∞) given numbers. Then there exists a bounded linear opera-
tor B,
B = [B1,B2,B3] :
{
f ∈ Lp(Ω)
∣∣∣ ∫
Ω
f dx = 0
}
→ [W 1,p0 (Ω)]3,
∥∥B{ f }∥∥
W 1,p0 (Ω)
 c3(p,Ω)‖ f ‖LP (Ω), (2.20)
such that v= B{ f } solves the problem
divv= f a.e. in Ω, v|∂Ω = 0. (2.21)
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f = divg for a certain g ∈ [Lγ (Ω)]3, g · n|∂Ω = 0,
then ∥∥B{ f }∥∥Lγ (Ω)  c4(p, γ ,Ω)‖g‖Lγ (Ω). (2.22)
The proof follows the ideas of Galdi [19], [21, Chapter III, Theorem 3.3] and is given in [14, Proposition 2.1].
Now, consider the test functions of the form
ϕi(t, x) = ψ(t)Bi
{
S
[
b()
]− 1|Ω|
∫
Ω
S
[
b()
]
dx
}
, i = 1,2,3,
where 0ψ  1, ψ ∈D(T , T + 1), Sε are the smoothing operators considered in Lemma 2.1, and
b ∈ C1(R), b(z) = zθ for z 1 with θ = min
{
1
4
,
2γ − 3
3γ
}
. (2.23)
Taking ϕi as test functions for (1.2) and making use of Lemmas 2.1, 2.7, we obtain, after a lengthy but straightforward
computation, the following formula:
a
T+1∫
T
∫
Ω
ψγ S
[
b()
]
dxdt =
T+1∫
T
ψ
(∫
Ω
aγ dx
)(
1
|Ω|
∫
Ω
S
[
b()
]
dx
)
dt + (λ + μ)
T+1∫
T
∫
Ω
ψ S
[
b()
]
divudxdt
−
T+1∫
T
∫
Ω
ψtu
iBi
{
S
[
b()
]− 1|Ω|
∫
Ω
S
[
b()
]
dx
}
dxdt
+ μ
T+1∫
T
∫
Ω
ψ∂x j u
i∂x jBi
{
S
[
b()
]− 1|Ω|
∫
Ω
S
[
b()
]
dx
}
dxdt
−
T+1∫
T
∫
Ω
ψuiu j∂x jBi
{
S
[
b()
]− 1|Ω|
∫
Ω
S
[
b()
]
dx
}
dxdt
+
T+1∫
T
∫
Ω
ψuiBi
{
S
[(
b() − b′())divu]− 1|Ω|
∫
Ω
S
[(
b() − b′())divu]dx}dxdt
+
T+1∫
T
∫
Ω
ψuiBi
{
r − 1|Ω|
∫
Ω
r dx
}
dxdt −
T+1∫
T
∫
Ω
ψuiBi
{
div
(
S
[
b()
])
u
}
dxdt
−
T+1∫
T
∫
Ω
ψ f iBi
{
S
[
b()
]− 1|Ω|
∫
Ω
S
[
b()
]
dx
}
dxdt
+
T+1∫
T
∫
Ω
ψ∂iΦ[]Bi
{
S
[
b()
]− 1|Ω|
∫
Ω
S
[
b()
]
dx
}
dxdt. (2.24)
At this stage, the ten integrals on the right-hand side of the above relation will be estimated in terms of the norms of
, u and Φ[]. The main tools used is the Hölder inequality and the Sobolev embedding theorems together with the esti-
mates for B presented in Lemma 2.7. Skipping the technicalities we refer to [15, Section 3], [14, Section 3] and [4, Section 4]
for details. One has∣∣∣∣∣
T+1∫
T
ψ
(∫
Ω
aγ dx
)(
1
|Ω|
∫
Ω
Sε
[
b()
]
dx
)
dt
∣∣∣∣∣ c5(m)
T+1∫
T
∫
Ω
γ dxdt, (2.25)
∣∣∣∣∣
T+1∫ ∫
ψ Sε
[
b()
]
divudxdt
∣∣∣∣∣ c6(m)
T+1∫ ∥∥u(t)∥∥W 1,20 (Ω) dt, (2.26)T Ω T
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T+1∫
T
∫
Ω
ψtu
iBi
{
Sε
[
b()
]− 1|Ω|
∫
Ω
Sε
[
b()
]
dx
}
dxdt
∣∣∣∣∣ c7(m)
T+1∫
T
|ψt |‖√u‖L2(Ω) dt, (2.27)
∣∣∣∣∣
T+1∫
T
∫
Ω
ψ∂x j u
i∂x jBi
{
Sε
[
b()
]− 1|Ω|
∫
Ω
Sε
[
b()
]
dx
}
dxdt
∣∣∣∣∣ c8(m)
T+1∫
T
∥∥u(t)∥∥W 1,20 (Ω) dt, (2.28)
∣∣∣∣∣
T+1∫
T
∫
Ω
ψuiu j∂x jBi
{
Sε
[
b()
]− 1|Ω|
∫
Ω
Sε
[
b()
]
dx
}
dxdt
∣∣∣∣∣ c9(m) supt∈[T ,T+1]
∥∥(t)∥∥Lγ (Ω)
T+1∫
T
∥∥u(t)∥∥2W 1,20 (Ω) dt, (2.29)
∣∣∣∣∣
T+1∫
T
∫
Ω
ψuiBi
{
Sε
[(
b() − b′())divu]− 1|Ω|
∫
Ω
Sε
[(
b() − b′())divu]dx}dxdt
∣∣∣∣∣
 c10(m) sup
t∈[T ,T+1]
∥∥(t)∥∥Lγ (Ω)
T+1∫
T
∥∥u(t)∥∥2W 1,20 (Ω) dt, (2.30)
∣∣∣∣∣
T+1∫
T
∫
Ω
ψuiBi
{
rε − 1|Ω|
∫
rε
}
dxdt
∣∣∣∣∣ c11
T+1∫
T
‖‖Lγ (Ω)‖u‖W 1,2(Ω)‖rε‖Lq2 (Ω) dt.
Consequently, by virtue of (2.3),
lim
ε→0+
∣∣∣∣∣
T+1∫
T
∫
Ω
ψuiBi
{
rε − 1|Ω|
∫
rε
}
dxdt
∣∣∣∣∣= 0, (2.31)
since, in view of (2.23),
b() is in L∞loc
(
R+, Lβ(Ω)
)
with β = max
{
2,
2γ
2γ − 3
}
, q2 = 2β
β + 2 ,∣∣∣∣∣
T+1∫
T
∫
Ω
ψ f iBi
{
div
(
Sε
[
b()
]
u
)}
dxdt
∣∣∣∣∣ c12(m) supt∈[T ,T+1]
∥∥(t)∥∥Lγ (Ω)
T+1∫
T
∥∥u(t)∥∥2W 1,20 (Ω) dt, (2.32)
and ∣∣∣∣∣
T+1∫
T
∫
Ω
ψ f iBi
{
Sε
[
b()
]− 1|Ω|
∫
Ω
Sε
[
b()
]
dx
}
dxdt
∣∣∣∣∣ c13(K ,m). (2.33)
Next, we estimate the last integral term on the right-hand side of (2.24). Using Hölder inequality, Sobolev inequality,
Lemma 2.7 and the Calderon–Zygmund inequality, we obtain, if 53 < γ  3,∣∣∣∣∣
T+1∫
T
∫
Ω
ψ∂iΦ[]Bi
{
Sε
[
b()
]− 1|Ω|
∫
Ω
Sε
[
b()
]
dx
}
dxdt
∣∣∣∣∣

T+1∫
T
‖‖Lγ (Ω)
∥∥∂iΦ[]∥∥
L
γ
γ−1 (Ω)
∥∥∥∥Bi
{
Sε
[
b()
]− 1|Ω|
∫
Ω
Sε
[
b()
]
dx
}∥∥∥∥
L∞(Ω)
dt
 c14,1(m)
T+1∫
T
‖‖Lγ (Ω)
∥∥∂i∂ jΦ[]∥∥
L
3γ
4γ−3 (R3)
dt  c14,2(m)
T+1∫
T
‖‖Lγ (Ω)‖‖
L
3γ
4γ−3 (Ω)
dt. (2.34)
Then, for 53 < γ < 3, using the interpolation inequality, we have
‖‖
L
3γ
4γ−3 (Ω)
 ‖‖θL1(Ω)‖‖1−θLγ (Ω), θ =
4γ − 6
3(γ − 1) .
Consequently, in view of (2.34), we conclude
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T+1∫
T
∫
Ω
ψ∂iΦ[]Bi
{
Sε
[
b()
]− 1|Ω|
∫
Ω
Sε
[
b()
]
dx
}
dxdt
∣∣∣∣∣ c14(m)
T+1∫
T
‖‖
2γ
3(γ−1)
Lγ (Ω) . (2.35)
And, for γ = 3, we have
∣∣∣∣∣
T+1∫
T
∫
Ω
ψ∂iΦ[]Bi
{
Sε
[
b()
]− 1|Ω|
∫
Ω
Sε
[
b()
]
dx
}
dxdt
∣∣∣∣∣ c15(m) supt∈[T ,T+1] ‖‖Lγ (Ω). (2.36)
If γ > 3, the last integral term on the left-hand side of (2.24) can be estimated as following
∣∣∣∣∣
T+1∫
T
∫
Ω
ψ∂iΦ[]Bi
{
Sε
[
b()
]− 1|Ω|
∫
Ω
Sε
[
b()
]
dx
}
dxdt
∣∣∣∣∣

T+1∫
T
∥∥∇Φ[]∥∥L∞(Ω)
∥∥∥∥Bi
{
Sε
[
b()
]− 1|Ω|
∫
Ω
Sε
[
b()
]
dx
}∥∥∥∥
L∞(Ω)
∫
Ω
 dxdt  c16(m) sup
t∈[T ,T+1]
‖‖Lγ (Ω). (2.37)
Approximating the characteristic function of the interval [T , T + 1] by a sequence ψε and letting ε → 0 in (2.25)–(2.37),
we conclude
T+1∫
T
∫
Ω
γ+θ dxdt  c17(K ,m)
[
1+ sup
t∈[T ,T+1]
∥∥√u(t)∥∥L2(Ω) + (1+ sup
t∈[T ,T+1]
∥∥(t)∥∥Lγ (Ω))
T+1∫
T
∥∥u(t)∥∥2W 1,20 (Ω) dt
]
. (2.38)
On the other hand, interpolating the spaces L1, Lγ+θ , one has
T+1∫
T
‖‖γLγ (Ω) dt  c18(m)
[ T+1∫
T
∫
Ω
γ+θ dxdt
] γ−1
γ+θ−1
. (2.39)
Moreover, by virtue of Lemma 2.5,
∣∣∣∣∣ supt∈[T ,T+1]
∥∥(t)∥∥Lγ (Ω)
T+1∫
T
∥∥u(t)∥∥2W 1,20 (Ω) dt
∣∣∣∣∣
γ−1
γ+θ−1
 c19(K ,m)
[
1+ sup
t∈[T ,T+1]
∥∥(t)∥∥Lγ (Ω) sup
t∈[T ,T+1]
∥∥(t)∥∥
L
3
2 (Ω)
] γ−1
γ+θ−1
 c20(K ,m)
[
1+ sup
t∈[T ,T+1]
∥∥(t)∥∥Lγ (Ω)]
4γ−3
3(γ+θ−1)
. (2.40)
Finally, by virtue of (1.7), (2.9) and (2.10), we obtain
ess sup
t∈[T ,T+1]
∥∥√u(t)∥∥L2(Ω)  sup
t∈[T ,T+1]
√√√√2E(t+) − ∫
R3
(x)Φ[](x)dx sup
t∈[T ,T+1]
2
√
E(t+) + c2,5(m). (2.41)
Combining Lemma 2.6 with estimates (2.38)–(2.41), we infer
sup
t∈[T ,T+1]
E(t+) c21(K ,m)
(
1+ sup
t∈[T ,T+1]
2
√
E(t+) + c2,5(m) + sup
t∈[T ,T+1]
∥∥(t)∥∥ 4γ−33(γ+θ−1)Lγ (Ω) ). (2.42)
By virtue of the hypothesis (1.13), we have
4γ − 3
3(γ + θ − 1) < γ ,
provided θ is as in (2.23). Consequently, (2.42) implies the existence of the constant L having the property claimed in
Proposition 2.4.
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To begin, observe there exists T = T (E0,m,a) > a such that E(T−) > E((T − 1)+) − 1. Indeed if it was not the case,
then, by virtue of (2.5) and (1.16), when the t is enough large, we infer the energy would become negative and the absolute
value of energy E can be arbitrary large. This contradict (2.10). Thus E(t0) L for a certain t0 < T , where L is the constant
from Proposition 2.4.
Next, we claim that for any integer n 0 we have that
E
(
(t0 + n)+
)
 L. (2.43)
By induction, assume E((t0 + n)+) L. By Proposition 2.4 and (2.5), either
sup
t∈(t0+n,t0+n+1)
E(t+) L,
and, consequently, E((t0 + n + 1)−) L, or
E
(
(t0 + n + 1)+
)
 E
(
(t0 + n + 1)−
)
 E
(
(t0 + n)+
)− 1 L − 1.
Finally, by virtue of Lemma 2.3 and (2.43), we can take
E∞ = (1+ L)ec(m,K ) − 1.
Theorem 1.2 has been proved.
3. The proof of Theorem 1.3
The rest of the paper will be devoted to the proof of Theorem 1.3. Similarly to [17], the ﬁrst issue we shall address is the
question of ultimate compactness of global trajectories or, equivalently, the problem of propagation of spatial oscillations of
the density. The main idea is also based on careful analysis of the “defect measure”
v = lg() − lg(¯)¯. (3.1)
Here, and in what follows, the symbol ¯ denotes weak limit of the sequence of time shifts
n,tn (t, x) =
{
n(tn + t, x) for t + tn ∈ In,
0 if t + tn ∈ R \ In, (3.2)
where (a,a + 1) ⊂ In , while b() stands for limit of a composition b(n,tn ). Similarly as above, we deﬁne
un,tn (t) = un(tn + t), fn,tn = fn(tn + t).
3.1. Basic estimates and convergence of the sequence
We start with a straightforward consequence of Theorem 1.2.
Proposition 3.1. Under the hypotheses of Theorem 1.3, where we assume f satisﬁes (1.14) for all f ∈ F . Then there exist a time T =
T (E0,M,a) > a, a constant L depending on K , M and E0 , such that
sup
t+tnT
∥∥n,tn (t)∥∥Lγ (Ω)  L, (3.3)
ess sup
t+tnT
∥∥√n,tn (t)un,tn (t)∥∥L2(Ω)  L, (3.4)
sup
t+tnT
∥∥Φ[n,tn ](t)∥∥W 2,γ (R3)  L, (3.5)∫
J
∥∥un,tn (t)∥∥2W 1,20 (Ω) dt  L, (3.6)
and ∫
J
∫
Ω
|n,tn |γ+θ dxdt  L, θ =
2
3
γ − 1, (3.7)
for any time interval J ⊂ (T ,∞), | J | 1 independent of n = 1,2, . . . .
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and (3.6) are a straightforward consequence of Theorem 1.2 and the energy inequality (1.6), and the estimates (3.5) can
be obtained by Hardy–Littlewood–Sobolev embedding theorem and Calderon–Zygmund inequality. The bound (3.7) can be
proved in exactly the same way as the estimate (2.38) (or see [18, Lemma 7.52]). One has only to observe that, assuming
(1.13) and knowing the energy E is bounded by E∞ .
In view of the estimates in proposition, since (n,tn ,un,tn ) can be zero outside Ω , so we can pass to subsequences (not
relabeled) such that
n,tn → ¯ weakly star in L∞
(
R; Lγ (R3)),  0 a.e. in R ×R3,  = 0 in R3/Ω, (3.8)
un,tn → u¯ weakly in L2
(
J ,
(
W 1,2
(
R
3))3), u= 0 in (R3/Ω)× R, (3.9)
for any bounded interval J ⊂ R , where u¯ is a function belonging to L2loc(R; (W 1,20 (Ω))3) satisfying∫
J
‖u¯‖2
W 1,20 (Ω)
 L for any J ⊂ I, | J | 1, (3.10)
and
fn,tn → f¯ weakly star in L∞(R × Ω),
n,tn fn,tn → f weakly star in L∞
(
R; Lγ (Ω)).
Moreover, making use of the estimates (3.3), (3.6), the fact that n,tn solve (1.1), and the Arzela–Ascoli theorem, we deduce
n,tn → ¯ in C
(
J ; Lγweak(Ω)
)
for any compact interval J ⊂ R, (3.11)
and
¯ ∈ BC(R; Lγweak(Ω)) (3.12)
(see [22, Section 3] for details).
Now, the relation (3.11) implies strong convergence of n,tn in C( J ;W−1,2(Ω)), which, combined with (3.9), yields
n,tnun,tn → ¯u¯ weakly in L2
(
J ; (L 6γ6+γ (R3))3) for any compact interval J ⊂ R. (3.13)
Consequently we obtain
∂t ¯ + div(¯u¯) = 0 in D′
(
I ×R3). (3.14)
Similarly as above, one can estimate the time derivative of n,tnun,tn by means of Eq. (1.2), which, together with the esti-
mates (3.3), (3.4) and (3.5), yields
n,tnun,tn → ¯u¯ in C
(
J ; L
2γ
γ+1
weak(Ω)
)
(3.15)
(see [18, Section 7.10] for details), and
¯u¯ ∈ BC(I; L 2γ1+γweak(Ω)). (3.16)
Now, the relation (3.14) implies strong convergence of n,tnun,tn in the space C( J ;W−1,2(Ω)) and we infer, exactly as when
proving (3.13), that
n,tn u
i
n,tn u
j
n,tn → ¯u¯i u¯ j weakly in L2
(
J ; L 6γ3+4γ (Ω)), i, j = 1,2,3, (3.17)
for any bounded J ⊂ R . By virtue of (3.7), we can obtain
n,tn → ¯ weakly in Lγ+θ
(
J ×R3) (3.18)
and
p(n,tn ) → p() weakly in L
γ+θ
γ ( J × Ω) (3.19)
for any bounded interval J ⊂ R .
Finally, by virtue of (3.5), (3.11) and Calderon–Zygmund theorem
Φn,tn = 4πn,tn a.e. in R3, t ∈ R,
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Φ[n,tn ] → Φ[¯] weak star in L∞
(
R;W 2,γ (Ω)),
and
Φ[n,tn ] → Φ[] in C
(
J ; Lγweak(Ω)
)
for any compact interval J ⊂ R.
Furthermore, in the case of γ  3, by virtue of (3.3), (3.5), embedding theorem and Hölder inequality, we have
n,tn∇Φ[n,tn ] → ∇Φ[] weak star in L∞
(
I; Lp(Ω)) for 1< p < γ . (3.20)
The other case of 3 > γ > 53 , we obtain
n,tn∇Φ[n,tn ] → ∇Φ[] weak star in L∞
(
I; Lp(Ω)) for 1< p < 3γ
6− γ . (3.21)
Consequently we get
∂t(¯u¯) + div(¯u¯⊗ u¯) − μu¯− (λ + μ)∇(div u¯) + ∇p() + ∇Φ[] = f in D′(I × Ω).  (3.22)
3.2. Some results about the density and the effective viscous ﬂux
By the deﬁnition of renormalized solutions, the function n satisﬁes
∂tb(n,tn ) + div
(
b(n,tn )un,tn
)+ (b′(n,tn )n,tn − b(n,tn ))divun,tn = 0 (3.23)
in D′(In,tn ×R3) for any b satisfying (1.9) and (1.10), where In,tn = {x | x+ tn ∈ In}. Moreover,
n,tn ∈ C
(
J ; Lα(Ω)) for any compact J ⊂ In,tn . (3.24)
Analogously the same holds also for ¯, i.e.,
∂tb(¯) + div
(
b(¯)u¯
)+ (b′(¯)¯ − b(¯))div u¯= 0 in D′(I ×R3), (3.25)
¯ ∈ BC(I; Lα(Ω)), 1 α < γ , (3.26)
in particular,
log(¯)¯ ∈ BC(I; Lα(Ω)) for 1 α < γ (3.27)
(see [18, Lemma 7.57] for details).
At this stage, we introduce functions
Mk(z) =
{
z log(z) for 0 z < k,
k log(k) + (1+ log(k))(z − k) for z k, (3.28)
and
Tk(z) = min{z,k}, z 0,
for any k 1.
Clearly, Mk(z) can be written on the form:
Mk(z) = (logk + 1)z + lk(z), lk(z) = z(log z − logk)1{zk} − z1{zk} − k1{z>k}.
We observe that lk(z) satisﬁes (1.10) and (1.11) with any λ1 > −1, so we deduce from (3.23) and (3.25) that
∂tMk(n,tn ) + div
(
Mk(n,tn )un,tn
)+ Tk(n,tn )divun,tn = 0 in D′(In,tn ×R3), (3.29)
and
∂tMk(¯) + div
(
Mk(¯)u¯
)+ Tk(¯)div u¯= 0 in D′(R ×R3). (3.30)
Now, similar as in the proof of (3.11), we have
Mk(n,tn ) → Mk() in C
(
J ; Lγweak(Ω)
)
, (3.31)
where
Mk() ∈ BC
(
R; Lαweak(Ω)
)
, 1 α < γ , (3.32)
and the bound in (3.32) depends solely on α, in particular, it is independent of k.
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sup
t>T−tn
sup
n
∫
Ω
n,tn (t) log
(
n,tn (t)
)− Mk(n,tn (t))dx r1(k), (3.33)
where
r1(k) → 0 as k → ∞.
Proof. See reference [16, Lemma 3.1]. 
Corollary 3.3.We have
n,tn log(n,tn ) →  log() in C
(
J ; Lαweak(Ω)
)
,
for any compact interval J ⊂ R and any ﬁxed 1 α < γ . Moreover,
sup
t∈R
∫
Ω
 log()(t) − Mk()(t)dx r1(k), (3.34)
where
r1(k) → 0 as k → ∞.
Finally, we can use (3.23) to get
∂t Tk(n,tn ) + div
(
Tk(n,tn )un,tn
)+ k sgn+(n,tn − k)divun,tn = 0 in D′(In,tn ×R3). (3.35)
Similarly as in (3.10)–(3.12) we can pass to the limit for n → ∞ to obtain
Tk(n,tn ) → Tk() in C
(
J ; Lβ(Ω)) for any compact J ⊂ R, 1 β < ∞, (3.36)
Tk() ∈ BC
(
R; Lα(Ω)) 1 α < γ independent of k,
k sgn+(n,tn − k)divun,tn → χk weakly in L2( J × Ω) for any bounded J ⊂ R, (3.37)
and
∂t Tk() + div
(
Tk()u¯
)+ χk = 0 in D′(R × R3), (3.38)
where Tk are the cut-off functions deﬁned at the beginning of the section.
Next, we shall investigate the properties of the quantity
p() − (λ + 2μ)divu
called usually the effective viscous ﬂux. It turns out that it is “more regular” than its components, in particular, it exhibits
certain weak continuity. This is the crucial property used in the proof of existence of weak solutions as presented in
Lions [12].
Lemma 3.4.We have
lim
n→∞
∫
J
∫
Ω
(
p(n,tn ) − (λ + 2μ)divun,tn
)
Tk(n,tn )dxdt =
∫
J
∫
Ω
(
p() − (λ + 2μ)div u¯)Tk()dxdt
for any bounded interval J ⊂ R and all k = 1,2, . . . .
Proof. Consider the operators
A j[v] = −1∂x j (v), j = 1,2,3,
more speciﬁcally,
A j[ξ ] = F−1
{−iξ j
|ξ |2 F {v}(ξ)
}
, j = 1,2,3,
where F denotes the Fourier transform. By means of the Mikhlin multiplier theorem, we have
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and
∥∥Ai[v]∥∥Lq(Ω)  c(q, r)‖v‖Lr (R3),
where r  q 3γ3−γ if 1< r < 3, q arbitrary ﬁnite if r = 3, q = ∞ for r > 3.
Now, we use the quantities
ϕi(x, t) = ψ(t)φ(x)Ai
[
Tk(n,tn )
]
, ψ ∈D( J ), φ ∈D(Ω), i = 1,2,3,
as test functions for (1.2) (as always, n,tn is prolonged by zero outside Ω):∫
J
∫
Ω
φψ
[
p(n,tn ) − (λ + 2μ)divun,tn
]
Tk(n,tn )dxdt
= μ
∫
J
∫
Ω
ψ
{∇φ · ∇uin,tnAi[Tk(n,tn )]− uin,tn∂x jψ∂x jAi[Tk(n,tn )]+ (un,tn · ∇φ)Tk(n,tn )}dxdt
+
∫
J
∫
Ω
ψ
[
(λ + μ)divun,tn − p(n,tn )
]
∂xiφAi
[
Tk(n,tn )
]
dxdt
−
∫
J
∫
Ω
φn,tn u
i
n,tn
{
∂tψAi
[
Tk(n,tn )
]+ kψAi[sgn+(n,tn − k)divun,tn ]}dxdt
−
∫
J
∫
Ω
ψ
{
n,tn u
i
n,tn
(
u jn,tn∂x jφ
)
Ai
[
Tk(n,tn )
]+ φn f in,tnA [Tk(n,tn )]}dxdt
+
∫
J
∫
Ω
ψuin,tn
{
Tk(n,tn )Ri, j
[
φn,tn u
j
n,tn
]− φn,tn u jn,tnRi, j[Tk(n,tn )]}dxdt
+
∫
J
∫
Ω
ψφ∂xiΦ[n,tn ]Ai
[
Tk(n,tn )
]
dxdt =
6∑
i=1
J i,n, (3.39)
where the operators Ri, j are deﬁned as
Ri, j[v] = F−1
{
ξiξ j
|ξ |2F {v}(ξ)
}
.
Here, we have made use of (3.35).
Analogously, we can repeat the above arguments considering Eqs. (3.22), (3.38) and the test functions
ϕi(x, t) = ψφAi
[
Tk()
]
, i = 1,2,3,
to deduce∫
J
∫
Ω
φψ
[
p() − (λ + 2μ)div u¯]Tk()dxdt
= μ
∫
J
∫
Ω
ψ
{∇φ · ∇u¯iAi[Tk()]− u¯i∂x jψ∂x jAi[Tk()]+ (u¯ · ∇φ)Tk()}dxdt
+
∫
J
∫
Ω
ψ
[
(λ + μ)div u¯− p()]∂xiφAi[Tk()]dxdt −
∫
J
∫
Ω
φ¯u¯i
{
∂tψAi
[
Tk()
]+ kψAi[χk]}dxdt
−
∫
J
∫
Ω
ψ
{
¯u¯i
(
u jn,tn∂x jφ
)
Ai
[
Tk()
]+ φ f iAi[Tk()]}dxdt
+
∫ ∫
ψ u¯i
{
Tk()Ri, j
[
φ¯u¯ j
]− φ¯u¯ jRi, j[Tk()]}dxdt +
∫ ∫
ψφ∂xiΦ[]Ai
[
Tk()
]
dxdt =
6∑
i=1
J i . (3.40)J Ω J Ω
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Ai
[
Tk()
]→ Ai[Tk()] in C( J × Ω¯),
as n → ∞. Therefore, J2,n → J2 by (3.9) and (3.19). Next, (3.36) implies
∂ jAi
[
Tk(n,tn )
]→ ∂ jAi[Tk()] in C( J ;W−1,2(Ω)),
and therefore, J1,n → J1 by (3.9) and (3.36). The ﬁrst term of J3,n converges to that of J3 by (3.15). We have, on the other
hand, (3.37), and therefore,
Ai
[
sgn+(n,tn − k)divun,tn
]→ Ai[χk] in L2( J × Ω)
by the compact injection W 1,2(Ω) ↪→↪→ L2(Ω) and the continuity of Ai : L2(Ω) → W 1,2(Ω). Therefore, the second term
of J3,n converges to that of J3 by (3.9). Next, the convergence J4,n → J4 follows from (3.17). We have (3.15), (3.36), and
therefore,
Tk(n,tn )Ri, j
[
φn,tn u
i
n,tn
]− φn,tn uin,tnRi j[Tk(n,tn )]→ Tk()Ri, j[φui]− φuiRi j[Tk()]
by the following Lemma 3.5 (see [4, Lemma 3.4]) in the case of 1p + γ+12γ = 1r with γ > 65 , i.e., p > 6γ2γ−3 .
Lemma 3.5. If p,q, r > 1 are in 1p + 1q = 1r , vn → v and wn → w weakly in Lp(R3) and Lq(R3), respectively, then
vnRi, j[wn] − wnRi, j[vn] → vRi, j[w] − wRi, j[v] weakly in Lr
(
R
3).
This implies J5,n → J5 by (3.9). Finally, we have (3.20) if γ  3 and (3.21) for 1 < p < 3γ6−γ if 1 < γ < 3, respectively,
which implies J6,n → J6. Thus, we obtain the conclusion of Lemma 3.4. 
3.3. Propagation of oscillations
The aim of the present section is to prove the compactness of the density and momenta. These conclusion can be easily
obtained by the same argument in Sections 5–7 of [16]. Here we only sketch the spirit of proof for reader’s convenience.
We refer to [16, Sections 5–7] or [17, Section 3] for details.
Firstly, let us ﬁx τ1 < τ2 arbitrary. By virtue of (3.24) and (3.29), we deduce
∫
Ω
Mk(n,tn )(τ2)dx−
∫
Ω
Mk(n,tn )(τ1)dx+
τ2∫
τ1
∫
Ω
1
λ + 2μ p(n,tn )Tk(n,tn )dxdt
=
τ2∫
τ1
∫
Ω
1
λ + 2μ p(n,tn )Tk(n,tn ) − divun,tn Tk(n,tn )dxdt. (3.41)
Now, applying the same treatment to Eq. (3.30) and making use of (3.26), we obtain
∫
Ω
Mk(¯)(τ2)dx−
∫
Ω
Mk(¯)(τ1)dx+
τ2∫
τ1
∫
Ω
1
λ + 2μ p()Tk()dxdt
=
τ2∫
τ1
∫
Ω
1
λ + 2μ p()Tk() − div u¯Tk()dxdt. (3.42)
Taking the difference of (3.41), (3.42) and making use of Lemma 3.4 together (3.31), we get
∫
Ω
(
Mk() − Mk(¯)
)
(τ2)dx−
∫
Ω
(
Mk() − Mk(¯)
)
(τ1)dx+ 1
λ + 2μ limsupn→∞
τ2∫
τ1
∫
Ω
p(n,tn )Tk(n,tn ) − p()Tk()dxdt

τ2∫
τ1
∫
Ω
(
Tk() − Tk(¯)
)
div u¯dxdt. (3.43)
At this stage, we shall need the following two crucial lemmas.
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limsup
n→∞
τ2∫
τ1
∫
Ω
p(n,tn )Tk(n,tn ) − p()Tk()dxdt + r2(k)(τ2 − τ1) d
τ2∫
τ1
Ψ
(∫
Ω
Mk() − Mk(¯)dx
)
dt,
where
r2(k) → 0 for k → ∞,
and Ψ is the convex function from the following Lemma 3.7.
Lemma 3.7. Fix η ∈ ( 1γ+1 ,1) and consider the function Ψ (depending on η) determined by the relation
Ψ
(
zη + z 1η )= zη+1 for all z 0.
Then Ψ is convex, strictly increasing for z 0, Ψ (0) = 0.
For the proof of above two lemmas, we refer to [16, Lemmas 6.1, 5.3] for details.
Now, using the conclusion of Lemma 3.6 together with Corollary 3.3, one can pass to the limit in (3.43) for k → ∞ to
obtain∫
Ω
v(τ2, x)dx−
∫
Ω
v(τ1, x)dx+ d
λ + 2μ
τ2∫
τ1
Ψ
(∫
Ω
v(t, x)dx
)
dt  limsup
k→∞
∣∣∣∣∣
τ2∫
τ1
∫
Ω
(
Tk() − Tk(¯)
)
div u¯dxdt
∣∣∣∣∣, (3.44)
where the “defect measure” v is given by (3.1). The term on the right-hand side may be treated as∣∣∣∣∣
τ2∫
τ1
∫
Ω
(
Tk() − Tk(¯)
)
div u¯dxdt
∣∣∣∣∣
∣∣∣∣∣
τ2∫
τ1
∫
Ω
∣∣Tk(¯) − ¯∣∣|div u¯|dxdt +
τ2∫
τ1
∫
Ω
(
¯ − Tk()
)|div u¯|dxdt,
where the ﬁrst term tends to zero for k → ∞ in view of (3.10), (3.19) while the second one is further treated as follows:
τ2∫
τ1
∫
Ω
(
¯ − Tk()
)|div u¯|dxdt = lim
n→∞
τ2∫
τ1
∫
Ω
(
n,tn − Tk(n,tn )
)|div u¯|dxdt
 limsup
n→∞
( τ2∫
τ1
∫
Ω
2n,tn dxdt
) 1
2( ∫ ∫
n,tnk
|div u¯|2 dxdt
) 1
2
and, consequently, the right-hand side tends to zero for k → ∞, since, by virtue of (3.10), (3.19),
n,tn are uniformly bounded in L
2((τ1, τ2) × Ω)
and divu ∈ L2(I × Ω).
It follows from the relations (3.27), (3.32) and Corollary 3.3 that the function
D(t) =
∫
Ω
v(t, x)dx
is continuous and globally bounded on the whole real line R . Moreover, by virtue of (3.44), the inequality
D(τ2) − D(τ1) + d
λ + 2μ
τ2∫
τ1
Ψ
(
D(t)
)
dt  0 (3.45)
holds for any τ1 < τ2, τ1, τ2 ∈ R .
Since D is continuous on I , one obtains from (3.45) that
D(t2) χ(t2 − t1),
where the function χ is the unique solution of the problem
χ ′(t) + d
λ + 2μΨ
(
χ(t)
)= 0, χ(0) = D(t1),
in other words, the amplitude of possible oscillations decreases in time at uniform rate given by the function χ independent
of the upper bound on the energy and the norm of the forcing term.
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Consequently, from (3.45), we have D ≡ 0, in other words, we have proved (1.18) with the fact (3.19). The strong conver-
gence of the n,tn implies that
f= ¯f¯, p() = p(¯), and Φ[] = ¯Φ[¯].
Thus the relation (3.22) being taken into account, ¯, u¯ is a globally deﬁned weak solution (1.1)–(1.4).
Moreover, make use of (3.11), (3.17) and the strong convergence of the n,tn , we have∫
I
E[¯, u¯](t)dt =
∫
I
(
1
2
‖√¯u¯‖22 + aγ − 1‖¯‖γγ − 12
∫
Ω
Φ[]dx
)
dt
 lim inf
n→∞
∫
I
(
1
2
‖√n,tnun,tn‖22 +
a
γ − 1‖n,tn‖
γ
γ − 12
∫
Ω
n,tnΦ[n,tn ]dx
)
dt  |I|E∞
for arbitrary I . This means
ess sup
t∈R
E(t) E∞,
where the constant E∞ is that from Theorem 1.2 depending solely on γ , K , and M .
To complete the proof of Theorem 1.3, we have only to show compactness of the momenta, i.e., the relation (1.19). Now,
we can write
n,tnun,tn = (n,tn )
1
2 (n,tn )
1
2 un,tn ,
then, by virtue of (1.18),
(n,tn )
1
2 → (¯) 12 strongly in L2((0,1) × Ω) (3.46)
and, in view of (3.4),
(n,tn )
1
2 un,tn → (¯)
1
2 u¯ weakly in
(
L2
(
(0,1) × Ω))3. (3.47)
Moreover, making use of (3.17), we infer
∥∥(n,tn ) 12 un,tn∥∥2L2((0,1)×Ω) =
1∫
0
∫
Ω
n,tn |un,tn |2 dxdt →
1∫
0
∫
Ω
¯|u¯|2 dxdt = ∥∥(¯) 12 u¯∥∥2L2((0,1)×Ω).
In other words, the convergence in (3.47) is strong and (1.19), (1.20) follow. Then
n,tn fn,tn · un,tn → ¯f¯ · u¯ in D( J × Ω)
and consequently, the energy inequality (1.6) holds for ¯, u¯. Thus Theorem 1.3 has been proved.
4. The proof of Theorems 1.4–1.5
By contradiction, we can observe that Theorem 1.4 is a straightforward consequence of Theorem 1.3, and, in accordance
with Remark 1.2, we can also easily see the proof of Theorem 1.5 is a direct consequence of Theorems 1.2 and 1.3. Therefore
we shall prove the following lemma in order to making sure that Remark 1.2 holds.
Lemma 4.1. For any ﬁnite energy weak solution , u, the total energy E(t), deﬁned for any t ∈ I by the formula (1.26), is lower
semicontinuous on I .
Proof. Making use of the hypotheses, we have  ∈ C( J , Lα(Ω)) for any 1 α < γ and any compact interval J ⊂ I (see [18,
Lemma 6.15]). Using the inequality∥∥Φ[]∥∥L∞(Ω)  ‖‖Lα(Ω) for α  3/2,
we can infer that
Φ[] ∈ C( J , Lαweak(Ω))
for any compact interval J ⊂ I and α  3/2. Thus
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∫
Ω
Φ[](t)dx (4.1)
is continuous from I to R . Now, we can easily see that the function (1.26) is lower semicontinuous on I from (4.1) and [18,
Proposition 7.21]. 
Next we give the proof of Theorem 1.5 for reader’s convenience.
Proof of Theorem 1.5. The argument will be by contradiction. Assume 1  α < γ , φ ∈ (L2γ /(γ−1)(Ω))3 and there are se-
quences tn → ∞ and n , un-ﬁnite energy weak solutions of the problem (1.1)–(1.4) with fn satisfying (1.14) on In , (t0, tn] ⊂ In
independently of n, such that, in accordance with Theorem 1.2 and Remark 1.2,
E
[
n, (nun)
]
(t) E∞ for all t  T (E0,M, t0),
and
∥∥n(tn) − ¯∥∥Lα(Ω) +
∣∣∣∣
∫
Ω
[
(nun)(tn) − q¯
] · φ dx∣∣∣∣ κ > 0 for all (¯, q¯) ∈A[F ]. (4.2)
Moreover, by virtue of Theorem 1.3, we can suppose there exists a global trajectory ¯, u¯ such that
sup
t∈[0,1]
∥∥n(t + tn) − ¯(t)∥∥Lα(Ω) → 0 as tn → ∞, (4.3)
and
sup
t∈[0,1]
∣∣∣∣
∫
Ω
[
(nun)(t + tn) − q¯(t)
] · φ dx∣∣∣∣→ 0 as tn → ∞. (4.4)
Consequently, we have (4.3) and (4.4) in contrast to (4.2). Theorem 1.5 has been proved. 
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