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Abstract
In order to study the group of L2 holomorphic sections of the pull-
back to the universal covering space of an holomorphic vector bundle
on a compact complex manifold, it would be convenient to have a
cohomological formalism, generalizing Atiyah’s L2 index theorem.
In [10] [11], such a formalism is proposed in a restricted context. To
each coherent analytic sheaf F on a n-dimensionnal smooth projective
variety X(n) and each Galois infinite unramified covering pi : X˜ → X,
whose Galois group is denoted by Γ, L2 cohomology groups denoted
by Hq2(X˜,F) are attached, such that:
1. The Hq2(X˜,F) underly a cohomological functor on the abelian
category of coherent analytic sheaves on X.
2. If F is locally free, H02 (X˜,F) is the group of L2 holomorphic
sections of the pull-back to X˜ of the holomorphic vector bundle
underlying F .
3. Hq2(X˜,F) belongs to a category of Γ-modules on which a dimen-
sion function dimΓ with real values is defined.
4. Atiyah’s L2 index theorem holds [2]:
n∑
q=0
(−1)q dimΓH
q
2(X˜,F) =
n∑
q=0
(−1)q dimHq2(X,F)
The present work constructs such a formalism in the natural con-
text of complex analytic spaces. Here is a sketch of the main ideas of
this construction, which is more or less a Cartan-Serre version of [2].
A major ingredient will be the construction [12] of an abelian cat-
egory Ef (Γ) containing every closed Γ-submodule of the left regular
representation. In topology, this device enables one to use familiar ho-
mological algebra to study L2 Betti numbers [2] and Novikov Shubin
invariants [35]. It will play a similar roˆle here.
1
2 Invariants de Von Neumann des faisceaux analytiques cohe´rents
We first construct a Lp-cohomology theory (p ∈ [1,∞]) for coherent
analytic sheaves on a complex space endowed with a proper action of
a group Γ such that conditions 1-2 are fulfilled. The Lp-cohomology
on the Galois covering X˜ → X of a coherent analytic sheaf F on X
is the ordinary cohomology of a sheaf on X obtained by an adequate
completion of the tensor product of F by the locally constant sheaf on
X associated to the left regular representation of the discrete group
Gal(X˜/X) in the space of Lp functions on Gal(X˜/X).
Then, we introduce an homological algebra device, montelian mod-
ules, which can be used to calculate the derived category of Ef (Γ) and
are a good model of the Cˇech complex calculating L2-cohomology
Using this we prove that Hq2(X˜,F) ∈ Ef (Γ), if X is compact. This
is stronger than condition 3, since this also yields Novikov-Shubin type
invariants. To explain the title of the article, L2 Betti numbers and
Novikov-Shubin invariants of Hq2(X˜,F) are the Von Neumann invari-
ants of the coherent analytic sheaf F .
We also make the connection with Atiyah’s L2-index theorem [2]
thanks to a Leray-Serre spectral sequence. From this, condition 4 is
easily deduced.
1 Introduction
L’e´tude du groupe des sections holomorphes L2 du releve´ au reveˆtement uni-
versel d’un fibre´ vectoriel holomorphe sur une varie´te´ complexe compacte
serait grandement facilite´e par un formalisme cohomologique1.
Dans [10] [11], un tel formalisme est propose´. A tout faisceau cohe´rent
F sur une varie´te´ complexe projective lisse X(n) de dimension n et tout
reveˆtement galoisien non ramifie´ π : X˜ → X de groupe de Galois Γ, on
associe des groupes de cohomologie L2 note´s H
q
2(X˜,F) tels que:
1. LesHq2(X˜,F) s’organisant en un foncteur cohomologique sur la cate´gorie
des faisceaux cohe´rents sur X .
2. Si F est localement libre, H02 (X˜,F) s’identifie au groupe des sections
holomorphes L2 du releve´ a` X˜ du fibre´ sous jacent a` F .
3. Les Hq2(X˜,F) appartiennent a` une cate´gorie de Γ-modules sur laquelle
existe une fonction dimension dimΓ a` valeurs re´elles.
1De´marre´e par M. Gromov [20], une se´rie d’investigations re´centes utilise cette technique
pour e´tudier les varie´te´s alge´briques a` groupe fondamental infini et est un des e´le´ments
principaux de l’ide´ologie de [29]. Parmi les travaux dans cette direction, citons [3], [4],
[10],[28], [34], [37]
Philippe Eyssidieux 3
4. On a le the´ore`me d’indice L2 d’Atiyah [2]:
n∑
q=0
(−1)q dimΓH
q
2(X˜,F) =
n∑
q=0
(−1)q dimHq2(X,F)
Le pre´sent article a pour but de construire un tel formalisme dans le cadre,
naturel pour une telle e´tude, des espaces complexes, ce qui permet de traiter
en particulier le cas des varie´te´s alge´briques singulie`res.
L’e´tude des invariants L2 des varie´te´s et complexes simpliciaux, nombres
de Betti L2 ([2], [6],[8],[32]) et invariants de Novikov-Shubin ([35],[36] voir
aussi [22],[23],[31]) a connu re´cemment une simplification remarquable graˆce
a` M.Farber [12], [13] (et inde´pendamment a` W. Lu¨ck, [33]) 2.
Le point principal de la contribution [12] a e´te´ de construire une cate´gorie
abe´lienne Ef (Γ) contenant tous les sous Γ-modules ferme´s de L2Γ. Les nom-
bres de Betti L2 et invariants de Novikov-Shubin sont des invariants des objets
de Ef(Γ), ce qui permet pour les e´tudier des arguments similaires a` ceux de
la the´orie de l’homologie des complexes simpliciaux. Dans [13] se trouve une
preuve du the´ore`me de Dodziuk [8] qui ressemble a` la preuve faisceautique
du the´ore`me de De Rham ( cf. par exemple [18]).
Ce gadget d’analyse fonctionnelle est un ingre´dient majeur de notre con-
struction.
De´crivons l’organisation de cet article.
La section 2 donne les conventions et de´finitions de base. Nous e´largissons
le´ge´rement le contexte en autorisant que l’action de Γ sur X˜ ait des stabil-
isateurs non triviaux et en conside´rant des faisceaux sur lesquels agit une
extension centrale de Γ par S1, de fac¸on a` avoir une the´orie qui inclue le
‘Vafa-Witten twisting trick’ de [20].
La section 3 construit une the´orie de la cohomologie Lp des faisceaux
pe´riodiques sur un Γ-espace complexe, pour p ∈ [1,∞], de telle sorte que
les conditions 1-2 soient satisfaites. La cohomologie Lp du rele´vement a` un
reveˆtement galoisien X˜ → X d’un faisceau cohe´rent F sur X est la cohomolo-
gie ordinaire d’un faisceau sur X note´ lpπ∗F et obtenu par une comple´tion
ade´quate du produit tensoriel de F par le faisceau localement constant sur
X associe´ a` la repre´sentation re´gulie`re gauche du groupe discret Gal(X˜/X)
sur les fonctions Lp sur Gal(X˜/X). Les difficulte´s relatives aux produit ten-
soriels comple´te´s de faisceaux en espaces de Fre´chet ont e´te´ contourne´es par
une construction ad hoc. Le prix a` payer pour l’e´vitement de cette difficulte´
est que nous ne savons pas a` quelle sous-cate´gorie de la cate´gorie des faisceaux
analytiques il est possible de prolonger le foncteur lpπ∗.
2 En ge´ome´trie complexe, les nombres de Betti L2 ont un comportement remarquable
de´couvert par M. Gromov [19],[20] (voir aussi [1], [9], [10], [27]).
4 Invariants de Von Neumann des faisceaux analytiques cohe´rents
La section 4 introduit la notion de module hilbertien et de´crit concre´tement,
en paraphrasant [12], Ef (Γ) qui est la (plus petite) cate´gorie abe´lienne qui
contient la cate´gorie des modules hilbertiens puis introduit un outil de cal-
cul d’alge´bre homologique, les modules monte´liens, qui calculent la cate´gorie
de´rive´e de Ef (Γ) et sont un bon mode´le pour le complexe de Cˇech qui calcule
la cohomologie L2.
La section 5 utilise cet outil pour prouver que Hq2(X˜,F) ∈ Ef(Γ), si X est
compacte. Les nombres de Betti L2 et les invariants de Novikov-Shubin de
Hq2(X˜,F) sont les invariants de Von Neumann du faisceau analytique cohe´rent
F . Les invariants de Novikov-Shubin de´tectent le caracte`re non-Hausdorff de
la cohomologie L2. Ces invariants sont pour le moment trop mal controˆle´s
pour envisager des applications en ge´ometrie alge´brique complexe.
La section 6 re´duit la condition 4 au the´ore`me d’indice L2 d’Atiyah [2]
graˆce a` une suite spectrale de Leray-Serre.
Les preuves des re´sultats principaux ont e´te´ obtenues en adaptant cer-
taines ide´es de la preuve du the´ore`me de l’image directe de Grauert donne´e
par [14] a` un contexte nettement moins complique´. Les preuves ne´cessitent
souvent un formalisme assez lourd et la re´daction pre´sente n’est pas optimale.
Tous ces efforts ne sauraient se justifier que par les applications. De
nouvelles sont en pre´paration, mais de moins nouvelles [10],[11], inspire´es par
le livre de J.Kolla`r [29], utilisent une version moins ge´ne´rale de la pre´sente
the´orie.
Signalons aussi un travail inde´pendant dans une direction similaire [5].
Il parait possible de poursuivre le travail ici entrepris de faisceautisation
de la cohomologie L2 en direction d’une the´orie de Hodge mixte L2, peut eˆtre
d’une cohomologie d’intersection L2 pour les espaces singuliers. Ceci permet
probablement d’obtenir des variantes pour des varie´te´s singulie`res du travail
de M. Gromov [20].
Pour leurs remarques relatives au pre´sent travail, je dois des remerciements
aux mathe´maticiens suivants: P. Bressler, F. Campana, J.P. Demailly, C.
Simpson et J. Tapia.
2 Conventions, Notations
Le lecteur trouvera dans cette section les notations utilise´es librement par la
suite.
2.1 Divers
Soit E un espace de Hilbert. B(E) de´signe l’alge´bre des ope´rateurs borne´s de
E. Soient E, F deux espaces de Hilbert, E⊗ˆF de´signe leur produit tensoriel
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comple´te´.
Soit A une alge´bre associative. ModA de´signe la cate´gorie des modules
sur A. Si X est un espace topologique ModA(X) de´signe la cate´gorie des
faisceaux de A-modules.
2.2 Alge´bre homologique
Soit C une cate´gorie et S un syste`me multiplicatif de morphismes. CS
de´signera la cate´gorie localise´e.
Soit B une cate´gorie additive. Conforme´ment aux notations de [25], I.2,
Ki(B), i = b,+,−, de´signera la cate´gorie dont les objets sont les complexes
borne´s, resp. borne´s infe´rieurement, resp. borne´s supe´rieurement, d’objets
de la cate´gorie additive B et les morphismes les classes d’homotopie de mor-
phismes de complexes. C i(B), i = b,+,−, de´signera la cate´gorie dont les
objets sont les complexes et les morphismes les morphismes de complexes.
Di(A) i = b,+,− de´signera la cate´gorie de´rive´e borne´e (resp. borne´e
infe´rieurement, resp. borne´e supe´rieurement) de la cate´gorie abe´lienne A,
voir [38] [25] I.4.
Si A′ est une sous cate´gorie localisante de A, DiA′A est la cate´gorie de´rive´e
a` cohomologie dans A′.
La notion de δ-foncteur cohomologique utilise´e ici est la notion de´finie en
III.1, p.205 dans le livre [24] et pas celle du Lecture Notes [25]. Jusqu’a` la
section 5 incluse, le formalisme des cate´gories de´rive´es de J.L. Verdier n’est
pas utilise´ de fac¸on essentielle.
2.3 Espaces complexes et faisceaux analytiques cohe´rents
pe´riodiques
Pour les fondations de la the´orie des faisceaux analytiques cohe´rents, nous
renvoyons le lecteur a` [16].
Espaces complexes pe´riodiques Soit Γ un groupe de´nombrable discret.
Un Γ-espace complexe est un triplet (X˜,Γ, ρ) ou` X˜ de´signe un espace
complexe paracompact se´pare´, et ρ une action proprement discontinue de Γ
sur X˜ par biholomorphismes 3.
Un morphisme de Γ-espaces complexes (X˜,Γ, ρ) → (Y˜ ,Γ, ρ) est une ap-
plication holomorphe f : X˜ → Y˜ qui commute a` l’action de Γ.
Une Γ-varie´te´ complexe est un Γ-espace complexe re´gulier.
Un Γ-espace complexe est dit cocompact si l’action de Γ est cocompacte.
3 Le noyau de Γ→ Biholo(X˜) peut eˆtre non trivial mais sera automatiquement fini
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Un Γ-espace complexe X˜ sera dit Γ-Stein ssi il porte une fonction stricte-
ment plurisousharmonique lisse 4 , Γ-invariante et Γ-exhaustive 5 et X˜ = ΓX0
ou` X0 est une re´union finie de composantes connexes stabilise´e par un sous
groupe fini de Γ.
Faisceaux analytiques cohe´rents pe´riodiques Soit Γ¯ une extension cen-
trale de Γ par un groupe compact abe´lien S et χ un caracte´re de S. Dans ce
qui suit γ¯, g¯, ... de´signera un e´le´ment de Γ¯ dont l’image dans Γ = Γ¯/S sera
note´e γ, g, ...
Un faisceau analytique cohe´rent Γ¯-pe´riodique sur le Γ-espace complexe
(X˜,Γ, ρ) est un faisceau analytique cohe´rent F sur X˜ muni d’une action
compatible de Γ¯6.
Un morphisme de faisceaux analytiques cohe´rents Γ¯- pe´riodiques est un
morphisme de faisceaux analytiques cohe´rents qui commute a` l’action de Γ¯.
Le noyau, le conoyau, l’image et la coimage au sens des faisceaux sur X˜ d’un
morphisme de faisceaux pe´riodiques he´ritent d’une action compatible de Γ¯.
La cate´gorie CΓ¯(X˜) des faisceaux analytiques cohe´rents Γ¯-pe´riodiques sur un
Γ-espace complexe est une cate´gorie abe´lienne.
Soit F un faisceau analytique cohe´rent Γ¯-pe´riodique. La formule φχ =∫
S
χ(z−1)i(z)dz de´finit un endomorphisme de F tel que φχi(z) = χ(z)φχ. Le
lemme de Nakayama assure que F est somme directe Γ-localement finie des
sous faisceaux Im(φχ′), χ
′ parcourant le groupe des caracte`res de S. Ceci
rame`ne l’e´tude de CΓ¯(X˜) a` l’e´tude de CΓ¯,χ(X˜) qui est la sous cate´gorie de
CΓ¯(X˜) dont les objets sont les faisceaux pe´riodiques pour lesquels φχ est
l’identite´, i.e.: tels que S agisse sur F par multiplication par le caracte`re χ.
De tels faisceaux seront dits (Γ¯, χ)-pe´riodiques. CΓ¯,χ(X˜) est une cate´gorie
abe´lienne.
On de´signe par VΓ¯,χ(X˜), (resp. LΓ¯,χ(X˜)), la sous cate´gorie additive (resp.
la sous cate´gorie) de CΓ¯,χ(X˜) forme´e des faisceaux localement libres (resp. in-
versibles). Ces deux cate´gories sont naturellement e´quivalentes aux cate´gories
des fibre´s vectoriels holomorphes (resp. des fibre´s en droites) (Γ¯, χ)-pe´riodiques.
La notion d’action compatible fait sens pour des faisceaux plus ge´ne´raux
que les faisceaux cohe´rents. On de´signe par ModΓ¯,χ(X˜), la cate´gorie des
4Une fonction sur un espace complexe sera dite lisse (resp. plurisousharmonique, resp.
strictement plurisousharmonique), ssi elle s’exprime localement comme image re´ciproque
par un plongement d’une fonction lisse (resp.plurisousharmonique, resp. strictement
plurisousharmonique ) sur CN .
5 C’est a` dire telle que la fonction induite sur X˜/Γ soit exhaustive
6 Par une action compatible de Γ¯ on entend la donne´e pour tout γ¯ ∈ Γ¯ d’un isomor-
phisme i(γ¯) : F → γ∗F tel que i(γ¯1γ¯2) = γ∗2 i(γ¯1)i(γ¯2) et pour tout ouvert U de X˜ la
representation naturelle i : S → Aut(F(U)) est continue pour la topologie induite par la
structure d’espace de Fre´chet de F(U).
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OX˜-modules munis d’une (Γ¯, χ)-action compatible.
Une construction locale
Proposition 2.3.1 Soit U un espace Γ- Stein. Soit U ′ un ouvert Γ-invariant
de U tel que Γ\U ′ ⊂⊂ Γ\U .
Soit F un faisceau analytique cohe´rent (Γ¯, χ)-pe´riodique de´fini sur U . Il
existe un faisceau analytique cohe´rent (Γ¯, χ)-pe´riodique localement libre V
de´fini sur U ′ et un morphisme surjectif, de´fini sur U ′, V → F → 0.
Soit un diagramme de faisceaux analytiques cohe´rents (Γ¯, χ)-pe´riodiques
sur U de la forme:
F
↓
W → G → 0
la ligne du bas e´tant suppose´e exacte. Il existe un faisceau analytique cohe´rent
(Γ¯, χ)-pe´riodique localement libre note´ V, un e´pimorphisme V → F → 0 et un
morphisme V → W (de´finis sur U ′) tels que le diagramme suivant commute:
V → F → 0
↓ ↓
W → G → 0
Preuve: Rappelons que U = ΓU0 ou` U0 est une composante connexe
stabilise´e par un sous groupe fini Σ de Γ. Nous supposons d’abord que χ = 0
et que Σ est le groupe trivial. La proposition est alors une conse´quence du
the´ore`me B de Cartan.
Si χ 6= 0 et Σ est le groupe trivial, il est possible de construire un fais-
ceau inversible (Γ¯, χ)-pe´riodique, note´ Lχ. Donnons une construction. Sur
l’ensemble Γ¯ × U0 × C il y a une action L de Γ¯ et une action R de S qui
commutent qui se de´finissent par les formules L(γ¯).(g¯, x, w) = (γ¯g¯, x, w) et
R(z)(g¯, x, w) = (g¯z−1, x, χ(z)w) Par suite il y a sur W := Γ¯ × U0 × C/R(S)
une action de Γ¯ compatible a` la projection naturelle W → Γ×U0 = Γ¯×U0×
0/R(S). De plus, W → X de´finit un fibre´ en droites holomorphe sur Γ× U0
muni d’une (Γ¯, χ)-action compatible. En utilisant le produit tensoriel par Lχ
et son inverse, on est ramene´ au cas pre´ce´dent.
Si Σ 6= 0, notons que nous avons une application e´tale Γ-invariante π :
V → U avec V = Γ × U0 un Γ-espace complexe sans composante connexe
fixe´e. Les conside´rations pre´ce´dentes s’appliquent donc a` V . On descend a` U
en utilisant l’e´pimorphisme π∗π
∗F → F , de´fini pour tout faisceau abe´lien F ,
et fonctoriel en F .
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3 Cohomologie Lp des faisceaux cohe´rents
Dans ce qui suit p de´signe un nombre re´el ∈ [1,∞[. Pour p =∞, les adapta-
tions a` fournir sont tre`s aise´es.
3.1 Construction des Images directes Lp de faisceaux
cohe´rents pe´riodiques dans le cas re´duit
Soit(X˜,Γ, ρ) un Γ-espace complexe re´duit, 1 → S → Γ¯ → Γ → 1 une exten-
sion centrale de Γ et χ un caracte`re de S. Notons par π l’application continue
X˜ → X = Γ\X˜. Convenons de noter pour toute partie P de X , P˜ := π−1(P ).
3.1.1 Le cas des faisceaux localement libres
Si Z est un espace complexe re´duit, la topologie de la convergence uniforme
sur les compacts induit une structure d’espace de Fre´chet sur l’espace O(Z)
des fonctions holomorphes sur Z. De plus, on peut construire une classe de
mesures sur Z, repre´sente´e par une mesure dvZ dont le support est Z, et
telle que, pour tout ouvert U de Z les normes (‖.‖Lp(K,dvZ)), K parcourant
les compacts de U , de´finissent la structure canonique d’espace de Fre´chet sur
O(U). Si Z est une sous varie´te´ ferme´e de CN de dimension pure d, il suffit
de poser dvZ = i
reg
∗ ω
d ou` ireg : Zreg → Z est le plongement ouvert de la partie
re´gulie`re et ω est la restriction a` Zreg de la forme Ka¨hlerienne de´finie par la
me´trique euclidienne. Comme de plus X˜ est un Γ-espace complexe re´duit, il
est loisible de supposer dvX˜ Γ-invariante, ce que nous ferons de´sormais.
Soit V ∈ VΓ¯,χ(X˜). Fixons une me´trique hermitienne h, Γ¯-invariante, sur
le fibre´ vectoriel holomorphe V associe´ a` V.
De´finition 3.1.1 Le faisceau lpπ∗V est le faisceau en groupes abe´liens sur X
de´fini par:
lpπ∗V(U) = {s ∈ H
0(π−1(U), V ) : ∀K ⊂⊂ U
∫
K˜
|s|phdvX˜ <∞}
Sricto sensu, la formule pre´ce´dente de´finit un pre´faisceau, mais les pro-
prie´te´s de recollement se ve´rifient aise´ment. Par ailleurs, il est e´galement clair
que lpπ∗V est inde´pendant du choix de la me´trique.
V 7→ lpπ∗V est un foncteur de VΓ¯,χ(X˜) vers la cate´gorie des faisceaux en
groupes abe´liens sur X .
On dispose d’une inclusion fonctorielle canonique lpπ∗V
can(V)
→֒ π∗V.
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3.1.2 The´ore`me d’exactitude
Soit V,W des objets de VΓ¯,χ(X˜) et φ : V → W un morphisme d’image le
faisceau analytique cohe´rent pe´riodique I.
Soit U˜ un ouvert Γ-Stein de (X˜,Γ, ρ). Soit P est un fonction strictement
plurisousharmonique lisse Γ-invariante et Γ-exhaustive de´finie sur U˜ . Ecrivons
U˜ = ΓU0 ou` U0 est une re´union finie de composantes connexes stabilise´e par
un sous groupe fini de Γ. Pour minP < t on de´finit U˜t = P
−1(] −∞, t[) et
U0t = U˜t ∩ U
0.
Lemme 3.1.2 Fixons t tel que minP < t. Il existe t′ > t et une constante
re´elle Ct,t′ > 0, telle que pour toute section s
′ de W de´finie sur U0 et locale-
ment contenue dans I, il existe une section s de V sur U0 telle que φ(s) = s′
et ve´rifiant: ∫
U0t
‖s‖p ≤ Ct,t′
∫
U0
t′
‖s′‖p
Preuve : Conside´rons l’espace W(U0) des sections holomorphes de W sur
U0. Pour t ∈ R, nous de´finissons une norme ‖.‖t sur W(U0) par la formule:
‖σ‖pt =
∫
U0t
|σ|p
Cette collection de normes induit surW(U0) une topologie d’espace de Fre´chet,
inde´pendante de p.
Lemme 3.1.3 L’espace I(U0) ⊂ W(U0) est un ferme´.
Preuve: Voir [16], p. 46 7. La topologie induite sur I(U0) est donc de
Fre´chet.
L’application φ : V(U0) → W(U0) est une application line´aire continue
car ‖φ(s′)‖t ≤ (supx∈U0t |||φ(x)|||)‖s
′‖t. Elle est a` valeurs dans I(U0) et φ :
V(U0) → I(U0) est surjective par le The´ore`me B de Cartan, puisque U0 est
de Stein.
Une application continue et surjective entre espaces de Fre´chet est ouverte,
voir [39], p.75.
De ce fait, l’ouvert Ωt = {s ∈ I(U0),
∫
U0t
|s|p < 1} = B‖.‖t(0, 1) ve´rifie
que φ(Ωt) est un ouvert de I(U0). Par suite ∃t′ > 0, ǫ > 0 tel que {s ∈
I(∆),
∫
U0
t′
|s|p < ǫ} soit contenu dans φ(Ωt). On peut toujours supposer
t′ > t. Poser Ct,t′ = 2/ǫ e´tablit le lemme 3.1.2.
Le lemme 3.1.2 se traduit imme´diatement en le:
7Il s’agit d’une application standard du lemme de Krull, combine´ avec l’observation que
la convergence Lploc force la convergence des coefficients du de´veloppement en se´rie entie`re
en tout point de ∆n.
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Corollaire 3.1.4 L’image de lpπ∗φ : l
pπ∗V → lpπ∗W s’identifie sous l’inclusion
naturelle lpπ∗W → π∗W au sous faisceau lpπ∗W ∩ π∗I.
Preuve : Puisque π est un morphisme de Stein, π∗I est l’image de π∗φ :
π∗V → π∗W. Par suite, Im(lpπ∗φ) ⊂ lpπ∗W ∩ π∗I.
Prouvons la re´ciproque. Un e´le´ment ξx de (π∗I ∩ lpπ∗W)x est le germe
en x d’une section de ce faisceau de´finie sur un ouvert de la forme Γ\U˜ avec
U˜ un ouvert Γ-Stein, c’est a` dire par la donne´e d’une collection (f ′γ)γ∈Γ/Σ de
section holomorphes sur γ.U0 ve´rifiant pour toute constante re´elle t > P (x),∑
γ
∫
γU0t
|f ′γ |
p <∞ et f ′γ ∈ I(γU
0).
Choisissons pour γ ∈ Γ/Σ un e´lement γ¯ ∈ Γ¯ qui s’envoie sur γ et posons
s′γ(y) := γ¯
−1f ′γ(γy). s
′
γ est une section de W sur U
0 localement contenue
dans I. La proposition 3.1.2 assure que l’on peut choisir des constantes
t′ > t > P (x) et Ct,t′ > 0 inde´pendantes de γ et des sections holomorphes de
V, sγ, telles que φ(sγ) = s
′
γ et
∫
U0t
|sγ|
p ≤ Ct,t′
∫
U0
t′
|s′γ|
p.
Posons fγ(y) = γ¯s(γ
−1y). Ceci de´finit une section de V sur γU0t tel que
φ(fγ) = f
′
γ ve´rifiant de plus
∑
γ
∫
γU0t
|fγ|p ≤ Ct,t′
∑
γ
∫
γU0t
|f ′γ|
p.
Par suite f ′ = {f ′γ}γ∈Γ/Σ ∈ l
pπ∗V(Ut). Soit ηx son germe en x. Par
construction, lpπ∗φ(ηx) = ξx. .
Proposition 3.1.5 Soit V
φ
→ W
ψ
→ X une suite exacte de CΓ¯,χ(X˜) tels que
V, W, X sont localement libres. Alors lpπ∗V
lpπ∗φ
→ lpπ∗W
lpπ∗ψ
→ lpπ∗X est
e´galement exacte.
Preuve: En effet ker(lpπ∗ψ) = l
pπ∗V ∩π∗ ker(ψ). Comme ker(ψ) = Im(φ) on
peut appliquer le corollaire 3.1.4 pour conclure ker(lpπ∗ψ) = Im(l
pπ∗φ). 
3.1.3 Images directes Lp de faisceaux cohe´rents pe´riodiques
Soit U˜ un ouvert Γ-Stein de X˜ et F un objet de CΓ¯,χ(X˜).
Soit R
• i(R
•
)
→ F une 2-pre´sentation 8 par des faisceaux (Γ¯, χ)-pe´riodiques
localement libres. On dispose de l’inclusion naturelle lpπ∗R
• can(R
•
)
→ π∗R
•
et
du morphisme canonique π∗R
0 π∗i(R
•
)
→ π∗F .
Notons Φ(R
•
) le sous faisceau de π∗F de´fini comme l’image du morphisme
lpπ∗R
0 π∗i(R
•
)can(i(R
•
))
→ π∗F .
8Soit F un objet d’une cate´gorie abe´lienne. Une pre´sentation R
•
: R−1
f
→ R0
p
→ F → 0
de F est la donne´e d’un isomorphisme p de F avec le conoyau de la fle´che f . Une re´solution
de F est la donne´e d’une suite exacte indexe´e par −N de la forme R
•
: . . . → R−n−1 →
R−n → . . . → R0 → F → 0. Soit k ∈ N, une k-pre´sentation de F est une suite exacte de
la forme R
•
: R−k → R−k+1 → . . .→ R0 → F → 0.
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Lemme 3.1.6 Soient R
•
1
i1→ F et R
•
2
i2→ F deux 2-pre´sentations localement
libres de F . S’il existe un morphisme de 2-pre´sentations R
•
2 → R
•
1 tel que
chaque fle´che Rn2 → R
n
1 soit un e´pimorphisme, les deux sous faisceaux Φ(R
•
1)
et Φ(R
•
2) de π∗F coincident .
Preuve: Le carre´ commutatif
R
•
2
i2→ FU
↓ φ12 ↓ Id
R
•
1
i1→ FU
induit un carre´ commutatif:
H0(lpπ∗R
•
2)
c(R
•
2 )→ π∗F ′U
↓ ψ12 ↓ Id
H0(lpπ∗R
•
1)
c(R
•
1 )→ π∗F ′U
Φ(R
•
1) et Φ(R
•
2) sont les images respectives de c(R
•
1) et c(R
•
2).
Le complexe noyau K
•
de φ12 est un complexe de faisceaux cohe´rents
localement libres. Il est acyclique en degre´s −1, 0 par la suite exacte longue
associe´e a` la suite exacte courte associe´e a` 0 → K
•
→ R
•
2 → R
•
1. Par suite
lpπ∗K
•
est un complexe acyclique en degre´s −1, 0 par la proposition 3.1.5.
Toujours par la proposition 3.1.5, on a une suite exacte courte:
0→ lpπ∗K
•
→ lpπ∗R
•
2
φ12→ lpπ∗R
•
1 → 0
La suite exacte longue associe´e assure que H0(lpπ∗R
•
2)
ψ12→ H0(lpπ∗R
•
1) est un
isomorphisme. Par suite Φ(R
•
1) = Φ(R
•
2). .
Par le premier point de la proposition 2.3.1, pour tout ouvert Γ-invariant
U ′, contenu dans un ouvert Γ-Stein U de X avec Γ\U ′ ⊂⊂ Γ\U de X , la
restiction de F a` U ′ admet une 2-pre´sentation (et meˆme une re´solution) lo-
calement libre pe´riodique.
De plus, e´tant donne´es deux 2-pre´sentations localement libres sur U ′ un
ouvert Γ-Stein, pour tout U ′′ ouvert Γ-invariant de U ′ tel que Γ\U ′′ ⊂⊂ Γ\U ′,
un raisonnement aise´ appuye´ sur le deuxie`me point de la proposition 2.3.1
assure l’existence d’une troisie`me 2-pre´sentation localement libre pe´riodique
R
•
3 de´finie sur U
′′ avec des morphismes de comparaison R
•
1 ← R
•
3 → R
•
2,
chaque fle´che e´tant une surjection.
Il est donc le´gitime de poser:
De´finition 3.1.7 lpπ∗F est l’unique sous faisceau de π∗F tel que, R
•
U → F|U
de´signant une 2-pre´sentation locale localement libre pe´riodique de F sur un
ouvert Γ-invariant U , on ait lpπ∗F|U = Φ(R
•
U ).
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Si φ : F → G est un morphisme de faisceaux cohe´rents pe´riodiques sur X˜,
le morphisme π∗φ : π∗F → π∗G envoie lpπ∗F dans lpπ∗G. Nous de´finissons
lpπ∗φ comme la restriction de π∗φ a` l
pπ∗F .
Proposition 3.1.8 Le foncteur lpπ∗ : CΓ¯,χ(X˜) → ModZ(X), F 7→ l
2π∗F ,
φ 7→ lpπ∗φ est un foncteur exact.
Preuve : Seul reste a` ve´rifier que le foncteur est exact. La question est
locale.
Soit R
•
F → F une re´solution localement libre de´finie sur U˜ par des fais-
ceaux pe´riodiques. Le morphisme naturel H0(lpπ∗F)U˜ → l
pπ∗FU est un iso-
morphisme. En effet, le noyau de l’application naturelle lpπ∗R
0
F → l
pπ∗F
coincide avec le noyau de lpπ∗R
0
F → π∗F qui est exactement l
pπ∗R
0
F ∩ π∗K
ou` K est le noyau de R0F → F . Le corollaire 3.1.4 identifie l
pπ∗R
0
F ∩π∗K avec
l’image de lpπ∗R
•
1, ce qui prouve l’isomorphisme annonce´.
Soit S : 0 → F ′ → F → F ′′ → 0 une suite exacte courte dans CΓ¯,χ(X˜).
Pour tout ouvert Γ-invariant assez petit U˜ , utilisant 2.3.1, on peut construire
une suite exacte de´finie sur U˜ de re´solutions localement libres R
•
S : 0 →
R
•
F ′ → R
•
F → R
•
F ′′ → 0 induisant S en cohomologie.
Graˆce a` 3.1.5, il vient une suite exacte courte:
lpπ∗R
•
S : 0→ l
pπ∗R
•
F ′ → l
pπ∗R
•
F → l
pπ∗R
•
F ′′ → 0
Toujours graˆce a` 3.1.5, pour q 6= 0,
Hq(lpπ∗R
•
F ′) = H
q(lpπ∗R
•
F) = H
q(lpπ∗R
•
F ′′) = 0
La suite exacte longue associe´e a` lpπ∗R
•
S se re´duit a` la suite exacte courte
0→ H0(lpπ∗R
•
F ′)→ H
0(lpπ∗R
•
F ′)→ H
0(lpπ∗R
•
F ′′)→ 0
La 0-suite associe´e a` S, 0→ lpπ∗F ′ → lpπ∗F → lpπ∗F ′′ → 0 est naturelle-
ment isomorphe a` la pre´ce´dente et par suite exacte. .
3.2 Construction des images directes Lp dans le cas
ge´ne´ral
Lemme 3.2.1 Soit Z˜ un Γ espace complexe, X˜ un Γ-espace complexe re´duit
et i˜ : Z → X un plongement ferme´ Γ-e´quivariant. Notons i l’application
i : Γ\Z˜ → Γ\X˜ induite par i˜. Soit F ∈ CΓ¯,χ(X˜).
1. Le faisceau lpπ∗i˜∗F s’identifie a` un faisceau de la forme i∗Sp(i) ou` Sp(i)
de´signe un sous faisceau de π∗F .
2. Si Z est re´duit Sp(i) = lpπ∗F .
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3. Si Z n’est pas re´duit, soit I le radical de OZ et soit (Fk)k∈N la fil-
tration I-adique de F . π∗F admet alors la filtration (π∗Fk)k∈N. Le
sous-faisceau Sp(i) de π∗F ve´rifie Grkπ∗F•S
p(i) = lpπ∗Gr
k
F•
F 9.
4. Sp(i) est inde´pendant du plongement i choisi.
Preuve: Le point 1. re´sulte du fait que lpπ∗i˜∗F ⊂ π∗i˜∗F = i∗π∗F .
Pour le point 2., supposons d’abord F localement libre. Notons FZ le
faisceau localement libre sur Z obtenu par restriction de F a` Z. Comme les
applications F(U) → FZ(U ∩ Z) sont continues, U de´signant un ouvert de
X , Sp(i) ⊂ lpπ∗FZ . L’autre inclusion lpπ∗FZ ⊂ Sp(i) re´sulte du the´ore`me
de l’image ouverte applique´ aux morphismes surjectifs d’espaces de Fre´chet
de la forme FX(U) → FZ(U ∩ Z), U de´signant un ouvert de Stein de X . Le
cas ge´ne´ral se rame`ne au cas localement libre en utilisant des pre´sentations
locales localement libres.
Passons au point 3. Le faisceau i˜∗F admet la filtration I-adique (˜i∗Fk)k∈N.
La suite des gradue´s de cette filtration est (Grk
π∗i˜F
• i˜∗F)k∈N. Il re´sulte de 3.1.8
que Grk
π∗i˜F
• i∗S
p(i) = lpπ∗Gr
k
π∗ i˜F
• i˜∗F . Ceci en conjonction avec les points 1.
et 2. ache`ve d’e´tablir le point 3.
Soient i, j deux plongements dans un espace re´duit. On peut toujours se
ramener au cas ou` F est localement libre. Quitte a` remplacer j par le produit
k = i× j, il est loisible de supposer que i = p ◦ j ou` p est holomorphe. Cette
factorisation implique que Sp(i) ⊂ Sp(j) ⊂ π∗F . S’il existe N > 0 tel que
IN = 0, le point 3. implique Sp(i) = Sp(j). Le proble`me e´tant local, ceci
e´tablit le point 4. 
Il est donc le´gitime de poser:
De´finition 3.2.2 lpπ∗F est l’unique sous faisceau de π∗F tel que, pour tout
ouvert Γ-invariant U˜ et tout Γ-plongement i˜ vers un espace complexe re´duit
X , on ait lpπ∗F|U = S
p(i).
Cette construction est fonctorielle et il re´sulte de la proposition 3.1.8 que:
Proposition 3.2.3 Le foncteur CΓ¯,χ(X˜) → ModZ(X), F 7→ l
pπ∗F est un
foncteur exact.
3.3 Cohomologie Lp d’un faisceau analytique cohe´rent
pe´riodique
Graˆce a` la proposition 3.2.3, il devient le´gitime de poser la:
9Dans cet e´nonce´, on voit Grk
F
F comme un faisceau analytique cohe´rent sur Zred et en
particulier comme un faisceau sous l’espace topologique sous jacent a` Z.
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De´finition 3.3.1 Soit F un faisceau analytique cohe´rent (Γ¯, χ)-pe´riodique
sur le Γ-espace complexe X˜ , on appelle q-ie`me groupe de cohomologie Lp de
F le groupe abe´lien Hq(p)(X˜,F) := H
q(X, lpπ∗F).
Ceci de´finit bien suˆr un foncteur. Les homomorphismes de Bockstein de
la cate´gorie des faisceaux en groupes abe´liens sur X donnent e´galement des
homomorphismes de Bockstein δ et on a la:
Proposition 3.3.2 Le syste`me de foncteurs ({Hq(p)(X˜, .)}q≥0, δ) de´finit un
δ-foncteur cohomologique de CΓ¯,χ(X˜) dans la cate´gorie des groupes abe´liens.
4 Modules hilbertiens sur une Alge`bre de Von
Neumann
4.1 Alge´bres de Von Neumann finies
De´finition 4.1.1 On appelle alge´bre de Von Neumann (en abre´ge´ AVN) finie
probabilise´e un triplet (A, ∗, τ) ou` A est une C-alge`bre unitaire munie d’une
involution ∗ antiline´aire et d’ une forme line´aire trace τ ve´rifiant
• τ(a∗) = τ(a)
• τ(ab) = τ(ba), τ(Id) = 1
• τ(a∗a) ≥ 0, τ(a∗a) = 0⇐⇒ a = 0
• < ., . >: A × A → C, < a, b >= τ(ab∗) est un produit scalaire
pre´hilbertien sur A. Son comple´te´ A2 est un espace de Hilbert se´parable
et le morphisme A → B(A2) induit par la multiplication a` gauche a une
image ferme´e pour la topologie forte des ope´rateurs10.
• Si (ai) est une suite majore´e croissante11d’e´le´ments deA et a = supi(ai),
alors τ(a) = supi(τ(ai)).
Le A-module A2 sera appele´ le module standard de (A, τ).
Le commutant de A dans B(A2) est de´crit par l’action a` droite de l’alge`bre
oppose´e Aop. (Aop, ∗, τ) est e´galement une AVN finie probabilise´e de module
standard A2.
10Ou encore, A coincide avec son bicommutant dans cette repre´sentation
11 Un e´le´ment d’un C*-alge´bre est dit positif ssi il est autoadjoint (a = a∗) et peut
s’e´crire sous la forme a = bb∗. C’est e´quivalent au fait que pour toute *-repre´sentation de
l’alge`bre dans un espace de Hilbert H , ∀x ∈ H (ax, x) ≥ 0.
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4.2 Exemples d’alge´bres de Von Neumann finies
4.2.1 Alge´bres de Von Neumann d’un groupe discret
Soit Γ un groupe discret.
On de´finit une alge´bre involutive a` trace (CΓ, ∗, τ) en posant (
∑
agg)
∗ =∑
a¯gg
−1, τ(
∑
agg) = ae.
Soit CΓ
i
→ B(l2Γ) la repre´sentation re´gulie`re gauche. Soit W ∗l Γ la sous
alge`bre de B(l2Γ) qui est l’adhe´rence de l’image de i pour la topologie forte
des ope´rateurs. Si a ∈ CΓ, ag = (i(a)δe, δg). De ce fait, tout a ∈ W ∗l Γ se
repre´sente comme somme d’une famille sommable (pour la topologie forte
des ope´rateurs) a =
∑
agi(g). On peut construire une trace τ sur l’alge`bre
A = W ∗l Γ par la formule τ(a) = ae = (aδe, δe). On a τ(aa
∗) =
∑
|ag|
2. Par
suite:
Exemple 4.2.1 (W ∗l Γ, ∗, τ) est une alge`bre de Von Neumann probabilise´e de
module standard l2Γ.
La meˆme construction en partant de la repre´sentation re´gulie`re droite
fournit W ∗r Γ qui est le commutant de W
∗
l Γ.
4.2.2 Construction de W ∗l (Γ¯, χ)
La variante ici expose´e de la construction pre´ce´dente est une formalisation
du ‘Vafa-Witten twisting trick’ de [20].
Soit Γ un groupe de´nombrable discret. Soit S un groupe abe´lien compact.
Soit χ un caracte`re de A. Soit 1 → S → Γ¯ → Γ → 1 une extension centrale
de Γ par S.
Γ¯ est un groupe topologique localement compact qui porte une mesure de
Haar dγ¯ quin se trouve eˆtre biinvariante.
Conside´rons l’alge`bre de convolution A de Γ¯, i.e.: A = C0o (Γ¯,C), munie
du produit de convolution:
f.f ′(g¯) =
∫
Γ¯
f(g¯γ¯−1)f ′(γ¯)dγ¯
et de l’antiinvolution antilineaire f ∗(g¯) = f(g¯−1). A agit sur E = L2(Γ¯,C)
par produit de convolution a` gauche.
Soit Eχ le sous espace ferme´ de E de´fini comme l’ensemble des fonctions f
telles que ∀z ∈ S, ∀g¯ ∈ Γ¯, on ait χ(z)f(g¯z) = f(g¯). Le projecteur orthogonal
sur Eχ est:
(pχf)(g¯) =
∫
S
χ(z)f(g¯z)dz
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On a la relation de commutation: ∀f ∈ A, ∀w ∈ E, f.pχw = pχ(f.w). En
effet:
(f.pχw)(g¯) =
∫
Γ¯
∫
S
f(g¯γ¯−1)χ(z)w(γ¯z)dγ¯dz
(pχ(f.w))(g¯) =
∫
S
∫
Γ¯
χ(z′)f(g¯z′(¯γ′)−1)w(γ¯′)dz′dγ¯′
z=z′,γ¯=γ¯′(z′)−1
=
∫
Γ¯
∫
S
χ(z)f(g¯zz−1γ¯−1)w(γ¯z)dγ¯dz
D’ou` un morphisme d’alge´bre involutive A→ pχApχ ⊂ B(Eχ). On de´finit
W ∗l (Γ¯, χ) comme le bicommutant de pχApχ dans B(Eχ).
Posons τχ(f) = (pχf)(e). On a :
τχ(f.g) =
∫
Γ¯
∫
S
f(γ¯−1)g(γ¯z)χ(z)dzdγ¯
τχ(g.f) =
∫
Γ¯
∫
S
g((γ¯′)−1)f(γ¯′z′)χ(z)dz′dγ¯′
=
∫
Γ¯
∫
S
g(zγ¯)f(γ¯−1)χ(z)dzdγ¯
De sorte que τχ(f.g) = τχ(g.f) car S est central dans Γ¯.
Le caracte`re contragre´dient χc de χ, χc(z) = χ¯(z), de´finit un e´le´ment de
Eχ et l’on a: τχ(f) = (f.χ
c, χc). Observons e´galement que f.χc = pχf . De la`
τχ(f.f
∗) =
∫
Γ¯
|pχf(γ¯)|2dγ¯.
Re´sumons cette construction en la:
Proposition 4.2.2 (W ∗l (Γ¯, χ), τχ) est une AVN probabilise´e de module stan-
dard isomorphe a` Eχ.
4.3 Modules hilbertiens sur une AVN finie probabilise´e
Soit (A, ∗, τ) une AVN finie probabilise´e.
4.3.1 Modules hilbertiens projectifs
De´finition 4.3.1 Un A-module a` gauche W est dit hilbertien projectif s’il
admet un produit scalaire hilbertien (., .) tel que (ax, y) = (x, a∗y) et se
plonge isome´triquement dans le A-module A2⊗ˆH , H e´tant un espace de
Hilbert sur lequel A agit trivialement. W est dit de type fini si H peut eˆtre
pris de dimension finie. Un morphisme entre deux modules hilbertiens est
une application line´aire borne´e commutant aux actions respectives de A.
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4.3.2 Non-abe´lianite´ de la cate´gorie des modules hilbertiens pro-
jectifs
On de´finit trois cate´gories Pf (A) ⊂ Psep(A) ⊂ P (A) comme suit:
• Les objets de P (A) sont exactement les A- modules hilbertiens.
• Les morphismes de P (A) sont exactement les applications line´aires con-
tinues commutant a` l’action de A, ou encore avec les notations standard
HomP (A)(E, F ) = LA(E, F ).
• Pf(A) (resp. Psep(A)) est la sous cate´gorie pleine de P (A) forme´e des
objets de type fini (resp. re´alisables dans A2 ⊗H ou` H est un espace
de Hilbert se´parable).
P (A) est une sous cate´gorie additive de la cate´gorie ModA. La notion
cate´gorique de noyau d’un P (A)-morphisme f : E → F coincide avec la
notion usuelle de noyau. En revanche, la notion cate´gorique de conoyau (voir
[30], ch. IV, p. 116) donne Coker(f) = (E → E/f¯(E)).
P (A) n’est pas en ge´ne´ral une cate´gorie abe´lienne: les morphismes stricts
sont les morphismes d’image ferme´e.
4.3.3 Cate´gorie abe´lienne des modules hilbertiens
Cependant, P (A) posse`de la proprie´te´ suivante:
Lemme 4.3.2 Soit V,W deux A-modules hilbertiens projectifs et φ : V →W
un A-morphisme surjectif (au sens habituel, c’est a` dire φ(V ) = W ), alors φ
a une section A-line´aire continue.
Preuve: Fixons une me´trique hilbertienne sur W compatible a` A (rappelons
que cela` signifie ∀a, x, y : (ax, y) = (x, a∗y), i.e.: que l’adjoint de l’ope´rateur
multiplication a` gauche par a est la multiplication a` gauche par le conjugue´ de
a). L’orthogonal du noyau de φ est un sous module hilbertien de V isomorphe
via φ a` W graˆce au the´ore`me de l’image ouverte.
Cette proprie´te´, que ne partagent pas les cate´gories usuelles d’espaces
vectoriels topologiques localement convexes, a pour conse´quence le fait suivant
dont l’observation est duˆe a` M.S. Farber:
The´oreme 4.3.3 [12] [15] Les cate´gories Ef(A) ⊂ Esep(A) ⊂ E(A) de´finies
comme suit:
• Les objets de E(A) sont les triplets (E1, E2, e) ou` E1 et E2 sont deux
A-modules hilbertiens et e une application line´aire continue commutant
a` A.
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• HomE(A)((E1, F2, e), (F1, F2, f)) est l’ensemble des classes d’e´quivalence
de paires d’applications line´aires continues commuttant a` A (φ1 : E1 →
F1, φ2 : E2 → F2) telles que φ2e = fφ1 sous la relation d’e´quivalence
(φ1, φ2) ∼ (φ′1, φ
′
2)⇔ ∃T ∈ LA(E2, F1), φ
′
2 − φ2 = fT .
• Ef(A) (resp. Esep(A)) est la sous cate´gorie de E(A) forme´e des objets
(E1, E2, e) avec E2 de type fini (resp. de type de´nombrable).
sont des cate´gories abe´liennes
On appelleraA-modules hilbertiens les objets de E(A). On notera P∗(Γ) :=
P∗(W
∗
l Γ), E∗(Γ) := E∗(W
∗
l Γ) et P∗(Γ¯, χ) := P∗(W
∗
l (Γ¯, χ)), E∗(Γ¯, χ) :=
E∗(W
∗
l (Γ¯, χ)).
4.3.4 Premie`res proprie´te´s de E(A)
Normalisations des objets et morphismes Un objet E = (E1, E2, e) de
E(A) sera dit normal si et seulement si e est injectif.
Lemme 4.3.4 [12] Tout objet E = (E1, E2, e) de E(A) est isomorphe a` un
objet normal .
Ce lemme re´sulte de la proprie´te´ d’excision [12]: soit (E1, E2, e) un objet
de E(A) et E ⊂ E1 un sous module hilbertien tel que eE est un sous module
ferme´ de E2. Alors (E1, E2, e) ≃ (E1/E,E2/eE, e).
Un repre´sentant φ d’un morphisme φ¯ dans E(A), φ = (φ1, φ2), entre objets
normaux, sera dit normal si et seulement si φ1 est surjectif.
Soient E = (E1, E2, e), F = (F1, F2, f) deux objets normaux de P (A).
Soit φ = (φ1, φ2) ∈ HomP (A)(E, F ), alors il existe un objet normal de P (A),
note´ E ′, et un isomorphisme ψE : E
′ → E tels que le morphisme φ′ = φψE
ait un repre´sentant normal [12].
Noyaux, Conoyaux Soit φ¯ : E → F un morphisme entre objets normaux
admettant un repre´sentant normal φ = (φ1, φ2). SoitE
′ = (ker(φ1), ker(φ2), e¯).
Le noyau de φ¯ est le morphisme k(φ) ∈ HomE(A)(E
′, E) suivant [12]:
k(φ) =

 ker(φ1)
e¯
→ ker(φ2)
k(φ1) ↓ k(φ2) ↓
E1
e
→ E2


Soit φ¯ : E → F un morphisme entre objets normaux admettant un
repre´sentant normal φ = (φ1, φ2). Posons C = (F1 ⊕ E2, F2, f + φ2). Le
morphisme c = (IdF1 ⊕ 0, IdF2) ∈ HomE(A)(F,C) est un conoyau de φ¯ [12].
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Foncteur d’oubli E(A)→ ModA
Proposition 4.3.5 La spe´cification O((E1, E2, e)) = E2/e(E1) de´finit un
foncteur covariant fide`le O : E(A) → ModA et re´alise une e´quivalence de
cate´gories entre E(A)) et une sous cate´gorie abe´lienne de ModA.
Preuve: Un morphisme f dans E(A) induit clairement un morphisme O(f2) :
E2/e(E1)→ F2/f(F1), car tout repre´sentant g tel que g2 = fT ve´rifie O(g2) =
0. Les re´gles de composition sont respecte´es et on a bien un foncteur O :
E(A)→ ModA.
Le point essentiel est que HomE(A)(E, F ) → HomModA(O(E), O(F )) est
injectif. Par 4.3.4, il est possible de supposer E et F normaux. Soit g =
(g1, g2) un morphisme tel que O(g) = 0. Il vient g2(E2) ⊂ f(E1). En partic-
ulier, puisque f est injective, on peut e´crire g2 = fT ou` T est une application
line´aire (uniquement de´termine´e) commutant a` A. Reste a` voir que T est
continue. Soit Pn = (xn, Txn)n une suite de points du graphe de T con-
vergeant vers P = (x, y). Comme f est continue, limn fTxn = fy. Mais,
limn fTxn = limn g2xn = g2x = fTx. De l’e´quation fTx = fy on tire
y = Tx. T est donc une application line´aire entre espaces de Banach dont le
graphe est ferme´, c’est a` dire pre´cise´ment une application line´aire continue.
Lemme 4.3.6 Soient A,B deux objets de E(A) et φ ∈ HomE(A)(A,B) un
morphisme. Si O(φ) est un isomorphisme alors φ est un isomorphisme.
Preuve : Ceci re´sulte du fait que tout noyau (resp. conoyau) dans E(A)
de φ est envoye´ par le foncteur d’oubli O dans un noyau (resp. conoyau) de
O(φ).
Projectifs de E(A) Le foncteur p : P (A)→ E(A) et de´fini au niveau des
objets par p(E) = (0, E, 0) re´alise P (A) comme une sous cate´gorie pleine
de la cate´gorie des objets projectifs de E(A), e´quivalente a` la cate´gorie des
projectifs de P (A) [12].
Objets de torsion Un objet de torsion T dans E(A) est un objet tel que
pour tout projectif P de E(A), HomE(A)(T, P ) = 0.
Un objet T = (T1, T2, t) est de torsion si et seulement si tT1 est dense dans
T2 [12].
Suite exacte canonique Le foncteur covariant interne de E(A) de´fini au
niveau des objets par P ((X1, X2, x)) = (xX1, X2, i) (resp. T ((X1, X2, x) =
(X1, xX1, x)) est l’identite´ sur la sous cate´gorie pleine des objets projectifs
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(resp. de torsion). On a les relations P 2 = P , T 2 = T , PT = TP = 0. De
plus, pour tout objet X , on dispose de la suite exacte canonique:
0→ T (X)→ X → P (X)→ 0
4.3.5 Invariants nume´riques des objets de E(A)
A-dimension Un A-module hilbertien projectif de type finiW re´alise´ dans
A2 ⊗ C
n peut se laisser de´crire par son projecteur orthogonal p = (pij) ∈
Mn(Aop), et on pose dimA(W ) =
∑
i τ(pii). Cette de´finition est inde´pendante
de la re´alisation. Cette fonction dimension se manipule comme dans l’alge`bre
line´aire classique, la principale diffe´rence est qu’elle peut prendre des valeurs
re´elles positives arbitraires:
• dimAW = 0⇐⇒W = 0
• dimAA2 = 1
• α ∈MorP (A)(V,W ) =⇒ dimA V = dimAKer(α) + dimA Im(α)
• Si (Wn) est une suite de´croissante de A- modules hilbertiens de type
fini, dimA ∩nWn = limn dimAWn.
• Si (Wn) est une suite croissante de sous modules d’un module hilbertien
de type fini dimA ∪nWn = limn dimAWn.
Nous appelons A-dimension d’un objet de X ∈ Pf(A), le nombre re´el
dimAX := dimA P (X).
Une proprie´te´ importante est que pour toute suite exacte 0→ X ′ → X →
X ′′ → 0, on a dimAX = dimAX ′ + dimAX ′′.
Invariants de Novikov-Shubin Soit NS l’ensemble des germes en ze´ro
de fonctions de´finies sur R+, croissantes, positives, nulles en 0. On appelle
NSd le quotient de NS par la relation d’e´quivalence dilatationnelle ∼d de´finie
par:
F ∼d G⇐⇒ ∃xo > 0 ∃C, c > 0, ∀x ≤ xo, cF (cx) ≤ G(x) ≤ CF (Cx)
Soit A = (A1, A2, a) un objet de Ef (A) . Fixons deux me´triques hilber-
tiennes h1, h2 sur A1, A2. Alors on peut construire la famille {E(λ)}λ≥0 des
projecteurs spectraux de a∗a. On a :
a∗a = E(0) +
∫ ‖a‖2
0
λdE(λ)
On pose FA,h1,h2(x2) = dimAE(x)− dimAE(0).
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Il est trivial que, pour tout autre couple de me´triques h′1, h
′
2, F
A,h1,h2 ∼d
FA,h
′
1,h
′
2 et on peut donc de´finir FA comme la classe de ∼d-e´quivalence de
FA,h1,h2.
Moins trivial est le fait suivant [12]: soient A et A′ deux objets isomorphes
de Tf (A). Alors, FA = FA
′
∈ NSd .
L’invariant de Novikov-Shubin NS d’un objet A de Ef (A) est NS(A) =
NS(T (A)).
4.4 Calcul de la cate´gorie de´rive´e de Ef(A) a` l’aide des
A-modules monte´liens
4.4.1 Ope´rateurs A-compacts
De´finition 4.4.1 Soient W,V deux A-modules hilbertiens projectifs. φ ∈
LA(V,W ) est dit A-compact si et seulement si il existe (φn)n∈N une suite
d’ope´rateurs convergeant vers φ au sens de la norme triple tels que, pour tout
n, l’adhe´rence de l’image de φn est un sous module hilbertien projectif de
type fini de W .
Si l’un des deux modules V ou W est de type fini, tout e´le´ment LA(V,W )
est A-compact.
Si φ ∈ LA(V,W ) est A-compact et surjectif, W est de type fini.
Lemme 4.4.2 Soit φ ∈ LA(V,W ). Les assertions suivantes sont e´quivalentes:
1. φ est A-compact.
2. {E(λ)}λ≥0 de´signant la famille des projecteurs spectraux de φ∗φ, le pro-
jecteur Pǫ =
∫∞
ǫ
dE(λ) a pour image un module hilbertien projectif de
type fini pour tout ǫ > 0.
3. Pour tout ǫ > 0 il existe un sous module hilbertien projectif Vǫ de V de
type fini de projecteur orthogonal pVǫ, tel que limǫ→0 φpVǫ = φ.
4. Pour tout ǫ > 0 il existe un sous module hilbertien projectif Wǫ de W
de type fini de projecteur orthogonal pWǫ, tel que limǫ→0 pWǫφ = φ.
Corollaire 4.4.3 Le compose´ (a` droite ou a` gauche) d’un morphisme A-
compact avec une application A-line´aire continue est A-compact. En partic-
ulier, la restriction d’un A-morphisme A-compact a` un sous module hilbertien
projectif ferme´ de sa source est encore A-compact.
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4.4.2 A-modules monte´liens
De´finition 4.4.4 Soit t0 ∈ R∗+. UnA-module t0-pre´monte´lien est une donne´e
de la forme W = ({W (t)}t0≥t>0, {(ρ
W )t
′
t }0<t′≤t≤t0) ou`:
• {W (t)}t0≥t>0 est une famille de A-module hilbertien projectif indexe´e
pour l’intervalle re´el ]0, t0].
• Pour tout couple de re´els tels que 0 < t′ ≤ t ≤ t0, (ρW )t
′
t est une
application A-line´aire continue de W (t) vers W (t′) .
• (ρW )tt = IdW (t).
• Si t ≥ t′ ≥ t′′ > 0, on a (ρW )t
′′
t = (ρ
W )t
′′
t′ (ρ
W )t
′
t
• (ρW )t
′
t est A-compacte de`s que t
′ < t.
De´finition 4.4.5 Soient V,W deuxA-modules t0-pre´monte´liens. Une famille
de la forme {φ(t)}t0≥t>0 de A-applications line´aires continues φ(t) : V (t) →
W (t) est dite un morphisme de modules t0-pre´monte´liens si et seulement si
φ(t′)(ρV )t
′
t = (ρ
W )t
′
t φ(t).
De´finition 4.4.6 Un module pre´monte´lien est un module t0-pre´monte´lien
pour un certain t0 > 0 non spe´cifie´.
Deux A-modules pre´monte´lien W W ′ sont dits G-e´quivalents s’il existe
t1 > 0 tel que si t ≤ t1 W (t) = W ′(t) et si t′ ≤ t ≤ t1, (ρW )t
′
t = (ρ
W ′)t
′
t .
Deux morphismes φ, φ′ deA-modules pre´monte´liens sont ditsG-e´quivalents
si leurs sources (et leurs buts) sont G-e´quivalents et que pour t > 0 assez petit
φ(t) = φ′(t).
De´finition 4.4.7 Un A-module monte´lien est une classe de G-e´quivalence
de A-modules pre´monte´liens. Un morphisme de A-modules monte´liens est
une classe de G-e´quivalence de morphismes de A-modules pre´monte´liens.
La cate´gorie des A-modules monte´liens est une cate´gorie additive ou` les
noyaux existent (par 4.4.3).
Soit W un A-module pre´monte´lien. Pour ne pas alourdir les notations,
on sous-entendra de´sormais l’exposant W et on e´crira (ρW )t
′
t = ρ
t′
t .
Pour t > 0 assez petit ({W (t′)}t′<t, ρ
t′
t′′) forme un syste`me projectif indexe´
par l’ensemble ordonne´ (]0, t[, >).
De´finition 4.4.8 W∗(t) = lim←−t′<tW (t
′)
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W∗(t) est un A-module de Fre´chet, dont la topologie peut eˆtre de´finie par
une collection de´nombrable de pseudonormes pre´hilbertiennes compatibles.
{ρt
′
t } de´finissent des applications A-line´aires continues dans les situations
suivantes:
• t ≥ t′, ρt
′
t : W (t)→ W (t
′).
• t ≥ t′, ρ∗t
′
∗t : W∗(t)→W∗(t
′).
• t ≥ t′, ρ∗t
′
t : W (t)→W∗(t
′).
• t > t′, ρt
′
∗t : W∗(t)→W (t
′).
On a, de plus, quand les applications en question sont de´finies, ρbaρ
a
c = ρ
b
c,
a, b, c e´tant des symboles de la forme t ou ∗t, t ∈ R.
4.4.3 Qi-morphismes
Soit (F
•
, d) un complexe de A-modules monte´liens. Le module des cycles
Zq(F
•
) est un module monte´lien, mais pas ne´cessairement celui des bords.
On dispose d’une famille de complexes de A-modules (F∗(t), d)t>0 de´finie
pour t > 0 assez petit et l’on pose:
Z i∗(t, F
•
) = {z ∈ F i∗(t); dz = 0}
Bi∗(t, F
•
) = dF i−1∗ (t)
H i∗(t, F
•
) = Z i∗(t, F
•
)/Bi∗(t, F
•
)
H i∗(t, F
•
) a une structure topologique de quotient non se´pare´ d’espace de
Fre´chet dont nous ne nous soucierons pas en nous contentant de le regarder
que comme un A-module au sens alge´brique.
L’identite´ du complexe F
•
induit pour t′ ≤ t des applications A-line´aires
ρ∗t
′
∗t : H
i
∗(t, F
•
)→ H i∗(t
′, F
•
).
Tout morphisme de complexes de A-modules monte´liens σ
•
: F
•
→ G
•
in-
duit donc des applications A-line´aires (σi)t
′
t : H
i
∗(t, F
•
)→ H i∗(t
′, G
•
), de´finies
par la formule (σi)t
′
t = ρ
∗t′
∗t H
i(σ)∗t∗t.
De´finition 4.4.9 σ
•
: F
•
→ G
•
sera appele´ un qi-morphisme d’ordre q ∈ Z
si et seulement si pour tous t′ ≤ t assez petits
• i > q, t′ ≤ t ⇒ (σi)t
′
t : H
i
∗(t, F
•
) → H i∗(t
′, G
•
) est un isomorphisme
alge´brique.
• t′ ≤ t⇒ (σq)t
′
t : H
q
∗(t, F
•
)→ Hq∗(t
′, G
•
) est une surjection.
σ
•
est dit un qi-morphisme si et seulement si c’est un qi-morphisme de tout
ordre.
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4.4.4 Complexes qhtf
Un complexe L
•
de A-modules hilbertiens projectifs de type fini peut eˆtre
vu comme un complexe de A-modules monte´liens en posant W
•
(t) = L
•
et
ρtt′ = Id. En particulier l’identite´ d’un tel complexe est un qi-morphisme,
puisque H i∗(t, L
•
) = O(H i(L
•
)) (cf. les notations du lemme 4.3.6).
De´finition 4.4.10 Un complexe F
•
de modules monte´liens sera dit qhtf si
et seulement si Id : F
•
→ F
•
est un qi-morphisme.
Soit σ
•
: F
•
→ G
•
un morphisme de complexes de A-modules monte´liens.
Le coˆne de σ
•
, C
•
(σ) est le complexe dont les espaces de cochaines sont les
C i(σ) = Gi⊕F i+1 et les diffe´rentielles sont ∂(gi, f i+1) = (dgi+σf i+1,−df i+1).
On a la suite exacte courte 0 → G
•
→ C
•
(σ) → F
•
[1] → 0 qui induit des
suites exactes courtes 0→ G
•
∗(t)→ C
•
∗ (σ)(t)→ F
•
∗ [1](t)→ 0.
Lemme 4.4.11 Soit φ : P
•
→ F
•
un morphisme de complexes de A-modules
monte´liens, le complexe P
•
e´tant un complexe de A-modules hilbertiens pro-
jectifs de type fini. φ est un qi-morphisme d’ordre q si et seulement si ∀i ≥ q,
∀t > 0 assez petit, H i∗(t, C
•
(σ)) = 0.
Preuve : L’implication directe est bien connue, prouvons la re´ciproque. Sup-
posons donc que ∀t > 0 assez petit, H i∗(t, C
•
(σ)) = 0. Soit 0 < t1 ≤ t0 assez
petits. Utilisant la suite exacte longue du coˆne, on voit que H i∗(tl, P
•
) →
H i∗(tl, L
•
) est surjectif pour i = q et un isomorphisme pour i > q et l = 0, 1.
Mais, H i∗(t0, P
•
) → H i∗(t1, P
•
) est, par de´finition, l’identite´ de O(H i(P
•
));
donc H i∗(t0, P
•
) → H i∗(t1, L
•
) est surjectif pour i = q et un isomorphisme
pour i > q. .
Plus ge´ne´ralement, ce lemme vaut quand P
•
est qhtf.
Lemme 4.4.12 Soit σ
•
: F
•
→ G
•
un morphisme de complexes de A-
modules monte´liens. Si F
•
et G
•
sont qhtf le coˆne C
•
(σ) est e´galement qhtf.
Preuve : Il suffit d’utiliser la suite exacte longue de cohomologie du coˆne et
d’appliquer le lemme de cinq. .
Proposition 4.4.13 La sous cate´gorie pleineKi(MontModA)
qhtf , i ∈ {b,−},
de la cate´gorie triangule´e Ki(MontModA) dont les objets sont les complexes
qhtf est une sous cate´gorie triangule´e.
Les qi-morphismes forment un syste`me multiplicatif Qi de la cate´gorie
triangule´e Kb(MontModA)
qhtf (resp. de K−(MontModA)
qhtf).
Preuve: Le premier point de´coule de 4.4.12.
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Le deuxie`me point de´coule de [25], I.4, proposition 4.2; on prend comme
foncteur cohomologique sur la cate´gorie triangule´e des complexes qhtf vers la
cate´gorie des groupes abe´liens le foncteur H : C
•
7→ lim−→t→0H
0(t, C
•
) 12.
4.4.5 The´ore`me de finitude
Proposition 4.4.14 Soit F . un complexe fini (resp. borne´ supe´rieurement)
qhtf de A-modules monte´liens , alors il existe un complexe fini (resp. borne´
supe´rieurement) de modules hilbertiens projectifs de type fini P
•
et un qi-
morphisme P
•
→ F
•
.
De plus, pour tout complexe fini (resp. borne´ supe´rieurement) Q
•
de mod-
ules hilbertiens projectifs de type fini et tout morphisme φ
•
: Q
•
→ F
•
, il
existe un complexe fini (resp. borne´ supe´rieurement) de modules hilbertiens
projectifs de type fini P
•
, un qi-morphisme σ
•
: P
•
→ F
•
et un morphisme
de complexes ψ
•
: Q
•
→ P
•
tels que φ
•
= σ
•
φ
•
.
Preuve : Prouvons d’abord la premie`re assertion.
Le complexe trivial s’envoie sur F
•
et donne un qi-morphisme d’ordre Q
pour Q assez grand. Il suffit de donc montrer qu’a` tout qi-morphisme d’ordre
q, σ
•
: L
•
→ F
•
, L
•
complexe de modules hilbertiens de type fini, on sait
associer un nouveau complexe de modules hilbertiens de type fini Lˆ
•
et un
qi-morphisme d’ordre q − 1, σˆ
•
: Lˆ
•
→ F
•
. 13
Soit (L′)
•
un complexe de modules hilbertiens projectifs de type fini. Soit
σ′ : (L′)
•
→ F
•
un qi-morphisme d’ordre q. Le complexe L = Tq−1L
′ obtenu
en tronquant en q − 1 le complexe L′ (ie (Tq−1L′)i = Li, i ≥ q et Li = 0 si
i < q) donne e´galement lieu a` un qi-morphisme d’ordre q, σ : L
•
→ F
•
.
Lemme 4.4.15 Soient 0 < t′′ < t′ < t assez petits. Alors:
ρt
′′
t′ Z
q−1(C
•
(σ))(t′) ⊂ ρt
′′
t Z
q−1(C
•
(σ))(t) + dF q−2(t′′)
Preuve: σ ve´rifie Cq−2(σ) = F q−2, i > 1.
Par le lemme 4.4.12, C
•
(σ) est qhtf. Fixons donc t0 > 0 assez petit de
sorte que t1 ≤ t0 ⇒ Hq∗(t0, C
•
(σ)) → Hq∗(t1, C
•
(σ)) est un isomorphisme.
On peut supposer 0 < t′′ < t′ < t < t0 de sorte que Z
q−1
∗ (t
′, C
•
(σ)) ⊂
ρ∗t
′
∗t0Z
q−1
∗ (t0, C
•
(σ)) + ∂Cq−2∗ (t
′). Puis:
ρt
′′
∗t′Z
q−1
∗ (t
′, C
•
(σ)) ⊂ ρt
′′
∗t0
Zq−1∗ (t0, C
•
(σ)) + ρt
′′
∗t′∂C
q−2
∗ (t
′)
12Que les qi-morphismes soient exactement les morphismes qui deviennent des isomor-
phismes sous H re´sulte du fait que le syste`me dont on prend la limite directe est un syste`me
dirige´ d’isomorphismes, puisqu’on a pris le soin de se limiter aux complexes qhtf.
13 Dans le cas d’un complexe fini, si q est assez petit assez petit (F i = 0, i ≤ q), et
σ
•
: L
•
→ F
•
est un qi-morphisme d’ordre q, le complexe L
•
∞ avec L
q
∞ = L
q/Zq(L
•
)
Li∞ = 0, i < q et L
i
∞ = L
i, i > q et le morphisme σ
•
∞ induit par σ
•
de´finissent un
qi-morphisme L
•
∞ → F
•
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L’inclusion annonce´e re´sulte des inclusions suivantes:
• ρt
′′
t′ Z
q−1(C
•
(σ))(t′) = ρt
′′
∗t′ρ
∗t′
t′ Z
q−1(C
•
(σ))(t′) ⊂ ρt
′′
∗t′Z
q−1
∗ (t
′, C
•
(σ)).
• ρt
′′
∗t0
Zq−1∗ (t0, C
•
(σ)) = ρt
′′
t ρ
t
∗t0
Zq−1∗ (t0, C
•
(σ)) ⊂ ρt
′′
t Z
q−1(C
•
(σ))(t)
• ρt
′′
∗t′C
q−2
∗ (t
′) ⊂ F q−2(t′′).
Lemme 4.4.16 Soient 0 < t′′ < t′ < t assez petits. Il existe deux mor-
phismes de modules hilbertiens projectifs Stt′ : Z
q−1(C
•
(σ))(t′)→ Zq−1(C
•
(σ))(t)
et F t
′′
t′ : Z
q−1(C
•
(σ))(t′)→ F q−2(t′′) tels que:
ρt
′′
t′ |Zq−1(C• (σ))(t′) = ρ
t′′
t′ ρ
t′
t S
t
t′ + dF
t′′
t′
Preuve :
On pose Zt′,t′′ = Z
q−1(C
•
(σ))(t′)/ ker(ρt
′′
t′ ).
On note rt
′′
t′ : Zt′,t′′ → Z
q−1(C
•
(σ))(t′′) l’application induite par ρt
′′
t′ .
On note p : Zq−1(C
•
(σ))(t′)→ Zt′,t′′ l’application de passage au quotient.
rt
′′
t′ est injective et r
t′′
t′ p = ρ
t′′
t′ .
L’image It′,t′′ de ρ
t′′
t′ est la meˆme que celle de r
t′′
t′ . r
t′′
t′ : Zt′,t′′ → It′,t′′
posse´de un inverse (rt
′′
t′ )
−1 : It′,t′′ → Zt′,t′′ qui est une application A-line´aire
bien de´finie, en ge´ne´ral non continue. Posons:
C ′ = {(ζ, f) ∈ Zq−1(C
•
(σ))(t)⊕F q−2(t′′), tels que ρt
′′
t ζ+df ∈ ρ
t′′
t′ Z
q−1(t′, C
•
(σ))}
Sur ce A-module, la norme pre´hilbertienne
‖(ζ, f)‖2C′ = ‖ζ‖
2
t + ‖f‖
2
t′′ + ‖(r
t′′
t′ )
−1(ρt
′′
t ζ + df)‖
2
t′
est comple`te et compatible a` A.
L’inclusion naturelle isome´trique C ′ → Zq−1(C .(σ))(t)⊕ F q−2(t′′)⊕ Zt′,t′′
montre que c’est un A-module hilbertien.
Graˆce au lemme 4.4.15, il vient:
rt
′′
t′ Zt′,t′′ ⊂ ρ
t′′
t Z
q−1(t, C
•
(σ)) + dF q−2(t′′)
L’application C ′ → Zt′,t′′, (ξ, f) 7→ (rt
′′
t′ )
−1(ρt
′′
t ζ + df) est une contraction sur-
jective. Elle posse´de une section dont les compose´es a` gauche respectives Σtt′
Φt
′′
t′ avec les deux applications continues C
′ → Zq−1(C
•
)(t) et C ′ → F q−2(t′′)
ve´rifient rt
′′
t′ = ρ
t′′
t Σ
t
t′ + dΦ
t′′
t′ .
Les deux applicationsA-line´aires continues Stt′ = Σ
t
t′p, F
t′′
t′ = Φ
t′′
t′ p ve´rifient
les conditions requises.
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Lemme 4.4.17 Soient 0 < t′′ < t′ < t assez petits. Il existe un mod-
ule hilbertien de type fini M , trois morphismes de modules monte´liens µ :
Zq−1(C
•
(σ))(t′)→M , ω :M → Zq−1(C
•
(σ))(t′) et F˜ t
′′
t′ : Z
q−1(C
•
(σ))(t′)→
F q−2(t′′) tels que:
ρt
′′
t′ |Zq−1(t′,C•(σ)) = ρ
t′′
t′ ωµ+ dF˜
t′′
t′
Preuve: Le morphisme ρt
′
t est A-compact. Par 4.4.3, il en va ainsi de
c = ρt
′
t S
t
t′ qui est un endorphisme du module hilbertien Z
q−1(C
•
(σ))(t′). Les
points 3 et 4 du lemme 4.4.2 permettent de trouver un module hilbertien de
type fini M , ω : M → Zq−1(C
•
(σ))(t′) et µ˜ : Zq−1(C
•
(σ))(t′) → M deux
morphismes tels que c = ωµ˜ + δ ou` ‖δ‖ est un endomorphisme de norme
triple strictement infe´rieure a` 1. Soit u =
∑+∞
0 δ
n l’inverse de 1− δ.
De l’e´quation ρt
′
t′′ = ρ
t′
t′′c + dF
t′′
t′ , on tire ρ
t′
t′′(1 − δ) = ρ
t′
t′′ωµ˜ + dF
t′′
t′ puis
ρt
′
t′′ = ρ
t′
t′′ω(µ˜u) + d(F
t′′
t′ u). .
Fixons de´sormais un triplet 0 < t′′ < t′ < t assez petit et appelons
(Lˆ
•
, σˆ
•
) le complexe obtenu a` partir du couple (M,ω) du lemme 4.4.17 selon
la proce´dure de´crite ci dessous:
M est un module hilbertien de type fini muni d’un morphisme ω : M →
Zq−1(C
•
(σ)). Composant ω a` gauche avec Zq−1(C
•
(σ))→ Cq−1(σ)) puis avec
les projections naturelles Cq−1(σ)) → F q−1 et Cq−1(σ) → Lq nous obtenons
deux morphismes dˆ : M → Lq et σˆ : M → F q−1 ve´rifiant σqdˆ = dσˆ, i.e.: un
complexe:
Lˆ
•
:= Lˆ
•
(M,ω) = (Lˆq−1 :=M)
dˆ
→ Lq
d
→ . . .
et un morphisme de complexes σˆ
•
:= σˆ
•
(M,ω) : Lˆ
•
→ F
•
de´fini par
σˆi = σi, i ≥ q et σˆq−1 = −σˆ.
Observons que C i(σ)(s) = C i(σˆ)(s), i ≥ q − 1, s ≤ t′.
Lemme 4.4.18 ρ∗t
′′
∗t Z
q−1
∗ (t, C
•
(σ)) ⊂ ρ∗t
′′
t′ Z
q−1(C
•
(σˆ))(t′) ⊂ ∂Cq−2∗ (σˆ)(t
′′)
Preuve : La premie`re inclusion re´sulte de:
ρ∗t
′′
∗t Z
q−1
∗ (t, C
•
(σ)) = ρ∗t
′′
t′ ρ
t′
∗tZ
q−1
∗ (t, C
•
(σ)) ⊂ ρ∗t
′′
t′ Z
q−1(C
•
(σ))(t′)
Ceci joint au lemme 4.4.17 permet d’associer a` tout e´le´ment ζ ∈ Zq−1∗ (t, C
•
(σ))
un e´lement (ζ ′, f) ∈ F q−2(t′′)⊕M tel que ρt
′′
∗tζ = df + ωm.
Or, par de´finition, Cq−2(σˆ) = F q−2⊕M , Cq−1(σˆ) = Cq−1(σ) et la diffe´rentielle
de C
•
(σˆ) est donne´ par la formule ∂σˆ(f,m) = ∂σf + ωm = df + ωm.
Par suite ρ∗t
′′
∗t ζ = ∂σˆρ
∗t′′
t′′ (f,m) ∈ ∂C
q−2(σˆ)∗(t
′′). .
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Soit θ < t′′.
Zq−1∗ (θ, C
•
(σˆ)) = Zq−1∗ (θ, C
•
(σ))
⊂ ρ∗θ∗tZ
q−1
∗ (t, C
•
(σ)) + ∂Cq−2∗ (θ, σ)
⊂ ρ∗θ∗t′′∂C
q−2
∗ (t
′′, σˆ) + ∂Cq−2∗ (θ, σ)
⊂ ∂Cq−2∗ (θ, σˆ)
La deuxie`me ligne re´sulte du fait que l’identite´ est un qi-morphisme de
C
•
(σ). La dernie`re ligne fournit Hq−1∗ (θ, C
•
(σˆ)) = 0. Mais,
i ≥ q ⇒ H i∗(θ, C
•
(σˆ)) = 0
puisque en ces degre´s les cohomologies de C
•
(σ) et C
•
(σˆ) sont les meˆmes.
Utilisant 4.4.11, nous concluons que σˆ est un qi-morphisme d’ordre q. Ceci
conclut la preuve de la premie`re assertion de la proposition 4.4.14.
La deuxie`me assertion se prouve par la meˆme technique a` l’aide de la
proprie´te´ re´cursive suivante:
P (q): Il existe L
•
un complexe de module hilbertiens et deux morphismes
de complexes ψ
•
: Tq−1Q
•
→ L
•
et σ
•
: L
•
→ F
•
un qi-morphisme d’ordre q
tels que Tq−1φ
•
= σ
•
ψ
•
.
La preuve de P (q)⇒ P (q − 1) re´sulte des arguments pre´ce´dents. Obser-
vons, en effet, que ∀x ∈ Qq−1 dψqdx = ψq+1ddx = 0, dφq−1x − σqψqdx =
(φq − σqψq)dx = 0. Par suite e : Qq−1 → Cq−1(σ) = F q−1 ⊕ Lq de´fini
par e(x) = (−φq−1x, ψqdx) est a` valeurs dans Zq−1(C
•
(σ)). Choisissons
t > t′ > t′′ convenablement et observons que le couple (M,ω) donne´ par
le lemme 4.4.17 a e´te´ construit comme une inclusion de sous-module ferme´:
ω : M → Zq−1(t′, C
•
(σ)). Nous de´finissons un nouveau couple (M ′, ω′)
comme e´tant l’inclusion du sous module ferme´ M + eQq−1 qui est hilbertien
de type fini. Observons que l’inclusion M ′ ⊂ M induit un morphisme naturel
de complexes µ
•
: Lˆ
•
(M,ω)→ Lˆ
•
(M ′, ω′) tel que σˆ(M,ω) = σˆ(M ′, ω′)µ
•
. De
cette factorisation, on de´duit que σˆ(M ′, ω′) est un qi-morphisme d’ordre q−1.
Par ailleurs, on ve´rifie aise´ment que poser (ψq−1 : Qq−1 → Lˆq−1(M ′, ω′)) :=
(e : Qq−1 → M ′) de´finit un morphisme Tq−1Q
•
→ Lˆ
•
(M ′, ω′) avec les pro-
prie´te´s requises. .
Soit i ∈ {b,−}. Comme Ef (A) a assez de projectifs, les foncteurs naturels
µi : Ki(Pf(A)) → Di(Ef(A)) sont des e´quivalences de cate´gories. D’autre
part, nous avons de´ja` implicitement rencontre´ le foncteur νi : Ki(Pf (A)) →
Ki(MontModA)
qhtf et on note ξi le foncteur de localisation:
ξi : Ki(MontModA)
qhtf → Ki(MontModA)
qhtf
Qi
The´oreme 4.4.19 Le foncteur ηi = ξiνi(µi)−1 re´alise une e´quivalence de
cate´gories
ηi : Di(Ef (A))→ K
i(MontModA)
qhtf
Qi
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Preuve: Ce the´ore`me re´sulte via [25], prop. 3.3, p.33 du premier point de
la proposition 4.4.14.
De 4.4.14, le lecteur ignorant tout des cate´gories de´rive´es pourra de´duire le
fait que, pour tout complexe de modules monte´liens qhtf borne´ supe´rieurement
F
•
, lim−→t→0H
q(t, F
•
) s’obtient comme image par le foncteur d’oubli O d’un
e´le´ment bien de´termine´ de Ef (A). Moins pre´cis que 4.4.19, ce dernier e´nonce´
pourrait suffire.
5 The´ore`me A de Cartan en Cohomologie L2
5.1 Re´solution de Dolbeault, acyclicite´ locale des im-
ages directes L2 et re´solution de Cˇech
Soit X˜ une Γ-varie´te´ complexe. Soit π : X˜ → X = Γ\X˜.
Soit V ∈ VΓ¯,χ(X˜). Soit V le fibre´ vectoriel associe´ que l’on munit d’une
me´trique hermitienne.
Soit U un ouvert de X . On pose:
D0,q2 (V)(U) = {s ∈ L
2
loc(π
−1(U), V ⊗Ω0,q) : ∀K ⊂⊂ U
∫
K˜
‖s‖2+‖∂¯s‖2 <∞}
Et on de´finit un complexe de faisceaux, que nous appelerons le complexe
de Dolbeault L2 local, par la formule:
D
•
2(V) = (D
0,0
2 (V)
∂¯
→ D0,12 (V)→ . . . )
Lemme 5.1.1 l2π∗V → D
•
2(V) est une re´solution acyclique de l
2π∗V.
Preuve: C’est clair. Donnons pourtant les de´tails.
Il existe une partition de l’unite´ lisse et Γ-invariante sur X˜ subordonne´e a`
l’image re´ciproque d’un recouvrement ouvert quelcoque de X . Par suite, les
faisceaux D0,q2 (V), q ≥ 0 sont mous et donc acycliques.
Une section L2loc d’un fibre´ holomorphe tue´e par l’ope´rateur ∂¯ est holo-
morphe, d’ou` l’exactitude au premier terme.
L’exactitude au termes suivants re´sulte des estime´es L2 d’Ho¨rmander:
Soit q > 0. Soit x ∈ X . Soit φx ∈ D0,q(V)x. On suppose ∂¯φx = 0. On
peut supposer que φx est le germe en x de φ une section L
2 de V sur un ouvert
Γ-Stein U˜ . U˜ = ΓU0 avec U0 une composante connexe de stabilisateur fini Σ.
Soit P une fonction Γ-invariante, Γ-exhaustive strictement psh et lisse sur X .
Soit t > minP et x ∈ U˜t = P−1(]−∞, t]). On peut s’arranger pour trouver
une me´trique de Ka¨hler sur U0t et comple`te ( U
0
t est une varie´te´ de Stein.)
que, par moyennisation, on peut supposer invariante par le sous groupe fini
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Σ ⊂ Γ. Cette me´trique se transporte a` une me´trique Γ-invariante ω comple`te
sur U˜t = Γ/Σ × U0t . Composant la fonction psh P − minU P + 1 avec une
fonction convexe croissante au comportement suffisamment explosif on trouve
une fonction plurisousharmonique ψ, Γ-invariante telle que
∫
U˜t
e−ψ‖φ‖2ωn <
+∞ et telle que V ⊗ K−1X est uniforme´ment strictement ne´gatif au sens de
Nakano pour la me´trique hermitienne h′ = e−ψ‖.‖2h(ω
n).
Utilisant la formule de Bochner-Kodaira-Nakano et la technique d’Ho¨rmander,
[7] pp. 26-32, on trouve µ une q−1 forme telle que ∂¯µ = φ et
∫
e−ψ‖µ‖2h(ω
n) <
+∞ et en particulier µ ∈ L2loc(U˜t). Son germe en x, note´ µx, ve´rifie ∂¯µx =
φx. .
Corollaire 5.1.2 Soit V ∈ VΓ¯,χ(X˜). Si X˜ est Γ-Stein, alors H
q
(2)(X˜,V) = 0
pour q > 0.
Preuve: Par le lemme 5.1.1, on peut utiliser le complexe de Dolbeault L2
local pour calculer ce groupe de cohomologie. Par ailleurs, la preuve de 5.1.1
fournit la conclusion de´sire´e. .
Proposition 5.1.3 Soit F ∈ CΓ¯,χ(X˜). Si X˜ est Γ-Stein, H
q
(2)(X˜,F) = 0
pour q > 0.
Preuve : Soit V˜ un ouvert Γ-Stein de X˜ tel que Γ\V˜ ⊂⊂ Γ\X˜ . Soit R
•
F → F
une re´solution pe´riodique localement libre finie de F de´finie sur V˜ . Par la
proposition 3.2.3, le complexe de faisceaux suivant est exact:
. . .→ l2π∗R
−1
F → l
2π∗R
0
F → l
2π∗F → 0
Par suite Hq(2)(V˜ ,F) ≃ H
q(V, . . .→ l2π∗R
−1
F → l
2π∗R
0
F ).
Le corollaire 5.1.2 implique que H i(V, l2π∗R
j
F) = 0, i > 0. La suite
spectrale d’hypercohomologie (voir [18], pp. 445-447) (′′Epqr )r ve´rifie donc
′′Epq1 = 0 si q 6= 0 et de plus,
′′Ep,01 = H
0(V, l2π∗R
p
F). De la`
′′Ep,01 = 0, p > 0.
De ce fait (′′Epqr )r de´ge´ne´re en
′′E2 et
′′Ep,q2 = 0 sauf e´ventuellement quand
p = 0 et q ≤ 0. Puis Hq(V, l2π∗R
•
) = 0 sauf e´ventuellement si q ≤ 0. En
particulier Hq(2)(V˜ ,F) = 0, q > 0 (et aussi bien suˆr
′′Ep,q2 = 0, (p, q) 6= (0, 0),
car un faisceau n’a pas de cohomologie en degre´s ne´gatifs.)
Comme lim←−V⊂⊂UH
q
(2)(V˜ ,F) = H
q
(2)(U˜ ,F), le lemme est de´montre´. .
Proposition 5.1.4 Soit Z˜ un Γ-espace complexe Γ-Stein. Soit F ∈ CΓ¯(Z˜).
Pour tout q ≥ 1, Hq(2)(Z˜,F) = 0.
Preuve: En effet, il existe un Γ-plongement ferme´ i : Z˜ → X˜ ou` X˜ est une
Γ-varie´te´ Γ-Stein et il ressort de 3.2.1, 3.2.2 que Hq(2)(Z˜,F) = H
q
(2)(X˜, i∗F).
5.1.4 est donc un corollaire de 5.1.3.
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Soit V = {V˜i}i∈A un recouvrement ouvert d’un espace topologique. On
note PF (A) l’ensemble des parties finies de A. Pour α = {i1, . . . , ip} ∈
PF (A), on note Vα = Vi1 ∩ . . . ∩ Vip.
Corollaire 5.1.5 Soit Z˜ un Γ-espace complexe et F ∈ CΓ¯(Z˜).
Soit U = {U˜i}i∈A un recouvrement ouvert Γ-invariant Γ-localement fini 14
de Z˜ par des ouverts Γ-Stein.
Le complexe de Cˇech dont les espaces de cochaines sont de´finies par:
Cp2 (U˜,F) = ⊕α∈PF (A)|α|=p+1H
0(U˜α, l
2π∗F)
et les diffe´rentielles par la formule usuelle calcule la cohomologie L2 de F .
5.2 Structures topologiques sur H0(2)(X˜,F)
Faisceaux localement libres sur un espace re´duit Soit U˜ un Γ-espace
Γ-Stein et re´duit. Soit P une fonction strictement psh sur U˜ Γ-invariante et
Γ-exhaustive.
On re´utilise les notations du lemme 3.1.2 en posant U˜t = P
−1(]−∞, t[).
Soit V ∈ VΓ¯,χ(U˜). Fixons une me´trique hermitienne sur V de´finie sur un
ouvert de la forme U˜t0 , t0 > 0.
On de´finit, pour tout t < t0 , L
2(U˜t,V) comme l’espace des sections
holomorphes L2 de V sur U˜t muni de la norme hilbertienne ‖.‖t de´finie par
l’inte´gration sur U˜t du carre´ de la norme d’une section.
Lemme 5.2.1 (L2(U˜t,V), ‖.‖t) est un W ∗(Γ¯, χ)-module hilbertien projectif
me´trise´.
Preuve : Rappelons que si le groupe G agit a` gauche sur un ensemble E,
l’action se relevant a` un fibre´ vectoriel F → E, G agit sur l’espace des sections
φ de E par Lgφ(x) = gφ(g
−1x).
Cela` e´tant dit, a` s ∈ L2(U˜t,V), on associe la fonction sur Γ¯ a` valeurs dans
l’espace de Hilbert Ht = L
2(U0t ,V):
Ft(s)(g¯) = Lg¯−1s|U0t
Ft(s) est une fonction L
2 sur Γ¯ a` valeurs dans l’espace de Hilbert Ht.
L’application line´aire re´sultante It : L
2(U˜t,V) → L
2(Γ¯)⊗ˆHt est un plonge-
ment isome´trique Γ¯-e´quivariant.
Toute fonction de la forme F = Ft(s) ve´rifie ∀z ∈ S, χ(z)F (g¯z) = F (g¯).
Par suite It est a` valeurs dans Eχ ⊗Ht.
Ceci re´alise L2(U˜t,V) comme un W ∗(Γ¯, χ)-module hilbertien projectif.
14Ceci signifie, par de´finition, que le recouvrement de Z = Γ\Z˜ donne´ par {Γ\U˜i}i∈A
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Lemme 5.2.2 ∀t′ < t l’application de restriction ρt
′
t : L
2(U˜t,V)→ L2(U˜t′ ,V)
est une contraction injective W ∗(Γ¯, χ)-compacte.
Preuve : Pour t′ < t , on a un diagramme commutatif:
L2(U˜t,V)
ρt
′
t→ L2(U˜t′ ,V)
↓ It ↓ It′
Eχ ⊗Ht
IdEχ⊗r
t′
t
→ Eχ ⊗Ht′
rt
′
t de´signe l’application de restriction Ht → Ht′ . Par le the´ore`me de
Montel, rt
′
t est compact (au sens habituel, c’est a` dire C-compact au sens de
cet article). On de´duit que ρt
′
t est W
∗(Γ¯, χ)-compact en utilisant |||Id⊗a||| ≤
|||a|||. ρt
′
t est injective graˆce a` l’unicite´ du prolongement analytique.
Corollaire 5.2.3 La donne´e W = ({L2(U˜t,V)}0<t<t0 , {ρ
t′
t }0<t′≤t<t0) de´finit
un W ∗(Γ¯, χ)-module pre´monte´lien au sens de la de´finition 4.4.6.
De plus, pour tout t0 > t > 0, W∗(t) = H
0
(2)(U˜t,V).
Faisceaux analytiques cohe´rents sur un espace re´duit
Lemme 5.2.4 Soit F ∈ C(Γ¯,χ)(U˜).
H0(2)(U˜t,F) posse`de une structure canonique d’espace de Fre´chet.
Soit c une pre´sentation localement libre de F sur U˜ , c’est a` dire un
e´pimorphisme pe´riodique de la forme W
c
→ F → 0 ou` V ∈ VΓ¯,χ(U˜) .
La structure d’espace de Fre´chet de H0(2)(U˜ ,F) peut eˆtre de´finie par une
famille (‖.‖ct′)t′<t croissante de semi normes pre´hilbertiennes Γ-invariantes.
Le se´pare´ comple´te´ de (H0(2)(U˜t,F), ‖.‖
c
t′) est inde´pendant de t, est un
(Γ¯, χ)-module hilbertien projectif se´parable note´ L2(U˜t′ ,F)c.
Les morphismes naturels ρt
′′
t′ L
2(U˜t′ ,F)c → L2(U˜t′′,F)c induits par l’identite´
de H0(2)(U˜t,F) sont continus et W
∗(Γ¯, χ)-compacts.
La donne´e L2(U˜ ,F)c,P = ({L2(U˜t,F)c}0<t<t0 , {ρ
t′
t }0<t′≤t<t0) de´finit un
W ∗(Γ¯, χ)-module pre´montelien.
De plus, pour tout t > 0 assez petit (L2(U˜ ,F)c,P )∗(t) = H0(2)(U˜t,F).
Preuve : A cause du lemme 5.2.2, c’est le cas si F est localement libre, les
semi-normes e´tant de vraies normes.
Soit K le noyau de W → F et V → K un e´pimorphisme pe´riodique, de´fini
sur U˜t0 .
La proposition 5.1.4 pre´sente H0(2)(U˜t,F) comme le conoyau du morphisme
continu H0(2)(U˜t,V)→ H
0
(2)(U˜t,W).
Graˆce a` 5.1.4 l’ image de ce morphisme est H0(2)(U˜t,K). En vertu de 3.1.3
ce sous espace est ferme´ pour la topologie de Fre´chet. Le quotient d’un espace
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de Fre´chet par un sous espace ferme´ est un espace de Fre´chet. Ceci construit
une structure de Fre´chet sur H0(2)(U˜t,F).
Posant pour f ∈ H0(2)(U˜t,F) :
‖f‖ct′ = inf
w∈H0
(2)
(U˜t,W), c(w)=f
‖w‖t′
nous obtenons une seminorme ‖.‖ct′ sur H
0
(2)(U˜t,F). Elle est pre´hilbertienne,
car elle ve´rifie l’identite´ du paralle´logramme.
Conside´rons l’espace vectoriel norme´ (H0(2)(U˜t,F)/Ker‖.‖
c
t′, ‖.‖
c
t′). Son
comple´te´ est, par de´finition L2(U˜t′ ,F)c,t. c de´finit une contraction continue
et surjective
(H0(2)(U˜t,V), ‖.‖t′)→ (H
0
(2)(U˜t,F)/Ker‖.‖
c
t′, ‖.‖
c
t′)
Par suite c se prolonge aux comple´te´s de ces espaces vectoriels norme´s et
de´finit une surjection continue L2(U˜t′ ,V)→ L2(U˜t′ ,F)c,t qui munit L2(U˜t′ ,F)c,t
d’une structure de (Γ¯, χ)-module hilbertien graˆce a` 5.2.1 . Pour tous t1 >
t2 > t
′ H0(2)(U˜t1 ,V) est dense dans H
0
(2)(U˜t2 ,V) pour la norme ‖.‖t′ , ce qui
implique que (L2(U˜t′ ,F)c,t, ‖.‖
c
t′) est inde´pendant de t > t
′. On peut donc le
noter (L2(U˜t′ ,F)c, ‖.‖ct′).
Les autres points de l’e´nonce´ sont des conse´quences directes de 5.2.2, a`
l’exception de l’inde´pendance de la pre´sentation c de la structure de Fre´chet
sur H0(2)(U˜t,F). Il suffit de comparer les structures de Fre´chet associe´es a`
deux pre´sentations locales localement libres de F c et c′ telles qu’il existe un
morphisme de pre´sentations c′ → c, tous ces objets pouvant eˆtre de´finis sur
un voisinage de U˜t0 . Un morphisme de pre´sentations est un diagramme de la
forme:
W ′
c′
→ F → 0
↓ ‖
W
c
→ F → 0
Dans ces conditions, pour tout t′ < t0, il existe K > 0 ‖.‖ct′ ≤ K‖.‖
c′
t′ . Par
suite:
Id : (H0(2)(U˜t,F), {‖.‖
c′
t′}t′>0)→ (H
0
(2)(U˜t,F), {‖.‖
c
t′}t′>0)
est continue et les deux structures de Fre´chet Fc′ et Fc de´finies respectivement
par c et c′ coincident. .
Un point ennuyeux est que ceci ne signifie pas que ‖.‖ct′ est e´quivalente
a` ‖.‖c
′
t′ . Ceci se traduit par le fait de´sagre´able que le module monte´lien
L2(U˜ ,F)c,P de´pend de c et P .
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Cas ge´ne´ral
De´finition 5.2.5 Soit Z˜ un Γ-espace Γ-Stein, i : Z˜ → X˜ un plongement
ferme´ vers un Γ-espace Γ-Stein, P une fonction strictement psh lisse Γ-
exhaustive sur X et c une pre´sentation dans VΓ¯(X˜) de i∗F .
On de´finit L2(Z˜, i, P, c,F) comme le module monte´lien L2(X˜, i∗F)c,P .
Lemme 5.2.6 L2(Z˜, i, P, c,F)∗(t) = H0(2)(Z˜t,F)
Preuve: Ceci re´sulte de 3.2.1, 3.2.2 et 5.2.4.
Structure de Fre´chet
Proposition 5.2.7 Soit X˜ un Γ-espace complexe. Soit F un faisceau cohe´rent
(Γ¯, χ)-pe´riodique sur X˜.
H0(2)(X˜,F) posse`de une structure canonique d’espace de Fre´chet. De plus,
cette structure d’espace de Fre´chet peut eˆtre de´finie par une famille (non
canonique) (‖.‖n)n∈N croissante de pre´normes pre´hilbertiennes Γ¯-invariantes
dont les se´pare´s comple´te´s sont des (Γ¯, χ)-modules hilbertiens se´parables.
Preuve: Utilisant qu’un espace complexe est paracompact et ve´rifie le second
axiome de de´nombrabilite´, on munit les termes C0 et C1 du complexe de
Cˇech de l2π∗F associe´ a` un recouvrement Γ-localement fini par ouverts Γ-
pseudoconvexe d’une telle structure de Fre´chet. La diffe´rentielle de Cˇech est
alors continue et le re´sultat s’ensuit. Puisque cette proposition ne servira pas
dans la suite de ce texte, la preuve de l’unicite´ de la structure de Fre´chet ainsi
fabrique´e est laisse´e au lecteur.
5.3 The´ore`me de finitude
Le but de ce paragraphe est d’associer au complexe de Cˇech L2 de 5.1.5
un complexe de modules monte´liens qhtf qui lui soit quasi isomorphe. Nous
n’avons pu mener a` bien la construction sans une certaine quantite´ de donne´es
annexes qui rendent lourde la re´daction d’une construction aise´e dans son
principe.
Soit Z˜ un espace complexe cocompact.
Constructions
De´finition 5.3.1 Soit Z un espace complexe. Soit F un faisceau analytique
cohe´rent sur Z.
Soit il, l = 1, 2 un plongement localement ferme´ vers l’ espace complexe
Zl, p un morphisme tel que i1 = p ◦ i2, c1V1 → i1∗F une pre´sentation.
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La pre´sentation p−1c1 : p
∗V → i2∗F est l’unique pre´sentation telle que
pour tous z ∈ Z, f ∈ Fz, s ∈ Vi1(z) tels que c1(s) = i1∗f on ait p
−1c1(p
∗s) =
i2∗f .
De´finition 5.3.2 Soit Z˜ un Γ-espace complexe. CˆΓ¯,χ(Z˜) de´signe la cate´gorie
suivante:
• Les objets sont les quintuplets (F , U˜ , i, P, c), F ∈ CΓ¯,χ(Z˜), U˜ un ouvert
Γ-invariant de Z˜, i : U˜ → X˜ un plongement ferme´ vers le Γ-espace
complexe re´duit X˜, P une Γ-fonction continue strictement psh et Γ-
exhaustive et c : V → i∗F une pre´sentation localement libre pe´riodique.
• Soient Xl = (Fl, U˜l, il, Pl, cl) l = 1, 2 deux objets.
Il n’y a de fle´che X1 → X2 que si U˜2 ⊂ U˜1 auquel cas une fle´che
est la donne´e d’un triplet (φ, p, λ) ou` φ : F1 → F2 est un Γ¯-morphisme
p : X2 → X1 une application holomorphe telle que i1 = p◦i2, P2 ≥ P1◦p
et λ : p∗V1 → V2 est un morphisme pe´riodique faisant commuter le
diagramme:
p∗V1
p−1c1−→ i2∗F1
λ ↓ i2∗φ ↓
V2
c2−→ i2∗F2
• La composition des fle´ches est donne´e par la formule e´vidente.
Reformulons la de´finition 5.2.5 et le lemme 5.2.6 comme suit:
Lemme 5.3.3 Il existe un foncteur covariant L2 : CˆΓ¯,χ(Z˜)→ MontModW ∗(Γ¯,χ)
tel que pour toute fle´che F de la forme
F : X1 = (F1, U˜1, i1, P1, c1)
(φ,p,λ)
→ X2 = (F2, U˜2, i2, P2, c2)
et tout t > 0 assez petit, le morphisme induit par le lemme 5.2.6
L2(F )∗(t) : H
0
(2)({z ∈ U˜1|P1(z) < t},F1)→ H
0
(2)({z ∈ U˜2|P2(z) < t},F2)
soit e´gal a` la composition du morphisme H0(2)(φ) et de la restriction de U1 a`
U2.
De´finition 5.3.4 De´finissons une cate´gorie C˜Γ¯,χ(Z˜) par les donne´es suiv-
antes:
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• Objets: Un objet de C˜Γ¯,χ(Z˜) est une famille d’objets de CˆΓ¯(Z˜), D =
(Xl = (Fl, U˜l, il, Pl, cl))l∈A sujette aux restrictions suivantes:
– Xl ∈ CˆΓ¯,χ(Z˜)
– Il existe un faisceau analytique cohe´rent pe´riodique F = FD ∈
CΓ¯,χ(Z˜), tel que ∀l Fl = F .
– (U˜l)l est un recouvrement Γ-localement fini de Z˜
– ({z ∈ U˜l|Pl(z) < 0})l est aussi un recouvrement de Z˜.
• Morphismes: Une fle´che F : (X1l )l∈A → (X
2
n)n∈B est la donne´e d’un
morphisme pe´riodique φ : FD1 → FD2 , d’une application ρ : B → A et
de CˆΓ¯,χ(Z˜)-fle´ches Fn : X
1
ρ(n) → X
2
n, avec Fn = (φ, pn, cn) et ρ de´finit
un raffinement ({z ∈ U˜2l |P
2
l (z) < 0})l∈B → ({z ∈ U˜
1
l |P
1
l (z) < 0})l∈A.
• La composition de deux fle´ches est de´finie par la formule e´vidente.
Soit D un objet de C˜Γ¯,χ(Z˜).
Pour α ∈ PF (A) on de´finit un objet Xα = (Fα, U˜α, iα, Pα, cα) de CˆΓ¯(Z˜)
en posant:
• Fα = FD
• U˜α = ∩l∈αU˜l
• iα = ×l∈αil
• Pα = maxl∈α Pl
• cα : Vα → iα∗F =
∑
l∈α p
−1
l,αcl : ⊕l∈αp
∗
l,αVl → pi,α∗FD ou` pl,α : ×k∈αXk →
Xl est la projection naturelle.
Par construction, pour tout (α, α′) ∈ PF (A) tel que α′ ⊂ α, le triplet
ρα
′
α = (φ
α′
α , p
α′
α , λ
α′
α ) avec φ
α′
α = Id p
α′
α = ×l∈α′pl,α λ
α′
α est l’inclusion naturelle∑
l∈α′ p
∗
l,αVl →
∑
l∈α p
∗
l,αVl est un CˆΓ¯(X)-morphisme.
De plus, on a la condition ρα
′′
α′ ρ
α′
α = ρ
α′′
α .
On de´finit un W ∗(Γ¯, χ)-module monte´lien graˆce a` 5.2.4, en posant:
L2Cp(D) = ⊕|α|=p+1L
2(Xα)
Imitons la de´finition de la diffe´rentielle de Cˇech en de´finissant δ : L2Cp(D)→
L2Cp+1(D) comme le morphisme dont la matrice est (ǫα,α′L2(ρα
′
α ))α,α′, avec
ǫα,α′ = ±1, le signe e´tant donne´ par la re´gle usuelle pour la diffe´rentielle de
Cˇech.
Par 5.2.4, (L2C
•
(D), δ) est un complexe borne´ de modules monte´liens.
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Lemme 5.3.5 (L2C
•
(D), δ) est un complexe de modules monte´liens qhtf et
pour tout t > 0 assez petit H
•
∗ (t, (L
2C
•
(D), δ)) = H
•
(2)(Z˜,FD).
Preuve : En effet, graˆce a` 5.2.6, (L2C
•
(D)∗(t), δ) s’identifie au complexe de
Cˇech L2 de F relatif au recouvrement ({z ∈ Ul|Pl(z) < t}l) (cf. la de´finition
du corollaire 5.1.5) .
Par construction, on a:
Lemme 5.3.6 L’assignement D 7→ (L2C
•
(D), δ) est sous jacent a` un fonc-
teur covariant C˜Γ¯,χ(Z˜)→ C
b(MontModW ∗(Γ¯,χ))
qhtf .
Unicite´, Existence, Fonctorialite´ Ce paragraphe utilise les notations du
the´ore`me 4.4.19.
Lemme 5.3.7 Soit F un objet de CΓ¯,χ(Z˜). Pour tout couple D
1, D2 d’objets
de C˜Γ¯,χ(Z˜), tel que FDi = F , on peut construire un isomorphisme entre
(L2C
•
(D1), δ)Qi et (L2C
•
(D2), δ)Qi, unique dans K
b(MontModW ∗(Γ¯,χ))
qhtf
Qi .
Preuve: En effet, on peut toujours trouver un objet D3 tel que FD3 = F et
des C˜Γ¯,χ(Z˜)-fle´ches D
i → D3 dont le CΓ¯,χ(Z˜) morphisme associe´ est l’identite´.
La fle´che (L2C
•
(D1), δ) → (L2C
•
(D3), δ) est un qi-morphisme puisqu’elle
induit des isomorphismes sur les groupes de cohomologie par 5.3.5. Ce qi-
morphisme de´finit apre´s localisation un isomorphisme en cohomologie qui est
inde´pendant de la fle´che D1 → D3 choisie puisqu’il rele`ve les applications de
raffinement entre complexes de Cˇech L2 de F . 
Soit F un faisceau cohe´rent (Γ¯, χ)-pe´riodique. Utilisant 2.3.1, on construit
aise´ment un objet D(F) de C˜Γ¯(Z˜) avec FD(F) = F . Toujours avec 2.3.1, il
est possible de relever toute fle´che F → G en une fle´che D(F) → D(G). En
raison de 5.3.7, on prouve le:
The´oreme 5.3.8 Soit X˜ un Γ-espace complexe cocompact.
Il existe un foncteur triangule´ (unique a` e´quivalence pre`s)
R : Di(CΓ¯,χ(X˜))→ D
i(Ef (W
∗(Γ¯, χ)) i = b,−
spe´cialisant au δ-foncteur (Hq(2)(X˜, .), δ)q≥0 de 3.3.1 par oubli de structure
(cf. 4.3.6). Le foncteur R est le foncteur de´rive´ du foncteur sections globales
L2.
Soit Hq2(X˜,F) l’objet de Ef (W
∗(Γ¯, χ)) de´fini par Hq2(X˜,F) = H
q(R(F)).
L’assignement F 7→ Hq2(X˜,F) est sous jacent a` un δ-foncteur (H
q
2(X˜, .), δ)
de´fini sur CΓ¯,χ(Z˜) et a` valeurs dans Ef (Γ) relevant a` le δ-foncteur 3.3.2
(Hq2(X˜, .), δ), qui lui est a` valeurs a` valeurs dans Ef (W
∗(Γ¯, χ))
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Si X˜ n’est pas suppose´ cocompact, le the´ore`me pre´ce´dent est valable dans
le cas des faisceaux de support Γ-compact. Adapter la preuve donne´e ci
dessus est trivial.
Pour justifier le titre de cet article, donnons la de´finition:
De´finition 5.3.9 Soit (X˜,Γ, ρ) un Γ-espace complexe.
Les invariants de Von Neumann d’un faisceau analytique cohe´rent (Γ¯, χ)-
pe´riodique F sont:
• Les nombres de Betti L2 de F , hq2(X˜,F) := dimW ∗l (Γ¯,χ)H
q
2(X˜,F) ∈ R
+
• Les invariants de Novikov-Shubin de F ,NSq(X˜,F) := NS(Hq2(X˜,F)) ∈
NSd
6 The´ore`me d’indice L2 d’ Atiyah
Cette section utilise certaines ide´es de la preuve de Forster-Knorr du the´ore`me
de cohe´rence de Grauert, voir [16] pp.188-207 pour justifier une suite spectrale
de Leray-Serre en cohomologie L2, qui est l’outil principal pour la formule de
Riemann-Roch.
6.1 Suite spectrale de Leray
Syste`mes de faisceaux relatifs a` un recouvrement Soit X un espace
topologique et U = (Ui)i∈A un recouvrement ouvert fini de X . On peut
construire la cate´gorie abe´lienne SMod(U) suivante:
Les objets sont des donne´es de la forme (Fα, ρ
α
α′)α,α′∈PF (A), tels que
• Fα est un faisceau en groupes abe´liens sur Uα
• ρα
′
α : Fα|U˜α′ → Fα′ est un morphisme de´fini de`s que α ⊂ α
′
• Ces donne´es ve´rifient la condition de cocycle ρα
′
α ρ
α′′
α′ = ρ
α′′
α
Un morphisme φ : (Fα, ραα′) → (Gα, ρ
α
α′) est une collection (φα)α∈PF (A) de
morphismes de faisceaux φα : Fα → Gα commutant aux morphismes de tran-
sition. Les re´gles de composition sont claires.
Il y a un foncteur naturel n : Mod(X) → SMod(U). Au niveau des
objets, il associe au faisceau F le syste`me de faisceaux (F |Uα, r
α′
α ), r
α′
α e´tant
l’application de restriction. Ce foncteur identifieMod(X) a` une sous cate´gorie
pleine de SMod(U).
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Soit U un ouvert de X , on note par IU l’inclusion de U dans X . Soit
Φ = (Fα, ραα′)α,α′∈PF (A) un objet de SMod(U). On de´finit un complexe de
faisceaux sur X˜ , en de´finissant les cochaines par la formule:
Kn(U, F ) = ⊕α∈PF (A),|α|=n+1i
Uα
∗ Fα
et la diffe´rentielle par la formule de Cˇech.
Si F est un faisceau abe´lien, tel qu’il existe une base d’ouverts U pour
lesquels la restriction de F a` U ∩ Uα est un faisceau acyclique de`s que α ∈
PF (A) est une partie non vide, le morphisme naturel F → K
•
(U, n(F )) est
un quasi isomorphisme.
Plus ge´ne´ralement, si F
•
est un complexe de tels faisceaux, on a aussi un
quasi isomorphisme F
•
→ K
•
(U, n(F
•
)) 15.
Si A ⊂ Mod(X) est une sous cate´gorie de la cate´gorie des faisceaux en
groupes abe´liens on peut de´finir la cate´gorie SA construite comme ci dessus
en demandant que objets et morphismes soient dans A. Par exemple si A =
CΓ¯,χ(X˜), on a la cate´gorie SCΓ¯,χ(U).
Extension de l2π∗ a` une cate´gorie de´rive´e convenable Soit X˜ un
Γ-espace complexe et soit π : X˜ → X . Nous supposerons de plus que X
posse´de un recouvrement fini U˜ par des ouverts Γ-Stein assez petits 16.
SCΓ¯,χ(U) contient une sous cate´gorie pleine S naturellement e´quivalente
a` CΓ¯,χ(X˜).
Nous allons e´tendre le foncteur l2π∗ a` C
i(SCΓ¯,χ(U)).
Soit j˜ : V˜ ⊂ X˜ un plongement ouvert. Soit F ∈ CΓ¯,χ(V˜ ). Conside´rons le
faisceau j˜∗F . On peut alors poser:
l2π∗j˜∗F = j∗l
2π∗F
A` F
•
un objet de C i(SCΓ¯,χ(U)), on associe par ce proce´de´ le complexe
l2π∗K
•
(U,F
•
), qui est un objet de C i(ModW ∗(Γ¯,χ)(X)). Cet assignement est
sous-jacent a` un foncteur. On a, de plus, la:
Proposition 6.1.1 Le foncteur l2π∗ : CΓ¯,χ(X˜) → ModW ∗(Γ¯,χ)(X) se pro-
longe a` un foncteur exact DiSCΓ¯,χ(U)→ D
iModW ∗(Γ¯,χ)(X).
La preuve du the´ore`me 4.4.14 implique aussi la:
Proposition 6.1.2 Le foncteur RΓ ◦ l2π∗ s’e´tend a` un foncteur triangule´
Di
CΓ¯,χ(X˜)
SΓ¯,χ(U)→ D
iEf (W
∗(Γ¯, χ))
15 Pre´cisons que K
•
(U, n(F
•
)) est le complexe associe´ au bicomplexe que la construction
pre´ce´dente fabrique.
16 Un ouvert Γ-Stein U˜ est assez petit s’il existe un autre ouvert Γ-Stein V˜ tel que
Γ\U˜ ⊂⊂ Γ\V˜ .
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The´ore`me de l’image directe de Grauert Il re´sulte de la preuve de
Forster-Knorr du the´ore`me de l’image directe de Grauert (cf. [16] ch. 10.4),
que, f˜ : Y˜ → X˜ de´signant un morphisme propre Γ-e´quivariant ,G
•
un com-
plexe borne´ de CΓ¯,χ(Y˜ ), et V un recouvrement fini de Y˜ par des ouverts
Γ-Stein assez petits, le complexe de Cˇech relatif f˜∗C
•
(V,G
•
) a la proprie´te´ G
suivante:
De´finition 6.1.3 Soit F
•
un complexe borne´ de ModΓ¯,χ(X˜). On dit que F
•
a la proprie´te´ G si, pour i˜U : U˜ ⊂ X˜ un ouvert Γ-Stein assez petit, on peut
trouver un complexe borne´ F
•
dans CΓ¯,χ(U˜) et un morphisme de complexes
F
•
→ F
•
|U induisant un isomorphisme en cohomologie.
Soit F
•
un complexe de faisceaux ve´rifiant la proprie´te´ G. La technique de
[16], 10.4 pp.202-204, permet de construire un objet de C i(SCΓ¯,χ(U)) (F
•
α, ρ
α′
α )
et pour α ∈ PF (A) des morphismes de complexes, induisant des isomor-
phismes en cohomologie et faisant commuter le diagramme:
F
•
α′|U˜α → F
•
α
↓ ↓
F
•
|U˜α
id
→ F
•
|U˜α
Cette donne´e est en fait un quasi isomorphisme dans C i(SModΓ¯,χ(U)):
F
•
→ n(F
•
).
Ceci donne lieu a` un quasi isomorphisme
K
•
(U,F
•
)→ K
•
(U, F
•
)
Appliquant ces conside´rations a` F
•
= f˜∗C
•
(V,G
•
), on prouve:
Lemme 6.1.4 Soit i ∈ {b,−}. Le foncteur de´rive´:
Rf˜∗ : D
iCΓ¯,χ(Y˜ )→ D
i
CΓ¯,χ(X˜)
ModΓ¯,χ(X˜)
factorise a` un foncteur triangule´
Rf˜∗ : D
iCΓ¯,χ(Y˜ )→ D
i
CΓ¯,χ(X˜)
SCΓ¯,χ(U)
Un inte´ret de ce lemme est qu’il permet de de´finir l2π∗Rf˜∗G
•
, G
•
e´tant un
objet de DiCΓ¯,χ(Y˜ ). Il permet aussi de formuler la:
Proposition 6.1.5 Soit f˜ : Y˜ → X˜ un morphisme propre e´quivariant, alors
Rf∗ ◦ l2π∗ = l2π∗ ◦Rf˜∗.
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Preuve : Soit G
•
un complexe borne´ (resp. borne´ supe´rieurement) de
CΓ¯,χ(Y˜ ). Soit un quasi isomorphisme F
•
→ n(f∗C
•
(V,G
•
)) avec F
•
un objet
de SCΓ¯,χ(U).
On a le diagramme suivant de morphismes de complexes de faisceaux:
l2π∗K
•
(U,F
•
) K
•
(π(U), f∗C
•
(V, l2π∗G
•
))
i1 ↓ i2 ↓
π∗K
•
(U,F
•
)
q
→ π∗K
•
(U, f∗C
•
(V,G
•
)) = K
•
(π(U), f∗C
•
(V, π∗G
•
))
i1, i2 sont des inclusions et q un quasi isomorphisme. Comme:
l2π∗Rf˜∗G
•
= l2π∗K
•
(U,F
•
)
Rf∗l
2π∗G
•
= K
•
(π(U), f∗C
•
(V, l2π∗G
•
))
6.1.5 re´sulte du lemme:
Lemme 6.1.6 L’image de q◦i1 est contenue dans celle de i2 et le morphisme
de complexes de faisceaux re´sultant
l2π∗K
•
(U,F
•
)→ K
•
(π(U), f∗C
•
(V, l2π∗G
•
))
est un quasi isomorphisme.
Preuve : Cette question est de nature locale. Par suite, il suffit de
traiter le cas ou` X˜ est Γ-Stein et ou` il existe un quasi isomorphisme global
F
•
→ f˜∗C
•
(V, }
•
). On est alors ramene´ au cas ou` U est le recouvrement
trivial {X˜}. Rede´crivons la situation:
On a des inclusions (au sens naif) l2π∗F
•
→ π∗F , π∗F
•
→ π∗f˜∗C
•
(V,G
•
).
On a e´galement une e´galite´:
π∗f˜∗C
•
(V,G
•
) = f∗π∗C
•
(V,G
•
) = f∗C
•
(V, π∗G
•
)
D’ou` deux inclusions:
l2π∗F
•
→ f∗C
•
(V, π∗G
•
)← f∗C
•
(V, l2π∗G
•
)
Il s’agit de montrer qu’en fait:
l2π∗F
•
⊂ f∗C
•
(V, l2π∗G
•
)
et que cette inclusion est un quasi isomorphisme.
Le proble`me e´tant de nature locale il sera suffisant de montrer que, apre`s
application du foncteur des sections globales sur X = Γ\X˜
A
•
2 = Γ(X, l
2π∗F
•
) ⊂ B
•
2 = Γ(X, f∗C
•
(V, l2π∗G
•
))
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et que cette inclusion est un quasi isomorphisme.
Posons X˜ = ΓX0 avec X0 une re´union fine de composantes connexes Stein
de groupe d’isotropie Σ fini. Posons Y 0 = f˜−1(X0) et de´signons par V0 le
recouvrement induit par V.
Il y a un morphisme de complexes en espaces de Fre´chet:
A
•
= Γ(X0,F
•
)→ B
•
= Γ(X0, f˜∗C
•
(V0,G
•
))
Ce morphisme est un quasi isomorphisme puisque les deux complexes
ont pour cohomologie Γ(X0, R
•
f˜∗G
•
). De plus, ces complexes en espaces de
Fre´chet sont stricts 17 et la structure de Fre´chet induite sur leur cohomolo-
gie est pre´serve´e par ce quasi isomorphisme puisqu’il est continu (preuve
laisse´e au lecteur) et coincide avec la structure de Fre´chet canonique sur
Γ(X0, R
•
f˜∗G
•
).
Les structures de Fre´chet de Γ(X0, R
•
f˜∗G
•
) et des espaces de cochaines
de A
•
(resp. de B
•
) peuvent se laisser de´crire par des familles de´nombrables
de semi normes {‖.‖n}n∈N de fac¸on que toutes les morphismes introduits ci
dessus soient continus en norme ‖.‖n.
Soit q ∈ Z. L’espace Aq2 est par de´finition isomorphe a` l’espace des suites
(aqγ)γ∈Γ/Σ avec a
q
γ ∈ A
q telles que pour tout n,
∑
γ ‖a
q
γ‖
2
n <∞. Comme il y a
une description similaire pour Bq2, l’inclusion A
•
2 ⊂ B
•
2 re´sulte de la continuite´
de l’inclusion A
•
→ B
•
.
A
•
e´tant strict, appliquant le the´ore`me de l’application ouverte pour les
espaces de Fre´chet a` la surjection d’espaces de Fre´chet d : Aq−1 → dAq−1,
on de´duit le complexe A
•
2 est strict et que sa cohomologie se laisse de´crire
comme l’espace des suites (hqγ)γ∈Γ/Σ avec h
q
γ ∈ H
q(A
•
) telles que pour tout n,∑
γ ‖h
q
γ‖
2
n < ∞. La meˆme description valant pour B
•
2 , il suit que l’inclusion
A
•
2 ⊂ B
•
2 est un quasi isomorphisme. 
Suite spectrale de Leray
Proposition 6.1.7 Soit X˜ un Γ-espace complexe. Soit F ∈ CΓ¯,χ(X˜). Soit
f˜ : Y˜ → X˜ un morphisme propre e´quivariant.
Il existe une suite spectrale de premier cadran (Es,tr , dr)r≥0 dansModW ∗(Γ¯,chi)
aboutissant a` H∗(2)(Y˜ ,F) et de terme E
r,s
2 = H
r
(2)(X˜, R
sf∗F).
Si X˜ est cocompact, la suite spectrale (Es,tr , dr)r≥0 peut eˆtre obtenue de`s le
terme Er,s2 a` partir d’une suite spectrale dans Ef (W
∗(Γ¯, χ)) par application
du foncteur d’oubli 4.3.6.
17 C’est a` dire tels que tels que l’image de la diffe´rentielle est ferme´e.
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Preuve: La suite spectrale de Leray pour l’application continue f : Y → X
et le faisceau l2π∗F a pour terme E2
Er,s2 = H
r(X,Rsf∗l
2π∗F)
que 6.1.5 identifie canoniquement a` Hr(X, l2π∗R
sf˜∗F). D’ou` le premier point.
Le deuxie`me point est laisse´ au lecteur (il s’agit d’une adaptation facile de la
preuve du the´ore`me 5.3.8). 
Corollaire 6.1.8 Soit X˜ un Γ-espace complexe cocompact. Soit F ∈ CΓ¯,χ(X˜).
Soit f˜ : Y˜ → X˜ un morphisme propre e´quivariant.∑
n
(−1)n dimΓ¯H
n
2 (Y˜ ,F) =
∑
r,s
(−1)r+s dimΓ¯H
r
2(Y˜ , R
sf˜∗F)
6.2 Formules de Riemann-Roch par de´singularisation
Le the´ore`me de re´solution des singularite´s de Hironaka [26] permet de ramener
le calcul de la caracte´stique d’Euler d’un faisceau analytique cohe´rent sur un
espace complexe au calcul de la caracte´ristique d’Euler de plusieurs faisceaux
localement libres sur des varie´te´s complexes via la suite spectrale de Leray.
Dans cet esprit, nous obtenons le:
The´oreme 6.2.1 Soit F un faisceau analytique cohe´rent sur l’espace com-
plexe compact X. Soit π : X˜ → X un reveˆtement galoisien de groupe Γ.∑
n
(−1)nhn2 (X˜, π
∗F) =
∑
n
(−1)nhn(X,F)
Preuve: Par re´currence sur dim(X). En dimension 0, ceci re´sulte des pro-
prie´te´s ordinaires de la dimension de Von Neumann. Utilisant la filtration
I-adique (I de´signe le radical de X), on se rame´ne au cas ou` X est re´duit.
On peut supposer que le support du faisceau F est X , sinon l’utilisation de
6.1.8 pour l’inclusion dans X˜ du Γ-espace complexe de´fini par l’ide´al annu-
lateur de F permet de conclure. Utilisant 6.1.8 pour une de´singularisation
e´quivariante φ, on peut se ramener au cas ou` X est lisse puisque, pour q ≥ 1
Rqφ∗φ
∗F est supporte´ en dimension < dim(X) et qu’ on a une suite exacte
0 → F → φ∗φ∗F → N → 0, N e´tant supporte´ en dimension < dim(X).
De meˆme, utilisant la suite exacte 0 → T → F → K → 0 ou` T est le sous-
faisceau de torsion maximal, on se rame´ne au cas ou` F est sans torsion sur
la varie´te´ lisse X . On peut trouver f : Xˆ → X un e´clatement e´quivariant
de X tel que V = f−1F .OXˆ est localement libre et Xˆ est lisse. Le conoyau
de l’injection canonique F → f∗V et les Rqf∗V sont supporte´s en dimen-
sion < dim(X), ce qui rame´ne au cas d’un faisceau localement libre sur une
varie´te´, traite´ par [2]. 
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Le principe de de´vissage 6.1.8 permet en principe de mener a` bien le
calcul de la caracte´ristique d’Euler L2 d’un faisceau analytique cohe´rent pro-
jectivement pe´riodique sur un Γ-espace complexe propre cocompact en se
ramenant au the´ore`me d’indice L2 d’Atiyah [2], e´ventuellement sous la forme
plus ge´ne´rale utilise´e sous l’appelation ‘Vafa-Witten twisting trick’ dans [20]
(voir [9], pp. 189-196 pour une exe´ge´se).
Une suite spectrale de Leray en cohomologie Lp existe tre`s probablement
et permet e´galement de ramener l’e´tude de la classe de K-the´orie associe´e
a` la somme alterne´e des cohomologies Lp d’un faisceau analytique cohe´rent
pe´riodique ge´ne´ral au cas d’un fibre´ sur une base lisse. La plus petite cate´gorie
abe´lienne dans laquelle vit la cohomologie Lp avec p 6= 2 e´tant loin d’eˆtre aussi
bien comprise que Ef (W
∗
r (Γ)), nous ne poursuivrons pas plus loin cette voie
puisqu’elle ne parait pas pouvoir amener des applications substantielles.
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