Abstract: Let {Zt} t≥0 be a Lévy process with Lévy measure ν and let {r(t)} t≥0 be an independent positive ergodic diffusion. Based upon discrete observations of the time-changed Lévy process Xt := Zτ t during a time interval [0, T ], we study the asymptotic properties of some estimators of the parameters β(ϕ) := ϕ(x)ν(dx), which in turn are the building blocks of several nonparametric methods such as sieve-based estimation and kernel estimation. Under uniformly boundedness of the second moments of r and conditions on ϕ necessary for the standard short-term ergodic property lim t→0 E ϕ(Zt)/t = β(ϕ) to hold, consistency and asymptotic normality of the proposed estimators are ensured when the time horizon T increases provided that the sampling frequency is high enough relative to T . Concretely, ifδ T denotes the largest time span between consecutive observations, then lim T →∞ Tδ 2 T = 0 (resp. lim T →∞ Tδ T = 0) suffices for consistency (resp. asymptotic normality).
Introduction
Historically, Brownian motion has been the model of choice to describe the evolution of a random measurement which value is the result of a large-number of small shots occurring through time with high-frequency. This is indeed the situation with stock prices which value is the result of a high number of agents posting bid and ask prices almost at all times. However, processes exhibiting infinitely many jumps in any finite time horizon [0, T ] are arguably better approximations to such high-activity stochastic processes. Lévy processes is a natural extension of Brownian motion which preserves the tractable statistical properties of its increments, while relaxes the continuity of paths. The previous considerations motivated an explosion of models driven by Lévy processes with infinite jump activity. The simplest of these models postulates that the price of a commodity (say a stock) at time t is determined by
where X := {X t } t≥0 is a Lévy process. Even this simple extension of the classical Black-Scholes model, in which X is simply a Brownian motion with drift, is able to accommodate several features commonly observed in the returns of financial assets such as heavy tails, high-kurtosis, and asymmetry. Among the better known models are the variance Gamma model of [6] , the CGMY model of [4] , and the generalized hyperbolic motion of [1] and [10] (see also [2] and [9] ). Even though the geometric Lévy paradigm (1.1) incorporates several desirable stylized features, the model has several shortcomings, especially to account for the so-called volatility clustering and leverage phenomena exhibited by real financial data. Roughly speaking the former effect refers to the fact that there are periods of high variability in the market, followed by periods of low variability. People usually say that "high-volatility" events tend to cluster in time. Leverage refers to the empirical observation that returns seem to be negatively correlated with volatility. These two effects cannot be captured by the model (1.1). To explain why this is the case and motivate the use of random clocks, let us study the realized variation up to time t of the log returns in the periods [t 0 , t 1 ], . . . , [t n−1 , t n ]:
where π : t 0 = 0 < t 1 < · · · < t n := T < ∞. When the meshπ := max i {t i −t i−1 } of the partition is small, we can think of the increment V π (t)−V π (s) as a measure of the volatility of the stock during the period [s, t] . Under the model (1.1),
which is well-know to converge, in probability, to the quadratic variation of the process, [X] t := σ 2 t + s≤t ∆X s , asπ → 0. In that case, the realized variations in consecutive time periods of equal time length ∆, say V π (∆), V π (2∆) − V π (∆), etc., will look like white noise (i.e. independent identically distributed random variables) and will not exhibit the volatility clustering phenomenon. In recent years subordinated Lévy processes have been proposed to incorporate the intermittency and leverage phenomena (c.f. [5] - [7] ). Concretely, these models postulate that the asset price at time t is given by (1.1) with
where Z is a Lévy process and {τ (t)} t≥0 stands for a nondecreasing absolutely continuous process. This approach leads to a geometric time-changed Lévy model: 4) where the process τ plays the role of a "business" clock which may reflect nonsynchronous trading effects or a "cumulative measure of economic activity". To incorporate volatility clustering, random clocks {τ (t)} t≥0 of the form 5) with {r(t)} t≥0 being a positive mean-revering process, are plausible choices. This crucial observation was first noticed by Carr et.al. [5] , who specialized further their model to consider particular parametric models for Z (such as normal inverse Gaussian or variance gamma processes) and explicit positive ergodic diffusions for r such as the Cox-Ingersoll-Ross (CIR) process. Roughly speaking, the rate process r controls the volatility of the process; for instance, in time periods where r is high, the "business time" τ runs faster resulting in more frequent jump times. More formally, under the model (1.4) and assuming for simplicity that τ is independent of the Lévy process Z, the realized variation (1.2) of the log returns converges to
where σ is the variance of the Brownian component of Z. The observable volatility during a time period [t, u] will be given by
Hence, under (1.5) with a mean-reverting process {r(t)} t≥0 , there will be periods [t, u] of high volatility (which correspond to periods where the process r takes on a high value) and periods [t, u] of low volatility (which corresponds to periods where r takes on a low value). Time-changed Lévy processes are one step further in the trend of increasingly complex models that are aimed at incorporating the so-called stylized features of asset prices. Considerably less effort has been devoted to analyze the potential departures from the presumed model. One recent approach to deal with the later issue is the adoption of general nonparametric models for the functional parameters of the underlying process, hence reducing the estimation bias resulting from assuming an inadequate parametric model. In the case of a Lévy model Z, this parameter could be the so-called Lévy density s(·), which dictates the jump dynamics of the process and is the main object of interest in the present paper. The value of s at a point x 0 determines how frequent jumps of size close to x 0 are to occur per unit time. Concretely, the function s is such that
for any Borel set A and t > 0. Here, ∆Z t ≡ Z t − Z t − denotes the magnitude of the jump of Z at time t, and χ A (x) = 1 if x ∈ A, and 0 otherwise. Thus,
called the Lévy measure of the process, is the average number of jumps (per unit time) whose magnitudes fall in the set A. For instance, if ν((0, ∞)) = 0, then Z will exhibit only jumps of negative size. In the context of financial applications, an empirical assessment of the possible sudden price shifts of the underlying assets is critical as these shifts play a key role in developing appropriate riskmanagement and investment strategies. The challenge of devising nonparametric methods for the Lévy density s of Z lies in the fact that the jumps are latent (unobservable) variables since in practice only discrete observations of the process are available. It is natural to devise statistical methodologies based on high-frequency observations since this type of data will contain more relevant information about the jumps of the process and hence, about the Lévy density s. Such a high-frequency based statistical approach has played a central role in the recent literature on nonparametric estimation for Lévy processes (see e.g. Figueroa-López [11] - [12] , Woerner [24] - [25] , and Mancini [20] - [21] ). For instance, under discrete observations of a real Lévy process X at times π : t 0 < · · · < t n , Figueroa-López [11] , and independently Woerner [24] , propose the estimatorŝ
as consistent estimators for the integral parameter
where ϕ is a given "test function". In [11] , the proposed estimators were used to devise nonparametric estimatorsŝ for s via Grenander's method of sieves. The problem of model selection was analyzed further in [15] - [12] , where it was proved that sieve estimators s T can match the rate of convergence of the minimax risk of estimatorsŝ. Concretely, it turns out that lim sup
where [0, T ] is the time horizon over which we observe the process X, Θ is certain class of smooth functions, and the infimum in the denominator is over all estimatorsŝ which are based on whole trajectory {X t } t≤T . The optimal rate of the estimator s T is attained by appropriately choosing the dimension of the sieve and the sampling frequency in function of T and the smoothness of the class of functions Θ. In [13] , the sieve estimators of [12] were also used to built confidence intervals (CI) and confidence bands for the Lévy density s.
In this paper, we consider the problem of drawing statistical inferences for the model (1.3) when we have at hand high-frequency sampling observations of X. A recent treatment of the problem of predicting (estimating) the business clock process τ (t) := t 0 r(u)du is given in Woerner [25] . We concentrate here in estimating the Lévy density s of the Lévy process Z. A natural question is the following: how does the random time τ affect the statistical properties of the estimator (1.7)? We prove that when the rate process r in (1.5) is a positive ergodic diffusion independent of Z, (1.7) is still a consistent estimator for (1.8) up to a constant, provided that the time horizon T and sampling frequency converge to infinite at suitable rates. Roughly speaking, suppose that (i) ϕ is a ν−continuous, locally bounded function such that
and ϕ(x) → 0 as x → 0 at an "appropriate rate"; (ii) {r(t)} t≥0 is an ergodic positive solution of the SDE: 9) such that r is independent of Z and also
(iii) The time horizon T and the sampling times π T are such that T → ∞ and T ·π T T →∞ −→ 0, whereπ T is the largest time span between consecutive observation.
Then, it holds that 11) whereζ :=ζ(r) is the expectation of the invariant distribution of r and σ(ϕ) := ζβ(ϕ 2 ). Notice that without loss of generality we could have assumed that ζ(r) := 1 since for an arbitrary Lévy process Z and a diffusion r as in (ii) above, there exist a Lévy processẐ and a diffusionr such thatζ(r) = 1 and
where τ (t) := t 0 r(u)du andτ (t) := t 0r
(u)du. This is just a consequence from the fact thatẐ t := Zζ (r)t is a Lévy process with Lévy densityζ(r)s.
By an ergodic positive diffusion, we mean a strong continuous Markov process {r(t)} t≥0 that takes values on an interval I := (a, b) ⊂ R and that is regular and recurrent (see e.g. [18] ). Such a process admits a unique invariant probability measure ζ, which in turn satisfies the ergodic property:
for any g ∈ L 1 (ζ) (c.f. [18, Theorem 20.14] ). A model that meets the condition (ii) above and that is a typical choice in applications (cf. [5] ) is the Cox-IngersollRoss (CIR) process
with positive α, v and m such that αm/σ 2 > 1/2. It turns out that the consistency (1.10) is a consequence of the ergodic property (1.12) and the consistency of the estimator (1.7) when the underlying process X is a true Lévy process. One interesting aspect of the results in this paper is that it provides the frequency rate at which the process should be sampled to preserve consistency. The asymptotic normality will follow from the central limit theorems for martingale differences (see e.g. e.g. [3] ). The paper is structured as follows. In Section 2, we show the consistency of the estimators (1.7) as a manner of introducing the method of proof and some important assumptions and preliminary results. In Section 3, we extend the consistency for time-changed Lévy models with a general random clock τ . We identify the limit
for arbitrary t 0 > 0 and where
, as the key assumption on the random clock τ for consistency to hold. In Section 4, we proceed to investigate conditions under which (1.13) holds when τ is driven by a positive ergodic diffusion {r(t)} t≥0 via (1.5). Finally, the asymptotic normality of the estimators are shown in Section 6.
Consistency in a pure Lévy model
Suppose we sample a true (no-random clock) Lévy process {X t } t≥0 over a finite time horizon [0, T ] at finitely many times π := {t k } n k=0 , where 0 = t 0 < · · · < t n = T n . In this part we show that the statistics (1.7) are consistent estimators for the parameter β(ϕ) in (1.8), as long as both the time horizon T and the "average number of observations per unit time" increase to ∞. Woerner [24] considers this consistency problem in the case of equally-spaced sampling points. Following similar arguments, we give a proof under weaker assumptions and extend it to non-equally spaced sampling times. We first review a crucial preliminary result. Through this part, let (σ 2 , b, ν) be the Lévy triplet of X and let
It is well-known that
for any bounded ν−continuous function ϕ vanishing in a neighborhood of the origin (cf. Sato [22, Corollary 8.9] ). Consider the following class of locally bounded (but potentially unbounded) functions:
p is subadditive, and k is submultiplicative}.
Extending results in [24] and [17] , [14] proves that the limit
exists provided that the following conditions hold:
Conditions 2.1.
1. ϕ is ν-continuous and locally bounded, 2. There exists a function g in S(ν) for which
3. ϕ(x) → 0 as x → 0 in any of the following manners:
, as x → 0, 1 ∈ I, and σ = 0
, as x → 0, for some r ∈ I ∩ (0, 1), σ = 0, and
Moreover, (2.3) is given as follows depending on which condition in 3 is satisfied:β
where as before β(ϕ) := ϕ(x)ν(x). We are ready to show the consistency result.
Theorem 2.1. Let w be a non-negative function such that w(x)ν(dx) < ∞ and let B(w) be the class of functions ϕ such that |ϕ(x)| ≤ w(x). Then, for any 0 < ε < 1 and any function ϕ ∈ B(w) satisfying conditions 2.1, there exist T := T (ε, w) and δ := δ(ε, ϕ) such that
for any finite sequence π := {t k } n k=1 such that t n > T and max
Proof. Through this part, c h denotes an even continuous function such that
, and let 0 < u 0 < 1 be small enough that
Notice that u 0β (|ϕ|) < ε 3 /2 6 , for any ϕ ∈ B(w).
Choose δ := δ(ε, ϕ) such that for all 0 < t < δ,
The existence of such a δ is guaranteed because (2.3) holds for ϕ and also for |ϕ| c h and |ϕ|. Suppose that π : 0 = t 0 < · · · < t n is any sequence such that t n > T and max
We apply similar arguments as in the weak law of large numbers (LLN) for row-wise independent arrays (see e.g. Theorem 5.2.
and
1 The result is proved for i.i.d. random variables, but it can be readily extended for row-wise independent arrays
It can be proved that if
where
Due to the way h, T , and δ were chosen, it follows that
and thus,
, the change of variables u = v/t n , and the Markov inequality ,
and thus, C π ≤ 2 (0,1) s n (u)du, where
, in light of the following bounds:
Combining the two bounds for s n ,
Using the previous inequality and (2.9), we conclude that (2.8) is bounded by ε. It only remains to prove the inequality in (2.7). Using the second inequality in (2.9),
Consistent estimators in a time-changed Lévy model
We now study a time-changed Lévy model of the form (1.3), where {Z t } t≥0 is a Lévy process with generating triplet (b, σ 2 , ν), and {τ (t)} t≥0 is as in (1.5) for a positive process r that is independent of X. Suppose we sample the process X over a finite time horizon [0, T n ] at discrete times 0 = t n 0 < · · · < t n n = T n . In order to study the behavior of (1.7), we first survey the asymptotics of the following statisticsβ
when the time horizon T n and the frequency of observations per unit time increase to ∞. Through this part, we write τ n k := τ (t n k ). As a first (rather obvious) observations, notice that for a function ϕ as in Theorem 2.1,
provided that τ n n n→∞ −→ ∞, as n → ∞, and
However, the latter condition is rather unsatisfactory as it translates into asking that almost all paths t → τ (t) are uniformly continuous in all R since the time horizon t n n is increasing. We investigate here milder conditions for consistency. Our first result in this direction gives conditions for asymptotic unbiasedness. 
(ii) {τ (t)} t≥0 is a non-decreasing càdlàg process, independent of Z, such that
. Then, the statisticsβ n (ϕ) in (3.1) are asymptotically unbiased estimators for the parameterβ(ϕ) in (2.5) as n → ∞.
Proof. Clearly, if we condition on {τ n k } k≤n and use the stationarity of the increments of X,
where H ϕ (t) := E ϕ(Z t ). Then,
under the convention that 0/0 = 0. For ε > 0, let t 0 := t 0 (ε) > 0 such that if t < t 0 , then |H ϕ (t)/t −β(ϕ)| < ε. Then, breaking up the summation above into the k's such that ∆ n k τ < t 0 and its complement, we obtain
This proves the result since ε is arbitrary.
We proceed to show that the conditions above are also sufficient for the consistency of the estimator (3.1). We need first a Lemma.
and assume that (i)-(ii) of Proposition 3.1 holds as well as
Proof. By conditioning on {τ n k } k , the expectation in (3.6) can be written as
Next, recalling that M ϕ := sup t>0 1 t E |ϕ(Z t )| < ∞, the following decomposition holds:
Using (3.7), (3.4), and (iii),
which can be made arbitrarily small taking T 0 large enough. Proof. We follow similar ideas to the proof of Theorem 2.1. It can be proved that if
First, conditioning on {τ n k } k and using Markov inequality,
.
Using the same arguments as in the proof of Lemma 3.2, we can conclude that lim n→∞ B n = 0. Next, conditioning on {τ
Let us analyze the first term in (3.10) that we denote D n . Clearly,
11) where H ϕ (t) := E {ϕ(Z t )}. By (3.3), the first term on the right-hand side of (3.11) can be bounded by
which again converges to 0 following the the same arguments as in the proof Lemma 3.2. The second term on the right-hand side of (3.11) can be bounded as follows for any fixed ε > 0:
where t 0 := t 0 (ε) is chosen such that |H ϕ (t)/t −β(ϕ)| ≤ ε. In view of (3.4), the second term on the right-hand side of (3.11) and D n converge to 0. Next, we prove that the second term on the right-hand side of (3.10), that we denote E n , converges to 0. Applying E |Z| 2 1 {|Z|≤z} = (0,z) 2vP[v < |Z| ≤ z]dv, the change of variables u = v/t n , and the Markov inequality ,
we conclude that E n ≤ 2 (0,1) s n (u)du. Notice that s n (u) ≤ M ϕ , for all u ∈ (0, 1). As in the proof of Theorem 2.1, fix u 0 ∈ (0, 1) and T 0 < ∞. There exists
for all 0 < t < t 0 . Then,
In view of (ii) and (iii),
which can be made arbitrarily small taking u 0 small enough and T 0 large enough. This proves that the second term on the right-hand side of (3.10) and hence, (3.9), vanish as n → ∞. It only remain to show that for large enough n, (3.8) holds. This follows from Lemma 3.2 and Proposition 3.1.
Remark 3.4.
1. In the case that {τ (t)} t≥0 is deterministic, we recover a weak form of Theorem 2.1. 2. Clearly, (3.3) will hold if the Conditions 2.1 are satisfied and ϕ is bounded.
Moreover, (3.3) holds as well, if ϕ has linear growth, Conditions 2.1 are satisfied, and Z has finite first moment. Indeed, in light of (2.3), there exists t 0 > 0 such that sup 0<t<t0 E |ϕ(Z t )|/t < ∞. Suppose that |ϕ(x)| ≤ c|x|, whenever |x| > x 0 for some x 0 > 0. Then,
Hence, it remains to show that the first term on the right-hand side of the above inequality is bounded. This follows from the inequality:
where Z * 1 := sup t≤1 |Z t |. E Z * 1 < ∞ in light of Theorem 25.18 in [22] , which is actually stated for submultiplicative moment functions g, but which can be readily modified to cover subadditive g as well.
3. Suppose now that ϕ has quadratic growth, Conditions 2.1 are satisfied, and Z has finite second moment. In that case, there exist constants c 1 , c 2 > 0 such that
for all t > 0. Proposition 3.1 and Lemma 3.2 hold true if one impose (iii) of Lemma 3.2 and the following condition instead of (3.4):
for all t 0 > 0. For Theorem 3.3 to hold true, it suffices (ii) and that, for all t 0 > 0,
More precisely, when trying to show that the different terms of (3.9), the following limit naturally appears:
which can be linked to (3.12) in view of the Hölder inequality:
Let us proceed to consider random clocks {τ (t)} t≥0 of the form (1.5) with r(t) := g(r(t)), where g is non-negative function and {r t } t≥0 is an ergodic diffusion process; that is, {r(t)} t≥0 is a regular recurrent strong Markov process with continuous paths taking values on an interval I = (a, b) ⊂ R (see e.g. [18] ). As it was explained in the introduction, mean-reverting processesr are especially attractive since in that case the resulting time-changed Lévy process X(t) := Z τ (t) will then exhibit the volatility clustering effect. For simplicity we assume that the instantaneous rate process r of time change and Z are independent, which is a drawback from a financial point of view. (A) Z is a Lévy process with Lévy triplet (σ 2 , b, ν); (B) The instantaneous rate process r is independent of Z and is given by r(t) := g(r(t)) for a measurable non-negative function g and an ergodic diffusion {r t } t≥0 satisfying thatζ(g) := g(x) ζ(dx) ∈ (0, ∞) and
Then, the statisticsβ 14) are consistent and asymptotically unbiased estimators forζ(g)β(ϕ) provided that
(ii) ϕ satisfies Conditions 2.1 and (3.3); (iii) (3.4) holds true;
Proof. Notice thatβ
By the ergodic theorem (1.12) the last factor converges a.s. toζ(g) and hence, (iii) of Lemma 3.2 is satisfied. Consistency is now clear in light of Theorem 3.3. For unbiasedness, first notice thatr(t) := t 0 r(u)du/t is uniformly integrable since
Also, by the ergodic theorem (1.12), lim t→∞r (t) =ζ(g) a.s., and thus,
Next, we write
The first term on the right hand side converges toζ(g)β(ϕ), while the absolute value of the second term is bounded by
Remark 3.6. In the case that g is bounded, the conditions (3.13), (3.4) , and ζ(g) < ∞ hold true. Indeed, (3.4) follows because ∆ n k τ ≤ g ∞δ n , which will be smaller than t 0 > 0 almost surely for large enough n. Given that r(t) = g(r) plays the role of volatility, one could argue that there is no reason to assume that the volatility will take arbitrarily large values, and thus, the boundedness assumption for g is not implausible. Nevertheless, in the following section, we will consider the case where g(x) = x1 x≥0 . Notice that in this case, for (3.13) to hold, it suffices that
Sufficient conditions for consistency
In this part we give sufficient conditions for the key property (3.4) to be satisfied in the model (1.3)-(1.5) with r(t) :=r(t)1r (t)≥0 and a ergodic diffusionr. It will turn out that the classical CIR diffusionr is such that τ (t) := t 0r
(u)1 {r(u)≥0} du satisfies (3.4.) First, let us give a simple lemma.
Lemma 4.1. Let {τ (t)} t≥0 be given as in (1.5) for a nonnegative progressively measurable process {r t } t≥0 , and let 0 = t n 0 < · · · < t n n = T n . Then, (3.4) is satisfied if any one of the following conditions hold true:
where Ω * n is the event that there exists a k ∈ {1, . . . , n} such that ∆
Let us recall that a regular diffusion {r t } t≥0 taking values on an interval I := (a, b) ⊂ R can be transformed into a local martingale via a "scale transformation". Concretely, there exists a continuous strictly increasing function p : I → R, called the scale function, such that M t := p(r(t)) becomes a local martingale (c.f. Theorem 20.7 in [18] ). We use this result to verify (i) in Lemma 4.1 with the help of well-known submartingale inequalities. Then, the statisticsβ n (ϕ) in (3.14) are both consistent and asymptotically unbiased estimators for the parameterζβ(ϕ) withζ = ∞ 0 xζ(dx), provided that (i)-(ii) in Proposition 3.5 hold.
Proof. From Proposition 3.5 and Lemma 4.1, it suffices that
From [18, Theorem 20.7] , M t := p(r(t))−p(0 + ) is a nonnegative local martingale and hence, a supermatingale. Then, {−M t } t≥0 is a nonpositive submartingale and by Doob's inequality (cf. [19, Theorem 1.3.8] ) and the monotonicity of p,
The following result gives a more useful sufficient condition for (3.4) to hold. 
where the last limit follows from the fact thatδ
by the dominated convergence theorem and the ergodic theorem (1.12). Next, let
and thus, the following inequalities must be true:
If Ω m n denotes the event that there exists a k satisfying the above inequality, then lim sup
Putting together the previous estimates, for each m > 0,
We finally make m → ∞.
The most well-known examples of diffusion processes are solutions to Stochastic Differential Equations (SDE) of the form
Two important instances of mean-reverting diffusions are the Ornstein-Uhlenbeck process and Cox-Ingersoll-Ross processes (see Examples 4.5 and 4.6 below). Conditions for the solution of (4.1) to be ergodic can be found e.g. in Van Zanten [26] . Furthermore, one can make use of moment estimates to deduce the sufficient conditions of Lemmas 4.1 and 4.3. Let us consider the more general SDE
where {W t } t≥0 is a standard Brownian motion, andb(t, y),σ(t, y) are progressively measurable functionals from [0, ∞) × C[0, ∞) into R (see Section 5.3 in [19] ). Ifr is a weak solution of (4.2) with drift and diffusion coefficients satisfying the linear growth condition
for all 0 ≤ t < ∞ and y ∈ C[0, 1], then it can be proved that for any T > 0, m ≥ 1, and 0 ≤ s ≤ t ≤ T ,
One can improve the above estimate whenr is a weak solution of the SDE (4.1) with b and σ satisfying the linear growth condition
for all x. In this case, it turns out that
for any s 0 ≥ 0, 0 < h ≤ 1, and m ≥ 1, where k m is a constant depending only on m and K. For a proof of the above estimates, one can apply similar arguments to those in the solution to Problem 5.3.15 in [19] . We are now ready to establish the consistency of the estimators (3.14) Then, the statisticsβ n (ϕ) in (3.14) are both consistent and asymptotically unbiased estimators for the parameterζβ(ϕ) withζ = ∞ 0 xζ(dx), provided that (i)-(ii) in Proposition 3.5 hold and also that T n (δ n )
2 n→∞ −→ 0.
Proof. From Propositions 3.5 and Lemma 4.3, it suffices to prove that for all t 0 , m > 0,
Let n large enough thatδ n < t 0 /(2m) and write c 5) where {W t } t≥0 is a standard Brownian motion independent of the Lévy process X and αm/v 2 > 1/2. The equation above has a weak non-negative solution with unique positive stationary distribution Γ(
). Also, the conditional mean and variance given r(0) are determined by
Clearly, this equation satisfies the linear growth condition (4.3) and all the conditions of Proposition 4.4. Then,β n (ϕ) is asymptotically unbiased estimator of β(ϕ) andβ n (ϕ) in (3.14) are asymptotically consistent and unbiased estimators of mβ.
Example 4.6. Consider the mean-reverting Ornstein-Uhlenbeck process determined by the Stochastic Differential Equation (SDE) 6) where {W t } t≥0 is a standard Brownian motion independent of the Lévy process X. The solution to (4.6) is
and thus, givenr(0),r(t)−r(0)e
. Notice that lim t→∞ Er 2 (t) = v 2 + m 2 , and the invariant distribution ofr is N (m, v 2 ). Let b(x) := α(m − x) be the drift and σ := v √ 2α the diffusion of (4.6). Clearly, this equation satisfies the linear growth condition (4.3) and all the conditions of Proposition 4.4. Then,β n (ϕ) is asymptotically unbiased estimator ofβ(ϕ) and β n (ϕ) in (3.14) are asymptotically consistent and unbiased estimators of µβ, where µ := E (vZ + m) + .
Unconditional consistency of the estimators
A rather relevant question is whether the condition T n (δ n )
2 n→∞ −→ 0 of Proposition 4.4 is actually necessary. This condition came from the path of proof we chose in working with the modified estimator (3.1). It is of interest to know whether or not one could directly apply the same reasonings to (3.14). We will discuss this point here. In short, we find that the following condition plays a similar role to (3.4) in this direction of proof:
We find that under the condition
for some ε > 0, the rate T n (δ n )
2 n→∞ −→ 0 is not needed. Proof. Let us assume for now that (5.1) is true. We shall see at the end of the proof that (5.2) implies (5.1) whenever T n → ∞ andδ n → 0. The proof is quite similar to that of Theorem 3.3 working withβ n instead ofβ n (ϕ) and witĥ
instead ofβ t n . I will outline the general steps. First, one will need to check that β n (ϕ) is asymptotically unbiased. This will follow because one can write
The second term on the rhs vanishes as n → ∞ because of the ergodicity of r and (3.13) (see proof of Proposition 3.5). The first term on the rhs can be bounded by
for any ε > 0 and some t 0 = t 0 (ε). The limit of the second term above converges to 0 in light of (5.1), while the first term converges to εζ(g), which is arbitrarily small. The second step is to show that E {β n {ϕ) −β t n (ϕ)} = 0, which can be done almost identically to the proof of (3.6). The next step will be to bound P β n (ϕ) −ζβ(ϕ) > ε as in (3.9) with τ n n andβ t n replaced by t n n andβ t n (ϕ), respectively, in the definition of B n and C n . The limit of B n can be treated as before. For C n , we use the decomposition (3.10) with τ n n replaced by t n n . The convergence of the second term in (3.10) to 0 is proved in a similar manner as before. However, the proof of the first term requires some care. Let
4) whereḠ ϕ (t, T ) := E {ϕ(Z t )1 {|ϕ(Zt)|>T } }. Fix T 0 > 0 and let t 0 > 0 (depending on T 0 ) such thatḠ |ϕ| (t, T 0 ) ≤ 2t |ϕ|1 |ϕ|≥T0 dν, for any 0 < t < t 0 . Then, when t n n > T 0 , the first term on the rhs of (5.4) is bounded by
The above bound converges to cζ 2 (g){ |ϕ|1 |ϕ|≥T0 dν} 2 for some constants c, c > 0 in view of (5.1), the ergodicity ofr, and (5.2). Making T 0 → ∞, we conclude that the first term of (5.4) vanishes. The second term on the right-hand side of (5.4), that we denote E n , can be bounded in the following manner:
The second term on the right-hand side converges to 0 because of the ergodicity ofr and (5.2). For a fixed ε, the first term can be decomposed into two sums, when ∆ n k τ < t 0 and when ∆ n k τ ≥ t 0 , where t 0 = t 0 (ε) is such that |H ϕ (t)/t − β(ϕ)| < ε whenever 0 < t < t 0 . We then take the limits when n → ∞ and use that ε > 0 is arbitrary.
It only remains to check that (5.2 ) implies (5.1) wheneverδ n → 0. Indeed, by Jensen's inequality,
which converges to 0.
Central limit theorems
In this part we investigate conditions for the asymptotic normality of the estimators (1.7). In the case of a true Lévy process, Figueroa-López [12] proves this result assuming that ϕ is bounded, ν-continuous, and such that ϕ(x) = o(|x|) as x → 0. The random clock case is more challenging as in this caseβ n is not the sum of independent random variables. We use the central limit theorems for martingale differences (see e.g. [3] ). Specifically, given a filtration {F n k } k≥0 for each n ≥ 0, if ξ k,n is F For a given ε > 0, let t 0 := t 0 (ε) be such that |H ϕ (t)/t − β(ϕ)| < ε, whenever t < t 0 . Next, decomposing H ϕ (∆ Proof. We need to check that (6.2) holds for (6.3) and (6.4). First,
In light of Lemma 6.1,β n (ϕ 2 ) which can be shown to converges to 0 as D n below converges to 0. Using Hölder's inequality,
which clearly converges to 0 in light of (5.2). Thus, we obtain the second limit in (6.2) because
In light of the Central Limit Theorem for martigale differences stated at the beginning of this section, we obtain (6.9).
We proceed to show a central limit theorem forβ n (ϕ) of the form However, we haven't been able to obtain such a result. We shall make an assumption on the rate of convergence in (2.3).
Conditions 6.1. There exists a t 0 > 0 such that 1 t E ϕ(X t ) −β(ϕ) ≤ k 0 t, (6.12)
for a constant k 0 independent of t.
Remark 6.3. Condition 6.1 turns out to hold for a wide class of functions ϕ such as the following:
