Abstract-An alternative numerical approach is presented for the evaluation of the Fock-type integrals that exist in the uniform geometrical theory of diffraction (UTD)-based asymptotic solution for the nonparaxial surface fields excited by a magnetic or an electric source located on the surface of an electrically large circular cylinder with an impedance boundary condition (IBC). This alternative approach is based on performing numerical integration of the Fock-type integrals on a deformed path on which the integrands are nonoscillatory and rapidly decaying. Comparison of this approach with the previously developed one presented in [1], which is based on invoking the Cauchy's residue theorem by finding the pole singularities numerically, reveals that the alternative approach is considerably more efficient.
I. INTRODUCTION
M ANY military and commercial applications (e.g., missiles, mobile base stations, transreceivers of multipleinput multiple-output systems that might be mounted on curved host platforms, etc.) have stringent aerodynamic constraints that require the use of antennas that conform to their host platforms. This necessitates the development of efficient and accurate design and analysis tools for this class of antennas. Therefore, surface fields, created by a current distribution on the surface of a thin material coated (lossy or lossless) perfect electric conducting (PEC) circular cylinder, have been studied extensively using an impedance boundary condition (IBC). Analysis of slot/ aperture antennas as well as antennas on partially coated host platforms are typical applications that require the fast and accurate evaluation of these surface fields. Furthermore, the study of these surface fields may act as a canonical problem useful toward the development of asymptotic solutions valid for arbitrary smooth convex thin material coated/partially material coated surfaces [2] , [3] .
High-frequency-based asymptotic solutions for the surface fields on a source excited PEC convex surface have been investigated previously [4] - [10] . However, the study of surface fields created by a current distribution on the surface of an impedance circular cylinder, which can also model a thin (lossy/lossless) material coated PEC case [11] , is still a challenging problem. Recently, several high-frequency-based asymptotic solutions for the surface fields on a source excited circular cylinder with an IBC have been presented valid away from the paraxial region and within the paraxial region [1] , [12] - [15] . Among them, the uniform geometrical theory of diffraction (UTD)-based asymptotic solution for a three-dimensional geometry [1] , [13] , [14] (valid away from the paraxial region) involves some Fock-type integrals and their derivatives which have to be evaluated numerically. However, special care is required in the computation of these integrals since the efficiency and accuracy of the overall solution strongly depend on the numerical evaluation of these integrals. In [1] (and in [13] and [14] ), these Fock-type integrals have been evaluated by invoking the Cauchy's residue theorem, which requires finding the corresponding pole singularities numerically. It is claimed that the residue contributions coming from the first 20 poles yield sufficient accuracy. Keeping this issue in mind, in this paper, an alternative numerical approach is offered for the evaluation of the Fock-type integrals (and their derivatives) that is based on performing a numerical integration along a deformed path. On this path, the Fock-type integrals exhibit a nonoscillatory and rapidly decaying nature. Hence, using a simple Gaussian quadrature algorithm is enough to obtain very accurate results efficiently. Consequently, this alternative approach is easier to implement and requires less computational time compared to the approach presented in [1] . It should be noted that the concept of performing a numerical integration on similar deformed integration paths has been previously used for the evaluation of surface fields of source excited electrically large dielectric coated circular cylinders in [16] - [19] , and accurate results have been obtained.
Finally, for the sake of completeness, the UTD-based surface fields due to a tangential electric current source, which are valid away from the paraxial region, are also derived using an IBC and evaluated both performing an integration along the aforementioned deformed path and invoking the Cauchy's residue theorem (similar to [1] ), whereas in [1] only the magnetic source case was considered.
The organization of this paper is as follows. In Section II, the UTD-based asymptotic solutions for the surface fields excited by both a magnetic and an electric source located on the surface of an electrically large impedance cylinder are given. The numerical evaluation of these surface fields is discussed in Section III, which presents a review of the approach presented in [1] , and a detailed description of the alternative approach, namely, the numerical integration along a deformed integration path. In Section IV, several numerical results for the surface fields due to a tangential source (both magnetic and electric) are obtained using the two aforementioned approaches and compared with an eigenfunction solution to assess their accuracy and efficiency. An time dependence is assumed and suppressed throughout this paper.
II. UTD SOLUTION
Consider an electrically large circular cylinder with an IBC as shown in Fig. 1 . The cylinder has a radius and a uniform surface impedance , and is assumed to be infinitely long along its axial direction.
A. Magnetic Source
For such a cylinder, the tangential surface field excited by a tangential magnetic source (1) located on the surface is expressed in [1] as (2) where represents the strength and the orientation of the magnetic current and is a UTD-based Green's function representation for a ( or ) oriented surface magnetic field due to a ( or ) directed magnetic current. Note that by relating the magnetic current to the magnetic field as in (2), the Green's function representation is defined to have a unit of 1 . In (2), represents the summation of all ray encirclements around the cylinder and can be determined as (3) where pertains to the Green's function which is responsible from the surface waves propagating around the cylinder in the positive direction, whereas corresponds to those propagating in the negative direction. Consequently, the UTDbased asymptotic Green's function representations for various source and field orientations are given in [1] (4) (5) (6) (7) where , is the free space wave number, is the free space impedance, is the distance along the geodesic ray path, and is the angle between and the positive direction as shown in Fig. 1 . It should be mentioned that the expressions given in (4)- (7) are valid in the nonparaxial region and developed mainly for large separations between the source and field points. However, since some of the secondorder terms in are included, they may remain accurate even for relatively small separations.
The , , , , , , , and terms in (4)- (7) are expressed in [1] in terms of simpler Fock-type integrals in the form of (8) where (9) (10) (11) (12) (13) in which is a Fock-type Airy function and is its derivative with respect to . In addition, is the normalized surface impedance, , , , , and are the axial and radial wave numbers, respectively, such that if if (14) The simplified equations are, in turn, given in [1] as follows:
B. Electric Source
For the sake of completeness, using a formulation similar to the procedure presented in [1] , the tangential surface field excited by a tangential electric source can be derived for the same geometry. First, components of electric and magnetic fields due to a tangential electric source (23) located on the surface are derived as (24) (25) where (26) (27) and (28) As expected, the components of the fields are the dual of the components of the fields obtained for the magnetic source case in [1] .
Once the components of the fields are obtained, the vector potentials due to these components can easily be found using the methods described in [20] . Then, the procedure explained in [1] is followed. Namely, first Watson transform is applied to the potentials and thereby the potentials are expressed as double integrals over axial and azimuthal wavenumbers. Employing a Fock substitution , integration in the -plane is replaced by integration in the -plane. Then, introducing a standard polar transformation along with some geometrical relations, integration over is converted to a complex contour integral, which is evaluated applying the method of steepest descent assuming that the separation between the source and field points is a large parameter. Finally, field expressions are obtained by performing the derivatives to the resultant potential expressions analytically (where the terms including higher powers of are neglected). As a result, the tangential surface field excited by a tangential electric source given by (23) is expressed as (29) where is a UTD-based Green's function representation for a ( or ) oriented surface magnetic field due to a ( or ) directed electric current. Note that by relating the electric current to the magnetic field as in (29) where , , , , , , , and are the same functions given by (15)- (22) . It should be mentioned that if was defined to relate the electric current density to the electric field (i.e., the left-hand side of (29) would be ), then could also be determined via duality.
Similar to the magnetic source case, expressions given in (30)-(33) are valid in the nonparaxial region and developed mainly for large separations between the source and field points. However, they may also remain accurate for relatively small separations due to the second-order terms in .
III. NUMERICAL EVALUATION OF SURFACE FIELDS
The major difficulty in the evaluation of (4)- (7) and (30)- (33) is the numerical evaluation of the Fock-type integrals given in (8) . Since the accuracy and efficiency of the surface fields strongly depend on these integrals, special care is required for their numerical evaluation. Therefore, in this section, the approach presented in [1] is briefly reviewed (as residue series approach), and then the alternative approach (numerical integration approach) is presented.
A. Residue Series Approach [1]
This approach is based on invoking the Cauchy's residue theorem for the evaluation of the Fock-type integrals. The values of integrals are obtained by summing the residues at the pole singularities of the integrands. The poles, which are the roots of the denominator of the integrands given in (8), should be determined first. To determine these roots, is written in the following form: 37) with the root having the positive real part is chosen. The roots of , namely, , are determined by applying the Newton-Raphson method. In this method, an initial estimate for the locations of the roots is required, and this estimate must be close to the original location of the roots. For this reason, as an initial estimate, the roots of are obtained. Then, the roots are tracked from to using a step by step procedure as described in [1] . The roots of , namely, , are determined in a similar manner. Finally, using Cauchy's residue theorem, the Fock-type integral in (8) is represented as follows:
(38) The first 20 roots (20 for and 20 for ) are included to obtain accurate results as suggested in [1] .
B. Numerical Integration Approach
This approach is based on performing a numerical integration for the evaluation of the Fock-type integrals. The original integration path for the Fock-type integrals given by (8) ranges from to on the complex -plane, as shown in Fig. 2(a) , where is the integration variable. Unfortunately, the integrals may not converge rapidly when this path is used since the integrands have a highly oscillatory and slowly convergent behavior. This is illustrated in Fig. 3 , where the variation of the real and imaginary parts of the integrand of a typical Fock-type integral versus is depicted. Therefore, these integrals are evaluated on a deformed path similar to the one in [18] and [19] . Note that various types of deformed paths have been previously used for the coated cylinder case in [16] , [17] , and [21] . However, the path suggested in [18] and [19] seems to yield the best result for the evaluation of the Fock-type integrals pertaining to a circular cylinder with an IBC. To obtain accurate results, the path deformation should be done carefully so that all pole singularities are captured. The poles are known to be in the second and fourth quadrants. The second quadrant poles are the negative of the fourth quadrant poles; only the fourth quadrant poles are shown in Fig. 2 , where the poles of pertaining to an electrically large cylinder with , at 7 GHz are determined for , . Since there is no pole in the third quadrant, part of the integration path ranging from to zero can be safely deformed to the third quadrant. However, special attention is required in deforming the part of the integration path ranging from zero to into the fourth quadrant because of the existence of the pole singularities. As the pole locations in this quadrant are similar to [18] and [19] , the critical issues manifest themselves in the location of the first (dominant) pole and in the slope of the pole location trajectories. It is seen that the dominant pole has the closest location to the integration path and may come very close to the real -axis, thereby giving rise to a low-attenuation Elliott mode for some surface impedance values [22] - [24] . Moreover, it has a real part significantly smaller than [defined in Fig. 2(b) ]. On the other hand, all remaining poles, which can be defined as , , are lined up on the fourth quadrant satisfying the following condition: and , as shown in Fig. 2 , and the slope of the pole location trajectory is approximately 3 (defined from the positive real axis). Note that when is very large, the trajectory approaches to 2 (similar to PEC cylinders) [25] .
In the light of above considerations, the Fock-type integrals, whose generic form is given in (8) , are split into three integrals ranging from ( 0), , and , where is chosen approximately . Such a choice guarantees that all pole singularities corresponding to different cylinder size (varying between 3 and 6 ) and different cylinder surface impedance values (varying between and ) studied in this paper and in [1] are captured. Furthermore, as the frequency is increased, there will be relatively little change in the position of the poles that reside near the axis in the -plane. However, based on the location of the dominant pole, small adjustments can be done about the value of (even setting captures all the poles for all cases studied in [1] ). As the next step, the integration path for the first and third integrals are deformed to ( ,0), and , respectively. Then, the integration variable is changed to for the first integral and to for the third integral, causing the Airy function and its derivative to be nonoscillatory and decay most rapidly (an exponential decay is achieved) as along the path where [21] . Consequently, the first and the third integrals now range from zero to , they are fast decaying and nonoscillatory. This is shown in Fig. 3 , where the variation of the real and imaginary parts of the integrand of the Fock-type integral versus (mentioned above) is plotted along the original and deformed paths for the aforementioned impedance cylinder (i.e., , , GHz, , and ). The value of the integrand (both real and imaginary parts) for the first and the third integrals exponentially decays and goes to zero. Although the integrand of the second integral is oscillatory, the integration interval is quite short and hence, its evaluation does not create a severe problem. Still, most of the CPU time is consumed during the computation of this second integral. Finally, all integrals can be integrated efficiently using a simple Gaussian quadrature algorithm. It should be noted that, in the case of a pole very close to the integration path, a small semicircle as shown in Fig. 2(c) is introduced.
IV. NUMERICAL RESULTS AND DISCUSSIONS
To illustrate and compare the efficiency and accuracy of the aforementioned approaches, several numerical examples for surface fields due to both magnetic and electric sources are obtained using two different numerical approaches and compared with the eigenfunction solution. The eigenfunction solution for the surface fields due to the magnetic source is given in [1] , and the solution due to the electric source is the dual of the magnetic source case. GHz on the aforementioned cylinder (with a radius 5 and a normalized surface impedance ) for a fixed azimuthal angle . The Fock-type integrals in the Green's function representations are evaluated by i) Cauchy's residue theorem (residue series approach) and ii) numerical integration approach by setting to . Note that because the cylinder is electrically large , it is enough to retain the term [1] , which corresponds to the primary rays propagating around the cylinder. Therefore, in all numerical examples presented, only the leading term is retained.
Components of the Green's function representation due to a magnetic source (i.e., ) obtained by these approaches are plotted in Figs. 4-6 . Both approaches yield a very good agreement when compared with the eigenfunction solution given in [1] as illustrated in Figs. 4-6. It should be noted, however, that the numerical integration has several advantages over the residue series approach. First, it is more efficient in terms of computational time, as shown in Table I . Secondly, locating the poles requires a difficult and a complex procedure. One can easily miss a pole, and/or pole search algorithms may need to be modified for some geometries and physical parameters. Finally, a finite number of poles are taken into consideration in residue series approach, whereas all poles are included during the numerical integration.
Also, for the same geometry considered above, various components of Green's function representations due to an electric proaches are in very good agreement with the eigenfunction solution. However, similar to the magnetic source case, computation of surface fields using the numerical integration approach requires less CPU time as shown in Table I .
It should be noted that the developed UTD-based asymptotic Green's function representations (i.e., the surface fields) are derived for large separations between the source and field points. Therefore, the results are expected to be accurate for large separations. However, results obtained in this paper using the two approaches are accurate even for relatively small separations (though we do not expect them to be accurate near the source). Small disagreements between the eigenfunction solution and the two approaches are due to the convergence problem of the eigenfunction solution, which is expected especially for large separations and clearly seen in all numerical results. On the other hand, the eigenfunction solution for the component is the most slowly convergent component, and such a slow convergence affects its agreement with the asymptotic solutions starting from approximately 0.5 . 
V. CONCLUSION
An alternative numerical approach is presented for the evaluation of UTD-based asymptotic solution for the nonparaxial surface fields excited by a magnetic or an electric source located on the surface of an electrically large circular cylinder with an IBC. This alternative approach is based on performing a numerical integration for the Fock-type integrals on a deformed path, which is the major burden in the evaluation of the UTD solution. The accuracy and efficiency of this approach is compared with the previously developed one presented in [1] , which is based on invoking the Cauchy's residue theorem by finding the pole singularities numerically. Both approaches yield accurate results as they are compared with the eigenfunction solution in [1] . However, performing a numerical integration on the deformed path has several advantages over the residue series approach, such as having an easier formulation and less computational time. Having these advantages makes numerical integration approach more appealing than residue series approach for the evaluation of the UTD-based asymptotic solution for the surface fields excited on an electrically large circular cylinder with an IBC.
