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Cells receive signaling molecules by receptors and relay information via sensory networks so that
they can respond properly depending on the type of signal. Recent studies have shown that cells can
extract multi-dimensional information from dynamical concentration patterns of signaling molecules.
We herein study how biochemical systems can process multi-dimensional information embedded in
dynamical patterns. We model the decoding networks by linear response functions, and optimize
the functions with the calculus of variations to maximize the mutual information between patterns
and output. We find that, when the noise intensity is lower, decoders with different linear response
functions, i.e., distinct decoders, can extract much information. However, when the noise intensity is
higher, distinct decoders do not provide the maximum amount of information. This indicates that,
when transmitting information by dynamical patterns, embedding information in multiple patterns
is not optimal when the noise intensity is very large. Furthermore, we explore the biochemical
implementations of these decoders using control theory and demonstrate that these decoders can be
implemented biochemically through the modification of cascade-type networks, which are prevalent
in actual signaling pathways.
I. INTRODUCTION
Cells receive signals by receptors and subsequently pro-
cess the obtained information through biochemical net-
works so that they can respond properly. In addition
to static information, such as the concentration or iden-
tity of signaling molecules, recent experimental evidence
shows that cells can process dynamical patterns [1, 2].
Specifically, it was reported that biochemical networks
can filter dynamical signals in order to counteract noise
or for prediction [3–5]. Because one-dimensional static
signals can be specified by a single variable (e.g., the
concentration), they provide only one-dimensional infor-
mation. On the other hand, one-dimensional dynamical
signals require multi-dimensional information to specify
their shape, and hence they are multi-dimensional. The
extraction of the dynamical patterns lets cells learn more
about the environment. For multicellular organisms, dy-
namical patterns are used for inter-cellular communica-
tion. A biophysical example of inter-cellular informa-
tion transmission using dynamic patterns is insulin [2].
Based on experiments, it has been reported that multi-
ple messages are embedded in dynamical patterns and
that each specific pattern is selectively decoded by their
downstream molecular networks [6–8]. One notable ad-
vantage of using dynamical patterns for communications
over static patterns is considered to be the ability to en-
code more information into a common molecular species
[9]. Although cellular dynamical information processing
has attracted much attention [3–17], very little attention
has been paid to the multi-dimensional aspects of the
information processing of dynamical patterns [9, 18, 19].
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Here, we study how biochemical systems can optimally
extract multi-dimensional information from dynamical
patterns. Considering the deterministic limit of decoders
(vanishing intrinsic noise limit), we can describe their re-
sponse by linear response functions (Fig. 1(a)). For dy-
namical signals with two basis functions and two types of
decoders, we obtain an optimal linear response function
through the calculus of variations in order to maximize
mutual information between dynamical patterns and out-
put. We find that decoders with different linear response
functions (distinct decoders) can achieve optimal extrac-
tion of the information from dynamical patterns. How-
ever, when the noise intensity is excessively high, the use
of decoders with the same linear response function (iden-
tical decoders) can extract more information than the
use of distinct decoders. Using control theory, we also
show that these optimal decoders can be implemented
biochemically by a cascade-type linear signaling network
with additional feedforward and feedback loops, which
are prevalent in actual signaling pathways.
II. MODELS
We consider a biochemical sensory system that reads
out extracellular dynamical patterns by receptors, subse-
quently processes the signal via decoding networks, and
finally reports the result as the concentration of output
molecular species [Fig. 1(b)]. We assume that there exist
N decoding systems, each of which consists of receptors
and a subsequent decoding network [N = 2 for Fig. 1(b)].
In order to quantify the amount of transmitted informa-
tion, we need to define the probability density on dynam-
ical patterns. As each dynamical pattern has infinite di-
mensions, the definition of their probability density func-
tion is not trivial. We model a dynamical pattern w(t)
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FIG. 1: (a) Relation between input u(t) and output x(t) in
a linear system through linear response function h(t). (b)
Decoding of dynamical patterns by two decoding systems.
Input signal w(t) is received by N types of receptors, and the
signal is processed by subsequent internal molecular decoders
(N = 2 in this figure). The linear response function of the
ith decoder is given by hi(t). Each decoder outputs results by
xi(T ). (c) Dynamical pattern w(t) as a sum of basis functions
ηj(t) at intensities vj .
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FIG. 2: Basis sets for the M = 2 case [solid and dashed
lines denote η1(t) and η2(t), respectively]. (a) Slow and fast
patterns (basis set A). (b) Constant and oscillation patterns
(basis set B).
by a sum of basis functions after Ref. [20]:
w(t) =
M∑
j=1
vjηj(t), (1)
where M is the number of basis functions, η(t) =
[η1(t), ..., ηM (t)] are basis functions, and v = [v1, ..., vM ]
are their coefficients, which are referred to as intensities.
Figure 1(c) describes the model, where a dynamical pat-
tern w(t) is composed of two basis functions, η1(t) and
η2(t). The basis functions need not be orthogonal. How-
ever, except for a particular case of Idup considered later
herein, the basis functions should be linearly indepen-
dent. We define probability density P (v) on v, which
are used to define the probability density of the dynami-
cal patterns. Although Eq. (1) is introduced to incorpo-
rate the probability density on dynamical patterns, the
basis functions ηj(t) and their number M have direct bi-
ological interpretations for some intercellular communi-
cation. Cells can decode multiplexed dynamical patterns
[1, 2, 6, 8, 13, 15], where the patterns can be broadly
classified into two basic dynamics, fast pulsatile and slow
transient patterns. Cells can read out amplitude infor-
mation embedded in the two patterns. In this example,
the number of basis functions is M = 2, and η1(t) and
η2(t) correspond to the fast and slow patterns.
We assume that ηj(t) is in a steady state for t < 0,
where we define ηj(t) = 0 for the steady state concentra-
tion (and hence w(t) = 0 for t < 0), and w(t) starts to
change at time t = 0. Due to stochasticity, accompanied
by, e.g., stochastic receptor-ligand binding, each decoder
reads out a degraded pattern ui(t):
ui(t) = w(t) + ξi(t),
where ξi(t) is the input noise of the ith type of receptors,
defined by 〈ξi(t)〉 = 0, and 〈ξi(t)ξi′ (t′)〉 = 2Diδii′δ(t−t′),
where Di is the noise intensity. The noise intensity Di
depends primarily on the number of ith-type receptors
and the dissociation constant of the binding-unbinding
reaction [21]. Moreover the dissociation constant has a
temperature dependence via the van’t Hoff equation.
Next, we model the dynamics of the decoders. Let
xi(t) be the output concentration of the ith decoder at
time t, and, for t < 0, we define xi(0) = 0. Note that
w(t) and xi(t) are concentrations relative to steady state
and so can take negative values. In order to make an-
alytic calculation possible, we consider a deterministic
limit of decoders [5, 22]. Decoders consist of biochem-
ical reactions subject to intrinsic noise, the concentra-
tion dynamics of which can be described by stochastic
processes. If we consider an infinitely large number of
molecules while keeping the concentration constant, in-
trinsic noise vanishes and the stochastic processes reduce
to deterministic differential equations, which is referred
to as the deterministic limit. We assume that decoders
output results after a finite time t = T (for simplicity,
we set the same time interval for each decoder), and so
3x(T ) = [x1(T ), ..., xN (T )] contain information on the dy-
namical pattern. Suppose that the ith decoder is the
single-layer linear decoder (linear birth-death process)
given by
z˙i(t) = −θizi + ui(t), (2)
where zi(t) is the concentration of molecular species in
the ith decoder, and θi is the degradation rate. In this de-
coder, zi(t) directly reports the result, i.e., xi(T ) = zi(T ).
A similar model was proposed for decoding calcium oscil-
lation [23]. Because of the linearity of Eq. (2), the output
at time t is given by a convolution integral:
xi(t) =
ˆ t
0
hi(t− t′)ui(t′)dt′, (3)
where hi(t) is the linear response function. For this
single-layer and linear case, hi(t) = e
−θit. Biochemical
decoders are often composed of multiple layers, which can
yield complex linear response functions hi(t) [cf. Eq. (13)]
[4, 5, 22]. For arbitrary linear response functions, the av-
erage at t = T is µxi = 〈xi(T )〉 =
´ T
0
hi(T − t′)w(t′)dt′,
and the variance is σ2xi = 2Di
´ T
0
hi(t
′)2dt′ [20] (see Ap-
pendix A). Although we used x(T ) as the output of the
decoders in the present model, based on Eq. (3), x(T )
can also be regarded as the (weighted) time integration
of some intermediate concentration.
Let xTi = xi(T ), which is output of the ith decoder at
time t = T . The amount of information contained in the
output xT = [xT1 , x
T
2 , ..., x
T
N ] is quantified by the mutual
information
I[xT ;v] =
ˆ
dxT
ˆ
dv P (xT |v)P (v) ln
[
P (xT |v)
P (xT )
]
.
(4)
Here, P (xT |v) is the probability density of xT given v,
and P (v) is the probability density on v = [v1, .., vM ].
Equation (4) is the quantity defined between x at time
t = T and v. We assume independent probability densi-
ties for vj , P (v) =
∏M
j=1 P (vj), where P (vj) is the Gaus-
sian distribution with mean 0 and variance σ2vj . Although
we assumed independence for vj , we can eliminate this
assumption when v is distributed according to a mul-
tivariate Gaussian distribution. If v has a multivariate
Gaussian distribution, we can apply a linear transform to
redefine basis functions η(t) so that elements of v become
uncorrelated with each other (see Appendix B). Since un-
correlated Gaussian random variables are independent,
we can always make the independence assumption for v.
We wish to find optimal decoders which maximally ex-
tract information from dynamical patterns. Instead of
exploring all possible candidate structures, we optimize
a set of linear response functions h(t) = [h1(t), ..., hN (t)]
with the calculus of variations. Thus we obtain a desir-
able biochemical system through an optimization prob-
lem with an identifiable objective function [24–26].
Taking into account biological situations, we con-
sider the following three optimization problems (itali-
cized words in parentheses are abbreviations): (i) max-
imization of I[xT ;v] (full decoder), (ii) maximization of
I[xT ;v] with P (xT ) =
∏
i P (x
T
i ) (decorrelating decoder),
and (iii) maximization of I[xT ;v] with single-layer linear
decoders (SLL decoder). For (i), decoders obtained by
full maximization provide an upper bound on the mu-
tual information between dynamical patterns and out-
put. When cells want to extract as much information as
possible, this maximization is suitable. For (ii), P (xT ) =∏
i P (x
T
i ) can be easily incorporated into the maximiza-
tion if N = M , which is assumed here. As the input
noises ξ(t) = [ξ1(t), ..., ξN (t)] affect each receptor inde-
pendently (Fig. 1(b)), we have P (xT |v) =∏Ni=1 P (xTi |v).
Combining these relations, we arrive at
P (xT ) =
ˆ
dv P (xT |v)P (v),
=
ˆ
dv
N∏
i=1
P (xTi |v)
N(=M)∏
j=1
P (vj).
If each P (xTi |v) disjointly depends on only one vi [i.e.,
P (xTi |v) = P (xTi |vi)], we can show that P (xT ) =∏
i P (x
T
i ). This is similar to a decorrelator in digital com-
munication, which decorrelates multiplexed signals (see
Appendix C). For this case, vi can be obtained by mea-
suring only one xi(T ), i.e., I[x
T ;v] =
∑N
i=1 I[x
T
i ; vi]. For
(iii), we fix the linear response function to hi(t) = e
−θit,
which corresponds to the abovementioned single-layer
linear (SLL) decoder. We optimize all θi numerically
with simulated annealing to maximize I[xT ;v].
For arbitrary N andM (both N =M and N 6=M are
allowed), we obtain the optimal linear response functions
as follows (see Appendix C):
hi(t) = − 1
4ΛiDi
M∑
j=1
λijηj(T − t), (5)
where λij and Λi are Lagrange multipliers (real values),
and these values depend on the type of decoders (full or
decorrelating). When observing the dynamical pattern
composed of a single basis function (M = 1) with a sin-
gle decoder (N = 1), the optimal linear response function
is h1(t) ∝ η1(T−t), which is known as the matched filter.
From Eq. (5), the optimal linear response function that
maximizes the mutual information is given by the sum-
mation of matched filters. Although the matched filter
is known to be optimal for M = N = 1, the optimality
of Eq. (5) for maximization of the mutual information is
not trivial.
III. RESULTS
A. Mutual information
We construct concrete optimal linear response func-
tions for a system with N = M = 2. In actual inter-
cellular communication, as far as known, the degree of
4multiplexing is very small. Moreover, obtaining opti-
mal linear response functions becomes more difficult as
N or M increases. Therefore, we select N = M = 2 as
the minimal model for the multi-dimensional information
processing. For the basis functions ηj(t), we consider the
two basis sets shown in Figs. 2(a) and (b). The two basis
sets A and B are defined by
SetA

η1(t) =
√
2
3 (1 − cos(2pit)),
η2(t) =
2√
3
Θ
(
1
2 − t
)
(1− cos(4pit)),
(6)
and
SetB
{
η1(t) = 1,
η2(t) =
√
2
3 (1 − cos(4pit)).
(7)
Basis set A comprises slow and fast patterns (Fig. 2(a)),
where Θ(t) is a step function; and basis set B com-
prises constant and oscillation patterns (Fig. 2(b)). All
of the basis functions are normalized so that ψ11 = 1 and
ψ22 = 1, where ψjj′ is the correlation matrix defined by
ψjj′ =
´ T
0
ηj(t)ηj′ (t)dt. Regarding T , it is reasonable to
choose T as the largest duration time among ηj(t). If T is
shorter than the largest time, decoders cannot use all of
the information contained in w(t). Conversely, even if T
is longer than the largest time, decoders cannot extract
more information from w(t). Therefore, we use T = 1 for
both of the basis sets.
Let I full, Idecor, and Isll be the mutual information
I[xT ;v] of the full, decorrelating, and SLL decoders, re-
spectively. I full, Idecor, and Isll are obtained by optimiz-
ing the linear response functions. As explained above, the
mutual information quantities assume a model in which
information is embedded in two linearly independent ba-
sis functions, is transmitted through a common channel,
and is decoded by two decoders (Fig. 3(a)). We cannot
obtain closed-form solutions for I full and Isll for arbitrary
noise intensity, so we calculate the solutions numerically
(see Appendix C). For sufficiently small D1 and D2, I
full
is approximated by
I full ≃ 1
2
ln
(
σ2v1σ
2
v2
(
ψ11ψ22 − ψ212
)
4D1D2
)
. (8)
When η1(t) and η2(t) are linearly independent, we have
ψ11ψ22 > ψ
2
12. I
decor can be calculated in closed form
for arbitrary noise intensity (see Appendix C). For suffi-
ciently small D1 and D2, I
decor is approximated by
Idecor ≃ 1
2
ln
(
σ2v1σ
2
v2
(
ψ11ψ22 − ψ212
)2
4D1D2ψ11ψ22
)
. (9)
For comparison, we consider the mutual information
Idual which corresponds to a model where information
embedded in two basis functions is transmitted through
two designated channels and is decoded by two desig-
nated decoders (Fig. 3(b)). Applying the calculus of vari-
ations, Idual is represented by
Idual = I[xT1 ; v1] + I[x
T
2 ; v2],
=
1
2
ln
(
1 +
σ2v1ψ11
2D1
)
+
1
2
ln
(
1 +
σ2v2ψ22
2D2
)
. (10)
Note that Idual does not have biological relevance but is
introduced merely as a theoretical reference point. From
Eqs. (8) and (10), when D1 and D2 are sufficiently small,
the following relation holds:
I full ≤ Idual, (11)
where it holds with equality when the correlation between
the two basis functions is zero (i.e., ψ12 = 0).
Figures 4(a) and (b) show I full, Idecor, Isll, and Idual
(solid, dashed, dotted, and dot-dashed lines, respec-
tively) as functions of the noise intensity D (= D1 = D2)
for basis sets A and B, respectively. Parameter details
are shown in the caption of Fig. 4. In Figs. 4(a) and (b),
we see that I full and Idecor yield higher values than Isll for
a lower noise intensity D, especially in Fig. 4(a), which
indicates that optimal linear response functions extract
information more efficiently than SLL decoders. The in-
sets in Figs. 4(a) and (b) highlight Idual− I full as a func-
tion of D. Interestingly, for large noise intensity D, the
two mutual information quantities I full and Idual obey
I full > Idual, which is the opposite relation to Eq. (11)
(Eq. (11) is satisfied for sufficiently small D). This rela-
tion is nontrivial because the use of designated channels,
which corresponds to Idual, is expected to provide higher
information transmission, as shown by Eq. (11).
In order to investigate the cause of this opposite rela-
tion between I full and Idual with respect to D, we exam-
ine the optimal response functions, which are shown in
Fig. 5. Figures 5(a) and (b) show linear response func-
tions h1(t) (solid line) and h2(t) (dashed line) for the
full decoder with basis set A for different noise intensi-
ties (D = 0.1 and 1.0, respectively) while keeping the
other parameters unchanged (details are shown in the
caption of Fig. 5). Note that for D < 0.1, the shapes of
the optimal linear response functions are similar to that
of D = 0.1, and for D > 1.0, the shapes are similar to
that of D = 1.0. In Fig. 5(c), we also show the opti-
mal linear response functions h1(t) (solid line) and h2(t)
(dashed line) for the decorrelating decoder. In this case,
there is no major difference when noise intensityD is var-
ied. We can see that for D = 0.1 (Fig. 5(a)), the linear
response function of the full decoder is similar to that
of the decorrelating decoder of Fig. 5(c), indicating that
the decorrelation can provide near-optimal efficiency for
the weak-noise case. In Fig. 5(a), hi(t) indicated by solid
and dashed lines mainly decode information embedded in
slow and fast patterns, respectively. When we increase
D in the fully optimal case, the two linear response func-
tions coalesce to a single function (the critical points are
D ≃ 0.83 for basis set A and D ≃ 0.20 for basis set
5(a)
(b)
(c)
FIG. 3: Information transmission model assumed in different
mutual information. (a) Information is embedded in two dis-
tinct basis functions, transmitted through one common chan-
nel, and decoded by two decoders. (b) Information is embed-
ded in two distinct basis functions, transmitted through two
designated channels, and decoded by two decoders. (c) Infor-
mation is embedded in two identical basis functions, trans-
mitted through one channel, and decoded by two identical
decoders. In (a)–(c), ⊕ and ⊗ denote addition and multipli-
cation operations, respectively.
B). This result indicates that, when the noise intensity is
very strong, decoding information with two distinct de-
coders is inefficient but decoding with identical decoders
is relatively efficient. Therefore, in the region in which
I full and Idual obey Idual < I full, a qualitative change in
the linear response functions occurred.
In order to explain this change in great detail, we intro-
duce another mutual information quantity Idup, which
assumes a model similar to that shown in Fig. 3(a)
but uses the same function for the two basis functions
(η1(t) = η2(t)) and the same linear response function for
the two decoders (h1(t) = h2(t)), as shown in Fig. 3(c).
We also set D1 = D2 = D and σ
2
v1
= σ2v2 = σ
2
v . Optimiz-
ing the linear response functions, Idup is given by (see
Appendix C)
Idup =
1
2
ln
(
1 +
2σ2vψ
D
)
, (12)
where ψ = ψ11 = ψ22. Figure 4(c) shows I
dual and Idup
as functions of D, and we observe that Idual > Idup for
weaker noise intensity, while Idup > Idual for larger noise
intensity. This indicates that when the noise intensity
is excessively large, multi-dimensional information trans-
mission becomes inefficient. Transmitting information by
embedding information into two identical basis functions
and decoding using two identical decoders becomes more
efficient.
B. Biochemical implementation
We next explore a biochemical implementation of the
optimal decoders. We attempt to implement a decoding
network corresponding to hi(t) withKi molecular species
(Ki is determined by the degree of the transfer function;
see below). Linearizing around the steady state, we de-
scribe their dynamics by the following linear model:
z˙i(t) = Aizi(t) + biui(t). (13)
where zi(t) = [zi1(t), ...., ziKi(t)]
⊤, zik(t) is the relative
concentration of the kth molecular species in the ith de-
coder, Ai is a Ki×Ki matrix, and bi is a Ki-dimensional
column vector. The output of Eq. (13) is ziKi(t) and
hence xi(T ) = ziKi(T ) (the last molecular species re-
ports the result). Independent of the type of maximiza-
tion (the full or decorrelating decoders), from Eq. (5),
Laplace transform yields
h˜i(s) = − 1
4ΛiDi
M∑
j=1
λij η˜j(s), (14)
where h˜i(s) = L[hi(t)] (the transfer function) and
η˜j(s) = L[η˜j(T − t)] with L being the Laplace trans-
form. We want to identify Ai and bi which yield the
desired transfer functions h˜i(s). This problem is known
as the realization problem in control theory [27]. Let the
transfer function be a rational polynomial function of the
form
h˜i(s) =
∑Ki
k=1 βiks
Ki−k
sKi +
∑Ki
k=1 αiks
Ki−k
, (15)
where βik and αik are real values, and the degree of the
denominator is larger than that of the nominator (this
condition is called strictly proper). From control theory,
one possible realization of this transfer function is (see
Appendix D)
Ai =


0 0 0 · · · −αiKi
1 0 0 · · · −αi,Ki−1
0 1 0 · · · −αi,Ki−2
...
...
...
. . .
...
0 0 0 1 −αi1

 , bi =


βiKi
βi,Ki−1
βi,Ki−2
...
βi1

 .
(16)
Off-diagonal ones in Eq. (16) imply that zik depends on
zi,k−1 (k = 2, 3, ...,Ki), which corresponds to a cascade
topology. When the transfer function is strictly proper,
its corresponding linear systems can be implemented by
a cascade network with additional feedback and feed-
forward loops. As is well known, the cascade topology
is prevalent in actual signaling networks and additional
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FIG. 4: (a) and (b) Mutual information as a function of noise intensity D by basis set; (a) basis set A [Fig. 2(a)] and (b)
basis set B [Fig. 2(b)]. Solid, dashed, dotted, and dot-dashed lines denote I full, Idecor, Isll, and Idual, respectively. In (a) and
(b), the insets highlight Idual − I full as a function of D. (c) Mutual information quantities Idual (solid line) and Idup (dashed
line) as functions of D. Note that Idual and Idup do not depend on the basis set. In all panels, parameters are T = 1 and
σ2v1 = σ
2
v2
= 1.
0 0.2 0.4 0.6 0.8 1
-2
0
2
4
6
0 0.2 0.4 0.6 0.8 1
0
1
0 0.2 0.4 0.6 0.8 1
-4
-2
0
2
4
6
(a) (b) (c)
FIG. 5: (a) and (b) Optimal linear response function hi(t) of the full decoder with basis set A for different noise intensities;
(a) D = 0.1 and (b) D = 1.0, where all other parameters are the same. (c) Optimal linear response function hi(t) of the
decorrelating decoder with D = 0.1. In all panels, the solid and dashed lines denote h1(t) and h2(t), respectively. For all hi(t)
shown, the functionsthat are horizontally symmetric with respect to hi = 0 are also optimal solutions. We set σ
2
x1
= σ2x2 = 1,
and these parameters affect only the magnitude of the functions. The other parameters are identical to those in Fig. 4.
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FIG. 6: (a) Molecular realization of h1(t) in Fig. 5(a), and (b) its linear response function. In (a), arrows and bar-headed
arrows denote activation and inhibition, respectively. In (b), the dashed line is the linear response function of the realization
network and the solid line is the target optimal linear response function shown in Fig. 5(a). (c) Molecular realization of h2(t)
in Fig. 5(a) and (d) its linear response function. (e) Reduced molecular realization for the full network shown in Fig. 6(a) and
(f) its linear response function. In (c)–(f), the meanings of the arrows and lines are the same as in (a) and (b).
7feedback and feedforward loops exists in the networks,
implying that it is possible to implement optimal de-
coders biochemically.
As an example, we construct biochemical implemen-
tations for the decoders of the basis set A with D =
0.1 (Fig. 5(a)). We show the biochemical networks in
Figs. 6(a) and (c), which are realizations of h1(t) and
h2(t) in Fig. 5(a), respectively. Figures 6(b) and (d) show
linear response functions of the networks in Figs. 6(a)
and (c), respectively. The realization networks are cre-
ated by applying the Fourier series expansion to ηj(t) and
calculating their Laplace transform (see Appendix D). In
Figs. 6(a) and (c), when matrix elements of Ai and bi
are positive or negative, we display their relation by acti-
vation (arrow) or inhibition (bar-headed arrow), respec-
tively. In Figs. 6(b) and (d), we can see that the linear re-
sponse functions of the molecular networks (dashed line)
are indistinguishable from the target optimal linear re-
sponse function hi(t) (solid line). This indicates that the
biochemical networks which maximally exploit informa-
tion from dynamical patterns can be implemented. The
network in Fig. 6(c) decodes the fast pattern, while that
in Fig. 6(a) decodes the slow pattern. The main differ-
ence between these two networks is that the latter has
an incoherent feed-forward loop (iFFL) [28, 29], while
the former does not. Reference [7] indicated that, when
decoding temporal insulin patterns, a decoding network
having an iFFL is responsive against a fast pulsatile pat-
tern, while it does not respond to a slow ramp pattern.
Because transfer functions h˜1(s) and h˜2(s) are sums of
η˜1(s) and η˜2(s) with different weighting, they are rational
polynomial functions with the same denominator unless
they can be reduced. If h˜1(s) and h˜2(s) have the same de-
nominator, A1 and A2 of these realizations become iden-
tical (cf. Eqs. (15) and (16)) and this is a reason why the
realization networks of Figs. 6(a) and (c) have the same
feedback structure from the output. Both of the imple-
mentations have 7 nodes (i.e., K1 = K2 = 7). However,
we note that the molecular networks can be minimized
without losing much of their response. Specifically, we
construct a reduced realization network for the full net-
work shown in Fig. 6(a). Figures 6(e) and (f) show the
reduced network, which consists of 3 nodes (K1 = 3),
and its corresponding linear response function, respec-
tively. The meanings of the arrows in Fig. 6(e) and the
lines in Fig. 6(f) are identical to those in Figs. 6(a) and
(b), respectively. From Fig. 6(f), we see that the response
of the reduced realization network (dashed line) is simi-
lar to that of the optimal realization network (solid line).
Although the number of nodes in the reduced network
(Fig. 6(e)) is smaller than in the corresponding full net-
work (Fig. 6(a)), the basic structures are similar: there
are positive feedforward loops from the input and nega-
tive feedback loops from the output, and there is no iFFL
(see Appendix D). We constructed this reduced network
heuristically based on the balanced truncation in control
theory. It is worthwhile to develop a systematic reduc-
tion procedure, which would lead to feasible biochemical
implementations.
IV. CONCLUDING REMARKS
In this manuscript, we considered the optimal decoding
of dynamical patterns through maximization of mutual
information between input and output. We found that
when the noise intensity is relatively low, the distinct
decoders can extract much information, as expected. On
the other hand, when the noise intensity is very high, dis-
tinct decoders cannot achieve the optimal extraction of
the information, while identical decoders can. Although
multiplexing is naturally considered to confer higher in-
formation transmission, our results show that this is not
necessarily true for the case in which receptors are sub-
ject to strong noise. Still, we note that when decoding in-
formation with the identical decoders, it is impossible to
demultiplex dynamical signals. Therefore, the decoders
can determine the intensity of v1 or v2 but cannot iden-
tify whether the intensity corresponds to v1 or v2. As
indicated by several experiments, cells use multiplexed
dynamical patterns to transmit information. If the pri-
mary goal of cellular sensory networks is transmitting
as much information as possible, our results can provide
insight into a possible range of the noise intensity. Fur-
thermore, we investigated the possibility of biochemical
implementation of the optimal decoders and found that
such optimal decoders can be implemented by a modifi-
cation of the cascade network.
Recently, extensive research has been conducted in or-
der to construct relations between thermodynamic cost
and mutual information [30], especially in biological con-
texts [31, 32]. In particular, Ref. [33] studied the ther-
modynamic cost of the mutual information between re-
ceptors and readouts using a Markov process. Our model
considers the deterministic limit and hence it ignores the
intrinsic thermal noise. When we incorporate the effect of
intrinsic noise, the mutual information between patterns
and output should be bounded above by some thermo-
dynamic cost. Exploration of this topic is left for future
research.
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Appendix A: Mean and variance of output
We calculate the mean and the variance of output of
the ith decoder as follows. As described in the main text,
we can express the output of the ith decoder by Eq. (3).
8The mean at time t = T is
µxi = 〈xi(T )〉 ,
=
ˆ T
0
hi(T − t′) 〈w(t′) + ξi(t′)〉 dt′,
=
ˆ T
0
hi(T − t′)w(t′)dt′,
=
M∑
j=1
vjqij , (A1)
where we define
qij =
ˆ T
0
hi(T − t′)ηj(t′)dt′. (A2)
Similarly, the variance at time t = T is given by
σ2xi =
〈
xi(T )
2
〉− 〈xi(T )〉2 ,
=
ˆ T
0
dt′
ˆ T
0
dt′′ hi(T − t′)hi(T − t′′) 〈ξi(t′)ξi(t′′)〉 ,
= 2Di
ˆ T
0
hi(t
′)2dt′. (A3)
Appendix B: Independence of v
We can make elements in v = [v1, ..., vM ] indepen-
dent of each other through a change of basis functions
η(t) = [η1(t), ..., ηM (t)]. We define a covariance matrix
C =
〈
v⊤v
〉
, the elements of which are
Cij = 〈vivj〉 =
ˆ
vivjP (vi, vj)dvidvj ,
where we assumed 〈vj〉 = 0. Because the covariance ma-
trix C is real symmetric, it can be diagonalized by an
orthogonal matrix Q:
D = Q⊤CQ,
where D is a diagonal matrix (diagonal elements are
eigenvalues of C). Considering a change of basis functions
η′(t)⊤ = Q⊤η(t)⊤, a new coefficient vector v′⊤ = Q⊤v⊤
has a diagonal covariance matrix:
〈
v′⊤v′
〉
=
〈
Q
⊤v⊤vQ
〉
= Q⊤CQ = D,
showing that elements in v′ are decorrelated. When v
obeys the multivariate Gaussian distribution, elements
in v′ are independent of each other. Note that we can-
not make arbitrary random variables independent of each
other by a change of basis functions.
Appendix C: Optimal linear response function
According to the Gaussian assumption of probability
density of xTi (xi at time t = T ), we have
P (xTi |v) =
1√
2piσ2xi
exp

−
(
xTi −
∑M
j=1 vjqij
)2
2σ2xi

 .
(C1)
As assumed in the main text, the probability distribution
of vj is given by
P (vj) =
1√
2piσ2vj
exp
(
− v
2
j
2σ2vj
)
. (C2)
The mutual information is defined by Eq. (4). For
N =M = 2 which is considered in the manuscript, with
Eqs. (C1) and (C2), the mutual information I[xT ;v] is
given by:
I[xT1 , x
T
2 ; v1, v2] =
1
2
ln
[
1 +
q211σ
2
v1
+ q212σ
2
v2
σ2x1
+
q221σ
2
v1
+ q222σ
2
v2
σ2x2
+
σ2v1σ
2
v2
(q11q22 − q12q21)2
σ2x1σ
2
x2
]
. (C3)
We calculate optimal linear response function hi(t)
which maximizes the mutual information I[xT ;v]. As
can be seen with Eq. (C3), the mutual information
I[xT ;v] is a function of q = [qij ]. Instead of directly
maximizing I[xT ;v], we consider a more tractable func-
tion M(q) which satisfies the following condition:
argmax
q
I[xT ;v] = argmax
q
M(q).
Then we consider the following performance index
R(q,h):
R(q,h) =M(q) +
∑
i,j
λij
(
qij −
ˆ T
0
hi(T − t)ηj(t)dt
)
+
∑
i
Λi
(
σ2xi − 2Di
ˆ T
0
hi(t)
2dt
)
, (C4)
where λij and Λi are the Lagrange multipliers. Note
that arguments of q in Eq. (C4) are scalars while h are
functions. Constraints corresponding to λij and Λi are
9derived from Eqs. (A2) and (A3), respectively. Because
I[xT ;v] is scale-invariant with respect to hi(t) and hence
σxi does not affect the mutual information, we set σxi as
constant (we set σxi = 1 for all i in the main text). The
total derivative of R(q,h) is written by
dR =
∑
i,j
∂M(q)
∂qij
dqij
+
∑
i,j
λij
(
dqij −
ˆ T
0
δhi(t)ηj(T − t)dt
)
+
∑
i
Λi
(
−4Di
ˆ T
0
hi(t)δhi(t)dt
)
,
=
∑
i,j
(
∂M(q)
∂qij
+ λij
)
dqij
+
∑
i
ˆ T
0
δhi(t)

−∑
j
λijηj(T − t)− 4DiΛihi(t)

 dt.
(C5)
Because, dR should vanish at a stationary point, we ob-
tain the following relations:
∂M(q)
∂qij
+ λij = 0, (C6)
−
∑
j
λijηj(T − t)− 4DiΛihi(t) = 0. (C7)
From Eq. (C7), we obtain
hi(t) = − 1
4ΛiDi
M∑
j=1
λijηj(T − t), (C8)
which is Eq. (5). Depending on the type of decoders (full
or decorrelating), λij and Λi are determined (see below).
Substituting Eq. (C8) into Eqs. (A2) and (A3), we have
qij = − 1
4ΛiDi
∑
k
λikψkj , (C9)
σ2xi =
1
8Λ2iDi
∑
j,k
λijλikψkj , (C10)
where [ψjj′ ] is a correlation matrix of the basis functions
ηj(t), defined by
ψjj′ =
ˆ T
0
ηj(t)ηj′ (t)dt.
Algebraic equations (C6), (C9), and (C10) are solved
with respect to q, λ, and Λ to obtain the maximum of
I[x;v].
1. Full decoder
According to Eq. (C3), we can use the following func-
tion for the full decoder:
M(q) = q
2
11σ
2
v1
+ q212σ
2
v2
σ2x1
+
q221σ
2
v1
+ q222σ
2
v2
σ2x2
+
σ2v1σ
2
v2
(q11q22 − q12q21)2
σ2x1σ
2
x2
, (C11)
Because it is difficult to obtain closed-form solutions for
Eqs. (C6), (C9), and (C10) along with Eq. (C11), we
numerically solve the equations.
When the noise intensity Di is sufficiently weak, we
find the following expression:
I full ≃ 1
2
ln
[
σ2v1σ
2
v2
(q11q22 − q12q21)2
σ2x1σ
2
x2
]
,
=
1
2
ln
[
σ2v1σ
2
v2
(
ψ11ψ22 − ψ212
)
4D1D2
]
,
which is Eq. (8) in the main text.
2. Decorrelating decoder
For N = M(= 2), which is considered in the
manuscript, decorrelation is easily implemented. The
output of the ith decoder at time t = T is denoted by xTi
and its probability density is P (xTi |v) (Eq. (C1)). The re-
lation can be represented by the Bayesian network shown
in Fig. 7(a). For this case, the output probability density
is not decorrelated, i.e., P (xT ) 6= ∏i P (xTi ) (note that
since P (xT ) is the Gaussian distribution, decorrelation
is equivalent to independence). When P (xTi |v) disjointly
depends on only one vj ∈ v as shown in Fig. 7(b), the
output probability density is decorrelated. This condi-
tion yields qij = 0 for i 6= j. We can use the following
function for the decorrelating decoder:
M(q) = q
2
11σ
2
v1
σ2x1
+
q222σ
2
v2
σ2x2
+
σ2v1σ
2
v2
q211q
2
22
σ2x1σ
2
x2
. (C12)
We obtain the mutual information as follows:
Idecor =
1
2
ln
[
1 +
(
ψ11ψ22 − ψ212
) (
2D1ψ22σ
2
v2
+ 2D2ψ11σ
2
v1
+
(
ψ22ψ11 − ψ212
)
σ2v1σ
2
v2
)
4D1D2ψ11ψ22
]
. (C13)
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FIG. 7: (a) and (b) Network representations of (a) P (xTi |v)
and (b) P (xTi |vi) for N =M . (c) Basis function η2(t) of basis
set A [Fig. 2(a)] (solid line) and its Fourier series approxima-
tion (dashed line).
When the noise intensity Di is sufficiently weak, the mu-
tual information reduces to Eq. (9).
3. Calculation of Idup
Because η1(t) = η2(t) = η(t) and h1(t) = h2(t) = h(t)
in Idup, qij and σ
2
xi
do not depend on i or j, where we
define qij = q and σ
2
xi
= σ2x, respectively. Therefore,
from Eq. (C3), the mutual information is
I[xT1 , x
T
2 ; v1, v2] =
1
2
ln
(
1 +
4σ2v
σ2x
q2
)
.
Because h(t) ∝ η(T − t) from Eq. (C8), we have q2 =
ψσ2x/(2D) and obtain Eq. (12).
Appendix D: Network realization of transfer
function
In the main text, we explore biochemical realization of
optimal linear response functions hi(t). We consider a
general K-dimensional linear system:
z˙(t) = Az(t) + bu(t), y(t) = cz(t), (D1)
where z(t) is a K-dimensional column vector, y(t) is an
output scalar variable, A is a K ×K matrix, b is a K-
dimensional column vector, and c is aK-dimensional row
vector. Here we dropped subscripts that identify the de-
coder number in order to simplify the notation (e.g., Ai
in the main text is simply expressed A here) because
we are describing a general theory. It is known that the
transfer function h˜(s) of the linear system of Eq. (D1) is
given by
h˜(s) = c(sI −A)−1b =
∞∑
i=0
1
si+1
cAib,
where I is the identity matrix. Since the transfer func-
tion depends only on cAib, the transfer function is in-
variant under coordinate transform z′ = T z, where T
is a regular matrix. According to the Faddeev method,
(sI −A)−1 can be calculated by the following formula:
(sI −A)−1 = F 1s
K−1 + · · ·+ FK−1s+ FK
sK + f1sK−1 + · · ·+ fK−1s+ fK , (D2)
where F i and fi are defined as follows:
F 1 = I, f1 = −trA, (D3)
F i = AF i−1 + fi−1I, fi = −1
i
tr(AF i). (D4)
We consider the following rational polynomial transfer
function:
h˜(s) =
β1s
K−1 + · · ·+ βK−1s+ βK
sK + α1sK−1 + · · ·+ αK−1s+ αK , (D5)
where αi and βi are real coefficients. One possible real-
ization of the transfer function of Eq. (D5) in the form
of Eq. (D1) is
A =


0 0 0 · · · −αK
1 0 0 · · · −αK−1
0 1 0 · · · −αK−2
...
...
...
. . .
...
0 0 0 1 −α1

 , b =


βK
βK−1
βK−2
...
β1

 , (D6)
and c = [ 0 0 · · · 0 1 ], which is known as the observer
canonical form. Because of c in Eq. (D6), the output is
given by the last variable y(t) = zK(t).
In the main text, we consider network realization for
basis set A, whose basis functions are given in Eq. (6).
Since the step function yields a transfer function that
does not fit into the form of Eq. (D5), we apply the
Fourier series expansion to η2(t) to obtain
η2(t) =
16 sin(2pit)
3
√
3pi
− 16 sin(6pit)
15
√
3pi
− cos(4pit)√
3
+
1√
3
.
In Fig. 7(c), we compare η2(t) of the exact function (solid
line) with the Fourier approximation (dashed line). The
Laplace transforms of ηj(T − t) are given by
η˜1(s) = L[η1(T − t)] =
√
2
3
1
s
−
√
2
3
s
s2 + 4pi2
,
η˜2(s) = L[η2(T − t)] = − s√
3 (s2 + 16pi2)
− 32
3
√
3 (s2 + 4pi2)
+
32
5
√
3 (s2 + 36pi2)
+
1√
3s
,
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where L is the Laplace transform operator. From Eq. (5),
the Laplace transform of optimal linear response function
hi(t) (i.e., the transfer function) is given by Eq. (14).
h˜i(s) of Eq. (14) fits into the form of Eq. (D5) since Λi
and λij are real values.
We next show explicit representations ofA and bwhich
are realizations of optimal linear response functions hi(t)
(h1(t) and h2(t) in Fig. 5(a)). We use Ai and bi to
represent A and b of the ith decoder:
A1 =


0.0 0.0 0.0 0.0 0.0 0.0 0.0
10.0 0.0 0.0 0.0 0.0 0.0 −22.15
0.0 10.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 10.0 0.0 0.0 0.0 −76.37
0.0 0.0 0.0 10.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 10.0 0.0 −55.27
0.0 0.0 0.0 0.0 0.0 10.0 0.0


,
(D7)
b1 =
[
3.78 1.50 2.32 1.13 0.35 0.11 0.0
]⊤
, (D8)
A2 =


0.0 0.0 0.0 0.0 0.0 0.0 0.0
10.0 0.0 0.0 0.0 0.0 0.0 −22.15
0.0 10.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 10.0 0.0 0.0 0.0 −76.37
0.0 0.0 0.0 10.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 10.0 0.0 −55.27
0.0 0.0 0.0 0.0 0.0 10.0 0.0


,
(D9)
b2 =
[
2.25 −7.80 7.93 −5.88 2.05 −0.60 0.0 ]⊤ .
(D10)
As denoted above, these realizations are not unique, as
any coordinate transformation yields the same transfer
function. Thus we applied some scaling matrix to adjust
excessively large values in Eqs. (D7)–(D10), which seem
to be biologically infeasible. We constructed a reduced
realization for the full network of Fig. 6(a). A′1 and b
′
1,
which are A and b of the reduced network, are given by
A′1 =

 0 0 01.0 0 −39.50
0 1.0 0

 , (D11)
b′1 =
[
67.40 2.52 0
⊤]
. (D12)
Network representations of Eqs. (D7)–(D12) are shown
in Figs. 6(a), (c), and (e) in the main text, where posi-
tive and negative elements in A and b are described by
activation (arrow) and inhibition (bar-headed arrow), re-
spectively.
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