org/cgi/content/full/42/3/489/DC1). An example of an empirical distribution of the spike-triggered SI is shown in Figure 1B . Using the SI and the spike-triggered SI, we can detect three features that distinguish the two hypotheses.
(1) Dimensionality of Spontaneous Maps In the single state hypothesis, the fluctuations of distant pixels in the spontaneous map are weakly correlated such that the set of patterns of spontaneous activity span a high-dimensional space. This high dimensionality should be reflected in a small SI. Additionally, the small correlation between the global measure SI and the activity of a single neuron should be reflected in a small bias in the spike-triggered SI. In contrast, in the multiple state hypothesis, the network wanders in a low-dimensional subspace of states, which resembles the set of evoked states. Consequently, the SI and the bias in the spike- of the statistical distribution of the SI depends on the particular structure of the low-dimensional attractor. In some neuronal systems, the evoked states code for temporal activity in cortex. According to the single state an angle variable (e.g., orientation of stimuli or head hypothesis, the spontaneous activity represents the dydirection) and therefore reside on a closed contour, imnamics of a single background state. The source of plying that the subset of such states is highly nonlinear. activation is local noise with approximately Gaussian Wandering among such states could generate highly statistics. This noise is subsequently filtered by the unnon-Gaussian statistics. derlying cortical connectivity and dynamics. According (3) Time Scale of Fluctuations to the multiple state hypothesis, the spontaneous activIn the single state hypothesis, the characteristic time ity can be described as noise-driven spontaneous scales of the SI fluctuations should reflect the basic time switching between different attractor states of the sysconstants of the synaptic currents, which are in the tem. Furthermore, the set of different attractors resemrange of tens of milliseconds. In the multiple state hybles the states that are generated by the relevant senpothesis, because the noise driving the system is assory stimuli. In the framework of this hypothesis, we sumed to be local, it produces very slow wandering assume that the attractor states of the system reside in within the manifold of states. This should imply time a low-dimensional continuous manifold. For example, scales of the SI fluctuations which are considerably in the context of V1, the putative attractor states include longer than the basic time constants of the synaptic curthe cortical states evoked by oriented gratings, which rents. can be parameterized by a single angle variable (Kenet In order to demonstrate the properties of the above et al., 2003). scenarios in cortical networks, the next section presents We seek low-dimensional statistics of the high-dimena simplified dynamic model of the spontaneous activity sional spontaneous activity that can differentiate the in V1. Depending on the parameter regime, this model single from the multiple state hypotheses. We are particis capable of generating the two statistical scenarios ularly interested in a statistic that measures the similarity discussed above. Using the model, we demonstrate between the spontaneous maps and an evoked map. which properties of the network architecture and dyFollowing Tsodyks et al. (1999), we use the similarity namics underlie the two scenarios. index (SI), which is the correlation coefficient between the spontaneous map and a map evoked by a drifting grating of a given orientation. An example of the distribu-A "Ring" Model of V1 In this study, we are interested in the large-scale struction of the SI obtained by Tsodyks et al. (1999) is shown in Figure 1A . Another way of characterizing the spontature of V1. Therefore, the basic component of the model is an orientation column located within a patch of cortex. neous activity is to quantify to what degree the activity of a single neuron is correlated with the global SI meaWe assume that in the absence of oriented stimuli the lateral geniculate nucleus (LGN) provides a stimulussure. This can be achieved by measuring the distribution of the SI triggered on the spikes of a single neuron. The independent feed-forward drive to each column in the form of Gaussian noise with mean T, variance n 2 , and bias of the spike-triggered SI, defined as the mean of this distribution normalized by the standard deviation a time constant . This noise is the source of excitation that gives rise to the ongoing spontaneous activity. Durof the SI distribution, is a measure of the correlation between the spiking of the neuron and the SI (see Equa- ing the presentation of a -oriented stimulus (e.g., a drifting grating), the stimulus-evoked input from the LGN where the POs are distributed uniformly in the network. In addition, we assume that the spontaneous LGN input
The set of all evoked maps delineates a circle within the is spatially white noise and that, as mentioned above, full N-dimensional space of optical images. This circle is the cortical interactions depend only on the POs of the confined to a subspace spanned by two basis vectors, interacting units. These assumptions imply that the only relevant architectural variable of a column is its PO . different regions denoted H, M, and I. The H region is a parameter regime where the network is in a single homogeneous state, corresponding to a flat profile in orientation space of the synaptic input h(,t) plus some local noise ( Figure 3B ). As is increased, the homogeneous state becomes unstable, and the network crosses over to the M region, which is termed the marginal phase (Ben Yishai et al., 1995). In this region, h(,t) has a noisy cosine-shaped profile in orientation space ( Figure 3C ). When the cortical gain is further increased beyond ϭ 2, the system crosses into the I region, which is a regime of instability, where the network undergoes runaway excitation and diverges.
In order to study the statistical structure of the spontaneous maps in the regimes of the model, we simulated the an instantaneous spontaneous state of the network to the orientation and direction attractors by the two similarity Spontaneous Maps in the M Regime In this regime, the multiple state hypothesis is borne out.
indices o and d , respectively. Simulating this model (in the parameter regime where the two attractor manifolds The noisy cosine-shaped profile of h(,t) is very similar to one of the evoked maps with a relatively small component exist) and calculating the time evolution of the corresponding SIs demonstrates that the system switches between within the orthogonal N Ϫ 2 dimensional space (red vector in Figure 2C ). The local noise in the LGN input causes the manifolds: during times in which one SI attains a large absolute value, the other is close to zero ( Figure 5B ). The location of the peak of this profile, denoted φ(t), to perform a slow random walk in orientation space, thereby distributreason one SI is small while the other is large is because the states in the direction attractor are orthogonal to the ing homogeneously in time over all orientations. This can be directly visualized by considering the highly nonorientation ones. The resulting distribution of o is thus trimodal ( Figure 5C) . If yet more features are encoded in Gaussian distribution of projections of the spontaneous maps onto the subspace of evoked maps ( Figure 4F ). This the network, the resulting distribution of the SI with a given feature will have essentially the same shape. However, distribution outlines the set of attractors in the dynamics, which is termed the "ring attractor" (Ben Yishai et al., the central peak will be larger as the network spends more time occupying states of the other features. 1995). The SI (t) is itself proportional to cos 2( Ϫ φ(t)), and so its distribution acquires the bimodality of the distri-
Combinatorial Representation of Multiple Features
In this scenario, a cortical state can simultaneously encode bution of the cosine of a uniformly distributed angle ( Figure  4G) . Furthermore, the distribution of the SI in this regime several features (Basole et al., 2003) , and all possible combinations of features are represented by a continuous multiis very broad and is independent of the number N of columns in the network. In addition, the bias in the distribudimensional attractor manifold. As before, we begin by considering only one feature, say spatial frequency, in tion of spike is substantial ( Figure 4H ). Finally, fluctuations of the SI are slow (Figure 4I the width of the distribution is very small. As is in-creased, N eff decreases, since it scales roughly as N eff ϰ input to a whole column because it is the basic element in the model. However, these results would still hold if Area/ 2 , where Area is the total area of the system. By the input to a single neuron, rather than a whole column, analogy to the case of the independent columns, we were strengthened. expect that in the presence of these short-range correlaThe Multiple State M Regime tions will be on the order of 1/√N eff . Indeed, we find a The behavior of the network dynamics in the M regime linear increase of with for small values of . However, of the full model is similar to that of the M regime of the for larger values of , the fluctuating spatial patterns ring model, except that the time scale of wandering in the LGN input are only composed of low-frequency among states W depends on the spatial scale of the spatial modes. In contrast, the power spectrum of the LGN correlations. As we saw in the single state regime, evoked map has a band-pass structure due to the reguthe LGN input has the strongest correlation with the larity in the spatial layout of pinwheels (Muller et al., spatial structure of the evoked map when its spatial 2000). Therefore, the correlation between the maps descale is ‫002ف‬ m. It is therefore expected that input creases for large values of ( Figure 7A ). In summary, in from the LGN with this scale will be most efficient at the absence of cortical interactions, the distribution of driving the network from one orientation state to anthe SI attains a maximal width of ‫ف‬ 0.11, for the area other, leading to a minimal time scale W as a function of V1 that we are modeling, at the optimal spatial scale of . This is confirmed by network simulations ( (Figure 7I ), for a system whose size is 3 mm ϫ 3 mm. If the system were larger (e.g., the whole V1), the time scale could be many seconds long. In the combinatorial multiple feature scenario, which generalizes the ring model to a higher dimensional sphere, the 
The Shape of the Distribution of the SI
The empirical distribution of the SI is Gaussian-shaped ( Figure 1A ), which agrees with the predictions of the to the overrepresentation of ϭ 0. This anisotropy is subsequently reflected in the dependence of the width single state scenario with moderate cortical feedback ( Figures 4B and 7E) . In contrast, the multiple state ring of the distribution of the SI on the orientation of the evoked map used to calculate it ( Figure 8B ). As is attractor scenario predicts a bimodal distribution ( Figure  4G ). In the combinatorial multiple feature scenario, the increased into the two-state regime, the high gain amplifies the effect of the nonuniformity of the distribution of distribution becomes Gaussian-like as the number of encoded features is increased above five ( Figure 5H ). POs and generates a highly non-Gaussian SI distribution ( Figure 8C ).
In the Supplemental Data (http://www.neuron.org/cgi/ content/full/42/3/489/DC1), we show that the predicted shape of the distribution of the SI in the different scenarDiscussion ios is relatively insensitive to the measurement noise. We have shown that in the unary multiple features We have presented several network models of the largescale architecture and ongoing dynamics of V1. The scenario the statistics of the ongoing fluctuations resemble that of a "mixture density": at any given instance, idealized ring model exhibited two qualitatively different regimes of ongoing activity as a function of the effective the instantaneous map originates either from a manifold resembling orientation maps or from a manifold of states gain in the network: a single state regime, characterized by high-dimensional Gaussian-like fluctuations of synwhich code for other features that are uncorrelated with the orientation maps. This behavior results in an SI distriaptic activity around a single background state; and a multiple state regime, in which the system wanders bution with a pronounced non-Gaussian shape ( Figure  5C ). Another "mixture" scenario suggested by Kenet et between many attractor states that form a ring-shaped manifold. The ring attractor encodes a single feature, al. (2003) is that the system spends most of the time in a single background state but occasionally switches to namely, orientation. Next, we considered generalizations of the ring attractor to attractors that encode multione of multiple cortical states (perhaps due to nonstationarity in the cortical gain). We modeled this scenario ple visual features in either a unary or a combinatorial fashion (Basole et al., 2003) . Finally, the full 2D model, in the isotropic model by adding a global noise term to the dynamics that causes the network to alternate which included spatial correlations in the LGN input and spatial decay of cortical interactions, also exhibited both between the single state regime and the multiple state regime. The resulting distribution was trimodal, resemregimes when the distribution of the POs was uniform. We found however that even a slight nonuniformity in bling the one generated in the unary multiple feature scenario ( Figure 5C ). The narrow central peak is due distribution of spike and, furthermore, that this bias will decrease if ongoing maps of a larger size are used. to the time spent in the single state regime, and the remainder of the distribution is due to the time spent in the multiple state regime. In conclusion, the "mixture"
Nonuniformity Figure 4H) . Indeed, the bias in the empirical distribution is substantial ( Figure 1B) . However, this bias 489/DC1). In this work, we focused on the implication of the system's architecture and gain on the statistics also depends on the degree of orientation selectivity of the neuron used to calculate it. Thus, in the single state of the ongoing activity. Analyzing the statistics of the evoked activity requires further modeling assumptions of the 2D model, a neuron with a large modulation depth of response to oriented stimuli that also exhibits a high about the nature of the stimulus related inputs. This issue is addressed in the Supplemental Data. spontaneous rate can generate a bias comparable to the empirical one ( Figure 7H) . Indeed, in their work, TsoIn summary, we considered four scenarios for ongoing activity in V1: the single state, the ring attractor, the dyks et al. indicated that the spike-triggered distribution of the SI was calculated for neurons that both exhibited combinatorial multiple feature scenario, and the mixture scenario. Of these, only the single state scenario and a high spontaneous firing rate and were strongly selective to orientation (Tsodyks et al., 1999) LGN ) 2 ϭ 1 The strength of interaction between orientation columns located at points r → and r → Ј on the cortical surface is modeled as so that the total variance of the input into each column is preserved. is the length-scale of the correlations. We used periodic boundary J r In the network simulations, each column was assigned two angles: Kenet, A. Arieli, and A. Grinvald). The PO of each pixel was deterj and φ k . j is spaced equally between Ϫ90Њ and 90Њ of orientation mined by fitting a cosine to the modulation of its value across the (i.e., j ϭ Ϫj/n; j ϭ Ϫn/2 ϩ 1,…,n/2, where n ϭ√N is an integer). evoked maps. The angle map was coarse grained to contain 28 ϫ The angle φ k (between 0Њ and 180Њ), which represents spatial fre-28 pixels corresponding to a 3 mm ϫ 3 mm area of cortex. Strictly quency (Bressloff and Cowan, 
