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Jaringan syaraf tiruan (JST) atau Neural Network (NN) merupakan sistem 
pemroses informasi yang memiliki karakteristik mirip dengan jaringan syaraf 
biologi. JST terdiri atas neuron-neuron tersusun dalam lapisan dan mempunyai 
pola keterhubungan dalam dan antar lapisan yang disebut arsitektur jaringan. 
Model Feed Forward Neural Networks (FFNN) adalah model NN yang 
mempunyai arsitektur jaringan yang cukup sederhana dengan satu lapisan 
tersembunyi (hidden layer) dan dapat diterapkan untuk prediksi data time series. 
Pada umumnya, FFNN dilatih menggunakan algoritma Backpropagation untuk 
mendapatkan bobot-bobotnya. Backpropagation dapat bekerja dengan baik pada 
masalah pelatihan sederhana tetapi kinerjanya akan menurun dan terjebak dalam 
minimal lokal apabila diterapkan pada data yang mempunyai kompleksitas yang 
besar. Solusi untuk masalah tersebut adalah melatih FFNN menggunakan 
Algoritma Genetika (AG). AG adalah suatu algoritma pencarian yang berbasis 
pada mekanisme seleksi alam dan genetika untuk menentukan optimum global. 
Prediksi data time series menggunakan metode konvensional seperti 
Autoregressive Integrated Moving Average (ARIMA) dibatasi oleh adanya 
asumsi-asumsi. Adanya asumsi-asumsi yang harus dipenuhi dalam menggunakan 
model ARIMA menunjukan kelemahan model tersebut untuk digunakan sebagai 
alat prediksi terutama untuk data-data finansial seperti data harga saham yang 
mempunyai pola yang cenderung rumit. Kondisi inilah yang mendorong untuk 
mencoba menggunakan model FFNN dengan pelatihan Algoritma Genetika untuk 
prediksi data harga saham, namun yang menjadi masalah adalah bagaimana 
memahami cara kerja pelatihan FFNN menggunakan AG, penentuan kombinasi 
probabilitas crossover (𝑝𝑐), jumlah populasi, jumlah generasi, dan ukuran 
turnamen (k) pada AG untuk menghasilkan nilai prediksi yang mendekati nilai 
aktualnya. Salah satu pilihan yang mungkin adalah menggunakan teknik trial-end-
error dengan melakukan percobaan untuk beberapa kombinasi dari keempat 
parameter tersebut. Dari 64 kali hasil uji coba penerapan AG untuk melatih model 
FFNN pada data harga saham harian PT. XL Axiata Tbk diperoleh hasil prediksi 
yang cukup akurat yang ditunjukan oleh kedekatan target dengan output dengan 
probabilitas pindah silang (𝑝𝑐) 0.8, jumlah populasi 50, jumlah generasi 20000 
dan ukuran turnamen 4 menghasilkan RMSE pengujian sebesar 107.4769.  
 
Kata Kunci : prediksi data harga saham harian, jaringan syaraf tiruan, feed 







Artificial neural network (ANN) is an information processing system that has 
similar characteristics with biological neural networks. ANN consists of neurons 
arranged in layers and has a pattern of connectedness within and between the 
layers called the network architecture. Feed Forward Neural Networks model 
(FFNN) is the NN model that have a fairly simple network architecture with one 
hidden layer and can be applied for the prediction of time series data. In general, 
FFNN trained using Backpropagation algorithm to obtain weights. 
Backpropagation can work well on a simple training issue but performance will 
decrease and trapped in a local minimum when applied to data that have great 
complexity. The solution to this problem is to train FFNN using Genetic 
Algorithm (GA). GA is a search algorithm that is based on the mechanism of 
natural selection and genetics to determine the global optimum. Prediction of time 
series data using conventional methods such as Autoregressive Integrated Moving 
Average (ARIMA) is limited by the presence of assumptions. The existence of the 
assumptions that must be met in using the ARIMA model shows weaknesses of 
the model to be used as a predictive tool especially for financial data such as stock 
price data that tend to have complicated patterns. These conditions encourage to 
try to use the model training FFNN with Genetic Algorithm for prediction of 
stock price data, but the problem is how to understand the workings of FFNN 
training using the GA, the determination of the combination crossover probability 
(𝑝𝑐), the number of populations, the number of generations, and the tournament 
size (k) to produce predictive value which approaching actual value. One possible 
option is to use the technique of trial-end-error by experimenting for some 
combination of these four parameters. Of the 64 times application of the AG to 
train FFNN model to PT. XL Axiata’s daily stock price obtained results are 
sufficiently accurate predictions indicated by the proximity of the target to the 
output with the crossover probability (𝑝𝑐) 0.8, the number of populations 50, the 
number of generations 20000 and tournament size 4 produces the testing RMSE 
107.4769. 
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1.1 Latar Belakang 
Jaringan syaraf tiruan (JST) atau yang dikenal dengan istilah Neural 
Network (NN) merupakan sistem pemroses informasi yang memiliki karakteristik 
mirip dengan jaringan syaraf biologi. Simon Haykin (1994) menyatakan bahwa 
JST adalah sebuah mesin yang dirancang untuk memodelkan cara kerja otak 
manusia dalam mengerjakan fungsi atau tugas-tugas tertentu. JST terdiri atas 
sejumlah elemen pemroses informasi yang disebut neuron. Neuron-neuron 
tersusun dalam lapisan dan mempunyai pola keterhubungan dalam dan antar 
lapisan yang disebut arsitektur jaringan. Secara umum, arsitektur JST terdiri atas 
beberapa lapisan, yaitu lapisan masukan (input layer), lapisan tersembunyi 
(hidden layer), dan lapisan keluaran (output layer).  
Ada beberapa model NN diantaranya adalah General Regression Neural 
Network (GRNN), Kohonen Neural Network, Learning Vector Quantization 
(LVQ), dan Feed Forward Neural Networks (FFNN). Model Feed Forward 
Neural Networks (FFNN) adalah model NN yang mempunyai arsitektur jaringan 
yang cukup sederhana dengan satu lapisan tersembunyi (hidden layer) dan dapat 
diterapkan untuk prediksi data time series.  
Pada umumnya, FFNN dilatih menggunakan algoritma Backpropagation 





pelatihan menggunakan Backpropagation meliputi tiga tahap yaitu umpan maju 
(feedforward) dari pola input, perhitungan error dan penyesuaian bobot-bobot. 
Montana dan Davis (1993) telah menerangkan dalam penelitiannya bahwa 
Backpropagation dapat bekerja dengan baik pada masalah pelatihan sederhana 
tetapi kinerjanya akan menurun dan terjebak dalam minimal lokal apabila 
diterapkan pada data yang mempunyai kompleksitas yang besar. Solusi untuk 
masalah tersebut adalah melatih FFNN menggunakan Algoritma Genetika (AG). 
AG adalah salah satu metode pendekatan untuk menentukan optimum 
global yang didasarkan pada Teori Darwin yaitu salah satu algoritma pencarian 
yang bertujuan untuk menemukan solusi dari suatu masalah dengan membentuk 
sejumlah alternatif solusi yang disebut sebagai populasi. Dalam AG, terdapat 
empat parameter penting yang harus ditentukan oleh user agar AG menghasilkan 
solusi yang optimal. Parameter-parameter tersebut adalah probabilitas pindah 
silang (𝑝𝑐), jumlah populasi, jumlah generasi, dan ukuran turnamen (k).  
Penelitian sebelumnya oleh Yuliandar (2012) telah membuktikan bahwa AG 
dapat digunakan dengan baik untuk melatih model FFNN yang diterapkan pada 
data time series harian nilai tukar (kurs) Dolar Australia (AUD) terhadap rupiah. 
Prediksi data time series biasanya dilakukan dengan menggunakan metode 
konvensional seperti Autoregressive Integrated Moving Average (ARIMA). 
Metode ARIMA tersebut dikatakan konvensional karena kinerja model tersebut 
masih sangat dibatasi dengan adanya asumsi-asumsi seperti stasioneritas data, 
tidak ada autokorelasi residual, dan normalitas galat. Adanya asumsi-asumsi yang 





model tersebut untuk digunakan sebagai alat prediksi terutama untuk data-data 
finansial seperti data harga saham. 
Pada dasarnya kelemahan model ARIMA untuk prediksi data harga saham 
disebabkan oleh tidak sesuainya asumsi yang harus dipenuhi dengan karakteristik 
data saham yang mempunyai pola yang cenderung rumit.  
Berdasarkan asumsi-asumsi yang sekaligus yang sekaligus menjadi 
kelemahan dari model konvensional dan karakteristik harga saham, 
memperlihatkan bahwa model konvensional tampak tidak tepat untuk digunakan 
sebagai alat prediksi data harga saham. Kondisi inilah yang mendorong untuk 
mencoba menggunakan model FFNN dengan pelatihan AG untuk prediksi data 
harga saham, namun yang menjadi masalah adalah bagaimana memahami cara 
kerja pelatihan FFNN menggunakan AG, penentuan kombinasi probabilitas 
crossover (𝑝𝑐), jumlah populasi, jumlah generasi, dan ukuran turnamen (k) pada 
AG untuk menghasilkan nilai prediksi yang mendekati nilai aktualnya. Salah satu 
pilihan yang mungkin adalah menggunakan teknik trial-end-error dengan 
melakukan percobaan untuk beberapa kombinasi dari keempat parameter tersebut.  
Berdasarkan uraian latar belakang tersebut, maka dalam menyusun tugas 
akhir ini penulis mengangkat judul “Prediksi Data Harga Saham Harian 
Menggunakan Feed Forward Neural Network (FFNN) dengan Pelatihan 








1.2 Rumusan Masalah 
Dalam penulisan tugas akhir ini, permasalahan yang akan dibahas adalah 
sebagai berikut: 
1. Bagaimana cara kerja pelatihan FFNN menggunakan Algoritma 
Genetika untuk prediksi data harga saham harian PT. XL Axiata Tbk? 
2. Bagaimana cara mendapatkan kombinasi probabilitas pindah silang, 
jumlah populasi, jumlah generasi dan ukuran turnamen yang 
menghasilkan nilai prediksi yang mendekati nilai aktualnya? 
3. Bagaimana melakukan prediksi data harga saham harian PT. XL 
Axiata Tbk menggunakan Feed Forward Neural Network (FFNN) 
dengan pelatihan Algoritma Genetika (AG)? 
 
1.3       Batasan Masalah 
Batasan masalah dalam penulisan tugas akhir ini adalah sebagai berikut: 
1. Penggunaan Algoritma Genetika dengan skema pengkodean biner 
(binary encoding), seleksi kromosom orang tua dengan metode seleksi 
turnamen (tournament selection) disertakan penggunaan pindah silang 
satu titik (single point crossover) dan mutasi pada kromosom anak 
sebagai metode pembelajaran (learning) untuk Jaringan Syaraf Tiruan 
(JST).  
2. JST dibatasi pada jumlah unit input layer sama dengan jumlah unit 
pada hidden layer serta fungsi aktivasi yang digunakan pada hidden 





dan fungsi aktivasi yang digunakan untuk sinyal output adalah fungsi 
identitas (purelin). 
3. Model JST yang akan digunakan untuk melakukan prediksi data harga 
saham harian adalah model Feed Forward Neural Network (FFNN). 
4. Data yang akan digunakan dalam tugas akhir ini adalah data harga 
saham harian PT. XL Axiata Tbk periode 3 Januari 2011 sampai 
dengan 28 Maret 2014. 
 
1.4       Tujuan Penulisan 
Tujuan penulisan dari tugas akhir ini adalah sebagai berikut: 
1. Mengetahui cara kerja pelatihan FFNN menggunakan Algoritma 
Genetika untuk prediksi data harga saham harian PT. XL Axiata Tbk. 
2. Merancang kombinasi probabilitas pindah silang, jumlah populasi, 
jumlah generasi dan ukuran turnamen untuk mendapatkan nilai 
prediksi yang mendekati nilai aktualnya. 
3. Melakukan prediksi data harga saham harian PT. XL Axiata Tbk 
menggunakan Feed Forward Neural Network (FFNN) dengan 










1.5       Manfaat Penulisan 
Manfaat dari penulisan tugas akhir ini adalah sebagai berikut: 
1. Bagi penulis, dapat menambah pengetahuan penulis mengenai 
penggunaan FFNN dengan pelatihan Algoritma Genetika untuk 
prediksi data harga saham harian.  
2. Bagi pembaca, sebagai tambahan pengetahuan dan wawasan, baik 
bagi mahasiswa statistika atau pihak lain yang membutuhkan. 
 
 
 
 
