










小町 守 准教授 （主指導教員）
山口 亨 教授 （副指導教員）


































































Incorrect Example Retrieval System with




A standard method that supports the effort of learning a second language is
the use of example sentences. Example retrieval systems in particular check for
the appropriate use of words based on the context in which they are written.
However, in such a system, if the query word is incorrect, to find appropriate
examples is impossible using ordinary search engines, such as Google. Even
if learners have access to an incorrect example retrieval system, they do not
know how to search for the examples because they do not know whether their
query includes errors. Moreover, they are often unable to modify composition
in the absence of correct versions of the incorrect examples. These systems
are primarily developed for use by language teachers. As such, they are not as
helpful for learners who do not have a strong background.
The grammatical error detection system is one of the methods for making a
learner know a part to be corrected in a sentence. Grammatical error detection
for learners of English as a second language (ESL) is widely studied. However,
there are few studies on grammatical error detection for learners of Japanese as a
second language (JSL). Most studies on grammatical error detection in Japanese
focus on a learner’s particular error types, mainly with particles. Among others,
there are studies using phrase-based statistical machine translation (PBSMT),
which does not limit the types of grammatical errors made by a learner. How-
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ever, PBSMT-based grammatical error detection cannot consider long-distance
relationships because it relies on either character or word n-grams. Neural
networks can consider long-distance relationships because they can keep input
histories as state variables.
Considering this, our study develops an example sentence retrieval system
with neural grammatical error detection using the large-scale Lang-8 dataset
for second language learners by focusing on the usability of automatic incorrect
example retrieval. The main contributions of this work are as follows:
• This is the first study that tackles grammatical error detection in
Japanese using a neural network. It shows the state-of-the-art F-score
on the Lang-8 dataset and establishes a new baseline.
• To the best of our knowledge, our system is the first incorrect example
sentence retrieval system using neural grammatical error detection. This
function allows a user to recognize which part of the query is wrong.
• Our system seamlessly shows the incorrect sentences, and the correspond-
ing sentences corrected by a native speaker. Thus, learners can rectify
their mistakes while writing the composition.
• Our intrinsic evaluation shows that our system is good at correcting lex-
ical choice and misformation errors in a learner’s writing. Our extrinsic
evaluation also shows that our example retrieval system improves the
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案する。例えば、ユーザが “We discussed,”と書くと、システムは “discuss”とい
う単語が使用されているパターンである “discuss in something”や “discuss with
something” などを含む用例を表示する。我々のシステムは、単語 n-gram に基づ
いて用例を検索し、検索結果の用例のベクトルとクエリのベクトルのコサイン類似
度を計算し、クエリに類似した用例をより上位に表示する。






Long Short-Term Memory (Bi-LSTM) [9]を用いた手法が盛んに研究されている
4
[10, 11, 12, 13]。また、関連する英語の文法誤り訂正タスクでは、統計的機械翻訳
を用いた手法 [14]やニューラルネットワークを用いた手法 [15]が提案されている。
日本語の文法誤り検出の研究は、学習者の誤り種類を限定したもの、主に助詞に限






















Corpora [5] を使用した。Lang-8 Learner Corpora は学習者の作文であるエッセ
イとその添削、エッセイ ID、ユーザ ID、学習言語タグ、母語タグからなる。学習
言語のタグが Japaneseのエッセイ数は 185,991編である。全ての学習者の文には
1つ以上の添削文が付与されている。添削文が 1つの場合は 1つの学習者文と 1つ

























2. システムは誤り検出を行い、「が」が誤りだと認識し、図 3.1 の左のように助
∗適用する文法誤り検出システムの最低入力語数が 2語であるため。
7
表 3.1: 正誤ラベルの例。ラベル c はターゲットの単語が正しいことを表し、ラベ
ル iはターゲットの単語が誤っていることを表す。
文 いま 、 ぼく は がっ く が とても いそがし です よ 。









Rei ら [11] と同様に、文法誤り検出のための Bi-LSTM を構築する。コードは
GitHub にて公開している†。図 3.2 にモデルの構造を示す。システムは長さ T の
単語系列 [w1..wt...wT ] を入力として受け取り、最終的に各単語に対するラベルを








t を結合することで t番目の入力ベクトル x̃t を作成する。入力ベク
トルは Bi-LSTMを用いて以下のように隠れ層 ht を計算する。
−→

















h t は順方向 LSTM、
←−
h t は逆方向 LSTM、ht は両方向の隠れ層を結合したもので
ある。また、h0←＝ h0右＝ 0(ゼロベクトル)である。次に、全結合層を使用して
Bi-LSTMと出力層の次元数の差を調整するための追加の隠れ層 dt を計算する：
dt = tanh(Wdht) (3.14)
ここでWd は出力重み行列である。そして、出力層と softmax関数を用いて予測を
行う：
P (yt|w1...wT ) = softmax(Wodt) (3.15)
ここでWo は出力重み行列であり、yt は予測ラベルである。









可能な大規模事前学習モデルである Bidirectional Encoder Representations from
Transformers (BERT) [20] を用いた手法を使用した。
■word2vec 3.1.1 項と同様の前処理を行った Lang-8 データセットを用いて学習
した word2vecモデルを使用して、各単語ベクトルの分散表現を算出し、その平均
を文ベクトルとした。
■BERT 日本語Wikipedia で事前学習済みのモデル [21] をファインチューニン
グを行わずそのまま使用する。このモデルの学習時の入力テキストは Juman++





















学習データ 72,000文と開発データ 1,000文、評価データ 1,000文の 3つに分割し
て利用した。文法誤り検出の正解ラベルとして、自動で作成した誤りタグを使用し
た。評価は単語単位で行う。正確なフィードバックのほうがカバレッジの高い誤り
検出より学習効果のあることが知られているため [24]、Precision を重視する F0.5
で評価した。
■実験設定 形態素解析器には MeCab (ver. 0.996)§を使用し、辞書は UniDic
(ver. 2.2.0)を使用した。文ベクトルを作るために gensim¶を使用した。ハイパー
パラメータの設定は単語分散表現と単語 LSTM の次元数は 300、文字分散表現と














モデル Precision Recall F0.5
SMTモデル 0.599 0.121 0.333
提案モデル 0.615 0.304 0.511
表 3.3: 提案モデルにおける True Positives (TP)と False Negatives (FN)、False
Positives (FP)の数。
誤りタイプ TP FN FP
















表 3.4 の “FN” の例のような誤りはデータ不足のため、検出することができない。
また表 3.4の “FP”のような例もデータ不足により誤って検出してしまう。「名刺」
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表 3.4: TPと FN、 FPの例。
TP 誤用 おねがい 、 しあわせ に なる ！
正用 おねがい 、 しあわせ に なり たい ！
FN 誤用 定刻 に なる と 、 徳川 家安 が 出 て き ます 。
正用 定刻 に なる と 、 徳川 家康 が 出 て き ます 。





提案システムに使用した Lang-8 Learner Corporaには日本語以外の言語も含ま
れており、同じ形式で別の言語のシステムも構築できるのではないかと考え、英語
学習者のデータを用いて、英語学習者用のシステムを作成した。
■データ 3.1.1 項で説明した Lang-8 Learner Corpora の学習者タグが英語の文
















































× ✓ ✓ O
みんなさん みなさん × ✓ ✓ R
大体に 大体 × × ✓ R
疑問をして 疑問に思って × × ✓ M
驚い 驚き × ✓ × M
がもらえる しかもらえない × × × A
稼ぐ 稼いだ × ✓ × A
ちさい 少ない × ✓ × L
助けられる できる × × ✓ L
しましだ いました × × × P
死んちゃう 死んじゃう × ✓ ✓ P


















誤り全て 55 0.00 0.45 0.44
混同 19 0.00 0.37 0.32
語彙選択 16 0.00 0.38 0.19
脱落 8 0.00 0.75 0.75
誤形成 6 0.00 0.40 0.67
余剰 3 0.00 0.67 1.00
発音 2 0.00 0.50 0.50
その他 1 0.00 1.00 1.00
正例 55 0.90 0.15 0.85

































• システム 1: 誤り検出なし、正用例のみ表示
• システム 2: 誤り検出なし、正用例と誤用例を表示









被験者 1 2 3
A 14 20 21
B 26 27 29
C 15 16 16
D 28 25 26
E 22 25 25
F 20 23 28
平均 20.8 22.7 24.2
日本語のレベルは、5 人が日本語能力試験 N1、1 人が N2 である。A テーマと B
テーマに 5 問ずつわけ、A テーマにはシステム 1 を、B テーマにはシステム 2 を
使って書いてもらった。その後、システム 2で書いた作文をシステム 3を通し校正
してもらった。評価基準を統一するため、1 問につき 3 文の制限を付けた。表 4.3
は実験に使用した日本語作文の質問である。被験者に書いてもらった文章に減点法
で点数をつけた。持ち点 1人 30点で、1つの文法誤りにつき 1点引いていき、各
システムごとに合計し、最終的な点数を計算した。その結果を表 4.4に示す。点数
の平均はシステム 1が 20.8、システム 2が 22.7、システム 3が 24.2と提案手法が
最も高く、システム 2と同じ点数も含め、6人中 5人が提案手法で最も高い点数を
出した。









誤りタイプ 頻度 # 正解率
誤り全て 44 9 0.20
混同 6 1 0.17
語彙選択 14 4 0.29
脱落 7 1 0.14
誤形成 6 2 0.33
余剰 9 1 0.11
発音 2 0 0.00































Lang-8（誤） Lang-8（正） KJ（誤） KJ（正）
WriteAhead 0.16 0.42 0.08 0.44




誤り全て 50 0.28 0.16
語彙選択 13 0.08 0.08
冠詞 12 0.33 0.25
前置詞 6 0.33 0.17
タイプミス 6 0.83 0.00
単数複数 5 0.00 0.40
大文字小文字 3 0.67 0.00
時制 2 0.00 0.50




とが分かる。KJ コーパスの英文は Lang-8 コーパスの英文よりも比較的簡単で分






誤り全て 25 0.36 0.08
語彙選択 6 0.00 0.00
冠詞 5 0.40 0.00
時制 5 0.40 0.00
前置詞 4 0.25 0.25
タイプミス 3 1.00 0.00
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