In most genome-scale RNA interference (RNAi) screens, the ultimate goal is to select siRNAs with a large inhibition or activation effect. The selection of hits typically requires statistical control of 2 errors: false positives and false negatives. Traditional methods of controlling false positives and false negatives do not take into account the important feature in RNAi screens: many small-interfering RNAs (siRNAs) may have very small but real nonzero average effects on the measured response and thus cannot allow us to effectively control false positives and false negatives. To address for deficiencies in the application of traditional approaches in RNAi screening, the author proposes a new method for controlling false positives and false negatives in RNAi high-throughput screens. The false negatives are statistically controlled through a false-negative rate (FNR) or false nondiscovery rate (FNDR). FNR is the proportion of false negatives among all siRNAs examined, whereas FNDR is the proportion of false negatives among declared nonhits. The author also proposes new concepts, q * -value and p * -value, to control FNR and FNDR, respectively. The proposed method should have broad utility for hit selection in which one needs to control both false discovery and false nondiscovery rates in genome-scale RNAi screens in a robust
INTRODUCTION

F
OR HIT SELECTION, ONE COMMON TASK is to control false positives and false negatives statistically. 1 Traditionally, false positives (or more accurately, false discoveries) are defined as the siRNAs with no inhibition or activation effects among selected hits, and false negatives (or more accurately, false nondiscoveries) are defined as those with even very small inhibition or activation effects among declared nonhits. In some RNAi screens, especially the confirmatory screens where the investigated siRNAs are preselected to have effects, there are few siRNAs having exactly zero effects on average. Many siRNAs have very small but real nonzero effects on measured responses. Consequently, in these screens, if we only control the siRNAs with exactly zero effects on average using the traditional definitions of false positives, we may include too many siRNAs with very small effects in the hit list even if we use a small cutoff of traditional q-value or p-value. Therefore, the traditional false positives and false negatives are inappropriate to be applied for hit selection in these RNAi screens 2 In reality, what we really want to control in the list of selected hits are not just the siRNAs with exactly zero effects but also the siRNAs with very small effects, and what we really do not want to include in the list of declared nonhits are the siRNAs with large effects, not those with very small effects. This special feature of hit selection in RNAi screens requires the adoption of new definitions of false positives and false negatives: false positives are defined to be the siRNAs with a small effect among selected hits, and false negatives are defined to be the siRNAs with a large effect among declared nonhits.
2;3 Although false-positive rate (FPR) and false-negative rate (FNR) based on these new definitions of false positives and false negatives have recently been explored, 2;3 the corresponding false discovery rate (FDR) and false nondiscovery rate (FNDR) have yet to be investigated. As pointed out by Storey and Tibshirani, 4 FPR and FDR are often mistakenly equated, but their difference is actually very important. So is the relationship between FNR and FNDR.
In this article, I compare FDR and FNDR with FPR and FNR in mathematical forms and demonstrate theoretically that FDR and FNDR are more tractable and address the question that we are normally interested in an RNAi screen better than FPR and FNR. I propose the concepts of p * -value and q * -value to control FNR and FNDR, respectively, and provide the calculation of p-value, p * -value, q-value, and q * -value based on mean difference and strictly standardized mean difference (SSMD), respectively. In the follow-up article, 5 my colleagues and I will demonstrate the utility of the proposed method and concepts for hit selection in real genome-scale RNAi screens with replicates.
FALSE DISCOVERY RATE AND FALSE NONDISCOVERY RATE
The effect of an siRNA is usually reflected by the difference of measured values between the siRNA and a negative reference. For simplicity, in this article, we assume that a positive value represents the upregulated direction and a negative value represents the downregulated direction. Suppose the true mean value of the difference for an siRNA is m.
Traditionally, to select downregulated hits, the interesting siRNAs are those with m < m 0 , and the noninteresting ones are those with m ≥ m 0 (where m 0 can be 0 or another fixed value) in the downregulated direction (Table 1A) . Consequently, based on the traditional definition, the false positives are those with m ≥ m 0 among the selected hits, and the false negatives are those with m < m 0 among the declared nonhits (Table 1B) . In RNAi screens, especially confirmatory screens, many investigated siRNAs may have their true mean difference away from 0 (or m 0 Þ even though the difference may be very small. Consequently, the false positives should be the siRNAs with m ≥ m 2 where m 2 ≤ m 0 . Our interest is the siRNAs with a certain large size of downregulated effect, that is, the siRNAs with m ≤ m 1 where m 1 is a fixed negative value less than m 2 (i.e., m 1 < m 2 Þ. Therefore, the false negatives should be the siRNAs with m ≤ m 1 among the nonhits. Meanwhile, we can tolerate a hit list that contains some siRNAs with weak or moderate effects (i.e., those with m 1 < m < m 2 ; Table 2A ). These definitions of false positives and false negatives in the downregulated direction can be displayed (Table 2B) .
Traditionally, hit selection is based on the test of mean difference (i.e., m in Tables 1 and 2 ). However, mean difference can neither take into account data variability nor accommodate different measurement units. Consequently, the value of mean difference is not comparable across experiments, and hence no cutoff of mean difference can be applicable to various experiments. Therefore, it is hard to define generally applicable values of m 2 and m 1 . An alternative that can avoid these issues of mean difference is the so-called effect size. 6 One effect size that has been developed for high-throughput screening (HTS) experiments is SSMD (i.e., b in Tables 1 and  2) .
2 SSMD is the ratio of the mean to the standard deviation of the difference between an siRNA and a negative reference group. SSMD has also been shown to be better than other commonly used effect sizes. 7 Based on SSMD, the new definitions of false positives and false negatives can be readily applied by replacing mean difference with SSMD as shown in Tables 1 and 2 .
A clear advantage of SSMD over mean difference is that the population value of SSMD is comparable across experiments, and thus we can use the same cutoff for the population value of SSMD to measure the size of siRNA effects. 2 A meaningful and interpretable SSMD-based criterion for classifying the size of siRNA effects is as follows: |b| ≥ 5 for extremely strong, 5 > |b| ≥ 3 for very strong, 3 > |b| ≥ 2 for strong, 2 > |b| ≥ 1:645 for fairly strong, 1:645 > |b| ≥ 1:28 for moderate, 1:28 > |b| ≥ 1 for fairly moderate, 1 > |b| ≥ 0:75 for fairly 
False-Positive Rate (FPR), and False-Negative Rate (FNR)
# denotes ''the number of.'' b represents the population value of strictly standardized mean difference (SSMD), and m represents the population value of mean difference.
Controlling False Discovery and False Nondiscovery Rates weak, 0:75 > |b| > 0:5 for weak, 0:5 ≥ |b| > 0:25 for very weak, and |b| ≤ 0:25 for extremely weak effects. 8 Based on this criterion, b 1 can be set to be − 3 or − 2, and b 2 can be set to be − 0.25 in the downregulated direction. For example, in some RNAi screens, the false positives that we want to control are the siRNAs with SSMD ≥ − 0.25 among hits; the false negatives are the siRNAs with SSMD ≤ − 3 (not SSMD ≤ − 0.25) among nonhits. We can tolerate siRNAs with SSMD between − 0.25 and − 3 in the hit list.
Traditionally, the FDR is defined based on Table 1 . Consider the problem of simultaneously testing m null hypotheses, of which m 0 are noninteresting (i.e., b ≥ b 0 if using SSMD or m ≥ m 0 if using mean difference) when the interest is in downregulation. Based on Table 1B , FDR is the expectation of the total number of false positives V divided by the total number of significant tests (i.e., discoveries) R-namely, E( V R Þ; FNDR is the expectation of the total number of false negativesT divided by the total number of nonsignificant tests (i.e., nondiscoveries) m-R-namely, E( T mÀR Þ (Table 1C) . By contrast, FPR is the expectation of V divided by the total number of tests m-namely, E( (Table 1C) . Based on the definitions of false positives and false negatives shown in Table 2 , we still have the same formats for FPR, FNR, FDR, and FNDR-namely, FDR = Eð Table  1 . However, the U, V, T, and S in Table 2B are obtained using different criteria from those in Table 1B . They are labeled in such a way that the definitions of FDR and FNDR based on Table 2C have the same formats as those based on Table 1C .
There are other concepts of FDR. One of them is positive FDR, pFDR = Eð V R |R > 0Þ, defined as the expectation of V R conditional on at least 1 rejection. 9 Another is conditional FDR, cFDR = Eð V R |R = rÞ=r, defined as the expected proportion of false positives conditional on the event that R = r rejected have been observed, which answers the question, ''What proportion of false positives may one expect in the top list of rsiRNAs?'' One less used is the marginal FDR, mFDR = EðVÞ=EðRÞ, defined as the ratio of the expected number of false positives to the expected number of rejections. Tsai et al. 10 prove that pFDR, cFDR, and mFDR are all equivalent with each other under independence and identical distribution in a Bayesian setting.
p-VALUE, p*-VALUE, q-VALUE, AND q*-VALUE The control of FPR and FDR is usually based on p-value and q-value. The well-known q-value is a term defined similarly to p-value. The q-value is defined on FDR, whereas pvalue is defined on FPR. Considering hit selection in the downregulated direction, the p-value with respect to b 2 of an siRNA with an observed value b obs is p-valueðb obs Þ = maxfFPR with respective to b 2 g = maxfPrðb ≤ b obs |b ≥ b 2 Þg. Similarly, the q-value is defined as q-valueðb obs Þ = maxfFDR with respective to b 2 g. In terms of p i (i.e., the p-value for the ith investigated siRNAs), the q-value is q-valueðp i Þ = max g ≤ p i fFDR(gÞ with respective to b 2 g. When the FDR is nonincreasing, as it should be, then q-valueðp i Þ = FDRðp i Þ. The q-value has the following meaning for an individual siRNA: the q-value (with respect to b 2 Þ of a particular siRNA with an observed value b obs is the maximum FDR if Zhang we use the following selection criterion: any siRNA is selected as a hit if it has the estimated SSMD value no more than b obs and as a nonhit otherwise.
In traditional hypothesis testing, people care about FNDR less than about FDR. However, in RNAi screens, the FNDR with respect to b 1 can be as equally important as, if not more important than, the FDR with respect to b 2 , and FNR can be as equally important as FPR in RNAi screens. Similar to pvalue being defined upon FPR, we have p * -value being defined upon FNR as follows: for hit selection in downregulation, the p * -value (with respect to b 1 Þ of an siRNA with b obs is p * -valueðb obs Þ = maxfFNR with respective to b 1 g = maxfPrðb > b obs |b ≤ b 1 Þg. In the context of FDR, corresponding to p-value, we have q-value. In parallel, in the context of FNDR, corresponding to p * -value, we have q * -value. That is, the q * -value is defined as q * -valueðb obs Þ = maxfFNDR with respective to b 1 g. The q * -value has the following meaning for an individual siRNA: the q * -value (with respect to b 1 Þ of a particular siRNA with an observed value b obs is the maximum FNDR if we use the following selection criterion: any siRNA is selected as a hit if it has the estimated SSMD value no more than b obs and as a nonhit otherwise.
There are an impressive number of algorithms for estimating/controlling FDR in the literature.
9;11-13 One popular algorithm is the Benjamin-Hochberg (BH) procedure. 11 The FDR calculated using the BH procedure is conservative.
9;11;13 After obtaining the p-value using the formulas described in the following section, we can use existing R packages (e.g., qvalue, Similarly as the above methods for the downregulated direction, we can derive the p-value, q-value, p * -value, and q * -value for hit selection in the upregulated direction. The calculation of q-value and q * -value is usually based on the calculation of p-value and p * -value for a single test for an individual siRNA. The formulas for calculating p-value and p * -value are displayed in Table 3 . Table 3 also contains the simple R codes for calculating corresponding q-value and q * -value from p-value and p * -value, respectively. The following sections show how the formulas in Table 3 are derived. 
CALCULATION OF SSMD-BASED p-VALUE
and we have the following noncentral t-distribution, 
The q-values and q * -values can be obtained from p-values and p * -values for all investigated siRNAs using existing R packages such as fdrtool and qvalue as follows. Using fdrtool, qvalues = fdrtool(pvalues, statistic = ''pvalue'')$qval; qSTARvalues = fdrtool(pSTARvalues, statistic = ''pvalue'')$qval Using qvalue, qvalues = qvalue(pvalues)$qvalues; qSTARvalues = qvalue(pSTARvalues)$qvalues
qD sD and m obs =D, whereD and s D are, respectively, sample mean and sample standard deviation of difference between an siRNA and a negative reference; n is the number of replicates;
, where Gð · ) is a gamma function; k = ffiffiffiffiffiffiffiffiffiffi ffi
is a noncentral t-distribution with degree of freedom n-1and noncentral parameter ffiffi ffi n p b, tðn À 1) is a central t-distribution with degree of freedom n − 1, and F tðnÀ1Þ · ð ) and F tðnÀ1; ffiffi n p bÞ · ð ) are the cumulative distribution functions of tðn À 1; ffiffi ffi n p b) and tðn À 1), respectively. b 1 and b 2 are population values of strictly standardized mean difference (SSMD) to indicate large and small effects, respectively; m 1 and m 2 are population values of mean difference.
When selecting downregulated hits, for an siRNA with an observed value b obs of SSMD, given the true value of SSMD no less than a small value b 2 , p-value is defined as the maximum probability of selecting this siRNA as a hit if we use the following selection criterion: any siRNA is selected as a hit if it has the estimated SSMD value no more than b obs and as a nonhit otherwise. That is, p-value is the maximum of
where tðn, bbÞ is a noncentral t-distribution with n degrees of freedom and noncentral parameter bb, F tðn, bbÞ · ð Þ is the cumulative distribution function of tðn, bbÞ, and k = ffiffiffiffiffiffiffiffiffiffi ffi
The above p-value corresponds to FPR with respect to b 2 . In parallel, for convenience, we can define p * -value with respect to b 1 (b 1 < b 2 ≤ 0Þ as the maximum of
which corresponds to FNR with respect to b 1 . Based on the noncentral t-distribution of T in formula (2),
The values of b 2 are 0 or − 0.25, and the values of b 1 are − 1.645, − 2, − 3, or − 5.
2;8
Similarly, when selecting upregulated hits (i.e., siRNAs with large positive value), for an siRNA with an observed value b obs of SSMD, the p-value with respect to b 2 is the max-
And the p * -value with respect to
The values of b 2 may be 0 or 0.25, and the values of b 1 may be 3 or 5.
2;8 The left panel of Table 3 shows formulas (3) to (6) with v and b expressed in terms of n.
CALCULATION OF MEAN DIFFERENCE − BASED p-VALUE AND p*-VALUE
When D is normally distributed, the estimate of mean difference m (equivalently mean fold change in log scale) iŝ m =D, and we have the following central t-distribution:
In the downregulated direction, for an siRNA with an observed value m obs of mean difference, the p-value is the maximum of PrðT ≤ T obs |m ≥ m 2 Þ-namely, p-value = PrðT ≤ T obs |m = m 2 Þ. Based on the central t-distribution of T in formula (7),
where tðnÞ is a central t-distribution with n degrees of freedom, F tðnÞ · ð Þ is the cumulative distribution function of tðnÞ, and n = n À 1. The above p-value corresponds to FPR with respect to m 2 . Similarly, the p * -value with respect to m 1 (m 1 < m 2 ≤ 0Þ is p Ã -value = PrðT > T obs |m = m 1 Þ that corresponds to FNR with respect to m 1 . Based on the central t-distribution of T in formula (7),
There Similarly, when selecting upregulated hits, for an siRNA with an observed value m obs of mean difference, the p-value is the maximum of PrðT ≥ T obs |m ≤ m 2 Þ-namely, p-value = PrðT ≥ T obs |m = m 2 Þ. Based on the central t-distribution of T in formula (7),
And the p * -value with respect to m 1 (m 1 > m 2 ≥ 0Þ is
There is no theoretical base for choosing the values of m 1 and m 2 . Some potential values of m 1 may be 2-or 3-fold in log scale. Some potential values of m 2 may be 1-, 1.1-, or 1.2-fold in log scale. The right panel of Table 3 shows formulas (8) to (11) with v expressed in terms of n.
DISCUSSION
In most genome-scale RNAi screens, the ultimate goal is to select siRNAs with a large inhibition/activation effect. The hit selection usually requires statistical control of 2 errors: false positives and false negatives, which is commonly achieved through FPR or p-value, FDR or q-value, 4;11;14 FNR, 3 and FNDR. 15 In this article, I propose a new method for controlling FDR and FNDR, which applies 2 constants to define noninteresting, tolerable, and interesting siRNAs (shown in Table 2A ) compared to a single constant in traditional methods (shown in Table 1A ). I also recommend SSMD as a more sensible measurement than mean difference to calculate FDR and FNDR because SSMD takes into account data variability and effect size. As shown in Tables 1 and 2 , given a selection process for identifying hits, FPR is the expected proportion of all the true noninteresting siRNAs in a study population selected as hits, whereas FDR is the expected proportion of true noninteresting siRNAs among declared hits. The number of true noninteresting siRNAs in a study population is typically unknown, whereas the number of siRNAs declared as hits is known. Therefore, FPR is not typically verifiable and of less interest in an RNAi screen relative to FDR, which is verifiable and of interest. Similarly, given a selection process for identifying hits, FNR is the expected proportion of all the true interesting siRNAs in a study selected as nonhits, whereas FNDR is the expected proportion of true interesting siRNAs among declared nonhits. The number of true interesting siRNAs in a study population is typically unknown, whereas the number of siRNAs declared as nonhits is known. Therefore, theoretically, FNDR is more tractable and addresses the question that we are normally interested in an RNAi screen better than FNR. Consequently, the analytic methods for hit selection should focus on the control of FDR and FNDR rather than the control of FPR and FNR in genome-scale RNAi screens.
In addition, currently many analytic methods control false positives and ignore the control of false negatives in highthroughput biotechnologies. In genome-scale RNAi screens, when one chooses a decision rule to select hits, the interest is the control of not only false positives but also false negatives. If one misses a true positive in the first round of screening, one would not have a chance to investigate it again in the follow-up research. Therefore, in some screens, especially primary screens, the control of false negatives is even more important than the control of false positives. In this article, we propose a new concept called q * -value to address FNDR and another concept called p * -value to address FNR.
From Tables 1 and 2 , when the 2 constants are equal, the proposed method is reduced to the traditional method. Therefore, the proposed method can be applied to the situations where traditional methods work, yet it also works in the situation where traditional methods are inappropriate when 2 different constants are required. Therefore, the proposed method works not only in RNAi screens but also in other screens; it is applicable to the screens with either a large or small portion of true hits.
The method in this article has been developed from a methodological perspective based on scientific needs in genome-scale RNAi screens. There is a need to demonstrate the practical usefulness of the proposed method in real genome-scale RNAi screens. In a follow-up article, 5 my colleagues and I will report on the applications of the proposed method for hit selection in 2 in-house RNAi screens. Although the method presented in this article is developed for hit selection in RNAi-based high-throughput screens, it should be applicable to other assays in which the end point is a difference in signal compared to a reference sample, including those for receptor, enzyme, and cellular function.
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