In this work, some new generalized retarded nonlinear integral inequalities, which include nonlinear composite functions of unknown functions between iterated integrals, are discussed. By adopting novel analysis techniques, the upper bounds of the embedded unknown functions are estimated explicitly. The derived results can be applied in the study of differential-integral equations and some practical problems in engineering. MSC: 26D15; 26D20; 34A12
Introduction
Integral inequality that provides an explicit bound to the unknown function furnishes a handy tool to investigate qualitative properties of solutions of differential and integral equations. One of the best known and widely used inequalities in the study of nonlinear differential equations is Gronwall 
which include the composite functions of unknown function only in the innermost layer of iterated integrals. In , Abdeldaim et al.
[] studied some new integral inequalities of GronwallBellman-Pachpatte-type such as
which include the composite functions of unknown functions in every layer of iterated integrals, but the iterated integrals are double integrals.
In this paper, we extend certain results that were proved in [-] to obtain new generalizations of formerly famous Gronwall-Bellman-Pachpatte-type inequalities. There are not only composite functions of unknown functions in iterated integrals on the right hand side of our inequalities, but also the composite functions of unknown function exist in every layer of the iterated integrals. In this work, we give the upper bounds of the embedded unknown functions by adopting novel analysis techniques in three different scenarios and illustrate an application of our results, which verifies that our results are handy tools to study the qualitative properties of nonlinear differential equations and integral equations.
Main result
In this section, we state and prove some new integral inequalities of Gronwall-BellmanPachpatte-type, which can be used in the analysis of various problems in the theory of nonlinear ordinary differential and integral equations.
First, we give five assumptions for functions that will appear in our main results. . u(t) and a(t) are nonnegative and continuous functions on [t  , +∞). In addition, a(t) is nondecreasing; . f i (t, s), i = , ,  are nonnegative and continuous functions for t  ≤ s ≤ t ≤ +∞, and nondecreasing in t for fixed s ∈ [t  , +∞); . w(u) is a nondecreasing and continuous function on [, +∞) with w(u) >  for u > ; http://www.journalofinequalitiesandapplications.com/content/2013/1/376 . ϕ(u) is an increasing continuous function with ϕ(u) >  for u >  and ϕ(∞) = ∞; . α(t) is a continuous, differentiable and nondecreasing function on [t  , +∞) with α(t) < t, α(t  ) = t  . In order to clearly present our main idea, we first consider a class of simple integral inequalities, namely, the composite function of unknown function ϕ(u) is involved in the innermost layer of iterated integrals only.
Theorem  Assume that Assumptions - and the following inequality hold
where
and ϕ - , W - are the inverse functions of ϕ, W , respectively, and
from (.), by Assumption  that f i (t, s) are nondecreasing in t. Let z  (t) be the right-hand side of (.), which is a positive and nondecreasing function on [t  , T] with z  (t  ) = a(T). Then (.) can be written as
since the inverse function ϕ - of ϕ exists by Assumption . From (.) and (.), we can obtain that
Applying the monotonicity of w, ϕ and z  , (.) can be written as
Integrating both sides of the above inequality from t  to t, we can obtain that
where W is defined as (.). In consequence, we get that
by (.) and (.). Let t = T on both hand sides of (.), then we have that
Thus, we obtain that
from (.), where U  (t) is defined as (.), since T is chosen arbitrarily.
Next, consider a more general scenario: the composite function of unknown function exists not only in the innermost layer of iterated integrals, but also in the outermost layer of iterated integrals.
Theorem  Assume that Assumptions - and the following inequality hold
where W is defined in (.) and
and ϕ - , W - , J - are the inverse functions of ϕ, W , J, respectively, and
by Assumption . Denote the right-hand side of (.) by z  (t), which can be proved that it is positive and nondecreasing on [t  , T] with z  (t  ) = a(T). Then (.) can be written as
by Assumption . From (.) and (.), we obtain that
By the property of monotonicity of functions w, ϕ and z  , we can obtain that
from (.). Integrating both sides of the above inequality from t  to t, we have that
, where W is given in (.). Let v  (t) denote the right-hand side of (.), which can be proved to be a positive and nondecreasing function on
Differentiating v  , we get that 
Integrating both sides of the above inequality from t  to t, we obtain
for all t ∈ [t  , T], where J is defined by (.). Hence, inequalities (.), (.) and (.) yield that
Let t = T on both hand sides of (.), we have that
f  (T, s) ds
Due to the randomness of T, (.) is achieved immediately from (.). http://www.journalofinequalitiesandapplications.com/content/2013/1/376
Obviously, the most general scenario is that the composite function of unknown function is involved in every layer of iterated integrals. For this kind of integral inequalities, we have the following result.
Theorem  Assume that Assumptions - and the following inequality hold
Then we have that
and ϕ - , - i , i = , ,  are the inverse functions of ϕ, i , i = , , , respectively, and
, we obtain that
from (.) and the monotonicity of f i (t, s), i = , ,  on t. Let z  (t) be the right-hand side of (.), which is a positive and nondecreasing function on [t  , T] with z  (t  ) = a(T). Then (.) is equivalent to
Differentiating z  , we can obtain that
from (.) and the monotonicity of w  , ϕ and z  , for all t ∈ [t  , T]. Thus, we have
where  is defined by (.). Let v  (t) denote the right-hand side of (.), which is a positive and nondecreasing function on
(.)
Differentiating v  , we obtain
by (.). Applying (.) and the monotonicity of w  , ϕ - , -  and v  , we can get that
, where  is defined by (.). Now, let v  (t) be the right-hand side of (.), which is a positive and nondecreasing function on [t  , T] with
Then, (.) is equivalent to
Differentiating v  and applying (.), we can obtain that 
Integrating both sides of the inequality above, from t  to t, we obtain
, where  is defined by (.). By combining (.), (.), (.) and (.), we can obtain that
for all t ∈ [t  , T]. Let t = T on both hand sides of (.), we have
Since T is chosen arbitrarily in (.), thus (.) is proved.
As a generalization of Theorem , we can obtain the following corollary, which can be proved similarly as Theorem . http://www.journalofinequalitiesandapplications.com/content/2013/1/376
and
, and ϕ - , - i , i = , , . . . , n are the inverse functions of ϕ, i , i = , , . . . , n, respectively, and
In this section, we apply our result in Theorem  to investigate the robust stability of a class of closed-loop control systems, which demonstrates that our results are handy tools to analyze the qualitative properties of solutions of some nonlinear ordinary differential and integral equations. For a given control system
there is no doubt that controller design plays a pivotal role. Choosing the full state feedback controller u = -Fx with the appropriate gain F for (.), one can immediately obtain the following stable closed-loop system
where A(t) A  (t) -B  (t)F. However, in practice, some undesirable system factors, including nonlinear uncertainties and input disturbance, will be involved. As such, before applying the designed controller to real processes, the stability of a closed-loop system against external perturbations must be verified, which is the so-called robust stability analysis. Consider a perturbed system of (.) In general, the perturbation term f (t, x(α(t)), σ (α(t))) could result from modeling errors, aging, uncertainties, disturbances, or some other reasons. Suppose that the nominal system (.) has a uniformly asymptotically stable equilibrium at the origin, we next exploit the stability of the perturbed system (.). The result is presented in the following proposition.
dx(t) dt = A(t)x(t) + f t, x α(t) , σ α(t)
,
