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STATISTICS ON ORDERED PARTITIONS OF SETS AND q-STIRLING
NUMBERS
MASAO ISHIKAWA, ANISSE KASRAOUI, AND JIANG ZENG
Abstract. An ordered partition of [n] := {1, 2, . . . , n} is a sequence of its disjoint sub-
sets whose union is [n]. The number of ordered partitions of [n] with k blocks is k!S(n, k),
where S(n, k) is the Stirling number of second kind. In this paper we prove some re-
finements of this formula by showing that the generating function of some statistics on
the set of ordered partitions of [n] with k blocks is a natural q-analogue of k!S(n, k). In
particular, we prove several conjectures of Steingr´ımsson. To this end, we construct a
mapping from ordered partitions to walks in some digraphs and then, thanks to transfer-
matrix method, we determine the corresponding generating functions by determinantal
computations.
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1. Introduction
An (unordered) set partition of [n] = {1, 2, . . . , n} is a collection of its disjoint subsets,
called blocks, whose union is [n]. By convention, the standard notation of a partition of
[n] is π0 = B1−B2−· · ·−Bk, where the blocks Bi are arranged in increasing order of their
minimal elements and in each block Bi the elements are arranged in increasing order. Let
|π| = n if π is a partition of [n]. Let Pkn be the set of partitions of [n].
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An ordered partition π of [n] with k blocks is a rearrangement of blocks of a partition
in Pkn . Namely π = Bσ(1) − Bσ(2) − · · · − Bσ(k), where σ is a permutation of [k]. We will
say that σ is the permutation induced by π and set σ = perm(π).
Let OPkn be the set of ordered partitions of [n] into k blocks, OPn =
⋃
k≥1OP
k
n be
the set of all ordered partitions of [n], and OPk =
⋃
n≥1OP
k
n be the set of all ordered
partitions into k blocks. Clearly we have |OPn| =
∑n
k=0 k!S(n, k), where S(n, k) is the
Stirling number of second kind and it is not hard to derive the following exponential
generating function :∑
n≥0
|OPn|
zn
n!
=
1
2− ez
= 1 + z + 3
z2
3!
+ 13
z3
3!
+ 75
z4
4!
+ · · · .
Define the p, q-integer [n]p,q =
pn−qn
p−q
, the p, q-factorial [n]p,q! = [1]p,q[2]p,q · · · [n]p,q and
the p, q-binomial coefficients[
n
k
]
p,q
=
[n]p,q!
[k]p,q![n− k]p,q!
n ≥ k ≥ 0.
If p = 1, we shall write [n]q, [n]q! and
[
n
k
]
q
for [n]1,q, [n]1,q! and
[
n
k
]
1,q
respectively.
The following q-analogues of Eulerian numbers and Stirling numbers of the second kind
were first introduced by Carlitz [1, 2].
The q-Eulerian numbers
〈
n
k
〉
q
(n ≥ k ≥ 0) are defined by〈n
k
〉
q
= qk[n− k]q
〈
n− 1
k − 1
〉
q
+ [k + 1]q
〈
n− 1
k
〉
q
.
The first values of the q-Eulerian numbers
〈
n
k
〉
q
(n ≥ k ≥ 0) read
n \ k 0 1 2 3
1 1
2 1 q
3 1 2q + 2q2 q3
4 1 3q + 5q2 + 3q3 3q3 + 5q4 + 3q5 q3.
Let σ = σ(1)σ(2) . . . σ(n) be a permutation of [n], the integer i ∈ [n − 1] is called
a descent of σ if σ(i) > σ(i + 1). The major index of σ, noted maj σ, is the sum of
its descents, i.e., maj σ =
∑
i i, where the summation is over all descents i of σ. Then
Carlitz [2] gave the following combinatorial interpretation of q-Eulerian numbers:〈n
k
〉
q
=
∑
σ
qmaj σ,
where the summation is over all permutations of [n] with k descents.
The q-Stirling numbers Sq(n, k) of the second kind are defined by:
Sq(n, k) = q
k−1Sq(n− 1, k − 1) + [k]qSq(n− 1, k) (n ≥ k ≥ 0), (1.1)
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where Sq(n, k) = δn k if n = 0 or k = 0. The first values of the q-Stirling numbers Sq(n, k)
read
n \ k 1 2 3 4
1 1
2 1 q
3 1 1 + q + q2 q3
4 1 1 + 3q + 2q2 + q3 q2 + 2q3 + 2q4 + q5 q6.
There has been a considerable amount of recent interest in properties and combinatorial
interpretations of the q-Eulerian numbers and q-Stirling numbers and related numbers (see
e.g. [1, 2, 3, 6, 7, 8, 9, 10, 11, 13, 15, 14, 16]).
The following identity was derived in [17]:
[k]q!Sq(n, k) =
k∑
m=1
qk(k−m)
[
n−m
n− k
]
q
〈
n
m− 1
〉
q
. (1.2)
In the aim to give a combinatorial proof of (1.2), Steingr´ımsson [13] introduced the fol-
lowing
Definition 1.1. A statistic Stat on OPkn is called Euler-Mahonian if its generating func-
tion is equal to [k]q!Sq(n, k), i.e.,∑
pi∈OPkn
qStat pi = [k]q!Sq(n, k).
Steingr´ımsson [13] has found a few of Euler-Mahonian statistics and conjectured more
such statistics on ordered partitions. From a different point view, Wachs [7] has also
obtained some Euler-Mahonian statistics on ordered partitions. Although Zeng [18] has
showed that much more such statistics can be derived from some classical bijections
between ordered partitions and weighted Motzkin paths, it is not clear how to encode the
conjectured statistics of Steingr´ımsson by the statistics obtained by this method.
It is the purpose of this paper to propose a new approach to attack such kind of problem.
We shall construct a bijection ψ between ordered partitions and some walks in some
digraphs (see section 3). This bijection keeps track of several statistics of Steingr´ımsson.
Then, by transfer-matrix method, we evaluate the generating functions of these statistics
on ordered partitions and prove that they are indeed Euler-Mahonian.
2. Definitions and main results
2.1. Definitions. Let π = B1 − B2 − · · · − Bk be a partition in OP
k
n. The opener of a
block in π is its least element and the closer is its greatest element. The sets of openers
and closers of π are denoted by open(π) and clos(π), respectively. We define a partial
order on blocks B′is as follows : Bi > Bj if all the letters of Bi are greater than those of
Bj ; in other words, if the opener of Bi is greater than the closer of Bj . We say that i is
a block descent in π if Bi > Bi+1. The block major index of π, denoted bmaj(π), is the
sum of the block descents in π. A block excedance (resp. block inversion) in π is a pair
(i, j) such that i < j and Bi < Bj (resp. Bi > Bj). We denote by bExcπ (resp. bInvπ)
the number of block excedances (resp. block inversions) in π. Let block(i) be the index
of the block (counting from the left) containing i, namely the integer j such that i ∈ Bj .
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Following Steingr´ımsson [13], for 1 ≤ i ≤ k we define ten coordinate statistics on
π ∈ OPkn :
rosi(π) = #{j ∈ open(π) | i > j, block(j) > block(i)},
robi(π) = #{j ∈ open(π) | i < j, block(j) > block(i)},
rcsi(π) = #{j ∈ clos(π) | i > j, block(j) > block(i)},
rcbi(π) = #{j ∈ clos(π) | i < j, block(j) > block(i)},
losi(π) = #{j ∈ open(π) | i > j, block(j) < block(i)},
lobi(π) = #{j ∈ open(π) | i < j, block(j) < block(i)},
lcsi(π) = #{j ∈ clos(π) | i > j, block(j) < block(i)},
lcbi(π) = #{j ∈ clos(π) | i < j, block(j) < block(i)},
and let rsbi(π) (resp. lsbi(π)) be the number of blocks B in π to the right (resp. left) of
the block containing i such that the opener of B is smaller than i and the closer of B is
greater than i. Then define ros, rob, rcs, rcb, lob, los, lcs, lcb, lsb and rsb as the sum
of their coordinate statistics, e.g.
ros =
∑
i
rosi.
For any set of nonnegative integers A and a composed statistic Stat on ordered partitions,
we define stat(A) as the sum of the coordinate statistics in A, i.e.,
stat(A) :=
∑
i∈A
stati.
Now, for any mapping f from OPkn to the set of subsets of [n], we define stat(f) by
stat(f)(π) := stat(f(π)).
For a permutation σ of [n], the pair (i, j) is an inversion if 1 ≤ i < j ≤ n and
σ(i) > σ(j). Let inv σ be the number of inversions in σ and
cinvσ =
(
n
2
)
− inv σ.
By convention, for a partition π, we put inv π = inv(perm(π)) and cinv π = cinv(perm(π)).
Note that Pk = {π ∈ OPk | inv π = 0} and bInv π = 0 for each π ∈ Pk.
Given an ordered partition π, let πr be the ordered partition obtained from π by
reversing the order of the blocks. This turns a left (resp. right) opener into a right
(resp. left) opener, and likewise for the closers. Moreover, let πc be the ordered partition
obtained by complementing each of the letters in π, that is , by replacing the letter i by
n+1− i. Then, it is easy to see that rob(πc) = rcs(π) and ros(πc) = rcb(π), and likewise
for the left and closer statistics. Thus the eight statistics obtained by independently
varying left/right, opener/closer and smaller/bigger fall into only two categories when
it comes to their distribution on ordered partitions. One of these categories consists of
rob, lob, rcs and lcs, and the other contains ros, los, rcb and lcb. Note that these results
are completely false on the unordered set partitions.
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For instance, we give the values of the coordinate statistics computed on the partition
π = 6 8− 5− 1 4 7− 3 9− 2 :
π = 6 8 − 5 − 1 4 7 − 3 9 − 2
losi : 0 0 − 0 − 0 0 2 − 1 3 − 1
rosi : 4 4 − 3 − 0 2 2 − 1 1 − 0
lobi : 0 0 − 1 − 2 2 0 − 2 0 − 3
robi : 0 0 − 0 − 2 0 0 − 0 0 − 0
lcsi : 0 0 − 0 − 0 0 1 − 0 3 − 0
rcsi : 2 3 − 1 − 0 1 1 − 1 1 − 0
lcbi : 0 0 − 1 − 2 2 1 − 3 0 − 4
rcbi : 2 1 − 2 − 2 1 1 − 0 0 − 0
lsbi : 0 0 − 0 − 0 0 1 − 1 0 − 1
rsbi : 2 1 − 2 − 0 1 1 − 0 0 − 0
Note that there are four block inversions: {6, 8} > {5}, {6, 8} > {2}, {5} > {2} and
{3, 9} > {2}, and two block descents at i = 1 and 4; thus bInv π = 4 and bmaj π =
1 + 4 = 5. Note also that bExc π = 0. Moreover, perm(π) = 54132 and thus inv(π) = 8
and cinv(π) =
(
5
2
)
− 8 = 2.
Inspired by a statistic mak due to Foata & Zeilberger [4] on the permutations, Ste-
ingr´ımsson introduced its analogous on OPkn as follows:
mak = ros + lcs,
lmak = n(k − 1)− [los + rcs],
mak′ = lob + rcb,
lmak′ = n(k − 1)− [lcb + rob].
The following result was first noticed by Ksavrelof and Zeng in [6]. For completeness, we
include a more straightforward proof.
Proposition 2.1. For any π ∈ OPkn we have
mak = lmak′ and mak′ = lmak.
Proof. For π = B1 −B2 − · · · − Bk ∈ OP
k
n and i ∈ [n] we have
(losi + lobi + rosi + robi)π = (lcsi + lcbi + rcsi + rcbi)π = k− 1.
Il follows that
los + lob + ros + rob = lcs + lcb + rcs + rcb = n(k− 1).
The Proposition is then equivalent to
lob + los = lcb + lcs,
which is obvious. 
In view of the above proposition the conjectures in [13] are reduced to the following
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Conjecture 2.2 (Steingr´ımsson). The following statistics are Euler-Mahonian on OP :
mak + bInv, lmak + bInv, mak + bMaj, lmak + bMaj,
cinvLSB := lsb + cbInv +
(
k
2
)
and cmajLSB := lsb + cbMaj +
(
k
2
)
,
where cbInv =
(
k
2
)
− bInv and cbMaj =
(
k
2
)
− bMaj. In other words, the generating
functions of the above statistics over OPkn are equal to [k]q!Sq(n, k).
Let π be a partition of [n]. A singleton is the element of a block which has only one
element. Now, consider a block B of a partition π whose cardinal is ≥ 2. An element of
B is a strict opener (resp. strict closer) if it is the least (resp. greatest) element of B,
and a transient if it is neither the least nor greatest element of B.
The sets of strict openers, strict closers, singletons and transients of π will be denoted
by O(π), C(π), S(π) and T (π), respectively. The 4-tuple λ(π) = (O(π), T (π),S(π), C(π))
is called the type of π. For instance, for the partition π = 3 5− 2 4 6− 1− 7 8, we get
O(π) = {2, 3, 7}, C(π) = {5, 6, 8}, S(π) = {1} and T (π) = {4}.
Clearly we have open = O ∪ S and clos = C ∪ S therefore we get
bInv = rcs(O ∪ S) and inv = ros(O ∪ S),
bExc = lcs(O ∪ S) and cinv = los(O ∪ S).
2.2. Main results. Consider the following two generating functions of ordered partitions
with k ≥ 0 blocks:
φk(a; x, y, t, u) : =
∑
pi ∈OPk
x(mak+bInv)pi ycinvLSBpi tinv pi ucinv pia|pi|, (2.1)
ϕk(a; z, t, u) : =
∑
pi ∈OPk
z(lmak+bInv)pi tinv pi ucinv pi a|pi|. (2.2)
The following is the main result of this paper.
Theorem 2.3. We have
φk(a; x, y, t, u) =
ak (xy)(
k
2)[k]tx,uy!∏k
i=1(1− a[i]x,y)
, (2.3)
ϕk(a; z, t, u) =
akz(
k
2) [k]tz,u!∏k
i=1(1− a[i]z)
. (2.4)
The proof of this theorem will occupy the whole Section 3. We first derive some results
on Euler-Mahonian statistics on ordered partitions.
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By definition, the combinatorial interpretations of the following specializations of φk
and ϕk are obvious:
∑
pi∈OPk
q(mak+bInv)pi a|pi| = φk(a; q, 1, 1, 1),∑
pi∈OPk
qcinvLSBpi a|pi| = φk(a; 1, q, 1, 1),∑
pi∈OPk
q(mak+bInv−inv+cinv)pi a|pi| = φk(a; q, 1, 1/q, q),∑
pi∈OPk
q(cinvLSB+inv−cinv)pi a|pi| = φk(a; 1, q, q, 1/q),∑
pi∈OPk
q(lmak+bInv)pi a|pi| = ϕk(a; q, 1, 1),∑
pi∈OPk
q(lmak+bInv−inv+cinv)pi a|pi| = ϕk(a; q, 1/q, q).
Applying Theorem 2.3 we see that the right-hand sides of the above six identities are all
equal to
ak q(
k
2)[k]q!∏k
i=1(1− a[i]q)
=
∑
n≥k
[k]q!Sq(n, k) a
n, (2.5)
where the last equality follows directly from (1.1). Thus we have proved
Theorem 2.4. The following six inversion-like statistics are Euler-Mahonian on OP:
mak + bInv, mak + bInv − (inv−cinv) ,
lmak + bInv, lmak + bInv + (inv−cinv) ,
cinvLSB, cinvLSB + (inv−cinv) .
2.3. Consequence on partitions. Since a partition is an ordered partition without
inversion, so we can derive the following ”hard” combinatorial interpretations for q-Stirling
numbers by putting t = 0 and extracting the coefficient of an in Theorem 2.3:
Sq(n, k) =
∑
pi∈Pkn
qmakpi =
∑
pi∈Pkn
qlmakpi =
∑
pi∈Pkn
qlsbpi+(
k
2).
The first two interpretations were proved by Ksavrelof and Zeng [6]. The third interpre-
tation was first proved by Stanton (see [14]).
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Note that by definition k(1− k)+ cinvLSB = lsb− bInv, then by noticing that the two
statistics inv and bInv vanish on (unordered) partitions, we get that∑
pi∈Pk
qmakpia|pi| = φk(a; q, 1, 0, 1),∑
pi∈Pk
q(
k
2)+lsbpia|pi| = q(
k
2)φk(a; 1, q, 0, 1),∑
pi∈Pk
qlmakpia|pi| = ϕk(a; q, 0, 1).
Now, applying Theorem 2.3 we see that the right-hand-sides of the above three identities
are equal to
∑
n≥k Sq(n, k) a
n in view of (2.5).
3. Proof of Theorem 2.3
3.1. Ordered partitions and walks in digraphs. Let π = B1 − B2 − · · · − Bk be a
partition of [n] and i an integer in [n]. The restriction Bj(≤ i) := Bj ∩ [i] of the block Bj
is said to be opened if B 6⊆ [i] and B ∩ [i] 6= ∅, closed if B ⊆ [i], and empty if B ∩ [i] = ∅.
The i-th trace of π, Ti(π), is defined by
Ti(π) = B1(≤ i)− B2(≤ i)− · · · −Bk(≤ i),
where the empty restrictions are not written. The sequence (Ti(π))1≤i≤n is called the
trace of the partition π. We denote by opi π and cli π the numbers of opened blocks
and closed blocks, respectively, in Ti(π) and set Fi(π) = (cli π, opi π) for 1 ≤ i ≤ n with
F0(π) = (0, 0). The sequence (Fi(π))0≤i≤n is called the form of the partition π.
For instance, if pi = {6}−{3, 5, 7}−{1, 4, 10}−{9}−{2, 8}, then T6(pi) = {6}−{3, 5, · · · }−
{1, 4, · · · } − {2, · · · }, where each opened block has an ellipsis, and we get F6(pi) = (1, 3).
Remark 3.1. Given the form of a partition, it is easy to deduce its type, and reversely.
Indeed, let i ∈ [n] and suppose that Fi−1(π) = (k, l), then
Fi(π) =

(k, l + 1), if i ∈ O(π);
(k + 1, l), if i ∈ S(π);
(k, l), if i ∈ T (π);
(k + 1, l − 1), if i ∈ C(π).
Note that if l = 0, then i can be neither a strict closer nor a transient (l = 0 means
that all the blocks in Ti−1 π are closed).
For any integer k ≥ 0, letDk be the digraph with vertex set Vk = {(i, j) ∈ N
2| i+j ≤ k},
and there is an edge in Dk from (i, j) to (i
′, j′) if and only if (i′, j′) = (i, j) with j > 0 or
(i′, j′) ∈ {(i, j + 1), (i+ 1, j), (i+ 1, j − 1)}. It is obvious that the number of vertices of
Dk is equal to
k̂ := 1 + 2 + · · ·+ (k + 1) =
(k + 1)(k + 2)
2
.
Let v1, · · · , vk̂ be the vertices of Dk arranged according to the following order: (i, j) ≤
(i′, j′) if and only if i + j < i′ + j′ or (i + j = i′ + j′ and j ≥ j′). For instance, we get
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v1 = (0, 0), v2 = (0, 1), v3 = (1, 0), v4 = (0, 2), v5 = (1, 1), v6 = (2, 0), · · · , vk̂ = (k, 0).
An illustration of Dk is given in Figure 2.
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Figure 1. The digraph Dk
A path of length n in Dk is a finite sequence (s0, s1, . . . , sn) of points in Vk such that
(si, si+1) is an edge for i = 0, . . . , n − 1. The step (si, si+1) is called North (resp. East,
South-East and Null) if si+1 = (xi, yi+1) (resp. si+1 = (xi + 1, yi), si+1 = (xi +1, yi− 1)
and si+1 = si). The number xi and yi are respectively the abscissa and the height of the
step (si, si+1).
Definition 3.2. A path in Dk from v1 = (0, 0) to vk̂ = (k, 0) is called a path of depth
k. Let Ωkn be the set of paths of depth k and length n and Ω
k =
⋃
n≥0Ω
k
n be the set of all
paths of depth k.
The following result just follows from the definition of paths.
Proposition 3.3. For n ≥ k ≥ 0, the forms of partitions in OPkn are exactly the paths
in Ωkn.
We can visualize a path by drawing a segment from si−1 to si in the x-y plan. For
instance, the path
ω = ((0, 0), (0, 1), (0, 2), (0, 3), (0, 3), (0, 3), (1, 3), (2, 2), (3, 1), (4, 1), (5, 0))
is illustrated in Figure 2.
By definition, an ordered partition on [i] with two kinds of blocks, opened or closed,
is called a trace on [i]. Let Ti−1 be a trace on [i − 1] and suppose that F (Ti−1) = (k, l),
with k, l ≥ 0. There are several possibilities to insert the element i in Ti−1 according to
the nature of i. The element i could be :
(a) a strict closer (resp. a transient): there are pi = l possibilities to close with i (resp.
insert i in) one of the l opened blocks of Ti−1.
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Figure 2. A path in Ω510, where 2 means two successive Null steps at (0, 3).
(b) a singleton (resp. a strict opener): there are pi = k + l + 1 possibilities to insert
the singleton {i} (resp. open a block with i) in Ti−1 (before all the blocks, between
two blocks, or after all the blocks).
We observe that if l = 0, then in case (a), there are none possibility to add i (pi = 0),
which is natural because all the blocks in Ti−1 are closed.
Remark 3.4. The number of ways pi to add the element i, according to its ”nature”, in
a trace Ti−1 on [i − 1], depends only on F (Ti−1). If F (Ti−1) = (k, l), then pi = l (resp.
pi = k + l + 1) if we want insert i as a transient or a strict closer (resp. a strict opener
or a singleton).
We assume the possibilities to add an element (according its nature) in a trace are
arranged from left to right. Namely, if we insert a singleton or open a block (resp. insert
a transient or close a block), the spaces (resp. opened blocks) which correspond to the
possibilities are arranged from left to right.
For instance, T6 = {6} − {3, 5, · · · } − {1, 4, · · · } − {2, · · · } is a trace on [6], then
F (T6)=(1,3) and there are:
(i) 5 possibilities to open a block or insert a singleton in T6.
T5 = {6} {3, 5, · · · } {1, 4, · · · } {2, · · · }
↑ ↑ ↑ ↑ ↑
choice 1 2 3 4 5
(ii) 3 possibilities to close a block or add a transient in T6. Namely,
T6 = {6} {3, 5 · · · } {1, 4, · · · } {2, · · · }
↑ ↑ ↑
choice 1 2 3
Definition 3.5. A path diagram of depth k and length n is a pair (ω, ξ), where ω is a path
of depth k and length n and ξ = (ξi)1≤i≤n is a sequence of integers such that 1 ≤ ξi ≤ q
if the i-th step of ω is Null or South-East of height q, and 1 ≤ ξi ≤ p + q + 1 if the i-th
step of ω is North or East of abscissa p and height q.
Denote by ∆kn the set of path diagrams of depth k and length n and by ∆
k =
⋃
n≥0∆
k
n
the set of path diagrams of depth k.
The mapping ψ: Let n ≥ k ≥ 1. Given a path diagram h = (ω, ξ) ∈ ∆kn, we associate
a partition ψ(h) ∈ OPkn by constructing successively its traces Ti for 1 ≤ i ≤ n as follows:
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(1) Set T0 = ∅.
(2) For 1 ≤ i ≤ n, we construct Ti from Ti−1 by the following process. Suppose that
si−1 = (p, q) and the i-th step of ω is :
(i) North (resp. East), then we open a block with i (resp. insert the singleton
{i}) in Ti−1 according to the choice ξi.
(ii) South-East (resp. Null), then we close with i (resp. insert i as a transient in
) an opened block of Ti−1 according to the choice ξi.
(3) Set ψ(h) = Tn
For instance, if h = (ω, ξ) where ω is the path of Figure 1 and ξ = (1, 2, 1, 2, 1, 1, 1, 2, 4, 1),
then the step by step construction of ψ(h) goes as follows:
i stepi ξi Ti
1 North 1 {1, · · · }
2 North 2 {1, · · · } − {2, · · · }
3 North 1 {3, · · · } − {1, · · · } − {2, · · · }
4 Null 2 {3, · · · } − {1, 4, · · · } − {2, · · · }
5 Null 1 {3, 5, · · · } − {1, 4, · · · } − {2, · · · }
6 East 1 {6} − {3, 5, · · · } − {1, 4, · · · } − {2, · · · }
7 South-East 1 {6} − {3, 5, 7} − {1, 4, · · · } − {2, · · · }
8 South-East 2 {6} − {3, 5, 7} − {1, 4, · · · } − {2, 8}
9 East 4 {6} − {3, 5, 7} − {1, 4, · · · } − {9} − {2, 8}
10 South-East 1 {6} − {3, 5, 7} − {1, 4, 10} − {9} − {2, 8}.
Thus ψ(h) = {6} − {3, 5, 7} − {1, 4, 10} − {9} − {2, 8}.
Theorem 3.6. For each n ≥ k ≥ 1, the mapping ψ : h = (ω, ξ) 7→ π is a bijection from
∆kn to OP
k
n such that:
if the i-th step of ω is North or East of abscissa p and height q, then i ∈ (O ∪ S)(π) and
(lcs+ rcs)i(π) = p, (lsb+ rsb)i(π) = q, losi(π) = ξi−1 and rosi(π) = p+q+1− ξi;
if the i-th step of ω is South-East or Null of abscissa p and height q, then i ∈ (T ∪ C)(π)
and
(lcs + rcs)i(π) = p, (lsb + rsb)i(π) = q− 1, lsbi(π) = ξi − 1 and rsbi(π) = q− ξi.
Proof. By Remark 3.4 and Proposition 3.3, it is easy to see that the above algorithm is
well defined. Suppose we are constructing the ordered partition π and we arrive at the
i-th step of the construction. The i-th step of w is a step with initial vertex (p, q). At
this step of the construction, there are exactly p+ q blocks in Ti−1, whose p (resp. q) are
closed (resp. opened), and all the elements in Ti−1 are strictly inferior than i. Suppose
that the i-th step of w is a step of type:
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(i) North or East : then 1 ≤ ai ≤ p+ q+1 and by remark 3.1, the element i will be a
strict opener or a singleton of the partition π. It’s clear that (lcs + rcs)i (π) (resp.
(lsb+ rsb)i (π)) is equal to the number of closed (resp. opened) blocks in Ti−1 (π).
Thus, (lcs + rcs)i (π) = p and (lsb + rsb)i (π) = q.
Because all the blocks in Ti−1 have opener smaller than i, then losi π (resp. rosi π)
is just the number of blocks in Ti(π) on the left (resp. right) of the block which
contains i. Thus, because we open a block with the element i or add the singleton
{i} between the (ξi − 1)-th and (ξi)-th blocks of Ti−1, we get (losi, rosi)(π) =
(ξi − 1, p + q + 1− ξi) .
(ii) South-East or Null : then 1 ≤ ai ≤ q, and by remark 3.1, the element i will be
a transient or a strict closer of the partition π. By the same arguments as case
(i), we get (lcs + rcs)i (π) = p. Remark (lsb + rsb)i (π) is equal to the number of
opened blocks in Ti (π) which don’t contain the element i, thus because we insert
i in one of the opened block in Ti−1, we get (lsb + rsb)i (π) = q − 1. Moreover,
lsbi (π) (resp. rsbi (π)) is equal to the number of opened blocks in Ti(π) on the
left (resp. on the right) of the block which contains i. Because we insert i in the
ξi-th opened block in Ti−1(π), we get (lsbi, rsbi)(π) = (ξi − 1, q− ξi).

3.2. Generating functions of walks. For 0 ≤ k ≤ n, let t = (t1, t2, t3, t4, t5, t6, t7) and
Qn,k(t) : =
∑
pi∈OPkn
t
(lcs+rcs)(O∪S)pi
1 t
(lcs+rcs)(T ∪C)pi
2 t
rsb(T ∪C)pi
3 (3.1)
× t
lsb(T ∪C)pi
4 t
ros(O∪S)pi
5 t
los(O∪S)pi
6 t
(lsb+rsb)(O∪S)pi
7 .
Given a path ω, define the weight v(ω) of ω to be the product of the weights of all its
steps, where the weight of a step of abscissa i and height j is:
v(ω) =
{
ti1 t
j
7 [i+ j + 1]t5,t6 if the step is North or East;
ti2 [j]t3,t4 if the step is Null or South-East.
(3.2)
It follows easily from Theorem 3.6 that∑
ω∈Ωkn
v(ω) = Qn,k(t) .
Denote by |ω| the length of the path ω. Then, using the above identity, we get
Qk(a; t) :=
∑
n≥0
Qn,k(t) a
n =
∑
w∈Ωk
v(w) a|ω| . (3.3)
The adjacency matrix Ak of Dk relative to the valuation v is the k̂ × k̂ matrix defined
by
Ak(i, j) =
{
v(vi, vj) if (vi, vj) is an edge of Dk;
0 otherwise.
Applying transfer-matrix method (see e.g. [12, Theorem 4.7.2]), we derive
Qk(a; t) =
(−1)1+k̂ det(I − aAk; k̂, 1)
det(I − aAk)
, (3.4)
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where (B; i, j) denotes the matrix obtained by removing the i-th row and j-th column of
B and I is the k̂ × k̂ identity matrix.
In order to prove Theorem 2.3 we need to evaluate (3.4) in the following special cases:
fk(a; x, y, t, u) = Qk(a; x, x, x, y, t, u, y), (3.5)
gk(a; z, t, u) = Qk(a; 1, z, 1, z, t, u, 1). (3.6)
Let A′k and A
′′
k be the adjacency matrix of Dk relative to the weight function v
′ and v′′
obtained from the weight function v by making the substitution (3.5) and (3.6), respec-
tively. Namely, the weights v′(e) and v′′(e) of an edge e = ((i, j), (i′, j′)) of Dk with initial
vertex (i, j) are :
v′(e) =
{
xi yj [i+ j + 1]t,u if (i
′, j′) = (i, j + 1) or (i+ 1, j) ;
xi [j]x,y if (i
′, j′) = (i, j) or (i+ 1, j − 1),
and
v′′(e) =
{
[i+ j + 1]t,u if (i
′, j′) = (i, j + 1) or (i+ 1, j) ;
zi[j]z if (i
′, j′) = (i, j) or (i+ 1, j − 1).
Now, for each k ≥ 0 let
Mk = I − aA
′
k and Nk = I − aA
′′
k.
Then by (3.4), (3.5) and (3.6) we have
fk(a; x, y, t, u) =
(−1)1+k̂ det(Mk; k̂, 1)
detMk
, (3.7)
gk(a; z, t, u) =
(−1)1+k̂ det(Nk; k̂, 1)
detNk
(3.8)
for each k ≥ 1.
Since Mn and Nn are upper triangular matrices it is easy to see that for each n ≥ 1
detMn =
n∏
m=1
m∏
i=0
(1− axi[m− i]x,y), (3.9)
detNn =
n∏
m=1
n−m∏
k=0
(1− azk[m]q). (3.10)
The evaluation of det(Mn; n̂, 1) and det(Nn; n̂, 1) is not simple(see last section).
Theorem 3.7. Let n ≥ 1 be a positive integer. Then
det(Mn; n̂, 1) = (−1)
(n2)anx(
n
2)[n]t,u!
n−1∏
m=1
m∏
i=1
(1− axi[m− i+ 1]x,y), (3.11)
Theorem 3.8. Let n ≥ 1 be a positive integer. Then
det(Nn; n̂, 1) = (−1)(
n
2)an [n]t,u!
n−1∏
m=1
n−m∏
k=1
(1− azk−1[m]z). (3.12)
It is now trivial to obtain the following result.
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Corollary 3.9. For k ≥ 0, we have
fk(a; x, y, t, u) =
akx(
k
2)[k]t,u!∏k
i=1(1− a[i]x,y)
, (3.13)
gk(a; z, t, u) =
ak [k]t,u!∏k
i=1(1− az
k−i[i]z)
. (3.14)
To see the relation between fk and φk, gk and ϕk we need to establish the following
Lemma 3.10. The following functional identities hold on OPkn:
mak + bInv = (lcs + rcs) + rsb(T ∪ C) + inv,
lmak + bInv = n(k − 1)− (lcs + rcs)(T ∪ C)− lsb(T ∪ C)− cinv,
cinvLSB = (lsb + rsb)(O ∪ S) + lsb(T ∪ C) + inv+2 cinv.
Proof. By definition we have
mak + bInv = lcs + ros + rcs(O ∪ S)
= (lcs + rcs) + ros + (rcs(O ∪ S)− rcs)
= (lcs + rcs) + ros− rcs(T ∪ C)
= (lcs + rcs) + (ros− rcs)(T ∪ C) + ros(O ∪ S)
= (lcs + rcs) + rsb(T ∪ C) + ros(O ∪ S).
Also
n(k − 1)− (lmak + bInv) = (los + rcs)− rcs(O ∪ S) = los + rcs(T ∪ C)
= los(O ∪ S) + rcs(T ∪ C) + los(T ∪ C)
= cinv + (lcs + rcs)(T ∪ C) + (los− lcs)(T ∪ C)
= cinv + (lcs + rcs)(T ∪ C) + lsb(T ∪ C),
and
cinvLSB = k(k − 1) + lsb− bInv
= 2(inv+cinv) + lsb− rcs(O ∪ S)
= 2(inv+cinv) + (lsb + rsb)(O ∪ S)
− (rcs + rsb)(O ∪ S) + lsb(T ∪ C)
= 2(inv+cinv) + (lsb + rsb)(O ∪ S)− ros(O ∪ S) + lsb(T ∪ C)
= (lsb + rsb)(O ∪ S) + lsb(T ∪ C) + inv+2 cinv.
The proof is thus completed. 
Now, we derive from (3.5) and (3.6) that
fk(a; x, y, t, u) =
∑
pi∈OPk
x(lcs+rcs+rsb(T ∪C))piy((lsb+rsb)(O∪S)+lsb(T ∪C)) pitinv piucinv pia|pi|,
gk(a; z, t, u) =
∑
pi∈OPk
z(lcs+rcs+lsb)(T ∪C)pitinv piucinv pia|pi|.
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It follows from the above lemma the following
Lemma 3.11. The following identities hold:
φk(a; x, y, t, u) = fk(a; x, y, xyt, uy
2), (3.15)
ϕk(a; z, t, u) = gk(az
k−1; 1/z, t, u/z). (3.16)
Finally Theorem 2.3 follows immediately from Corollary 3.9 and Lemma 3.11. Therefore
in order to prove Theorem 2.3 it remains to prove Theorem 3.7 and Theorem 3.8.
3.3. Proof of Theorem 3.7. The matrix Mn can be defined recursively by
M0 = (1) , Mn =
 Mn−1 Mn−1
On+1,n̂−1 M̂n−1
 , (3.17)
where n ≥ 1,
M̂n−1 =
(
δij − ax
i−1[n + 1− i]x,y(δij + δi+1,j)
)
1≤i,j≤n+1
(3.18)
and Mn−1 is the n̂− 1× (n+ 1) matrix
Mn−1 =
 On̂−2,n+1
Mˇn−1

with the n× (n+ 1) matrix
Mˇn−1 =
(
−axi−1yn−i[n]t,u(δij + δi+1,j)
)
1≤i≤n, 1≤j≤n+1
. (3.19)
Here δij stands for the Kronecker delta and Om,n denotes the m × n zero matrix. For
instance, we get
M1 =

1 −a −a
0 1 − a −a
0 0 1

and
M2 =

1 −a −a 0 0 0
0 1 − a −a −ay(t + u) −ay(t + u) 0
0 0 1 0 −ax(t + u) −ax(t + u)
0 0 0 1 − a(x + y) −a(x+ y) 0
0 0 0 0 1 − ax −ax
0 0 0 0 0 1

.
Let
Kn = n̂− 1 =
n(n+ 3)
2
,
15
and let Pn = (Mn; n̂, 1), i.e the Kn × Kn matrix obtained from Mn by deleting the n̂th
row and the first column. Pn can be defined as follows.
Pn =
 Pn−1 P n−1
Xn−1 P̂n−1

Here P n−1 is a Kn−1 × (n + 1) matrix, Xn−1 is a (n + 1) × Kn−1 matrix, and P̂n−1 is a
(n + 1)× (n + 1) matrix. We shall compute detPn by the following well-known formula
for any block matrix with an invertible square matrix A,
det
(
A B
C D
)
= detA · det
(
D − CA−1B
)
.
Since the entries of CA−1B are also written by minors, we guess these entries and prove it
by induction (see Theorem 3.12). Before we proceed to the proof, we give some examples.
P1 =
 −a −a
1− a −a

and
P2 =

−a −a 0 0 0
1 − a −a −ay(t + u) −ay(t + u) 0
0 1 0 −ax(t + u) −ax(t + u)
0 0 1 − a(x + y) −a(x + y) 0
0 0 0 1 − ax −ax

.
Thus, looking at P2 as the block matrix composed of P1, X1, P 1 and P̂1, we have
P 1 =
(
0 0 0
−ay(t+ u) −ay(t + u) 0
)
and
P̂1 =

0 −ax(t + u) −ax(t+ u)
1 − a(x + y) −a(x + y) 0
0 1 − ax −ax
.
Since P n is an Kn × (n+ 2) matrix, we can write
P n =
(
OKn−1,n+2
Un
)
,
where Un is the (n + 1) × (n + 2) matrix composed of the last (n + 1) rows of P n. For
1 ≤ k ≤ n+ 2, let
P kn =
 Pn−1 P n−1
Xn−1 P̂
k
n−1

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denote the Kn × Kn matrix obtained from Pn by replacing the right-most column with
the kth column of P n. Here P̂
k
n−1 is the (n+ 1)× (n + 1) matrix obtained from P̂n−1 by
replacing the right-most column with the kth column of Un. For example,
P 22 =

−a −a 0 0 0
1 − a −a −ay(t + u) −ay(t + u) 0
0 1 0 −ax(t+ u) 0
0 0 1 − a(x + y) −a(x + y) −ay2(t2 + tu + t2)
0 0 0 1 − ax −axy(t2 + tu + t2)

.
Here our key result is as follows:
Theorem 3.12. Let n ≥ 1 be a positive integer. Then we have
detPn
detPn−1
= (−1)n−1axn−1[n]t,u
n−1∏
i=1
(1− axi[n− i]x,y), (3.20)
and
detP kn
detPn
= a x
(k−1)(k−2)
2
−n(n−1)
2 y
(n+1−k)(n+2−k)
2 [n + 1]t,u
[
n+ 1
k − 1
]
x,y
(3.21)
for 1 ≤ k ≤ n,
detP n+1n
detPn
= a y [n+ 1]t,u [n]x,y (3.22)
and detP n+2n = 0.
We need the following:
Lemma 3.13. For 0 ≤ m ≤ n,
m∑
k=0
(−1)m−kx(
k
2)y(
n−k
2 )
[n
k
]
x,y
k−1∏
i=0
{
1− axi[n− i]x,y
}m−1∏
i=k
{
−axi[n− i]x,y
}
= x(
m
2 )y(
n−m
2 )
[ n
m
]
x,y
m∏
i=1
{
1− axi[n− i]x,y
}
. (3.23)
Proof. Note that
[n]x,y = y
n−1[n]x/y,
[
n
k
]
x,y
= ykn−k
2
[
n
k
]
x/y
.
Since
(
n−k
2
)
+
(
k
2
)
+ kn− k2 =
(
n
2
)
, setting c = ayn−1 and q = x/y, we can rewrite (3.23)
as follows:
m∑
k=0
(−1)m−kq(
k
2)
[
n
k
]
q
k−1∏
i=0
{
1− cqi[n− i]q
}m−1∏
i=k
{
−cqi[n− i]q
}
= q(
m
2 )
[
n
m
]
q
m∏
i=1
{
1− cqi[n− i]q
}
. (3.24)
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Setting
X = 1 +
cqn
1− q
, Y =
c
1− q + cqn
, Z =
cqn
1− q
,
then 1− cqi[n− i]q = X(1−Y q
i) and −cqi[n− i]q = Z(1− q
i−n). Hence, in (3.24) making
the following substitutions:
k−1∏
i=0
{
1− cqi[n− i]q
}
= Xk(Y ; q)k,
m∏
i=1
{
1− cqi[n− i]q
}
= Xm(Y q; q)m,
m−1∏
i=k
{
−cqi[n− i]q
}
= (−1)mZm−kq(
m
2 )−mn (q
n−m+1; q)m
(q−n; q)k
,
and writing the q-binomial coefficients as[
n
k
]
q
= (−1)kqkn−k(k−1)/2
(q−n; q)k
(q; q)k
,
[
n
m
]
q
= (−1)mqmn−m(m−1)/2
(q−n; q)m
(q; q)m
,
we see, after simplifying, that identity (3.24) is equivalent to the special case Y = c/(1−
q + cqn) of the identity:
m∑
k=0
(Y ; q)k
(q; q)k
Y m−k =
(Y q; q)m
(q; q)m
,
which can be easily verified by induction. 
Proof of Theorem 3.12. We proceed by induction on n. When n = 1, by a direct
computation we obtain detP1 = a, detP
1
1 = detP
2
1 = a
2 y [2]t,u and detP
3
1 = 0. This
shows the theorem is true when n = 1. Let n be an integer ≥ 2. Assume the theorem is
true for n− 1.
(i) We get
detPn = det
 Pn−1 P n−1
Xn−1 P̂n−1
 = detPn−1 · det(P̂n−1 −Xn−1P−1n−1P n−1)
and
detP kn = det
 Pn−1 P n−1
Xn−1 P̂
k
n−1
 = detPn−1 · det(P̂ kn−1 −Xn−1P−1n−1P n−1) .
(ii) By direct computation we can see that the (i, j)th entry of Xn−1P
−1
n−1P n−1 (1 ≤
i, j ≤ n + 1) is equal to {
detP jn−1
detPn−1
if i = 1,
0 otherwise.
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By the induction hypothesis, the (1, j)th entry of Xn−1P
−1
n−1P n−1 equals
a x(
j−1
2 )−(
n−1
2 ) y(
n+1−j
2 ) [n]t,u
[
n
j−1
]
x,y
if 1 ≤ j ≤ n− 1,
a y [n− 1]x,y [n]t,u if j = n,
0 if j = n+ 1.
(3.25)
(iii) Put W kn−1 = P̂
k
n−1−Xn−1P
−1
n−1P n−1 and Wn−1 = P̂n−1−Xn−1P
−1
n−1P n−1. Then, by
(i), we have detP
k
n
detPn−1
= detW kn−1 and
detPn
detPn−1
= detWn−1. By (3.19) and (3.25), we
can see that the (1, j)th entry of W kn−1 is
−a x(
j−1
2 )−(
n−1
2 ) y(
n+1−j
2 )[n]t,u
[
n
j − 1
]
x,y
for 1 ≤ j ≤ n, and the (1, n+ 1)th entry is 0 (the top row does not depend on k).
It is also easy to see that the (1, j)th entry of Wn−1 is
−a x(
j−1
2 )−(
n−1
2 ) y(
n+1−j
2 )[n]t,u
[
n
j − 1
]
x,y
for 1 ≤ j ≤ n+ 1.
(iv) We claim that
detWn−1 = (−1)
n−1axn−1[n]t,u
n−1∏
i=1
(1− axi[n− i]x,y).
In fact, the (i, j)th entry of Wn−1 is
−a y
(n−j)(n−j+1)
2 x
(j−1)(j−2)
2
− (n−1)(n−2)
2 [n]t,u
[
n
j−1
]
x,y
if i = 1 and 1 ≤ j ≤ n + 1,
1− axj−1[n+ 1− j]x,y if i = j + 1 and 1 ≤ j ≤ n,
−axj−2[n+ 2− j]x,y if i = j and 2 ≤ j ≤ n+ 1,
0 otherwise.
Thus, if we expand detWn−1 along the top row, then we obtain
detWn−1 = −ax
− (n−1)(n−2)
2 [n]t,u
×
n+1∑
j=1
(−1)j+1y
(n−j)(n−j+1)
2 x
(j−1)(j−2)
2
[
n
j − 1
]
x,y
detWn−1(1; j).
If we use
detWn−1(1; j) =
j−2∏
ν=0
(1− axν [n− ν]x,y)
n−1∏
ν=j−1
(−axν [n− ν]x,y),
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then we obtain
detWn−1 = −ax
−
(n−1)(n−2)
2 [n]t,u
n+1∑
j=1
(−1)j+1y
(n−j)(n−j+1)
2 x
(j−1)(j−2)
2
[
n
j − 1
]
x,y
×
j−2∏
ν=0
(1− axν [n− ν]x,y)
n−1∏
ν=j−1
(−axν [n− ν]x,y)
= (−1)n−1axn−1[n]t,u
n−1∏
i=1
(1− axi[n− i]x,y)
by (3.23). Thus, by (i), we conclude that
detPn
detPn−1
= detWn−1 = (−1)
n−1axn−1[n]t,u
n−1∏
i=1
(1− axi[n− i]x,y). (3.26)
(v) We claim that
detP kn
detPn
=
detW kn−1
detWn−1
= a x
(k−1)(k−2)
2
−n(n−1)
2 y
(n+1−k)(n+2−k)
2 [n + 1]t,u
[
n+ 1
k − 1
]
x,y
for 1 ≤ k ≤ n. Because the rightmost column of P̂ kn−1 is the kth column of Un, we
have the (i, n + 1)th entry of P̂ kn−1 is{
−ayn[n + 1]t,u if i = 2,
0 otherwise,
when k = 1, 
−ayn+2−kxk−2[n+ 1]t,u if i = k,
−ayn+1−kxk−1[n+ 1]t,u if i = k + 1,
0 otherwise,
when 2 ≤ k ≤ n, {
−ayxn−1[n+ 1]t,u if i = n+ 1,
0 otherwise,
when k = n + 1, and all zero when k = n + 2. By the induction hypothesis, the
(1, n+ 1)th entry of Xn−1P
−1
n−1P n−1 is
detPn+1n−1
detPn−1
= 0. Thus the (n + 1)th column of
W kn−1 = P̂
k
n−1 −Xn−1P
−1
n−1P n−1 equals the (n+ 1)th column of P̂
k
n−1.
(a) When k = 1, we expand detW 1n−1 along the (n+1)th column, then, by direct
computation, we obtain
detW 1n−1 = (−1)
n+3(−ayn[n+ 1]t,u) detWn−1(2;n+ 1)
By expanding detW 1n−1(2;n+ 1) along the top row we obtain
detWn−1(2;n+ 1) =
(
−a y
n(n−1)
2 x−
(n−1)(n−2)
2 [n]t,u
) n−1∏
ν=1
(1− axν [n− ν]x,y).
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Thus we conclude that
detW 1n−1 = (−1)
n−1a2y
n(n+1)
2 x−
(n−1)(n−2)
2 [n]t,u
× [n + 1]t,u
n−1∏
ν=1
(1− axν [n− ν]x,y). (3.27)
By (3.26), this implies
detW 1n−1
detWn−1
= ay
n(n+1)
2 x−
n(n−1)
2 [n + 1]t,u
which is the desired identity.
(b) When 2 ≤ k ≤ n, we expand detW kn−1 along the (n + 1)th column, then we
obtain
detW kn−1 = (−1)
k+n+1(−ayn+2−kxk−2[n+ 1]t,u) detWn−1(k;n+ 1)
+ (−1)k+n+2(−ayn+1−kxk−1[n+ 1]t,u) detWn−1(k + 1;n+ 1). (3.28)
By expanding along the top row, we obtain
detWn−1(k;n+ 1) = −ax
− (n−1)(n−2)
2 [n]t,u
k−1∑
j=1
(−1)j+1y
(n−j)(n−j+1)
2 x
(j−1)(j−2)
2
×
[
n
j − 1
]
x,y
detWn−1(1, k; j, n+ 1),
detWn−1(k + 1;n+ 1) = −ax
−
(n−1)(n−2)
2 [n]t,u
k∑
j=1
(−1)j+1y
(n−j)(n−j+1)
2 x
(j−1)(j−2)
2
×
[
n
j − 1
]
x,y
detWn−1(1, k + 1; j, n+ 1),
where Wn−1(1, k; j, n+1) =Wn−1(k;n+1)(1; j) and Wn−1(1, k+1; j, n+1) =
Wn−1(k + 1;n+ 1)(1; j). If we use
detWn−1(1, k; j, n+ 1) =
j−2∏
ν=0
(1− axν [n− ν]x,y)
k−3∏
ν=j−1
(−axν [n− ν]x,y)
×
n−1∏
ν=k−1
(1− axν [n− ν]x,y),
detWn−1(1, k + 1; j, n+ 1) =
j−2∏
ν=0
(1− axν [n− ν]x,y)
k−2∏
ν=j−1
(−axν [n− ν]x,y)
×
n−1∏
ν=k
(1− axν [n− ν]x,y),
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then, by (3.23), we obtain
detWn−1(k;n+ 1) = (−1)
k−1ax
(k−2)(k−3)
2
−
(n−1)(n−2)
2 y
(n−k+2)(n−k+1)
2
× [n]t,u
[
n
k − 2
]
x,y
n−1∏
ν=1
(1− axν [n− ν]x,y),
detWn−1(k + 1;n+ 1) = (−1)
kax
(k−1)(k−2)
2
−
(n−1)(n−2)
2 y
(n−k)(n−k+1)
2
× [n]t,u
[
n
k − 1
]
x,y
n−1∏
ν=1
(1− axν [n− ν]x,y).
Thus, from (3.28), we conclude that
detW kn−1 =(−1)
n−1a2x−
(n−1)(n−2)
2
+
(k−1)(k−2)
2 y
(n+1−k)(n+2−k)
2 [n]t,u[n + 1]t,u
×
(
yn−k+2
[
n
k − 2
]
x,y
+ xk−1
[
n
k − 1
]
x,y
)
n−1∏
ν=1
(1− axν [n− ν]x,y)
= (−1)n−1a2x−
(n−1)(n−2)
2
+ (k−1)(k−2)
2 y
(n+1−k)(n+2−k)
2
× [n]t,u[n+ 1]t,u
[
n + 1
k − 1
]
x,y
n−1∏
ν=1
(1− axν [n− ν]x,y).
Using (3.26), we obtain
detW kn−1
detWn−1
= ax−
n(n−1)
2
+ (k−1)(k−2)
2 y
(n+1−k)(n+2−k)
2 [n+ 1]t,u
[
n + 1
k − 1
]
x,y
,
which is the desired identity.
(c) When k = n + 1, we also expand detW kn−1 along the (n + 1)th column and
repeat the same argument. It is not hard to obtain
detW n+1n−1
detWn−1
= ay[n+ 1]t,u[n]x,y.
The details are left to the reader.
(d) When k = n + 2, det P̂ kn−1 vanishes since all the entries of the last column of
det P̂ kn−1 are zero.
This proves the theorem is true for n. By induction we conclude that the theorem is true
for all n ≥ 1. This completes the proof. 
Since det(P1) = a, Theorem 3.7 (3.11) follows easily from (3.20). 
3.4. Proof of Theorem 3.8. Let F = {Fn}
∞
n=1 be a sequence of non-zero functions in
finitely many variables v1, v2, . . . . We use the convention that Fn! =
∏n
k=1 Fk and[n
k
]
F
=
{
Fn!
Fk!Fn−k!
, if 0 ≤ k ≤ n,
0, otherwise.
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We prove Theorem 3.8 (3.12) by considering the following matrix Nn(x, a), which gener-
alize the matrix Nn (set x = 1 and Fn = [n]t,u to obtain Nn). Let Nn(x, a) be the matrix
defined inductively as follows:
N0(x, a) = (x)
and
Nn(x, a) =
 Nn−1(x, a) Nn−1(x, a)
On+1,n̂−1 N̂n−1(x, a)
 (3.29)
where N̂n−1(x, a) is the (n+ 1)× (n+ 1) matrix defined by
N̂n−1(x, a) =
(
xδij − aq
i−1[n + 1− i]q(δij + δi+1,j)
)
1≤i,j≤n+1
(3.30)
and Nn−1(x, a) is the n̂− 1× (n+ 1) matrix On̂−2,n+1
Nˇn−1

with the n× (n+ 1) matrix
Nˇn−1 = (−aFn · (δij + δi+1,j))1≤i≤n, 1≤j≤n+1 . (3.31)
For instance, we get
N2(x, a) =

x −aF1 −aF1 0 0 0
0 x− a −a −aF2 −aF2 0
0 0 x 0 −aF2 −aF2
0 0 0 x− a(1 + q) −a(1 + q) 0
0 0 0 0 x− aq −aq
0 0 0 0 0 x

.
Let N˙n(x, a) denote the matrix obtained from Nn(x, a) by deleting the n̂th row and
the first column. Then the following theorem is sufficient to prove our result. Here our
strategy is as follows. We regard detNn(x, a) as a polynomial in x and find all linear
factors. Finally we check the leading coefficient in the both sides.
Theorem 3.14. We have
det N˙n(x, a) = (−1)
n(n−1)
2 an Fn! x
n
n−1∏
m=1
n−m∏
k=1
(
x− aqk−1[m]q
)
. (3.32)
Then by setting x = 1 and Fn = [n]t,u we obtain Theorem 3.8 (3.12).
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For instance, we have
det N˙1(x, a) = det
 −aF1 −aF1
x− a −a
 = aF1 x
and
det N˙2(x, a) = det

−aF1 −aFn 0 0 0
x− a −a −aF2 −aF2 0
0 x 0 −aF2 −aF2
0 0 x− a(1 + q) −a(1 + q) 0
0 0 0 x− aq −aq

= −a2 F1F2 x
2(x− a).
Fix positive integers m and k. Define the row vectors Xm,kn (x, a) of degree n̂ as follows:
For 1 ≤ i ≤ n + 1 and 1 ≤ j ≤ i, the
(
i(i−1)
2
+ j
)
th entry of Xm,kn (x, a) is equal to
Xm,ki,j = (−1)
i+m+kaq−(m+k−1)(i−m−k)+(
j−k
2 ) Fi−m−k!
[i−m− k]q!
[
i− 1
m+ k − 1
]
F
[
m
j − k
]
q
. (3.33)
Here we use the convention that Fn! = [n]q! = 1 if n ≤ 0. For example, if n = 3,
m = k = 1, then
X1,13 (x, a) =
(
0, 1, 1,−
F2
q
,−
F2
q
, 0,
F2F3
q2[2]q!
,
F2F3
q2[2]q!
, 0, 0
)
.
Lemma 3.15. Let n be a positive integer. Let m and k be positive integers such that
1 ≤ m ≤ n− 1 and 1 ≤ k ≤ n−m. Then we have
Xm,kn (x, a)Nn(x, a) = (x− aq
k−1[m]q)X
m,k
n (x, a). (3.34)
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Before we proceed to the proof of the lemma, we see it in an example. If n = 2 and
m = k = 1, then we have
(
0, 1, 1,−
F2
q
,−
F2
q
, 0
)

x −F1 −F1 0 0 0
0 x− a −a −aF2 −aF2 0
0 0 x 0 −aF2 −aF2
0 0 0 x− a(1 + q) −a(1 + q) 0
0 0 0 0 x− aq −aq
0 0 0 0 0 x

=
(
0, x− a, x− a,−
F2
q
(x− a),−
F2
q
(x− a), 0
)
.
Proof of Lemma 3.15. We proceed by induction on n. When n = 0 or n = 1, our claim
is easy to check by direct computation. Assume (3.34) is true upto n− 1. Then the first
n̂− 1 entries of Xm,kn (x, a)Nn(x, a) agree with those of (x − q
k−1[m]q)X
m,k
n (x, a) by the
induction hypothesis. So we have to check the last n + 1 entries. In fact we verify the
following three cases.
(i) If i = n + 1 and j = 1, then the
(
n(n+1)
2
+ 1
)
th entry of Xm,kn (x, a)Nn(x, a) is
equal to
(−aFn)X
m,k
n,1 + (x− a[n]q)X
m,k
n+1,1.
Note that the coefficient
[
m
1−k
]
q
becomes zero unless k = 1. Thus, by direct
computation, one can easily check that this sum equals
(−1)n+m+k+1aq−(m+k−1)(n−m−k+1)+(
1−k
2 )
×
Fn+1−m−k!
[n+ 1−m− k]q!
[
n
m+ k − 1
]
F
[
m
1− k
]
q
(x− a[m+ k − 1]q).
(ii) If i = n+1 and 2 ≤ j ≤ n, then the
(
n(n+1)
2
+ j
)
th entry of Xm,kn (x, a)Nn(x, a) is
equal to
(−aFn)X
m,k
n,j−1 + (−aFn)X
m,k
n,j
+
(
−aqj−2[n− j + 2]q
)
Xm,kn+1,j−1 +
(
x− aqj−1[n− j + 1]q
)
Xm,kn+1,j.
By direct computation, one can easily check this equals
(−1)n+m+k+1aq−(m+k−1)(n−m−k+1)+(
j−k
2 )
×
Fn+1−m−k!
[n + 1−m− k]q!
[
n
m+ k − 1
]
F
[
m
j − k
]
q
(
x− aqk−1[m]q
)
.
(iii) If i = j = n+ 1, then the (n+1)(n+2)
2
th entry of Xm,kn (x, a)Nn(x, a) is equal to
(−aFn)X
m,k
n,n +
(
−aqn−1
)
Xm,kn+1,n + xX
m,k
n+1,n+1.
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One can easily check this is always equal to zero.
Thus this completes the proof of our lemma. 
Corollary 3.16. Let n be a positive integer. Then there exists a polynomial ϕ(x) such
that
det N˙n(x, a) = ϕ(x)
n−1∏
m=1
n−m∏
k=1
(
x− aqk−1[m]q
)
.
Proof. Let X˙m,kn (x, a) (resp. X¨
m,k
n (x, a)) denote the vector of degree n̂−1 obtained from
Xm,kn (x, a) by deleting the last (resp. first) entry. Then, by (3.34), we obtain
X˙m,kn (x, a)N˙n(x, a) =
(
x− aqk−1[m]q
)
X¨m,kn (x, a).
By substituting x = qk−1[m] into this identity we obtain
X˙m,kn (aq
k−1[m]q, a)N˙n(aq
k−1[m]q, a) = ~0.
Since X˙m,kn (x, a) is a non-zero vector when 1 ≤ m ≤ n − 1 and 1 ≤ k ≤ n − m,
N˙n(aq
p−1[m]q, a) is singular, which means det N˙n(aq
k−1[m]q, a) = 0. Thus we conclude
that det N˙n(x, a) is divisible by x − aq
k−1[m]q, which immediately implies our corollary.

Proposition 3.17. Let n be a positive integer. Then there exists a polynomial ψ(x) such
that
det N˙n(x, a) = ψ(x) x
n
n−1∏
m=1
n−m∏
k=1
(
x− aqk−1[m]q
)
.
Proof. By Corollary 3.16, we only need to show that det N˙n(x, a) is divisible by x
n.
We show this by the following column transformations on N˙n(x, a). First note that
N˙n(x, a) has n̂ − 1 columns. For each i = 1, . . . , n, let Coli denote the set of columns
j = i(i+1)
2
, i(i+1)
2
+ 1, . . . , (i+1)(i+2)
2
− 1. We perform the following column transformations
in each block Coli. For each i, we subtract the
i(i+1)
2
th column from the
(
i(i+1)
2
+ 1
)
th
column, then subtract the
(
i(i+1)
2
+ 1
)
th column from the
(
i(i+1)
2
+ 2
)
th column, and so
on, until we subtract the
(
(i+1)(i+2)
2
− 2
)
th column from the
(
(i+1)(i+2)
2
− 1
)
th column.
Then each entry of the
(
(i+1)(i+2)
2
− 1
)
th column becomes ±x. For example, if we perform
this operation to N˙3(x, a) which looks like
−aF1 −aF1 0 0 0 0 0 0 0
x− a −a −aF2 −aF2 0 0 0 0 0
0 x 0 −aF2 −aF2 0 0 0 0
0 0 x− a[2]q −a[2]q 0 −aF3 −aF3 0 0
0 0 0 x− aq −aq 0 −aF3 −aF3 0
0 0 0 0 x 0 0 −aF3 −aF3
0 0 0 0 0 x− a[3]q −a[3]q 0 0
0 0 0 0 0 0 x− aq[2]q −aq[2]q 0
0 0 0 0 0 0 0 x− aq2 −aq2

,
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then we obtain
−aF1 0 0 0 0 0 0 0 0
x− a −x −aF2 0 0 0 0 0 0
0 x 0 −aF2 0 0 0 0 0
0 0 x− a[2]q −x x −aF3 0 0 0
0 0 0 x− aq −x 0 −aF3 0 0
0 0 0 0 x 0 0 −aF3 0
0 0 0 0 0 x− a[3]q −x x −x
0 0 0 0 0 0 x− aq[2]q −x x
0 0 0 0 0 0 0 x− aq2 −x

.
This is always true. One can easily check the last column of each block becomes ±x
after these elementary transformations using the definition of N̂n−1(x, a) and Nn−1(x, a)
in (3.30) and (3.31). Thus, by taking the determinant of N˙n(x, a), we can factor out x
from each block Coli, i = 1, 2, . . . , n, and we conclude that det N˙n(x, a) is divisible by x
n.

Now we are in position to complete the proof of Theorem 3.14.
Proof of Theorem 3.14. To complete the proof of Theorem 3.14, we need to show that
the degree of det N˙n(x, a) is
n(n+1)
2
as a polynomial in x, and the leading coefficient of
det N˙n(x, a) is equal to (−1)
n(n−1)
2 anFn!. Let Kn = n̂−1 which is the degree of the matrix
N˙n(x, a). Let b˙ij denote the (i, j)th entry of N˙n(x, a). By the definition of determinants
we have
det N˙n(x, a) =
∑
pi∈SKn
sgn π b˙pi(1)1b˙pi(2)2 · · · b˙pi(Kn)Kn.
We use the two-line notation
π =
(
1 2 . . . Kn
π(1) π(2) . . . π(Kn)
)
to express a permutation π of letters [Kn]. For each j, if π(j) = j+1, then the entry b˙pi(j)j
is of degree 1 as a polynomial in x, and otherwise it is a constant. Thus det N˙n(x, a) is
apparently of at most Kn − 1 =
(n+1)(n+2)
2
− 2 degree as a polynomial in x. For example
N˙3(x, a) looks as follows.
−aF1 −aF1 0 0 0 0 0 0 0
x− a −a −aF2 −aF2 0 0 0 0 0
0 x 0 −aF2 −aF2 0 0 0 0
0 0 x− a[2]q −a[2]q 0 −aF3 −aF3 0 0
0 0 0 x− aq −aq 0 −aF3 −aF3 0
0 0 0 0 x 0 0 −aF3 −aF3
0 0 0 0 0 x− a[3]q −a[3]q 0 0
0 0 0 0 0 0 x− aq[2]q −aq[2]q 0
0 0 0 0 0 0 0 x− aq2 −aq2

,
Our first claim is that det N˙n(x, a) is a polynomial of degree
n(n+1)
2
. Let Coli, i =
1, 2, . . . , n, be as in the previous proof. Note that Coli includes i + 1 columns. We
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claim that π(j) = j + 1 can happen at most i column indices j in each block Coli. Oth-
erwise b˙pi(1)1b˙pi(2)2 · · · b˙pi(Kn)Kn vanishes. In fact, assume that π(j) = j + 1 for all j in a
certain block Coli. Then this must be the case for the block Coli+1. There is no other
choice if we assume b˙pi(1)1b˙pi(2)2 · · · b˙pi(Kn)Kn is nonzero. And this must be also the case for
the block Coli+2, and so on. Finally we have to take π(j) = j + 1 for all j in the block
Coln, but this is impossible. Thus we reach a contradiction. We conclude that the degree
of det N˙n(x, a) is at most
n(n+1)
2
. In fact there is a permutation which realize this degree,
i.e.
π =
(
1 2 3 4 5 . . . . . . Kn−1 + 1 Kn−1 + 2 . . . Kn − 1 Kn
2 1 4 5 3 . . . . . . Kn−1 + 2 Kn−1 + 3 . . . Kn Kn−1 + 1
)
.
It is easy to see that this π is the only permutation with which b˙pi(1)1b˙pi(2)2 · · · b˙pi(Kn)Kn
does not vanish and of degree n(n+1)
2
. Thus we conclude that the leading coefficient of
det N˙n(x, a) equals
sgn π · (−1)n an Fn!.
This immediately implies the resulting identity (3.32). 
Remark 3.18. One may notice that Mn in (3.17) and Nn in (3.29) are in a similar form,
but our methods to evaluate them are far from parallel. It seems that the first method does
not work with the matrix Nn since we can’t guess the entries of CA
−1N as we did in (3.21).
Meanwhile, the second method does not work with the matrix Mn at this point since even
if we generalize Mn to Mn(x, a), we don’t know the general form of the eigenvectors of
Mn(x, a). The reader can find the general guidance about matrix evaluation in [5]. We
may say that the second proof follows this general philosophy.
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