question prosody. Lieberman (1967) had participants read statements (like Joe ate the soup. ) and echoic questions (like Joe ate the soup?). The echoic question has the same word order as the statement. H owever it is interrogative in nature, sometimes marked by an element of surprise. The recordings were analyzed for pitch infor mation. The statements were characterized by a falling terminal fundamental frequency (F 0), whereas the questions were marked by a final rise in terminal F 0.
O' Shaughnessy (1979) analyzed sentences produced by four speakers and identified three critical regions: the first, medial, and last accented syllables of a question. H e observed that all three of these syllables are characterized by a rising F 0 contour, and concluded that the question intonation affects the F 0 contour of the entire sentence, and is not limited to a rising contour at the end of the utterance. An interaction between speaking rate and intonation in French by Canadian speakers was reported by Ryalls, D orze, Lever, Oullet, & Larfeuil (1994) . They looked at the duration of matched statements ( " The bird is singing.") and echoic questions ( " The bird is singing?" ). Although questions were spoken at a faster rate than statements, the final syllable durations were significantly longer for questions than statements. This interaction between speaker rate and sentence type has not been corroborated in English. What perceptual effect all of these potential cues have in statement-question differentiation also needs to be examined.
Several researchers have examined the characteristics of statement-question prosody that are functional in perception. M ajewski and Blasdell (1969) recorded the word farmer spoken as a statement or as a question. The word was then synthesized and presented to participants for identification. Their conclusion was that questions and statements could potentially be distinguished from each other based on terminal F 0 contour alone. Studdert-Kennedy and H adding (1973) suggested, however, that listeners also rely on other aspects of the F 0 contour in differentiating statements and questions. In their study, they imposed synthetic contours on naturally spoken utterances and manipulated the F 0 of certain points on the contour. The perceptual judgments of statement or question indicated that listeners were influenced not just by the terminal F 0 but the entire F 0 contour.
Prosody is perceived not only in the voice, but also in visual information from the face. The visual aspects (facial expressions) associated with prosody have been explored only recently, both unimodally (alone) and multimodally (in conjunction with auditory cues). Lansing and M cConkie (1999) monitored eye gaze while participants made decisions about segmental and prosodic categories for utterances presented without sound. The observers looked longer and directed more gazes toward the upper part of the speaker's face in making decisions about intonation patterns (statements vs. questions) than word segments. They could recognize prosody and segmental information based on visual cues in the upper and lower facial regions respectively. H owever, recognition of prosodic information from visual cues alone was more difficult than that of segmental or primary sentence stress. participants had to indicate the most prominent word in the test sentence, both the eyebrow and head movements influenced the judgments.
Eyebrow and head movements were recently explored as feedback cues in humanmachine interaction. G ranstrom, H ouse, and Swerts (2002) investigated the influence of acoustic and visual cues in signaling "negative" or "affirmative" feedback. The task was to judge a series of exchanges between a talking head (travel agent) and a human (customer) on the basis of their role as feedback signals. Surprisingly, brow raising was found to be an affirmative cue, despite usually being indicative of a question or surprise intonation. H owever, the brow movement was subtle in this study, and a larger raising movement might be more likely to signal a question intonation. In a similar vein, H ouse (2002) found that visual cues such as eyebrow movement and slow vertical head tilting did not indicate interrogative intonation, but elicited rather complex responses that were more affirmative.
M assaro and Beskow (2002) studied the joint influence of F 0, loudness, eye widening, and eyebrow movements on the perception of stress. U sing a factorial design methodology, they manipulate eye widening, eyebrow movement, amplitude, and pitch independently of one another to determine their relative contributions to the perception of stress. Participants were asked to indicate the degree to which a given word in a sentence was stressed. Although all four independent variables had some influence on the judgments, the amplitude of the noun was the most influential factor. In quantitative tests of formal models of speech perception and language, the fuzzy logical model of perception (F LM P) gave the best description of the results. Following this strategy, the present study intends to examine possible prosodic cues in the face that differentiate statements from questions, and how they are combined with auditory cues to the same distinction.
This study also informs an ongoing research project using a computer-generated 3-D talking head ( ' Baldi') to simulate auditory and visual aspects of human speech production (M assaro, 1998) . One of its applications is as an interactive language tutor which teaches language and vocabulary (Massaro, Cohen, Beskow, & Cole, 2000) . Realistic and convincing prosody is important for this application. Terken and Lemeer (1988) emphasize the importance of improving prosody in synthetic speech to make it more natural and comprehensible. They compared quality judgments for natural and synthetic utterances with good and poor segmental quality. The natural stimuli were 21 sentences read by a male speaker from a newspaper article. The same sentences were then synthesized using a D utch text-to-speech conversion system with intonation contours that obey the rules of the intonation system for D utch ('t H art & Collier, 1975) . Participants rated the synthetic utterances significantly lower in intelligibility than the natural ones, apparently due to the lack of appropriate intonation, which sounded rather "dull." N atural intonation was preferred to the synthetic dull intonation in speech with good segmental quality, but not in speech with poor segmental quality. An implication is that as the segmental quality of synthetic speech improves, listeners will be more demanding of the naturalness of synthetic intonation.
This study extends past research by examining potential cues from both the voice and the face, and their relative contributions to the judgment of statements/ echoic questions. Statement / echoic question pairs are used in order to eliminate any potential
Language and Speech contribution of syntactic or semantic information. It illustrates a method to measure and synthesize prosodic characteristics from natural speech, create auditory and visual synthetic continua from statement to question, and present these in perception experiments using an expanded factorial design. It also seeks to understand the processing of audio and visual cues by testing theoretical models of information processing like the F LM P (fuzzy logical model of perception), the SCM (single channel model), and the WTAV (weighted averaging model). The study intends to: (1) Replicate and supplement findings on how natural statements and questions differ in auditory (vocal) and visual (facial) characteristics, (2) Create synthetic utterances based on these measurements, (3) Examine the processing of auditory and visual prosodic cues in perceiving statements and questions, and (4) Explain the findings in terms of information processing theories and model fits. Since the F LM P has been proven to be more successful than other models in similar bimodal speech perception domains (M assaro, 1998) , it is hypothesized that the F LMP will best account for and explain the processing of prosodic information better than competing models of perception.
Experiment 1
The first experiment presented natural statements and echoic questions to participants, and examined the auditory and visual characteristics of the statement-question pairs. The most discriminable statement-question pair (We will weigh you./ We will weigh you?) was deter mined fro m the identification judgments. The prosodic infor mation thus obtained was used to build and test the stimuli in subsequent experiments.
Method

Participants
Twenty-two undergraduate psychology students at U niversity of California, Santa Cruz participated in this experiment for class credit. Participants ranged in age from 18 to 22, and reported having normal hearing.
Stimuli
Four English utterances in statement form and echoic question form (Table 1) were obtained from recordings of a male American English speaker, played from a laser videodisc recorded by Bernstein and Eberhardt (1986) . Each of the four utterances had three versions with word stress on either the first, second, or third word. These stimuli were selected because they were clearly articulated by a radio announcer and appeared to effectively convey the prosodic information. Being recorded on a laser videodisc also made it easier to analyze the acoustic and visual properties. The program used to run the experiment and collect subject data was implemented on a Silicon G raphics 4D -/ Crimson VG X workstation running under the IR IX operating system. The sentences were presented in three modalities: (1) Audio (voice) only, (2) Visual (face) only, and (3) Audiovisual (both voice and face). There were four utterances ´three stress placements
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(fir st / secon d / third word ) ´two types (statement / question ) ´th ree mod alities (audio / visual / bimodal) yielding a total of 72 conditions. F inal (fourth) word stress placement was not part of the video because it might interact with the final rise of question intonation. Some pretesting indicated that the audio only and bimodal conditions were showing a ceiling effect, and could not be distinguished from one another. Therefore, continuous white noise (with a signal-to-noise ratio of approximately -2.5 dB) was added to the experiment to enable one to look at any added contribution of the visual information to bimodal judgments.
Procedure
Each of the conditions was presented four times (for a total of 288 trials) in two sessions of 144 trials each. Each session lasted about 20 mins, with a 5 mins break between sessions. The stimuli were presented to the participants on 12-inch (30.48 cm) N EC M odel C12 -202A color monitors; and participant responses were collected on TVI video display terminals (VD Ts) and their associated keyboards. U p to four participants were run at a time, each seated in separate soundproof rooms. The items were presented in random order (within each of the 4 blocks of 72 trials) without replacement. The participants were instructed to attend to both the face and the voice, and identify the sentence as a statement or question. On a third of the trials, only voice was presented, on another third, only face, and the other third, both voice and face together. On each trial, participants identified the sentence as either a statement or a question by typing the letter ' s' for statement or the letter ' q' for question on a standard keyboard, with the letters ' s' and ' q' highlighted for easy access. After this test, a brief questionnaire was given asking what auditory and visual cues helped them identify statements and questions. They also rated what utterance best signified a statement-question pair in each condition (audio, visual, audiovisual). D ata analysis was then performed on the Silicon G raphics workstation using Fortran 77 data analysis routines and the SAS statistical package (SAS Institute, Cary, N C).
Results
A two-factor analysis of variance was carried out on each of the four utterance pairs. The independent variables were the three sensory modalities (auditory, visual, bimodal) , and the three stress placements (on first, second, third word). The dependent variable was the proportion of "question" responses, p(q), for each subject pooled across all trials. For each of the utterances, statements and questions were discriminated from one another significantly across all three modalities (p < .01) except for utterance # 4 for which the visual effect was not significant (Table 1 overleaf 
lists the F values).
There was no significant influence of stress level on statement-question discrimination.
To get a measure of how well the four statement-question pairs were discriminated in each of the modalities, d ' values were computed from the p(q) responses for each subject. In accord with extant literature (Kadlec, 1999; Miller, 1996) , the proportion 0 was computed as 1/ 2n and the value one as (2n-1)/ 2n, where n is the number of observations per condition (12 in this study, collapsing across stress placements). Table 2 lists the average of these d ' values for each of the four sentence pairs under the three modalities. The higher Language and Speech the d ' value of a pair, the better statements and questions were distinguished from one another. As seen in Table 2 , the most well-differentiated statement-question pair was pair # 3 (We will weigh you./ We will weigh you?). The d ' values for this pair were higher than that of pair # 1 and pair # 2 across all three modalities. Although pair # 4 had a higher auditory d' than that of pair # 3, it was not distinguished visually (as evident from Table 1 ). Table 3 shows the p(q) responses for the most well-discriminated natural statement / question pair # 3. The above observations were corroborated by the questionnaires administered, in which participants indicated that utterance pair # 3 was most discriminable and that the auditory cues conveyed significantly more prosodic information than the visual cues. The participants reported using the acoustic cues (pitch, duration, and amplitude) and visual cues (eyebrow raising, head tilting) to differentiate questions from statements. Our goal was to pick the statement / question pair that was most discriminable (and thus conveyed the greatest prosodic information) to use as a prototype for synthesis. Therefore the utterance # 3 (We will weigh you./ We will weigh you?) and in specific the pair with the stress on the first word (chosen arbitrarily since stress did not interact significantly with statement / question discrimination) was used to create the synthetic stimuli for the following experiments. The acoustic characteristics of this particular utterance pair were examined using a spectrograph analysis tool called Wavesurfer (Sjolander & Beskow, 1999) , which is a tool for recording, playing, editing, viewing, printing, and labeling audio data. It enables one to look at the pitch contour and duration (among other speech characteristics) of an utterance. An SG I (Silicon G raphics Interface) program was used to look at the amplitude of the pair. The following characteristics were noted:
(1) The statement wa s chara cterized by a gradual decline in ter minal F 0 contour (from 97 H z -64 H z), a shorter final syllable duration of 200 ms (overall utterance duration of 1192ms), and a sharp drop in amplitude (80%) on the final syllable, (2) The question was characterized by an entirely different contour with a high overall rise (from 86 H z to 170 H z) and slight terminal fall in F 0 (from 170 H z to 148 H z), a longer final syllable duration of 280 ms (overall utterance duration of 1289ms), and a smaller drop in amplitude (40%) on the final syllable.
The visual cues for this chosen utterance pair were examined using an SG I program called R IM , which enables one to capture video stills, mark points, and take measurements. It was used to measure the eyebrow raise and head tilt for the statement and question. It was found that (1) the statement was associated with little or no eyebrow raise, and insignificant head movement and (2) the question was accompanied by a significant eyebrow raise (20 units or 3.18 mm ) and head tilt (4°). The question cues extended dynamically across the length of the utterance. The eyebrow raise and head tilt initially increased in a monotonically decelerating fashion, peaked around the end of the second word (about 400ms into the utterance), and then persisted for the remainder of the utterance. These auditory and visual measurements were used to construct synthetic versions of statements and questions to test in subsequent experiments.
Experiment 2
This experiment used synthetic speech and facial animation to simulate the auditory and visual prosodic information from our unique test utterance. The other three utterances examined in our natural experiment (Experiment 1) were synthesized with the test utterance features. Even though the auditory cues were saliently informative in all four utterances (Table 1) , the visual cues were not. If our visual cues (from the test utterance # 3) are informative and robust, then these new sentences should be more discriminable than their natural counterparts. Positive results would enable one to generalize the effectiveness of the auditory and visual prosodic cues to some degree to the class of statements and echoic questions.
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Method
Participants
Sixteen undergraduate psychology students at U niversity of California, Santa Cruz, participated in this experiment for course credit.
Stimuli
The stimuli were the same four statement / question utterance pairs (from Experiment 1) synthesized based on the auditory and visual prosodic cues from the test utterance (statement / question pair # 3). The pitch contour of the statement and question was obtained from Wavesurfer (Sjolander & Beskow, 1999) . A speech software tool (that employs sable tags) called MarkupGUI (Woulters, Rundle, & M acon, 1999 ) was used to modify the acoustic (pitch contour, amplitude, duration) and visual (eyebrow, head tilt) parameters.
Procedure
The procedure was similar to that of the previous Experiment 1 except that each of the conditions was presented 16 times in two sessions (8 times per session). Each session lasted about 20 mins, with a 5 mins break between sessions. The total number of trials presented to each subject was 384 (192 trials per session).
Results
The independent variables were the synthesized utterances (four statement / question pairs) and the three sensory modalities (auditory, visual, and bimodal). The dependent variable was the p(q) responses. There was a significant effect of statement/ question type, F(1, 15)= 498.15, p < .01, and this effect did not interact with utterance. To give a more detail measure of discrimination, d' values were computed for each subject and then averaged (16 observations were used to transform the 0 and 1 values). Table 5 shows the F -ratios of these comparisons. The synthesized utterance # 3 was d iscriminated (between statemen t / questio n ) as well as its natural cou nterpar t, F(1, 36)= 1.47, p > .01, indicating that the visual synthesis of prosodic cues was successful and effective. With the visual cues of utterance # 3 applied to them, the other three synthetic utterances were all discriminated significantly better than their natural visualonly counterparts, utterance # 1: F(1, 36)= 26.30, p < .01; utterance # 2: F(1, 36)= 17.80, p < .01; utterance # :4 F (1, 36)= 34.83, p < .01. Thus, the visual cues were effective and generalized to the new synthetic utterances. This does not imply that these particular visual cues necessarily apply to the prosodic utterances of other synthetic talking heads. These visual and auditory prosodic cues were varied independently of one another in Experiment 3 to study unimodal and bimodal information processing.
The above mentioned auditory and visual measurements were used to create synthetic versions of the ideal statement and ideal question. A five-level continuum was then made, going in equal steps from the ideal statement to the ideal question. The auditory continuum becomes more question-like with changing pitch contour (of the entire sentence), and increasing amplitude and duration (of the final syllable). The visual continuum becomes more question-like with increasing eyebrow raise and head tilt. These synthetic stimuli were then tested to see how discriminable they are, and how the auditory and visual cues are integrated in perception of prosody.
Models of perception
Experiments 3, 4, and 5 intend to look at how prosody is processed given two sources of information from the face and voice, respectively. In addition to traditional statistical analyses, the results will be used to test among quantitative models of perception.
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The single channel model (SCM ) is a nonintegration model, according to which only a single channel of information is used at any one time. So even when there are several inputs, the SCM predicts that only one of the multiple sources of information influences the response on any given trial. This idea is akin to selective attention theories, according to which only a single channel of information can be processed at any one time. In bimodal speech, the auditory and visual modalities are two channels of information. SCM would predict that only one of the auditory and visual inputs is functional on any given bimodal trial.
The SCM is in opposition to the integration theories. Integration models theorize that the perceptual experience is influenced by both auditory and visual information, which are evaluated and somehow used together in the pattern recognition process. We consider two integration models. The fuzzy logical model of perception (F LM P) has been a successful predictive model for similar perception tasks (M assaro & Cohen, 1993) . The model supposes three stages of processing: (1) each source of information is evaluated to determine the continuous degree to which it matches stored prototypes; (2) the sources are integrated according to a multiplicative formula to calculate the overall degree of support for each alternative; and (3) a decision is made based on the relative goodness of fit with each prototype. The F LM P predicts that both auditory and visual modalities will influence the perception of prosody, and that the influence of one modality will be greater to the extent that the other is ambiguous.
In the weighted averaging model of perception (WTAV) the sources are averaged according to weight assigned to each modality. Though qualitatively different from the SCM (a nonintegration model), this WTAV is mathematically equivalent to the single channel model, and makes identical quantitative predictions (M assaro, 1987, 1998) . This equivalence between the SCM and WTAV is sobering in that two very different models can make equivalent predictions. G iven this result, it should not be too surprising that the SCM and F LM P also make fairly similar predictions (M assaro, 1998). They both predict main effects of the auditory and visual sources of information, whereas the SCM predicts no interaction between the sources and the F LM P predicts that the influence of one source will be largest when the other source is ambiguous. These two models are particularly difficult to distinguish if one of the sources of information has a relatively small influence and most of the responses tend to be in the middle of the factorial plot, as shown in F igure 2.
Experiment 3
Method
Participants
Forty-three undergraduate psychology students at U niversity of California, Santa Cruz, participated in the Experiment 3 for course credit.
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Stimuli
The stimuli consisted of the sentence We will weigh you, which was varied in prosodic information along an auditory and visual continuum of five levels from ideal statement to ideal question.
The auditory continuum consisted of changing pitch contour (shown in F ig. 1) and increasing amplitude and duration on the final syllable of the utterance (indicated in Table 5) . A C program then interpolated and generated the five-level pitch contour continuum from the statement to the question endpoint. The visual continuum consisted of increasing eyebrow raising (0-20 units or 3.18mm) and head tilting (0 -4°) during the initial part of the utterance (see Table 6 ). Sable
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Figure 1
Original five-level F 0 continuum for Experiments 2, 3, and 4 markup tags were used to generate the visual continuum for the synthetic talking head ( ' Baldi'). These marked up auditory and visual continua constituted the M SS (M arked synthetic speech). The original default Festival synthetic speech (F SS) versions of the utterance were also presented. The F SS echoic question version resulted from affixing an interrogative character at the end of the statement, with the intonation determined by the default settings of the Festival text-to-speech synthesis system. These stimuli were included to see how well the experimentally marked up cues (M SS) performed compared to the unmarked default F SS representations. 1 5.1.3 Procedure In Experiment 3, there were a total of 41 test conditions. In addition to the six F SS conditions (Festival default statement / question pair´ 3 modalities), another 35 M SS conditions were generated from an expanded factorial design. Crossing the five auditory and five visual levels yielded 25 bimodal conditions. F ive of these bimodal conditions were consistent in terms of pairing an auditory level with the same level of the visual. The inconsistent bimodal conditions are a result of combining different levels of the auditory and visual dimensions. There were 10 unimodal conditions (5 audio only, and 5 visual only). Each of the conditions was presented eight times in two sessions (4 times per session). Each session lasted about 20mins, with a 5 min break between sessions. The total number of trials presented to each subject was 328 (164 trials per session), randomized within each block of 41 conditions. U p to four participants were run at a time, each seated in front of 15-in. monitors in separate soundproof rooms. The audio was set constant at a comfortable intensity level, and Baldi's face was a constant size of 300 by 400 pixels animated at 30 frames per second. The synthetic face was displayed in the center of the screen and subtended a visual angle of about 10°. The trials were presented in random order without replacement, and participants were instructed to attend to both the auditory and visual stimuli. On each trial, participants identified each item as either a statement or a question by clicking the "Statement" button or the "Question" button. At the end of the experiment, the participants filled out a brief questionnaire describing what auditory and visual cues helped them identify statements and questions. *All significant at p < .01
Results
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A two-factor analysis of variance was carried out with the independent variables the three sensory modalities (auditory, visual, bimodal) , and the five levels of the prosodic continuum (from most "statement"-like to most "question"-like). The dependent variable was the proportion of "question" responses, p(q), for each of the 41 conditions pooled across all trials.
For the default Festival speech, p(q) was very low for the questions, and was not significantly distinguishable from that for the statements. Table 7 shows the analysis of variance results for the expanded factorial design with the modified synthetic speech. For statement/ question type, we see that the auditory and visual effects (in both unimodal and bimodal conditions), and the auditory-visual interaction were significant. These results are consistent with what participants reported in the questionnaire. They reported using the manipulated acoustic cues (pitch, duration, and amplitude) and visual cues (eyebrow raising, head tilting). They also reported ambiguity given the conflicting bimodal stimuli, and more influence of the auditory speech, consistent with identification results. The identification results or mean p(q) responses for the statements and questions are listed by modality in Table 8 . F igure 2 (overleaf) plots the average identification results across all participants, showing the proportion of question judgments for the unimodal auditory, unimodal visual, and bimodal conditions.
TABLE 8
Proportion of "question" responses for the Synthetic Endpoints on unimodal and consistent bimodal trials (We will weigh you. / We will weigh you?) Individuals may vary greatly in the relative influence of the audible and visible speech in bimodal perception. An index of the influence of a modality is given by the difference in average probability of a "question" response to the two endpoint stimuli from that modality presented unimodally. This marginal-range difference was calculated for each participant for both the audible and visible continua endpoints, giving an auditory effect and visual effect for each of the 43 participants in Experiment 3. The visual effect as a function of the size of the auditory effect for all the 43 participants are plotted in F igure 3.
Overall one notes that first, the size of the auditory and visual effects varied significantly across participants, as indicated by the points spread across the graph. Second, a few participants showed a zero visual effect and one a zero auditory effect, although
Language and Speech most were influenced by both visible and audible speech. Third, the audible speech had a greater influence than visible speech, indicated by the fact that many observers are clustered at the lower right-hand corner of the graph.
It should be stressed that the large individual differences seen in F igure 3 do not make the present findings any less reliable or conclusive. Similar results have been repeatedly found in studies of the perception of bimodal segmental information (M assaro, 1998) . Participants simply tended to differ in terms of the overall and relative influence of the auditory and visual information, not in terms of how the information from the two modalities is integrated. Similarly, the weaker influence of the visible speech only means that the auditory speech is more informative. It does not mean that perceivers do not use visual information to determine question versus statement. There is a significant influence of both modalities in the above experiments, even though the auditory modality is more informative than the visual. Although we were interested in using these data to distinguish between the SCM and F LM P, the descriptions of the two models gave about equally good fits. The failure to distinguish between the models was probably due to the relatively weak visual effect combined with fairly ambiguous response probabilities. 
Experiment 4
The results of Experiment 3 indicated a larger influence of the audio than the visual component in bimodal judgments. To determine if synthetic facial cues are necessarily substantially less influential than auditory ones, Experiment 3 was modified (to create Experiment 4) by enhancing the visual cues to test whether the facial information could be more effectively engaged in the task. Increasing the visual effect relative to the auditory would provide a more definitive range of test data that can help distinguish between competing information processing models (M assaro, 1998) . The auditory speech was kept the same as in Experiment 3.
Method
Participants
Seventeen undergraduate psychology students at U niversity of California, Santa Cruz, participated in this experiment for course credit.
Stimuli
The auditory stimuli were the same synthetic utterances used in Experiment 3. They consisted of the sentence we will weigh you that was varied in prosody along a continuum of five levels from most statement-like to most question-like. The only difference was that the visual cues were doubled in magnitude. So the revised visual continuum (see
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Figure 3
The visual effect plotted as a function of the auditory effect for the 43 participants in Experiment 3, showing the relative influence of the auditory and visual cues on proportion of question identification (N ote: Several points are identical and hence overlap) Table 6 ) consisted of increasing eyebrow raising (0 -40 units or 6.36 mm ) and head tilting (0 -8°) on the initial part of the utterance.
Procedure
The procedure was similar to that of the previous Experiment 3 except that each of the conditions was presented 20 times in two sessions (10 times per session). Each session lasted about an hour long, and was conducted on two successive days. The total number of trials presented to each subject was 700 (350 trials per session). The F SS (default Festival speech) conditions were not presented because their weak effects were demonstrated in Experiment 3.
Results
The results were similar to that of the previous experiment. F igure 4 plots the average identification results across all participants, showing the proportion of question judgments for the unimodal auditory, unimodal visual, and bimodal conditions. A single-factor AN OVA was performed to compare the visual only performance on Experiment 3 (43 participants) to that on Experiment 4 (17 participants). The dependent variable was the visual effect. Although enhancing the visual cues produced more influential visible speech compared to Experiment 3, F (1,58)= 6.41, p < .01, the size of the influence was still relatively small. The pattern of results was similar to that of Experiment 3, as can be seen in F igure 5. Once again, the data did not distinguish between the SCM and F LM P.
Experiment 5
G iven that the visual manipulation in Experiment 4 was not effective enough, Experiment 5 modified the auditory continuum to make it more ambiguous, so that the visual signal could have a better chance to help disambiguate the signal in bimodal judgments. This implementation was accomplished by creating a new five-level continuum between the original second and fourth levels of the auditory stimuli.
Method
Participants
21 undergraduate psychology students at U niversity of California, Santa Cruz, participated in this experiment for course credit. Attenuating the differences in the auditory stimuli in Experiment 5 did not make the visible speech significantly more influential relative to Experiment 4. As can be seen in F igure 7, this manipulation was evidently not powerful enough to alter the relative influence of the audible and visible speech. As in Experiments 3 and 4, the models gave equally good descriptions of the results.
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Discussion
There are functional prosodic cues in the face and the voice that can be marked to effectively distinguish statements from questions in synthetic speech. The present results show that statements and questions were discriminated auditorily (on the basis of the F 0 contour, amplitude, and duration), and visually (based on the eyebrow raise and head tilt). The findings suggest that there were clear auditory (vocal) and visual (facial) prosodic cues that conveyed statement and question intonation. Although these cues were successfully synthesized, perceived, and applied to the other utterances in this study, a caveat is that these cues might not necessarily generalize to the prosodic utterances of other synthetic talking heads.
The present study revealed a much larger influence of the auditory cues than visual cues in the judgment of statement versus question. These results were consistent with those reported for Swedish by H ouse (2002), which found that visual cues such as eyebrow movement and slow vertical head tilting did not strongly signal interrogative intonation. This held true despite our attempt to enhance the visual cues (Experiment 4) and attempting to make the auditory information more ambiguous (Experiment 5). This outcome limited how much could be learned about how the auditory and visual
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Figure 7
The visual effect plotted as a function of the auditory effect for the 21 participants in Experiment 5, showing the relative influence of the auditory and visual cues on proportion of question identification (N ote: Several points are identical and hence overlap) cues are processed. N ormally, model tests are carried out to determine how the cues are evaluated and integrated to achieve identification. The robustly strong auditory cues and relatively much weaker visual cues, however, produce a situation in which very different models make similar predictions. For example, we found that the SCM and the F LM P (Massaro, 1998) gave roughly equivalent predictions for the results of 3, 4, and 5. It should be valuable to explore further means to strengthen the visual effect relative to the auditory effect in order to quantitatively examine information processing through model testing.
Although we expected the F LM P to predict the integration of auditory and visual information better than competing models of perception, the experiments proved otherwise. The F LM P did not prove significa ntly bet ter t han the WTAV / SCM . The WTAV / SCM could not be eliminated as a competing explanation to the F LM P. In accordance with the nonintegrative SCM , it is possible that only a single modality was being used at a time on any given trial (the more influential auditory channel being selected with a greater probability than the visual channel) in this bimodal perception task. These results also demonstrate that the F LM P is not superpowerful (M assaro, 1998, Chap. 11) .
The lack of an advantage for the F LM P could be due to the nature of this task, which involves integrating cues from several modalities across the length of a sentence. Since the information is not confined to a single small event (like a syllable or word), it might be harder to engage integration in the optimal way predicted by the F LM P. Integrating the auditory and visual information across a sentence would probably require that the visual information from one part of the sentence be integrated with the auditory information from another part. Persons have trouble, however, optimally integrating information occurring during different time periods (M assaro, 1998, Chap. 3). The F LM P also tends to do better explaining the more automatic perceptual tasks (M assaro & Cohen, 1983 ) than more cognitive decision-making processes (M assaro, 1994) . To assess whether the extended length of the sentence was responsible for nonoptimal integration, a shorter test stimulus (e.g.: "Sunny. / Sunny?" ) might be used. A short utterance might make statement / question identification a more automatic perceptual task, and less of a cognitive decision-making process. This task might engage an optimal bimodal integration process.
Several important aspects remain to be examined with regard to the perception of statement and question prosody. The present study tested only a few auditory (pitch contour, amplitude, duration) and visual (eyebrow raising, head tilting) cues together. Additional auditory and visual cues could be obtained from a larger corpus of statements and questions recorded by natural speakers. These cues could then be synthesized and manipulated independently to measure the effects of each individually. M ore generally, it might be useful to look at utterances of different lengths and different kinds (yes/ no and wh questions) to see whether similar auditory and visual prosodic characteristics are observed, and what generalizations can be made about perceiving statement and question prosody.
