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Topological band structures can be designed by subjecting lattice systems to time-periodic modulations, as
was recently demonstrated in cold atoms and photonic crystals. However, changing the topological nature of
Floquet Bloch bands from trivial to non-trivial, by progressively launching the time-modulation, is necessarily
accompanied with gap-closing processes: this has important consequences for the loading of particles into a
target Floquet band with non-trivial topology, and hence, on the subsequent measurements. In this work, we
analyse how such loading sequences can be optimized in view of probing the topology of Floquet bands through
transport measurements. In particular, we demonstrate the robustness of center-of-mass responses, as compared
to current responses, which present important irregularities due to an interplay between the micro-motion of the
drive and inter-band interference effects. The results presented in this work illustrate how probing the center-
of-mass displacement of atomic clouds offers a reliable method to detect the topology of Floquet bands, after
realistic loading sequences.
I. INTRODUCTION
Shaking lattices periodically in time can be used as a pow-
erful tool to control the tunneling matrix elements of engi-
neered quantum systems [1], such as ultracold atoms trapped
in optical lattices [2, 3]. This idea was implemented success-
fully, ten years ago, in pioneering experiments [4–6], which
eventually led to the control of the Mott insulator–superfluid
phase transition through external shaking [7]; see [8, 9] for
reviews. It was then realized [10] that this method could
be further exploited to generate artificial magnetic fields and
frustrated magnetism, when applied to unusual lattice geome-
tries, such as triangular lattices; this was demonstrated in a se-
ries of experiments, which explored classical frustrated mag-
netism [11], tunable gauge potentials [12], and Ising-XY mod-
els [13], based on shaken optical lattices. Other recent devel-
opments studied how various forms of lattice shaking could
produce staggered-vortex superfluids [14], uniform magnetic
fields [15–18], non-Abelian gauge potentials [19, 20], spin-
orbit coupling [21], topological insulators [19, 22–24], frus-
tration in Fermi-Bose systems [25], lattices of sub-wavelength
spacing [24], helical 1D channels [26], and synthetic dimen-
sions [27]. Moreover, the use of time-periodic pulse se-
quences was also proposed as a promising alternative to gener-
ate artificial magnetic fields [28] and spin-orbit coupling [29–
31] in cold-atom setups. Importantly, the experimental imple-
mentation of well-designed time-periodic modulations in ul-
tracold gases recently allowed for the realization of emblem-
atic models of topological quantum matter [32], such as the
Hofstadter [33–37] and Haldane [38] models.
In fact, the general strategy according to which a desired
lattice model can be engineered by subjecting a quantum sys-
tem to a proper time-periodic modulation has been applied to
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a wide range of physical platforms [9, 31, 32, 39–46]. This
powerful method, which is generally termed Floquet engi-
neering in the contemporary condensed-matter literature, can
be formulated in simple terms: Consider a lattice system de-
scribed by a Hamiltonian Hˆ0, whose band structure is de-
noted E0(k), where k is the quasi-momentum; if one sub-
jects this system to a high-frequency time-modulation Vˆ (t),
its long-time dynamics can be accurately captured by an ef-
fective Hamiltonian Hˆeff, which results from an interplay be-
tween the static Hamiltonian Hˆ0 and the modulation Vˆ (t).
Interestingly, the spectrum Eeff(k) associated with the effec-
tive Hamiltonian Hˆeff, the so-called Floquet bands, can show
interesting features not present in the initial spectrum E0(k),
such as non-trivial topological properties [31, 39, 40, 47–49].
Specific schemes leading to Floquet bands of non-trivial
topological nature have been identified in a wide range of
systems, including irradiated materials [39, 41–44, 50], ultra-
cold gases in optical lattices [35, 38, 51], quantum walks [52–
55], photonic crystals [46, 56–58], and mechanical sys-
tems [59, 60]. Such experiments demonstrated quantum-Hall
responses [35, 38] and dynamical phase transitions [51] in
cold atoms, and topological edge modes in photonics [52, 56–
58].
In this context, the problem of how to prepare the system
in the ground-state of a Floquet band structure appears as a
recurrent and crucial question [3, 7, 24, 31, 35, 36, 61–65].
Intuitively, one would propose to initially prepare the sys-
tem in the ground-state associated with the static Hamiltonian
Hˆ0, and then slowly ramp up the drive; indeed, this proto-
col would gently deform the bands E0(k)→ Eeff(k), in view
of reaching the desired Floquet state at the end of the ramp.
However, in general, the initial and final (target) states can-
not be adiabatically connected, meaning that this preparation
scheme is vitiated by an error, which is generically associated
with inter-band (Landau-Zener) processes. Importantly, this
issue necessarily arises when loading particles into topologi-
cal Floquet bands, when starting from a topologically-trivial
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2state, since a topological phase transition necessarily involves
a non-adiabatic (gap closing) event [66]. Therefore, a cold-
atom experiment that aims to study the topological proper-
ties of a specific Floquet band will necessarily present a finite
fraction of its atomic cloud populating other bands, indepen-
dently of heating processes associated with the drive [67–77];
see Ref. [35] for measurements of such band-population dy-
namics. A natural question then arises: What are the transport
properties of such partially-filled topological Floquet bands in
response to an applied force, and how do these compare to the
standard topological responses (e.g. the quantized Hall con-
ductivity) associated with completely filled bands, as found in
conventional static systems?
Recently, a series of works have investigated a connected
problem, namely, the fate of quantum systems as one dy-
namically modifies the topological nature of their underly-
ing band structure [78–85]; see Ref. [51] for a recent exper-
iment. These studies highlighted the subtle differences be-
tween three distinct notions, which become crucial in this out-
of-equilibrium framework: (a) the topology of the evolving
many-body state, (b) the topology of the underlying (instanta-
neous) single-particle band structure, and (c) the topological
character of observable effects (e.g. robust transport proper-
ties). For the sake of concreteness, let us illustrate these con-
cepts on a striking example [78–80]: Consider an initial state
|ψ〉, which corresponds to a completely filled band Etrivial(k)
of trivial topology (i.e. zero Chern number); one then per-
forms a sudden change in the system parameters, such that the
state |ψ(t)〉 evolves according to another Hamiltonian, which
is associated with a non-trivial band structure Enon-trivial(k)
characterized by non-zero Chern numbers. Since the time-
evolution is assumed to be unitary, the Chern number re-
lated to the evolving state |ψ(t)〉 is necessarily constant, and
hence, this quantity cannot be exploited to signal a change
in the underlying bands’ topology [78, 80]. However, this
change does manifest itself in a variety of observable phe-
nomena, such as chiral edge currents [78, 80, 83], robust bulk
responses [81, 82, 84] and vortex patterns in momentum dis-
tributions [51, 85]. Interestingly, quantization of transport co-
efficients [84] and winding numbers [85] can still be identified
in this out-of-equilibrium context.
A. Scope of the paper
In this work, we propose to extend these previous studies by
investigating a series of effects that are particularly relevant to
the realization and observation of Floquet topological matter
using ultracold atoms in optical lattices [9, 32]. First of all,
we highlight the subtle issue of state preparation in schemes
involving resonant time-modulations [9, 45, 86], and the re-
lated necessity to introduce a detuning in the state-preparation
protocol to optimize the loading of atoms in a target Floquet
band [35]. Then, we study the behavior of the current density
in response to an external force, applied at the end of the load-
ing process, and analyse its strong irregularities [81], which
are due to inevitable Landau-Zener transitions during the state
preparation. We then demonstrate how these irregularities in
the current are in fact smoothened when probing another ob-
servable, namely, the centre-of-mass (COM) displacement of
the atomic cloud in response to an applied force. Importantly,
this shows how visualizing COM motion [27, 35, 87] can in-
deed be used to extract the topology of the underlying (Flo-
quet) bands, under a realistic state-preparation scheme. Be-
sides, we analyse the effects of the micro-motion associated
with the time-periodic drive on currents and COM displace-
ments. This study emphasizes the presence of three different
characteristic time scales in the problem: (a) the long-time
dynamics over which the topology of Floquet bands is mea-
sured (e.g. through COM displacements), (b) the period of os-
cillations associated with the micro-motion due to the time-
periodic drive, (c) the period of oscillations associated with
inter-band interferences, due to the partial filling of the Flo-
quet bands at the end of the loading sequence. We discuss how
these different time scales affect current and COM responses.
B. Outline
The rest of the paper is organized as follows. In Section II,
we discuss several notions related to the general framework
of Floquet-engineered systems, and emphasize important sub-
tleties associated with the state preparation and the topological
characterization in these systems. We then establish equations
of motion that capture the transport properties of partially-
filled bands, which are relevant to describe the dynamics af-
ter the loading into topological Floquet bands. We then il-
lustrate these concepts and results in Section III, where we
analyze an original two-band model leading to non-trivial Flo-
quet bands of large flatness ratio. This Section aims to iden-
tify and highlight the diverse effects that affect the dynamics
and transport properties of prepared Floquet states, such as the
micro-motion due to the drive, inter-band interference effects,
and corrections to the lowest-order effective-Hamiltonian ap-
proach. In particular, we numerically estimate how the Chern
numbers extracted from the dynamics, and which character-
ize the topology of the underlying Floquet bands, depend on
the duration of an optimized loading sequence. We present
concluding remarks in Section IV.
II. GENERAL FRAMEWORK AND NOTIONS
In this first Section, we discuss general notions of Flo-
quet engineering, emphasizing the issue of state preparation in
the context of Floquet bands with non-trivial topology (Sec-
tions II A and II B), with a special emphasis on the case of
resonant modulations. This introductory part is also meant to
define the notations used throughout the rest of the paper. We
then introduce equations of motion to describe the transport
properties of a generic prepared state, which includes the ef-
fects due to incomplete band populations, in Section II C.
3A. Floquet engineering and the effective Hamiltonian: A brief
summary
1. General notions
In this work, we analyse the transport properties of non-
interacting particles moving on a lattice, whose band struc-
ture is modified by a time-periodic modulation. We are thus
interested in systems that are described by a time-dependent
Hamiltonian of the form [31, 88–90]
Hˆ(t) = Hˆ0 + Vˆ (t), (1)
= Hˆ0 +
∞∑
j=1
Hˆ(j)eijΩt + Hˆ(−j)e−ijΩt,
where Hˆ0 denotes a static Hamiltonian, and where Vˆ (t) is
a time-periodic modulation of period T = 2pi/Ω. Since the
system is time periodic, the time-evolution operator can be
written in the general form
Uˆ(t, t0) = e
−iKˆ(t)e−iHˆeff(t−t0)eiKˆ(t0), (2)
where Hˆeff is a (static) effective Hamiltonian and where Kˆ(t)
is a time-periodic “kick” operator, which has a zero time-
average over one period [31, 88]. On the one hand, the ef-
fective Hamiltonian describes the long-time dynamics of the
system. On the other hand, the kick operator describes the mi-
cromotion undergone by the system within each period of the
drive. In the following, we set ~=1 except otherwise stated.
In the high-frequency limit, namely when Ω is much larger
compared to all other characteristic energy scales in the prob-
lem (e.g. the hopping amplitude in the lattice framework),
both operators can be developed in a perturbative series in
powers of 1/Ω [31, 89, 90]:
Hˆeff = Hˆ0 + 1
Ω
∞∑
j=1
1
j
[Hˆ(j), Hˆ(−j)] +O(1/Ω2), (3)
Kˆ(t) = 1
iΩ
∞∑
j=1
1
j
(
Hˆ(j)eijΩt − Hˆ(−j)e−ijΩt
)
+O(1/Ω2).
where the components Hˆ(j) were introduced in Eq. (1). Im-
portantly, the band structure associated with Hˆeff can strongly
differ from that related to the static Hamiltonian Hˆ0: this is the
essence of Floquet engineering, which can thus be exploited
to create non-trivial topological band structures by tailoring
the time-modulation Vˆ (t).
We recall that the effects of the micro-motion, as captured
by the operator Kˆ(t), can be put aside by probing the dynam-
ics stroboscopically at times tN =T ×N whereN ∈N (we set
t0 =0). Indeed, the form of the corresponding time-evolution
operator [Eq. (2)]
Uˆ(tN ) = e
−itN HˆF , HˆF = e−iKˆ(0)HˆeffeiKˆ(0), (4)
indicates that the stroboscopical dynamics is completely gov-
erned by the band structure associated with the effective
Hamiltonian Hˆeff; we recall that these so-called Floquet bands
(or quasi-energy bands) are defined modulo Ω, since Uˆ(tN )=
e−i
2piN
Ω HˆF .
2. Resonant time-modulations
An important family of periodically-driven quantum sys-
tems is based on resonant time-modulations [9, 45, 86]; this
corresponds to situations where the drive frequency Ω is taken
to be resonant with some energy separation that is intrinsic
to the static system. Such schemes were shown to provide a
powerful and versatile tool for the design of topological Flo-
quet bands in cold atoms [19, 22, 86]. In the following, we
will be interested in such configurations, and we will focus
on the case of two-site superlattices, with inequivalent lattice
sites denoted A and B. The corresponding time-dependent
Hamiltonian will thus be taken to be of the form
Hˆ(t) = Hˆ0 + Vˆ (t), Vˆ (t+ 2pi/Ω) = Vˆ (t), (5)
Hˆ0 = Tˆ + (Ω + δ)
∑
B sites
cˆ†B cˆB , (6)
where Tˆ describes hopping on the superlattice, and where the
second term in (6) describes an offset of amplitude Ω between
A and B sites; we also introduced a detuning δ  Ω, which
will play an important role below, when discussing the load-
ing of atoms into Floquet bands. In the schemes described by
Eq. (6), the energy offset (and hence, the drive frequency Ω) is
generally chosen to be much larger than all tunneling ampli-
tudes associated with the hopping term Tˆ , which means that
tunneling is suppressed in the absence of the periodic drive.
The latter then restores tunneling through resonant processes,
so that tunneling amplitudes can then be controlled by tuning
the modulation strength. Furthermore, the phase of the drive
can be used to induce artificial gauge fields in the effective
lattice system, opening the possibility to generate (Floquet)
bands with non-trivial topological features, such as non-zero
Chern numbers [19, 22, 35, 86].
As a technical remark, let us note that although the time-
dependent Hamiltonian (6) has an apparent diverging term
proportional to Ω when considering the infinite-frequency
limit Ω→∞, one may still write the perturbative series for the
effective Hamiltonian, Eq (3), in a moving frame [31, 45, 86].
B. Topology of Floquet bands and state preparation
1. Topology in the high-frequency regime
In static systems, Bloch bands present two fundamental
properties, which are local in quasi-momentum space: their
band velocity ∂kE(k) and their Berry curvature F(k). Con-
sidering two-dimensional lattices, the Berry curvature in a
given band E(k) reads [91]
F(k) = i (〈∂kxu|∂kyu〉 − 〈∂kyu|∂kxu〉) , (7)
4where |u(k)〉 denotes the Bloch states in the band. The Berry
curvature can be integrated over the first Brillouin zone (BZ)
to give the topologically-invariant Chern number of the band,
ν=(1/2pi)
∫
BZ
F(k) d2k.
A striking manifestation of this topological invariant is found
in the integer quantum Hall effect, where the Hall conductiv-
ity of a completely filled band with Chern number ν is quan-
tized according to the TKNN formula: σH = (e2/h)ν, where
e denotes the electron charge [66, 91].
As in the case of static systems, the Floquet (quasi-energy)
bands Eeff(k) associated with the effective Hamiltonian (3)-
(4) can also display geometrical properties [40], as captured
by the Berry curvature Feff(k); in this case,
Feff(k) = i
(〈∂kxueff|∂kyueff〉 − 〈∂kyueff|∂kxueff〉) , (8)
where |ueff(k)〉 refers to the Bloch states associated with
the effective band Eeff(k), namely, the eigenstates of the ef-
fective Hamiltonian (or Floquet states). Similarly, in the
high-frequency limit of the drive, the topology of a Flo-
quet band can be characterized by the Chern number νeff =
(1/2pi)
∫
BZ Feff d2k; see Refs. [40, 47, 49]. Hence, in this
regime of the drive, the topological characterization of Flo-
quet systems is strictly equivalent to that of static systems.
This indicates that completely filling a Floquet band with non-
zero Chern number νeff 6= 0 should give rise to topological
responses reminiscent of the quantum-Hall effect.
One should point out that, away from the high-frequency
limit of the drive, the micro-motion can strongly affect the
topological characterization presented above [40, 47–49, 57,
58], which is entirely based on the properties of the effec-
tive Hamiltonian only. However, such a situation will not be
addressed in this work, which focuses on the high-frequency
regime of Floquet systems.
2. State preparation: General considerations
A crucial issue therefore concerns the possibility of realiz-
ing a state that completely fills a desired Floquet band of non-
trivial topology (νeff 6= 0). As discussed in the introductory
section, such a state preparation is spoiled by the topological
transition that necessarily occurs when deforming the initial
(trivial) bands into the desired Floquet bands with non-zero
Chern number. Formally, the state-preparation scenario is de-
scribed by a time-dependent Hamiltonian of the form
Hˆ(t) = Hˆ0 + λ(t)Vˆ (t), (9)
where the operators have the same properties as in Eq. (6),
and where we have introduced the ramp function λ(t), which
is zero at time t = t0, and which then smoothly reaches its
final value λ(τ) = 1 after some duration τ ; see Fig. 1 (a). If
the ramp duration is taken to be much longer than the driv-
ing period T , there is a separation of time scales, and one can
then analyze the system during the ramp in terms of an in-
stantaneous effective Hamiltonian Hˆeff(t), which is now eval-
uated locally in time (i.e. using Eq. (3) for fixed values of
λ); see also Ref. [65] for a more rigorous treatment of slowly-
varying time-modulating systems. In this simplest picture, the
instantaneous Floquet bands Eeff(k;λ(t)), and hence the cor-
responding instantaneous Chern numbers νeff(λ(t)), can be
evaluated dynamically during the ramp; note that one even-
tually recovers the Chern number of the desired Floquet band
νeff for times t≥τ .
We now describe a specific situation of interest, where one
starts with a trivial static system, described by Hˆ0, and then
ramps up the drive Vˆ (t) to generate Floquet bands with non-
trivial topology (νeff 6= 0). For the sake of simplicity, we con-
sider the case of two-band models, noting that generalizations
to multi-band systems are straightforward. In this case, the
two instantaneous Floquet bands necessarily undergo a gap-
closing event at some critical time t∗ < τ , accompanied with
a change in the instantaneous Chern numbers
νeff(t < t
∗)=0−→νeff(t > t∗) 6=0. (10)
Importantly, if the initial state corresponds to a completely
filled trivial band (ν = 0), the Chern number associated with
the evolving (many-body) state |ψ(t)〉, which is defined by
νstate(t) =
i
2pi
∫
d2k
(〈∂kxψ|∂kyψ〉 − 〈∂kyψ|∂kxψ〉) , (11)
necessarily remains zero at all times [78–80]. However, the
invariance of νstate(t) under unitary time-evolution is not in-
compatible with a change in the Chern numbers of the instan-
taneous Floquet bands defined above νeff(t) 6=νstate(t). In par-
ticular, the triviality of the evolving state [νstate(t) = 0] does
not preclude the observation of the underlying Floquet bands
topology. Indeed, by minimizing the impact of the gap clos-
ing event (using well-designed ramps [64]), one can optimize
the loading of particles into a given topological Floquet band,
and observe clear manifestations of its topology. Surprisingly,
as we discuss below, the gap closing can strongly affect cer-
tain observables, even in the limit of very long ramps; see also
Ref. [81].
3. State preparation in the case of resonant modulations:
Introducing a two-step loading sequence
Before discussing this aspect further, let us emphasize an-
other interesting issue, which specifically appears when the
drive frequency Ω is chosen to be (quasi-)resonant with energy
offsets inherent to the static Hamiltonian Hˆ0, as in Eq. (6). In
this configuration, the energy bands are initially separated by
a gap of order Ω in the absence of the drive (λ = 0). Let
us now discuss the band-loading scheme, Eq. (9), assuming
that our initial state consists of the lowest-energy band being
completely filled. Importantly, as soon as the time-periodic
modulation is turned on (λ 6= 0), our theoretical description
replaces these static bands E(k) by instantaneous Floquet
(quasi-energy) bands Eeff(k;λ(t)); as illustrated in Fig. 1 (b),
5Figure 1. The loading into Floquet bands: Turning on the time-
modulation V (t). (a) Sketch of the ramp considered to progressively
increase the strength of the time-modulation, λ(t)V (t). (b) Illustra-
tion of the corresponding (instantaneous) band structure and popula-
tion: (1) Initially, the lowest band associated with the static Hamil-
tonian Hˆ0 is completely filled; the system is topologically trivial, as
dictated by the Chern number ν = 0 of the populated band; the two
bands are separated by a gap of order Ω due to the offset between A
and B sites [Eq. (6)]; (2) As soon as the time-modulation is turned
on, the band structure is described in terms of instantaneous Floquet
bands, Eeff, which are defined modulo Ω; in this picture, the bands
strongly overlap, thus leading to severe band repopulation during the
early stage of the ramp [λ(t) ≈ 0]; (3) At the end of the ramp, the
Floquet bands are topologically non-trivial, as marked by non-zero
Chern numbers νeff 6= 0; here, both Floquet bands (with opposite
Chern numbers) are largely populated, indicating the inefficiency of
this scheme to prepare the system in the lowest Floquet band only.
(c) Same protocol as for (b), except that a detuning δ has been intro-
duced [Eq. (6)] so as to avoid any overlap between the Floquet bands
during the entire ramp λ(t)V (t); at the end of the sequence, only
the lowest band is occupied; in this case, the populated Floquet band
has a trivial topology νeff = 0, due to the large detuning δ. A con-
trolled transition, from trivial to non-trivial Floquet bands, can then
be induced by removing the detuning; see Fig. 2.
although the initial bands were gapped, the instantaneous Flo-
quet bands are gapless at the early stage of the ramp due to the
fact that these are defined modulo Ω. As the drive amplitude
is increased, particles then distribute themselves between the
two Floquet bands, through strong and uncontrollable inter-
band transitions. Although the final Floquet bands are well
isolated and topologically non-trivial at the end of the ramp,
the system will be far from constituting a topological insu-
lating state, due to the large population of particles in both
Floquet bands; Fig. 1 (b).
One way to avoid this issue is to introduce a detuning δ, as
Figure 2. The second step of the loading sequence. As the detuning
is progressively decreased, the Floquet bands introduced in Fig. 1(c)
undergo a controlled topological phase transition, leading to a lim-
ited excited fraction in the upper band. At the end of the sequence,
most of the particles occupy the lowest Floquet band, with non-zero
Chern number νeff 6= 0. This second step of the loading protocol can
be optimized by increasing the duration of the ramp δ(t), i.e. by min-
imizing Landau-Zener transitions during the gap closing event; see
also Eq. (29).
in Eq. (6), so as to avoid any gap closing event during the ramp
performed on the drive amplitude λ(t); see Fig. 1 (c). Indeed,
the detuning can be chosen such that a single Floquet band re-
mains completely populated during the entire duration of the
ramp; note that in this case, both Floquet bands then remain
topologically trivial over the entire ramp. However, one can
then perform a second ramp on the detuning δ→ δ(t), so as
to induce a well-controlled topological phase transition. The
advantage of this protocol relies on that the related gap clos-
ing event typically occurs at a few singular points in the Bril-
louin zone, see Fig. 2. Hence, the particle transfer to the other
Floquet band only takes place through Landau-Zener transi-
tions within these singular band-touching regions, which can
be limited by using ramps of long duration.
We point out that the introduction of a detuning was also
considered in the loading process of Ref. [35]; however, in that
work, this effect was used to control the number of (Floquet)
bands during the launch of the drive, and not to inhibit inter-
band transitions.
C. Equations of motion for partially-filled bands: current vs
center-of-mass drift
In the previous Section, we discussed how the loading of
particles into topological Floquet bands is necessarily associ-
ated with a gap-closing event, hence leading to partially-filled
bands at the end of the ramp. In this Section, we investi-
gate how this partial filling of the bands influence the trans-
port equations in the presence of an external force (added af-
ter the loading process). In particular, the calculations pre-
sented below highlight the drastically different behaviors ex-
pected for current and center-of-mass observables in the case
of partially-filled bands.
In this Section, we disregard any effect related to the micro-
6motion due to the drive. In this sense, the results presented be-
low are general: they can be used to describe transport in static
systems with partially-filled energy bands, but also, the stro-
boscopic time-evolution of periodically-driven quantum sys-
tems with partially-filled Floquet bands. The notations used
below are thus chosen to be as general as possible.
1. Equations of motion
Let us consider a general two-band system, with bands de-
noted E1,2(k). We are interested in the time-evolution of
states |ψk〉, defined at quasi-momentum k, which are given by
a linear combination of the Bloch states |u1(k)〉 and |u2(k)〉
associated with the two bands:
|ψk〉 = α(k)|u1(k)〉+ β(k)|u2(k)〉. (12)
In the following, we assume that the coefficients satisfy
|α(k)|2 + |β(k)|2 = 1, meaning that the particle density in
the system is given by n = 1/Acell, where Acell denotes the
area of the unit cell. We note that this indeed corresponds to
the situation treated in this work: one starts from a completely
filled band (n = 1/Acell), then the particles simply distribute
themselves between the two Floquet bands during the loading
process, while keeping the density fixed.
In the presence of an external force F, the dynamics of the
state |ψk〉 is found to be governed by the following equations
of motions (see Appendix A):
k = k0 + F t, (13)
v(k) = vband(k) + vF (k) + vinter(k), (14)
where v(k) denotes the average velocity in the state |ψk〉. The
two first contributions to the velocity are intuitive, as they
simply correspond to the usual band and anomalous veloci-
ties [91] weighted by the band populations, namely
vband(k) = |α(k)|2∂kE1 + |β(k)|2∂kE2, (15)
vF (k) = −F× 1z(|α(k)|2F1 + |β(k)|2F2), (16)
where F1,2 denote the Berry curvature of the two bands, and
where the populations α(k) and β(k) implicitly depend on
time through Eq. (13). In the following, we suppose that the
applied force is sufficiently weak so as to neglect inter-band
transitions, which would lead to an extra time-dependence of
these coefficients. The third contribution in Eq. (14) corre-
sponds to an inter-band-interference effect, which takes the
explicit form (see Appendix A)
vinter =2Re
{
α∗β exp
[
−i
∫ t
t0
dt (E2 − E1)
]
exp [i(γ1 − γ2)]
×
[
(E1 − E2)〈∂ku1|u2〉
+ iF · 〈∂ku1|u2〉
E1 − E2 (∂kE2 − ∂kE1)
]}
, (17)
where γi(t) = i
∫ t
t0
dt′〈ui(t′)|∂tui(t′)〉 is associated with the
usual geometric phase of the band i [91], and where t0 de-
notes the time at which the force is applied. We point out that
this inter-band contribution does not correspond to a transfer
of particles between the bands, but rather, it describes an inter-
ference effect between particles occupying the two bands. In-
terestingly, the factor exp [−i ∫ dt(E2 − E1)] in Eq. (17) can
lead to strong oscillations in the inter-band velocity vinter(t).
The period of these oscillations can be roughly related to the
quantity 2pi/(E2−E1), which is bounded by 2pi/∆gap, where
∆gap denotes the energy gap. Hence, in transport experiments
operating in the linear regime (i.e. aF∆gap, where a is the
lattice spacing and F the strength of the applied force), these
oscillations are much faster than typical Bloch oscillations,
TBloch =2pi/(aF )2pi/∆gap, which sets a natural time scale
for realistic observation times.
We point out that the inter-band contribution to the veloc-
ity vinter vanishes when integrated over one period of its os-
cillation, under the reasonable assumption that all the other
factors in Eq. (17) are constant over each period. Conse-
quently, isolating the effects of the anomalous velocity vF
and band velocity vband would require, in general, to perform
a time-average of the dynamics over long observation times
t & TBloch  2pi/∆gap. We remind that the band velocity
vband can be annihilated by considering uniform filling of the
bands [35, 87, 92], or using model-dependent symmetry prop-
erties [87], or by performing two successive transport experi-
ments using opposite forces [93].
2. Currents and center-of-mass observables
We now discuss the transport properties of the system in-
troduced in Section II B 3. Since the loading sequence starts
with a completely filled band, the current density after the
ramp is given by the contribution of the many states (12) cor-
responding to all quasi-momenta k within the entire BZ; the
explicit form of the coefficients (α(k), β(k)) is determined by
the model under consideration and the duration of the second
ramp [Fig. 2]. Using Eq. (14), the total current density is then
given by the general expression
j(t) =
1
(2pi)2
∫
BZ
d2k (vband(k, t) + vF (k, t) + vinter(k, t)) ,
(18)
where the three time-dependent contributions to the velocity
are given in Eqs. (15)-(17). As the particle density is constant
and given by n= 1/Acell, the center-of-mass (COM) velocity
is then simply given by [87, 92]
vCM(t)=Acell j(t). (19)
Hence, we observe that both the current density and the COM
velocity are typically rapidly-oscillating quantities due to the
inter-band contribution vinter(k, t).
In contrast, the center-of-mass drift given by
xCM = x0 +
∫ t
t0
dt′vCM(t′), (20)
≈ x0 + Acell
(2pi)2
∫ t
t0
dt′
∫
BZ
d2k (vband(k, t) + vF (k, t)) ,
7constitutes a more stable observable, as the time-integration in
Eq. (20), when performed over reasonable observation times
t2pi/∆gap, annihilates the contribution from the oscillating
inter-band velocity.
Finally, we discuss the relevant case where the bands are
filled in a uniform manner after the ramp, i.e. when the co-
efficients α and β are constant numbers. In this case, the
band-velocity contribution to the COM dynamics (20) van-
ishes. Furthermore, the contribution due to the anomalous ve-
locity is then directly proportional to the Chern numbers of
the individual (Floquet) bands, ν1 and ν2. In the long-time
limit, where the inter-band velocity contribution vanishes, the
COM displacement (20) then yields
xCM = x0 + t
Acell
(2pi)2
∫
BZ
d2k vF (k)
= x0 − tAcell
2pi
F× 1z
(|α|2ν1 + |β|2ν2) . (21)
Hence, in the case of uniformly-filled (Floquet) bands, one re-
covers the COM behavior that was observed in the experiment
of Ref. [35], where the uniformity of the band-populations
was confirmed through band-mapping measurements. One
should emphasize that in the general case, the population of
the Floquet bands after the ramp (and hence, during the trans-
port experiment) are non-uniform [38], in which case the con-
tribution of the band velocity to transport should generally be
taken into account.
3. Hierarchy of oscillation frequencies
We conclude this Section by emphasizing the existence of
three distinct frequencies that potentially appear in the re-
sponses of Floquet systems: the drive frequency Ω, the fre-
quency related to the inter-band velocity ωint ∼∆gap, and the
Bloch oscillation frequency ωB = aF . In usual situations, we
have the hierarchy
Ω ωint  ωB. (22)
Hence, one generally recovers the behavior of standard static
systems (as captured by the single-band semi-classical equa-
tions of motion [91]), whenever one applies a low-pass filter
at the frequency ωint to the response signal; see Fig. 12 in Sec-
tion III C 4 for an illustration.
III. THE MODEL
In this section, we illustrate the general results discussed in
Section II by solving numerically the dynamics of a specific
two-band model, which realizes Floquet bands with non-zero
Chern numbers. We first introduce an original time-dependent
Hamiltonian, well suited for cold-atom implementations, and
we derive the related effective Hamiltonian. Then, we study
the loading into a specific Floquet band of non-trivial topol-
ogy, starting from a trivial configuration, and analyze the cor-
responding transport properties. The latter are systematically
compared to the theoretical predictions of Section II C.
A. Time-dependent Hamiltonian and effective flat-band model
Figure 3. (a) Sketch of the brickwall lattice and its NN and NNN
links (with hopping parameters J and λ, respectively). (b) Energy
spectrum associated with effective Hamiltonian in Eq. (B11), in the
absence of detuning δ=0. The other system parameters satisfy J effij =
J , λeffij = 0.3J and q = (6, 2)/a. The lowest quasi-flat band is
separated from the higher band by a gap ∆gap = 1.73J , and it is
topologically non-trivial, with Chern number νeff =1.
In this Section, we introduce a novel scheme that realizes a
two-band Hamiltonian leading to non-trivial Floquet bands,
with the advantage that one of the corresponding topolog-
ical bands can be made almost perfectly flat. Inspired by
Ref. [22], we combine a 2-site superlattice with a resonant
time-modulation so as to realize the Chern-insulator model of
Refs. [94–96], which indeed features non-trivial flat bands in
certain parameters regimes [95].
Specifically, we consider non-interacting particles on a
time-modulated brickwall lattice [38], of lattice spacing a; see
Fig. 3(a). Considering a tight-binding approach, the second-
quantized Hamiltonian is taken to be of the form
Hˆ(t) = Hˆ0 + Vˆ (t), (23)
where the static part is given by
Hˆ0 = −
∑
〈i,j〉
Jij cˆ
†
i cˆj −
∑
〈〈i,j〉〉
λij cˆ
†
i cˆj + ∆
∑
B sites
cˆ†i cˆi. (24)
This Hamiltonian includes nearest-neighbor (NN) and next-
to-nearest neighbor (NNN) hopping terms, which are charac-
terized by the tunneling matrix elements Jij and λij , respec-
tively. The static Hamiltonian also includes a large energy
offset ∆ (Jij , λij) between A and B sites, which inhibits
bare NN tunneling. The time-dependent part of the Hamilto-
nian Hˆ(t) consists in an onsite modulation that acts on all the
sites, with frequency Ω,
Vˆ (t) = K
∑
i
cos (Ωt+ q · ri)cˆ†i cˆi, (25)
where ri denotes the site positions. In an actual cold-atom
implementation, the quantity q would be directly related to
the wave vectors associated with the lasers generating the lat-
tice modulation [22, 86]. Considering the case of a (nearly)
8resonant modulation ∆ = Ω + δ, and considering the high-
frequency limit Ω  (δ, Jij , λij), the effective Hamiltonian
reads [86]
Hˆeff =−
∑
〈i,j〉
iJ effij e
iq·(ri+rj)/2cˆ†i cˆj −
∑
〈〈i,j〉〉
λeffij cˆ
†
i cˆj
+ δ
∑
B sites
cˆ†i cˆi +O
(
1
Ω
)
, (26)
where the effective tunneling matrix elements are given by
(see Appendix B)
J effij = (−1)αJij × J1
[
2K
Ω
sin
(
q · rj − ri
2
)]
,
λeffij = λij × J0
[
2K
Ω
sin
(
q · rj − ri
2
)]
.
(27)
Here J0,1(x) denote the Bessel functions of the first kind, and
the sign function (−1)α is positive for hopping from A to B
sites and negative otherwise. Interestingly, the first line in
Eq. (26) corresponds to the (static) Hamiltonian of Ref. [94–
96]. Building on the results of Ref. [95], we propose to set
the system parameters such as to realize the special values
J effij = J , λ
eff
ij = 0.3J and q = (6, 2)/a, which realize a non-
trivial topological band structure with a quasi-flat lowest band;
see Fig. 3(b) and Appendix B. Besides, in the following, we
set the modulation strength to the value K=2Ω.
In the second line of Eq. (26), the detuning δ appears as an
effective offset betweenA andB sites; according to Ref. [95],
the offset δ can be tuned so as to generate topological phase
transitions, from a topological configuration (δ=0) to a trivial
configuration (δ0).
B. Preparation of the initial state using two successive ramps
In this Section, we analyze the loading of particles into the
lowest (Floquet) band associated with the effective Hamilto-
nian derived in the previous Section [Fig. 3(b)]. Since we
deal with a scheme based on resonant modulations, we study
a loading protocol that consists of two successive ramps (i.e. a
ramp on the modulation strength K(t) followed by a ramp on
the detuning δ), as introduced in Section II B 3. This anal-
ysis allows one to estimate the populations in the two Flo-
quet bands at the end of the loading process, which will be
crucial for our study of transport. In particular, we discuss
the inter-band transfer that occurs during the inevitable gap-
closing event, using the Landau-Zener formula.
1. Starting with a trivial ground state
Let us first describe the initial state that we use in our
numerical calculations. We consider that particles are ini-
tially confined in a certain disc of radius r, in the absence
of the modulation. The spectrum of the static Hamiltonian
Hˆ0, Eq. (24), displays a large energy gap ∆gap ∼ ∆ due to
the offset between A and B sites, and we assume that all the
states corresponding to the lowest band are uniformly popu-
lated. This situation could either correspond to a Fermi gas
where the Fermi energy is located within the gap, or a ther-
mal Bose gas for which the temperature is large compared to
the band-width of the lowest band but small compared to the
band-gap. In our numerical simulations, we propose to de-
scribe the latter situation and consider an incoherent state of
the form
|ψ0〉 =
∑
i∈ lowest band
eiθi |φi〉, (28)
which we then project unto the disc of radius r; see also
Ref. [92]. Here, |φi〉 denotes the eigenstates of the static
Hamiltonian Hˆ0 and θi are random phases. When averaged
over about 50 realizations, we verified that the initial state in-
deed uniformly populates the lowest band of the static Hamil-
tonian Hˆ0 with a 99.9% probability. Besides, we also veri-
fied that the time-evolution of the initial state, to be discussed
below, well converges when averaging the dynamics over 50
realizations.
We emphasize that this choice of the initial state is not cru-
cial, as the results presented below can equally be obtained
starting with a completely filled band of fermions. However,
this choice does offer practical advantages in terms of numer-
ical calculations.
2. Ramping up the time-modulation
Figure 4. First step of the loading sequence: The modulation is
slowly turned on by linearly increasing the amplitude of the modula-
tion in the interval [0,K]. The corresponding instantaneous energy
band Eeff of the effective Hamiltonian in Eq. (26) are shown at dif-
ferent times during the ramp. Note that the detuning δin prevents any
overlap between the bands during the entire duration of the ramp;
see also Fig. 1 (c). The topology of the bands is trivial throughout
this first step of the loading sequence. The systems parameters are
adjusted such that J effij =J , λ
eff
ij = 0.3J , q= (6, 2)/a and δin = 10J ,
at the end of the ramp.
We then smoothly turn on the drive, Eq. (25), and choose
a large initial detuning δin = ∆ − Ω = 10J so as to avoid
any overlapping of the initial Floquet quasi-energy bands (see
9SubSec. II B). As shown in Fig. 4, we indeed find that the in-
stantaneous Floquet bands remain well separated during the
entire ramp. In our calculations, the launch of the drive am-
plitude K(t) is chosen to follow a linear ramp, which extends
over 200 periods of the drive, τ1 = 200T ; at the end of this
ramp,K reaches its final valueK=2Ω. Due to the absence of
inter-band transitions over this first ramp, the system is found
to occupy the lowest (Floquet) band of the effective Hamilto-
nian (26) with a 99.9% probability; we remind that this lowest
band is topologically trivial due to the large detuning δin, so
that the system is still in a trivial phase at this stage of the
loading process.
3. Removing the detuning and the gap-closing process
Figure 5. Second step of the loading sequence The detuning is slowly
turned off through a linear ramp δ(t) of duration τ2. At some critical
time, the instantaneous Floquet bands undergo a topological phase
transition, as characterized by a change in the Chern number νeff 6=0.
The systems parameters are adjusted such that J effij = J , λ
eff
ij = 0.3J
and q=(6, 2)/a.
The next step consists in slowly removing the detuning δ, so
as to induce a controllable topological phase transition. This
second ramp is illustrated together with the corresponding in-
stantaneous Floquet bands in Fig. 5. In particular, we find that
the Chern numbers associated with these Floquet bands in-
deed become non-zero, after a critical time corresponding to
the gap-closing event.
The duration of the second ramp τ2 allows one to control
the Landau-Zener (inter-band) transitions that occur at the gap
closing. In order to estimate the particle transfer from the
lowest band to the excited band, we consider the momentum-
representation of the effective Hamiltonian [see Eq. (B11)],
and we include the time-dependence of the detuning δ; using
the standard Landau-Zener formula for linear ramps [97], one
finds that the fraction of particles in the excited band is given
by
χ =
∑
BZ
exp
(
−piτ2|g(k)|
2
δin
)
, (29)
where the model-dependent function g(k) is defined in Ap-
pendix B, and where δin denotes the value of the detuning be-
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Figure 6. Excited fraction χ as a function of the ramp duration τ2,
for the system confined in a disk of radius r = 10a. The numerical
results (blue curve) is compared with the analytical Landau-Zener
formula in Eq. (29), shown in red.
fore performing the second ramp. The agreement between
this analytical result and our numerical simulations, which
are based on the full time-dependent Schro¨dinger equation, is
shown in Fig. 6, where the excitation fraction χ is plotted as a
function of the ramp duration τ2. These numerical and analyt-
ical results offer an instructive estimate for the ramp duration
(τ2 & 200T ) that would be required in order to reach reason-
ably small excited fraction (χ. 1%) in view of detecting the
geometrical and topological properties of the loaded Floquet
band.
C. Dynamics of the atomic cloud and displacement of the
center of mass
Figure 7. Sketch of the transport experiment. An atomic cloud is
initially prepared and confined within a certain region (e.g. a disk of
radius r). After the preparation of the desired state, the confining po-
tential is released and a force F is applied to the system. The center-
of-mass performs a transverse drift whenever the occupied (Floquet)
band is characterized by a non-zero Chern number [35, 87, 92].
In the previous Section, we analyzed the typical population
that one would expect in a non-trivial Floquet band, using an
optimized (two-ramp) loading sequence. In this Section, we
build on these results and investigate the transport properties
of the resulting system. As the Floquet bands are only par-
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tially filled after the loading process (χ 6= 0), the transport in
response to an applied force is captured by the equations of
motion discussed in Section II C. It is the aim of this Section
to validate these theoretical results through a numerical reso-
lution of the full time-dependent problem.
In the numerical simulations presented in this Section, we
consider the time-evolution of the state that was obtained af-
ter the two successive ramps (see previous Sections). The
time-evolution is ruled by the time-dependent Hamiltonian
in Eq. (23) to which we add a constant force aligned along
the y direction F = Fy1y . In order to limit inter-band tran-
sitions during transport, we choose the value Fy = 0.1J/a,
which is indeed reasonable when considering the large bulk
gap ∆gap≈1.7J of the Floquet spectrum shown in Fig. 3. The
full dynamics is then described by the time-evolution operator
Uˆ(t, t0)=Rˆ
†(t)e−iKˆ(t)e−iHˆeff(t−t0)+VˆforceeiKˆ(t0)Rˆ(t0), (30)
where the operators associated with the micro-motion, Rˆ†(t)
and Kˆ(t), are explicitly given in Appendix B, and where the
term associated with the force, Vˆforce = −
∑
iF · ri cˆ†i cˆi, is
simply added to the effective Hamiltonian (which is indeed
valid in the high-frequency limit of the drive). Note that the
force is set along the y direction, so that a Hall drift is expected
along the x direction [87, 92], due to the topological Floquet
bands (see Fig. 7).
In addition to the applied force, one also removes the con-
finement that was present during the loading process (see Sec-
tion III B). This removal of the confinement leads to a slight
modification of the excited fraction χ calculated in the previ-
ous Section, due to the partial projection of the populated edge
states unto the bulk states associated with the higher band; the
modified fraction χ, which will then define the relevant ex-
cited fraction during the transport experiment studied below,
is shown in Fig. 14 (a). In our calculations, the size of the sys-
tem after releasing the confinement is chosen to be constituted
of 80×80 sites, and we verified that the atomic cloud never
touches the edges of the system over the considered simula-
tion times.
The state that one obtains numerically at the end of the load-
ing process and after the removal of the confinement will be
denoted |ψtransp〉. The following paragraphs aim to investi-
gate the time-evolution of that relevant (“prepared”) state, in
response to an applied force.
We propose to organize our numerical investigations into
a series of steps, so as to highlight the individual effects that
come into play in the context of transport-experiments with
Floquet bands. Indeed, the current and center-of-mass re-
sponses are affected by two main and independent effects: the
rapid oscillations due to the partial filling of the Floquet bands
(after the loading process), and oscillations due to the micro-
motion associated with the time-modulated lattice. Our anal-
ysis below demonstrates the robustness of COM drifts with
respect to these two spoiling effects, in contrast to the current
which shows large oscillations. Additionally, we study how
the transport coefficients expected for completely filled bands
deviate from their quantized value, due to the incomplete fill-
ing of the Floquet bands. Eventually, we discuss the effects
of higher-order terms in the effective Hamiltonian Hˆeff, which
are often neglected in standard analysis of Floquet-engineered
systems operating in the high-frequency limit.
We point out that we focus our study on two physical
observables: the center-of-mass velocity (19) and the COM
drift (20). We remind that the former is directly related to the
current density (18), which is measured in solid-state exper-
iments, while the latter can be directly imaged in cold-atom
experiments [35].
1. Dynamics under the effective Hamiltonian: Neglecting the
micro-motion
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Figure 8. Velocity of the center of mass (blue line) along the x and y
directions, as computed using the full equations of motion (18)-(19).
Removing the contribution of the inter-band velocity term [Eq. (17)]
leads to a smoother behavior (red curve). The isolated contribution
of the anomalous velocity [Eq. (16)] is shown in black.
In order to isolate the effects related to the partial filling
of the Floquet bands, we first neglect all the effects due to
the micro-motion and analyze the dynamics associated with
the (static) effective Hamiltonian (26) in response to an ap-
plied force. To do so, we numerically solve the equations of
motion presented in Section II C, by including the Berry cur-
vature F1,2eff (k) and dispersions E1,2eff (k) of the correspond-
ing Floquet bands. Besides, the coefficients α(k) and β(k)
that appear in Eqs. (15)-(17) are obtained by projecting the
state |ψtransp〉 unto the Bloch states of the effective Hamilto-
nian (26).
The x and y components of the COM velocity vCM(t) are
shown in Fig. 8, as a function of time (blue curve). This result
illustrates the strong oscillations announced in Section II C,
whose period indeed coincides with the size of the bulk gap,
2pi/∆gap = 3.63J
−1. In order to highlight the fact that these
oscillations are indeed due to the inter-band velocity term (17)
only, we remove the contribution of this term by hand and
show the corresponding result in Fig. 8 (red curve): the rapid
oscillations indeed vanish, but large oscillations remain; the
latter are due to the band-velocity contribution, which is non-
zero due to the non-uniform filling of the bands, and their pe-
riod thus corresponds to the Bloch period TBloch = 2pi/(aF ).
This is confirmed by observing that all oscillations disappear
when calculating the contribution of the anomalous velocity
only (see black curve in Fig. 8). As a technical note, we point
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out that the band-velocity contribution is significantly stronger
for the y component of the COM velocity vCM(t), which can
be traced back to special symmetries in the model [87]. We
also remind that the contribution of the band velocity could
be removed in experiments using the schemes proposed in
Ref. [93].
Importantly, while the transverse COM velocity vxCM(t)
shown in Fig. 8 strongly oscillates, we find that its time-
average over a long observation time 〈vxCM〉 leads to a clear
signature of the non-trivial topology of the mostly populated
(Floquet) band. Indeed, one can compare this value with the
prediction of the TKNN formula [87, 92, 98]
vxCM =
FyAcell
2pi
ν1, (31)
which corresponds to the ideal case where the lowest band,
with Chern number ν1, is completely filled. Inserting the
value 〈vxCM〉 extracted from our numerics, we find an approx-
imate value for the Chern number of the populated Floquet
band, νapprox = 0.92. We note that the slight deviation from
the real value νeff = 1 is mostly due to the non-ideal filling of
the Floquet band. This indicates that time-averaging the COM
velocity, or the current density, allows one to accurately mea-
sure the topology of the Floquet band, under realistic loading
schemes.
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Figure 9. Center-of-mass displacement, for a state prepared using a
ramp duration of τ2=400T , as computed using the equations of mo-
tion (blue dashed line) and using the lowest-order effective Hamilto-
nian (26) (red line).
Next, we compute the displacement of the COM, xCOM(t),
and show the corresponding trajectories in Fig. 9. The almost
perfectly linear trajectory along the transverse direction x il-
lustrates the robustness of the COM drift against the inter-
band-velocity effects; a zoom into these curves shows the rem-
nant of the related rapid oscillations, which survived upon in-
tegration over time (see insets in Fig. 9). This clearly illus-
trates the advantage of probing the COM drift instead of the
current density (or COM velocity), when studying the trans-
port properties of partially-filled bands (compare Fig. 9 and
Fig. 8).
In order to validate the predictions of the equations of mo-
tion derived in Section II C, we show the agreement between
the resulting trajectories and those obtained through a full
time-evolution of the Schro¨dinger equation, based on the ef-
fective Hamiltonian [Eq. (26)], in Fig. 9. These results show
the validity of our equations of motion, in the regime of weak
external forces.
2. Including the micro-motion
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Figure 10. (a) Center-of-mass velocity along the x direction, as ob-
tained using the effective Hamiltonian only (dashed blue) and when
including the effects due to the micro-motion (red curve), consider-
ing a drive frequency of Ω = 1000J . (b) Center-of-mass displace-
ment along the x direction, as obtained using the effective Hamilto-
nian only (dashed blue) and when including the micro-motion (red
curve).
We now include the effects due to the micro-motion, con-
sidering the full time-evolution operator in Eq. (30) (and the
same prepared state |ψtransp). The explicit expressions for the
kick operator Kˆ(t), calculated up to first order in 1/Ω, and the
frame-transformation operator Rˆ(t), are given in Appendix B.
Setting the drive frequency to the large value Ω = 1000J , we
calculate the effects of the micro-motion on the COM trans-
verse velocity vxCOM(t) and drift xCOM(t). The results are
shown in Fig. 10, which compares the behavior of these ob-
servables in the presence (red curve) and absence (blue dot-
ted curve) of micro-motion. We find that the COM veloc-
ity (and hence, the current density) strongly oscillates due to
the micro-motion, with the expected period T = 2pi/Ω. Im-
portantly, the effects due to the micro-motion tend to vanish
when integrated over time, due to the fact that the kick oper-
ator Kˆ(t) has a zero average over a period of the drive [31].
This is clearly reflected in the trajectory of the COM xCOM(t),
whose long-time dynamics is indeed shown to be most en-
tirely governed by the effective Hamiltonian. This analysis
further demonstrates the robustness of the COM drift, and
hence, its relevance for the detection of Floquet bands’ topol-
ogy, as compared to current measurements.
3. Higher-order corrections to the effective Hamiltonian
The previous results built on the knowledge of the effective
Hamiltonian in Eq. (26), which indeed governs the long-time
dynamics in the high-frequency limit Ω→∞. In order to esti-
mate the validity of this effective Hamiltonian when using fi-
nite frequencies, we compare the COM trajectories generated
by the stroboscopic time-evolution operator (4), using three
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Figure 11. Center-of-mass displacement along the y direction, in
the presence of a force F = 0.1J1y , as calculated using three dif-
ferent Hamiltonian: the zeroth order effective Hamiltonian (dashed
black), the effective hamiltonian with first order corrections (dashed
blue) and the “exact” effective hamiltonian, as computed numeri-
cally (red). (a) Using a driving frequency Ω = 1000J . (b) Using
Ω=100J . Note the importance of considering the first-order correc-
tions to the effective Hamiltonian in the latter case.
different effective Hamiltonians: (a) the lowest-order effective
Hamiltonian in Eq. (26), (b) the same effective Hamiltonian
but including first-order corrections [see Appendix B], and
(c) the “exact” effective Hamiltonian, as calculated numeri-
cally through the expression HˆF =(i/T ) log Uˆ(T ), where the
time-evolution operator over one period was numerically con-
structed using discrete time-steps δt  T . The results are
shown in Fig. 11, which compares these trajectories along the
y direction, for two values of the drive frequency, Ω = 1000J
and Ω = 100J . We find that while the three curves perfectly
match in the case of a very large frequency Ω = 1000J , the
lowest-order effective Hamiltonian shows significant devia-
tions in the case of lower frequencies (Ω = 100J). However,
we note that the general (qualitative) behavior of the COM
trajectory is captured by the lowest-order effective Hamil-
tonian in Eq. (26), even for intermediate frequencies (here
Ω=100J).
We point out that the first-order corrections considered here
most entirely rectify any deviations between the predictions of
the lowest-order effective Hamiltonian and the full-time (real)
dynamics [Fig. 11 (b)], which helps understanding the origin
of these deviations: these are found to be caused by residual
on-site potentials, which find their origin in the approximative
nature of the resonance condition ∆ = Ω, see also Refs. [99,
100] for more details. Finally, we note that, for the present
model, these high-order effects are more pronounced for the
motion taking place along the y direction; in particular, we
find that the Hall drift occurring along the x direction is only
slightly affected by these effects.
4. Full time dynamics and the Chern number measurement
We conclude this Section by presenting the dynamics of the
prepared state |ψtransp〉 using the complete time-evolution op-
erator associated with the time-dependent Hamiltonian (23),
and including the force Vˆforce within the static Hamiltonian
Hˆ0. These calculations thus include all the effects associated
with the micro-motion and all the corrections to the effec-
tive Hamiltonian in Eq. (26); they also include residual inter-
band transitions, not captured by the equations of motion of
Section II C. In practice, the full time-evolution operator is
obtained by discretizing the dynamics into small time steps
(δt = T/100) and applying the Trotter formula to lowest or-
der.
First, we show the transverse COM velocity vxCM(t) result-
ing from these full-time-evolution calculations in Figure 12.
As anticipated from our previous discussions (Section III C 1),
the COM velocity (and hence the current density), shows an
irregular behavior (blue curve), stemming from an interplay
between the micro-motion and oscillations due to the inter-
band velocity (17). In order to further demonstrate these two
individual effects, we apply a low-pass filter to this signal,
at the driving frequency Ω. The resulting (red) curve shows
residual oscillations, reminiscent of those presented in Fig. 8,
which can thus be attributed to the inter-band velocity con-
tribution. Then, applying a second low-pass filter at the inter-
band-velocity frequency ωint is found to remove these residual
oscillations: this second filter reveals the contributions of the
anomalous and band velocities (compare with the red curve
in Fig. 8). Altogether, these full-time-dynamics results show
a qualitatively agreement with the individual behaviors dis-
cussed in Sections III C 1 and III C 2.
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Figure 12. Center-of-mass velocity along the x direction, as com-
puted using the full time-dependent Hamiltonian (blue). The red
curve shows the signal obtained by applying a low-pass filter at the
micro-motion (driving) frequency, hence revealing the regular oscil-
lations due to the inter-band velocity. A second low-pass filter can
be applied to further remove these residual oscillations (see green
curve); this reveals the contributions of the band and anomalous ve-
locities.
Next, we study the displacement of the COM drift xCM(t)
in Fig. 13, for two different values of the ramp duration. Here,
we compare the full-time dynamics with the one obtained
through the analytical effective Hamiltonian in Eq. (26) (in-
cluding first-order corrections), and also with the one corre-
sponding to the numerical (“exact”) effective Hamiltonian HˆF
introduced in Section III C 3. All curves show a good agree-
ment, suggesting that the long-time dynamics are indeed well
captured by the effective-Hamiltonian approach, considered
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Figure 13. Center-of-mass displacement along the x and y direction,
for a state prepared using a ramp duration of (a)-(b) τ2 = 400T and
(c)-(d) τ2 = 10T . Here, the modulation frequency is set to the value
ω = 100J . The red line corresponds to the stroboscopic evolution
associated with the “exact” (numerical) effective Hamiltonian; the
blue dashed line corresponds to the calculation obtained by using
the effective hamiltonian (including first order corrections); the dark
line corresponds to the full time-dependent simulation. Note that the
excited fraction corresponding to τ2 = 400T is χ = 3%, while it is
χ = 23% for τ2=10T .
in the previous Sections. A small inset in Fig. 13(b) highlights
the micro-motion, not captured by the effective Hamiltonian;
in agreement with the discussion of Section III C 2, the os-
cillations due to the micro-motion are found to be negligible
when probing the COM drift.
In the case of a long ramp duration (τ2 =400T ), one obtains
a clear Hall drift along the x direction, and residual Bloch
oscillations along the y direction; the latter oscillations are
due to the finite excitation fraction in the upper Floquet band
(χ = 0.03), and mainly appear in the motion along y due to
model-dependent symmetries. Applying the naive TKNN for-
mula (31) to the Hall drift shown in Fig. 13(a), i.e. neglecting
the contribution of the excited fraction to transport,
xCM(t) = xCM(t = 0) + t
FyAcell
2pi
ν1, (32)
we find an approximate value for the Chern number of the
populated Floquet band νapprox =0.95. This demonstrates that
loading atoms into a Floquet band using a proper loading se-
quence, followed by a study of the cloud’s COM drift, can
indeed allow one to estimate the topology of the Floquet band
in a satisfactory manner.
We also show in Fig. 13(c)-(d) the COM displacement in
the situation of a short ramp (τ2 = 10T ). In this case, the
excited fraction is important (χ = 0.23), and significant de-
viations to the ideal (completely-filled-band) behavior are ob-
served (as manifested by large band-velocity contributions).
Applying the naive TKNN formula (32) to a linear regres-
sion performed on the Hall drift shown in Fig. 13(c) yields the
non-zero, but unsatisfactory result, νapprox = 0.58. In order to
further illustrate the manner by which the Chern-number mea-
surement based on Eq. (32) relies on the loading sequence, we
show the extracted Chern number νapprox as a function of the
ramp duration τ2 in Fig. 14(b). From this plot, we estimate
that the breakdown of the Chern-number measurement occurs
around τ2 =100T , where νapprox =0.91.
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Figure 14. (a) Excited fraction χ as a function of the ramp dura-
tion τ2, after removing the confinement used to prepare the state.
(b) Chern number extracted from the transverse COM displacement
[Eq. (32)] as a function of the ramp duration τ2. The error bars re-
flects the quality of the linear regression.
IV. CONCLUDING REMARKS
In this work, we investigated the transport properties of a
non-interacting gas loaded into Floquet bands of non-trivial
topology, setting the focus on the role of the loading sequence.
Since the latter inevitably leads to inter-band processes, topo-
logical responses such as those revealed in current measure-
ments typically show interference effects between the (poten-
tially many) populated bands, leading to deviations from the
standard quantum-Hall behavior. This work analyzed the fate
of topological responses in this intriguing context, and demon-
strated how robust signatures of topology can still be reached
through COM observables.
We provided a systematic analysis of the many effects that
are specifically associated with the intrinsic time-dependence
of Floquet-engineered setups, such as the effects of the micro-
motion and corrections to the effective Hamiltonian that be-
come significant away from the infinite-frequency limit. We
also discussed the origin of strong irregularities and oscilla-
tions in current responses, which we attribute to the contri-
bution of an inter-band-velocity term; the latter was shown to
be present whenever the bands are partially populated, which
necessarily occurs after the loading of particles in a topologi-
cal Floquet band (starting from a trivial configuration) due to
inevitable gap-closing and inter-band transfer processes.
In our study, we have emphasized the importance of iden-
tifying an optimal loading sequence, so as to minimize inter-
band transitions during the state-preparation process. As we
showed, this is particularly crucial for Floquet systems based
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on resonant time-modulations, where quasi-energy (Floquet)
bands typically overlap as soon as the drive is launched. We
introduced a specific loading sequence, based on two succes-
sive ramps of the system parameters, to overcome such issues.
This work highlights how distinct observables can react
very differently to undesired effects, such as those induced
by strong micro-motion and inter-band effects. Here, we il-
lustrated this fact by showing the regularity of the COM dis-
placement, as compared to the rapidly-oscillating current den-
sity. This result can be simply explained through the equations
of motion derived in Section II C, where the regularity of the
COM was shown to originate from the time-integration of the
strongly-oscillating current density.
We also show how the topology of Floquet bands can in-
deed be probed after a loading sequence, independently of the
fact that the Chern number associated with the evolving state
[Eq. (11)] is constant (and hence, trivial, when starting the
loading sequence with a trivial static band structure). This
highlights the fact that transport experiments are well suited
to probe the geometry and topology of time-dependent (Flo-
quet) systems, where transport is found to be governed by the
topology of the underlying (instantaneous) bands. One should
note, however, that this conclusion only strictly holds for Flo-
quet systems that operate in the high-frequency regime: Away
from this limit, the micro-motion becomes crucial in the de-
scription of the system’s topology, and the understanding of
transport in terms of instantaneous (Floquet) bands becomes
more subtle [40, 47–49, 57, 58].
We emphasize that the results presented in this work are
not limited to the loading and study of two-dimensional Flo-
quet Chern bands, as these also apply to other types of Flo-
quet topological bands, such as time-reversal-invariant (Z2)
topological bands [48] and four-dimensional Floquet systems
characterized by non-zero second Chern-numbers [27, 101].
Finally, our study also sheds some light on the challenging
problem of state-preparation in the context of (strongly)
interacting Floquet systems [102, 103]. In parallel to the
issue of “intrinsic” heating mechanisms, which arise due to
an interplay between the drive and the interactions [67–77], it
appears crucial to identify realistic preparation schemes that
avoid, or strongly reduce, the impact of (single-particle and
many-body) level crossings [64].
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Appendix A: Equations of motion for partially-filled bands
In this Appendix, we calculate the mean velocity in a state
given by a superposition of Bloch states
|ψk〉 = α(k)|u1(k)〉+ β(k)|u2(k)〉, (A1)
in the presence of an external force F; see Section II C. To
do so, let us remind that the quasi-momentum k is implic-
itly time-dependent, through the expression k(t) = k0 +F t.
Besides, the adiabatic evolution within each band is well cap-
tured by the first-order-approximation formula [91]
|φn(t)〉 = exp
(−i
~
∫ t
t0
dt′En(t′)
)
exp (iγn(t))× (A2)
×
[
|un〉 − i~
∑
n′ 6=n
|un′〉〈un′ |∂tun〉
En − En′
]
, n = 1, 2
where |u1,2(t)〉 andEn(t) are the (instantaneous) Bloch states
and dispersions at quasi-momentum k(t), and where γn(t) is
related to the Berry phase in the nth band. Hence, the time-
evolution of the state in Eq. (A1) can be approximated by
|ψ(t)〉 = α|φ1(t)〉+ β|φ2(t)〉, (A3)
where the states |φ1,2(t)〉 follow the adiabatic motion dic-
tated by Eq. (A2). Evaluating the mean velocity in the time-
evolving state (A3) then yields
r˙(k) = 〈ψ(t)|∂kHˆ|ψ(t)〉
= |α|2〈φ1|∂kHˆ|φ1〉︸ ︷︷ ︸
I
+ |β|2〈φ2|∂kHˆ|φ2〉︸ ︷︷ ︸
II
+ 2 Re
(
α∗β〈φ1|∂kHˆ|φ2〉
)
︸ ︷︷ ︸
III
, (A4)
where Hˆ = Hˆ(k(t)) is the underlying momentum-
representation Hamiltonian.
The two first terms correspond to the weighted band veloc-
ity and anomalous velocity [91]
I + II = vband + vF ,
vband = |α|2∂kE1 + |β|2∂kE2
vF = −F× 1z(|α|2F1 + |β|2F2),
where the Berry curvature F is defined in the main text.
The third term in Eq. (A4) comes from the interference
between the evolving states φ1,2(t) associated with the two
bands. At this order of the adiabatic approximation [91], one
only keeps the first-order terms in k˙, which yields
III =2Re
[
α∗β exp
(
− i
~
∫ t
t0
dtE2 − E1
)
exp (i(γ1 − γ2))×
×
(
(E1 − E2)〈∂ku1|u2〉+
+ i~F · 〈∂ku1|u2〉
E1 − E2 (∂kE2 − ∂kE1)
)]
, (A5)
which is the time-oscillating inter-band contribution, which
we analyse in the main text.
Appendix B: Derivation of the effective Hamiltonian and
micro-motion operators
We start by defining the brickwall lattice, which is charac-
terized by the nearest-neighbors vectors a1 = (1, 0), a2 =
(0,−1), a3 = (0, 1) and next-nearest-neighbor vectors b1 =
(1,−1), b2 = (1, 1), b3 = (0, 2); see Fig. 15.
Figure 15. The brickwall lattice: (a) Nearest-neighbor links. (b)
Next-nearest-neighbor links.
The time-dependent Hamiltonian in Eq. (23) takes the form
Hˆ(t) = Hˆ0 +K
∑
i
cos (Ωt+ q · ri)cˆ†i cˆi,
Hˆ0 = −
∑
〈i,j〉
Jij cˆ
†
i cˆj −
∑
〈〈i,j〉〉
λij cˆ
†
i cˆj + ∆
∑
sitesB
cˆ†i cˆi, (B1)
where ∆ = δ + Ω, and where the definition of each term is
given in the main text.
First, assuming a strong modulation K ∼ Ω and a weak
detuning δ  Ω, we remove all divergent terms in Eq. (B1)
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by performing the following gauge transformation
Rˆ(t) = exp
(
i
∫ t
0
dt
[
K
∑
i
cos (Ωt+ q · ri)cˆ†i cˆi
+Ω
∑
B sites
cˆ†j cˆj
])
.
(B2)
In the new frame, the transformed Hamiltonian reads:
Hˆ(t) = (RˆHˆ(t)Rˆ† − iRˆ∂tRˆ†)
= Rˆ
−∑
〈i,j〉
Jij cˆ
†
i cˆj −
∑
〈〈i,j〉〉
λi,j cˆ
†
i cˆj + δ
∑
B sites
cˆ†i cˆi
 Rˆ†
= Hˆ(0) +
∑
n 6=0
Hˆ(n)einΩt,
where the Fourier componentsH(n) are explicitly given by
Hˆ(n) = −
∑
〈i,j〉
JijG(n, rj , ri)cˆ
†
j cˆi −
∑
〈〈ij〉〉
λijF (n, rj , ri)cˆ
†
j cˆi
(B3)
where
F (n, ri, rj) = exp
(
−in
(
pi
2
− q · ri + rj
2
))
×
Jn
(
−2K
Ω
sin
(
q · rj − ri
2
)) (B4)
and
G(n, ri, rj) =

for ri on site A
exp
(
i(1− n)
(
pi
2
− q · ri + rj
2
))
×
Jn−1
(
−2K
Ω
sin
(
q · rj − ri
2
))
for ri on site B
exp
(
−i(1 + n)
(
pi
2
− q · ri + rj
2
))
×
Jn+1
(
−2K
Ω
sin
(
q · rj − ri
2
))
(B5)
Taking into account the change-of-frame transformations,
the time-evolution operator in the initial frame can be par-
titioned in terms of the action of an effective hamiltonian
(describing long-time dynamics) and the action of a kick-
operator, which describes the micromotion within each period
[86, 95]:
Uˆ(t, t0) = Rˆ
†(t)e−iKˆ(t)e−iHˆeff(t−t0)eiKˆ(t0)Rˆ(t0). (B6)
Up to the first order of 1/Ω, the effective Hamiltonian is given
by
Hˆeff = Hˆ(0) + 1
Ω
∞∑
n=1
1
n
[Hˆ(n), Hˆ(−n)] +O(1/Ω2), (B7)
and the micromotion operator is given by,
Kˆ(t) = 1
iΩ
∞∑
n=1
1
j
(
Hˆ(n)einωt − Hˆ(−n)e−inωt
)
+O(1/Ω2).
(B8)
where the Fourier components are given in Eq. (B3).
Interestingly, the zeroth-order effective Hamiltonian re-
alises the model analyzed in Ref. [95], namely
Hˆeff =−
∑
〈i,j〉
iJ effij e
iq·(ri+rj)/2cˆ†i cˆj −
∑
〈〈i,j〉〉
λeffij cˆ
†
i cˆj
+ δ
∑
B sites
cˆ†i cˆi +O(1/Ω),
(B9)
where the effective tunneling matrix elements are given by
J effij = (−1)αJij × J1
[2K
Ω
sin
(
q · rj − ri
2
)]
λeffij = λij × J0
[2K
Ω
sin
(
q · rj − ri
2
)]
,
(B10)
where Jn(x) denote Bessel functions of first kind.
The Hamiltonian in Eq. (B9) can be gauge transformed so
as to recover translational symmetry [95]. In this frame, the
momentum-representation Hamiltonian yields
heff(k) = −
(
f (k− q/2) g(k)
g∗(k) f (k+ q/2)− δ
)
, (B11)
f(k) = 2
∑
i
λeffai cos (k · ai)
g(k) = −i
∑
i
J effbi exp (−ik · bi),
where the hopping parameters λeffai and J
eff
bi
are associated with
the different links of the brickwall lattice, as defined above.
In the main text, we choose the values for the initial hop-
pings such that |J effij |=J and |λeffij |≈0.3J . Setting q=(6, 2),
which further maximizes the flatness ratio of the lowest topo-
logical band of this model [95], this implies the following
values for the hopping parameters associated with the static
Hamiltonian Hˆ0: (J1, J2, J3) = (3.69J, 5.17J,−5.17J) and
(λ1, λ2, λ3) = (−0.76J,−0.76J,−0.76J); see Fig. 16 for
the definitions of the hopping parameters. Note that these val-
ues correspond to a modulation strength K=2Ω.
The calculations shown in Fig. 11 (main text) include
the first-order corrections to the effective Hamiltonian (B9).
These were evaluated by numerically calculating the Fourier
components in Eq. (B3) and inserting these into the expres-
sion for the effective Hamiltonian in Eq. (B7). We verified
that the sum in Eq. (B7) converged rapidly, namely, that the
convergence of the results were reached for n≈10.
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Figure 16. Hopping parameters associated with the static Hamil-
tonian in Eq. (B1): (a) NN hopping amplitudes. (b) Initial NNN
hopping amplitudes.
