Abstract -This paper outlines our current research agenda to achieve enhanced driver situation awareness. A novel approach that incorporates information gathered from sensors mounted on the neighboring vehicles, in the road infrastructure as well as onboard sensory information is proposed. A solution to the fundamental issue of registering data into a common reference frame when the relative locations of the sensors themselves are changing is outlined. A description of the vehicle test bed, experimental results from information gathered from various onboard sensors, and preliminary results from the sensor registration algorithm are presented.
INTRODUCTION
Road safety is a worldwide concern [1] . Developed countries have managed to significantly reduce the impact of road traffic injuries/fatalities by developing infrastructure, enforcing legislation to control speed and alcohol consumption, mandating the use of seatbelts and crash helmets. A comprehensive five year study of road accidents by Treat et al [2] found that the human error was the sole factor in 57% and a contributing factor in 92.6%. They also concluded that over 80% of all automobile accidents are due to human perceptual error. Therefore, further reduction of road related accidents can be achieved by enhancing driver perception by means of intelligent sensing and advanced processing.
Our approach of enhancing road safety is by utilizing information about the vehicle internal status (dynamics), status of the surrounding environment and the driver functional status (Fig. 1) . The vehicle dynamics are estimated by a Kalman filter based algorithm with observations from an on-board Global Positioning System (GPS) and an Inertial Measurement Unit (IMU). The environment perception is achieved by processing of the on-board sensory data (cameras, lasers and a radar) as well as the sensory data from neighboring vehicles and the road infrastructure. This facilitates an enhanced field of view. With the developments in inter vehicular communications [3] and roadway intelligent infrastructure [4] [5] , it is likely that transmitting data in real time between infrastructure and neighboring vehicles will become feasible in the near future. Therefore, feasibility of incorporating such sensory signals in driver situation awareness systems is closer than ever before. Furthermore, it is our intention to estimate human factors such as fatigue, sleepiness and driver behaviors in real-time for enhancing road safety. 
A Hardware Architecture
Two computers are used to process data from a Global Positioning System (GPS), Inertial Measurement Unit (IMU), two accelerometers, four Laser Measurement Systems (LMS) and two cameras (Fig. 3) . We are in the process of integrating a millimeter wave radar, a three dimensional vision system, electroencephalogram(EEG), electromyogram(EMG) and respiratory sensors, which will provide us with comprehensive information on the status of the vehicle, driver and the environment. All the computers are synchronized via the local area network. 
B Software Architecture
The operating system used for all the on-board computers is Linux (Kubuntu), except for C4. Windows XP is used for this computer due to the unavailability of Linux drivers for the EEG/EMG/Respiratory system. The software uses a Component-Based Software Engineering (CBSE) approach. This offers modularity, software reuse, and flexibility in deployment. Components run asynchronously and exchange information through communication.
ZeroC [9] and, two Jewell LCF 200 -2G servo accelerometers. The GPS provides position solutions at 1 Hz. The IMU provides raw acceleration and rotational data in three orthogonal axes at 160 Hz. The servo accelerometers are used to determine the initial bank and elevation of the platform. The "Direct feedback" [10] filtering method is used for estimating the vehicle dynamic parameters. As shown in Fig. 4 , the Inertial Navigation Solution (INS) provided by the integration of the fast IMU data is compared with external GPS observations to estimate the biases and drifts. The states of the estimator are observation errors of INS and GPS positions and velocities. In this structure the estimated errors of position, velocities and attitudes are fed back to the INS, thus minimizing the growth of the observed error that is delivered as an observation to the filter. Fig. 4 The direct feedback filter [10] We have carried out experiments to assess the filter performance. The vehicle is driven along a straight road at about 40km/h while giving impulse steering inputs at constant intervals. Some of the outputs of the estimator are shown in Fig. 5 . 
IV ON-BOARD SENSORS FOR ENVIRONMENT PERCEPTION
A comprehensive environment perception is vital in avoiding accidents. The perception sensors currently mounted on the CRUISE are a forward looking roof mounted camera and a front bumper bar mounted laser range finder (LMS) for road/obstacle detection, two roof mounted LMSs for mapping the ground for generating the traversability map. One LMS is mounted on the back of the CRUISE for rear view. A millimeter wave radar and a three dimensional camera are currently being integrated to the sensor suite. Work so far has focused on solving road boundary and pedestrian detection problems.
Conventional approach to road boundary detection problem is to use a generic algorithm to solve all the possible scenarios in a road environment. Due to the complex nature of the roads, such generic methodologies tend to have high failure rate. Our approach is to use a combination of algorithms tuned for a several set of scenarios to achieve complex road boundary detection.
A Lane marking detection and tracking
The development of situation awareness systems and autonomous driving requires the ability to analyze the road scene. One prerequisite for this is the extraction of lanes and lane markings. This information is essential in order to obey traffic rules and to detect possible hazards. This work focuses on a novel approach to robustly extract lane markings in urban traffic scenarios. Much of the work presented in the literature concentrate on highway like scenarios, where the traffic situations are less complex and markings are clearly visible. Assuming geometric models of roads, such as lanes being straight or curved is only appropriate for freeways but is certain to fail in urban areas. The main reasons being the complexity of roads, bad visibility of the markings, occlusions or missing markings over extended periods of time. Therefore, strong assumptions about the lane geometry can lead to failure and hence weaker models are preferable.
Low level image processing for lane marking detection is performed on the remapped image (IPM) applying a lane model which stipulates that a road marking is represented by a predominantly bright line (lane marking) of constant width surrounded by a darker region (the road). Thus, the pixels belonging to a road marking have a brightness value higher than their left and right neighbours at a given horizontal distance. A vertical edge in an image conforms similarly to the same principle, however the intensity difference between neighbouring pixels must be over a threshold to be validated as a lane marking. Therefore, an exhaustive search across each row of the image will produce potential lane marking candidates where the match probability can be measured with the edge quality. Then we use a particle filter based approach, where particles are used to represent a possible position of a piece of lane marking, including a weight that is proportional to the probability that a lane marking is intact present. Particles are initialized at the bottom of the image and move to the top seeking lane markings [11] . The outcome of the lane detection algorithm in the presence of shadows, other vehicles and at a bend are shown in Fig. 6 .
B Road boundary detection
Roads without lane markings or dirt roads are not uncommon in most of the road networks. In such scenarios, the lane marking detection algorithm does not provide any meaningful results. Therefore, we have developed another vision based algorithm for detecting unmarked or dirt roads. The algorithm is based on the work by Bradski, et al [12] . The rationale is to use information from the laser range finder to identify drivable regions in the environment and assuming it to be a possible road, a region of interest (ROI) is defined and transformed onto the image plane. Such an image window is considered as a model of the road and is used in a classification algorithm to extend the image window to the whole road segment in the image. In [12] , RGB channels are used in defining the road model. We have noticed that RGB implementation has poor performance when shadows are present. We are currently investigating other color spaces such as HSV and C1, C2, C3. Texture of an image is another property that can be used to describe the ROI. Image sequence in Fig. 7 and 8 show the detection of the boundaries of a dirt road and a road without lane markings. 
C Pedestrian detection
Pedestrian detection is an important part in improving road safety, especially in urban roads. Generally, people detection is carried out by processing a monocular camera image. One of the methods is to use a template matching technique by scanning the whole image to find a match [13] which incurs a high computational cost. The solution is further complicated by the presence of mismatches in scale between the template and the image requiring further computationally expensive steps to correct for this. We have used information from a laser rangefinder collocated with a camera to alleviate these problems effectively and efficiently [14] . The laser range finder can be used for detecting moving objects in the vicinity, and to define a Region of Interest (ROI) in the image. Then the template only needs to be correlated with that ROI, saving computation time. Furthermore, the laser range finder also provides with distance to the object, which can be used for resizing the ROI to the correct scale, saving database size and computation. Block diagram of the algorithm is given in Fig. 9 . First the laser data obtained at successive time steps (time 'k' and 'k+1') are used in an Iterative Closest Point (ICP) [15] algorithm to determine the change in the pose of the laser/vision system to detect moving objects. Then the regions containing moving objects detected using the laser data are further analyzed to remove the background. They are then mapped on to the image plane. The ROI is then resized using the distance to the moving objects obtained from laser scanner to match the scale of the templates in the database. The resized ROI is then compared with the templates to find the best match.
Pedestrian detection results are shown in Fig. 10 . It is to be noted that pedestrians on the rightmost of the image can not be detected as possible ROIs are occluded by the vehicle on the right.
V INFRASTRUCTURE BASED AND OTHER VEHICLE BASED SENSORS FOR ENHANCED PERCEPTION
In improving driver situation awareness, it is very important to have a cocoon of sensors around the vehicle; however, occlusions can limit the sensing field of view. This effect is significant at intersections. Fortunately, the limited perception achievable by on-board sensors can significantly be improved by utilizing the sensory information of other sources such as infrastructure based sensors and information from neighboring vehicles. With the developments in inter vehicular communications [3] and roadway intelligent infrastructure [4] [5] , it will be feasible to transmit data in real time between infrastructure and neighboring vehicles. Therefore, feasibility of incorporating such sensory signals in driver situation awareness systems is closer than ever before. However, this inherently introduces a major challenge: un-calibrated data registration among moving observers. Here, we exploited the principles of information theory and the efficiency of Fishers [16] implementation to compute mutual information to achieve registration and calibration of moving sensors observing dynamic objects in a scene. We do not assume any prior knowledge of relative location between the observers. Moving targets provide very little instant information in signal level. However, tracked dynamic targets provide substantial amount of information in the feature level. Therefore, we use feature level registration and select target attributes giving due regards to sensor modality and the rate of change of the attribute, as it is important that at least one attribute of the
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target exhibits a rate of change in both sensory spaces. Computing the MI then allows the registration of the common feature attributes in two sensory signals providing the relative location of the sensors. However. as the sensor itself is moving, the target attributes calculated on the sensory spaces may not be correlated. This issue can be solved by tracking the attributes of the targets in a locally defined world coordinate system and using the resulting feature within the MI framework. The target tracking problem is also complex due to the moving nature of the observer, maneuvering dynamics and occlusions. Multiple model approach, such as the Interacting Multiple Model (IMM) [17] , provides one of the most effective frameworks for tracking maneuvering targets. False tracks that get initiated due to anomalies in the background and spurious data are eliminated using the Sequential Probability Ratio Test (SPRT) [18] . Fig 11 (a) shows a simulation study carried out with two moving observers ("O1" and "O2") and three maneuvering targets ("T1", "T2" and "T3"). Fig. 11(b) shows the extracted target attributes in respective locally defined world coordinates relative to the observers. The target attributes considered in this study are the range and bearing from the observer to the target and their speeds. The MI based algorithm converges at 39th iteration as depicted in Fig. 11(c) , detecting that the speed of Target 2 is the most informative (Table I ). The path of Target 2 in the two local world co-ordinate frames is then used to compute the relative calibration between the sensors through a least square fit. The tracked target poses in observer 2 can now be transformed onto the locally defined world reference frame of observer 1 (Fig 11(d) ). It is to be noted that the target tracks from both observers overlap, confirming correct sensor registration. 
VI CONCLUSIONS
In this paper, we described our ongoing work on enhanced driver situation awareness system. We proposed to utilize the onboard sensory information with information from vehicles in the vicinity and infrastructure while also considering human factors. Our current experimental results on this direction have been presented to demonstrate current achievements. Our future work includes the integration of millimeter wave radar and PMD technologies three-dimensional camera for enhanced perception. We are also in the process of incorporating the EEG system for monitoring the human factors.
