General results on adaptive density estimation are obtained with respect to any countable collection of estimation strategies under Kullback-Leibler and square L 2 losses. It is shown that without knowing which strategy works best for the underlying density, a single strategy can be constructed by mixing the proposed ones to be adaptive in terms of statistical risks. A consequence is that under some mild conditions, an asymptotically minimax-rate adaptive estimator exists for a given countable collection of density classes, i.e., a single estimator can be constructed to be simultaneously minimax-rate optimal for all the function classes being considered. A demonstration is given for high-dimensional density estimation on 0; 1] d where the constructed estimator adapts to smoothness and interaction-order over some piecewise Besov classes, and is consistent for all the densities with nite entropy.
1. Introduction. In Recent years, there has been an increasing interest in adaptive function estimation. The main objective, if possible, is to construct a single estimator so that it is automatically asymptotically optimal in terms of a minimax risk for each function class in a given collection. Adaptive function estimators were constructed, for example, by Efroimovich and Pinsker (1984) and Efroimovich (1985) for ellipsoidal classes; by H ardle and Marron (1985) using adaptive kernel estimators for some Lipschitz classes; and by Donoho et al and others using wavelet analysis for Besov classes (see, e.g., 15]). General schemes have also been proposed for the construction of adaptive estimators. Barron and Cover (1991) derived general adaptation risk bounds for density estimation based on minimum description length (MDL) criterion. These bounds were used to demonstrate adaptive properties of MDL criterion including adaptation over classical function classes using metric entropies. Lepskii (1991) gave some su cient conditions to ensure existence of minimax-rate adaptive estimators and constructed adaptive estimators speci cally for ellipsoidal classes under L p loss for 2 < p 1: In addition to the use of MDL criterion, other adaptation schemes by model selection have been developed including very general penalized contrast criteria in Birg e and Massart (1996) , and Barron, Birg e and Massart (1999) with a variety of interesting applications; penalized maximum likelihood criteria in Yang and Barron (1998) ; and complexity penalized criteria based on V-C theory, see, e.g., Devroye, Gy or , and Lugosi (1996, Chapter 18) and Lugosi and Nobel (1996) . Functional aggregation of estimators to adapt to within order n ?1=4 in L 2 risk is proposed in Juditsky and Nemirovski (1996) .
Our interest in this work concerns adaptivity in a most general sense. The questions we tend to address is: Given a countable collection of estimation strategies (regardless of how they have been obtained), is it possible to nd an adaptive strategy so that it automatically performs as well as the best one in the list in an asymptotic sense? Such a strategy will be said to be adaptive with respect to the collection of the original ones. In related context of estimating a functional, negative results have been obtained showing that optimal rate adaptation may not be possible (see Lepskii (1991) and Brown and Low (1996) ). Here we give positive results for global density estimation. Di erently from the previous work on adaptation, no speci c properties will be required here on the collection of strategies. Thus advantages of a list of possibly completely di erent strategies can be combined in terms of statistical risks, and if desired, adaptive strategies constructed using various schemes available (e.g, automated kernel smoothing, wavelet procedures, smoothing splines, neural net estimation, etc.) can also be included in the list for even more adaptivity. The bene t of considering such a list of very di erent procedures could be substantial especially for high-dimensional density estimation, where to overcome the curse of dimensionality, searching over di erent characterizations of functions is desired for better accuracy (see Section 4 for a demonstration).
Estimation strategies are often derived for speci c function classes. For a collection of such strategies which are constructed to be minimax optimal for the corresponding target classes, adaptation with respect to the strategies as explained above implies minimax adaptation with respect to the target classes. In this sense, the notion of adaptation with respect to a collection of strategies is more general compared with minimax adaptation with respect to a collection of density classes. Results on minimax adaptation will be given as consequences of the main results on combining strategies.
In the revision of an earlier version of this paper, an editor and an associate editor brought our attention to an independent research of Catoni (1997) completed after our submission of this work. A result similar in spirit to our Theorem 1 under K-L loss was given.
Density estimation is closely related to universal coding as illustrated in Barron (1987) , Clark and Barron (1990) , Barron and Cover (1991) , Yang (1996) (a formal statement is given as Lemma 2.6), and Haussler and Opper (1997) . This relationship as we learned from Barron (1987) and Barron and Cover (1991) will be used for our construction of an adaptive strategy.
For adaptation under the squared L 2 loss, some results used in our analysis come from Yang and Barron (1999), which derives minimax rate of convergence for a xed general function class. Some recent results on universal coding are redundancy bounds for Bayes hierarchical coding in Feder and Merhav (1996) and redundancy bounds for individual sequences using a sequential procedure for binary tree sources in Willems et al (1995) .
Finally, it is worth mentioning that Bayesian model averaging methods have also been proposed to combine various models (see, e.g., Kass and Raftery (1995) and Berger and Pericchi (1996) ). Our method permits but does not require the estimators in the models to be obtained in a Bayesian framework, which sometimes has di culties in the choice of insensitive priors on the parameters. In addition, our adaptation recipe works for combining estimation strategies even when some or all of them are not model-based procedures.
1.1. Some setups. Let X 1 ; X 2 , :::; X n be i.i.d. observations with density f(x); x 2 X with respect to a -nite measure . Here the space X is general and could be any dimensional. The goal is to estimate the unknown density f based on the data. denote the average cumulative risk for estimating f using strategy up to n observations. This notion of risks (some times called redundancy or regret) is considered by many in the context of data compression, prediction, gambling and computational learning theory (see, e.g., Clarke and Barron (1990) and Barron and Xie (1997) for asymptotics on nite dimensional models, Yang and Barron (1999, Section 3) and Haussler and Opper (1997) for rates of convergence over a given density class). It is a reasonable and stable discrepancy measure to evaluate di erent strategies. The individual risk ED(f kf ;n ) at sample size n denoted by R(f; n; ) will also be considered. Similarly de ne r seq (f; n; ) and r(f; n; ) for the squared L 2 loss. A minimax risk measures di culty in estimation in a uniform sense. Let l be a chosen loss function, then for a density estimatorf , the risk is El(f;f). Let F be a class of densities. Then the minimax risk for estimating a density in F at sample size n is de ned as R(F; l; n) = min f max f2F El(f;f); where the minimization is over all density estimators.
The symbol \ " will be used to mean the same order, i.e., a n b n if a n =b n is bounded above and away from zero.
The paper is organized as follows. In Section 2, we present results on adaptation with respect to estimation strategies; in Section 3, minimax adaptation results for function classes are given. A demonstration of the results is provided in Section 4. A generalization for predictation for dependent data is given in Section 5. The proofs of the results are given in Section 6.
2. Adaptation with respect to estimation strategies. Let f j ; j 1g be any collection of density estimation strategies. Here the index set fj 1g is allowed to degenerate to a nite set. As mentioned earlier, there is no restriction at all on the choice of the strategies and they could be proposed for di erent purposes, classes, and/or under di erent assumptions. Some of them could be based only on heuristics but with practical signi cance. ::: q n?1 (x; x 1 ; x 2; :::; x n?1 ) = P j 1 j f j;0 (x 1 )f j;1 (x 2 ;x 1 ) f j;n?2 (x n?1 ;x 1 ;x 2 ;:::;x n?2 )f j;n?1 (x;x 1 ;x 2 ;:::;x n?1 ) P j 1 j f j;0 (x 1 )f j;1 (x 2 ;x 1 ) f j;n?2 (x n?1 ;x 1 ;x 2 ;:::;x n?2 )
::: De ne estimators for i 0 based on X 1 ; :::X i as followŝ f seq;i (x) = q i (x; X 1 ; :::X i ):
(1) They are valid probability density estimators at each sample size. Call this estimation strategy seq . This strategy will be shown to be adaptive in terms of the average cumulative risk. For adaptation under the individual risk, let
It is a valid density estimator of f based on X n . The strategy producingf n ; n 1 will be called a combined strategy denoted by . Consider inf
It is the best trade-o between the average cumulative risk and the logarithm of the inverse weight (or prior probability) relative to the sample size over all the estimation strategies.
Theorem 1: For any given countable collection of estimation strategies f j ; j 1g and , we can construct a single estimation strategy seq as given in the above recipe such that for any underlying density f, R seq (f; n; seq ) inf
The combined strategy has individual risk bounded by the same quantity R(f; n; ) inf
Remarks:
1. A similar adaptation bound is given in Yang (1997) for nonparametric regression under Gaussian errors with known variance using a connection between estimating the regression function and the joint density of the observation. Adaptation risk bounds for regression by model selection are in Barron, Birg e and Massart (1999) and Yang (1999).
2. An individual risk bound is given in Catoni (1997) for a similarly de ned strategy. His formulation has a computational advantage and can avoid an extra logarithmic term in the risk bound for parametric estimation.
From (2), up to an additive penalty of order 1=n; the adaptive strategy seq performs as well as any strategy in the list in terms of the average cumulative risk. For a strategy with regularly decreasing risk converging essentially more slowly than the parametric case, R seq (f; n; ) and R(f; n; ) are of the same order (see Section 3). When such strategies are combined, (3) ensures adaptation in terms of individual risk.
For applications, we may assign smaller weights (or prior probabilities) j for more complex estimation strategies. Then the risk bounds in the theorem are trade-o s between accuracy and complexity. For a complex strategy (with a small weight), its role in the risk bound becomes signi cant only when the sample size becomes large.
A strategy is said to be consistent for f under loss l; if El(f;f ;n ) ! 0 as n ! 1: A simple consequence of Theorem 1 is that if any of the strategy in the list is consistent for the unknown density, so is the combined adaptive strategy .
the K-L and L 2 distances). Throughout the paper, for squared L 2 adaptation, we assume that the dominating measure is nite and is normalized to be a probability measure, and the unknown density is uniformly upper bounded, i.e., k f k 1 A < 1 for a known constant A:
For each f, let g = (f + 1)=2 be a mixture of f and the uniform density 1. We have the following conclusion.
Theorem 2: For any given countable collection of strategies f j ; j 1g, we can construct a strategy such that r(f; n; ) C inf 
where the constant C depends only on A.
Note that the risk of the combined strategy at an unknown density f is bounded in terms of the risks of the original strategies at g = (f + 1)=2 instead of f itself. For usual nonparametric procedures, the risks at f and g are most likely to be bounded at the same rate. Formally, this does not cause trouble for applications where minimax risks are considered for nonparametric classes including f and g at the same time as is the case for the classical convex classes. This technical di culty is avoided if one is wiling to assume that the unknown density is bounded away from zero, for which case the K-L divergence and the squared L 2 distance are equivalent and thus r(g; i; j ) can be replaced by r(f; i; j ) directly in the theorem.
In light of Theorems 1 and 2, adaptive estimators can be obtained using the adaptation recipe for a countable collection of function classes as will be given in the next section. The results are also useful for combining estimation procedures with hyperparameters (e.g., bandwidth for a kernel estimator). Various conclusions can be made for a combined strategy with a suitable discretization of the hyperparameters. 3 . Adaptation with respect to function classes. Let fF j ; j 1g be a collection of density classes. Assume the true function is in one of the classes, i.e., f 2 j 1 F j . The question we want to address is: Without knowing which class contains f , can we have one estimator (not depending on j) such that it converges asymptotically at the minimax rate of the class containing f? If such an estimator exists, we call it a minimax-rate adaptive estimator with respect to the classes fF j ; j 1g. This concept of adaptation can be obviously extended to any given collection of classes not necessarily countable.
We need a regularity condition for our results. The familiar rates of convergence for function estimation are n ? (log n) for some 0 < 1 and 2 R: When 0 < < 1 (then R(F; l; n) converges essentially more slowly than the parametric case), we have that (1=n) P n i=0 R(F; l; i)
is of the same order as R(F; l; n). For such a case, we say the class has a regular nonparametric risk rate. 4.1. Desired properties on estimation. Suppose we have the following wish list for the adaptive estimatorf n ; n 1 to be constructed. 1.f n is consistent for all f 2 H; 2.f n converges automatically at the optimal rate n ?2 =(2 +r) if f 2 S ;r q; (C) k; 1 ; 2 without knowing any of the hyper-parameters; 3.f n behaves well if a projection pursuit density estimator happens to converge reasonably fast.
The rationale behind the wish list is as follows. Besov classes with di erent choices of the hyperparameters provide quite some exibility in modeling a density (see, e.g., Donoho et al (1996) ). The piecewise modi cation allows discontinuity of the density. When is small relative to d; the rate of convergence is rather slow (well-known as curse of dimensionality). The consideration of di erent interaction order can lead to a substantial improvement if f happens to be in S ;r q; (C) k; 1 ; 2 with r much smaller than d. Projection pursuit (see, e.g., Huber (1985) )
is another approach to high-dimensional density estimation by dimension reduction. Despite the lack of theory on convergence rate property, such procedures have practical merits. Hence the third wish above. (Of course, one could go on with more target classes or add di erent strategies such as neural nets in the wish list, sacri cing simplicity and computation ease.)
Finally, since the true density f may well not be in any of these classes, we want at least consistency for every f 2 H:
4.2. Method of adaptation. To use the adaptation recipe, it su ces to construct a consistent estimator for H and optimal-rate estimators for the classes S ;r q; (C) k; 1 ; 2 and then combine them and the projection pursuit estimator appropriately.
Barron (1988) (see also Barron, Gy o and van de Meulen (1992)) constructed a histogram estimator consistent for H under the K-L loss, i.e., there is a strategy H such that R(f; n; H ) ! 0 for each f 2 H.
For adaptation among the piecewise Besov classes, we may rst obtain adaptivity over the smoothness parameters 1 1; 1 q 1; > d=q for xed r; C; k; 1 and 2 : To that end, a suitable discretization of the smoothness parameters leaves us a countable collection of density classes to work with, for each of which a minimax-rate adaptive estimator can be constructed e.g., utilizing a covering set under K-L divergence as in Yang and Barron (1999) . Then the adaptation recipe together with an appropriate assignment of weights on the discretized values can result in adaptation for these classes following some \continuity" argument. Further adaptation is obtained by combining these estimators over integer values of r (between 1 and d), C; k; 1 and 2 : This strategy, say B , is minimax-rate adaptive over all the piecewise Besov classes.
Finally, we combine the above strategies H ; B ; and a chosen projection pursuit strategy (e.g., with equal weights). Then the overally combined strategy makes the 3 wishes come true.
A similar result holds for the squared L 2 risk applying Theorem 2 assuming the unknown density is bounded above by a known constant. Adaptation results over Besov classes by wavelets are in Donoho et al (1996) , Birg e and Massart (1996) , and Juditsky (1997) .
Adaptation over density classes with di erent characteristics is discussed in Barron and Cover (1991) using MDL criterion, and later in Barron, Birg e and Massart (1999) and Yang and Barron (1998) by other model selection criteria. Let f j ; j 1g be a collection of density prediction strategies. We have the following conclusion on adaptive prediction. The proof of the proposition is similar to that of Theorem 1 and is omitted here.
6. Proof of the results.
Proof of Theorem 1: Let f n (x n ) denote the product density f(x 1 ) f(x 2 ) f (x n ) :
Let q (n) j = f j;0 (x 1 ) f j;1 (x 2 ; x 1 ) f j;n?1 (x n ; x 1 ; :::; x n?1 ):
It is a joint density function on the product space of X 1 ; :::; ; X n . Then let q (n) = P j 1 j q (n) j be a mixture from q (n) j 's. The cumulative risk of the constructed estimators satisfy 
Thus we have nR seq (f; n ? 1; seq ) = D(f n k q (n) ): To prove Theorem 1, our task is to bound D(f n k q (n) ): For any f and any j 1, since log(x) is an increasing function, we have
The term R f n (x n ) log f n (x n )=q (n) j (x n ) d (x n ) can be bounded in terms of risks of the estimators produced by strategy j . Indeed, as earlier, with probability (1=2; 1=2) according to independent coin ips. Then e X i has density g(x) = (f(x) + 1)=2. Clearly the new density g is bounded below (away from 0), whereas the family of the original densities need not be. Since the unknown density g is known to be bounded between 1=2 and 1=2+A=2, we can project (if necessary) the estimators produced by the original strategies into this range without increasing the squared L 2 risk (see, e.g., ( 33] , Section 2)).
Then we apply the adaptation recipe using the generated sample e X i ; 1 i n to get an adaptive strategy with risk bound R(g; n ? 1; ) inf Note that from the construction recipe, the adaptive estimators are convex combinations of the original estimators (but with random coe cients), thus they also stay between 1=2 and (A+1)=2. With this boundedness property, the ratio of K-L divergence and squared L 2 distance is bounded above and below by constants depending only on A (see, e.g., ( 33] , Section 2)). As a consequence, we have r(g; n ? 1; ) C A inf , from above, we have a combined strategy with the claimed risk bound in Theorem 2. Note that the combined strategy is randomized because of the dependence on the generated random variables. Due to convexity of the loss, a nonrandomized strategy can be obtained with no bigger risk by averaging out the randomness in the generated sample W i ; 1 i n and the coin ips. This completes the proof of Theorem 2.
Proof of Theorem 3: For each class F j ; let j be an asymptotic minimax strategy. The existence of a minimax-rate adaptive estimator under K-L loss follows directly from Theorem 1 together with the assumption that the minimax risk is at a regular nonparametric rate.
For the proof of the conclusions on the squared L 2 loss, observing that under the assumption on the density classes, for each f in a class, so is g = (f + 1)=2, applying the risk bound given in Theorem 2, we have Taking the strategies to be minimax-rate optimal for the classes respectively, we have the minimax-rate adaptation under the squared L 2 loss. This completes the proof of Theorem 3.
