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Abstract--In this paper, we show that using the matrix-geometric solution method we can ex- 
press the derivatives of the stationary queue length probabilities of the M/PH/l/K queue or the 
M/PH/l/(w,K) multiclass queue in terms of the stationary queue length probabilities of the 
MfPH/l queues with infinite buffer capacity. The results can be used in the optimization of networks 
consisting of nodes with finite buffers. 
1. INTRODUCTION 
Derivative estimation of performance measures in queueing systems has attracted significant 
research attention in the last decade. Two different approaches, Likelihood Ratio (LR) and Per- 
turbation Analysis (PA), have been proposed to estimate the derivatives of desired performance 
indices with respect to various decision parameters. In this paper, we propose another approach 
to evaluate the derivatives of the stationary queue length probabilities with respect to the arrival 
rates for some finite buffer queues with Poisson arrivals and service times with phase type dis- 
tributions. Although some PA algorithms developed recently [1,2] can handle such systems, the 
algorithms that we develop here have some unique nice features. For example, they allow one to 
calculate the derivatives analytically when certain mild assumptions are imposed, while the LR 
and PA algorithms have to use information extracted from a sample path of the system. Our 
algorithms are also conceptually easy to understand and to implement; we express the derivatives 
in terms of some queue length probabilities and once the queue length probabilities are obtained, 
either through simulation or analytical calculation, our algorithms may be applied. 
The queueing systems that we will deal with in this paper arise in the distributed optimization 
of computer and communication networks. For example, a single node in a computer network 
with a threshold-type load-balancing policy may be modeled as an M/PH/l/II’ queue, where 
the arriving jobs are accepted only when buffer spaces are available. 
2. DERIVATIVES IN THE M/PH/l/K QUEUE 
Consider the M/PH/l/II q ueue where the service time distribution is of phase type with 
representation (p,S) of order Y(Y 2 1). H ere, ,f?’ is the initial probability vector, and S is the 
‘rate’ matrix of the first v - 1 transient states of the underlying Markov process of the service 
time distribution [3]. The arrival rate is X. The system may be treated as a quasi-birth-and-death 
process with the state space E = (0, (i,j); 1 5 i 5 K, 1 2 j < v} where the state 0 corresponds 
to the empty queue, and the state (i,j) corresponds to having i customers in the system and the 
service process being in phase j. For 1 5 i 5 I<, let xi denote the stationary state probability 
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when the system is in the states (i, j), 1 5 j 5 V, and 20 in the state 0. Note that 20 is a scalar 
while all other ~i are row vectors. We need the following result from Neuts [3, p. 871: 
LEMMA 1. The stationary state probabilities of the M/PH/l/Ii queue, xi, for 1 5 i _< Jr’, are 
given as follows: 
i 
xoPR”, for 1 5 i < Ii’, 
Xi = 
XOPR~-‘(R-~ - I+ e,L?)-‘, for i = Ii, 
where the matrix R is given by R = X(X1 - X e,0 - S)-’ and e = [l, 1,. . . , llT. 
REMARK 1. In [4] the expressions above are differentiated to obtain the derivatives of the sta- 
tionary state probabilities. In the following, we try to get the expressions of the derivatives of 
the stationary queue length probabilities, which are the quantities actually observable in practice. 
Thus, our results here are independent of the unobservable characterization (/3,S). Note that 
state probabilities are vectors, while the queue length probabilities are scalars and thus, easier 
to obtain and to use in applications. 
For 0 < i 5 I<, let pi denote the stationary queue length probability, i.e., po = ~0 and pi = lie, 
for 1 5 i 5 K. Let p be the service rate of the system. 
THEOREM 1. The derivatives, with respect to the arrival rate X, of the stationary queue length 
probabilities of the M/PH/l/K q ueue can be obtained in terms of the stationary queue length 
probabilities themselves by solving the following set of linear equations: 
dpi 
dX= 
; !g + ; (pi _ pi+l) + ; 2 ps y-s, for 1 5 i < Ii’, 
SC1 
dPK /I dpo I K dp, -= 
dX 
5;(1x+X(l-pK) and ck=O. 
i=O 
PROOF. First, we have q = d(l-ef;S’X) = (I - ep - R-l)/X, thus, 
dR 
dX= 
_R dR-1 
xR=t(R-R’+RepRj. (1) 
From Lemma 1 and using (1) repeatedly for the differentiation of all the Ri’s, we have, 
for 1 5 i < Ii’. 
Multiplying from the right by the column vector e leads to the general case. In addition, the flow 
balance equation 
1-1(1-PO) = x(1 -PK) (2) 
gives -p % = I - pK - x ; and the normalization equation 
5 pi = 1 (3) 
i=O 
gives Cf=, g = 0. It is also easily seen from the set of linear equations that the solution is 
unique. I 
Similar to Xi and pi of the above M/PH/l/A’ queue, let yi and qi (i 2 0) denote the stationary 
state and queue length probability, respectively, of the M/PHI1 queue. For both queues, let the 
arrival rate be X and the service rate p. Assume that p > X. We have the following lemma, the 
proof of which can be found in [3]: 
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LEMMA 2. The stationary state probabilities of the M/PHI1 queue, yi, i > 0, are given by 
w = 
{ 
l- $, for i = 0, 
Y&R’, for i > 0, 
where the matrix R is given by R = X(X I - X e ,B - S)-‘. 
From Lemma 1 and Lemma 2 we get 
xi = XOP R”, for 1 5 i < K and yi = yo,f3R’, for i 2 1. 
Multiplying from the right by the column vector e, we have 
pi=po,8Rie, for lli<K and qi = qoPRie, for i 2 1. 
Therefore, we get 
pi _ Qi 
PO -0’ 
for 1 5 i < Ii. 
The above K - 1 equations plus the flow balance equation (2) and the normalization equation 
(3) provide the unique solutions for the pi’s from the qi’s, i.e., we can get all the pi’s (0 5 i 5 Ii) 
from some of the qi’s (0 5 i < K). Therefore, from Theorem 1 we have: 
COROLLARY 1. The derivatives, with respect to A, of the stationary queue length probabilities 
of the M/PH/l/K queue are easily computable functions of the stationary queue length proba- 
bilities of the M/PHI1 queue with the same arrival and service rates, provided the latter queue 
is stable. 
REMARK 2. Since the stationary queue length probabilities of the M/PHI1 queue (qi) can 
be calculated through the well-known P-K formula [5], we can calculate the derivatives of the 
stationary queue length probabilities of the M/PH/l/II queue (the derivatives of pi with respect 
to X) analytically, as long as we have the condition p > X for both queues. 
3. DERIVATIVES IN THE M/PH/l/(co,K) QUEUE 
Now let us consider a more general case, the M/PH/l/(cm,Ii) multiclass queue. The two 
classes here have the same service time distribution of phase type with representation (p,S) of 
order Y but with different priorities: class 1 arrivals (with rate Xl) are rejected with threshold 00; 
class 2 arrivals (with rate X2) are rejected with threshold K. This queueing system can be viewed 
as a single node in a computer network where each node receives both local and remote jobs (i.e., 
routed to this node from some other nodes where they were originally submitted). Remote jobs 
are always accepted and local jobs are accepted only when there are less than Ii jobs waiting in 
the node for processing. This model is appropriate in a densely connected network, where the 
aggregate arrival process of remote jobs at a node may be approximated by a Poisson process. 
The system state space is C = (0, (;,j); i 2 1, 1 < j 5 v} where the state 0 corresponds to the 
empty queue; the state (i, j) to having i(; > 1) customers in the system and the service process 
in the phase j(1 5 j 5 u). Let X = X1 + X2. The infinitesimal generator 0 is given by 
0 
1 
2 
Ii - 1 
K 
-A xp 0 0 0 . . . 
so S-AI XI 0 0 . . . 
0 SOB0 S-XI XI 0 .*. 
. . . . . . . . 
. . . SOB0 S-XI xi 0 ... 
. . . 0 SOB0 s-x11 AlI ... 
Now let 10 denote the stationary state probability when the system is in the state 0. For 
i 2 1, let xi denote the stationary state probability when the system is in states (i,j), 1 5 j 5 V. 
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In [S] it is shown that the stationary queue length probabilities of this system can be expressed 
in terms of the stationary queue length probabilities of two M/PHI1 queues with arrival rate X 
and X1, respectively. We list the expressions in Lemma 3 below. 
Let pi, for i 2 0, denote the stationary queue length probability of the M/PH/l/(oo,K) 
queue; let ri and qi, for i 2 0, denote the stationary queue length probabilities of two M/PHI1 
queues, with X and X1, respectively. Assume p > X for stability. We have 
LEMMA 3. The stationary queue length probabilities of the M/PH/l/(oo, I<) queue are given 
by the following functions of the stationary queue length probabilities of two M/PHI1 queues, 
provided the latter two queues are stable: 
pj = pori, 
r0 
for 1 5 i < K, 
X TK+j+a ‘K+j 
qi-Kfl - , for i > Ii’, 
Qo 
I 
together with the normalization equation (3). H ere, pi are the stationary queue length probabil- 
ities of the M/PH/l/(co, Ii) q ueue, and ri and qi are the ones of two M/PHI1 queues; &j(s), 
for i 1 0, is defined a~ &j(O) = 1 and aj(s) = Ci=, Q((S - l), for s > 0. 
Since the stationary queue length probabilities of the M/PHI1 queues can be calculated 
through the P-Ii formula, we can obtain the derivatives of the stationary queue length probabil- 
ities of the M/PH/l/(m,K) q ueue analytically, as long as the stable conditions hold for both 
M/PHI1 queues: First, we can express pi’s in terms of pi’s and qi’s by Lemma 3; hence, we 
can express the derivatives of pi’s with respect to X1 in terms of ri’s and qi’s as well as their 
derivatives. Then by Theorem 1, we can express the derivatives of pi’s and qi’s with respect to X1 
in terms of ri’s and qi’s themselves. Therefore, once we get ri’s and qi’s from the P-Ii formula, 
we can express the derivatives with respect to X1 of the stationary queue length probabilities of 
the M/PH/l/(oo,K) q ueue, pi’s, in terms of the stationary queue length probabilities of two 
M/PHI1 queues, r;‘s and qi’s. This is stated in the next theorem, 
THEOREM 2. The derivatives with respect to X1 of the stationary queue length probabilities 
of the M/PH/l/(co,Ii’) q ueue are easily computable functions of the stationary queue length 
probabilities of two M/PHI1 q ueues, provided the latter two queues are stable. 
4. CONCLUSIONS 
In this paper, we have shown that it is possible to calculate the derivatives of the stationary 
queue length probabilities of M/PH/l/I< q ueues analytically. The basic idea is to find the 
relation between the finite queues and the corresponding queues with infinite buffer for phase type 
service distributions. The results regarding the derivatives will follow naturally. The expressions 
we obtained can also be used in simulation. For example, instead of running an M/PH/l/(m, K) 
queue, we can run two M/PHI1 queues and estimate the stationary queue length probabilities in 
two M/PHI1 q ueues. The stationary queue length probabilities in the M/PH/l/(a, I<) queue 
and their derivatives can be obtained through the results in Lemma 3 and Theorem 2. We believe 
these results can be extended to the case of general service time distributions as well. 
REFERENCES 
1. W.-B. Gong, C.G. Cassandras and J. Pan, Perturbation analysis of a multiclass queueing system with 
admission control, IEEE Z’rans. on Automatic Control 36 (6), 707-723 (1991). 
Stationary queue length probabilities 73 
2. W.-B. Gong and P. Glasserman, Inftnitesimal perturbation analysis of the M/G/l/IC queue, In Proc. IEEE 
Conf. Decision and Conbol, pp. 1114-1118, IEEE Publishing, Piscataway, NJ, (1988). 
3. M. Neuts, Mstriz-Geometric Solutions in Stochastic Models, Johns Hopkins University Press, Baltimore, 
MD, (1981). 
4. J. Cruz and S. Stidham Jr., Stationary distributions of finite Markov chains’, (preprint). 
5. L. Kleinrock, Quezleing Systems, Volume I: Theory, John Wiley & Sons, New York, NY, (1975). 
6. W.-B. Gong and J. Pan, Buffer size effect analysis for the M/G/ll(oo, K) queue, In PTOC. American Control 
Conf., pp. 28-32, IEEE Publishing, Piscataway, NJ, (1990). 
