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Abstract. Aggressive language detection (ALD), detecting the abusive and of-
fensive language in texts, is one of the crucial applications in NLP community.
Most existing works treat ALD as regular classification with neural models, while
ignoring the inherent conflicts of social media text that they are quite unnormal-
ized and irregular. In this work, we target improving the ALD by jointly perform-
ing text normalization (TN), via an adversarial multi-task learning framework.
The private encoders for ALD and TN focus on the task-specific features retriev-
ing, respectively, and the shared encoder learns the underlying common features
over two tasks. During adversarial training, a task discriminator distinguishes
the separate learning of ALD or TN. Experimental results on four ALD datasets
show that our model outperforms all baselines under differing settings by large
margins, demonstrating the necessity of joint learning the TN with ALD. Further
analysis is conducted for a better understanding of our method.
Keywords: Natural language processing · Multi-task learning · Aggressive lan-
guage detection · Text normalization · Adversarial training.
1 Introduction
Aggressive language detection (ALD) which aims to automatically detect abusive, of-
fensive language and hate speech in social media texts, as one of the important applica-
tions of Natural Language Processing (NLP), has recently received increasing research
attention. Yet there are still limited efforts paid for ALD task. Current works mostly treat
ALD as a regular text classification by neural networks, e.g., Long-short Term Memory
(LSTM) [16], Convolutional Neural Networks (CNN) [17] or Transformer [29], with
sophisticated features, e.g., pre-trained embeddings [1,33].
Nevertheless, social media texts often differ substantially from the written texts, that
is, social media texts can be much noisy and contain typos [15,31], e.g., abbreviations,
letter repetition, etc. Such characteristic of unnormalized texts can greatly hinder the de-
tection of aggressive contents. Taking the examples sentence (S1-S3) in Fig. 1, the raw
unnormalized expressions that carry crucial signals for indicating offensive languages,
can be difficult for a detector to give correct prediction when merely seeing the surface
forms. However, if these unnormalized contents are transformed into the normalized
standard texts, the inferences of the detector can be much easier.
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covertly aggressive
non-aggressive
covertly aggressive
Because 3 of them coming from china Lol .
Because 3 of them coming from china laughing out loud .
Just unlike the page then....Bloody Ni***r .
Just unlike the page then....Bloody Nigger .
lmfao MENTION: wtf kinda pussy my mom think I got .
laughing my fucking ass off MENTION: what the fuck kinda pussy my mom think I got .
Original tweet
Original tweet
Original tweet
Normalized tweet
Normalized tweet
Normalized tweet
(S1)
(S2)
(S3)
overtly aggressive
covertly aggressive
overtly aggressive
Fig. 1. Example tweets for illustrating the aggressive language detection task under unnormalized
and normalized contents, respectively. On the right side of the sentences are the corresponding
labels predicted by a detector. The labels for normalized tweets are correct as ground truth.
Based on the above observation, in this paper, we propose to improve the ALD
task by simultaneously handling the text normalization (TN). A multi-task learning
(MTL) framework is adopted for the joint training of these two tasks. As depicted in
Fig. 2, first, the shared encoder is expected to learn the underlying common features
over two tasks, while the private encoders for ALD and TN learn the task-relevant
features, respectively, based on which the decoders can make their own task predictions.
To further enhance the capabilities of the shared and private feature representations,
respectively, we suggest the adversarial training architecture [22]. Technically, a task
discriminator is used for distinguishing the separate learning of ALD and TN tasks.
We conduct experiments on four widely used ALD datasets, including TRAC [18],
HSOL [5], KTC [3] and OLI [32], based the annotated text normalization data, Lexnorm15
[2]. Results show that the aggressive language detection can benefit much from the joint
learning with text normalization. Our model outperforms baseline methods by a large
margin, with 64.0% and 53.6% F1 score in TRAC-FB and TRAC-TW test sets, re-
spectively, and average 90.5% F1 score for other three datasets. In-depth analysis is
performed for further understanding of how the TN influences the ALD task, as well as
the mechanism of our proposed adversarial multi-task learning framework.
2 Related Work
Aggressive language detection (ALD) has received increasing research attention in NLP
community. ALD is traditionally tackled as a regular text classification task, which is
often approached with types of surface features such as token frequencies, text charac-
teristic, linguistic features, and word embeddings [1,27,33]. Initial works employ the
statistical machine learning algorithms for the tasks [27,30]. More recently, neural net-
works, e.g., LSTM, CNN and Transformer, etc. are extensively adopted as de-facto
methods for yielding state-of-the-art task performances [7,9] and capture semantics of
texts [11,12]. For example, some researches use the CNN as encoder to capture the n-
gram features in the texts [13,14]. Nikhil et al. (2018) exploit the LSTM model with
an attention unit, which is efficient on constructing sentence representations [24]. Fur-
ther, Zhang et al. (2018) use a combination of CNN and gated recurrent unit (GRU)
for detecting the hate speech on twitter texts[33]. In this work, we consider improving
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Fig. 2. The overall framework. During adversarial training, the ALD&shared part will perform
adversarial propagation (i.e., −→&99K), taking turn with the TN&shared part (i.e., −→&99K).
the ALD task by simultaneously performing the text normalization, as the social media
texts often involve much noisy and unnormalized expressions.
Our work also relates closely to the application of multi-task learning (MTL) tech-
nique. MTL provides an avenue for effectively integrating multiple standalone single
tasks into shared one, which has been extensively exploited to a wide range of NLP
tasks for achieving improved performances [10,21]. There are several works utilizing
MTL framework for ALD task [4,28]. For example, Cimino et al. (2018) employ a
shared Bi-LSTM to exploit the related information between the labels. Vaidya et al.
(2019) propose a multi-task learning model that jointly learns to predict the toxicity
of a comment as well as the identities present in the comments. Different from these
methods, we propose to conduct joint learning for text normalization and classification
via MTL in soft paramter sharing with a shared-private structure. Besides, we equip
our MTL framework with the adversarial training algorithm, which is also a crucial
technique for building stronger MTL models and bringing improvements [22].
3 Framework
As shown in Fig.2, our multi-task learning framework makes prediction for two shared
tasks by taking as inputs two types of sources, respectively. The aggressive language
detection task T a is modeled as sentence-level classification, predicting class labels
Y a based on input sentence Xa = {xa1 , · · · , xana}. And the text normalization task
T b is formulized as a sequence generation task, to yield the normalized word sequence
Y a = {yb1, · · · , ybmb} from the input unnormalized sentence Xb = {xb1, · · · , xbnb}.
The overall architecture is based on shared-private multi-task structure, mainly con-
sisting of four tiers: input representation, shared and private encoders, task-specific de-
coders and task discriminator. We first embed the inputs for T a or T b into vectorial
representations, respectively. Then, the shared encoder and the private encoder for the
task T a or T b learn the feature representation by taking the input representations, re-
spectively. Based on the shared and the private feature representations, the decoder for
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task T a or task T b finally make their own predictions, respectively. We note that the
part for T a and the part for T b takes turn to perform the learning once at a time. During
the shifting of the learning for task T a or T b, the task discriminator based on the shared
feature representation predicts the task-id label Y d.
3.1 Input Representation
Note that the input representations for aggressive language detection and for text nor-
malization are constructed with same manner, and thus for brevity, we do not distinguish
this in the notations with superscript e.g., xa, xb. We mainly consider three types of in-
put features, including the surface word representation, the sub-word representation and
the position representation. For each word xt, we enhance the representation capability
by employing the contextualized language model, ELMo [25], as vELMot . Sub-word
level word representations have been shown useful to relieve the noises in unnormal-
ized texts [20]. We thus use a character-level CNN to generate sub-word embeddings for
each word, denoted as vsbwt . We then consider capturing the order information about
the relative or absolute position of the tokens. Concretely, we use a lookup table to
obtain the position embedding vpet for each input word. We finally concatenate these
representations into unified input representation: xt = [vELMot ;v
sbw
t ;v
pe
t ]
3.2 Shared and Private Feature Encoder
We consider the self-attention based Transformer (Trm) model [29] as our major shared
and private encoders, due to its prominence on feature mining [8,21]. Technically, in
Transformer encoder, the input x is first mapped into queries Q, values V , and keys
K via linear projection. We then compute the relatedness between the K and Q via
Scaled Dot-Product alignment function, which is multipled by V :
α = softmax(
Q ·KT√
dk
) · V (1)
where dk is a scaling factor. h parallel attention heads can focus on different parts of
channels of the value vectors. Finally, all the vectors produced by parallel heads are
concatenated together to form a unified representation.
R = [α1; · · · ;αh] ·Wα + bα . (2)
We can summarize all the above calculations of the Transformer encoder as follows:
r1, · · · , rn = Trm(x1, · · · ,xn) (3)
We employ three multi-layer Transformer encoders for the feature learning of the
task T a, the task T b and the shared common one, respectively, which are denoted as:
ra1 , · · · , rana = Trma(xa1 , · · · ,xana)
rb1, · · · , ranb = Trmb(xb1, · · · ,xbnb)
rs1, · · · , rsn∗ = Trms(x∗1, · · · ,x∗n∗)
(4)
where x∗ indicates that the input of the shared encoder can either be the source of text
normalization, or the one of aggressive language detection.
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3.3 Task-specific Decoders
Aggressive language detector. We use the BiLSTM as the decoder for aggressive
language detection. Given the shared and private feature representation, rs and ra, the
softmax is expected to predict the resulting label:
ha = BiLSTM(rˆa1 , · · · , rˆana)
Y b = softmax(ha) .
(5)
where rˆat is the concatenation of the shared and the corresponding private feature rep-
resentations, i.e., [rst ; r
a
t ].
Text normalizer. Given an input unnormalized sentence, the goal of the text normal-
ization is to generate the normalized word sequence counterpart. We consider it as text
generation task, via a asynchronous sequence-to-sequence scheme [6]. We use the same
architecture of the decoder in Vaswani et al. (2017) [29] for neural machine translation,
which is also a multi-layer Transformer module with element-wise softmax classifier.
Technically, the decoding can be described as:
hb1, · · · ,hbmb = Trmb(rˆb1, · · · , rˆbnb)
yb1, · · · , ybmb = softmaxb(hb1, · · · ,hbmb)
(6)
where rˆbt is the concatenation of the output representations of the shared and the corre-
sponding private encoder. We finally can obtain the normalized texts yb1, · · · , ybmb .
3.4 Task Discriminator
Although the shared and private encoders separate the feature space into the shared
and private one, there are still chances that the learnt features for text normalization
and aggressive language detection are entangled, disturbing the encoders to focus on
their own roles. Therefore, we employ a third-party task discriminator with adversarial
training to refine the features [22,34]. Our discriminator D is a binary classifier for
predicting what is the current task, based merely on the shared feature representation
rs. Ideally, once the discriminator cannot accurately identify the task, the shared feature
can be understood as most purified one. Specifically, we use a BiLSTM with softmax:
hs = BiLSTM(rˆs1, · · · , rˆsn∗)
Y d = softmax(hs) .
(7)
where Y d is the task id for representing the current task, i.e., ALD or TN.
3.5 Learning
For each task T a or T b, we minimize the cross-entropy of the predicted and gold one:
Ltask = −[∑Naj=1Yˆ aj log(Y aj ) +∑Nbj=1Yˆ bj log(Y bj )] (8)
where Yˆ a and Yˆ b are the gold annotations for each task, respectively.
The target for adversarial training is to urge the shared features such that the task
discriminator cannot reliably predict the task id:
Ladv = min
θS
(max
D
(
∑Na
j=1Yˆ
da log(Y da) +
∑Nb
j=1
Yˆ db log(Y db))) (9)
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Table 1. Statistics of the five datasets.
Dataset Source Train Develop Test Label
TRAC Facebook, Twitter 12,000 3,000 916(FB)/1,257(TW) 3
HSOL Twitter 22,304 - 2,479 3
KTC Wikipedia 143,613 15,917 63,678 2
OLI Twitter 11,915 1,325 860 2
Lexnorm15 Twitter 2,875 - 2,024 -
where Yˆ da and Yˆ db represent each ground-truth task id, respectively. In addition, we
impose an orthogonality constraint for further penalizing redundant latent representa-
tions between the shared and private features:
Ldif = ||rTa rs||2F + ||rTb rs||2F (10)
where || · ||2F is the squared Frobenius norm. The final loss of the overall framework is:
L = Ltask + λLadv + βLdif (11)
where λ and β are two coupling co-efficiency for regulating the learning.
Training details. During adversarial training, the private encoders for TN and ALD
task will take turn to perform forward propagation along with the shared encoder, within
the multi-task framework as depicted in Fig.2. Besides, we find in our preliminary ex-
periment that directly training the whole framework with cold-start can be difficult and
causes high variance. Thus we consider the warm-start method, that is, we first pre-
trained the TN part, and until it is close to the convergence we then jointly train the
ALD module. During each turn of the TN or ALD training, the shared feature encoder
and task discriminator will be trained to reach an agreement, at which both of them do
not improve, and the discriminator fail to differentiate among both the languages. We
keep such training iterations until the overall performance reaches its plateau.
4 Experiments
4.1 Settings
Dataset. We evaluate our model mainly on four English datasets, as follows. 1) The
TRAC dataset is published in a shared task1 for ALD. The sources are from English
social media, e.g., Facebook and Twitter, and there are two corresponding testing sets,
i.e., FB and TW. There are three labels for indicating the aggression degree: covertly
aggressive(CAG), non-aggressive(NAG) and overtly aggressive(OAG). The other three
datasets are also widely used for hate speech or offensive language detection, including
2) HSOL (Hate Speech and Offensive Language)2, 3) OLI (Offensive Language Identi-
fication)3 4) KTC (Kaggle Toxicity Competition)4. Besides, we employ the labeled text
1 https://sites.google.com/view/trac1/home
2 https://github.com/t-davidson/hate-speech-and-offensive-language
3 https://competitions.codalab.org/competitions/20011
4 https://www.kaggle.com/c/jigsaw-toxic-comment-classification-challenge
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Table 2. Main results for ALD on TRAC dataset and TN on Lexnorm15 dataset. Results with ‡
indicate that the additional resources are used. ‘w/o ELMo’ indicate replacing the ELMo repre-
sentations with randomly initialized ones.
FB TW Lexnorm15
Precision Recall F1 Precision Recall F1 F1
• ALD (Standalone)
RCNN 71.9 48.9 53.6 49.5 52.6 46.2 -
CNN+GRU 66.7 55.0 58.6 46.6 47.8 46.3 -
Transformer 56.3 62.7 59.0 50.0 48.9 47.6 -
Ramiandrisoa et al. (2018) [26]‡ - - 57.6 - - 51.1 -
Madisetty et al. (2018) [23]‡ - - 60.4 - - 50.8 -
• ALD (with Pipeline TN) 46.1
RCNN 67.3 50.8 54.8 47.4 48.5 47.3
CNN+GRU 68.4 57.3 60.4 50.3 51.9 48.6
Transformer 63.6 59.1 60.8 51.5 52.8 49.8
• ALD (with Joint TN)
GRU 68.7 53.3 57.6 51.5 53.0 50.5 45.4
Transformer 69.7 59.1 61.9 53.3 52.4 51.9 47.2
Ours 70.7 60.8 64.0 54.6 53.9 53.6 48.2
w/o ELMo 69.5 58.7 62.1 53.3 54.9 52.5 46.0
normalization dataset Lexnorm155, where each unnormalized sentence has a normal-
ized counterpart sentence as annotation supervision. In Table 1 we show the detailed
statistics of each dataset.
Baselines and evaluation. We mainly compare our model with baseline methods under
three types of settings. 1) In the first setting, we show the performances of the standalone
ALD. We make comparisons with the RCNN model [19], CNNs+GRU model [33], and
Transformer. Also we show the current state-of-the-art results by Madisetty et al. (2018)
[23] and Ramiandrisoa et al. (2018) [26]. 2) In the second setting, we evaluate the
performances of ALD where the raw unnormalized sentences are offline pre-processed
into the normalized ones by a well pre-trained TN model. 3) We lastly compare the
performances by the joint learning of ALD and TN. We compare with the models e.g.,
GRU and Transformer under MTL. We adopt the standard Precision, Recall, and use
the weighted F1 score6 as the metrics, following existing work [26].
Pre-processing and hyperparameter. We use the ELMo7 to offer the default word
representations. Besides, we also employ the pre-trained Glove8 and the BERT9. For
5 https://noisy-text.github.io/2015/index.html
6 A variant of macro F-score that takes into consideration the instance numbers for each label.
It can result in a value that is not between precision and recall.
7 https://allennlp.org/elmo
8 https://nlp.stanford.edu/projects/glove/
9 https://github.com/google-research/bert, base-cased-version.
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Table 3. Ablation results (F1 scores).
FB TW Lexnorm15
Ours 64.0 53.6 48.2
by cold-start 59.0 52.2 40.1
• Shared-private with Adversarial training
w/o Ladv 63.6 51.5 46.0
w/o Ldif 62.9 50.8 45.8
w/o Ladv&Ldif 62.3 49.9 45.4
• Pre-trained word representation
+Glove 62.5 46.6 45.7
+BERT 65.2 55.5 50.2
Table 4. Results (F1 scores) on the other
datasets.
OLI KTL HSOL Avg.
• Standalone
CNN+GRU 76.1 90.0 89.2 85.1
Transformer 80.1 91.4 88.1 86.5
• with Joint TN
GRU 80.7 92.0 88.9 87.2
Transformer 81.2 92.1 90.6 87.9
Ours 83.7 93.4 94.4 90.5
ALD/TN encoder and TN decoder, we use the 2-/3-/3-layer version of Transformer, re-
spectively. For ALD decoder and task discriminator, we use the 1-/2-layer version of
BiLSTM. the pre-trained model ELMo in which LSTM hidden size is 1024 and the
output size is 128. We set mini-batch size as 32 for TN, and 16 for ALD. To avoid
overfitting, we adjust the dropout rate to 0.4. Considering the number of training data
for TN and ALD are imbalanced, we get more TN data by using a slang dictionary10
to correct certain typos in ALD dataset. We use Adam as the optimizer with early-stop
strategy. For each task, we take the hyperparameters which achieve the best perfor-
mance on the development set via a small grid search over combinations of the initial
learning rate [0.001, 0.0001], λ ∈ [0.01, 0.1], β ∈ [0.01, 0.1]. Finally, we chose the
learning rate as 5e-4, λ as 0.05, and β as 0.01. We open our model implementation at
https://github.com/ChocoWu/ALD-TN.
4.2 Main Results
In Table 2 we summarize the main results. The first observation we can notice is that
the ALD with normalized texts are universally better than the standalone ALD, which
demonstrates the necessity of the text normalization for the ALD texts. Also the existing
works with additional resources, e.g., pre-trained embeddings and sentimental lexicons,
can greatly improve the ALD performances. Second, the ALD jointly training with TN
can perform better than that with pipeline TN. For example the ALD performances
by Transformer model in joint TN setting obtains 61.9% and 51.9% F1 scores, being
better than that in the pipeline TN with 60.8% and 49.8% F1 scores. The underlying
possible reason largely lies in that the joint learning of two tasks can avoid introducing
noises from TN to ALD. In addition, such joint training also mutually benefits the text
normalization task, as can be seen by the TN results with 46.1% F1 score in pipeline
ALD and 48.2% F1 score in joint ALD (by GRU model), respectively.
Most importantly, our proposed model gives the overall best results than all the
baselines by large margins, with 64.0% and 53.6% F1 scores on two ALD test sets, and
48.2% F1 score for TN. This proves the effectiveness of the proposed method for ag-
gressive language detection. We further remove the help of ELMo contextualized word
10 https://github.com/cbaziotis/ekphrasis
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Fig. 4. Training curves by cold-start and warm-
start manner. Performances of ‘TRAC’ are av-
eraged F1 scores over ‘FB’ and ‘TW’.
representations, and find that our performances are still stronger than baselines. We
note that the differences between ours and the Transformer model in ALD with joint
TN setting are the shared-private structure and the adversarial training with discrimina-
tor. We can see that our results without ELMo keep better than that of the Transformer,
verifying the superiority by adopting such enhanced multi-task learning architecture.
Ablation results. We conduct ablation study to investigate the contributions of differ-
ent aspects of our method, as shown in Table 3. First of all, we train the framework with
warm-start strategy. When we use the cold-start instead, we find the results got hurt
for both two tasks, especially for the text normalization. We next explore the shared-
private structure with adversarial training, by ablating the losses, Ladv , Ldif , and we
find the results will drop, correspondingly. Notably, without the adversarial part (i.e.,
without Ladv&Ldif ), the performances degrade dramatically. Further, when replacing
the default ELMo representation with Glove and BERT pre-trained embeddings, we can
receive the corresponding performance decreases and increases, respectively.
Results on the other datasets. In Table 4 we can see that the overall trends on the other
datasets are similar with that in Table 2. The results by jointly training models with TN
are universally stronger than that of the standalone aggressive language detection. Our
model can bring the best results with average 90.5% F1 score. This demonstrates the
generalization ability of our model on the ALD task.
4.3 Discussion
Influences by text normalization training data. We introduce the joint training of
ALD with TN under adversarial multi-task framework. We now explore the impacts of
ALD task by different numbers of TN training data. In Fig. 3 we show the performances
by our model and the Transformer (Trm) model under a variable ratio of training sam-
ples of TN. First, the overall results drop when cutting down the training signals for TN,
gradually. Besides, all the performances under different settings keep a similar trend to
the above conclusions, that is, the joint training is more useful than that the pipeline
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ALD encoder shared encoder TN encoder
Fig. 5. Attention visualizations on ALD encoder, shared encoder and TN encoder, respectively.
On the upper are the input sentences, on the left are the output sentences.
manner, and both superior to the standalone manner. Notably, our adversarial MTL
model is most effective on counteracting the data scarcity of TN, being most robust.
Warm-start training for multi-task framework. We study the training effects by us-
ing cold-start and warm-start strategy, respectively. From the patterns in Fig. 4, clearly,
by warm-start training manner, the framework tends to converge to a better results,
meanwhile with much more stable learning for both the ALD and TN tasks. On the
contrary, cold-start training of the model introduces turbulences. This suggests the im-
perative to use a warm-start training strategy for our adversarial multi-task framework.
4.4 Case Study
Lastly, we perform case study to see how the task-specific private encoders and the
shared encoder under adversarial multi-task training collaborate the learning for ALD.
We empirically visualize the attention on ALD, TN and shared encoders, respectively,
based on one correctly inferred example from test set, as can be seen in Fig. 5. Inter-
estingly, different encoders can largely focus on their separate roles. For example, the
shared encoder learns the common shared features, paying more attention on the token
‘lol’, which is an kernel clues for both the TN and the ALD. On the one hand, the ‘lol’
corresponding to the normalized phrase ‘laughing out loud’ in shared encoder, com-
bined with the relevant clues in TN encoder, are correctly captured by the TN module,
leading to a successful prediction. In the meantime, the ‘lol’ also as an important signal
captured by shared encoder, together with the other cue features (i.e., ‘3’) by the ALD
private encoder, help to result in a correct detection for aggressive language.
5 Conclusion
In this work, we proposed to improve the aggressive language detection (ALD) by
jointly performing text normalization (TN), via a adversarial multi-task learning frame-
work. The private encoders for ALD and TN focused on the task-specific feature re-
trieving, respectively, and the shared encoder learned the underlying common features
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over two tasks. During adversarial training, the task discriminator distinguished the sep-
arate learning of ALD or TN. Experimental results on four ALD datasets showed that
our model outperformed all baselines by large margins under differing settings, demon-
strating the necessity of joint learning the TN with ALD.
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