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Stochastic thermodynamics of Langevin systems under time-delayed feedback control:
I. Second-law-like inequalities
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Response lags are generic to almost any physical system and often play a crucial role in the
feedback loops present in artificial nanodevices and biological molecular machines. In this paper, we
perform a comprehensive study of small stochastic systems governed by an underdamped Langevin
equation and driven out of equilibrium by a time-delayed continuous feedback control. In their
normal operating regime, these systems settle in a nonequilibrium steady state in which work is
permanently extracted from the surrounding heat bath. By using the Fokker-Planck representation
of the dynamics, we derive a set of second-law-like inequalities that provide bounds to the rate
of extracted work. These inequalities involve additional contributions characterizing the reduction
of entropy production due to the continuous measurement process. We also show that the non-
Markovian nature of the dynamics requires a modification of the basic relation linking dissipation
to the breaking of time-reversal symmetry at the level of trajectories. The new relation includes
a contribution arising from the acausal character of the reverse process. This in turn leads to
another second-law-like inequality. We illustrate the general formalism by a detailed analytical
and numerical study of a harmonic oscillator driven by a linear feedback, which describes actual
experimental setups.
PACS numbers: 05.70.Ln, 05.40.-a, 05.20.-y
I. INTRODUCTION
There is currently a lot of interest in exploring the role
of feedback control in the thermodynamic exchanges of
heat, work, and entropy between small stochastic sys-
tems such as molecular motors and their environment[1].
How is the information about the microscopic state of
the system processed so as to provide energy beyond the
bounds set by the standard second law ? This fundamen-
tal question, which has been actively debated since the
birth of thermodynamics[2–4], is now becoming of prac-
tical interest owing to the progress in the fabrication of
micro- and nanomechanical devices[5] and to the increas-
ing ability to manipulate single molecules[6]. In this di-
rection, a major achievement of the last decade has been
the derivation of various second-law-like inequalities and
fluctuation relations[7–18] that extend our understanding
of far-from-equilibrium thermodynamics[19, 20] to feed-
back driven systems
The majority of these recent developments have been
concerned with systems governed by a Markovian dy-
namics, which allows a consistent theoretical description
within the context of stochastic thermodynamics[20].
However, in many processes encountered in engineering
and physics in which feedback loops operate continuously,
non-Markovian effects occur due to the finite time in-
terval needed by the feedback mechanism to measure,
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transmit, or process the information[21]. As is well doc-
umented, such response lags are also ubiquitous in bio-
logical processes[22], including gene regulation[23], neu-
ral networks[24], or human postural sway[25], to name
just a few. Depending on the situation, time delays may
have a significant (positive or negative) impact on the
control performance (see e.g. [26–29] for applications
to Brownian ratchets). In particular, they may stabi-
lize (resp. destabilize) otherwise unstable (resp. stable)
dynamical systems[30]. How can one integrate such non-
Markovian features into a thermodynamic description of
feedback control ? This is the main issue explored in this
paper and its sequel[31], where we focus on feedback pro-
cesses governed by time-delayed Langevin equations (or
stochastic delay-differential equations, SDDEs, as they
are usually called in the mathematical literature). These
equations, which describe the combined effects of noise
and delay in dynamical systems, are the subject of ex-
tensive investigations due to their wide range of applica-
tions and their interesting dynamical properties, such as
multi-stability, noise-induced bifurcations, and stochastic
resonance (for some general background on SDDEs, see
[32–34]). Still, to the best of our knowledge, there exists
at present no general analysis of SDDEs as regards the
exchanges of energy or information between the feedback
driven system and its environment.
In this perspective, it is worth noting that artificial or
biological nanomachines working under isothermal con-
ditions and subjected to a continuous time-delayed feed-
back control often settle in a time-independent nonequi-
librium steady-state (NESS) in which work is perma-
2nently extracted from the surrounding heat bath. They
can thus be viewed as “autonomous” machines (although
a steady supply of energy - which is not specified at this
level of description - is of course needed to implement the
feedback mechanism). This contrasts with the situation
that has been predominantly explored in the recent liter-
ature on Maxwell’s demons, in which measurements and
actions are performed step by step at regular time inter-
vals, as illustrated by Szilard-type engines or feedback-
controlled ratchets[15, 17]. The motivation behind our
work is more in line with the studies of [7, 35–39] that
consider Langevin processes and continuous-time feed-
back.
Needless to say, the non-Markovian character of the
feedback control complicates the mathematical analysis.
One issue is that a complete characterization of the time-
evolving state of the system requires the knowledge of the
whole Kolmogorov hierarchy, i.e., the n-time joint prob-
ability distributions for all n. A second issue is that the
relation linking dissipation to time-asymmetry is some-
what unusual, as pointed out in [40]. Since this con-
nection is at the core of the stochastic thermodynamic
description of Markov processes [41–45] and provides an
effective route to fluctuation relations, this issue needs to
be explored in detail. In order to keep the present paper
to a reasonable size, the discussion will be split into two
parts. In what follows, we will mainly concentrate on the
derivation of second-law-like inequalities on the ensemble
level. In a forthcoming paper[31] (hereafter referred to as
paper II), we will then study the probability distributions
of the fluctuating thermodynamic quantities, focusing on
their long-time behavior.
This present paper is organized as follows. In Sec. II,
we introduce the general second-order Langevin equation
to be studied. It describes a Brownian system subjected
to a position-dependent, deterministic feedback. We then
discuss the non-Markovian features that characterize the
Fokker-Planck and path integral representations of the
dynamics. The first law (or energy balance equation) is
briefly stated in Sec. III and the main topic of this work
is addressed in Sec. IV. We first use the Fokker-Planck
formalism to derive entropy balance equations that corre-
spond to different coarse-grained descriptions of the dy-
namics and that contain a specific “entropy pumping”
contribution due to the feedback. In the steady state,
these equations lead to second-law-like inequalities that
provide bounds on the maximum amount of extracted
work. We also define information-theoretic measures that
give insight into the functioning of the feedback loop. We
then use the path integral formalism to analyze the time
asymmetry of the stochastic trajectories. This leads to a
fluctuation theorem which in turn yields another second-
law-like inequality. This inequality involves a new and
nontrivial contribution arising from the acausal charac-
ter of the backward dynamics. This also leads to a possi-
ble definition of the entropy production in the feedback-
controlled system. Sec. V, which is the longest part of
the paper, is devoted to a detailed study of a harmonic os-
cillator driven by a linear feedback. Since the stochastic
process is Gaussian, it is analytically tractable. This case
study illustrates the previous abstract analysis through
explicit calculations and is relevant to several practical
applications. In particular, we will discuss the feedback
cooling of nanomechanical resonators which is an impor-
tant experimental realization of the model (see [46] for
a review). Summary and conclusions are presented in
Section VI and some additional pieces of information are
given in the appendices.
II. LANGEVIN EQUATION AND OTHER
REPRESENTATIONS OF THE DYNAMICS
As is well known, there are three equivalent descrip-
tions of a Markovian diffusion process: the stochastic
differential equation, the Fokker-Planck equation, and
the path integral. These three descriptions are comple-
mentary and the most convenient one may be chosen ac-
cording to the needs. In particular, the path integral
formalism is well suited for deriving fluctuation relations
by comparing the probabilities of a trajectory and of its
time-reversed image. The situation is however more com-
plicated if time-delay effects come into play, as shown in
this Section where we describe our basic model within
the three frameworks successively. All of them will play
a role in the following.
A. Langevin equation
For simplicity, we consider a one-dimensional dynam-
ical system (e.g., a particle or a nanomechanical res-
onator) in contact with a heat bath in equilibrium at tem-
perature T . (Extension to several dimensions is straight-
forward.) The stochastic dynamics is assumed to be gov-
erned by the second-order Langevin equation
mv˙ = F (x) + Ffb(t)− γv +
√
2γTξ(t) (1)
where v = x˙, m is an effective mass, γ is a damping
constant, F (x) = −dU(x)/dx is a conservative force,
and ξ(t) is a Gaussian white noise with zero mean and
variance 1 (throughout this paper temperatures and en-
tropies are measured in units of the Boltzmann constant
kB). Ffb(t) is the stochastic force associated with the
feedback control, which we assume to only depend on
the position of the system at time t− τ , i.e.,
Ffb(t) := Ffb(xt−τ ) (2)
where τ > 0 is the time delay. This corresponds to the
situation that is often encountered in experimental setups
involving nanomechanical resonators (e.g., the cantilever
of an AFM or a suspended mirror in an optical cavity)
where the information obtained about the instantaneous
displacement of the resonator is used to apply a force
that damps its thermal motion[46]. As will be recalled
3below in Section V, this is done in practice by adjusting
the delay in the feedback loop[47–49].
Eq. (1) is a SDDE, so its solution, say for t > ti, de-
pends on the trajectory of the system in the initial time
interval [ti − τ, ti]. It thus depends on the dynamics for
t < ti (preparation effects are crucial in non-Markovian
processes due to the memory of the dynamics). For in-
stance, if the feedback control is switched on at t = ti,
with the measurement beginning at t = ti− τ , the initial
trajectory must be sampled from the equilibrium path
probability at temperature T . On the other hand, if the
system has already evolved to a stationary state (if it ex-
ists), the dynamics in the initial time interval is governed
by Eq. (1).
Before proceeding further, a few comments are in or-
der.
• To clearly identify the effect of the delay on the
thermodynamics of feedback, we neglect the influ-
ence of measurement errors (usually due to the
sensor noise). In other words, we assume that
the feedback is deterministic, whereas most recent
studies of feedback control have focused on the
role of the mutual information (or the transfer en-
tropy) between the system and the controller[11–
14, 17, 38]. As is well known, the noise degrades
the performance of the control loop[21], and affects
the entropy reduction, as discussed in a previous
work[36]. As we will see, the delay plays a some-
what similar, though more complicated, role (see
also the discussion in [50]). The absence of mea-
surement noise implies that the stochastic variable
that represents the measurement outcome coincides
with xt−τ and therefore obeys the same Langevin
dynamics as xt. This also contrasts with recent
investigations based on specific realizations of au-
tonomous Maxwell’s demons[38, 51–55] or simple
models of the measurement dynamics[36, 39].
• Although inertial effects are often negligible at the
molecular scale (see e.g. [56]), we take them into
account in Eq. (1) because they play a significant
role in experimental setups that involve mechani-
cal or electromechanical systems[21] and also in hu-
man motor control (see e.g. Ref.[57] and references
therein). However, the overdamped limit m = 0
will be also considered below in order to make con-
tact with previous investigations[58, 59]. It is also
more suitable for analytical investigations (see Ap-
pendix A and paper II).
• For small delays (typically, τ much shorter than the
relaxation time of the system), one can perform a
Taylor expansion of Ffb(xt−τ ) around Ffb(xt). The
system’s dynamics then becomes Markovian, and
in the case of a linear and positive feedback, the
first-order term in τ yields an additional viscous
force that increases the damping rate. One then
recovers the so-called ‘molecular refrigerator’ model
studied in [7, 35]. (Besides, the effect of the second-
order term is to reduce the effective mass, which
increases the resonant frequency of a mechanical
oscillator[60].)
• Finally, we wish to emphasize that the non-
Markovian character of Eq. (1) is not a conse-
quence of coarse-graining, i.e., the fact that one
only observes the degrees of freedom of the Brow-
nian system. In particular, it does not arise from
the coupling to the thermal bath, as is the case
for generalized Langevin equations with a retarded
friction kernel. Such equations have been studied
in the literature within the standard framework of
stochastic thermodynamics[61–66] and the main re-
sult is that the various fluctuation relations keep
their conventional form. In contrast, the occur-
rence of a time delay in the feedback loop alters the
behavior of the system under time reversal (the lo-
cal detailed balance condition), which in turn mod-
ifies the fluctuation relations and the second law[40]
(for other recent studies of non-Markovian stochas-
tic processes, see also [67–71]).
B. Fokker-Planck description
Due to non-Markovian character of Eq. (1), the
Fokker-Planck description in terms of probability densi-
ties consists of an infinite hierarchy of integro-differential
equations that has no closed solution in general. A no-
ticeable exception, which will be investigated in detail in
Sec. V is when Eq. (1) is linear, which makes the process
Gaussian. For nonlinear equations, one has to rely on
various approximation schemes, depending on whether
the delay[72], the nonlinearity[73], or the noise and the
magnitude of the feedback[74] are small. Some examples
will be discussed in paper II.
Let us first consider the Fokker-Planck (FP) equation
for the probability distribution function (pdf) of the pro-
cess (1) in phase space, p(x, v, t) := 〈δ(x− xt)δ(v − vt)〉.
Here, 〈..〉 denotes an average over all realizations of the
Gaussian noise ξ(t) for t > ti and over all stochastic tra-
jectories in the previous time interval [ti − τ, ti]. The
pdf p(x, v, t) thus depends on the initial path probability
Pinit associated with the stochastic dynamics for t < ti
(see next subsection). However, to avoid cumbersome ex-
pressions, this dependence will not be kept explicit here-
after; nor will be explicit the time-dependence of the var-
ious probability densities and currents when there is no
ambiguity (for instance, p(x, v) will be the short-hand
notation for p(x, v, t|Pinit)). On the other hand, we will
keep the time-dependence of the various effective forces.
The FP equation for p(x, v) is obtained as usual by
differentiating 〈δ(x− xt)δ(v − vt)〉 with respect to t and
using Novikov’s theorem[75] (see e.g. [72, 76]). This
yields
∂tp(x, v) = −∂xJx(x, v) − ∂vJv(x, v) , (3)
4where
Jx(x, v) = vp(x, v)
Jv(x, v) =
1
m
[−γv + F (x) + F fb(x, v, t)]p(x, v)
− γT
m2
∂vp(x, v) (4)
are the probability currents in the directions of the x
and v coordinates, respectively, and F fb(x, v, t) is an ef-
fective time-dependent force obtained by formally inte-
grating out the dependence on the variable yt := xt−τ ,
F fb(x, v, t) :=
∫ ∞
−∞
dyFfb(y)p(y|x, v) (5)
where p(y|x, v) := p(x, v; y)/p(x, v) and p(x, v; y) :=
〈δ(x − xt)δ(v − vt)δ(y − xt−τ )〉.
Eq. (3) looks very much like a usual Fokker-Planck-
Kramers equation[77], but the dependence of the effec-
tive force on the two-time probability density p(x, v; y)
clearly shows that this is not a closed equation (see
[57] for a similar equation in the case of a velocity-
dependent time-delayed feedback). A Markovian equa-
tion, however, can be recovered in the small-τ limit as
F fb(xt, vt, t) ≈ Ffb(xt) − τvtF ′fb(xt) at first order in τ .
It is also worth mentioning that the nondelayed Langevin
equation
mv˙ = F (x) + F fb(x, v, t)− γv +
√
2γTξ(t) (6)
would lead to the same FP equation [Eq. (3)] as Eq.(1).
This may be a useful approximation in some cases, pro-
viding the effective force F fb(x, v, t) is successfully de-
termined by other means[72]. However, one must keep
in mind that although this equation exhibits exactly the
same one-time pdf p(x, v) as Eq. (3), the stochastic tra-
jectories and thus the n-time probability distributions for
n > 1 are different.
Similarly, we may consider the FP equation for the pdf
in velocity space only, p(v) =
∫
dx p(x, v). Integrating
Eq. (3) over x, we obtain
∂tp(v) = −∂vJ(v) , (7)
where
J(v) =
∫
dx Jv(x, v)
=
1
m
[−γv + F (v, t) + F fb(v, t)]p(v) − γT
m2
∂vp(v)
(8)
and
F (v, t) :=
∫ ∞
−∞
dx F (x)p(x|v) , (9)
F fb(v, t) :=
∫ ∞
−∞
dy Ffb(y)p(y|v)
=
∫ ∞
−∞
dx F fb(x, v, t)p(x|v), (10)
with p(x|v) = p(x, v)/p(v), p(y|v) = p(v; y)/p(v). Note
that the effective force F (v, t) is a consequence of the
coarse graining over x and is not due to the feedback.
Finally, since Eq. (3) involves the two-time pdf
p(x, v; y), it is also useful to write down the FP equa-
tion for this quantity:
∂tp(x, v; y) =− ∂xJx(x, v; y)− ∂vJv(x, v; y)
− ∂yJv(x, v; y) , (11)
where
Jx(x, v; y) = vp(x, v; y)
Jv(x, v; y) =
1
m
[−γv + F (x) + Ffb(y)]p(x, v; y)
− γT
m2
∂vp(x, v; y)
Jy(x, v; y) = F 2(x, v, y, t)p(x, v; y) , (12)
and
F 2(x, v, y, t) :=
∫ ∞
−∞
dw wp(w|x, v; y) , (13)
with p(w|x, v; y) = p(x, v; y, w)/p(x, v; y) and
p(x, v; y, w) := 〈δ(x−xt)δ(v−vt)δ(y−xt−τ )δ(w−vt−τ )〉.
Here, the effective force F 2(x, v, y, t) appears because
the operator ∂t also acts on the dynamical variable
x(t− τ).
One could proceed further and derive the FP equa-
tion for p(x, v; y, w) (which involves the three-time prob-
ability density p(x, v; y, w; z) := 〈δ(x− xt)δ(v − vt)δ(y −
xt−τ )δ(w− vt−τ )δ(z − xt−2τ )〉), etc., but the complexity
of the equations is rapidly increasing. In particular, if the
system obeys a different dynamics for t < ti, one must
distinguish whether t− τ is smaller or larger that ti. For
our present purpose, it is not necessary to go into these
complications.
C. Path integral formalism
As a third representation of the dynamics, we assign
a probability weight to each trajectory generated by Eq.
(1). Similar to the Markovian case, this weight is ob-
tained, at least formally, by inserting the Langevin equa-
tion into the probability density functional of the noise
realizations.
In the following, to help readability, an arbitrary tra-
jectory observed during the time interval [ti, tf ] is simply
denoted byX whereas the previous trajectory in the time
interval [ti−τ, tf −τ ] (if tf − ti ≤ τ), or in the time inter-
val [ti− τ, ti] (if tf − ti ≥ τ), is denoted by Y (the length
of this path is thus tf − ti in the first case and τ in the
second one). Since the noise ξt is a stationary Gaussian
process, with weight
Pn[{ξt}] ∝ e−
1
2
∫ tf
ti
dt ξ2t , (14)
5the probability of observing X, conditioned on Y and on
the initial state xi = (xti , vti), is given by
P [X|xi;Y] ∝
∣∣J ∣∣ e−βS[X,Y] , (15)
where J is the Jacobian of the transformation ξt → xt
for t ∈ [ti, tf ], β = 1/T , and
S[X,Y] := 1
4γ
∫ tf
ti
dt
[
mx¨t + γx˙t − F (xt)− Ffb(xt−τ )
]2
(16)
may be viewed as a generalized Onsager-Machlup action
functional[78]. As usual, Eq. (15) can be made rig-
orous by discretizing the Langevin dynamics, as done
for instance in the Appendix B of [66]. Note that
there is no need to specify the interpretation (Ito ver-
sus Stratonovitch) of the stochastic calculus as long as
m 6= 0. (On the other hand, there is an additional path-
dependent contribution if one sets m = 0 from the out-
set, see e.g. [79, 80].) An important feature of Eq. (15)
is that J is a path-independent positive quantity, the
(discrete) Jacobian matrix being lower triangular due to
causality[66].
From Eq. (15), we can obtain the path probability
P [X] by integrating over all possible trajectories Y sam-
pled from some initial probability Pinit[xi;Y]
P [X] =
∫
dyidyf
∫ yf
yi
D[Y]P [X|xi;Y]Pinit[xi;Y]
(17)
where yi = (xti−τ , vti−τ ) and yf = (xtf−τ , vtf−τ ) (if
tf − ti ≤ τ), or yf = (xti , vti) (if tf − ti ≥ τ). At this
point, some clarification is needed. It is indeed redundant
to condition the probability of observing X on both Y
and xi when tf − ti ≥ τ since the two trajectories are
then contiguous in the continuous-time limit. However,
it is still convenient to treat yf , the end point of Y, and
xi, the initial point of X, as two distinct microstates.
This allows us to write equations that are valid for both
tf − ti ≤ τ and tf − ti ≥ τ . Specifically, in the first case,
one has
Pinit[xi;Y] =
∫ xi
yf
D[Z]Pinit[Y∪Z] , (18)
where Y∪Z denotes the whole trajectory between the
time ti − τ and the time ti. In the second case, one
simply has Pinit[xi;Y] = Pinit[Y]δ(yf − xi), where δ is
the Dirac distribution.
In general, P [X] depends on the choice of the ini-
tial path probability Pinit (which thus implies that
p(xf , tf ) =
∫
dxi
∫ xf
xi
D[X]P [X] also depends on Pinit,
as already pointed out). On the other hand, in the sta-
tionary regime, Eq. (17) yields a closed functional inte-
gral equation for the probability P(1)st [X] of observing a
trajectory of duration tf − ti ≤ τ ,
P(1)st [X] =
∫
dyidyf
∫ yf
yi
D[Y]P [X|xi;Y]P(1)st [xi;Y] .
(19)
This is rather formal, however, because the solution of
this equation is in general out of reach (see below). If
it were available, one could obtain the stationary prob-
abilities P(2)st ,P(3)st , ..., P(n)st of trajectories of lengths
tf − ti ≤ 2τ , tf − ti ≤ 3τ , ..., tf − ti ≤ nτ by repeat-
edly applying the non-integrated version of Eq. (17), for
instance
P(2)st [X∪Y] = P [X|xi;Y]P(1)st [Y]δ(yf − xi) (20)
for n = 2. This is nothing else than a generalization
of the so-called “step-method” that is used to solve lin-
ear SDDEs by decomposing the evolution into “slices” or
time intervals of length τ , using the solution to the pre-
vious interval as an inhomogeneous term (see e.g. [81]).
In other words, Eqs. (19) and (20) illustrate the well-
known fact that a non-Markovian process with time de-
lay can be described within each slice as a Markovian
process[32, 33, 82].
In passing, we wish to mention that finding a solution
to Eq. (19) seems to be a challenging task even in the
case of a linear Langevin equation. Although the pro-
cess is Gaussian and all n-time distribution functions are
thus completely determined by the two-time autocorre-
lation matrix, we have only been able to find the explicit
expression of P(1)st [X] in the overdamped limit m = 0.
We refer the interested reader to Appendix A where the
method of solution is described. This also makes the for-
malism presented in this section less abstract.
Finally, we stress that replacing the original Langevin
Eq. (1) by Eq. (6) in the action functional [Eq. (16)] (for
instance, by using the steady-state expression of the ef-
fective force F fb(x, v, t)) is only an approximation. As we
already pointed out, Eq. (6) leads to the same one-time
pdf p(x, v) as Eq. (1), but it generates different trajec-
tories. In this respect, the discussion of the stochastic
thermodynamics associated with the linear overdamped
Langevin equation presented in [59] is inaccurate. We
shall come back to this issue later (see also Appendix A).
III. ENERGY BALANCE EQUATION
An important assumption underlying Eq. (1) is that
the feedback control does not affect the environment
which always stays at equilibrium. This allows us to use
the stochastic energetics approach of [83, 84] to define
the energy balance equation at the level of an individual
fluctuating trajectory. Of course, because of the delay,
there is also a dependence on the past trajectory.
As is now standard, we thus identify the heat dissi-
pated into the medium during the time interval dt as the
work done by the system on the environment, i.e., the
work done by the “reaction” force −(−γvt +
√
2γTξt)
[84]
dq = (γvt −
√
2γTξt) dxt
= −[mv˙t − F (xt)− Ffb(xt−τ )] dxt . (21)
6Next, we identify the work done on the system by the
feedback force Ffb(xt−τ ) as
dw = Ffb(xt−τ ) dxt . (22)
Note that we use the same sign convention as in [20,
85]: the heat is counted as positive when given to the
environment and the work is counted as positive when
done on the system (the heat is defined with the opposite
sign in [84]). The energy balance equation or first law is
then expressed as
du = dw − dq , (23)
where
du = [mv˙t − F (xt)]dxt
= d
[1
2
mv2t + V (xt)
]
(24)
is the change in internal energy of the system. (Through-
out this paper, all fluctuating thermodynamic quantities
are defined within the Stratonovich prescription which
allows us to use the standard rules of calculus.) By in-
tegrating over the time interval [ti, tf ], the heat and the
work become functionals of the trajectoriesX andY, the
latter being defined as in the preceding Section. The first
law for the integrated quantities then reads
∆u = w[X,Y] − q[X,Y] , (25)
where
w[X,Y] :=
∫ tf
ti
dtFfb(xt−τ ) vt , (26)
q[X,Y] := −
∫ tf
ti
dt
[
mv˙t − F (xt)− Ffb(xt−τ )
]
vt ,
(27)
and
∆u =
1
2
m(v2f − v2i ) + V (xf )− V (xi) . (28)
As usual, the heat dissipated into the environment
may be identified with an increase in entropy of the
medium[20]
∆sm[X,Y] =
q[X,Y]
T
. (29)
IV. SECOND LAW-LIKE INEQUALITIES
We now address the main topic of this work, which
concerns the second-law-like inequalities associated with
Eq. (1). Unsurprisingly, the non-Markovian character of
the feedback control makes this issue nontrivial.
For a Markovian process, the standard (and simplest)
way of deriving the second law of thermodynamics is to
consider the time evolution of the Gibbs-Shannon en-
tropy of the system S(t) (see e.g. [86, 87]). By using
the Fokker-Planck equation (or the master equation if
the number of states is discrete), one finds that dS(t)/dt
splits into two contributions, the entropy flow from the
system to the environment (i.e., the rate of heat dissipa-
tion in the medium) and the so-called irreversible entropy
production (EP) rate, which is a non-negative quantity
associated with time-reversal symmetry breaking of the
dynamics.
The statement of the second law is less obvious when
only limited information on the system is available, ei-
ther because the measurements are performed at some
finite set of times, or because one only observes a sub-
set of the slow degrees of freedom participating in the
dynamics (which is also what occurs when a Maxwell’s
demon is operating). In such situations, the dissipation
associated with the full process is inaccessible, and the
observed EP depends on the level of coarse graining (see
e.g. [88–96]). An interesting issue is then to understand
how energy and information are exchanged between the
different interacting subsets. This is currently an active
field of research[39, 54, 55, 97–99].
We are facing a similar situation here since a complete
description of the dynamics on the ensemble level would
require to take into account all the n-time probability
distribution functions p(x, v, t), p(x, v, t; y, t − τ), etc.
Choosing one of these probabilities to define the Shan-
non entropy of the system amounts to tracing out some
dynamical variables, which in turn leads to a second-law-
like inequality for the extracted work in the steady state.
In addition, one can integrate out the position variable
and observe the system in momentum space only. The
feedback manifests itself by the presence of additional
contributions to the entropy production that will be re-
ferred to as “entropy pumping” rates, using the termi-
nology introduced in [7]. From an information-theoretic
perspective, it is also interesting to study how the feed-
back exploits the information about the past position of
the system to modify its present state. Another view-
point, at the level of individual stochastic trajectories,
is to consider the behavior of path probabilities under
time reversal. This leads to a fluctuation theorem and to
another second-law-like inequality. This issue deserves a
separate and detailed study as the time-reversed dynam-
ics is somewhat unusual[40].
7A. Coarse-graining, entropy pumping, and
information flows
1. A first inequality
We begin by considering the time evolution of the one-
time Shannon entropy
Sxv(t) := −
∫
dxdv p(x, v) ln p(x, v) (30)
where p(x, v) := p(x, v, t) is solution of the FP equation
(3) (we remind that the time dependence of the various
pdf’s and currents is dropped to simplify the notation).
We stress again that p(x, v) depends on the preparation
of the system for t < ti. Taking the time derivative of
Sxv(t) and using Eq. (3), we get
dtS
xv(t) =
∫
dxdv ∂vJ
v(x, v) ln p(x, v) (31)
where we have used the conservation of probability and
partial integration (assuming that the boundary contri-
butions vanish). We then single out from the current
Jv(x, v) defined by Eq. (4) the piece
Jvirr(x, v) = −
γ
m
vp(x, v)− γT
m2
∂vp(x, v) (32)
which is antisymmetric under time reversal and is tradi-
tionally called the “irreversible” current [77]. Jvirr(x, v)
is responsible for the heat exchanged with the bath
Q˙(t) = −m
∫
dx dv vJvirr(x, v) =
γ
m
(m〈v2t 〉 − T ) , (33)
as obtained by taking the ensemble average of Eq. (21).
(From now on, we use the over-dot notation for the rates
that may have a nonzero limit in a stationary regime,
such as Q˙(t), whereas dt denotes the time derivative
of average quantities whose only time-dependence comes
from that of the pdf’s: such time derivatives then vanish
in a stationary regime.)
The heat flow thus proceeds through the kinetic energy
of the system (note that Q˙(t) has another expression in
the absence of inertia[84]). After repeating the standard
mathematical manipulations that lead to the second law
and treating the effective force F fb(x, v, t) as it were an
external force, we obtain a first entropy balance equation
dtS
xv(t) = S˙xvi (t)− S˙xvpump(t)−
1
T
Q˙(t) (34)
where
S˙xvi (t) :=
m2
γT
∫
dx dv
[Jvirr(x, v)]
2
p(x, v)
≥ 0 (35)
and
S˙xvpump(t) :=
1
m
∫
dx dv F fb(x, v, t)∂vp(x, v)
= − 1
m
〈∂vF fb(x, v, t)〉 . (36)
In line with the general concepts of linear irreversible
thermodynamics[100, 101], the positive rate S˙xvi (t) is ex-
pressed as a product of the thermodynamic force −γ[v+
(T/m)∂v ln p(x, v)] by the corresponding flux. The un-
usual term S˙xvpump(t) describes the influence of the con-
tinuous feedback control. It is nonzero because the ef-
fective force F fb(x, v, t) is velocity-dependent and thus
contains a piece that is antisymmetric under time rever-
sal (see e.g. Eq. (106) in Section V). Since this is very
similar to the entropy reduction mechanism that takes
place with a velocity-dependent (non-delayed) feedback
control[7], we will adopt the same terminology and call
S˙xvpump(t) an “entropy pumping” rate (see also [36, 39]).
We stress, however, that the stochastic force Ffb(t) in
our model only depends on the position and that it is
the delay τ which makes the entropy pumping effective.
We will see in Sec. V that τ is chosen in an optimal way
in the feedback cooling (or cold damping) technique. The
result of [7] is actually recovered in the small-τ limit for
a linear feedback Ffb(xt−τ ) = k′xt−τ . The effective force
is then proportional to the instantaneous velocity at first
order in τ , F fb(x, v, t) = −k′τv + O(τ2), which readily
yields S˙xvpump = γ
′/m with γ′ = k′τ . (Note that for the
convenience of our presentation we here define the en-
tropy pumping rate as in [39] with an opposite sign to
that adopted in [7, 35, 36].)
Eq. (34) simplifies in the steady state, which is the nor-
mal operating regime of an autonomous system. Then
dtS
xv(t) = 0 and Q˙ = W˙ from the first law, and the
non-negativity of S˙xvi leads to a first second-law-like in-
equality
W˙ext
T
≤ S˙xvpump (37)
where W˙ext = −W˙ is the extracted work rate. (From
now on, calligraphic typefaces such as Q˙, W˙ , W˙ext, etc...
denote time-independent steady-state quantities.) This
inequality is quite meaningful since it reveals that work
can be extracted from the environment (i.e., W˙ext > 0)
provided that S˙xvpump > 0. This is precisely what is done
in the cold damping technique where this work is used to
reduce the thermal fluctuations of the Brownian entity.
Of course, this inequality is predictive only if an expres-
sion of S˙xvpump is available, which in general depends on
the dynamical details of the system (see however Eq. (54)
and the remark below it).
Note that an entropy balance equation can also be de-
rived at the level of an individual trajectory, starting
from the stochastic entropy sxv(t) = − ln p(xt, vt) where
p(x, v) is evaluated along the stochastic trajectory[85,
102]. However, this equation is not very useful for the
present purpose and is not reproduced here. As it must
be, Eq. (34) is recovered upon averaging.
82. A second inequality
We now perform a similar calculation by considering
the evolution of the system in momentum space only.
The starting point is the (one-time) coarse-grained Shan-
non entropy
Sv(t) := −
∫
dv p(v) ln p(v) (38)
where p(v) := p(v, t) is solution of the Fokker-Planck
equation (7). Then,
dtS
v(t) =
∫
dv ∂vJ(v) ln p(v) , (39)
and similar manipulations lead to a second entropy bal-
ance equation
dtS
v(t) = S˙vi (t)− S˙vpump(t)−
1
T
Q˙(t) (40)
where
S˙vi (t) :=
m2
γT
∫
dv
[Jirr(v)]
2
p(v)
≥ 0 (41)
and
S˙vpump(t) :=
1
m
∫
dv [F (v, t) + F fb(v, t)]∂vp(v)
= − 1
m
〈∂v[F (v, t) + F fb(v, t)]〉 . (42)
Again, we have defined the irreversible current as if
there were no feedback, i.e., Jirr(v) = −(γ/m)vp(v) −
(γT/m2)∂vp(v). Note that there are now two contribu-
tions to the “entropy pumping” rate S˙vpump(t), the effec-
tive force F (v, t) arising from the coarse graining over x
(see Eq. (9)). One can readily check that this contribu-
tion vanishes at first order in τ , whereas S˙vpump(t) = γ
′/m
like S˙xvpump(t).
Although S˙xvi (t) and S˙
v
i (t) in Eqs. (34) and (40) are
not defined in terms of relative entropies (see the dis-
cussion below in subsection B) and therefore one can-
not use the powerful properties of the Kullback-Leibler
distance[89, 103, 104], one still has a coarse-graining
inequality[36]∫
dv
[Jirr(v)]
2
p(v)
≤
∫
dx dv
[Jvirr(x, v)]
2
p(x, v)
, (43)
which is the continuous version of the inequality consid-
ered in [86] and is a direct consequence of the Cauchy-
Schwarz inequality. Hence,
S˙vpump(t)− S˙xvpump(t) ≤ dtSxv(t)− dtSv(t) . (44)
Interestingly, the right-hand side of this inequality is
equal to the information flow I˙xvflow,v which is the
information-theoretic measure that quantifies the change
in the mutual information Ixv between the random vari-
able xt and vt due to the evolution of vt[90]. By defini-
tion,
Ixv(t) :=
∫
dx dv p(x, v) ln
p(x, v)
p(x)p(v)
, (45)
and taking the time derivative yields
dtI
xv(t) = −[I˙xvflow,x(t) + I˙xvflow,v(t)] (46)
where
I˙xvflow,x(t) :=
∫
dx dv ∂xJ
x(x, v) ln
p(x, v)
p(x)p(v)
I˙xvflow,v(t) :=
∫
dx dv ∂vJ
v(x, v) ln
p(x, v)
p(x)p(v)
, (47)
and we have used Eq. (3) and the conservation of proba-
bility. (In this work, we define information flows with the
same sign convention as in [39], which explains the mi-
nus sign in Eq. (46).) Whereas Ixv(t) is a symmetric and
non-negative quantity, the flows I˙xvflow,x(t) and I˙
xv
flow,v(t)
are directional and have no definite sign. From Eqs. (31)
and (39), we readily obtain
I˙xvflow,v(t) = dtS
xv(t)− dtSv(t) , (48)
and the inequality (44) can thus be rewritten as
S˙vpump(t) ≤ S˙xvpump(t) + I˙xvflow,v(t) . (49)
By subtracting Eq. (40) from Eq. (34) and using Eq.
(48), we also obtain the relation
S˙xvi (t)− S˙vi (t) = I˙xvflow,v(t) + [S˙xvpump(t)− S˙vpump(t)]
(50)
which shows that the increase in the non-negative EP
rate S˙i(t) when going from the momentum space (S˙i(t) =
S˙vi (t)) to the full phase space (S˙i(t) = S˙
xv
i (t)) is due both
to the information flow I˙xvflow,v(t) and to a modification
of the entropy pumping rate.
In the steady state, all time derivatives dt are zero and
Eq. (40) leads to a second second-law-like inequality,
W˙ext
T
≤ S˙vpump , (51)
while Eq. (49) implies
S˙vpump ≤ S˙xvpump (52)
since I˙xvflow,v = 0 from Eq. (48). Therefore, S˙vpump is in
general a tighter upper bound for the extracted work rate
than S˙xvpump. Note that S˙vpump can be computed from the
mere observation of the stationary velocity pdf, without
any knowledge of the details of the feedback control such
9as the gain and the time delay. Indeed, since the current
J(v) vanishes in the steady state, one has from Eq. (8)
F (v) + F fb(v) = γ[v +
T
m
d
dv
ln pst(v)] , (53)
and thus from Eq. (42)
S˙vpump = −
γ
m
[1 +
T
m
∫
dv pst(v)
d2
dv2
ln pst(v)]
=
γT
m2
[〈( d
dv
ln pst(v)
)2〉st − m
T
]
. (54)
In fact, as will be seen in Sec. V, the two pumping
rates S˙xvpump and S˙vpump turn out to be identical in the
case of a linear SDDE as pst(x, v) is then a bivariate
Gaussian distribution with 〈xv〉st = 0 (this also implies
that F (v) = 0). Accordingly, one also has S˙xvi = S˙vi and
the two second-law-like inequalities (37) and (51) become
identical.
3. Other information-theoretic measures
Instead of coarse-graining the description of the sys-
tem, we may go in the opposite direction and take into
account the correlations between the microstates at time
t, t−τ , t−2τ , etc. Such correlations already exist at equi-
librium (see e.g. [105]), but they are modified when the
system is subjected to the continuous feedback control,
and it is interesting to study these changes as they may
reveal how the exchange of information between the sys-
tem and the controller is affected by the time delay. On
the other hand, from the thermodynamic point of view,
it is expected that adding new dynamical variables to the
description, such as xt−τ , xt−2τ , etc., leads to an increase
of the observed dissipation and to weaker bounds for the
work that can be extracted in the stationary state.
From the information-theoretic point of view, it is use-
ful to recast Eq.(1) as
mv˙t = F (xt) + Ffb(yt)− γvt +
√
2γTξt
yt = xt−τ (55)
in order to emphasize that we are dealing with a feedback
controller that performs measurements and actions on
the system. The relevant information measures are then
the mutual informations, for instance,
Ixv;y(t) :=
∫
dxdvdy p(x, v; y) ln
p(x, v; y)
p(x, v)p(y)
(56)
or, if the dependence on x is traced out,
Iv;y(t) :=
∫
dvdy p(v; y) ln
p(v; y)
p(v)p(y)
. (57)
The corresponding information flows due to the evolution
of vt are
I˙xv;yflow,v(t) :=
∫
dxdvdy ∂vJ
v(x, v; y) ln
p(x, v; y)
p(x, v)p(y)
(58)
and
I˙v;yflow,v(t) :=
∫
dv dy ∂vJ
v(v; y) ln
p(v; y)
p(v)p(y)
(59)
where p(v; y) =
∫
dx p(x, v; y) and Jv(v; y) =∫
dx Jv(x, v; y). Note that I˙xv;yflow,x(t) = 0 from the defi-
nition of Jx(x, v; y) (see Eq. (12)), so that I˙xv;yflow,v(t) =
−I˙xv;yflow,y(t) in the stationary regime. We do not consider
information measures that involve whole trajectories such
as the transfer entropy rate[38, 39, 54, 97, 106, 107] or the
trajectory mutual information rate[39, 108, 109] because
these quantities diverge when the feedback is determin-
istic. This can be seen for instance in Fig. 1 of [39] (see
also the discussion in [38]).
We can use I˙xv;yflow,v(t) to express the entropy balance
equation (34) in a different way. To this aim, we start
again from the Shannon entropy Sxv(t) but use the FP
equation (11) instead of Eq. (3). Some simple manipula-
tions then lead to an alternative expression of dtS
xv(t),
dtS
xv(t) = S˙xv;yi (t)− I˙xv;yflow,v(t)−
1
T
Q˙(t) , (60)
which involves the non-negative rate
S˙xv;yi (t) :=
m2
γT
∫
dx dv dy
[Jvirr(x, v; y)]
2
p(x, v; y)
(61)
where Jvirr(x, v; y) = −(γ/m)vp(x, v; y) −
(γT/m2)∂vp(x, v; y). Comparing Eq. (60) with
Eq. (34) then yields a relation similar to Eq. (50),
S˙xv;yi (t)− S˙xvi (t) = I˙xv;yflow,v(t)− S˙xvpump(t) , (62)
which in turn leads to the inequality
S˙xvpump(t) ≤ I˙xv;yflow,v(t) (63)
owing to a coarse-graining inequality similar to (43).
Therefore, as announced, I˙xv;yflow,v is a weaker bound for
the extracted work rate than S˙xvpump in the steady state.
We emphasize once again that I˙xv;yflow,v does not vanish
when the feedback is turned off, since there still exists
a nonzero information flow from the past to the present
during the dynamical evolution.
Likewise, by using I˙v;yflow,v, we obtain the entropy bal-
ance equation
dtS
v(t) = S˙v;yi (t)− I˙v;yflow,v(t)− S˙v;ypump(t)−
1
T
Q˙(t) (64)
which is similar to Eq. (60) but contains an additional
“entropy pumping” contribution induced by the coarse-
graining over x,
S˙v;ypump(t) := −
1
m
〈∂vF (v, y, t)〉 , (65)
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where
F (v, y, t) :=
∫
dx F (x)p(x|v; y) (66)
and p(x|v; y) = p(xv; y)/p(v; y). (Note that there is no
entropy pumping rate directly induced by the feedback
force Ffb(xt−τ ) because yt = xt−τ is an explicit variable
at this level of description.) Finally, as in Eq. (62), we
have the relation
S˙v;yi (t)− S˙vi (t) = I˙v;yflow,v(t) + [S˙v;ypump(t)− S˙vpump(t)] ,
(67)
from which follows the inequality
S˙vpump(t) ≤ S˙v;ypump(t) + I˙v;yflow,v(t) . (68)
A similar inequality was derived in [39] without including
the second entropy pumping rate S˙v;ypump as the force F (x)
was absent from the Langevin equation.
B. Inequality derived from time reversal
1. Generalized local detailed balance
We have so far considered entropy production rates,
heat or information flows at the ensemble level, us-
ing probability distribution functions and FP equations
without any reference to time irreversibility. Our ap-
proach was quite similar to previous analyses of Marko-
vian diffusion processes[7, 36, 39, 90] because the non-
Markovian character of the dynamics was hidden in the
effective forces F fb(x, v, t), F fb(v, t) or in the information
flows I˙xv;yflow,v(t), I˙
v;y
flow,v(t). These quantities actually de-
pend on the two-time probability distribution functions
p(x, v, t; y, t− τ) or p(v, t; y, t− τ), which themselves de-
pend on three-time pdf’s, etc.
On the other hand, the non-Markovian nature of the
feedback is immediately manifest when one examines the
behavior of the path probabilities under time reversal.
The basic relation that we need to generalize is the mi-
croscopic reversibility condition (or local detailed bal-
ance) that links dissipation to time-reversal symmetry
breaking[20, 41–45]. For a typical Markovian stochastic
dynamics, e.g., an underdamped Langevin equation de-
scribing the time-evolution of a Brownian particle driven
by an external time-dependent parameter λ(t), this rela-
tion reads[102]
Pλ[X|xi]
Pλ† [X†|x†i ]
= eβqλ[X] , (69)
where qλ[X] is the heat dissipated along the forward
path X over the time interval [ti, tf ] (corresponding to
a change ∆sm,λ[X] = βqλ[X] in the entropy of the
medium), Pλ[X|xi] is the probability to observe the path,
given its initial point xi = (xti , vti), and Pλ† [X†|x†i ] is
the probability to observe its time-reversed image X† (in
which the sign of the momenta is reversed), given its ini-
tial point x†i = (xtf ,−vtf ). The subscript λ† refers to
the reverse or “backward” process in which the protocol
λ(t) is time reversed. In other words, Eq. (69) tells us
that heat is recovered from the time-antisymmetric part
of the Onsager-Machlup action[102]. It is of course cru-
cial that the fluctuating heat itself be an odd quantity
under time reversal, i.e., qλ† [X
†] = −qλ[X].
It is readily seen from the definition of the heat, Eq.
(27), that this latter property remains true in the pres-
ence of a time-delayed continuous feedback provided that
the time-reversal operation is combined with the change
τ → −τ ,
q−τ [X†,Y†] = −qτ [X,Y] (70)
(the subscript λ is now replaced by τ since the feedback is
the only force that drives the system out of equilibrium).
The inversion τ → −τ transforms the original dynamics
into a “conjugate” dynamics, hereafter denoted by the ∼
symbol, and this is not a benign mathematical operation,
as we now discuss.
Indeed, the main characteristic of the conjugate dy-
namics is that it breaks causality since the force F˜fb(t) =
Ffb(xt+τ ) now depends on the future position of the
Brownian entity. Therefore, this dynamics does not cor-
respond to any physical process. This unpleasant feature
was carefully avoided when defining the backward exper-
iment corresponding to a step-by-step nonautonomous
feedback protocol[11, 12]. In this case, the reverse pro-
cess can be implemented by carrying out each step of the
forward process in the reverse order without performing
the feedback control. This protocol has been carried out
in actual[15] and numerical experiments [17] to check the
generalized Jarzynski equality involving the so-called effi-
cacy parameter[11, 17]. It is clear that such an operation
is not possible in autonomous systems since the feedback
force is applied continuously and is therefore affected by
the time-reversal operation.
However, from a formal point of view, the acausal char-
acter of the conjugate dynamics does not forbid the def-
inition of mathematical objects that can be interpreted
as path probabilities. The only issue is to properly take
care of the normalization. Indeed, as stressed in [40],
the Jacobian of the transformation ξ(t) → x(t) associ-
ated with the conjugate Langevin equation in the time
interval [ti, tf ] is no longer trivial since acausality makes
the (discrete) Jacobian matrix no longer lower triangu-
lar. In consequence, the Jacobian cannot be treated as an
irrelevant multiplicative factor and the conditional path
probability (obtained as usual by inserting the Langevin
equation into the Gaussian measure for the noise) takes
the form
P˜ [X†|x†i ;Y†] ∝ |J˜ [X]| e−βS˜[X
†,Y†] , (71)
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where
S˜[X†,Y†] = 1
4γ
∫ tf
ti
dt
[
mx¨t − γx˙t − F (xt)− Ffb(xt−τ )
]2
(72)
is a well-defined, though unusual, generalized Onsager-
Machlup action functional. (One recovers the original
feedback force Ffb(xt−τ ) in the action by performing the
two operations X → X† and t → −t.) Again, this can
be made more rigorous by discretizing the time. An im-
portant feature is that the Jacobian J˜ [X] is in general
a (positive) functional of the path. We also note that
J˜ [X] = J when tf − ti ≤ τ because xt−τ does not be-
long to the trajectory X (and thus xt+τ does not belong
to the trajectory X†). The corresponding Jacobian ma-
trix is then again lower triangular.
Dividing Eq. (71) by Eq. (15), we obtain the general-
ized local detailed balance with continuous time-delayed
feedback control:
P [X|xi;Y]
P˜ [X†|x†i ;Y†]
=
J
J˜ [X]
eβq[X,Y] , (73)
where q[X,Y] is defined in Eq. (27) and where we have
taken into account the (forward) Jacobian J in order to
get rid of the infinite normalization factors.
2. Fluctuation relation, entropy production, and second-law
inequality
In order to derive a fluctuation relation and
a second-law inequality from the identity (73),
we need to introduce some initial probabilities
Pinit[xi;Y] and P†init[x†i ;Y†] for the forward and
backward processes and to define normalized weights
P [X,Y] = P [X|xi;Y]Pinit[xi;Y] and P†[X†,Y†] =
P˜ [X†|x†i ;Y†]P†init[x†i ;Y†]. Of course, Pinit[xi;Y] and
P†init[x†i ;Y†] must be probabilities on the space of tra-
jectories generated by the forward dynamics since this is
the only physical one. (In passing, note that the time-
reversal operation causes the trajectory Y† to lie in the
future of the trajectory X†.) This leads us to define the
functional
R[X,Y] := βq[X,Y] + ln
J
J˜ [X]
+ ln
Pinit[xi;Y]
P†init[x†i ;Y†]
,
(74)
which by construction satisfies the integral fluctuation
theorem (IFT)
〈e−R[X,Y]〉 = 1 (75)
where 〈...〉 denotes an average over all paths X and Y
weighted by the probability P [X,Y]. A problem, how-
ever, is that R[X,Y] is not a well-defined mathemati-
cal quantity for tf − ti ≥ τ since the two trajectories
X and Y are then contiguous and thus Pinit[xi;Y] =
Pinit[Y]δ(yf −xi) (see the remark inside the parenthesis
after Eq. (17)). This makes the last term in the right-
hand side of Eq. (74) highly singular. As suggested in
[40], this problem can be fixed by integrating out the de-
pendence on the trajectoryY and considering the coarse-
grained path functional Rcg[X] defined by
e−Rcg[X] :=
1
P [X]
∫
DY P [X,Y]e−R[X,Y] . (76)
By using the definition of R[X,Y], this can be simply
rewritten as
Rcg[X] = ln
P [X]
P˜[X†]
, (77)
where
P˜[X†] :=
∫
DY† P˜ [X†|x†i ;Y†]P†init[x†i ;Y†] . (78)
By construction, Rcg[X] obeys the IFT
〈e−Rcg [X]〉 = 1 , (79)
where 〈...〉 now denotes the average over the paths X
weighted by P [X], and its expectation is expressed as the
relative entropy or Kullback-Leibler divergence D(P||P˜)
between the distributions P and P˜ :
〈Rcg[X]〉 =
∫
DX P [X] ln P [X]
P˜ [X†]
. (80)
Therefore 〈Rcg[X]〉 is a non-negative quantity, which
makes it a good candidate for a definition of the total en-
tropy production in the feedback-controlled system[40].
In this respect, Eq. (80) may be viewed as a generaliza-
tion of the relation 〈∆s[X]〉 = ∫ DXP [X] lnP [X]/P [X†]
that is commonly adopted as a mathematical (if not phys-
ical) definition of entropy production[42, 44, 45, 85], even
for non-Markovian stochastic processes[89, 98, 104].
All these equations remains quite abstract so far, and
in order to make contact with physical quantities the ini-
tial probabilities Pinit[xi;Y] and P†init[x†i ;Y†] must be
properly chosen. This is a more delicate issue than for
a Markovian Langevin dynamics[85, 102], especially in a
transient regime, and to avoid such complications we will
now assume that the system has settled into a stable sta-
tionary state. As already emphasized, this is actually the
normal working mode of autonomous systems (at least
of artificial devices). For convenience, we will also sym-
metrize the time interval [ti, tf ] by setting ti = −T and
tf = T as in [40] (T is a time and should not be confused
with the bath temperature T ). The natural choice for the
initial probabilities is then pinit(xi) = pst(x−T , v−T ),
p†init(x
†
i ) = pst(xT , vT ), and Pinit[Y|xi] = Pst[Y|xi],
P†init[Y†|x†i ] = Pst[Y†|x†i ].
These are rather complicated quantities, though, and
computing 〈Rcg[X]〉st remains a difficult task even for
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a linear Langevin equation. (Some perturbative calcu-
lations will be performed in paper II in the overdamped
limit, in relation with fluctuation relations.) On the other
hand, since in this work we are only interested in deriving
second-law inequalities, we may consider the long-time
limit T ≫ τ , which allows us to neglect the influence of
the past trajectory Y. Indeed, since the duration of Y is
at most τ , the dependence of Rcg[X] on Y is a temporal
boundary term, as can be seen by splitting the integra-
tion over t in the Onsager-Machlup actions S[X,Y] and
S˜[X†,Y†] into ∫ −T +τ−T and ∫ T−T +τ , which yields
P [X]
P˜ [X†]
=
J
J˜ [X]
e−β
∫ T
−T+τ
dt [mv˙t−F (xt)−Ffb(xt−τ )]vt
×
∫ DY e−β ∫−T+τ−T dt S[X,Y]Pst[xi;Y]∫ DY† e−β ∫−T+τ−T dt S˜[X†,Y†]P†st[x†i ;Y†] . (81)
So long as we deal with expectation values, the last term
can be neglected in the long-time limit and from Eq. (80)
we finally obtain the equation
R˙cg = Q˙
T
+ S˙J , (82)
where we have defined the two asymptotic rates
R˙cg := limT→∞
1
2T 〈Rcg[X]〉st
S˙J := limT→∞
1
2T 〈ln
J
J˜ [X]
〉st , (83)
and used the fact that the heat flow Q˙ is constant in the
stationary state. (Here, for convenience we define S˙J
with the opposite sign to that adopted in [40].) Since
〈Rcg[X]〉st is always non-negative, Eq. (82) leads to the
sought second-law-like inequality associated with time re-
versal:
W˙ext
T
≤ S˙J . (84)
We stress that the new quantity S˙J comes from a calcu-
lation that has nothing to do with a coarse-graining pro-
cedure performed at the level of a Fokker-Planck equa-
tion. Therefore, there is no obvious relationship between
S˙J and the entropy pumping rates S˙xvpump and S˙vpump
defined earlier. This will be confirmed by explicit cal-
culations in Sec. V. However, these three quantities
S˙J , S˙xvpump, S˙vpump become equal in the case of a linear
feedback Ffb(t) = k
′xt−τ and in the small-τ limit where
one recovers the Markovian model of [7] (see the remark
after Eq. (36)). Since the effective force is then propor-
tional to the instantaneous velocity at first order in τ ,
changing τ into −τ is equivalent to changing γ′ = k′τ
into −γ′, which leads to J /J˜ = e2T γ′/m[35, 102]. Hence
S˙J = S˙xvpump = S˙vpump = γ′/m in this limit. Let us note
in passing that the change γ′ → −γ′, although it does
not involve any breaking of causality, is not a benign
mathematical operation either. As stressed in [35], ther-
mal fluctuations are then enhanced, and there exists no
stationary state with the conjugate dynamics if γ′ > γ.
3. Expression of the Jacobian
For the inequality (84) to be quantitative, we must
have at our disposal an expression of the Jacobian J˜ [X]
suitable for explicit calculations of S˙J . This is obtained
by using the operator representation of the conjugate
Langevin equation in the continuum limit. Following
[64, 66], we formally express the Jacobian as the func-
tional determinant
J˜ [X] = dettt′
[
m∂2t δt−t′ + γ∂tδt−t′ − F˜ ′tot(t, t′)
]
= dettt′
[
m∂2t δt−t′ + γ∂tδt−t′
]
dettt′
[
δt−t′ − M˜tt′
]
(85)
where
F˜
′
tot(t, t
′) :=
δ
δxt′
[F (xt) + Ffb(xt+τ )]
= δ(t− t′)F ′(xt) + δ(t+ τ − t′)F ′fb(xt+τ ) ,
(86)
and M˜(t, t′) is the operator defined by
M˜tt′ := {G ◦ F˜ ′tot}tt′
=
∫ T
−T
dt′′ G(t− t′′)F˜ ′tot(t′′, t′) . (87)
G(t) is the retarded Green function for the inertial and
dissipative terms in the Langevin equation; it is solution
to the equation
m∂2tG(t− t′) + γ∂tG(t− t′) = δ(t− t′) , (88)
i.e.,
G(t) = γ−1[1− e−γt/m]Θ(t) (89)
where Θ(t) is the Heaviside step function. From Eqs.
(86) and (87), it is natural to split M˜(t, t′) into two pieces,
M˜(t, t′) =M (0)(t, t′) + M˜ (1)(t, t′) , (90)
where
M (0)(t, t′) = G(t− t′)F ′(xt′) (91)
and
M˜ (1)(t, t′) = G(t+ τ − t′)F ′fb(xt′)Θ(T − τ + t′) . (92)
In these equations, we have restricted t and t′ to the
time interval [−T , T ]. After dividing J˜ [X] by the cor-
responding expression of J that involves only M (0)(t, t′)
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and using the matrix identity ln det = Tr ln, we finally
arrive at the expression
ln
J˜ [X]
J = Trt,t′ ln[δt−t′ − ψt,t′ ]
≡ −
∞∑
n=1
1
n
∫ T
−T
dt
{
ψ ◦ ψ ◦ ...ψ︸ ︷︷ ︸
n times
}
tt
, (93)
where
ψ(t, t′) := (K ◦ M˜ (1))tt′ (94)
and K is the operator inverse of δ−M (0) with respect to
the operation ◦ (which becomes the standard convolution
in the long-time limit T → ∞). Eq. (93) will be the
starting point of the calculations performed in the next
section. (Note that the second line of Eq. (93) is a priori
only valid when the series converges.)
V. APPLICATION TO LINEAR SYSTEMS
In order to make the preceding general analysis more
concrete, we now perform a detailed study of a stochas-
tic harmonic oscillator driven by a linear feedback con-
trol. The dynamics is governed by the second-order linear
Langevin equation
mv˙t = −kxt + k′xt−τ − γvt +
√
2γTξt (95)
with k > 0. As pointed out in the Introduction, this
model is both analytically tractable and relevant to prac-
tical applications. In particular, with a positive feedback
(k′ > 0), the equation faithfully describes the motion of
feedback-cooled nano-mechanical resonators in the vicin-
ity of their fundamental mode resonance (e.g., the mirror
of an interferometric detector[47], a cavity optomechani-
cal system[48], or the cantilever of an AFM[49]). Similar
equations have also been used to describe the electrome-
chanical modes of a gravitational-wave detector[110, 111]
or a macroscopic electrical resonator[112]. On the other
hand, Eq. (95) with k′ < 0 is an archetype of a neg-
ative feedback loop operating in a biological regulatory
network, whose role is to maintain homeostasis. For in-
stance, the model may describe some of the behavior ob-
served in the neuromuscular regulation of movement and
posture (see [22, 25, 57] and references therein).
Like most SDDEs[32–34], Eq (95) has a rich dynamical
behavior, but for the purpose of this work we restrict our
attention to the stationary regime in which all probability
distribution functions and probability currents become
time-independent. Even so, we first need to determine
the domain(s) of existence of the stationary state(s) in
the parameter space. This task is accomplished in sub-
section A where we also give the stationary expressions
of the various rates and investigate some useful limits.
In subsection B, we then compute the asymptotic rate
S˙J that enters the second-law inequality (84). Finally,
in subsection C, we numerically study and discuss a few
examples.
To begin with, let us briefly recall the role of time de-
lay in the context of active feedback-cooling[46], since
we will often refer to this experimental technique in the
discussion. This also allows us to introduce the param-
eters that commonly describe the dynamical behavior of
a damped harmonic oscillator and to introduce a special
limit in the parameter space that will play a significant
role in the following.
In the stationary state, the relevant experimental
quantity for mechanical oscillators is the power spectral
density (PSD) of the displacement induced by thermal
excitation, Sxx(ω) = |χ(ω)|2SFth , where SFth = 2γT is
the PSD of the thermal noise[113] and
χ(ω) =
1
(−mω2 + k − k′ cosωτ)− i(γω + k′ sinωτ)
(96)
is the frequency response function of the oscillator. By
definition, Sxx(ω) =
∫ +∞
−∞ dt e
iωtφxx(t) is the Fourier
transform of the time-correlation function φxx(t) =
〈x(0)x(t)〉st which is time-translation invariant in a sta-
tionary state. In the absence of feedback, Sxx(ω) has the
familiar Lorentzian shape
Sg=0xx (ω) =
(1/m2)SFth
(ω20 − ω2)2 + ω2/τ20
, (97)
where ω0 =
√
k/m is the angular resonance frequency
of the oscillator and τ0 = m/γ is the viscous relaxation
time. When the feedback is operating, the PSD becomes
Sxx(ω) =
(1/m2)SFth
[ω20(1− gQ0 cosωτ)− ω2]2 + (ω + gω0 sinωτ)2/τ20
(98)
where Q0 = ω0τ0 is the intrinsic quality factor of the res-
onator and g = k′/(γω0) = (k′/k)Q0 is a dimensionless
parameter that represents the gain of the feedback loop.
In experiments performed with high-quality resonators
(Q0 ≫ 1), aiming at studying the quantum regime of me-
chanical motion[46], the feedback control is designed to
reduce thermal fluctuations as much as possible in a small
frequency band around ω0. In practice, this is done by
tuning the phase of the amplifier inside the feedback loop
such that τ = τopt = π/(2ω0)[47–49, 110–112]. The sig-
nal applied to the actuator (for instance, a piezoelectric
element mechanically coupled to the resonator) is then
in quadrature with the displacement, and in the vicinity
of ω0 one has
Soptxx (ω) ≈
(1/m2)SFth
(ω20 − ω2)2 + (1 + g)2ω2/τ20
. (99)
This PSD is identical to the one that would be obtained
by directly applying to the resonator a viscous damping
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force Ffb(t) = −gγx˙t (compare with Eq. (97)). Inte-
grating Eq. (99) over frequency then yields the effective
temperature of the fundamental mode[47]
T optx = k〈x2〉st =
k
π
∫ +∞
0
dω Soptxx (ω) ≈
T
1 + g
(100)
which decreases monotonically as the gain g increased.
(In practice, the detector noise, which we neglect here,
imposes a minimum achievable mode temperature[114].)
Therefore, as regards the reduction of thermal fluctua-
tions, the non-Markovian Langevin Eq. (95) with τ =
π/(2ω0) is equivalent in the limit Q0 ≫ 1 to the Marko-
vian equation
mv˙t = −kxt − (1 + g)γvt +
√
2γTξt (101)
which is often used to describe the cold-damping
technique[7, 35, 60].
A. Stationary distributions and stability analysis
For analyzing the behavior of the system in the whole
parameter space and performing numerical studies, it is
convenient to recast Eq. (95) into a dimensionless ver-
sion. This is done by using ω−10 and xc := k
−1(2γω0T )1/2
as units of time and position[115], which yields
v˙t = −xt − 1
Q0
vt +
g
Q0
xt−τ + ξt (102)
where τ is the rescaled time delay (i.e., ω0τ → τ). This
shows that there are only three independent dimension-
less parameters in the problem, Q0, g, and τ , and we will
always use these reduced units hereafter, except when
stated explicitly.
1. Stationary distributions
Since Eq. (102) is linear and the noise is Gaussian,
all stationary pdf’s, solutions of the Fokker-Planck equa-
tions, are multivariate Gaussian distributions. In partic-
ular, pst(x, v) is given by
pst(x, v) =
1
2π[〈x2〉st〈v2〉st]1/2
e
− x2
2〈x2〉st
− v2
2〈v2〉st , (103)
where 〈x2〉st and 〈v2〉st are the mean square position and
velocity, from which we may define the two effective tem-
peratures Tx := (2T/Q0)〈x2〉st and Tv := (2T/Q0)〈v2〉st
(i.e., Tx = k〈x2〉st and Tv = m〈v2〉st in real units). Tx is
the configurational temperature that is commonly mea-
sured in experiments[47, 49, 114](see Eq. (100) above),
whereas Tv is the kinetic temperature that determines
the heat flow (and thus the extracted work) in the sta-
tionary state according to Eq. (33), i.e.,
Q˙
T
= −W˙ext
T
=
1
Q0
(
Tv
T
− 1) (104)
in reduced units. As will be seen later, these two tem-
peratures are in general different.
In order to compute the mutual informations Ixv;y
and Iv;y, the corresponding information flows I˙xv;yflow,v and
I˙v;yflow,v, and the entropy contribution S˙v;ypump defined by
Eq. (65), we also need the explicit expression of the two-
time pdf pst(x, v; y). This one is obtained by substituting
a general 3-variate Gaussian distribution into Eqs. (3)-
(5) and solving the linear equations for the coefficients of
x2, v2, y2, xv, xy, vy. This leads to
pst(x, v; y) =
T 3/2
(πQ0)3/2T
1/2
v (T 2x (1− α)−∆T 2xv)1/2
× exp{− T
Q0(T 2x (1− α)−∆T 2xv)
[Tx(1 − α)x2
+
1
Tv
(T 2x −∆T 2xv)v2 + Txy2 − 2∆Txvx y
− 2
g
T − Tv
Tv
(∆Txvx− Txy)v]} (105)
with α = (1/g2)(T − Tv)2/(TxTv) and ∆Txv =
(Q0/g)(Tx − Tv). This expression is rather unenlight-
ening, but the important feature is that the coefficients
in the quadratic form are functions of Tx and Tv. This il-
lustrates the fact that the FP equation does not provide
sufficient information to compute these two quantities.
The resulting expression of the effective force defined by
Eq. (5) is more physically transparent,
F fb,st(x, v) = (1− Tv
Tx
)x+
1
Q0
(1− T
Tv
)v , (106)
as it shows that the effect of the continuous feedback
(at least at the level of the first FP equation) is to
modify both the spring constant and the viscous damp-
ing. Accordingly, the probability current Jv(x, v) in
the FP equation takes the simple form Jvst(x, v) =
−(Tv/Tx)x pst(x, v). Since F fb,st(x, v) is linear in x and
v, the effective viscous damping does not change when
integrating out the dependence on x, and the effective
force F fb,st(v) defined by Eq. (10) is
F fb,st(v) =
1
Q0
(1− T
Tv
)v . (107)
From Eqs. (36) and (42), we immediately obtain the
expression of the entropy pumping rates
S˙xvpump = S˙vpump =
1
Q0
(
T
Tv
− 1) , (108)
which is the same as in [36, 39] but with a different ki-
netic temperature. This equation shows that the entropy
pumping rate is maximum when Tv is minimum, as is the
case for the extracted work rate. The equality of S˙xvpump
and S˙vpump is again due to the linearity of the model,
which implies that F st(v) =
∫
F (x)pst(x|v) = 0 in Eq.
(42). It is clear that this property is no longer true when
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nonlinearities become significant, for instance when the
displacement of the resonator from its equilibrium posi-
tion has a large amplitude (see e.g. [116]).
The expressions of Ixv;y, Iv;y , I˙xv;yflow,v, I˙v;yflow,v, and
S˙v;ypump are somewhat more involved. After inserting Eq.
(105) into Eqs. (56)-(59) and (65), we obtain
Ixv;y = −1
2
ln[1− Q
2
0(Tv − Tx)2 + TxTv (T − Tv)2
g2T 2x
] (109)
Iv;y = −1
2
ln[1− (T − Tv)
2
g2TxTv
] , (110)
I˙xv;yflow,v =
1
Q0
T − Tv
Tv
g2T 2x −Q20(Tv − Tx)2 + Tx(T − Tv)
g2T 2x −Q20(Tv − Tx)2 − TxTv (T − Tv)2
,
(111)
and
S˙v;ypump + I˙v;yflow,v =
1
Q0
(T − Tv) g
2Tx + T − Tv
g2TxTv − (T − Tv)2 .
(112)
For brevity, we do not give the separate expressions of
I˙v;yflow,v and S˙v;ypump since only their combination enters in
inequality (68). (Note that the effective force F (v, y, t)
defined by Eq. (66), and resulting from the coarse-
graining over x, does not vanish in the stationary state, in
contrast with the other effective force F (v, t); this makes
the entropy pumping contribution S˙v;ypump nonzero.) For
future reference, note also that all the rates vanish when
Tv = T (for g 6= 0), as does the mutual information Iv;y.
The above expressions only make sense if the system
operates in a steady-state regime. This amount to impos-
ing that the two variances 〈x2〉st and 〈v2〉st (or, equiva-
lently, the effective temperatures Tx and Tv) remain finite
and positive. The next task is thus to determine the re-
gions(s) of the parameter space (Q0, g, τ) in which these
conditions are satisfied.
2. Effective temperatures and stability of the stationary
state
In principle, the variances 〈x2〉st and 〈v2〉st can be ob-
tained by integrating the corresponding fluctuation spec-
tra Sxx(ω) and ω
2Sxx(ω) over frequency (see e.g. Eq.
(100)). However, this does not yield straightforward an-
alytical derivations. Instead, we determine these quan-
tities by solving the linear differential equation obeyed
by the stationary time-correlation function φvv(t) in the
time interval 0 ≤ t ≤ τ . This procedure is similar to that
used in [57] and earlier works[81, 117], and the calcula-
tion is detailed in Appendix B. We eventually arrive at
the following expressions
Tx
T
=
1
Q0
ω1f(ω2)− ω2f(ω1)
ω1ω2(ω22 − ω21)
(113)
and
Tv
T
=
1
Q0
ω2f(ω2)− ω1f(ω1)
ω22 − ω21
, (114)
where ω1, ω2 are given by Eq. (B6) and the function
f(ω) is defined by Eq. (B12). The quantities ω1 and ω2
may be complex but Tx and Tv are real and positive as
long as a stationary solution exists. One can check that
Eqs. (113) and (114) are in agreement with the numerical
integration of Sxx(ω) and ω
2Sxx(ω) over frequency.
For given values of Q0 and g, the stability of a station-
ary solution is determined by critical values of the delay
at which the temperatures Tx and Tv diverge. These val-
ues correspond to Hopf bifurcations at which the fixed
point x∗ = 0 of the deterministic second-order differen-
tial equation associated with Eq. (102) loses its stability
(see e.g. [57] for a detailed study of another second-order
linear SDDE). The local stability analysis of this equation
is reported in Appendix C, where we extend the studies
performed in [118, 119] to the case of a positive feedback.
The results are summarized in Fig. 1.
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FIG. 1: (Color on line) “Phase” diagram of the stationary
state in the plane (Q0, g/Q0). The regions labeled 1-4 are
each characterized by a different behavior of the effective
temperatures Tx and Tv as a function of τ (region 1 ex-
tends from g/Q0 = −1 to −∞ but is arbitrarily truncated
at g/Q0 = −1.5).
As explained in the Appendix, there are four regions in
the plane (Q0, g/Q0), each one corresponding to a differ-
ent behavior of the effective temperatures Tx and Tv as
a function of τ . In region 1, a stationary solution exists
up to a certain critical value of τ at which the temper-
atures diverge. In regions 2 and 3, a stationary solution
exists for all τ ≥ 0 (but the behavior of the variances is
different in the two regions). In region 4, there is an in-
creasing sequence of stability thresholds, up to a certain
critical value beyond which there is no stationary solu-
tion. This feature gives rises to a characteristic “Christ-
mas tree” stability diagram[118] like the one displayed
in Fig. 2. Such a multistability regime is observed in a
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wide variety of biological systems and is also relevant to
feedback-cooled nano-mechanical resonators with a high
quality factor, as discussed in the next subsection.
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FIG. 2: (Color on line) “Christmas-tree” stability diagram in
the (τ, g/Q0) plane for Q0 = 2. The horizontal dashed line
g/Q0 = (1/Q0)
√
1− 1/(4Q20) ≈ 0.484 separates regions 3 and
4 in Fig. 1 (see Appendix C). In the multistability region 4,
the feedback-controlled oscillator reaches a stable stationary
state in the zones located outside the shaded area.
.
3. Some useful limits
Since the temperatures Tx and Tv given by Eqs. (113)-
(114) are complicated functions of Q0, g and τ , the full
behavior of the system can only be studied numerically,
as will be illustrated in subsection C below. However,
there are some limits in the parameter space for which an
exact analysis can be performed. These limits moreover
may be relevant to actual situations.
i) We first consider the limit Q0 ≫ 1 which is rel-
evant to high-quality-factor resonators[47–49, 110–112].
In practice, feedback-cooling setups operate in region 4 of
Fig. 1 as soon as g >
√
1− 4/Q20 ≈ 1 (see Fig. 2). More
precisely, they operate in the first stability lobe of the
Christmas-tree stability diagram, before the first Hopf
bifurcation that occurs for τ = τ∗1,1 ≈ arcsin(1/g) + π
when Q0 ≫ 1.
After expanding Eqs. (113) and (114) in powers of
1/Q0, we find
Tx
T
=
1
1 + g sin τ
+
g
2Q0
sin τ(τ + g cos τ) + 2 cos τ + gτ
(1 + g sin τ)2
+O(Q−20 ) , (115)
Tv
T
=
1
1 + g sin τ
+
g
2Q0
sin τ(τ − g cos τ) + gτ
(1 + g sin τ)2
+O(Q−20 ) .
(116)
Therefore, the two effective temperatures become equal
in the limit Q0 → ∞, and we recover the fact that the
optimal cooling for g > 0 is obtained by choosing τ =
τopt = π/2 (and more generally τ = π/2 + 2nπ). Then,
T optx = T
opt
v = T/(1 + g), in agreement with Eq. (100).
This can be traced back to the asymptotic behavior of
the effective force F fb,st(x, v),
F fb,st(x, v) =
g
Q0
(x cos τ − v sin τ) +O(Q−20 ) , (117)
which implies that the force becomes purely viscous for
τ = π/2 + 2nπ. In this case, as already mentioned, the
Markovian equation (101) leads to the same reduction
of thermal fluctuations as the true Langevin equation.
(Note that the expansions (115)-(116) are not valid for
g sin τ ≤ −1, as there is no stationary regime in this
case.)
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FIG. 3: (Color on line) Asymptotic behavior in the large-Q0
regime for g = 10 as a function of τ . A stationary state exists
when the effective temperatures are positive. (a): Tx or Tv
(they are equal when Q0 → ∞). (b): (Q0/g)W˙ext/T (solid
black line) and (Q0/g)S˙vpump (dashed red line). (c); Iv;y. (d):
I˙xv;yflow,v (long-dashed red line) and (Q0/g)[S˙v;ypump + I˙v;yflow,v]
(dotted red line).
This simple asymptotic behavior directly reflects on
the thermodynamics and the second-law-like inequality
(37), since the extracted work and the entropy pumping
rate only depend on the kinetic temperature Tv. From
Eqs. (104) and (108), we obtain
W˙ext
T
=
g
Q0
sin τ
1 + g sin τ
− g
2Q20
sin τ(τ − g cos τ) + gτ
(1 + g sin τ)2
+O(Q−30 ) , (118)
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S˙vpump(= S˙xvpump) =
g
Q0
sin τ − g
2Q20
[sin τ(τ − g cos τ) + gτ ]
+O(Q−30 ) , (119)
which shows that the two quantities, at the leading order
in Q−10 , also reach their maximum value when τ = π/2+
2nπ (recall that we only consider the case of a positive
feedback). As it must be, the second-law-like inequality
(37) is satisfied at the leading order: W˙ext/(T S˙vpump) =
(1 + g sin τ)−1 ≤ 1.
Similarly, from Eqs. (109)-(112), we find that the mu-
tual information Ixv;y diverges at the leading order in
1/Q0, whereas
Iv;y = − ln | cos τ | +O(Q−10 ) , (120)
I˙xv;yflow,v =
2 sin2 τ
2τ − sin 2τ +O(Q
−1
0 ) , (121)
and
S˙v;ypump + I˙v;yflow,v =
g
Q0
sin τ(1 + 1g sin τ)
cos2 τ
+O(Q−20 ) .
(122)
The asymptotic behavior of all these quantities is shown
in Fig. 3 where we have arbitrarily chosen a gain g =
10. We also include the unstable regions in which the
effective temperatures are negative, although, of course,
the various quantities then loose their physical meaning.
We first observe that the mutual information Iv;y
(which is zero for τ = 0 since xt and vt are uncorrelated)
diverges for τ = π/2 + 2nπ and vanishes for τ = 2nπ.
This means that the actual velocity of the resonator at
time t is perfectly predicted when measuring the position
at time t − (π/2 + 2nπ), which explains the behavior of
the effective temperatures in the stability regions. How-
ever, Iv;y does not tell us if the controller has acquired an
information that can be used to cool the system. This in-
formation is provided by S˙vpump and the combined quan-
tity S˙v;ypump + I˙v;yflow,v, which are indeed positive only in
the cooling regime. (Moreover, S˙v;ypump + I˙v;yflow,v also di-
verges for τ = π/2 + 2nπ and is larger than S˙vpump, as
predicted by inequality (68).) On the other hand, the in-
formation flow I˙xv;yflow,v is always positive when Q0 →∞,
in agreement with inequality (63) (since S˙vpump is of or-
der 1/Q0). In fact, it appears that I˙xv;yflow,v, which also
takes into account the correlations between xt and xt−τ ,
does not carry a clear information about the functioning
of the feedback.
Of course, this simple physical picture is only valid
asymptotically when Q0 → ∞. In particular, the two
effective temperatures Tx and Tv differ at the order Q
−1
0 ,
as do the optimal values of τ obtained by expanding the
equations ∂Tx/∂τ = 0 and ∂Tv/∂τ = 0:
τoptx =
π
2
+
1
2Q0
+O(Q−20 ) . (123)
τoptv =
π
2
− 1 + 2g
2Q0
+O(Q−20 ) . (124)
(Alternatively, one could define the optimal cool-
ing condition by minimizing the sum of the two
temperatures[120].)
ii) We next consider the small-delay limit τ ≪ 1 (i.e.,
τ ≪ ω−10 in real units), which is often used to approxi-
mate a SDDE by a nondelayed equation[72]. Expanding
Eqs. (113) and (114) in powers of τ leads to
Tx
T
=
1
1− gQ0
[1− gτ + g2τ2 +O(τ3)] (125)
and
Tv
T
= 1− gτ + g(g + 1
2Q0
)τ2 +O(τ3) . (126)
(The factor 1−g/Q0 = 1−k′/k in Eq. (125) is due to the
modification of the spring constant when τ = 0.) These
equations show that Tv = Tx(1− g/Q0) ∼ T/(1 + gτ) at
the first order in τ , and the molecular refrigerator model
of [7, 35] is thus recovered in this limit by identifying gτ
with γ′/γ, where γ′ is the additional friction coefficient,
as already pointed out. This can again be related to the
expansion of the effective force,
F fb,st(x, v) =
g
Q0
[1− (1− g
Q0
)
τ2
2
+O(τ3)]x
− gτ
Q0
[1− τ
2Q0
+O(τ2)]v . (127)
Note that the next-order contribution to the viscous term
is positive, so that the feedback force less effectively op-
poses the motion of the Brownian particle as τ increases.
Likewise, the small-τ expansions of the various rates
and information-theoretic quantities in the stationary
state are given by
W˙ext
T
=
gτ
Q0
− g
Q0
(g +
1
2Q0
)τ2 +O(τ3) , (128)
S˙xvpump =
gτ
Q0
− gτ
2
2Q20
+O(τ3) , (129)
Iv;y = 1
2
(1 − g
Q0
)τ2 +O(τ3) (130)
I˙xv;yflow,v =
1
1 + gQ0
τ−1 +O(1) (131)
S˙v;ypump + I˙v;yflow,v =
gτ
Q0
− 3g − 2Q0
2Q20
τ2 +O(τ3) . (132)
Note that Iv;y initially increases with τ , in line with the
behavior of the effective temperatures, whereas I˙xv;yflow,v
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diverges as τ → 0, since xt−τ then coincides with xt.
One has W˙ext/(T S˙vpump) = 1− gτ +O(τ2) ≤ 1 in accord
with the second-law-like inequality (37). As required, the
other inequalities (63) and (68) are also satisfied.
iii) Finally, we consider the overdamped limit m → 0
which was studied in [58, 59]. When the inertial term is
small, it is convenient to work with the original Langevin
equation (95) and keep the parameter k′ to quantify the
feedback strength. The expansion in powers of m is not
analytic since one of the roots of Eq. (B5) diverges as
m → 0 (specifically, ω2 ∼ iγ/m). However, the non-
analytic factors of the type e−γτ/(2m) can be neglected if
τ is such that m/(γτ)→ 0, and we obtain
Tx
T
=
k − (kk′/k¯) sinh k¯τγ
k − k′ cosh k¯τγ
+O(m) , (133)
Tv
T
= 1− k
′
γ2
k cosh k¯τγ − k′ − k¯ sinh k¯τγ
k − k′ cosh k¯τγ
m+O(m2).
(134)
where k¯ =
√
k2 − k′2. Therefore, in the limit m → 0,
Tx goes to the nontrivial value originally obtained in
[81] (see also [117] and Eq. (A8)), whereas Tv → T .
However, since Tv − T is proportional to m, W˙ext/T =
(γ/m)(1−Tv/T ) and S˙xvpump = (γ/m)(T/Tv−1) are finite,
and equal, in this limit:
lim
m→0
W˙ext
T
= lim
m→0
S˙xvpump =
k′
γ
k cosh k¯τγ − k′ − k¯ sinh k¯τγ
k − k′ cosh k¯τγ
.
(135)
On the other hand, the rate S˙xvi = Q˙/T + S˙xvpump =
(γ/m)(T − Tv)2/(TTv) defined by Eq. (35) goes to zero.
As we shall see later, this is not the case for the rate
R˙cg = Q˙/T + S˙J defined by Eq. (83) and obtained
from time reversal. Finally, for the sake of completeness,
let us indicate that Iv;y = O(m) whereas I˙xv;yflow,v and
S˙v;ypump + I˙v;yflow,v go to finite (and nontrivial) limits. We
also stress that the small-m expansions are only valid for
τ strictly positive, since the limits m → 0 and τ → 0 do
not commute. More generally, inertial effects cannot be
neglected at a time scale of the order of, or smaller than,
the viscous relaxation time τ0 = m/γ.
While discussing the overdamped limit, we take the op-
portunity to point out that the statements of the second
law in [58] and [59] are incorrect. In [58], the entropy
production rate, in the absence of an external periodic
forcing, is identified with the heat flow rate Q˙ (Eq. (135)
with γ = 1 indeed coincides with Eq. (38) of this refer-
ence). However, the heat flow is negative in the cooling
regime so that it cannot represent an entropy production
obeying the second law. (This problem was overlooked
in [58] as only the case of a negative feedback where Q˙
is always positive was considered.) In [59], the entropy
production rate is defined from a log-ratio of forward and
backward path probabilities (see Eq. (21) in this refer-
ence). It then vanishes in the absence of an external
periodic forcing. However, as we have already mentioned
(see also Appendix A), this calculation is based on an er-
roneous expression of the path probability in which the
actual feedback force in the Onsager-Machlup functional
is replaced by the effective force defined at the level of
the first FP equation.
B. Calculation of S˙J
We now tackle the calculation of the Jacobian associ-
ated with the conjugate, “acausal” Langevin equation
v˙t = −xt − 1
Q0
vt +
g
Q0
xt+τ + ξt . (136)
Our main objective is to compute the asymptotic rate
S˙J that enters the second-law-like inequality (84) ob-
tained from time reversal. Although this subsection is
rather technical, we believe that it is useful to present the
detailed arguments since it is quite unusual to consider
quantities associated with an acausal dynamics. How-
ever, the reader only interested in the discussion from
the physical viewpoint may only take notice of Eq. (160),
which is the main result of this subsection, and go directly
to subsection C.
1. Perturbative expansion for a finite observation time
The first task is to compute the operator ψ(t, t′) de-
fined by Eq. (94). The crucial simplification due to the
linearity of the Langevin equation is that the functional
derivative F˜
′
tot(t, t
′) and hence the Jacobian J˜ itself be-
come path-independent. Indeed, we have
F˜
′
tot(t) = −δ(t) +
g
Q0
δ(t+ τ) (137)
in reduced units, so that
M (0)(t, t′) = −G(t− t′) (138)
and
M˜ (1)(t, t′) =
g
Q0
G(t− t′ + τ)Θ(T − τ + t′) , (139)
with
G(t) = Q0[1− e−t/Q0 ]Θ(t) . (140)
The operator K = [δ −M (0)]−1 is then solution of the
linear integral equation
K(t, t′) +
∫ t
−T
dt′′ G(t− t′′)K(t′′, t′) = δ(t− t′) , (141)
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and it is easy to see that K(t, t′) = 0 for t′ > t. The
integral in the above equation is therefore from t′ to t,
provided t′ < t, and this in turn implies that K(t, t′) is
just a function of t− t′. Eq. (141) is then solved by first
going to Laplace space, which finally yields
K(t) = δ(t)− e
s+0 t − es−0 t
s+0 − s−0
, t ≥ 0 (142)
where s±0 are the roots of the quadratic equation s
2 +
s/Q0 + 1 = 0, i.e.,
s±0 =
1
2Q0
[−1± i
√
4Q20 − 1] . (143)
This allows us to compute ψ(t, t′) from Eq. (94), leading
to
ψ(t, t′) =
g
Q0
es
+
0 (t−t′+τ) − es−0 (t−t′+τ)
s+0 − s−0
Θ(t− t′ + τ)
×Θ(T − τ + t′) . (144)
For a finite observation time, it is not possible to sum the
infinite series (93), but since ψ(t, t′) is proportional to g,
one can perform a perturbative calculation in powers of g.
It is worth taking a look at the first two terms for gaining
some insight into the general behavior of the Jacobian J˜
as a function of T .
Since ψ(t, t′) = 0 for t′ < −T +τ , we immediately note
that ln J˜ /J = 0 (i.e., J˜ = J ) for 2T ≤ τ . As pointed
out earlier, the Jacobian matrix is indeed lower triangular
for 2T ≤ τ as xt+τ does not belong to the time-reversed
trajectory X†. For 2T ≥ τ , the g-expansion reads
ln
J˜
J = −
∫ T
−T+τ
dt ψ(t, t)
− 1
2
∫ T
−T +τ
dt
∫ T
−T +τ
dt′ ψ(t, t′)ψ(t′, t) +O(g3) ,
(145)
and after some tedious but straightforward calculations
we obtain
ln
J˜
J = −
g
Q0
(2T − τ)e
s+0 τ − es−0 τ
s+0 − s−0
− g
2
2Q20
e−τ/Q0
(s+0 − s−0 )2
[F1(T )Θ(τ − T ) + F2(T )Θ(T − τ)]
+O(g3) , (146)
where
F1(T ) = (2T − τ)2[e(s
+
0 −s−0 ) τ + e−(s
+
0 −s−0 ) τ ]
− 2 [e
(s+0 −s−0 )(T −τ/2) − e−(s+0 −s−0 )(T −τ/2)]2
(s+0 − s−0 )2
(147)
and
F2(T ) = 4τ(T − 3τ
4
)[e(s
+
0 −s−0 ) τ + e−(s
+
0 −s−0 ) τ ]
− 4(T − τ)e
(s+0 −s−0 ) τ − e−(s+0 −s−0 ) τ
s+0 − s−0
− 2 [e
(s+0 −s−0 ) τ/2 − e−(s+0 −s−0 ) τ/2]2
(s+0 − s−0 )2
. (148)
We observe that ∂3F1(T )/∂T 3|T =τ 6= ∂3F2(T )/∂T 3|T =τ
so that the second-order term is continuous but non-
analytic at T = τ . More generally, the g-expansion
shows that J˜ /J as a function of T is non-analytic at
T = τ, 3τ/2, 2τ, etc.
Finally, by taking the limit T → ∞ in Eq. (146),
we obtain the g-expansion of the asymptotic rate S˙J =
limT→∞(1/2T ) lnJ /J˜ ,
S˙J =
g
Q0
es
+
0 τ − es−0 τ
(s+0 − s−0 )
+
g2
Q20
e−τ/Q0
(s+0 − s−0 )2
× [τ(e(s+0 −s−0 ) τ + e−(s+0 −s−0 ) τ )
− e
(s+0 −s−0 ) τ − e−(s+0 −s−0 ) τ
s+0 − s−0
]
+O(g3) . (149)
2. Calculation of the asymptotic rate S˙J
We now derive an explicit expression of S˙J that is valid
beyond the perturbative regime. This requires a careful
analysis.
We first note from Eq. (144) that ψ becomes a function
of a single variable in the limit T → ∞,
ψ(t) =
g
Q0
es
+
0 (t+τ) − es−0 (t+τ)
s+0 − s−0
Θ(t+ τ) , (150)
as Θ(T − τ + t′) → 1. This implies from Eq. (93) that
ln J˜ /J becomes proportional to 2T asymptotically, as is
also clear from Eq. (145). The formal power series in g,
S˙J =
∞∑
n=1
1
n
{
ψ ◦ ψ ◦ ...ψ︸ ︷︷ ︸
n times
}
t=0
, (151)
can then be expressed as
S˙J =
∞∑
n=1
1
2πi
∫ c+i∞
c−i∞
ds [
1
n
ψ(s)n] , (152)
where s = σ + iω and
ψ(s) =
∫ ∞
−∞
dt ψ(t)e−st =
g
Q0
esτ
(s− s+0 )(s− s−0 )
(153)
is the bilateral Laplace transform of ψ(t). Accordingly,
the integration line Re(s) = c must belong to the region
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of convergence (ROC) of ψ(s), that is the region of the
complex s-plane where the transform exists[121]. Since
ψ(t) = 0 for t ≤ −τ , the ROC is defined by σ > σ+0 ,
where σ+0 is the real part of s
+
0 , i.e., σ
+
0 = −1/(2Q0)
for Q0 ≥ 1/2 and σ+0 = −1/(2Q0)[1 − (1 − 4Q20)1/2] for
Q0 ≤ 1/2.
One can readily check that the expansion (149) is
recovered by computing each term of the series (152)
by contour integration, invoking Jordan’s lemma and
Cauchy’s residue theorem: one closes the so-called
Bromwich contour (the vertical line cutting the real axis
in c, with c in the ROC) with a large semicircle to the
left-hand side of the complex plane and sums the two
residues of ψ(s)n at s+0 and s
−
0 .
In general, however, the power series (152) does not
converge for arbitrary values of the gain g. Moreover, this
is not a convenient route for computing S˙J numerically.
What is needed is a closed-form expression for the sum of
the series that can be used in the whole parameter space
(Q0, τ, g) or at least in the regions where a stationary
state exits. An obvious candidate for such a formula is
the integral representation
S˙J = − 1
2πi
∫ c+i∞
c−i∞
ds ln[1− ψ(s)] (154)
obtained by interchanging the sum and the integral and
summing the series
∑
n=1(1/n)ψ(s)
n. Of course, this
presupposes that the integration line Re(s) = c (with
c > σ+0 ) is such that |ψ(s)| < 1 all along the line. The
series then converges uniformly to the principal value of
ln[1− ψ(s)].
By analytic continuation, however, one can still use
Eq. (154) when |ψ(s)| > 1 to compute S˙J provided one
stays on the same branch of the function ln[1 − ψ(s)].
In other words, the Bromwich contour Re(s) = c must
not cross any of the cuts that define the branch in the
complex s-plane. Although this requires a careful (and
rather tedious) study of the branch points of ln[1−ψ(s)]
as a function of the system’s parameters, the reward of
these efforts will be the derivation of a simple formula for
S˙J : see Eq. (160). We stress that the naive choice in
terms of Fourier transforms that corresponds to taking
c = 0 is not the correct solution in general[122].
For this study it is convenient to first rewrite Eq. (154)
as
S˙J =
1
2πi
∫ c+i∞
c−i∞
ds ln
χ˜(s)
χg=0(s)
(155)
where
χg=0(s) := [(s− s+0 )(s− s−0 )]−1 = [s2 + s/Q0 + 1]−1
(156)
is the standard response function (in Laplace representa-
tion) of the harmonic oscillator (cf. Eq. (96) with ω = is
and k′ = 0), and
χ˜(s) := [s2 +
s
Q0
+ 1− g
Q0
esτ ]−1 . (157)
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FIG. 4: (Color on line) Schematic distribution of the branch
points of ln[χ˜(s)/χg=0(s)] in the complex s-plane. The black
dots are the two poles s±0 of χg=0(s) and the stars are the poles
s˜± of type 0 (blue) and of type 1 (red) of χ˜(s). Only the first
poles of type 1 are shown in the figure. The dashed (red)
lines represent the branch cuts (on the right-hand side of the
s-plane, they go to +∞). The solid black lines, including the
vertical line that represents the Bromwich contour Re(s) = c,
form the contour used for calculating S˙J from Eq. (155).
An interpretation of χ˜(s) will be given later on. As a
result, the branch points of the integrand in Eq. (155)
are s+0 , s
−
0 on the one hand, and s = +∞ and the poles of
χ˜(s) on the other hand[123]. The location of these poles
in the complex plane evolves in an intricate manner with
the system’s parameters. From a practical standpoint it
is convenient to fix the values of Q0 and τ and take g as
the control variable, as in feedback-cooling experimen-
tal setups (see e.g. [114]). The results of this analysis
are summarized in Appendix D (to simplify the discus-
sion, we only consider the case of a positive feedback).
The study is numerical for the most part, since analytical
calculations can be performed only in the initial pertur-
bative regime g/Q0 ≪ 1 or for Q0 ≫ 1.
A schematic distribution of the branch points and of
the corresponding branch cuts is shown in Fig. 4. It
is clear in this example that there is only one possibil-
ity for placing the Bromwich contour, i.e., in the inter-
val between the two poles s˜± of type 0 and the leftmost
pole of type 1 (this terminology for the poles of χ˜(s) is
justified in Appendix D). Although there can be more
complicated situations than this one (see the example in
Fig. 17 of Appendix D), one can show that the choice
for the location of the integration line is always unam-
biguous and can be stated as follows: there must be two
and only two poles of χ˜(s) on the left side of the line.
This allows a straightforward calculation of the integral
in Eq. (155) by contour integration, which is similar to
the calculation that leads to the classical Bode’s integral
formula[124]. In the example shown in Fig. 4 (in which
the poles s±0 and s˜
± are complex), the closed contour
consists of the original line Re(s) = c, a large semi-circle
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γR with a radius going to infinity on the left, and the two
contours γ+ and γ− that start from the line Re(s) = c
and enclose the branch cuts on the left. Since there are
no other singularities within the contour, the integrand is
analytic and from Jordan’s lemma and Cauchy’s theorem
we obtain
1
2iπ
∫ c+i∞
c−i∞
ds ln
χ˜(s)
χg=0(s)
+
1
2iπ
∮
γ+
ds ln
χ˜(s)
χg=0(s)
+
1
2iπ
∮
γ−
ds ln
χ˜(s)
χg=0(s)
= 0 . (158)
The contributions along the upper and lower halves of the
contours γ± cancel each other and the only contribution
comes from the change in the argument of the logarithm
when circumventing the poles. In consequence,∮
γ±
ds ln
χ˜(s)
χg=0(s)
= −2iπ(s˜± − s±0 ) , (159)
which eventually leads to the formula
S˙J = (s˜+ − s+0 ) + (s˜− − s−0 ) (160)
which is also valid if the poles are real. This simple ex-
pression of S˙J was not given in [40]. By using the g-
expansion of the poles of χ˜(s) (see Eq. (D4)), one can
readily check that the g-expansion of S˙J given by Eq.
(149) is recovered. The 1/Q0 expansion, which is relevant
to actual feedback-cooling setups, is discussed below.
Finally, it is interesting to note that fixing the
Bromwich contour is a way to (uniquely) define an
“acausal response function” in the time domain:
χ˜(t) =
1
2πi
∫ c+i∞
c−i∞
ds
est
s2 + sQ0 + 1−
g
Q0
esτ
, (161)
where one considers χ˜(s), given by Eq. (157), as a bilat-
eral Laplace transform. We emphasize that χ˜(t) is nei-
ther causal nor anti-causal. (Note that the term “acausal
response function” may be viewed as an abuse of lan-
guage since the acausal dynamics cannot be implemented
physically.) The acausal character induces a quite dif-
ferent behavior from that observed with standard re-
sponse functions which are solution of causal integral or
integro-differential equations of Volterra type and have
been thoroughly investigated in the mathematical and
engineering literature (e.g., in control theory)[125]. This
is further discussed and illustrated in Appendix E.
3. Useful limits
As we did previously with the various rates and
information-theoretic quantities, we now consider the be-
havior of S˙J for large Q0, for small τ , and in the over-
damped limit. According to Eq. (160), this amounts
to studying the behavior of the poles s˜± in these limits.
For brevity, we only give the corresponding expansions
for S˙J .
i) ForQ0 ≫ 1, the location of the poles of type 0 of χ˜(s)
in the complex s-plane can be obtained by expanding
Eqs. (D1a)-(D1b) in powers in 1/Q0. From Eq. (160),
this leads to
S˙J = g
Q0
sin τ − g
2Q20
[sin τ(τ − g cos τ) + gτ cos 2τ ]
+O(Q−30 ) , (162)
which can be compared to the expansion (119) of the
entropy pumping rate S˙vpump. This shows that the two
rates (which are both upper bounds to the extracted work
rate) coincide at the leading order in 1/Q0. Accordingly,
for g > 0, S˙J also reaches a maximum for τ = π/2+2nπ.
Moreover, one has
S˙J − S˙vpump =
g2
2Q20
τ(1 − cos 2τ) +O(Q−30 ) , (163)
so that S˙J ≥ S˙vpump at the next order. Although a gen-
eral analytical argument is still lacking, numerical studies
(see subsection C) seem to show that this inequality is
always true. On the other hand, despite the fact that
S˙J ≤ I˙xv;yflow,v and S˙J ≤ S˙v;ypump + I˙v;yflow,v at the corre-
sponding leading orders in the stability regions, these two
inequalities are not always valid (see e.g. Fig. 5 below).
ii) The small-τ expansion of S˙J is obtained by reorder-
ing the small-g expansion (152) (the term of order n in
g is correct up to order 2n in τ). This yields
S˙J =
g
Q0
τ − g
2Q20
τ2 +O(τ3) , (164)
so that S˙J = S˙vpump at the first two orders in τ (see ex-
pansion (129)). As noted earlier at the end of section
IV.B.2, the result of [7] is recovered at the lowest order
in τ by identifying k′τ (in real units) with a friction coef-
ficient γ′ (since changing τ into −τ amounts to changing
γ′ into −γ′). Going to the next order, we find
S˙J − S˙vpump =
g2
Q0
τ3 +O(τ4) , (165)
which reinforces the conjecture that the inequality S˙J ≥
S˙vpump is always true. (We stress again that S˙J is in gen-
eral distinct from the entropy pumping rate; this point
was perhaps unclear in [40].)
iii) Finally, we consider the overdamped limit m = 0,
keeping the original parameters of Eq. (95). In this case,
one simply has χ˜(s) = [γs+k−k′esτ ]−1 and it turns out
that for k − k′ > 0 (which is the condition for a stable
NESS to exist[81]), this function has a single real pole of
type 0 given by s˜ = −k/γ − (1/τ)W0
(−(k′τ/γ)e−kτ/γ)
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whereW0 is the Lambert function of order 0[126] (see also
Appendix D). This readily yields the explicit formula
S˙J = − 1
τ
W0(−k
′τ
γ
e−kτ/γ) . (166)
Note that this expression goes to the finite value −k′/γ
as τ → 0 whereas Eq. (164) gives S˙J (τ = 0) = 0. This
is due to a discrepancy between Itoˆ and Stratonovich
calculus in this limit. As mentioned earlier, the limits
m→ 0 and τ → 0 do not commute and the overdamped
model ceases to be valid for τ . τ0 where τ0 = m/γ is
the viscous relaxation time.
By comparing with Eq. (135), one can check that
S˙J ≥ S˙vpump also in this case (and equality is only re-
alized when τ = 0). This is actually a mere consequence
of the second-law-like inequality (84), since S˙xvpump and
W˙ext/T are equal in the overdamped limit.
C. Numerical studies
To illustrate the essential features of the above general
analysis, we now provide a numerical study of a few cases
that describe the thermodynamic behavior of feedback-
controlled damped oscillators with low, intermediate, and
large quality factors. We take either the feedback gain g
(with g > 0) or the delay τ as the control variable.
1. Q0 = 2
We first choose τ = 2.5 as an example of a continu-
ous feedback with a time lag shorter than 2π, the period
of oscillation (recall that we use the angular resonance
frequency ω0 to define the unit of time). From the sta-
bility diagram of Fig. 2, we see that the system can
settle in a stationary state for all values of the gain g.
(Although the system operates in the multistability re-
gion for g/Q0 & 0.484, there is no Hopf bifurcation for
τ = 2.5.) Accordingly, the variances 〈x2〉st and 〈v2〉st,
associated with the configurational and kinetic tempera-
tures Tx and Tv, stay finite for all values of g/Q0 < 1, as
shown in Fig. 5.
The main lesson from Fig. 5 is that the two tempera-
tures have a nonmonotonic behavior as a function of the
feedback gain. As g increases, the system is first cooled
then heated. In this respect, the delay plays a role sim-
ilar to that of measurement errors (see e.g. Fig. 1 in
[36]). We stress that the values g∗x and g
∗
v (indicated by
red arrows in the figure) for which Tx = T and Tv = T
are not identical. More generally, the configurational and
kinetic temperatures are distinct as long as the feedback
operates. Hence, the equipartition theorem is never sat-
isfied and the system is always out of equilibrium (in
other words, there is no uniquely defined temperature,
as stressed in[120]). We also observe in Fig. 5 that the
fluctuations of x grow indefinitely as g → Q0 (i.e., k′ → k
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FIG. 5: (Color on line) Feedback-controlled harmonic oscilla-
tor: configurational (Tx) and kinetic (Tv) temperatures as a
function of the feedback gain for Q0 = 2 and τ = 2.5. One
has Tx/T = 1 for g/Q0 ≈ 0.60 and Tv/T = 1 for g/Q0 ≈ 0.63
(red arrows).
in the original Langevin equation (95)) whereas the fluc-
tuations of v remain finite[127]. In consequence, the heat
flow is also finite.
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FIG. 6: (Color on line) Feedback-controlled harmonic oscil-
lator: second-law-like inequalities as a function of the feed-
back gain for Q0 = 2 and τ = 2.5. (a): Comparison of
the rates W˙ext/T (solid black line), S˙vpump (short-dashed red
line), I˙xv;yflow,v (long-dashed red line), I˙v;yflow,v + S˙v;ypump (dotted
red line), and S˙J (dashed-dotted blue line); (b): Plot of the
“entropy production” rate R˙cg = −W˙ext/T + S˙J .
For g < g∗v, the system operates in the feedback-cooling
regime: thanks to the information continuously acquired
by the measurement of the position, heat is transferred
from the bath to the system and, according to the first
23
law, this energy is released to the controller as work[7].
However, as can be seen in Fig. 6(a), W˙ext/T cannot be
larger than S˙vpump and S˙J in agreement with the second-
law-like inequalities (37) and (84) (we remind the reader
that the two entropy pumping rates S˙vpump and S˙xvpump are
equal when the Langevin equation is linear). S˙vpump turns
out to be a rather tight bound for the extracted work
and it is significantly smaller than S˙J . It is also a better
bound than I˙xv;yflow,v and I˙v;yflow,v + S˙v;ypump, in agreement
with inequalities (63) and (68). In addition note that
I˙v;yflow,v + S˙v;ypump is a slightly better bound than I˙xv;yflow,v.
The value g∗v of the gain is remarkable because there
is no heat exchanged with the bath in this case. The
viscous part of the effective force vanishes, as can be
seen from Eq. (106), and the entropy pumping rates
and the information flows vanish, as we noticed earlier.
On the other hand, the probability currents Jxst(x, v) and
Jvst(x, v) are not zero and the system is not at equilib-
rium (Tx 6= T ). This important feature is correctly cap-
tured by the bound S˙J obtained from time reversal. This
implies that the rate R˙cg = −W˙ext/T + S˙J , which is
by construction nonnegative, is moreover always strictly
positive, as illustrated in Fig. 6(b). We take this as an
indication that R˙cg properly accounts for the irreversible
character of the feedback process and can be thus re-
garded as a measure of the entropy production rate in
the NESS.
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FIG. 7: (Color on line) Same as Fig. 5 for τ = 8. The
temperatures Tx and Tv diverge at the stability limit of the
stationary state (g/Q0 → gc/Q0 ≈ 0.61). One has Tx/T = 1
for g/Q0 ≈ 0.09 and Tv/T = 1 for g/Q0 ≈ 0.15 (red arrows).
We next consider a larger delay τ = 8. The main
difference with the preceding case is that the stationary
state looses its stability when the gain reaches the critical
value gc ≈ 1.22, as can be read off the diagram of Fig. 2
(for g/Q0 & 0.484, the system operates in the second sta-
bility lobe). The fluctuations of both x and v then blow
up as g → gc and the temperatures Tx and Tv plotted in
Fig. 7 diverge, as does the heat flow (see the behavior of
W˙ext in Fig. 8). There is still a cooling regime for very
small values of the gain, although this is hardly seen on
the scale of Fig. 7. Again, we observe on Fig. 8 that the
entropy pumping rate S˙vpump is a tighter bound for the
extracted work than S˙J . Note that these two quantities
remain finite at the stability limit (S˙vpump → −1/Q0), as
do the bounds I˙xv;yflow,v and I˙v;yflow,v+S˙v;ypump. As in the case
τ = 2.5, S˙J is positive in the whole stability domain and
does not vanish when T = Tv.
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FIG. 8: (Color on line) Same as Fig. 6 for τ = 8. W˙ext
(solid black line) diverges as g/Q0 → gc/Q0 ≈ 0.61 whereas
S˙xvpump (short-dashed red line) and S˙J (dashed-dotted blue
line) remain finite. The other bounds built from information
flows (long-dashed and dotted red lines) also stay finite.
To gain more insight into the influence of the delay
on the functioning of the feedback and on the thermody-
namics of the process, we now fix the value of g and vary
τ . Indeed, the behavior as a function of g has the incon-
venient feature that the random variables yt = xt−τ and
xt or vt are already correlated in the absence of feedback
(accordingly, and with our choice of sign, the correspond-
ing information flows are strictly positive). Specifically,
we consider the two values g/Q0 = 0.45 and g/Q0 = 0.55.
As can be seen from the diagram in Fig. 2, the station-
ary state is stable for arbitrary τ ≥ 0 in the first case
whereas there is a series of stability switches due to Hopf
bifurcations in the second case. The corresponding vari-
ations of the temperatures Tx and Tv are shown in Figs.
15 and 16 of Appendix C.
As shown in Fig. 9 for g/Q0 = 0.45, all quantities dis-
play oscillations as a function of τ , and the cooling regime
only exists for small delays (τ . 2.65). The maximum in
the extracted work (corresponding to the minimal value
of Tv) occurs for τ ≈ 1.19. Remarkably, this value is
not so far from the optimal value π/2 valid in the limit
Q0 → ∞. As it must be, all second-law-like inequalities
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FIG. 9: (Color on line) (a): Second-law-like inequalities (see
caption of Fig. 6) as a function of the delay for Q0 = 2 and
g/Q0 = 0.45. The information flow I˙xv;yflow,v is not represented
as it diverges for τ = 0. Note that S˙J (dashed-dotted blue
line) changes sign with τ , in contrast with its behavior with
g/Q0 for τ = 2.5 and τ = 8. (b): “Entropy production” rate
R˙cg.
are satisfied for all values of τ . Again, we observe that
S˙vpump is the tightest bound to W˙ext/T . Note that the
sign of S˙J changes with τ and that its first zero is close
but distinct from τ∗(g), the value for which Tv = T and
W˙ext = 0. In all cases, provided τ > 0, the rate R˙cg
plotted in Fig. 9(b) is always strictly positive.
An interesting feature is that S˙J → 0 as τ → ∞
whereas Tx and Tv (see Eqs. (C6)), and therefore W˙ext
and the other rates, go to finite values. When τ is very
large, the feedback is indeed completely inefficient since
measuring the position at time t− τ does not bring any
information about the state of the system at time t. The
feedback force then acts as a purely random force and
the system is heated (W˙ext < 0). It is remarkable that
S˙J captures this effect by going to zero. Accordingly,
one has R˙cg ∼ −W˙ext/T asymptotically. As will be dis-
cussed in a forthcoming paper[31], S˙J has some relation,
at least in the case of linear systems, with the logarithm
of the so-called “efficacy parameter” defined in [11, 17]
for nonautonomous Maxwell’s demons. The fact that the
efficacy parameter converges to 1 as the delay between
the measurement and the control action becomes very
large has been observed experimentally[15].
The behavior for g/Q0 = 0.55 is shown in Fig. 10. The
main difference with the preceding case is the occurrence
of Hopf bifurcations that result in the presence of three
stability lobes (see Fig. 16 in Appendix C; for clarity,
only two of them are shown in Fig. 11). The only new
piece of information is that S˙J , as a well-defined math-
ematical quantity, remains finite in the instability zones
(blue dotted line in the figure). This of course has no
special physical meaning.
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FIG. 10: (Color on line) Same as Fig. 9 for Q0 = 2 and
g/Q0 = 0.55. The stability lobes are delimited by the dashed
vertical lines; the third stability lobe (for 15.02 < τ < 15.97)
is not represented. The dotted blue line represents the con-
tinuation of S˙J in the instability regions.
2. Q0 = 34.2
The above cases describe the behavior of oscillators
with a low quality factor, such as a torsion pendulum
in a viscous fluid (see e.g. [128]). We now consider a
resonator with a larger Q0 and take as an example the
AFMmicro-cantilever used in the experiments of [129] for
which Q0 ≈ 34.2 (2π/ω0 = 116µs and τ0 = 632µs). The
corresponding rates are plotted in Fig. 11 as a function
of τ , for an arbitrarily value of the gain g = 0.25Q0.
Although there are only two stability lobes in this
case, the behavior starts to resemble the one observed
for Q0 → ∞ (see Figs. 3 (b) and 3(d)). In particu-
lar, the bounds S˙vpump and I˙v;yflow,v + S˙v;ypump significantly
overestimate the extracted work rate. If one were to de-
fine the corresponding “feedback efficiencies” as ǫ1 =
W˙ext/(T S˙vpump) and ǫ2 = W˙ext/[T (I˙v;yflow,v + S˙v;ypump)],
they would be very small. The same is true for the
bound S˙J , and therefore the main contribution to the
positive “entropy production” rate R˙cg = −W˙ext/T+S˙J
in Fig. 11(b) comes from S˙J . Note that the ranking
W˙ext/T ≤ S˙vpump ≤ S˙J ≤ I˙v;yflow,v + S˙v;ypump in the first
stability lobe is the one predicted in the limit Q0 → ∞.
On the other hand, S˙J ≥ I˙v;yflow,v + S˙v;ypump in the second
lobe.
As discussed in Appendix D, a remarkable mathemat-
ical property of the rate S˙J is that it is not an analytic
function of g (for fixed τ) or of τ (for fixed g) because of a
crossing phenomenon in the poles of the acausal response
function χ˜(s). This is the origin of the cusp observed in
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FIG. 11: (Color on line) Same as Fig. 9 for Q0 = 34.2 and
g/Q0 = 0.25 (in this case, there are only two stability lobes).
(a): W˙ext/T (solid black line) and various upper bounds. (b):
“Entropy production” rate R˙cg .
S˙J (and thus also in R˙cg) in the second stability lobe for
τ ≈ 7.9 (see Fig. 17).
3. Q0 = 250
Finally, we consider an even larger value of the qual-
ity factor, Q0 = 250. (Note, however, that this is still
very far from the quality factors of the resonators used
in feedback-cooling setups which may be of the order of
104, see e.g. [47, 49, 114].) The rates as a function of τ for
g/Q0 = 0.04 are plotted in Fig. 12 where we only show
the first two stability lobes, for clarity. In these lobes, the
behavior is now fully in agreement with the asymptotic
behavior described earlier, with S˙J ≤ I˙v;yflow,v + S˙v;ypump.
Note also that the difference between S˙J and S˙vpump in-
creases with τ , as predicted by Eq. (163).
VI. CLOSING REMARKS AND FUTURE
DIRECTIONS
In this paper, we have developed an ensemble of the-
oretical tools enabling a comprehensive analysis of the
nonequilibrium thermodynamics associated to Langevin
systems subjected to continuous time-delayed feedback
control. The non-Markovian character of the dynam-
ics raises new conceptual and technical issues that are
beyond the current framework of stochastic thermody-
namics. We have shown that there are two important
consequences.
First, since the probabilistic description of the system
on the ensemble level requires the knowledge of the whole
Kolmogorov hierarchy, one can work at different levels of
the Fokker-Planck description and use different defini-
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FIG. 12: (Color on line) Same as Fig. 9 for Q0 = 250 and
g/Q0 = 0.04. There are many other stability lobes that are
not represented.
tions of the Shannon entropy. One then obtains a set
of nonequilibrium inequalities that generalize the stan-
dard second law of thermodynamics and that involve
additional contributions characterizing the reduction of
entropy production due to the continuous measurement
process. When the system settles in a nonequilibrium
steady state, these inequalities provide bounds to the
work that can be extracted from the surrounding heat
bath. The best bound appears to be the so-called en-
tropy pumping contribution, originally introduced in the
case of a Markovian velocity-dependent feedback.
Second, and perhaps more importantly from a funda-
mental standpoint, the microscopic reversibility condi-
tion (or local detailed balance) obtained by comparing
the probabilities of the actual and time-reversed stochas-
tic trajectories, is modified. The acausal character of the
(fictitious) reverse process introduces a new functional
whose general expression has been derived. This in turn
leads to another second-law-like inequality, a new bound
to the extracted work, and a sensible mathematical (if
not physical) definition of the entropy production asso-
ciated to the time-delayed Langevin equation.
Of course, the present description is still a reduced
one that adopts the only point of view of the feedback-
controlled system and does not take into account the im-
plementation cost of the controller. Moreover, measure-
ment noise is not yet included in the formalism.
These issues will be investigated in a forthcoming
paper[31]. There, we will also study in more detail the
asymptotic integral fluctuation theorem conjectured in
[40] and establish its connection with the existing results
for non-autonomous feedback. Finally, we will consider
the statistics of the extracted work, focusing on the large
deviation behavior.
26
Acknowledgments
We are grateful to E. Kierlik for useful discussions
and to J. Horowitz and H. Sandberg for sending us
their preprint[39] before publication, which inspired some
parts of this work.
Appendix A: Path probability for a linear
overdamped SDDE in the stationary state
In this Appendix, we illustrate the general formalism
of Section II.C by deriving the explicit expression of the
path probability associated with the linear SDDE
γx˙t = −kxt + k′xt−τ +
√
2γTξ(t) (A1)
in the stationary state and for tf−ti ≤ τ . This equation,
which corresponds to the overdamped limit of Eq. (95),
is well documented in the literature[81, 117, 130, 131]. In
particular, the stability range of the stationary state and
the corresponding time-correlation function have been
exactly determined.
Instead of trying to solve Eq. (19) directly, we use the
fact that the process is Gaussian, which implies that the
path probability of a trajectory X observed during the
time interval [ti, tf ] is given by
Pst[X] ∝ e−
1
2
∫ tf
ti
dt
∫ tf
ti
dt′ xtφ
−1(t,t′)xt′ (A2)
where φ−1(t, t′) is the inverse of the stationary time-
correlation function φ(t) := 〈x(0)x(t)〉st defined accord-
ing to ∫ tf
ti
dt′′φ(t − t′′)φ−1(t′′, t′) = δ(t− t′) . (A3)
The problem thus boils down to finding the solution of
this integral equation. First of all, let us examine the
simple Markovian case k′ = 0 that corresponds to the
Ornstein-Uhlenbeck process. In this case,
φ(t) =
T
k
e−
k
γ |t| , (A4)
and the solution of Eq. (A3) is known. Indeed, the same
equation has to be solved to find the path-integral repre-
sentation of a process driven by an Ornstein-Uhlenbeck
noise (with the correlation function of the noise playing
the role of φ(t)). The result is[132]
φ−1(t, t′) =
k2
2γT
{
δ(t− t′)− γ
2
k2
δ′′(t− t′)
+
4γ
k
[δ(t− ti)δ(t′ − ti) + δ(t− tf )δ(t′ − tf )]
+
4γ2
k2
[δ′(t− ti)δ(t′ − ti)− δ′(t− tf )δ(t′ − tf )]
}
,
(A5)
where δ′ and δ′′ denote the first and second derivatives
of δ. By substituting into Eq. (A2), a few manipulations
lead to
Pst[X] ∝ pst(xi)e−
1
4γT
∫ tf
ti
dt (γx˙t+kxt)
2
. (A6)
with p(xi) ∝ e−kx2i/(2T ). One thus recovers the classical
Onsager-Machlup action functional[78] in the absence of
external force. Of course, this result is more directly ob-
tained by inserting the Langevin equation into the prob-
ability density functional of the noise realizations.
We now consider the case k′ 6= 0. The time-correlation
function φ(t) for |t| ≤ τ is now given by[81, 117]
φ(t) = A+e
− k¯γ |t| +A−e
k¯
γ |t| (A7)
where k¯ =
√
k2 − k′2, A± = (1/2)[φ(0)± T/k¯], and
φ(0) = 〈x2〉 = T
k
1− (k′/k¯) sinh( k¯γ τ)
1− (k′/k) cosh( k¯γ τ)
. (A8)
(Hereafter, for brevity, we only consider the case k > |k′|
so that k¯ is real.) After inserting the expression of φ(t)
into Eq. (A3), one immediately finds that the “bulk”
term of φ−1(t, t′) (involving δ(t−t′) and δ′′(t−t′)) has the
same form as in Eq. (A5) with k replaced by k¯. On the
other hand, the boundary terms that explicitly depend on
ti and tf (called the “surface” terms in [132]) are much
more elusive. In order to obtain the full expression of
φ−1(t, t′), it is actually more convenient to discretize the
problem and take the continuum limit at the end. We
thus divide the time interval [ti, tf ] into N infinitesimal
slices of width ǫ = (tf − ti)/N with tk = ti + kǫ (k =
0...N), and xk = x(tk) with x0 := xi, xN := xf . Eq.
(A2) then reads
P (x0, t0;x1, t1...xN , tN ) ∝ e− 12
∑N
k,l=0 xkφ
−1
kl xl , (A9)
and Eq. (A3) is replaced by the matrix equation
N∑
l′=0
φkl′φ
−1
l′l = δk,l . (A10)
Since φ(t) is even, the matrix φkl is symmetric with
φkl = A+e
−(k¯/γ)(tl−tk) +A−e(k¯/γ)(tl−tk) for tl ≥ tk. The
expression of the quadratic form in Eq. (A9) is found
by generalizing the solution obtained for the Ornstein-
Uhlenbeck noise in Ref.[133] (see also [134]), using the
fact that only the boundary terms for k, l = 0, N are dif-
ferent. As can be checked explicitly for small values of
N , the result is
N∑
k,l=0
xkφ
−1
kl xl =
1
A+ −A−
{ N∑
k=1
(xk − e−(k¯/γ)ǫxk−1)2
1− e−2(k¯/γ)ǫ
+
[A+e
−N(k¯/γ)ǫx0 −A−xN ]2
A2+e
−2N(k¯/γ)ǫ −A2−
}
. (A11)
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Expanding in ǫ leads to
(xk − e−(k¯/γ)ǫxk−1)2
1− e−2(k¯/γ)ǫ =
γ
k¯
(xk − xk−1)2
2ǫ
+
1
2
(x2k − x2k−1)
+
k¯
γ
ǫ
x2k + x
2
k−1 + xkxk−1
6
+O(ǫ2)
(A12)
which in the continuum limit ǫ→ 0, N →∞, with Nǫ =
tf − ti, gives
lim
ǫ→0,N→∞
N∑
k=1
(xk − e−(k¯/γ)ǫxk−1)2
1− e−2(k¯/γ)ǫ
=
1
2
∫ tf
ti
dt (
γ
k¯
x˙2t +
d
dt
x2t +
k¯
γ
x2t )
=
1
2γk¯
∫ tf
ti
dt (γx˙+ k¯xt)
2 . (A13)
After using A+−A− = T/k¯, we finally obtain the sought
expression of the path probability:
P(1)st [X] ∝ e−
1
4γT
∫ tf
ti
dt [γx˙t+k¯xt]
2
× e
− k¯2T
[A+e
−(k¯/γ)(tf−ti)xi−A−xf ]
2
A2
+
e
−2(k¯/γ)(tf−ti)−A2− . (A14)
Remarkably, the ‘action’ still looks like an Onsager-
Machlup functional, but with a renormalized spring con-
stant k¯. Moreover, the second exponential factor intro-
duces an explicit dependence on the initial and final mi-
crostates xi and xf that reflects the non-Markovian na-
ture of the process. This factor identifies with pst(xi) ∝
exp[−x2i /(2〈x2〉)] only when τ = 0, as, then, A+ = T/k
and A− = 0.
This exact expression of the path probability may be
compared with the one given in [59] (see Eq. (19) in
this reference) in which the ‘renormalized’ force −k¯x
is replaced by the effective force F tot,st(x) = F (x) +
F fb,st(x) = −k(T/T (0)x )x where T (0)x is the m = 0 limit
of Tx given by Eq. (133). As we already noticed, this
amounts to replacing the original time-delayed Langevin
equation by an effective Markovian equation which yields
the same stationary probability density pst(x) but does
not generate the true trajectories. This invalidates the
analysis of the stochastic thermodynamics performed in
[59].
One can check that Eq. (A14) is indeed the solution
of the integral equation (19). This requires the compu-
tation of the Gaussian path integral over Y for X fixed,
which is a routine but tedious exercise that is not repro-
duced here. (In particular, one needs to solve the Euler-
Lagrange equation that gives the “optimal” pathY
∗
[X].)
On the other hand, it is easy to verify that the station-
ary probability distribution pst(xi) is recovered from the
definition
pst(xi) =
∫
dxf
∫ xf
xi
D[X]P(1)st [X] (A15)
by using the well-known expression of the transition
probability for the Smoluchowski process[77]
∫ xf
xi
D[X]e− 14γT
∫ tf
ti
dt [γx˙t+k¯xt]
2 ∝ e−
k¯
2T
[xf−xie
−(k¯/γ)(tf−ti)]2
1−e
−2(k¯/γ)(tf−ti) .
(A16)
Performing the integration over xf readily yields
pst(xi) ∝ e−
A+−A−
A++A−
k¯x2i
2T ∝ e−
x2i
2〈x2〉 . (A17)
Finally, it is important to recall that Eq. (A14) is only
valid for tf − ti ≤ τ . The key feature that allows us to
solve Eq. (A10) is that the two exponentials in the time-
correlation function φ(t) involve a single characteristic
time γ/k¯. This is no longer true for t > τ . For instance,
in the time interval τ ≤ t ≤ 2τ , one can show that
φ(t) = k′
[ A+
k − k¯ e
−(k¯/γ)(t−τ) +
A−
k + k¯
e(k¯/γ)(t−τ)
]
− 2T
k′
e−
k
γ (t−τ) , (A18)
and computing φ−1kl for tf − ti ≤ 2τ is a daunting task.
For the same reason, we have not succeeded in obtaining
the expression of the path probability for m 6= 0 and
tf − ti ≤ τ because the time-correlation functions involve
two distinct relaxation times, ω−11 and ω
−1
2 , as shown in
Appendix B.
Appendix B: Determination of the effective
temperatures Tx and Tv
Here, we detail the procedure that leads to Eqs. (113)
and (114) for the effective temperatures Tx and Tv. To
this aim, we calculate the stationary time correlation
functions φxx(t) and φvv(t) = −φ¨xx(t) in the time in-
terval 0 ≤ t ≤ τ . The two temperatures are then ob-
tained from the respective mean square amplitudes as
Tx/T = (2/Q0)φxx(0) and Tv/T = (2/Q0)φvv(0) (see
[57] of a similar calculation).
Multiplying Eq. (102) by v(0) and averaging over dis-
order leads to the deterministic differential equation
φ˙vv(t) +
1
Q0
φvv(t) + φvx(t)− g
Q0
φvx(t− τ) = 0 , (B1)
where we have used the fact that 〈v(0)ξ(t)〉 = 0 for t > 0
by causality. After differentiating with respect to t and
using the symmetry relation φvv(t) = φvv(−t), we derive
a closed equation for φvv(t),
φ¨vv(t) +
1
Q0
φ˙vv(t) + φvv(t)− g
Q0
φvv(τ − t) = 0 . (B2)
This implies to restrict the calculation to the time inter-
val 0 ≤ t ≤ τ so that τ − t remains positive. We now
seek a solution of Eq. (B2) in the form
φvv(t) = Av sinω(t− τ
2
) +Bv cosω(t− τ
2
) (B3)
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where ω is a quantity that may be real or complex de-
pending on the values of g and Q0. Inserting this form
into Eq. (B2) leads to the two equations
(1− ω2 − g
Q0
)Bv = − ω
Q0
Av
(1− ω2 + g
Q0
)Av =
ω
Q0
Bv , (B4)
from which we obtain
ω4 − (2− 1
Q20
)ω2 + 1− g
2
Q20
= 0 . (B5)
The roots of this polynomial equation are
ω1,2 =
[
1− 1
2Q20
± 1
Q0
√
∆
]1/2
(B6)
with
∆ = g2 − 1 + 1
4Q20
. (B7)
(Since the final expressions of the temperatures turn out
to be even functions of ω1 and ω2, we only take the posi-
tive sign in front of the square bracket in Eq. (B6).) The
general solution of Eq. (B2) is then a linear combination
of the two particular solutions with frequencies ω1 and
ω2,
φvv(t) = A
(1)
v sinω1(t−
τ
2
) +B(1)v cosω1(t−
τ
2
)
+A(2)v sinω2(t−
τ
2
) +B(2)v cosω2(t−
τ
2
) . (B8)
In order to fully determine φvv(t), we need two ad-
ditional relations. The first one is obtained by taking
the limit t → 0+ in Eq. (B1) and using the symmetry
property φvx(−t) = −φvx(t). This yields
φ˙vv(0
+) +
1
Q0
φvv(0) +
g
Q0
φvx(τ) = 0 . (B9)
The second relation is obtained by multiplying the FP
equation (3) in the stationary case by v2 and then inte-
grating over x and v. This gives
φvv(0) + gφvx(τ) =
Q0
2
. (B10)
(These two relations imply that φ˙vv(0
+) = −1/2). Since
φvx(t) = −φxv(t) = −
∫ t
0 φvv(t
′)dt′, we then obtain after
some algebraic manipulations
2φvv(t) =
ω1[sinω1t− f(ω1) cosω1t]
ω22 − ω21
− ω2[sinω2t− f(ω2) cosω2t]
ω22 − ω21
(B11)
where the function f(ω) is defined by
f(ω) =
ω +
[
Q0(1 − ω2)− g
]
tan(ωτ/2)
Q0(1− ω2)− g − ω tan(ωτ/2) . (B12)
This readily leads to Eq. (114).
Finally, in order to compute 〈x2〉st = φxx(0), we use a
third relation obtained by multiplying the FP equation
by xv and integrating over x and v, which yields
φvv(0)− φxx(0) + g
Q0
φxx(τ) = 0 . (B13)
Substituting φxx(τ) = φxx(0) +
∫ τ
0 φxv(t)dt then gives
the expression of φxx(0). This leads to Eq. (113).
We recall that Eq. (B11) is only valid for t ∈ [0, τ ], but
the expressions of the time-correlation functions in the
successive intervals [τ, 2τ ], [2τ, 3τ ], ... are easily obtained
by solving Eq. (B1).
Appendix C: Stability analysis
In this Appendix, we report the results of the local
stability analysis of the deterministic equation
x¨(t) +
1
Q0
x˙(t) + x(t)− g
Q0
x(t− τ) = 0 (C1)
which is needed to determine the regions of the param-
eter space (Q0, g, τ) in which a stationary solution to
the Langevin equation (102) exists. As indicated in the
main text, the dynamical behavior of Eq. (C1) has
been previously investigated in the case of a negative
feedback[118, 119], with a full characterization of limit
cycles and Hopf bifurcations. We refer the interested
reader to [118] for more details. Here, we extend the de-
termination of the stability domains to the case g > 0
which is relevant to the feedback cooling regime (this
implies that g/Q0 < 1 so that the system is stable for
τ = 0).
The stability analysis amounts to studying the roots
of the characteristic equation obtained by substituting
x = eλt into Eq. (C1)
λ2 +
λ
Q0
+ 1− g
Q0
e−λτ = 0 . (C2)
The mechanism for the loss of stability is that a root of
this equation acquires a positive real part. The stability
curves are thus obtained by substituting λ = iω into Eq.
(C2) and solving the coupled equations
cosωτ =
Q0
g
(1− ω2)
sinωτ = −ω
g
. (C3)
It follows that ω is solution of Eq. (B5) and that τ takes
one of the values
τ∗n,1 =
2
ω1
tan−1
( 1
ω1
[
Q0(1− ω21)− g
])
+ n
2π
ω1
τ∗n,2 =
2
ω2
tan−1
( 1
ω2
[
Q0(1− ω22)− g
])
+ n
2π
ω2
(C4)
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with n = 0, 1, 2, .... It is readily seen from Eq. (B12)
that either f(ω1) or f(ω2) then goes to infinity, which
from Eqs. (113) and (114) makes the effective tempera-
tures Tx and Tv diverge. This leads to dividing the plane
(Q0, g/Q0) into the four regions shown in Fig. 1 of the
main text. These regions correspond to the following four
cases, illustrated by Figs. 13-16 below:
Region 1: g/Q0 < −1. The discriminant ∆ defined by
Eq. (B7) is positive and ω1 is the only real root of Eq.
(B5). The deterministic system is stable for τ < τ∗0,1 and
unstable beyond τ∗0,1. Accordingly, a stationary solution
to Eq. (102) only exists in the interval 0 ≤ τ < τ∗0,1,
as illustrated in Fig. 13 below. We recall that Tx/T →
(1 − g/Q0)−1 as τ → 0 because the spring constant is
modified (see Eq. (125)).
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FIG. 13: Reduced temperatures Tx/T and Tv/T as a func-
tion of τ for Q0 = 2 and g/Q0 = −1.5 (region 1).The two
temperatures (or variances 〈x2〉 and 〈v2〉) diverge at the crit-
ical delay τ∗0,1 ≈ 0.349 beyond which a stationary solution no
longer exists.
Region 2: Q0 <
1
2 and | gQ0 | < 1, or 12 < Q0 < 1√2
and 1Q0
√
1− 1
4Q20
< |g/Q0| < 1. Then ∆ > 0 and ω1
and ω2 are purely imaginary. The system is stable for
all τ ≥ 0 and a stationary solution to Eq. (102) always
exists, as illustrated in Fig. 14. The temperatures go to
finite values as τ →∞,
Tx
T
→ 1
Q0
√
1− g2/Q20
1
Im(ω1 + ω2)
Tv
T
→ 1
Q0
1
Im(ω1 + ω2)
. (C5)
Note that Tv has a non-monotonic behavior as a function
of τ , in contrast with Tx.
Region 3: Q0 >
1
2 and | gQ0 | < 1Q0
√
1− 1
4Q20
. Then ∆ <
0 and ω1 and ω2 are complex conjugates. The system is
stable for all τ ≥ 0 and a stationary solution to Eq. (102)
always exists, as illustrated in Fig. 15. The temperatures
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FIG. 14: (Color on line) Same as Fig. 13 for Q0 = 0.25,
g/Q0 = 0.6 (solid black line) and g/Q0 = −0.6 (dashed red
line) (region 2). Tx/T and Tv/T tend to ≈ 1.27 and ≈ 1.01,
respectively, as τ →∞, as predicted by Eqs. (C5).
go to finite values as τ →∞,
Tx
T
→ 1
2Q0
√
1− g2/Q20
1
Im(ω1)
Tv
T
→ 1
2Q0
1
Im(ω1)
. (C6)
The peaks in the effective temperatures (or the variances
〈x2〉 and 〈v2〉) becomes more and more pronounced as
Q0 increases and one approaches the boundary with re-
gion 4: in this respect, these peaks (called ‘destabilization
resonances’ in [57]) may be viewed as remnants of the os-
cillatory instability points (Hopf bifurcation points) that
exist in region 4.
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FIG. 15: (Color on line) Same as Fig. 13 for Q0 = 2,
g/Q0 = 0.45 (solid black line) and g/Q0 = −0.45 (dashed
red line) (region 3). Tx/T and Tv/T tend to ≈ 2.95 and
≈ 2.63, respectively, as τ →∞, as predicted by Eqs. (C6)
Region 4: Q0 >
1√
2
and 1Q0
√
1− 1
4Q20
< | gQ0 | < 1.
Then ∆ > 0 and both ω1 and ω2 are real. This gives rise
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to multistability with a characteristic “Christmas tree”
stability diagram (see Fig. 2 in the main text), i.e., an
increasing sequence of critical delays ordered as follows,
τ∗0,1 < τ
∗
0,2 < τ
∗
1,1 < τ
∗
1,2 < ... < τ
∗
n−1,1 < τ
∗
n−1,2 < τ
∗
n,1
(C7)
up to a certain integer n. As τ varies from 0 to τ∗n,1, the
deterministic system switches from stability to instability
and back to stability 2n + 1 times, and is unstable for
τ > τ∗n,1. A stationary solution to Eq. (102) only exists
inside the stability domains, as illustrated in Fig. 16
(note that τ∗0,1 and τ
∗
0,2 are negative for g > 0 so that the
series starts at τ∗1,1).
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FIG. 16: Same as Fig. 13 for Q0 = 2 and g/Q0 = 0.55
(region 4). The stationary solution disappears at the critical
delays τ∗1,1 ≈ 4.19, τ∗2,1 ≈ 10.08, τ∗3,1 ≈ 15.98 and exists again
at τ∗1,2 ≈ 7.01, τ∗2,2 ≈ 15.03. There is no stationary solution
beyond τ∗3,1.
Appendix D: Poles of χ˜(s) and branch cuts for the
function ln χ˜(s)/χg=0(s)
In this Appendix we study the location of the poles
of χ˜(s) in the complex s-plane as a function of the
system’s parameters and we determine the correspond-
ing branch cuts that define the single-valued function
ln χ˜(s)/χg=0(s) in Eq. (155). For brevity, the study is
restricted to the case g > 0.
From Eq. (157), the poles of χ˜(s) (with s = σ + iω)
are solutions of the coupled equations
g
Q0
eστ cos(ωτ) = σ2 +
σ
Q0
+ 1− ω2 (D1a)
g
Q0
eστ sin(ωτ) = 2ω(σ +
1
2Q0
) . (D1b)
These equations have a (countably) infinite set of solu-
tions which are either real (ω = 0) or complex conjugates
(ω 6= 0). In the first case, σ is solution of
g
Q0
eστ = σ2 +
σ
Q0
+ 1 (D2)
which has 1, 2 or 3 roots for g > 0. In the second case,
Eq. (D1b) can be solved for σ to obtain
σ = − 1
2Q0
− 1
τ
W (−g τ sin(ωτ)
2Q0 ω
e−τ/(2Q0)) (D3)
where W is the Lambert function of order 0 or of order
−1 (denoted respectively W0 and W−1) depending on
whether σ is smaller or larger than 1/τ − 1/(2Q0)[135].
Substituting Eq. (D3) into Eq. (D1a) then yields a tran-
scendental equation for ω that must be solved numeri-
cally. Observe that the combination of Eqs. (D1a) and
(D1b) yields a quadratic polynomial in ω2: as a result,
there exist at most two pairs of complex conjugate poles
with the same real part σ.
When g/Q0 is small, one can expand Eqs. (D1) in
Taylor series in g, which gives
σ± =σ±0 + g
eτσ
±
0
1 + 2Q0σ
±
0
+O(g2)
ω =0 (D4)
for Q0 ≤ 1/2 (with σ±0 given by Eq. (143)) and
σ = − 1
2Q0
+ g
e−τ/(2Q0)√
4Q20 − 1
sin(
τ
2Q0
√
4Q20 − 1) +O(g2)
ω = ± 1
2Q0
√
4Q20 − 1∓ g
e−τ/(2Q0)√
4Q20 − 1
sin(
τ
2Q0
√
4Q20 − 1)
+O(g2) (D5)
for Q0 ≥ 1/2. This category of poles is thus obtained by
continuously shifting the poles s+0 and s
−
0 of the causal
response function χg=0(s). When they are complex con-
jugates (for Q0 > 1/2), they are given by the solution of
Eq. (D3) involving the branch W0 of the Lambert func-
tion. In addition, there also exists a second category of
poles that appear nonperturbatively, with a real part of
the order of − log(g) as g → 0. These poles are either
real or complex conjugates and then given by the solution
of Eq. (D3) involving the branch W−1 of the Lambert
function.
So long as g/Q0 is small, there are only two poles of the
first category on the left-hand side of the complex s-plane
(Re(s) < 0) and an infinity of poles of the second cate-
gory on the right-hand side (Re(s) > 0). The situation
becomes more complicated as g increases and depends on
the values of Q0 and τ : poles can move from the left-hand
side to the right-hand side of the complex plane or vice-
versa, new poles appear, and poles may cross each other.
Such effects are nonperturbative and take also place if
one varies τ at a fixed value of g. Complex conjugate
poles given by the branch W0, or their real counterparts,
will be referred to as poles of “type 0”: this generalizes
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the first category of poles encountered at small g/Q0 in
perturbative expansions (see above). On the other hand,
complex conjugate poles obtained from the branch W−1,
or their real counterparts, will be referred to as poles of
“type 1”: they generalize the above second category of
poles appearing at small g/Q0 nonperturbatively.
The behavior may be rather intricate as illustrated by
Fig. 17 which corresponds to an oscillator functioning
in the second stability lobe for Q0 = 34.2 and g/Q0 =
0.25 (see Fig. 11 in the main text). This figure shows
the evolution as a function of τ of the real part of the
two sets of poles that are closest to the imaginary axis.
One observes that for 7 < τ . 7.15, there is one pair of
(conjugate) poles of type 0 and one pair of (conjugate)
poles of type 1. Then, for τ & 7.15, all poles become of
type 0 and the real parts cross each other for τ ≈ 7.9.
Note also that one pair of poles moves from the left-
hand side to the right-hand side of the complex plane as
τ increases whereas the other one goes in the opposite
direction.
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FIG. 17: (Color on line) Evolution with τ of the real part of
the two pairs of poles of χ˜(s) that are closest to the imaginary
axis. Here, Q0 = 34.2 and g/Q0 = 0.25 and only the second
stability lobe is considered (see Fig. 11 of the main text).
The poles are of type 0 (solid black lines), except for a small
interval 7 < τ . 7.15 where one pair of poles is of type 1
(dashed red line).
Once the poles of χ˜(s) (and thus the branch points
of ln χ˜(s)/χg=0(s)) are determined, we need to intro-
duce cuts that connect them pairwise. This amounts
to studying the real and imaginary parts of the function
χ˜(s)/χg=0(s), which from Eqs. (156) and (157) are given
by
Σ(σ, ω) = 1 + geστ×
cosωτ [Q0(ω
2 − σ2)−Q0 − σ]− ω sin(ωτ)(1 + 2Q0σ)
Q0ω4 +
1
2 [(1 + 2Q0σ)
2 + 1− 4Q20]ω2 + (Q0σ2 +Q0 + σ)2
(D6)
and
Ω(σ, ω) = geστ
× ω cosωτ(1 + 2Q0σ) + sin(ωτ)[Q0(ω
2 − σ2)−Q0 − σ]
Q0ω4 +
1
2 [(1 + 2Q0σ)
2 + 1− 4Q20]ω2 + (Q0σ2 +Q0 + σ)2
,
(D7)
respectively. Since we are dealing with the principal
value of the logarithm (with the argument in (−π, π]), the
branch cuts are defined by Ω(σ, ω) = 0 and Σ(σ, ω) < 0.
Extensive numerical investigations for various values
of Q0, g, τ in regions 2, 3, 4 of the parameter space (see
Fig. 1 in the main text) lead to the following conclusions,
illustrated schematically in Fig. 4 in the main text:
• the poles of type 0 have a smaller real part than
any pole of type 1,
• the branch cuts originating from the poles of type
1 go all the way to +∞,
• when there are several poles of type 0, the branch
cuts originating from the poles with the largest real
part also go to +∞,
• the two branch cuts originating from the poles s±0
of χg=0(s) connect them to the leftmost poles of
type 0 (this is also valid if the poles are real).
From this analysis, we conclude that the Bromwich
contour Re(s) = c must be placed as illustrated in Fig.
(4) in the main text. There is no alternative choice. In
this regards, the third conclusion is crucial, since it tells
us what to do in the situation depicted above in Fig.
17 when poles of type 0 cross. In this latter case the
behavior of S˙J is nonanalytic as a function of g or τ :
one must indeed consider only the leftmost pair of poles
of type 0, whose identity changes after the crossing point.
However, since Eq. (160) only involves the real part of
the poles, this implies only a linear cusp in S˙J and not a
discontinuity. This is the origin of the cusp found in the
second instability lobe in Fig. 11 of the main text.
Appendix E: “Acausal” response function χ˜(t)
An acausal response function χ˜(t) can tentatively be
defined by the inverse Laplace transform of χ˜(s): see Eq.
(161) of the main text.
Since χ˜(s) = (Q0/g)e
−sτψ(s)/[1 − ψ(s)], χ˜(t) is solu-
tion of the integral equation
χ˜(t)−
∫ t+τ
−∞
dt′ χ˜(t′)ψ(t− t′) = Q0
g
ψ(t− τ) (E1)
which would be a Volterra integral equation of the second
kind if the upper limit in the integration were t instead
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of t + τ (as a consequence of Eq. (150)). χ˜(t) is also
solution of the second-order differential equation
¨˜χ(t) +
1
Q0
˙˜χ(t) + χ˜(t)− 1
Q0
χ˜(t+ τ) = δ(t) , (E2)
and χ˜(t−t′) = 〈x(t)ξ(t′)〉 with x(t) solution of the acausal
Langevin equation (136).
The acausal character of Eq. (E1) introduces unusual
properties with respect to causal Volterra equations: i)
it has an infinite number of solutions (or none at all),
and ii) these solutions may be unbounded as t → +∞
or t → −∞. However, by fixing the Bromwich contour,
which essentially amounts to fixing the ROC of χ˜(s), we
have selected a unique solution. In particular, by dif-
ferentiating Eq. (155) with respect to g and using Eq.
(160), we derive that
χ˜(τ) = Q0
∂S˙J
∂g
= Q0
∂(s˜+ + s˜−)
∂g
. (E3)
The behavior of χ˜(t) for t ≥ 0 is obtained from the
property that there are only 2 poles, s˜+ and s˜−, to the
left of the ROC of χ˜(s). The inverse Laplace transform in
Eq. (161) of the main text can thus be computed by clos-
ing the contour to the left with a large semi-circle (with
radius taken to infinity). The only singularities inside
the contour are the two poles s˜± and the residues at the
poles then give χ˜(t) in the form of a linear combination
of es˜
+t and es˜
−t. On the other hand, when t→ −∞, the
asymtotic behavior of χ˜(t) is dominated by the pole(s),
say s˜
(2)
± , that are the closest to the ROC on its right:
this leads to an asymptotic dependence in es˜
(2)
± t. Some
illustrative examples of the behavior of χ˜(t) are shown in
Figs. 18-20.
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FIG. 18: Acausal response function χ˜(t) versus time for Q0 =
2, g/Q0 = 0.55 and τ = 1.2. χ˜(s) has no poles on the left-hand
side of the complex plane. The poles s˜± ≈ 0.0394 ± 0.847 i
and s˜(2) ≈ 1.977 on the right-hand side control the behavior
of χ˜(t) for t ≥ 0 (hence the oscillations and the diverging time
dependence) and t → −∞ (hence the rapid decay to zero),
respectively. The ROC of χ˜(s) is defined by σmin = Re(s˜
±) <
Re(s) < σmax = s˜
(2).
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FIG. 19: Acausal response function χ˜(t): Same as Fig.
18 for τ = 8. χ˜(s) has 4 poles on the left-hand side of
the complex plane. The poles s˜± ≈ −0.187 ± 0.958 i and
s˜
(2)
± ≈ −0.033 ± 0.967 i control the behavior of χ˜(t) for t ≥ 0
(hence the oscillation and the asymptotic decay to zero) and
t → −∞ (hence the oscillations and the diverging asymp-
totic behavior), respectively. The ROC of χ˜(s) is defined by
σmin = Re(s˜
±) < Re(s) < σmax = Re(s˜
(2)
± ).
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FIG. 20: Acausal response function χ˜(t): Same as Fig. 18 for
g/Q0 = 0.45 and τ = 10. The poles s˜
± ≈ −0.257 ± 0.984 i
and s˜
(2)
± ≈ 0.0407 ± 0.692 i control the behavior of χ˜(t) for
t ≥ 0 and t → −∞, respectively. Note the cusp behavior for
t = 0 and the weaker singularities for −τ,−2τ, etc.
Note finally that χ˜(t) is not C∞ at t = 0,−τ,−2τ, etc.,
as can be easily seen by differentiating Eq. (E1) twice:
this is more clearly seen in Fig. 20.
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