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Lagrangian approach to global well-posedness of the viscous
surface wave equations without surface tension
Guilong Gui ∗
Abstract
In this paper, we revisit the global well-posedness of the classical viscous surface waves
in the absence of surface tension effect with the reference domain being the horizontal
infinite slab, for which the first complete proof was given in Guo-Tice (2013, Analysis and
PDE) via a hybrid of Eulerian and Lagrangian schemes. The fluid dynamics are governed
by the gravity-driven incompressible Navier-Stokes equations. Even though Lagrangian
formulation is most natural to study free boundary value problems for incompressible
flows, few mathematical works for global existence are based on such an approach in the
absence of surface tension effect, due to breakdown of Beale’s transformation. We develop
a mathematical approach to establish global well-posedness based on the Lagrangian
framework by analyzing suitable ”good unknowns” associated with the problem, which
requires no nonlinear compatibility conditions on the initial data.
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1 Introduction
1.1 Formulation in Eulerian Coordinates
We consider in this paper the global existence of time-dependent flows of an viscous incom-
pressible fluid in a moving domain Ω(t) with an upper free surface ΣF (t) and a fixed bottom
ΣB 
∂tu+ (u · ∇)u+∇p− ν∆u = −g e1 in Ω(t),
∇ · u = 0 in Ω(t),
(p I− νD(u))n(t) = patmn(t) on ΣF (t),
V(ΣF (t)) = u · n(t) on ΣF (t),
u|ΣB = 0,
(1.1)
where we denote n(t) the outward-pointing unit normal on ΣF (t), I the 3×3 identity matrix,
(Du)ij = ∂iuj + ∂jui the symmetric gradient of u, the constant g > 0 the strength of gravity
(usually taking g = 1 without loss of generality), and ν > 0 the coefficient of viscosity. The
tensor (pI−νD(u)) is known as the viscous stress tensor. Equation (1.1)1 is the conservation
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of momentum, where gravity is the only external force; the second equation in (1.1) means
the fluid is incompressible; Equation (1.1)3 means the fluid satisfies the kinetic boundary con-
dition on the free boundary ΣF (t), where patm stands for the atmospheric pressure, assumed
to be constant. the kinematic boundary condition (1.1)4 states that the free boundary ΣF (t)
is moving with speed equal to the normal component of the fluid velocity; (1.1)5 implies that
the fluid is no-slip, no-penetrated on the fixed bottom boundary. Here the effect of surface
tension is neglected on the free surface.
The problem can be equivalently stated as follows. Given an initial domain Ω0 ⊂ R
3
bounded by a bottom surface ΣB , and a top surface ΣF (0), as well as an initial velocity field
u0, where the upper boundary does not touch the bottom, we wish to find for each t ∈ [0, T ]
a domain Ω(t), a velocity field u(t, ·) and pressure p(t, ·) on Ω(t), and a transformation
η¯(t, ·) : Ω0 → R
3 so that
Ω(t) = η¯(t,Ω0), η¯(t,ΣB) = ΣB,
∂tη¯ = u ◦ η¯,
∂tu+ (u · ∇)u+∇p− ν∆u = −g e1 in Ω(t),
∇ · u = 0 in Ω(t),
(p I− νD(u))n(t) = patmn(t) on ΣF (t),
u|ΣB = 0,
u|t=0 = u0, η¯|t=0 = x
(1.2)
For convenience, it is natural to subtract the hydrostatic pressure from p in the usual way
by adjusting the actual pressure p according to p˜ = p+ g x1 − patm, and still denote the new
pressure p˜ by p for simplicity, so that after substitution the gravity term in (1.2)3 and the
atmospheric pressure term in (1.2)5 are eliminated. A gravity term appears in (1.2)5.
The conditions on the initial domain Ω0 are as follows: Let the equilibrium domain Ω ⊂ R
3
be the horizontal infinite slab
Ω = {x = (x1, xh)| − b < x1 < 0, xh ∈ R
2} (1.3)
with the bottom Σb = {x1 = −b} and the top surface Σ0 = {x1 = 0}, where b will be the
depth of the fluid at infinity. We assume that Ω0 is the image of Ω under a diffeomorphism
σ : Ω → Ω0, where σ(Σb) = ΣB, σ(Σ0) = ΣF (0), σ is of the form σ(x) = x + ξ0(x),
ξ0 ∈ H˚
2,Σ0
tan,N−1(Ω) (to be defined later) with N ≥ 3.
1.2 Known results
There are two methods used to solve this viscous surface problem: the first one is Lagrangian
coordinates transformation, and the other is the flattening transformation introduced by
Beale [6].
In Lagrangian coordinates, the geometry of the domain is encoded in the flow map η :
(0, T ) × Ω0 → Ω(t) satisfying ∂tη¯(t, x) = v(t, x) which gives the trajectory of a particle
located at x ∈ Ω0 = Ω(0) at t = 0, where v = u ◦ η¯ is the Lagrangian velocity field in the
fixed domain Ω0 with u being the Eulerian velocity field in the moving domain Ω(t). The
Lagrangian pressure is q = p ◦ η¯ for p the pressure in Eulerian coordinates.
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By using Lagrangian coordinates transformation, Solonnikov [13] proved the local well-
posedness of this viscous surface problem in Ho¨lder spaces for the fluid motion in a bounded
domain whose entire boundary is a free surface. For the fluid motion in a horizontal infinite
domain in this paper, Beale [5] obtained the local well-posedness in L2-based space-time
Sobolev spaces under the assumption with necessary compatibility condition, which was
extended to Lp-based space-time Sobolev spaces by Abels [1]. The local well-posedness in [5]
showed that, given v0 = u0 ∈ H
r−1(Ω0) for r ∈ (3, 7/2), there exists a unique solution on a
time interval (0, T ), so that u ∈ Kr((0, T ) × Ω0), where
Kr((0, T ) × Ω0) := H
0((0, T );Hr(Ω0)) ∩H
r/2((0, T );H0(Ω0)). (1.4)
It also showed [5] that, if the initial domain Ω0 is the image of the equilibrium domain Ω
given by (1.3) under a diffeomorphism σ : Ω→ Ω0 with σ(x) = x+ ξ0(x), then, for any fixed
0 < T <∞, there exists a collection of sufficiently small data so that a unique solution exists
on (0, T ) and so that the solutions depend analytically on the data, where the flow map is
modified by η = Id + ξ
def
= η¯ ◦ σ¯. This result suggests that solutions should exist globally
in time for small data. If global solutions do exist, it is natural to expect that the solutions
should approach equilibrium as t→ +∞, and therefore ξ(t) should have a limiting value such
that
ξ1(∞) = 0 on Σ0. (1.5)
However, Beale gave the negative answer to the global well-posedness in [5]. As a mat-
ter of fact, he proved a non-decay theorem which showed that a reasonable extension to
small-data global well-posedness with decay of the free surface fails. More precisely, for
r ∈ (3, 7/2), let K
r
(R+,Ω) the space of (v, q) such that v ∈ Kr(R+,Ω), ξ ∈ Kr−
3
2 (R+,Σ0),
∇ q ∈ Kr−2(R+,Ω), and also v ∈ L1(R+;Hr(Ω)), there exists certain θ ∈ Hr0(Ω) so that there
cannot exist a curve (v(ǫ), q(ǫ)) ∈ K
r
(R+,Ω) , defined for ǫ near 0, such that the system (1.1)
hold with ξ0(ǫ) = ǫθ, v0 = 0, ξ(t = +∞) = 0 on Σ0 holds for each ǫ, and v(ǫ) is of the form
v(ǫ) = ǫv(1) + ǫ2v(2) +O(ǫ3). Let us mention that the extra condition v ∈ L1(R+;Hr(Ω)) in
(v, q) ∈ K
r
(R+,Ω) is included so that ξ(∞) is meaningful. In the discussion of this result,
Beale pointed out that it does not imply the non-existence of global-in-time solutions, in
particular by using Lagrangian approach, but rather that establishing global-in-time results
requires weaker or different hypotheses than those imposed in the non-decay theorem.
In order to get the global well-posedness of the viscous surface problem, Beale [6] turned
to introduce another method—the flattening transformation to successful solve the viscous
surface problem with surface tension in the space-time Sobolev spaces. Such a viscous surface
problem (without surface tension) was studied by Sylvester [14] and Tani-Tanaka [16] in
the Beale-Solonnikov functional framework, where higher regularity and more compatibility
conditions were required.
Recently, by using the flattening transformation, Guo and Tice [9, 10] employed the geo-
metric structure in the Eulerian coordinates to study the local well-posedness of the system
(1.1) in Sobolev spaces for small initial data, and then introduced the two-tiered energy
method to get the algebraic decay rate of the solutions, which leads to the construction of
global-in-time solutions to the surface wave problem (1.1). We mention that, in this new
framework, the two-tiered energy method couples the decay of low-order energy and the
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boundedness of high-order energy, where higher regularity and more compatibility condi-
tions, as well as low horizontal regularity of the solutions were needed, which also avoids to
contradict Beale’s non-decay theorem. Wang, Tice, and Kim [17] also considered the global
well-posedness and decay for two layers compressible fluid by using this two-tiered energy
method. Wu [18] extended their local well-posedness result from small data to general data.
More recently, Ren, Xiang and Zhang [15] proved the local well-posedness of the viscous sur-
face wave equation in low regularity Sobolev spaces, where only the first-order time-derivative
of the velocity is involved in the compatibility condition, but the global existence of the so-
lution is left open.
Beale and Nishida studied the decay properties of solutions to viscous surface waves with
surface tension in [7], and then Hataya [11] gave a complete proof to their decay estimates: if
ξ0 ∈ L
1(Ω) and initial data is small, the global smooth solution to the viscous surface waves
with surface tension has the optimal (upper) decay rate ‖u(t)‖H2 . (1 + t)
−1, which means
the decay of ‖u(t)‖H2 is not fast enough to guarantee that u ∈ L
1([0,∞);H2(Ω)). This result
also suggests that, for the solution u to the viscous surface waves without surface tension,
its norm ‖u‖L1([0,∞);H2(Ω)) may still blow-up. In effect, with the additional low horizontal
regularity assumption on the small initial data, Guo and Tice [10] got the global smooth
solution with the decay rate ‖u‖C2(Ω) . (1+ t)
−1−ǫ0 for some positive constant ǫ0. From this,
the norm ‖u‖L1([0,∞);C2(Ω)) does not blow up, but the quantity ‖u‖L1([0,∞);H2(Ω)) may.
1.3 Our goal and ideas
Motivated by Beale’s remark on the non-decay theorem in [5], it is of interest to know whether
the Lagrangian approach works on the study of the global well-posedness of the viscous surface
waves without surface tension. So far as I know, even though Lagrangian formulation is quite
direct approach to study free boundary value problems for incompressible flows, there are
few mathematical works for global existence based on such an approach. On the other hand,
in previous works, the global well-posedness was established for the initial data which has
high normal regularity and some compatibility conditions in terms of the time-derivatives of
the velocity on the initial data are needed. Usually, it is difficult to verify the valid of the
compatibility condition in terms of the time-derivatives of the velocity, which is essentially
some type of the nonlinear compatibility conditions from the momentum equation in (1.1).
Suppose we considered the Navier-Stokes equations in the fixed domain Ω with the condition
u = 0 on ∂Ω, for small initial velocity u0, Heywood [12] investigated the unique, global
solvability to this system without any compatibility conditions in terms of ∂tu on the initial
data. In the present case, a natural and important question is whether a corresponding well-
posedness result can be obtained with low normal regularity and without any compatibility
conditions in terms of the time-derivatives of the velocity (nonlinear compatibility conditions)
on the initial data.
The aim of this paper is to employ the Lagrangian approach to study the global well-
posedness of the viscous surface waves under the assumptions of low normal regularity and
no any compatibility conditions in terms of the time-derivatives of the velocity on the initial
data.
Let us explain our main ideas to get the global well-posedness of the viscous surface waves
without surface tension.
As mentioned above, in the proof of Beale’s non-decay theorem [5], to make η(∞)|Σ0 = 0
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meaningful, Beale introduced the space-time Sobolev spaceK
r
(R+,Ω) in which the additional
condition v ∈ L1(R+;H2(Ω)) is required, in particular, the quantity ‖v(t)‖L2(Ω) should be
globally integral with respect to the time t ∈ R+. While inspired by the optimal decay rate
‖v(t)‖H2 . (1 + t)
−1 for the solution u to the the viscous surface waves with surface tension
under the assumption η0 ∈ L
1(Ω), it is natural to expect that the solution v to the the viscous
surface waves without surface tension also satisfies the optimal decay rate ‖v(t)‖L2 . (1+t)
−1
if η0 ∈ L
1(Ω), which means that the condition v ∈ L1(R+;L2(Ω)) will be not satisfied in any
case. Therefore, the condition v ∈ L1(R+;L2(Ω)) is not essential to get Beale’s non-decay
theorem. In effect, we will give a modified non-decay theorem (Theorem 3.2 below) where the
conditions Λ˙σ0h v ∈ L
1([0,+∞);H2tan,2(Ω)) and Λ˙hv ∈ L
2([0,+∞);H1tan,3(Ω)) for some positive
σ0 ∈ (0, 1) are required, which makes η1(∞)|Σ0 = 0 meaningful in (1.5), while η(∞) = 0 may
not. Due to the Sobolev embedding theorem, the condition Λ˙σ0h v ∈ L
1([0,+∞);H2tan,2(Ω))
ensures that ‖∇ v(t)‖L∞(Ω) belongs to L
1(R+t ), from this, it may guarantee the propagation
of horizontal regularities of the velocity as well as its smallness, which plays a key role in the
study of the global well-posedness of the the viscous surface waves. Proceed analogously to the
proof of the optimal decay ‖v(t)‖L2 . (1+ t)
−1 whence η0 ∈ L
1(Ω) in [7, 11], we may expect
to get that ‖Λ˙σ0h v‖L2(Ω)) . (1+ t)
−(σ0+λ) if Λ˙−λh η0 ∈ L
2(Ω) with λ ∈ (0, 1). As a consequence,
the requirement on the low horizontal regularity Λ˙−λh η0 ∈ L
2(Ω) with λ > 1 − σ0 ∈ (0, 1)
is necessary to guarantee the condition Λ˙σ0h v ∈ L
1([0,+∞);H2tan,2(Ω)), which also implies
that the initial condition Λ˙−λh η0 ∈ L
2(Ω) contradicts the choice of the initial data in Beale’s
non-decay theorem. With low horizontal regularity assumptions on the initial data, we will
employ Guo-Tice’s two-tiered energy method to study the decay estimates of the solution.
Without any compatibility conditions in terms of the time-derivatives of the velocity on the
initial data, we should avoid using the energy in terms of ∂tv and its derivatives. In this case,
to close the nonlinear energy estimates, we will first introduce four good unknowns replacing
∇v and the pressure q, which plays a crucial role in the proof of our main theorem about the
global well-posedness of the system (1.1).
1.4 Plan of the paper
The rest of the paper is organized as follows. Section 2 gives some equivalent formulations of
the viscous surface waves (1.1) in Lagrangian coordinates, and introduces four new variables
according to the kinetic boundary condition (1.1)3 in (1.1). In Section 3, we define the
energy and the dissipation, and state the main result of our paper. We first recall, in Section
4, some necessary estimates, and then derive the basic estimates in terms of the flow map.
Then, in Section 5, we apply the four new good unknowns introduced first in the paper to get
energy estimates of the horizontal derivatives of the velocity. Second normal derivatives of the
velocity as well as their more horizontal regularities are showed by using the Stokes estimates
in Section 6. As a consequence, the total energy estimates are stated in Section 7. Finally,
in Section 8, we complete the proof of our main theorem about the global well-posedness of
the system (1.2). In Appendix, we give the proof of the modified non-decay theorem.
1.5 Notations
Let us end this introduction by some notations that will be used in all that follows.
For operators A,B, we denote [A;B] = AB − BA to be the commutator of A and B.
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We denote 1 + t by 〈t〉. For a . b, we mean that there is a uniform constant C, which may
be different on different lines, such that a ≤ Cb. The notation a ∼ b means both a . b
and b . a. Throughout the paper, the subscript notation for vectors and tensors as well as
the Einstein summation convention has been adopted unless otherwise specified, Einsteins
summation convention means that repeated Latin indices i, j, k, etc., are summed from 1 to
3, and repeated Greek indices α, β, γ, etc., are summed from 2 to 3.
We introduce the operator P(∂h) to denote the horizontal derivatives of some functions,
here P(∂h) is a pseudo-differential operator with the symbol P(ςh) depending only on the
horizontal frequency ςh = (ς2, ς3)
T , that is,
P(∂h)f(x1, xh) := F
−1
ςh→xh
(
P(ςh)Fxh→ςh(f(x1, xh))
)
. (1.6)
In particular, we denote Λ˙sh (or Λ
s
h) the homogeneous (or nonhomogeneous) horizontal differ-
ential operator with the symbol |ςh|
s (or 〈ςh〉
s) respectively, where s ∈ R, 〈ςh〉
def
= (1+|ςh|
2)1/2.
2 Formulation in Lagrangian Coordinates
2.1 Derivation of the system in fluid in Lagrangian coordinates
The quite direct approach used to solve the system (1.1) is Lagrangian. Let us now introduce
the Lagrangian coordinates in which the free boundary becomes fixed.
1. The flow map:
Let η
def
= η¯ ◦ σ¯ be a position of the fluid particle x in the equilibrium domain Ω at time t
so that {
d
dtη(t, x) = u(t, η(t, x)), t > 0, x ∈ Ω,
η|t=0 = x+ ξ0(x), x ∈ Ω,
(2.1)
then the displacement ξ(t, x)
def
= η(t, x)− x satisfies{
d
dtξ(t, x) = u(t, x+ ξ(t, x)),
ξ|t=0 = ξ0.
(2.2)
We define Lagrangian quantities the velocity v and the pressure q in fluid as (where x =
(x1, x2, x3)
T ∈ Ω):
v(t, x)
def
= u(t, η(t, x)), q(t, x)
def
= p(t, η(t, x)).
Denote the Jacobian of the flow map η by J
def
= det(Dη), where
Dη =
 1 + ∂1ξ1 ∂2ξ1 ∂3ξ1∂1ξ2 1 + ∂2ξ2 ∂3ξ2
∂1ξ
3 ∂2ξ
3 1 + ∂3ξ
3
 .
Define A
def
= (Dη)−T , then according to definitions of the flow map η and the displacement
ξ, we may get the identities:
Aki ∂kη
j = Ajk∂iη
k = δji , ∂k(JA
k
i ) = 0, ∂iη
j = δji + ∂iξ
j, Aji = δ
j
i −A
k
i ∂kξ
j. (2.3)
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Set aij
def
= J Aji , the explicit form of the entries of the matrix J A can be found from the
definition of A that
a11 = (1 + ∂2ξ
2)(1 + ∂3ξ
3)− ∂2ξ
3∂3ξ
2, a12 = −(∂1ξ
2 + ∂1ξ
2∂3ξ
3 − ∂1ξ
3∂3ξ
2),
a13 = −(∂1ξ
3 + ∂1ξ
3∂2ξ
2 − ∂1ξ
2∂2ξ
3), a21 = −(∂2ξ
1 + ∂2ξ
1∂3ξ
3 − ∂2ξ
3∂3ξ
1),
a22 = (1 + ∂1ξ
1)(1 + ∂3ξ
3)− ∂1ξ
3∂3ξ
1, a23 = −(∂2ξ
3 + ∂2ξ
3∂1ξ
1 − ∂1ξ
3∂2ξ
1),
a31 = −(∂3ξ
1 + ∂3ξ
1∂2ξ
2 − ∂2ξ
1∂3ξ
2), a32 = −(∂3ξ
2 + ∂3ξ
2∂1ξ
1 − ∂1ξ
2∂3ξ
1),
a33 = (1 + ∂1ξ
1)(1 + ∂2ξ
2)− ∂1ξ
2∂2ξ
1.
(2.4)
If the displacement ξ is sufficiently small in an appropriate Sobolev space, then the flow
mapping η is a diffeomorphism from Ω to Ω(t), which makes us to switch back and forth from
Lagrangian to Eulerian coordinates.
Simple computation implies that
J = 1 +∇ · ξ + B00 + B000
with
B00 := ∂1ξ
1∇h · ξ
h − ∂1ξ
h · ∇hξ
1 +∇⊥h ξ
2 · ∇hξ
3,
B000 := ∂1ξ
1∇⊥h ξ
2 · ∇h ξ
3 + ∂1ξ
2∇⊥h ξ
3 · ∇h ξ
1 + ∂1ξ
3∇⊥h ξ
1 · ∇h ξ
2
with ∇h
def
= (∂x2 , ∂x3)
T , ∇⊥h
def
= (−∂x3 , ∂x2)
T and then ∇⊥h f · ∇h g = −∇
⊥
h g · ∇h f .
2. Derivatives of J and A in Lagrangian coordinates
Next, we give some useful equations which we often use in what follows.
Since A(Dη)T = I, differentiating it with respect to t and x once yields
∂tA
j
i = −A
j
kA
m
i ∂mv
k, ∂sA
j
i = −A
j
kA
m
i ∂m∂sξ
k, (2.5)
where we used the fact ∂tη = v in the first equation in (2.5). Whence differentiate the
Jacobian determinant J , we get
∂tJ = JA
j
i∂jv
i, ∂kJ = JA
j
i∂j∂kξ
i. (2.6)
Moreover, it is easy to verify the following Piola identity:
∂j(JA
j
i ) = 0 ∀ i = 1, 2, 3. (2.7)
Here and in what follows, the subscript notation for vectors and tensors as well as the Einstein
summation convention has been adopted unless otherwise specified.
3. Navier-Stokes equations in Lagrangian coordinates
Under Lagrangian coordinates, we may introduce the differential operators with their
actions given by (∇Af)i = A
j
i∂jf , DA(v) = ∇Av + (∇Av)
T , ∆Af = ∇A · ∇Af , so the
Lagrangian version of the system (1.1) can be written on the fixed reference domain Ω as
∂tξ = v in Ω,
∂tv +∇A q − ν∇A · DA(v) = 0 in Ω,
∇A · v = 0 in Ω,
(q − ξ1)N − νDA(v)N = 0 on Σ0,
v|Σb = 0,
ξ|t=0 = ξ0, v|t=0 = v0,
(2.8)
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where n0 = (1, 0, 0)
T is the outward-pointing unit normal vector on the interface Σ0, N :=
JAn0 stands for the outward-pointing normal vector on the moving interface ΣF (t).
2.2 The incompressibility condition
In the fluid, under the assumption J 6= 0, the incompressibility condition ∇A · v = 0 is
equivalent to the equation ∇JA · v = 0, which implies that the incompressibility condition
∇JA · v = 0 implies
a11∂1v
1 + a21∂1v
2 + a31∂1v
3 = −∇h · v
h + Bα4,i∂αv
i
with
Bα4,i∂αv
i def= −a1β∂βv
1 − (a22 − 1)∂2v
2 − a23∂3v
2 − a32∂2v
3 − (a33 − 1)∂3v
3. (2.9)
Hence, the incompressibility condition ∇A · v = 0 is equivalent to the linearized form of the
divergence-free condition that
∇ · v = −a˜α 1∂1v
α + Bα5,i∂αv
i (2.10)
with
a˜21 := a
−1
11 a21, a˜31 := a
−1
11 a31,
Bα5,i∂αv
i def= −a−111 a1β∂βv
1 − a−111 (a22 − a11)∂2v
2
− a−111 a23∂3v
2 − a−111 a32∂2v
3 − a−111 (a33 − a11)∂3v
3.
2.3 Four good unknowns
In this section, we want to introduce four new good unknowns related to the vertical deriva-
tives ∂1v and the pressure q, which plays a significant role for the proof of the main result of
the paper.
Notice that N = JAn0 is the outer normal vector field on the interface Σ0,
N = JAn0 = aj1ej = a11e1 + a21e2 + a31e3.
Let τ2 and τ3 be two independent tangential vector fields on Σ0
τ2 = −a21e1 + a11e2, τ3 = −a31e1 + a11e3.
It is easy to see that N · τα = 0 with α = 2, 3.
Since
(
DJA(v)N
)i
= (DJA(v))ijN
j = (aik∂kv
j + ajk∂kv
i)aj1 with i, j, k = 1, 2, 3, we
separate all the components of DJA(v)N into two types of the terms: the one is of the
vertical derivative of v, and the other is of the horizontal derivative of v(
DJA(v)N
)1
= (a211 + |
−→a1 |
2)∂1v
1 + a11aα 1∂1v
α + Bα1,i∂αv
i,(
DJA(v)N
)2
= a21a11 ∂1v
1 + (|−→a1 |
2 + a221)∂1v
2 + a21a31 ∂1v
3 + ∂2v
1 + Bα2,i∂αv
i,(
DJA(v)N
)3
= a31a11∂1v
1 + a31a21∂1v
2 + (|−→a1 |
2 + a231)∂1v
3 + ∂3v
1 + Bα3,i∂αv
i,
(2.11)
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where −→a1 := (a11, a21, a31)
T , |−→a1 | := (
∑3
i=1 a
2
i1)
1/2, and
Bα1,i∂αv
i def= aiβai1∂βv
1 + a1βai 1 ∂βv
i,
Bα2,i∂αv
i def= (a22a11 − 1) ∂2v
1 + a23a11 ∂3v
1 + aiβai1∂βv
2 + a2βaγ 1 ∂βv
γ ,
Bα3,i∂αv
i def= a32a11∂2v
1 + a3βaγ 1∂βv
γ + aiβai1∂βv
3 + (a33a11 − 1) ∂3v
1.
Hence, multiplying the boundary equation on Σ0 in (2.8) by the tangential vectors τα
(with α = 2, 3) implies
0 = τ2 · (DJA(v)N ) = −a21|
−→a1 |
2∂1v
1 + a11|
−→a1 |
2∂1v
2
+ a11∂2v
1 + (−a21B
α
1,i + a11B
α
2,i)∂αv
i,
and
0 = τ3 · (DJA(v)N ) = −a31|
−→a1 |
2∂1v
1 + a11|
−→a1 |
2∂1v
3
+ a11∂3v
1 + (−a31B
α
1,i + a11B
α
3,i)∂αv
i,
which along with the incompressibility condition (2.10) gives rise to
−a21∂1v
1 + a11∂1v
2 = −a11|
−→a1 |
−2∂2v
1 + (a21B
α
1,i − a11B
α
2,i)|
−→a1 |
−2∂αv
i,
−a31∂1v
1 + a11∂1v
3 = −a11|
−→a1 |
−2∂3v
1 + (a31B
α
1,i − a11B
α
3,i)|
−→a1 |
−2∂αv
i,
a11∂1v
1 + a21∂1v
2 + a31∂1v
3 = −∇h · v
h + Bα4,i∂αv
i.
(2.12)
Solving (2.12) in terms of the vertical derivative of v, we conclude that on the interface Σ0
∂1v
1 = −∇h · v
h + Bα6,i∂αv
i, ∂1v
2 = −∂2v
1 + Bα7,i∂αv
i, ∂1v
3 = −∂3v
1 + Bα8,i∂αv
i, (2.13)
where
Bα6,i∂αv
i def= −a˜21∂2v
1 − a˜31∂3v
1 + (a˜21B
α
7,i + a˜31B
α
8,i + B
α
5,i)∂αv
i,
Bα7,i∂αv
i def= a−111 |
−→a1 |
−4
[
− a11(a
2
11 + a
2
31 − |
−→a1 |
4)∂2v
1
+ (a211 + a
2
31)
(
(a21B
α
1,i − a11B
α
2,i)∂αv
i + |−→a1 |
2a21(−∇h · v
h + Bα5,i∂αv
i)
)
− a21a31
(
− a11∂3v
1 + (a31B
α
1,i − a11B
α
3,i)∂αv
i
+ |−→a1 |
2a31(−∇h · v
h + Bα5,i∂αv
i)
)]
,
Bα8,i∂αv
i def= a−111 |
−→a1 |
−4
[
− a11(a
2
11 + a
2
21 − |
−→a1 |
4)∂3v
1
+ (a211 + a
2
21)
(
(a31B
α
1,i − a11B
α
3,i)∂αv
i + |−→a1 |
2a31(−∇h · v
h + Bα5,i∂αv
i)
)
− a21a31
(
− a11∂2v
1 + a11(a21B
α
1,i − a11B
α
2,i)∂αv
i
+ |−→a1 |
2a21(−∇h · v
h + Bα5,i∂αv
i)
)]
.
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On the other hand, taking the dot product between the boundary condition on Σ0 in (2.8)
and N , it immediately follows
(q − ξ1)N · N − νN · (DA(v)N ) = 0,
which, together with N · N = |−→a1 |
2, (2.2), (2.11), (2.12), and
N ·
(
DJA(v)N
)
= 2|−→a1 |
2ai1∂1v
i + aβ 1∂βv
1 + aj1B
α
j,i∂αv
i
= 2|−→a1 |
2(−∇h · v
h + Bα4,i∂αv
i) + aβ 1∂βv
1 + aj1B
α
j,i∂αv
i,
implies
J (q − ξ1) − ν(2(−∇h · v
h + Bα4,i∂αv
i) + |−→a1 |
−2(aβ 1∂βv
1 + aj1B
α
j,i∂αv
i)) = 0 onΣ0.
We thus conclude that
q = ξ1 − 2ν∇h · v
h + ν Bα9,i∂αv
i on Σ0, (2.14)
where the nonlinear term
Bα9,i∂αv
i def= − 2(J−1 − 1)∇h · v
h + 2J−1Bα4,i∂αv
i + J−1|−→a1 |
−2(aβ 1∂βv
1 + aj1B
α
j,i∂αv
i).
Combining (2.13) with (2.14), the boundary condition on Σ0 in (2.8) can be written as the
linearized form
q e1 − νD(v) e1 =
 ξ1 + ν(Bα9,i − 2Bα6,i)∂αvi−ν Bα7,i∂αvi
−ν Bα8,i∂αv
i
 . (2.15)
In order to extend the interface boundary forms of ∂1v and q in (2.13) and (2.14) to the
interior domain of the fluid, let us first introduce H(f) as the harmonic extension of f |Σ0 into
Ω: {
∆H(f) = 0 in Ω,
H(f)|Σ0 = f |Σ0 , H(f)|Σb = 0.
We state the classical result on such an operator, which proof is left to the reader.
Lemma 2.1.
‖H(f)‖H1(Ω) . ‖f‖H
1
2 (Σ0)
, ‖H(f)‖Hr(Ω) . ‖f‖Hr−
1
2 (Σ0)
(r ≥ 2),
‖∂khH(f)‖H1(Ω) . ‖∂
k
hf‖H
1
2 (Σ0)
, ‖∂khH(f)‖H2(Ω) . ‖∂
k
hf‖H
3
2 (Σ0)
(k ∈ N).
Based on (2.13) and (2.14), we introduce four new good variables in the fluid
G1
def
= ∂1v
1 +∇h · v
h −H(Bα6,i)∂αv
i,
G2
def
= ∂1v
2 + ∂2v
1 −H(Bα7,i)∂αv
i,
G3
def
= ∂1v
3 + ∂3v
1 −H(Bα8,i)∂αv
i,
Q
def
= q −H(ξ1) + 2ν∇h · v
h − νH(Bα9,i)∂αv
i in Ω.
(2.16)
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It is easy to obtain from (2.13) and (2.14) that
G1 = 0, G2 = 0, G3 = 0, Q = 0 on Σ0, (2.17)
and ∂1v and q satisfy
∂1v
1 = G1 −∇h · v
h +H(Bα6,i)∂αv
i,
∂1v
2 = G2 − ∂2v
1 +H(Bα7,i)∂αv
i,
∂1v
3 = Gz − ∂3v
1 +H(Bα8,i)∂αv
i,
q = Q+H(ξ1)− 2ν∇h · v
h + νH(Bα9,i)∂αv
i in Ω.
(2.18)
For convenience, we briefly write
q = Q+ Q˜ in Ω
with
Q˜
def
= H(ξ1)− 2ν∇h · v
h + νH(Bα9,i)∂αv
i.
These four new unknowns Gi with i = 1, 2, 3 and Q play an important role in the estimate
of the L∞t L
2 norms of ∇ v as well as its tangential derivatives, as it is possible to close all the
estimates by using integration in parts and the relations (2.18) with (2.17) when we encounter
the integrals including the vertical derivative of ∂1v and q. More details will be showed in
the proof of Lemma 5.8. This makes it possible to avoid using the compatibility conditions
in terms of the acceleration ∂tv and its derivatives.
2.4 Linearized form of the system
Let’s now derive the linearized form of the system (2.8) in the Lagrangian coordinates, which
is crucially used to recover the bounds for high order derivatives.
Under the Lagrangian coordinates, we first divide the dissipative term ∇A · DA(v) into
linear and nonlinear parts
(∇A · DA(v))
k = (∇ · D(v))k + gkk (2.19)
with k = 1, 2, 3, where nonlinear parts gkk have the forms
g11 := [f0,11 + (A
1
1)
2 − 1]∂21v
1 + 2(A1βA
α
β + 2A
1
1A
α
1 )∂α∂1v
1 + (A1αA
1
1)∂
2
1v
α
+Bα1,β∂α∂1 v
β +Bαβ2,i ∂α∂β v
i + (f1,j +A
i
1∂iA
j
1) ∂jv
1 +Aiα∂iA
1
1 ∂1v
α +Aiβ∂iA
α
1 ∂α v
β ,
g22 := (A
1
1A
1
2)∂
2
1v
1 +Ai1∂iA
1
2 ∂1v
1 + [f0,11 + (A
1
2)
2]∂21v
2 + (A13A
1
2)∂
2
1v
3 + f1,1∂1v
2
+Aiβ∂iA
1
2 ∂1v
β +Bα3 ∂α∂1 v
1 +Bαβ4,i ∂α∂β v
i +Bαβ5,i ∂α∂β v
i +Bα6,β∂α∂1 v
β ,
g33 := A
i
1∂iA
1
3 ∂1v
1 + (A11A
1
3)∂
2
1v
1 +Bαβ7,i ∂α∂β v
i +Bα8,β∂α∂1 v
β
+Bα9 ∂α∂1 v
1 +Bα10∂α v
i +B11,α∂
2
1 v
α +B12,α∂1 v
α,
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with
Bα1,β∂α∂1 v
β := (A12A
3
1 +A
3
2A
1
1)∂3∂1v
2 + (A13A
2
1 +A
2
3A
1
1)∂2∂1v
3
+ (A12A
2
1 +A
2
2A
1
1 − 1)∂2∂1v
2 + (A13A
3
1 +A
3
3A
1
1 − 1)∂3∂1v
3,
Bαβ2,i ∂α∂β v
i := (Aβi A
α
1 )∂β∂α v
i + 2(A2iA
3
i )∂2∂3 v
1 +
3∑
α=2
f0,αα∂
2
α v
1,
Bα3 ∂α∂1 v
1 := (A21A
1
2 +A
1
1A
2
2 − 1)∂2∂1v
1 + (A31A
1
2 +A
1
1A
3
2)∂3∂1v
1,
Bαβ4,i ∂α∂β v
i :=
3∑
α=2
f0,αα∂
2
α v
2 + (2A2iA
3
i +A
3
2A
2
2)∂2∂3 v
2 + (A22A
2
2 − 1)∂
2
2 v
2
+ (A33A
2
2 − 1)∂3∂2 v
3 + (A23A
2
2)∂
2
2 v
3 + (Aβ1A
2
2)∂β∂2 v
1 + (Aβi A
3
2)∂β∂3 v
i,
Bαβ5,i ∂α∂β v
i := Ak1∂kA
α
2 ∂α v
1 + f1,α∂α v
2 +Akβ∂kA
α
2 ∂α v
β ,
Bα6,β∂α∂1 v
β := 2A1iA
α
i ∂α∂1v
2 + (A1βA
α
2 +A
α
βA
1
2)∂α∂1v
β ,
Bαβ7,i ∂α∂β v
i :=
3∑
α=2
f0,αα∂
2
α v
3 + (Aβ1A
α
3 )∂β∂α v
1 + (A22A
2
3)∂
2
2 v
2 + (A32A
3
3)∂
2
3 v
2
+ (A32A
2
3 +A
2
2A
3
3 − 1)∂2∂3 v
2 + (A23A
2
3)∂
2
2 v
3 + (A33A
3
3 − 1)∂
2
3 v
3 + 2(A2iA
3
i +A
2
3A
3
3)∂2∂3 v
3,
Bα8,β∂α∂1 v
β := 2(A1iA
α
i +A
α
3A
1
3)∂α∂1v
3 + (A12A
α
3 +A
α
2A
1
3)∂α∂1v
2,
Bα9 ∂α∂1 v
1 := (A21A
1
3 +A
1
1A
2
3)∂2∂1v
1 + (A31A
1
3 +A
1
1A
3
3 − 1)∂3∂1v
1,
Bα10∂α v
i := f1,α∂α v
3 +Ak1∂kA
α
3 ∂α v
1 +Akβ∂kA
α
3 ∂α v
β,
B11,α∂
2
1 v
α := (A12A
1
3)∂
2
1v
2 + [f0,11 + (A
1
3)
2]∂21v
3, B12,α∂1 v
α := f1,1∂1v
3 +Akβ∂kA
1
3 ∂1v
β ,
and f0,11 :=
∑3
i=1(A
1
i )
2 − 1, f0,αα :=
∑3
i=1(A
α
i )
2 − 1, f1,j := A
k
i ∂kA
j
i .
Combining (2.10), (2.15), (2.19), the system (2.8) can be written as the linearized form
∂tξ = v,
∂tv +∇ q − ν∇ · D(v) = g,
∇ · v = −a˜α 1∂1v
α + Bα5,i∂αv
i in Ω,
q e1 − νD(v) e1 =
 ξ
1 + ν(Bα9,i − 2B
α
6,i)∂αv
i
−ν Bα7,i∂αv
i
−ν Bα8,i∂αv
i
 on Σ0,
v|Σb = 0.
(2.20)
where g = (g1, g2, g3)
T with
g1 := −A
h
1∂hq − (A
1
1 − 1)∂1q + ν g11,
g2 := −A
1
2∂1q − (A
2
2 − 1)∂2q −A
3
2∂3q + ν g22,
g3 := −A
1
3∂1q − (A
3
3 − 1)∂3q −A
2
3∂2q + ν g33.
(2.21)
Using the incompressibility condition (2.10), one has ∂k∇ · v = g˜kk with k = 1, 2, 3, and
g˜kk = −a˜21∂k∂1v
2 − a˜31∂k∂1v
3 + Bα5,i∂k∂αv
i − ∂ka˜21∂1v
2 − ∂ka˜31∂1v
3 + ∂kB
α
5,i∂αv
i.
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In particular, for ∂21v
1, there holds
∂21v
1 = −∂1∇h · v
h + g˜11. (2.22)
From this, the momentum equations in (2.20) are equivalent to the equations
∂tv
1 + ∂1q − ν∆ v
1 = g1 + νg˜11,
∂tv
2 + ∂2q − ν∆ v
2 = g2 + ν g˜22,
∂tv
3 + ∂3q − ν∆ v
3 = g3 + ν g˜33,
which follows{
∂1q = −∂tv
1 + ν(∆h v
1 − ∂1∇h · v
h) + g1 + 2ν g˜11,
−ν∂21 v
β + ∂βq = −∂tv
β + ν∆h v
β + gβ + νg˜ββ for β = 2, 3.
(2.23)
Thanks to (2.22) and (2.23), it is easy to get, for any smooth sub-channel domain Ω1 ⊆ Ω,
‖P(∂h)∂
2
1v
1‖L2(Ω1) . ‖P(∂h)∂h∇ v‖L2(Ω1) + ‖P(∂h)g˜11‖L2(Ω1),
‖P(∂h)∂1q‖L2(Ω1) . ‖P(∂h)∂tv
1‖L2(Ω1) + ‖P(∂h)∂h∇ v‖L2(Ω1)
+ ‖P(∂h)g1‖L2(Ω1) + ‖P(∂h)g˜11‖L2(Ω1),
‖P(∂h)(−ν∂
2
1 v
β + ∂β q)‖L2(Ω1) . ‖P(∂h)∂tv
β‖L2(Ω1) + ‖P(∂h)∆h v
β‖L2(Ω1)
+ ‖P(∂h)gβ‖L2(Ω1) + ‖P(∂h)g˜ββ‖L2(Ω1) for β = 2, 3.
(2.24)
3 Main result
Let us explain that, at the beginning of this section, how to define the energy and dissipation
functions. Usually, in order to get the global well-posedness of the nonlinear system, we
look at it as a perturbation of its linearized equation, which relies on the global control of
the perturbed nonlinear terms. In our case, it depends on t the uniformly global (in time)
estimates of the L∞(Ω)-norms of A− I (or equivalently aij − δ
j
i ) as well as its derivatives,
and at least, it requires that ‖A − I‖L∞(Ω) < 1. Take the (1, 2)-entry A
2
1 of A − I as an
example, its mainly linear part is ∂1ξ
2. Since there is no information of ∂1ξ
2 in the energy
based on the momentum equations, we turn to use the flow map equation ∂tξ = v to get
∂1ξ
2(t) = ∂1ξ
2(0) +
∫ t
0 ∂1v
2(τ) dτ . Hence, in order to get the control of ‖∂1ξ
2(t)‖L∞(Ω)
uniformly in terms of time t, it requires the global L1t integrability of ‖∂1v
2(t)‖L∞(Ω) on
∈ [0,+∞). Because of the Sobolev embedding theorem, ‖∂1v
2(t)‖L∞ ≤ C‖Λ˙
σ0
h Λh∂1v
2‖H1 ,
we turn to find the global L1t integrability of ‖Λ˙
σ0
h Λh∂1v
2‖H1 on ∈ [0,+∞), which depends
on the decay (enough) of ‖Λ˙σ0h Λh∂1v
2‖L2 according to the energy estimates arising from the
momentum equations.
3.1 Energy and dissipation
We first define the decay instantaneous energy and dissipation E˙N = E˙N (ξ, v) and D˙N =
D˙N (ξ, v) with N ≥ 3 as follows.
The decay instantaneous energy E˙N includes three parts:
E˙N
def
= E˙ℓ,N + E˙ℓ,σ0 + E˙ℓ,1+σ0 (forN ≥ 3),
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where E˙ℓ,σ
def
= ‖Λ˙σhv‖
2
L2(Ω) + ‖Λ˙
σ
hξ
1‖2L2(Σ0) (for σ ∈ (−1, 1)),
E˙ℓ,1
def
= ‖∂h v‖
2
L2(Ω) + ‖∂hξ
1‖2L2(Σ0), E˙ℓ,1+σ0
def
= ‖Λ˙σ0h ∇ v‖
2
L2(Ω),
E˙ℓ,N
def
=
N−1∑
i=1
(‖∂ih v‖
2
H1(Ω) + ‖∂
i
hξ
1‖2H1(Σ0)) (forN ≥ 2),
and the decay instantaneous dissipation D˙N (with N ≥ 2) is defined as
D˙2
def
= D˙ℓ,σ0 + D˙ℓ,1+σ0 + D˙ℓ,2, D˙N
def
= D˙2 + D˙ℓ,N + D¨ℓ,1+σ0 + D¨ℓ,N (forN ≥ 3),
where
D˙ℓ,σ0 := ‖Λ˙
σ0
h ∇ v‖
2
L2(Ω), D˙ℓ,1+σ0 := ‖Λ˙
σ0
h ∂tv‖
2
L2 ,
D˙ℓ,N
def
=
N∑
i=1
‖∂ih∇ v‖
2
L2(Ω) +
N−1∑
i=1
‖∂ih∂tv‖
2
L2 (for N ≥ 2),
D¨ℓ,1+σ0 := ‖Λ˙
σ0
h (∇
2v, ∇p)‖2L2(Ω) + ‖Λ˙
σ0+1
h ξ
1‖2L2(Σ0),
D¨ℓ,2 := ‖∂h(∇
2v, ∇p)‖2L2(Ω) + ‖∂
2
hξ
1‖2L2(Σ0), D¨ℓ,3 :=
2∑
i=1
‖∂ih(∇
2v, ∇p)‖2L2(Ω) + ‖∂
2
hξ
1‖2
H
1
2 (Σ0)
,
D¨ℓ,N := D¨ℓ,3 +
N−1∑
i=3
(‖∂ih(∇
2v, ∇p)‖2L2(Ω) + ‖∂
i
hξ
1‖2
H
1
2 (Σ0)
) (forN ≥ 4).
Remark 3.1. We mention that in the notations of the above energy and dissipation, the
energy E˙ℓ,s and dissipation D˙ℓ,s with s ∈ R come from the tangential derivatives estimates of
the system (2.20), and the dissipation D¨ℓ,s with s ∈ R comes from the Stokes estimates of the
system (2.20).
Remark 3.2. It is easy to check that for any N ≥ 4
D˙N = D˙N−1 + D˚N ,
where D˚N
def
= ‖∂N−1h (∇
2v, ∇p, ∂tv)‖
2
L2(Ω) + ‖∂
N−1
h ξ
1‖2
H
1
2 (Σ0)
.
On the other hand, we define the bounded instantaneous energy EN and dissipation DN
with N ≥ 3 as
EN
def
= ‖Λ˙−λh v‖
2
H1(Ω) + ‖(Λ˙
−λ
h ξ
1, ξ1)‖2L2(Σ0) + E˙N ,
DN
def
= ‖(Λ˙−λh ∇ v, Λ˙
−λ
h ∂tv, ∇ v, ∂tv)‖
2
L2(Ω) + D˙N .
Remark 3.3. Set
E˚N
def
= ‖∂N−1h ∇ v‖
2
L2(Ω) + ‖∂
N
h ξ
1‖2L2(Σ0),
we have
EN = E˚N + EN−1.
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We also define instantaneous energy quantities EN = EN (ξ, v) (with N ≥ 3) in terms of
the velocity v and the flow map η:
EN
def
= Eh,N + EN (forN ≥ 3),
with
Eh,N
def
= ‖Λ˙σ0−1h ∂1ξ
1‖2H1 + ‖Λ˙
σ0
h ∂1ξ
h‖2H1 + ‖Λ˙
σ0
h ξ‖
2
L2 +
N−1∑
i=1
‖∂ihξ‖
2
H2 ,
which is corresponding to the energy space
FN
def
= {(ξ, v)|EN < +∞} (forN ≥ 3)
equipped with the norm
‖(ξ, v)‖FN
def
= EN (ξ, v)
1
2 .
If we set
E˚N
def
= ‖∂N−1h ∇
2 ξ‖2L2(Ω) + ‖∂
N−1
h ∇ v‖
2
L2(Ω) + ‖∂
N
h ξ
1‖2L2(Σ0) = ‖∂
N−1
h ∇
2 ξ‖2L2(Ω) + E˚N ,
then
EN = E˚N + EN−1 ∼ ‖∂
N−1
h ξ‖
2
H2 + EN + EN−1.
3.2 Main theorem
Let
Eℓ,N = Eℓ,N (ξ, v)
def
=
N−1∑
i=0
(‖∂ih v‖
2
H1(Ω) + ‖∂
i
hξ
1‖2H1(Σ0) + ‖∂
i
h∇ξ‖
2
H1(Ω)).
We define
Hstan,N(Ω)
def
= {f ∈ Hs(Ω)|
N∑
i=0
‖∂ih f‖
2
Hs(Ω) < +∞},
Hs0,tan,N (Ω)
def
= {f ∈ Hs(Ω)|
N∑
i=0
‖∂ih f‖
2
Hs(Ω) < +∞, f |Σb = 0},
H˚2,Σ0tan,N(Ω)
def
= {f ∈ H2tan,0(Ω)|
N∑
i=0
(‖∂ihf
1‖2H1(Σ0) + ‖∂
i
h∇ f‖
2
H1(Ω)) < +∞} (forN ∈ N)
equipped with the norms respectively
‖f‖Hs
tan,N
(Ω)
def
= (
N∑
i=0
‖∂ih f‖
2
Hs(Ω))
1/2, ‖f‖Hs
0,tan,N
(Ω)
def
= (
N∑
i=0
‖∂ih f‖
2
Hs(Ω))
1/2
‖f‖
H˚
2,Σ0
tan,N
(Ω)
def
= (
N∑
i=0
(‖∂ihf
1‖2H1(Σ0) + ‖∂
i
h∇ f‖
2
H1(Ω)))
1
2 .
Inspired by the works in [8] and [9], we may get the following local well-posedness of the
system (2.8), which proof is similar to the one in [8], and we leave it to the reader.
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Theorem 3.1 (Local well-posedness). Let N ≥ 3 be an integer. Assume (ξ0, v0) ∈ H˚
2,Σ0
tan,N−1(Ω)×
H10,tan,N−1(Ω) satisfies ∇J0A0 ·v0 = 0. There exists a positive constant ǫ0 such that the viscous
surface wave problem (2.8) with initial data (ξ0, v0) has a unique solution (ξ, v, p) (depending
continuously on the initial data) in
C([0, T0]; H˚
2,Σ0
tan,N−1(Ω))× (C([0, T0];H
1
0,tan,N−1(Ω)) ∩ L
2([0, T0];H
2
tan,N−1(Ω))
× L2([0, T0];H
1
tan,N−1(Ω)),
with T0 = min{1, (‖ξ0‖H˚2,Σ0
tan,N−1
(Ω))
)−2} provided ‖ξ0‖H˚2,Σ0
tan,N−2
(Ω))
+ ‖v0‖H1
0,tan,N−1
(Ω) < ǫ0, and
the solution satisfies the estimate
sup
t∈[0,T0]
(‖ξ(t)‖2
H˚
2,Σ0
tan,N−1
(Ω)
+ ‖v(t)‖2H1
0,tan,N−1
(Ω)) + ‖(∇ v, p)‖
2
L2([0,T0];H1tan,N−1(Ω)
≤ C(‖ξ0‖
2
H˚
2,Σ0
tan,N−2
(Ω))
+ ‖v0‖
2
H1
0,tan,N−1
(Ω) + T ‖ξ0‖
2
H˚
2,Σ0
tan,N−1
(Ω))
),
(3.1)
And if the maximal existence time T ∗ < +∞, then
lim
tրT ∗
(‖ξ‖
H˚
2,Σ0
tan,N−1
(Ω))
+ ‖v‖H1
0,tan,N−1
(Ω) + ‖J
−1‖L∞) = +∞. (3.2)
Moreover, if in addition (ξ0, v0) ∈ FN+1, then (ξ, v) ∈ C([0, T0];FN+1).
Remark 3.4. According to (3.1), we see that, if ǫ0 in Theorem 3.1 is small enough, there is a
positive δ0 ∈ (0,
1
2) such that 1− δ0 ≤ sup(t,x)∈[0,T ]×Ω J(t, x) ≤ 2, which implies that the flow-
map η(t, x) defines a diffeomorphism from the equilibrium domain Ω to the moving domain
Ω(t) with the boundary ΣF (t). From this, together with the fact that η0 is a diffeomorphism
from the equilibrium domain Ω to the initial domain Ω(0), we deduce a diffeomorphism from
the initial domain Ω(0) to the evolving domain Ω(t) for any t ∈ [0, T ]. Denote the inverse of
the flow map η(t, x) by η−1(t, y) for t ∈ [0, T ] so that if y = η(t, x) for y ∈ Ω(t) and t ∈ [0, T ],
then x = η−1(t, y) ∈ Ω.
Along the proof of Beale’s non-decay theorem in [5], we give the modified the non-decay
theorem as follows, which proof will be given in Appendix.
Theorem 3.2 (Non-decay theorem). Suppose thet σ0 ∈ (
1
2 , 1). For certain θ ∈ H˚
2,Σ0
tan,3(Ω),
there cannot exist a curve (v(ε), q(ε), ξ(ε)) with
v(ε) ∈Cb([0,+∞);H
1
0,tan,3(Ω)) ∩ L
2
loc([0,+∞);H
2
tan,3(Ω))
∩ L1([0,+∞); Λ˙−σ0h H
2
tan,2(Ω)) ∩ L
2([0,+∞); Λ˙−1h H
1
tan,3(Ω)),
q(ε) ∈L2loc([0,+∞);H
1
tan,3(Ω)),
ξ(ε)) ∈C([0,+∞); H˚2,Σ0
tan,3(Ω)) ∩ Cb([0,+∞);H
4(Σ0)) ∩ Cb([0,+∞); H˚
2,Σ0
tan,2(Ω)),
defined for ε near 0, such that viscous surface wave problem (2.8) hold with the initial data
ξ0 = ε θ, v0 = 0, and
‖ξ1(t)‖H2(Σ0) → 0 (as t→ +∞) (3.3)
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holds for each ε , and v(ε) is of the form
v(ε) = ε v(1) + ε2 v(2) + ε3 v(3) (3.4)
in the space
E := Cb([0,+∞);H
1
0,tan,3(Ω)) ∩ L
2
loc([0,+∞);H
2
tan,3(Ω))
∩ L1([0,+∞); Λ˙−σ0h H
2
tan,2(Ω)) ∩ L
2([0,+∞); Λ˙−1h H
1
tan,3(Ω)).
(3.5)
Remark 3.5. We call v ∈ L1([0,+∞); Λ˙−σ0h H
2
tan,2(Ω)) and v ∈ L
2([0,+∞); Λ˙−1h H
1
tan,3(Ω))
if and only if Λ˙σ0h v ∈ L
1([0,+∞);H2
tan,2(Ω)) and Λ˙hv ∈ L
2([0,+∞);H1
tan,3(Ω)) respectively.
The main result of this paper states as follows, the proof of which will be presented in
Section 8.
Theorem 3.3 (Global well-posedness). Let N ≥ 3 be an integer, (λ, σ0) ∈ (0, 1) satisfy
1 − λ < σ0 ≤ 1 −
1
2λ. If (ξ0, v0) ∈ FN+1 satisfies ∇J0A0 · v0 = 0, then there exists a small
positive constant ǫ0, such that, if EN+1(0) ≤ ǫ0, then the viscous surface wave problem (2.8)
is globally well-posed in FN+1. Moreover, for any t > 0, there hold
EN (t) . EN (0) + Eℓ,N+1(0), EN+1(t) . EN+1(0) + 〈 t 〉 EN+1(0),
sup
τ∈[0,t]
(
E˙N (τ)〈τ〉
λ+σ0 + EN+1(τ)
)
+
∫ t
0
(
〈τ〉(λ+σ0+1)/2D˙N (τ) +DN+1(τ)
)
dτ . EN+1(0).
Remark 3.6. Notice that the global solution v stated in Theorem 3.3 belongs to the space E
in (3.5) and the free surface ξ1 satisfies (3.3) in the non-decay theorem (Theorem 3.2), we
know that the assumption of the low horizontal regularity on the initial data is the essential
element to prevent from occurring the statement in Theorem 3.2.
Remark 3.7. Compared to the work of Guo-Tice [10] about the global well-posedness of
the system (1.1), there is no requirement about the compatibility conditions in terms of the
material derivative of the velocity in Theorem 3.3, which plays a significant role in the study
of the vacuum free boundary problem of the viscous compressible Navier-Stokes system (see [8]
for example). On the other hand, the Lagrangian method used in the proof of Theorem 3.3 is a
new approach to study the global well-posedness of the incompressible Navier-Stokes equations
with free boundary problem, which can be applied to investigate the well-posedness of many
types of free boundary problem of the incompressible or compressible fluid dynamical system.
Finally, some anisotropic algebraic decay estimates in terms of the energy and dissipation are
uncovered in Theorem 3.3, and this kind of result may be helpful to understand the possible
blow-up or decay mechanism of the solution.
4 Preliminary estimates
Let us first recall some basic estimates, which will be heavily used throughout the paper.
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Lemma 4.1 ([3], Theorem 2.61 in [4]). Let f be a smooth function on R vanishing at 0, s1, s2
be two positive real number, s1 ∈ (0, 1), s2 > 0. If u belongs to H˙
s1(R2)∩ H˙s1(R2)∩L∞(R2),
then so does f ◦ u, and we have
‖f ◦ u‖H˙si ≤ C(s, f
′, ‖u‖L∞)‖u‖H˙si for i = 1, 2.
Lemma 4.2 (Classical product laws in Sobolev spaces [4]).
‖f g‖H˙s1+s2−1(R2) . ‖f‖H˙s1 (R2)‖g‖H˙s2 (R2) for |s1|, |s2| < 1, s1 + s2 > 0,
‖Λ˙sh(f g)‖L2(R2
h
) . ‖Λ˙
s
hf‖L2(R2
h
)‖g‖L∞(R2
h
) + ‖Λ˙
s
hg‖L2(R2
h
)‖f‖L∞(R2
h
) for s > 0.
(4.1)
Lemma 4.3 (Embedding inequality [4]). For any σ ∈ (0, 1), there holds
‖f‖L∞(R2
h
) . ‖Λ˙
σ
hΛhf‖L2(R2
h
). (4.2)
The following result gives a version of Korn’s type inequality for the equilibrium domain
Ω, which proof can be found in Beale’s paper [5].
Lemma 4.4 (Korn’s lemma, Lemma 2.7 in [5]). Let Ω be the equilibrium domain given in
(1.3), then there exists a positive constant C, independent of u, such that
‖u‖H1(Ω) ≤ C ‖D(u)‖L2(Ω)
for all u ∈ H1(Ω) with u|Σb = 0.
The entries of the matrices A− I, JA− I, as well as the Jacobian J of the flow map and
its inverse J−1, are anisotropic when we consider their low horizontal regularities, which is
stated as follows.
Lemma 4.5. Let i, j = 1, 2, 3, 2 ≤ k ∈ N, if E3(t) is uniformly bounded for all existence
time t, say E3(t) ≤ 1, then there hold
(1). ‖Λ˙σh (a12, a13, A
2
1, A
3
1)‖H1 + ‖(a12, a13, A
2
1, A
3
1)‖L∞ . E
1
2
3 ∀σ ∈ [σ0, 2];
(2). ‖Λ˙σh(J − 1, J
−1 − 1)‖H1 + ‖J − 1‖L∞ . E
1
2
3 ∀σ ∈ [σ0 − 1, 2];
(3). ‖Λ˙σh(aij , A
j
i )‖H1 + ‖(aij , A
j
i )‖L∞ . E
1
2
3 ∀σ ∈ [σ0 − 1, 2]
with (i, j) = (2, 1), (2, 3), (3, 1), (3, 2);
(4). ‖Λ˙σh(aii − 1, A
i
i − 1)‖H1 + ‖(aii − 1, A
i
i − 1)‖L∞ . E
1
2
3 ∀σ ∈ [σ0 − 1, 2];
(5). ‖Λ˙kh(J − 1, J
−1 − 1, aij1i 6=j , A
j
i1i 6=j , ajj − 1, A
j
j − 1)‖H1 . E
1
2
k+1.
(4.3)
Proof. Due to the expression of aij in (2.4), we obtain from Lemma 4.2 that
‖Λ˙σ0h a12‖L2 . ‖Λ˙
σ0
h ∂1ξ
2‖L2 + ‖Λ˙
σ0
h (∂1ξ
2∂3ξ
3)‖L2 + ‖Λ˙
σ0
h (∂1ξ
3∂3ξ
2)‖L2
. ‖Λ˙σ0h ∂1ξ
2‖L2 + ‖Λ˙
σ0
h ∂1ξ
h‖L2‖∂3ξ
h‖L∞ + ‖∂1ξ
h‖L2x1L
∞
h
‖Λ˙σ0h ∂3ξ
h‖L∞x1L
2
h
,
which follows from (4.2) that
‖Λ˙σ0h a12‖L2 . ‖Λ˙
σ0
h ∂1ξ
2‖L2 + ‖Λ˙
σ0
h ∂1ξ
h‖L2‖Λ˙
σ0
h Λh∂3ξ
h‖H1
+ ‖Λ˙σ0h Λh∂1ξ
h‖L2‖Λ˙
σ0
h ∂3ξ
h‖H1 . E
1
2
3 .
(4.4)
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While from ∇ a21 = −(∇∂2ξ
1+∇∂2ξ
1∂3ξ
3+∂2ξ
1∇∂3ξ
3−∇∂2ξ
3∂3ξ
1−∂2ξ
3∇∂3ξ
1), applying
Lemma 4.2 implies
‖Λ˙σ0h ∇ a12‖L2 . ‖Λ˙
σ0
h ∇ ∂1ξ
2‖L2 + ‖Λ˙
(1+σ0)/2
h ∇ ∂1ξ
h‖L2‖Λ˙
(1+σ0)/2
h ∂3ξ
h‖L∞x1L
2
h
+ ‖Λ˙
(1+σ0)/2
h ∂1ξ
h‖L∞x1L
2
h
‖Λ˙
(1+σ0)/2
h ∂3∇ ξ
h‖L2 . E
1
2
3 .
(4.5)
Combining (4.4) with (4.5) leads to ‖Λ˙σ0h a12‖H1 . E
1
2
3 .
The same conclusion can be drawn for ‖Λ˙2h a12‖H1 , that is, ‖Λ˙
2
h a12‖H1 . E
1
2
3 .
Combining the above two inequalities, we thus use the interpolation inequality to find
‖Λ˙σh a12‖H1 . E
1
2
3 ∀σ ∈ [σ0, 2],
and then, from (4.2), it follows
‖a12‖L∞ . ‖Λ˙
σ0
h Λha12‖L∞x1L
2
h
. ‖Λ˙σ0h Λha12‖H1 . E
1
2
3 .
By a similar argument, one can see
‖Λ˙σh a13‖H1 + ‖a13‖L∞ . E
1
2
3 ∀σ ∈ [σ0, 2].
For a22 − 1, it immediately shows
‖Λ˙σ0−1h (a22 − 1)‖H1 . ‖Λ˙
σ0−1
h (a22 − 1)‖L2 + ‖Λ˙
σ0−1
h ∇ a22‖L2
. ‖Λ˙σ0−1h (∂1ξ
1, ∂3ξ
3)‖H1 + ‖Λ˙
σ0−1
h (∂1ξ
1∂3ξ
3, ∂1ξ
3∂3ξ
1)‖L2
+ ‖Λ˙σ0−1h (∂1ξ
1∇ ∂3ξ
3, ∇ ∂1ξ
1∂3ξ
3, ∇ ∂1ξ
3∂3ξ
1, ∂1ξ
3∇ ∂3ξ
1)‖L2 .
(4.6)
which along with (4.2) yields ‖Λ˙σ0−1h (∇ ∂1ξ
3∂3ξ
1)‖L2 . ‖Λ˙
σ0
h ∇ ∂1ξ
3‖L2‖∂3ξ
1‖L∞x1L
2
h
. E3.
The same estimate holds for other nonlinear terms in the right hand side of (4.6), which,
combining ‖Λ˙σ0−1h (∂1ξ
1, ∂3ξ
3)‖H1 . E
1
2
3 , implies ‖Λ˙
σ0−1
h (a22 − 1)‖H1 . E
1
2
3 .
Similarly, for k = 1, 2, 3, (i, j) = (2, 1), (2, 3), (3, 1), (3, 2), there hold that ‖Λ˙σ0−1h (akk −
1, J − 1, aij)‖H1 . E
1
2
3 and ‖Λ˙
2
h(akk − 1, J − 1, aij)‖H1 . E
1
2
3 , so, applying the interpolation
inequality yields
‖Λ˙σh(akk − 1, J − 1, aij)‖H1 + ‖(akk − 1, J − 1, aij)‖L∞ . E
1
2
3 ∀σ ∈ [σ0 − 1, 2]. (4.7)
Next, applying Lemma 4.1, it produces from (4.7) that
‖Λ˙σh(J
−1 − 1)‖H1 . E
1
2
3 for σ ∈ [σ0, 2],
which ensures that Aji shares the same estimate with aij with i, j = 1, 2, 3.
Finally, for the last inequality in (4.3), we need only prove it for the term a22 − 1, and
the same proof remains valid for the others. Indeed, for any k ∈ N, it is easy to verify that
‖Λ˙kh(a22 − 1)‖H1 . ‖Λ˙
k
h(a22 − 1)‖L2 + ‖Λ˙
k
h∇ a22‖L2
. ‖Λ˙kh(∂1ξ
1, ∂3ξ
3)‖H1 + ‖Λ˙
k
h(∂1ξ
1∂3ξ
3, ∂1ξ
3∂3ξ
1)‖L2
+ ‖Λ˙kh(∂1ξ
1∇ ∂3ξ
3, ∇ ∂1ξ
1∂3ξ
3, ∇ ∂1ξ
3∂3ξ
1, ∂1ξ
3∇ ∂3ξ
1)‖L2 .
(4.8)
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Due to (4.2), we may get
‖Λ˙kh(∇ ∂1ξ
3∂3ξ
1)‖L2 . ‖Λ˙
k
h∇ ∂1ξ
3‖L2‖∂3ξ
1‖L∞ + ‖∇ ∂1ξ
3‖L2x1L
∞
h
‖Λ˙kh∂3ξ
1‖L∞x1L
2
h
. E
1
2
k+1E
1
2
3 .
The same estimate holds for other nonlinear terms in the right hand side of (4.8), which,
together with ‖Λ˙kh(∂1ξ
1, ∂3ξ
3)‖H1 . E
1
2
k+1, follows ‖Λ˙
k
h(a22 − 1)‖H1 . E
1
2
k+1.
The proof of the lemma is thus completed.
With Lemma 4.5 in hand, let us now estimate Bαj,i and B
α
j,i∂α v
i with j = 1, · · · , 9.
Lemma 4.6. Let j = 1, · · · , 9., i = 1, 2, 3, α = 2, 3, σ ∈ [σ0 − 1, 2], 2 ≤ k ∈ N, if E3(t) ≤ 1,
then there hold that
‖Λ˙σhB
α
j,i‖H1 . E
1
2
3 , ‖Λ˙
k
hB
α
j,i‖H1 . E
1
2
k+1, ‖Λ˙
σ
h(B
α
j,i∂α v
i)‖H1 . E
1
2
3 ‖∂hΛ
2
h v‖H1 , (4.9)
‖Λ˙kh(B
α
j,i∂α v
i)‖L2 . E
1
2
k+1‖∂hΛ
2
h v‖L2 + E
1
2
3 ‖∂hΛ
k
h v‖L2 , (4.10)
‖Λ˙kh(B
α
j,i∂α v
i)‖H1 . E
1
2
k+1‖∂hΛ
2
h v‖H1 + E
1
2
3 ‖∂hΛ
k
h v‖H1 , (4.11)
‖Λ˙σh(a˜21∂1v
2, a˜31∂1v
3)‖H1 . E
1
2
3 (‖Λ˙
σ+1
h ∂1v
h‖H1 + ‖∂hΛ
2
h∇ v‖L2), (4.12)
‖Λ˙kh(a˜21∂1v
2, a˜31∂1v
3)‖H1 . E
1
2
3 D˙
1
2
k+1 + E
1
2
k+1D˙
1
2
3 . (4.13)
Proof. In view of Lemma 4.5, it is easy to get the first two inequalities in (4.9). Let’s now
focus on the estimates of Bαj,i∂α v
i with j = 1, · · · , 9.
We first directly use (4.2) to get
‖Λ˙σ0−1h (B
α
j,i∂α v
i)‖H1 . ‖Λ˙
σ0−1
h (B
α
j,i∂α v
i)‖L2 + ‖Λ˙
σ0−1
h (∇B
α
j,i∂α v
i + Bαj,i∇ ∂α v
i)‖L2
. ‖Λ˙σ0h B
α
j,i‖L2‖∂α v
i‖L∞x1L
2
h
+ ‖Λ˙σ0h ∇B
α
j,i‖L2‖∂α v
i‖L∞x1L
2
h
+ ‖Λ˙σ0h B
α
j,i‖L∞x1L
2
h
‖∇ ∂α v
i‖L2 ,
then applying the Sobolev embedding theorem shows
‖Λ˙σ0−1h (B
α
j,i∂α v
i)‖H1 . ‖Λ˙
σ0
h B
α
j,i‖H1‖∂α v
i‖H1 . E
1
2
3 ‖∂α v
i‖H1 .
Similar estimates hold for ‖Λ˙σh(B
α
j,i∂α v
i)‖H1 with σ ∈ [σ0 − 1, 2].
On the other hand, thanks to (4.2) again, it can be found that
‖Λ˙kh(B
α
j,i∂α v
i)‖L2 . ‖Λ˙
k
hB
α
j,i‖L∞x1L
2
h
‖∂α v
i‖L2x1L
∞
h
+ ‖Bαj,i‖L∞‖Λ˙
k
h∂α v
i‖L2
. E
1
2
k+1‖∂hΛ
2
h v‖L2 + E
1
2
3 ‖∂hΛ
k
h v‖L2 ,
and
‖Λ˙kh∇(B
α
j,i∂αv
i)‖L2 . ‖Λ˙
k
h(∇B
α
j,i∂αv
i + Bαj,i∇∂αv
i)‖L2
. ‖Λ˙kh∇B
α
j,i‖L2‖∂αv
i‖L∞ + ‖Λ˙
k
h∂αv
i‖L∞x1L
2
h
‖∇Bαj,i‖L2x1L
∞
h
+ ‖Λ˙khB
α
j,i‖L∞x1L
2
h
‖∇∂αv
i‖L2x1L
∞
h
+ ‖Bαj,i‖L∞‖Λ˙
k
h∇∂αv
i‖L2 ,
so using the Sobolev embedding theorem yields (4.11).
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Finally, for (4.12), due to the same argument above, we need only prove it in the case of
σ = σ0 − 1. Notice that from the product law (4.1)
‖Λ˙σ0−1h (a˜21∂1v
2, a˜31∂1v
3)‖L2 . ‖(a˜21, a˜31)‖L∞x1L
2
h
‖Λ˙σ0h (∂1v
2, ∂1v
3)‖L2 ,
and
‖Λ˙σ0−1h ∇(a˜21∂1v
2, a˜31∂1v
3)‖L2 . ‖(a˜21, a˜31)‖L∞x1L
2
h
‖Λ˙σ0h ∇(∂1v
2, ∂1v
3)‖L2
+ ‖∇(a˜21, a˜31)‖L2‖Λ˙
σ0
h (∂1v
2, ∂1v
3)‖L∞x1L
2
h
,
it follows from Lemma 4.5 that(4.12). The estimate in (4.13) can be showed by using the
same argument in the proof of (4.10).
The lemma is therefore completely proved.
Due to the incompressibility condition (2.10), the vertical derivatives of the vertical com-
ponent v1 of the velocity gains the −1-order horizontal regularity in the dissipation.
Lemma 4.7. Let (v, ξ) be smooth solution to the system (2.8), if E3(t) ≤ 1 for all existence
time t, then there holds
D¨ℓ,1+σ0 + D˙ℓ,σ0 + D¨ℓ,2 ∼ ‖(Λ˙
σ0−1
h ∇
2v1, Λ˙σ0h (∇
2vh, ∇p))‖2L2(Ω)
+ ‖Λ˙σ0+1h ξ
1‖2L2(Σ0) + D¨ℓ,σ0 + D˙ℓ,2,
Proof. By the definitions of D¨ℓ,1+σ0 , D˙ℓ,σ0 and D¨ℓ,2, it suffices to show that
‖Λ˙σ0−1h ∂
2
1v
1‖2L2(Ω) . D¨ℓ,1+σ0 + D˙ℓ,σ0 + D¨ℓ,2. (4.14)
Indeed, thanks to the incompressibility condition (2.10), one can see
Λ˙σ0−1h ∂
2
1v
1 = −Λ˙σ0−1h ∂1∇h · v
h − Λ˙σ0−1h ∂1(a˜α 1∂1v
α) + Λ˙σ0−1h ∂1(B
α
5,i∂αv
i),
and then
‖Λ˙σ0−1h ∂
2
1v
1‖L2 . ‖Λ˙
σ0
h ∂1v
h‖L2 + ‖Λ˙
σ0−1
h ∂1(a˜α 1∂1v
α)‖L2 + ‖Λ˙
σ0−1
h ∂1(B
α
5,i∂αv
i)‖L2 .
Hence, by virtue of (4.9) and (4.12), we deduce that
‖Λ˙σ0−1h ∂
2
1v
1‖L2 . ‖Λ˙
σ0
h ∂1v
h‖L2 + E
1
2
3 (‖∂hΛ
2
h v‖H1 + ‖Λ˙
σ0
h ∂1v
h‖H1 + ‖∂hΛ
2
h∇ v‖L2)
. (D¨ℓ,1+σ0 + D˙ℓ,σ0 + D¨ℓ,2)
1
2 ,
which results in (4.14), and ends the proof of Lemma 4.7.
5 Energy estimates of the tangential derivatives of the veloc-
ity
In this section, we will derive some global energy estimates. In view of the local well-posedness
theorem (Theorem 3.1), it suffices to get necessary a priori estimates. Here and in what
follows, all the C-forms, such as Cj , cj , Cj, C˜j, cj , and c˜j , are generic positive constants,
which may be different on different lines.
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5.1 Energy estimates in L2
We begin with the energy identity in L2 based on the nonlinear structure of the system (2.8).
Proposition 5.1. Let (v, ξ) be smooth solution to the system (2.8), then there holds
d
dt
(∫
Ω
|v|2 J dx+
∫
Σ0
a11|ξ
1|2 dS0
)
+ ν
∫
Ω
|DJA(v)|
2 J−1 dx = 0. (5.1)
Proof. We multiply the i-th component of the momentum equations of (2.8) by J vi , sum
over i, and integrate over Ω to find
1
2
d
dt
∫
Ω
J |v|2 dx−
1
2
∫
Ω
|v|2 ∂tJ dx+ I + II = 0 (5.2)
with I =
∫
Ω∇JA q · v dx, II =
∫
Ω(−ν∇JA · DA(v)) · v dx.
Due to the incompressibility condition ∇JA · v = 0, from (2.6), it provides
∂tJ = 0. (5.3)
Integrating by parts in I, II, and utilizing the Piola identity (2.7), yields
I =
∫
Σ0
v · (qN ) dS0 −
∫
Ω
q∇JA · v dx =
∫
Σ0
v · (qN ) dS0, (5.4)
and
II =
∫
Σ0
(−νDA(v)N ) · v dS0 + ν
∫
Ω
DA(v) : ∇JAv dx
=
∫
Σ0
(−νDA(v)N ) · v dS0 +
∫
Ω
ν
2
|DJA(v)|
2 J−1 dx,
(5.5)
where the identity DA(v) : ∇Au =
1
2DA(v) : DA(u) has been used in the second equality in
(5.5).
Plugging (5.3)-(5.5) into (5.2) implies
1
2
d
dt
∫
Ω
|v|2 J dx+
∫
Ω
ν
2
|DJA(v)|
2 J−1 dx+
∫
Σ0
v ·
(
qN − νDA(v)N
)
dS0 = 0. (5.6)
For the boundary integral in (5.6), making use of the interface boundary condition in (2.8)
yields ∫
Σ0
v ·
(
qN − νDA(v)N
)
dS0 =
∫
Σ0
ξ1N · v dS0 =
∫
Σ0
ξ1 ai1v
i dS0
=
∫
Σ0
1
2
a11∂t|ξ
1|2 dS0 +
∫
Σ0
ξ1 (a21v
2 + a31v
3) dS0,
which together with the expression of aij in (2.4) follows∫
Σ0
v ·
(
qN − νDA(v)N
)
dS0
=
1
2
d
dt
∫
Σ0
a11|ξ
1|2 dS0 +
∫
Σ0
(
ξ1 (a21v
2 + a31v
3)−
1
2
|ξ1|2∂ta11
)
dS0
=
1
2
d
dt
∫
Σ0
a11|ξ
1|2 dS0.
(5.7)
Inserting (5.7) into (5.6) ensures (5.1), which ends the proof of Lemma 5.1.
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5.2 Energy estimates of the horizontal derivatives of the velocity
In general, since the equations of the derivatives of the solution (v, ξ) to the system (2.8) lack
the nonlinear symmetric structure, we have no idea to get the high-order energy identity. For
this reason, we turn to employ the linearized form (2.20) of the system (2.8) to study the
high-order energy estimates.
For the general horizontal derivatives of the velocity, we first derive
Lemma 5.1. Let (v, ξ) be smooth solution to the system (2.8), then there holds
1
2
d
dt
(‖P(∂h)v‖
2
L2(Ω) + ‖P(∂h)ξ
1‖2L2(Σ0)) +
ν
2
‖D(P(∂h)v)‖
2
L2(Ω) =
3∑
j=1
Kj (5.8)
with
K1 := ν
∫
Σ0
(
P(∂h)((B
α
9,i − 2B
α
6,i)∂αv
i)P(∂h)v
1
+ P(∂h)(B
α
7,i∂αv
i)P(∂h)v
2 + P(∂h)(B
α
8,i∂αv
i)P(∂h)v
3
)
dS0,
K2 :=
∫
Ω
P(∂h)qP(∂h)(B
α
5,i∂γv
i − a˜α 1∂1v
α) dx, K3 :=
∫
Ω
P(∂h)g · P(∂h)v dx.
(5.9)
Proof. Acting the operator P(∂h) to both the momentum equations and the incompressibility
equation in (2.20) implies{
∂tP(∂h)v +∇P(∂h)q − ν∇ · D(P(∂h)v) = P(∂h)g,
∇ · P(∂h)v = P(∂h)(−a˜α 1∂1v
α + Bα5,i∂αv
i) in Ω.
(5.10)
We multiply the i-th component of the momentum equations of (5.10) by P(∂h)v
i, sum over
i, and integrate over Ω to find
1
2
d
dt
∫
Ω
|P(∂h)v|
2 dx+ I + II = III (5.11)
with I =
∫
Ω∇P(∂h) q ·P(∂h)v dx, II = −ν
∫
Ω[∇ ·D(P(∂h)v)] ·P(∂h)v dx, III =
∫
Ω P(∂h)g ·
P(∂h)v dx.
In view of the boundary condition v|Σb = 0, integrating by parts in I and II shows
I =
∫
Σ0
P(∂h)v · (P(∂h)q e1) dS0 −
∫
Ω
P(∂h) q∇ · P(∂h)v dx, (5.12)
and
II = −ν
∫
Σ0
(D(P(∂h)v) e1) · P(∂h)v dS0 +
ν
2
∫
Ω
|D(P(∂h)v)|
2 dx, (5.13)
so summing up (5.12) and (5.13) provides
I + II =
∫
Σ0
P(∂h)v · P(∂h)
(
q e1 − νD(v) e1
)
dS0
−
∫
Ω
P(∂h)q∇ · P(∂h)v dx+
ν
2
∫
Ω
|D(P(∂h)v)|
2 dx.
(5.14)
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For the first boundary integral of the right hand side in (5.14), applying the interface boundary
condition in (2.20) leads to∫
Σ0
P(∂h)v · P(∂h)
(
q e1 − νD(v) e1
)
dS0
=
1
2
d
dt
∫
Σ0
|P(∂h)ξ
1|2 dS0 − ν
∫
Σ0
(
P(∂h)((B
α
9,i − 2B
α
6,i)∂αv
i)P(∂h)v
1
+ P(∂h)(B
α
7,i∂αv
i)P(∂h)v
2 + P(∂h)(B
α
8,i∂αv
i)P(∂h)v
3
)
dS0.
(5.15)
On the other hand, thanks to the second equation in (5.10), one may see that∫
Ω
P(∂h)q∇ · P(∂h)v dx =
∫
Ω
P(∂h)qP(∂h)(−a˜α 1∂1v
α + Bα5,i∂αv
i) dx. (5.16)
Hence, plugging (5.15) and (5.16) into (5.14) gives rise to
I + II =
1
2
d
dt
‖P(∂h)ξ
1‖2L2(Σ0) − ν
∫
Σ0
(
P(∂h)((B
α
9,i − 2B
α
6,i)∂αv
i)P(∂h)v
1
+ P(∂h)(B
α
7,i∂αv
i)P(∂h)v
2 + P(∂h)(B
α
8,i∂αv
i)P(∂h)v
3
)
dS0
+
ν
2
‖D(P(∂h)v)‖
2
L2(Ω) +
∫
Ω
P(∂h)qP(∂h)(−a˜α 1∂1v
α + Bα5,i∂αv
i) dx.
(5.17)
Combining (5.17) with (5.11) yields (5.8), which completes the proof of Lemma 5.1.
In order to get the energy estimates of the tangential derivatives of the velocity, we will
deal with the remainder terms on the right hand side in (5.8). For this, let us first estimate
the terms with respect to g in (5.8).
Lemma 5.2. Under the assumption in Lemma 5.1, if (λ, σ0) ∈ (0, 1) satisfies 1− λ < σ0 ≤
1− 12λ, and E3(t) ≤ 1, then
‖Λ˙σ0h g‖L2 . E
1
2
3 D˙
1
2
3 , ‖Λ˙
−λ
h gjj‖L2 + ‖Λ˙
−λ
h g˜jj‖L2 . E
1
2
3 D˙
1
2
3 (with j = 1, 2, 3),
‖Λ˙−λh g‖L2 . E
1
2
3 ‖Λ˙
2−σ0−λ
h ξ
1‖L2(Σ0) + E
1
2
3 D˙
1
2
3 ,
‖g‖L2 . E
1
2
3 ‖Λ˙
2−σ0
h ξ
1‖L2(Σ0) + E
1
2
3 D˙
1
2
3 , ‖∂
N−1
h g‖L2 . E
1
2
N D˙
1
2
3 + E
1
2
3 D˙
1
2
N (for N ≥ 3).
(5.18)
Proof. We first bound the term gjj with j = 1, 2, 3 of g in (5.18). For this, we split the terms
of gjj in (2.21) into two types: the one is of the second-order derivative terms of v and the
other is of the first-order derivative terms of v.
For the first one, we use the product law (4.1) to get
‖Λ˙σ0h (A
1
αA
1
1 ∂
2
1v
α)‖L2 . ‖Λ˙
(1+σ0)/2
h (A
1
αA
1
1)‖L∞x1L
2
h
‖Λ˙
(1+σ0)/2
h ∂
2
1v
α‖L2
. (‖Λ˙
(1+σ0)/2
h A
1
α‖L∞x1L
2
h
+ ‖Λ˙
(3+σ0)/4
h A
1
α‖L∞x1L
2
h
‖Λ˙
(3+σ0)/4
h (A
1
1 − 1)‖L∞x1L
2
h
)‖Λ˙
(1+σ0)/2
h ∂
2
1v
α‖L2 ,
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which, from Lemma 4.5, follows
‖Λ˙σ0h (A
1
αA
1
1 ∂
2
1v
α)‖L2 . ‖Λ˙
(1+σ0)/2
h ∂
2
1v
α‖L2
(
‖Λ˙
(1+σ0)/2
h A
1
α‖H1
+ ‖Λ˙
(3+σ0)/4
h A
1
α‖H1‖Λ˙
(3+σ0)/4
h (A
1
1 − 1)‖H1
)
. E
1
2
3 D˙
1
2
3 .
The same estimate holds for any second-order derivative terms of v in gjj with j = 1, 2, 3.
While for the first-order derivative term of v in gjj with j = 1, 2, 3, we employ the product
law (4.1) once again to yield
‖Λ˙σ0h (A
1
i ∂1A
1
1 ∂1v
i)‖L2 . ‖Λ˙
(1+σ0)/2
h (A
1
i ∂1A
1
1)‖L2 ‖Λ˙
(1+σ0)/2
h ∂1v‖L∞x1L
2
h
. (‖Λ˙
(3+σ0)/4
h (A
1
α, A
1
1 − 1)‖L∞x1L
2
h
(‖Λ˙
(1+σ0)/2
h ∂1A
1
1‖L2 + ‖Λ˙
(3+σ0)/4
h ∂1A
1
1‖L2)
× (‖Λ˙σ0h ∂1v‖L2 + ‖Λ˙
σ0
h ∂
2
1v‖L2),
from which, applying Lemma 4.5 implies
‖Λ˙σ0h (A
1
i ∂1A
1
1 ∂1v
i)‖L2 . E
1
2
3 D˙
1
2
3 .
This bound also holds true for any first-order derivative term of v in gjj and g˜jj with j =
1, 2, 3.
Therefore, we conclude that, for any j = 1, 2, 3,
‖Λ˙σ0h gjj‖L2 + ‖Λ˙
σ0
h g˜jj‖L2 . E
1
2
3 D˙
1
2
3 . (5.19)
For the pressure term in g, making use of the product law (4.1) again yields
‖Λ˙σ0h (A
1
2∂1q)‖L2 . ‖Λ˙
(1+σ0)/2
h ∂1q‖L2‖Λ˙
(1+σ0)/2
h A
1
2‖L∞x1L
2
h
. E
1
2
3 D˙
1
2
3 , (5.20)
where we used the estimate ‖Λ˙
(1+σ0)/2
h A
1
2‖L∞x1L
2
h
. ‖Λ˙
(1+σ0)/2
h A
1
2‖H1 . E
1
2
3 in Lemma 4.5.
In the same manner it is easy to get
‖Λ˙σ0h (A
h
1∂hq)‖L2 + ‖Λ˙
σ0
h ((A
1
1 − 1)∂1q)‖L2 + ‖Λ˙
σ0
h ((A
2
2 − 1)∂2q)‖L2
+ ‖Λ˙σ0h (A
3
2∂3q)‖L2 + ‖Λ˙
σ0
h (A
1
3∂1q)‖L2 + ‖Λ˙
σ0
h ((A
3
3 − 1)∂3q)‖L2 . E
1
2
3 D˙
1
2
3 .
(5.21)
Combing (5.19)-(5.21) yields the first inequality in (5.18).
Let’s now estimate ‖Λ˙−λh g‖L2 including the L
2 norms of the negative horizontal derivative
of gjj, g˜jj and the pressure terms.
Firstly, the product law (4.1) ensures
‖Λ˙−λh (A
1
αA
1
1 ∂
2
1v
α)‖L2 . ‖Λ˙
σ0−1
h (A
1
αA
1
1)‖L∞x1L
2
h
‖Λ˙2−σ0−λh ∂
2
1v
α‖L2 . (5.22)
While from Lemma 4.5 and E3(t) ≤ 1, there holds
‖Λ˙σ0−1h (A
1
αA
1
1)‖L∞x1L
2
h
. ‖Λ˙σ0−1h A
1
α‖L∞x1L
2
h
+ ‖Λ˙σ0h A
1
α‖L∞x1L
2
h
‖A11 − 1‖L∞x1L
2
h
. ‖Λ˙σ0−1h A
1
α‖H1 + ‖Λ˙
σ0
h A
1
α‖H1‖A
1
1 − 1‖H1 . E
1
2
3 .
(5.23)
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Substituting (5.23) into (5.22) yields
‖Λ˙−λh (A
1
αA
1
1 ∂
2
1v
α)‖L2 . E
1
2
3 ‖Λ˙
2−σ0−λ
h ∂
2
1v
α‖L2 . E
1
2
3 D˙
1
2
3 , (5.24)
where the fact 2− σ0 − λ ≥ σ0 (since σ0 ≤ 1−
1
2λ) has been used in the last inequality.
For A12A
3
1∂3∂1v
2, thanks to the fact 2− σ0 − λ ≥ σ0 again, we have
‖Λ˙−λh (A
1
2A
3
1∂3∂1v
2)‖L2 . ‖Λ˙
2−σ0−λ
h (A
1
2A
3
1)‖L2‖Λ˙
σ0−1
h ∂3∂1v
2‖L∞x1L
2
h
. E
1
2
3 D˙
1
2
3 . (5.25)
This estimate also holds for any second-order derivative terms of v in gjj and g˜jj with
j = 1, 2, 3.
For the first-order derivative term of v in gjj and g˜jj with j = 1, 2, 3, applying the product
law (4.1), and then using Lemma 4.5 ensures
‖Λ˙−λh (A
1
i ∂1A
1
1 ∂1v
i)‖L2 . ‖Λ˙
σ0−1
h (A
1
i ∂1A
1
1)‖L2 ‖Λ˙
2−σ0−λ
h ∂1v‖L∞x1L
2
h
. ‖Λ˙σ0−1h (A
1
i ∂1A
1
1)‖L2 ‖Λ˙
2−σ0−λ
h ∂1v‖H1 . E
1
2
3 D˙
1
2
3 .
(5.26)
This estimate remains valid for any other first-order derivative terms of v in gjj and g˜jj
with j = 1, 2, 3.
Therefore, we obtain that for any j = 1, 2, 3
‖Λ˙−λh gjj‖L2 + ‖Λ˙
−λ
h g˜jj‖L2 . E
1
2
3 D˙
1
2
3 .
For the pressure terms in g, from (4.1), it can be obtained that
‖Λ˙−λh (A
1
2∂1q)‖L2 . ‖Λ˙
σ0−1
h A
1
2‖L∞x1L
2
h
‖Λ˙2−σ0−λh ∂1q‖L2 . E
1
2
3 ‖Λ˙
2−σ0−λ
h ∂1q‖L2 . E
1
2
3 D˙
1
2
3 .
While for the term about ∂hq, we have
‖Λ˙−λh (A
h
1∂hq)‖L2 . ‖Λ˙
σ0
h A
2
1‖L∞x1L
2
h
‖Λ˙1−σ0−λh ∂hq‖L2 . E
1
2
3 ‖Λ˙
1−σ0−λ
h ∂hq‖L2 .
In order to control ‖Λ˙1−σ0−λh ∂hq‖L2 , we employ the Poincare’s inequality and the boundary
condition q = ξ1 − 2ν∇h · v
h + ν Bα9,i∂αv
i on Σ0 to get
‖Λ˙1−σ0−λh ∂hq‖L2(Ω) . ‖Λ˙
1−σ0−λ
h ∂h(ξ
1 − 2ν∇h · v
h + ν Bα9,i∂αv
i)‖L2(Σ0) + ‖Λ˙
1−σ0−λ
h ∂h∂1q‖L2(Ω)
. ‖Λ˙2−σ0−λh ξ
1‖L2(Σ0) + ‖Λ˙
1−σ0−λ
h ∂h(−2ν∇h · v
h + ν Bα9,i∂αv
i)‖H1(Ω) + ‖Λ˙
2−σ0−λ
h ∂1q‖L2(Ω)
. ‖Λ˙2−σ0−λh ξ
1‖L2(Σ0) + D˙
1
2
3 ,
where we have used the assumption 2− σ0 − λ ≥ σ0 in the last inequality. It thus follows
‖Λ˙−λh (A
h
1∂hq)‖L2 . E
1
2
3 (‖Λ˙
2−σ0−λ
h ξ
1‖L2(Σ0) + D˙
1
2
3 ).
Repeating the above argument to the other pressure terms in g ensures that
‖Λ˙−λh (A
1
2∂1q)‖L2 + ‖Λ˙
−λ
h (A
h
1∂hq)‖L2 + ‖Λ˙
−λ
h ((A
1
1 − 1)∂1q)‖L2 + ‖Λ˙
−λ
h ((A
2
2 − 1)∂2q)‖L2
+ ‖Λ˙−λh (A
3
2∂3q)‖L2 + ‖Λ˙
−λ
h (A
1
3∂1q)‖L2 + ‖Λ˙
−λ
h ((A
3
3 − 1)∂3q)‖L2
. E
1
2
3 ‖Λ˙
2−σ0−λ
h ξ
1‖L2(Σ0) + E
1
2
3 D˙
1
2
3 .
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Consequently, we conclude that
‖Λ˙−λh g‖L2 . E
1
2
3 ‖Λ˙
2−σ0−λ
h ξ
1‖L2(Σ0) +E
1
2
3 D˙
1
2
3 ,
this is, the third inequality in (5.18) holds true.
The forth inequality can be proved by repeating the same line in the proof of the third
inequality in (5.18).
Finally, let us now turn to derive the last inequality in (5.18).
For this, we first apply the product law (4.1) to get
‖∂N−1h (A
1
αA
1
1 ∂
2
1v
α)‖L2 . ‖∂
N−1
h (A
1
αA
1
1)‖L∞x1 (L
2
h
) ‖∂
2
1v
α‖L2x1L
∞
h
+ ‖∂N−1h ∂
2
1v
α‖L2 ‖A
1
αA
1
1‖L∞ .
It is easy to check ‖∂N−1h (A
1
αA
1
1)‖L∞x1 (L
2
h
) . ‖∂
N−1
h (A
1
αA
1
1)‖H1 . E
1
2
N and ‖A
1
αA
1
1‖L∞ .
‖Λ˙σ0h Λh(A
1
αA
1
1)‖H1 . E
1
2
3 , and by using the Sobolev embedding theorem ‖∂
2
1v
α‖L2x1L
∞
h
.
‖Λ˙σ0h Λh∂
2
1v
α‖L2 . D˙
1
2
3 , we obtain
‖∂N−1h (A
1
αA
1
1 ∂
2
1v
α)‖L2 . E
1
2
N D˙
1
2
3 + E
1
2
3 D˙
1
2
N .
The same conclusion can be drawn for any other terms of v in gjj with j = 1, 2, 3.
Therefore, we deduce that for any j = 1, 2, 3
‖∂N−1h gjj‖L2 . E
1
2
N D˙
1
2
3 + E
1
2
3 D˙
1
2
N .
Similarly, thanks to the product law (4.1) again, it can be established that
‖∂N−1h (A
1
2∂1q)‖L2 . ‖∂
N−1
h A
1
2‖L∞x1L
2
h
‖∂1q‖L2x1 (L
∞
h
) + ‖∂
N−1
h ∂1q‖L2‖A
1
2‖L∞
. E
1
2
N D˙
1
2
3 + E
1
2
3 D˙
1
2
N ,
and also
‖∂N−1h (A
h
1∂hq)‖L2 + ‖∂
N−1
h ((A
1
1 − 1)∂1q)‖L2 + ‖∂
N−1
h ((A
2
2 − 1)∂2q)‖L2
+ ‖∂N−1h (A
3
2∂3q)‖L2 + ‖∂
N−1
h (A
1
3∂1q)‖L2 + ‖∂
N−1
h ((A
3
3 − 1)∂3q)‖L2
. E
1
2
N D˙
1
2
3 + E
1
2
3 D˙
1
2
N .
We thus prove that ‖∂N−1h g‖L2 . E
1
2
N D˙
1
2
3 + E
1
2
3 D˙
1
2
N . The proof of the lemma is therefore
accomplished.
With Lemmas 5.1 and 5.2 in hand, we will deal with the estimates ‖Λ˙shv‖L∞t L2(Ω) +
‖Λ˙shξ
1‖L∞t L2(Σ0) with s = σ0, N, −λ.
5.2.1 Estimate of ‖Λ˙σ0h v‖L∞t L2(Ω) + ‖Λ˙
σ0
h ξ
1‖L∞t L2(Σ0)
Lemma 5.3. Under the assumption of Lemma 5.1, if E3(t) ≤ 1 for all the existence times
t, then there holds
d
dt
(‖Λ˙σ0h v‖
2
L2(Ω) + ‖Λ˙
σ0
h ξ
1‖2L2(Σ0)) + ν‖D(Λ˙
σ0
h v)‖
2
L2(Ω) . E
1
2
3 D˙3. (5.27)
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Proof. Taking the horizontal derivative operator P(∂h) = Λ˙
σ0
h in (5.8) yields
1
2
d
dt
(
‖Λ˙σ0h v‖
2
L2(Ω) + ‖Λ˙
σ0
h ξ
1‖2L2(Σ0)
)
+
ν
2
‖D(Λ˙σ0h v)‖
2
L2(Ω) =
3∑
j=1
Kj , (5.28)
where the remainder terms Kj with j = 1, 2, 3 are defined in (5.9) in which we take P(∂h) =
Λ˙σ0h .
For the first integral K1, we first observe
|
∫
Σ0
Λ˙σ0h (B
α
9,i∂αv
i) Λ˙σ0h v
1 dS0| . ‖Λ˙
σ0
h (B
α
9,i∂αv
i‖L2(Σ0))‖Λ˙
σ0
h v
1‖L2(Σ0)
. ‖Λ˙σ0h (B
α
9,i∂αv
i‖H1(Ω)‖Λ˙
σ0
h v
1‖H1(Ω),
which follows from Lemma 4.6 that |
∫
Σ0
Λ˙σ0h (B
α
6,i∂αv
i) Λ˙σ0h v
1 dS0| . E
1
2
3 D˙3. Along the same
line, it can be obtained that
|
∫
Σ0
Λ˙σ0h (B
α
9,i∂αv
i)Λ˙σ0h v
1 dS0|+ |
∫
Σ0
Λ˙σ0h (B
α
7,i∂αv
i)Λ˙σ0h v
2 dS0|
+ |
∫
Σ0
Λ˙σ0h (B
α
8,i∂αv
i) Λ˙σ0h v
3 dS0| . E
1
2
3 D˙3.
We thus get
|K1| . E
1
2
3 D˙3. (5.29)
On the other hand, due to the product law (4.1), one can see that
|K2| . ‖Λ˙
σ0+1
h q‖L2 (‖Λ˙
σ0−1
h (a˜α 1∂1v
α)‖L2 + ‖Λ˙
σ0−1
h (B
α
5,i∂αv
i)‖L2)
. ‖Λ˙σ0h ∂h q‖L2
(
‖a˜α 1‖L∞x1L
2
h
‖Λ˙σ0h ∂1v
h‖L2 + ‖Λ˙
σ0
h B
α
5,i‖L2‖∂αv
i‖L∞x1L
2
h
)
,
which follows from (4.3) and (4.9) that
|K2| . ‖Λ˙
σ0
h ∂h q‖L2
(
‖a˜α 1‖H1‖Λ˙
σ0
h ∂1v
h‖L2 + ‖Λ˙
σ0
h B
α
5,i‖L2‖∂αv
i‖H1
)
. E
1
2
3 D˙3. (5.30)
For the term K3 =
∫
Ω Λ˙
σ0
h g · Λ˙
σ0
h v dx, from (5.18), it follows that
|K3| . ‖Λ˙
σ0
h g‖L2‖Λ˙
σ0
h v‖L2 . ‖Λ˙
σ0
h g‖L2‖Λ˙
σ0
h v‖H1 . E
1
2
3 D˙3. (5.31)
Substituting (5.29)-(5.31) into (5.28) leads to (5.27), which furnishes the proof of Lemma
5.3.
5.2.2 Estimate of the tangential derivatives ‖∂Nh v‖L∞t (L2)
Lemma 5.4. Let N ≥ 3, under the assumption of Lemma 5.1, if E3(t) ≤ 1 for all the
existence times t, there holds
d
dt
(
‖∂Nh v‖
2
L2(Ω) + ‖∂
N
h ξ
1‖2L2(Σ0)
)
+ ν‖D(∂Nh v)‖
2
L2(Ω) . D˙
1
2
N (E
1
2
N D˙
1
2
3 + E
1
2
3 D˙
1
2
N ). (5.32)
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Proof. Similar to the proof of Lemma 5.3, taking the operator P(∂h) = ∂
N
h in (5.8), it can
be easily obtained that
1
2
d
dt
(‖∂Nh v‖
2
L2(Ω) + ‖∂
N
h ξ
1‖2L2(Σ0)) +
ν
2
‖D(∂Nh v)‖
2
L2(Ω) =
3∑
j=1
Kj , (5.33)
where Kj with j = 1, 2, 3 are defined in (5.9) in which we take P(∂h) = ∂
N
h .
For the boundary integral K1, making use of the trace theorem ensures
|
∫
Σ0
∂Nh (B
α
6,i∂αv
i) ∂Nh v
1 dS0| . ‖Λ˙
N− 1
2
h (B
α
6,i∂αv
i)‖L2(Σ0) ‖Λ˙
N+ 1
2
h v
1‖L2(Σ0)
. ‖Λ˙N−1h (B
α
6,i∂αv
i)‖H1(Ω) ‖Λ˙
N
h v
1‖H1(Ω).
We thus obtain from Lemma 4.6 that
|
∫
Σ0
∂Nh (B
α
6,i∂αv
i) ∂Nh v
1 dS0| .
(
E
1
2
N D˙
1
2
3 + E
1
2
3 D˙
1
2
N
)
D˙
1
2
N . (5.34)
It can be similarly proved that
|
∫
Σ0
∂Nh (B
α
9,i)∂αv
i)∂Nh v
1 dS0|+ |
∫
Σ0
∂Nh (B
α
7,i∂αv
i)∂Nh v
2 dS0|
+ |
∫
Σ0
∂Nh (B
α
8,i∂αv
i) ∂Nh v
3 dS0| .
(
E
1
2
N D˙
1
2
3 + E
1
2
3 D˙
1
2
N
)
D˙
1
2
N ,
which along with (5.34) leads to
|K1| .
(
E
1
2
N D˙
1
2
3 + E
1
2
3 D˙
1
2
N
)
D˙
1
2
N . (5.35)
On the other hand, for K2, it is easy to produce
|K2| . ‖∂
N
h q‖L2 (‖∂
N
h (a˜α 1∂1v
α)‖L2 + ‖∂
N
h (B
α
5,i∂γv
i)‖L2). (5.36)
Thanks to Lemma 4.6 again, one has
‖∂Nh (a˜α 1∂1v
α)‖L2 + ‖∂
N
h (B
α
5,i∂αv
i)‖L2 . E
1
2
N D˙
1
2
3 + E
1
2
3 D˙
1
2
N ,
which along with (5.36) follows
|K2| . (E
1
2
N D˙
1
2
3 + E
1
2
3 D˙
1
2
N ) D˙
1
2
N .
(5.37)
Finally, for K3 =
∫
Ω ∂
N
h g · ∂
N
h v dx, we use (5.18) to get
|K3| . ‖∂
N−1
h g‖L2‖∂
N+1
h v‖L2 . (E
1
2
N D˙
1
2
3 + E
1
2
3 D˙
1
2
N )D˙
1
2
N .
(5.38)
Therefore, inserting (5.35), (5.37), (5.38) into (5.33) yields (5.32), which gives the desired
result.
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Thanks to Lemmas 5.3, 5.4, and the Korn’s inequality, we obtain
Lemma 5.5. Let N ≥ 3, under the assumption of Lemma 5.1, if E3(t) ≤ 1 for all the
existence times t, then there holds
d
dt
(
‖Λ˙σ0h v‖
2
L2(Ω) + ‖Λ˙
σ0
h ξ
1‖2L2(Σ0) +
N∑
i=1
(‖∂ihv‖
2
L2(Ω) + ‖∂
i
hξ
1‖2L2(Σ0))
)
+ c1(‖Λ˙
σ0
h ∇ v‖
2
L2(Ω) +
N∑
i=1
‖∂ih∇ v‖
2
L2(Ω)) . D˙
1
2
N (E
1
2
N D˙
1
2
3 + E
1
2
3 D˙
1
2
N ).
5.2.3 Estimate of ‖Λ˙−λh v‖L∞t (L2)
Lemma 5.6. Under the assumption of Lemma 5.1, if(λ, σ0) ∈ (0, 1) satisfies 1 − λ < σ0 ≤
1− 12λ, and E3(t) ≤ 1 for all the existence times t, then there holds
d
dt
(
‖Λ˙−λh v‖
2
L2(Ω) + ‖Λ˙
−λ
h ξ
1‖2L2(Σ0)
)
+ c1‖Λ˙
−λ
h ∇ v‖
2
L2(Ω)
. ‖Λ˙−λh ξ
1‖L2(Σ0)E
1
2
3 D˙
1
2
3 + ‖Λ˙
−λ
h ∂tv
1‖L2E
1
2
3 D˙
1
2
3 + E
1
2
3 D˙3 + E3‖Λ˙
σ0
h ξ
1‖2L2(Σ0).
(5.39)
Proof. First, taking the operator P(∂h) = Λ˙
−λ
h in (5.8) shows
1
2
d
dt
(∫
Ω
|Λ˙−λh v|
2 dx+
∫
Σ0
|Λ˙−λh ξ
1|2 dS0
)
+
ν
2
∫
Ω
|D(Λ˙−λh v)|
2 dx = I1 + I2 + I3 (5.40)
with I1 :=
∫
Ω Λ˙
−λ
h q Λ˙
−λ
h (B
α
5,i∂αv
i − a˜α 1∂1v
α) dx,
I2 := ν
∫
Σ0
(
Λ˙−λh ((B
α
9,i − 2B
α
6,i)∂αv
i) Λ˙−λh v
1 + Λ˙−λh (B
α
7,i∂αv
i) Λ˙−λh v
2
+ Λ˙−λh (B
α
8,i∂αv
i) Λ˙−λh v
3
)
dS0, I3 :=
∫
Ω
Λ˙−λh g · Λ˙
−λ
h v dx.
Using the relation q = Q+H(ξ1)− 2ν∇h · v
h + νH(Bα9,i)∂αv
i, we split I1 into two parts:
I1 =
∫
Ω
Λ˙−λh Q Λ˙
−λ
h (B
α
5,i∂αv
i − a˜α 1∂1v
α) dx
+
∫
Ω
Λ˙−λh (H(ξ
1)− 2ν∇h · v
h + νH(Bα9,i)∂αv
i) Λ˙−λh (B
α
5,i∂αv
i − a˜α 1∂1v
α) dx
=: I1,1 + I1,2.
For I1,1, we have
|I1,1| = |
∫
Ω
Λ˙−λh Q Λ˙
−λ
h (B
α
5,i∂αv
i − a˜α 1∂1v
α) dx|
. ‖Λ˙
2(1−σ0−λ)
h Q‖L∞x1L
2
h
‖Λ˙
2(σ0−1)
h (B
α
5,i∂αv
i − a˜α 1∂1v
α)‖L1x1L
2
h
.
(5.41)
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By using the product law (4.1), it follows
‖Λ˙
2(σ0−1)
h (B
α
5,i∂αv
i − a˜α 1∂1v
α)‖L1x1L
2
h
. ‖Λ˙σ0h B
α
5,i‖L2‖Λ˙
σ0−1
h ∂αv
i‖L2 + ‖Λ˙
σ0
h ∂1v
α‖L2‖Λ˙
σ0−1
h a˜α 1‖L2 . E
1
2
3 ‖Λ˙
σ0
h ∇ v‖L2 ,
(5.42)
which along with Q|Σ0 = 0 and (5.41) implies
|I1,1| . ‖Λ˙
2(1−σ0−λ)
h ∂1Q‖L2E
1
2
3 ‖Λ˙
σ0
h ∇ v‖L2 .
The estimate of ‖Λ˙
2(1−σ0−λ)
h ∂1Q‖L2 can be treated by
‖Λ˙
2(1−σ0−λ)
h ∂1Q‖L2 . ‖Λ˙
2(1−σ0−λ)
h ∂1q‖L2 + ‖Λ˙
2(1−σ0−λ)
h ∂1H(ξ
1)‖L2
+ ‖Λ˙
2(1−σ0−λ)
h ∂1∇h · v
h‖L2 + ‖Λ˙
2(1−σ0−λ)
h ∂1(H(B
α
9,i)∂αv
i)‖L2
. ‖Λ˙−λh ∂1q‖L2 + ‖Λ˙
−λ
h ξ
1‖L2(Σ0) + ‖Λ˙
σ0+2
h ∂1q‖L2 + ‖Λ˙
σ0+1
h ξ
1‖H1(Σ0)
+ ‖Λ˙−λh ∇ v‖L2 + ‖Λ˙
σ0+1
h ∇ v‖L2 + ‖Λ˙
2(1−σ0−λ)
h ∂1(H(B
α
9,i)∂αv
i)‖L2 .
(5.43)
For ‖Λ˙−λh ∂1q‖L2 in (5.43), thanks to (2.24) and (5.18), one can see that
‖Λ˙−λh ∂1q‖L2 . ‖Λ˙
−λ
h ∂tv
1‖L2 + ‖Λ˙
−λ
h ∂h∇ v‖L2 + ‖Λ˙
−λ
h g1‖L2 + ‖Λ˙
−λ
h g˜11‖L2
. ‖Λ˙−λh ∂tv
1‖L2 + ‖Λ˙
−λ
h ∂h∇ v‖L2 + E
1
2
3 ‖Λ˙
2−σ0−λ
h ξ
1‖L2(Σ0) + E
1
2
3 D˙
1
2
3 ,
which, together with (5.43), 1− λ < σ0 ≤ 1−
λ
2 , and the estimate
‖Λ˙−λh ∂1(H(B
α
9,i)∂αv
i)‖L2 . ‖Λ˙
−λ
h (∂1H(B
α
9,i)∂αv
i)‖L2 + ‖Λ˙
−λ
h (H(B
α
9,i)∂1∂αv
i)‖L2
. ‖Λ˙σ0h ∂1H(B
α
9,i)‖L2‖Λ˙
1−σ0−λ
h ∂αv
i‖L∞x1L
2
h
+ ‖Λ˙σ0h H(B
α
9,i)‖L∞x1L
2
h
‖Λ˙1−σ0−λh ∂1∂αv
i)‖L2
. E
1
2
3 ‖Λ˙
2−σ0−λ
h v‖H1 . E
1
2
3 D˙
1
2
3
by using (4.1), ensures that
‖Λ˙
2(1−σ0−λ)
h ∂1Q‖L2 . ‖Λ˙
2(1−σ0−λ)
h ∂1q‖L2 + ‖Λ˙
2(1−σ0−λ)
h ∂1H(ξ
1)‖L2
+ ‖Λ˙
2(1−σ0−λ)
h ∂1∇h · v
h‖L2 + ‖Λ˙
2(1−σ0−λ)
h ∂1(H(B
α
9,i)∂αv
i)‖L2
. ‖Λ˙−λh ξ
1‖L2(Σ0) + ‖Λ˙
−λ
h ∂tv
1‖L2 + ‖Λ˙
−λ
h ∇ v‖L2 + D˙
1
2
3 .
Hence, we conclude that
|I1,1| . ‖Λ˙
−λ
h ξ
1‖L2(Σ0)E
1
2
3 D˙
1
2
3 + (‖Λ˙
−λ
h ∂tv
1‖L2 + ‖Λ˙
−λ
h ∇ v‖L2)E
1
2
3 D˙
1
2
3 + E
1
2
3 D˙3. (5.44)
For I1,2, from (5.42) and (5.44), we find
|I1,2| . ‖Λ˙
2(1−σ0−λ)
h (H(ξ
1)− 2ν∇h · v
h + νH(Bα9,i)∂αv
i)‖L∞x1L
2
h
× ‖Λ˙
2(1−σ0)
h (B
α
5,i∂αv
i − a˜α 1∂1v
α)‖L1x1L
2
h
. (‖Λ˙−λh ξ
1‖L2(Σ0) + ‖Λ˙
−λ
h ∇ v‖L2 + D˙
1
2
3 )E
1
2
3 ‖Λ˙
σ0
h ∇ v‖L2 .
(5.45)
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Combining (5.44) with (5.45) yields
|I1| . ‖Λ˙
−λ
h ξ
1‖L2(Σ0)E
1
2
3 D˙
1
2
3 + (‖Λ˙
−λ
h ∂tv
1‖L2 + ‖Λ˙
−λ
h ∇ v‖L2)E
1
2
3 D˙
1
2
3 + E
1
2
3 D˙3. (5.46)
For I2, from (4.1), it is easy to get
|
∫
Σ0
Λ˙−λh (B
α
7,i∂αv
i) Λ˙−λh v
2 dS0| . ‖Λ˙
−λ
h (B
α
7,i∂αv
i)‖L2(Σ0)‖Λ˙
−λ
h v
2‖L2(Σ0)
. ‖Λ˙σ0h B
α
7,i‖L2(Σ0)‖Λ˙
1−σ0−λ
h ∂αv
i‖L2(Σ0)‖Λ˙
−λ
h v
h‖L2(Σ0)
. E
1
2
3 ‖Λ˙
2−σ0−λ
h ∇ v‖L2‖Λ˙
−λ
h ∇ v
h‖L2 .
Similarly, one may see
|
∫
Σ0
(
Λ˙−λh ((B
α
9,i − 2B
α
6,i)∂αv
i) Λ˙−λh v
1 + Λ˙−λh (B
α
8,i∂αv
i) Λ˙−λh v
3
)
dS0|
. E
1
2
3 ‖Λ˙
2−σ0−λ
h ∇ v‖L2‖Λ˙
−λ
h ∇ v
h‖L2 .
Hence, from the condition 1− λ < σ0 ≤ 1−
λ
2 , it follows
|I2| . E
1
2
3 ‖Λ˙
2−σ0−λ
h ∇ v‖L2‖Λ˙
−λ
h ∇ v‖L2 . E
1
2
3 D˙
1
2
3 ‖Λ˙
−λ
h ∇ v‖L2 .
(5.47)
Finally, to deal with I3, we use (5.18) to deduce
|I3| . ‖Λ˙
−λ
h g‖L2‖Λ˙
−λ
h v‖L2 . (E
1
2
3 ‖Λ˙
2−σ0−λ
h ξ
1‖L2(Σ0) + E
1
2
3 D˙
1
2
3 )‖Λ˙
−λ
h ∇ v‖L2
. (E
1
2
3 ‖Λ˙
σ0
h ξ
1‖L2(Σ0) + E
1
2
3 D˙
1
2
3 )‖Λ˙
−λ
h ∇ v‖L2 .
(5.48)
Therefore, substituting (5.46), (5.47) and (5.48) into (5.40) yields
1
2
d
dt
(∫
Ω
|Λ˙−λh v|
2 dx+
∫
Σ0
|Λ˙−λh ξ
1|2 dS0
)
+
ν
2
∫
Ω
|D(Λ˙−λh v)|
2 dx
. ‖Λ˙−λh ξ
1‖L2(Σ0)E
1
2
3 D˙
1
2
3 + ‖Λ˙
−λ
h ∂tv
1‖L2E
1
2
3 D˙
1
2
3 + E
1
2
3 D˙3
+ (E
1
2
3 ‖Λ˙
σ0
h ξ
1‖L2(Σ0) + E
1
2
3 D˙
1
2
3 )‖Λ˙
−λ
h ∇ v‖L2 .
Applying Young’s inequality and the Korn inequality implies (5.39), which is what we wanted
to prove.
Thanks to (5.1), Lemmas 5.5 and 5.6, we have
Lemma 5.7. Let N ≥ 3, under the assumption of Lemma 5.1, if (λ, σ0) ∈ (0, 1) satisfies
32
1− λ < σ0 ≤ 1−
1
2λ, and E3(t) ≤ 1 for all the existence times t, then there holds
d
dt
[
‖Λ˙−λh v‖
2
L2(Ω) + ‖Λ˙
−λ
h ξ
1‖2L2(Σ0)
+ ‖Λ˙σ0h v‖
2
L2(Ω) + ‖Λ˙
σ0
h ξ
1‖2L2(Σ0) +
N+1∑
i=0
(‖∂ihv‖
2
L2(Ω) + ‖∂
i
hξ
1‖2L2(Σ0)
]
+ c1(‖Λ˙
−λ
h ∇ v‖
2
L2(Ω) + ‖∇ v‖
2
L2(Ω) + ‖Λ˙
σ0
h ∇ v‖
2
L2(Ω) +
N+1∑
i=0
‖∂ih∇ v‖
2
L2(Ω))
. D˙
1
2
N+1(E
1
2
N+1D˙
1
2
3 + E
1
2
3 D˙
1
2
N+1) + ‖Λ˙
−λ
h ξ
1‖L2(Σ0)E
1
2
3 D˙
1
2
3
+ E3‖Λ˙
σ0
h ξ
1‖2L2(Σ0) + ‖Λ˙
−λ
h ∂tv
1‖L2E
1
2
3 D˙
1
2
3 .
5.3 Energy estimates of the gradient of the velocity
In this subsection, we derive energy estimates in terms of ∇ v as well as its horizontal deriva-
tives. For this, we still use the linearized form (2.20) of the system (2.8) as in Section 5.2.
Set
E˚(P(∂h)∇ v)
def
= ‖P(∂h)∇ v‖
2
L2 + 4‖P(∂h)∇h · v
h‖2L2
+ 2
∫
Ω
(P(∂h)∂1v
h · P(∂h)(∇hv
1) + P(∂h)∂1v
1 P(∂h)∇h · v
h) dx
+
2
ν
∫
Ω
P(∂h)v · P(∂h)∇H(ξ
1) dx− 2
∫
Ω
3∑
j=1
P(∂h)∂1v
j P(∂h)(H(B
α
j+5,i)∂αv
i) dx.
The standard procedure for getting the energy estimates can be adopted to get
Lemma 5.8. Let (v, ξ) be smooth solution to the system (2.8), there holds that
ν
2
d
dt
E˚(P(∂h)∇ v) + ‖P(∂h)∂tv‖
2
L2 =
8∑
j=1
Jj , (5.49)
where
J1 :=
∫
Ω
P(∂h)v · P(∂h)∇∂tH(ξ
1) dx, J2 := −
∫
Ω
P(∂h)∂1QP(∂h)(a˜α 1∂tv
α) dx,
J3 := 2ν
∫
Ω
P(∂h)∂tv
h · P(∂h)∇h ((a˜α 1 ∂1v
α)− Bα5,i ∂αv
i) dx,
J4 := −ν
∫
Ω
P(∂h)∂tv · P(∂h)∇
(
a˜α 1∂1v
α + (H(Bα9,i)− B
α
5,i)∂αv
i
)
dx,
J5 := −
∫
Ω
P(∂h)QP(∂h)
(
∂1a˜α 1∂tv
α − ∂ta˜α 1∂1v
α + ∂tB
α
5,i∂αv
i
)
dx,
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J6 :=
∫
Ω
(
P(∂h)∂αQP(∂h)(B
α
5,i∂tv
i)− P(∂h)QP(∂h)(∂αB
α
5,i∂tv
i)
)
dx,
J7 := ν
∫
Ω
3∑
j=1
(
P(∂h)∂1∂αv
j P(∂h)∂t(H(B
α
j+5,i)v
i) + P(∂h)∂1v
j P(∂h)∂t(∂αH(B
α
j+5,i)v
i)
+ P(∂h)∂tv
j P(∂h)∂1(H(B
α
j+5,i)∂αv
i)
)
dx, J8 :=
∫
Ω
P(∂h)∂tv · P(∂h)g dx.
Proof. We multiply the i-th component of the momentum equations of (5.10) by P(∂h)∂tv
i,
sum over i, and integrate over Ω to find that
‖P(∂h)∂tv‖
2
L2 + I + II =
∫
Ω
P(∂h)∂tv · P(∂h)g dx, (5.50)
where I :=
∫
Ω P(∂h)∂tv · P(∂h)∇ q dx, II := −ν
∫
Ω P(∂h)∂tv · (∇ · D(P(∂h)v)) dx.
Using q = Q + H(ξ1) − 2ν∇h · v
h + νH(Bα9,i)∂αv
i, the integral I can be split into four
parts
I =
∫
Ω
P(∂h)∂tv · P(∂h)∇Q dx+
∫
Ω
P(∂h)∂tv · P(∂h)∇H(ξ
1) dx
− 2ν
∫
Ω
P(∂h)∂tv · P(∂h)∇∇h · v
h dx+ ν
∫
Ω
P(∂h)∂tv · P(∂h)∇ (H(B
α
9,i)∂αv
i) dx
=:
4∑
i=1
Ii.
(5.51)
In view of the boundary conditions v|Σb = 0 and Q|Σ0 = 0, integrating by parts in I1 shows
I1 = −
∫
Ω
P(∂h)Q∇ · P(∂h)∂tv dx =
∫
Ω
P(∂h)QP(∂h)(a˜α 1∂1∂tv
α) dx
−
∫
Ω
P(∂h)QP(∂h)
(
Bα5,i∂α∂tv
i − ∂ta˜α 1 ∂1v
α + ∂tB
α
5,i ∂αv
i
)
dx,
(5.52)
where we used the fact ∇ · ∂tv = −a˜α 1∂1∂tv
α+(Bα5,i∂α∂tv
i− ∂ta˜α 1 ∂1v
α+ ∂tB
α
5,i ∂αv
i), which
comes from the divergence-free condition (2.10).
Applying integration by parts ensures∫
Ω
P(∂h)QP(∂h)(a˜α 1∂1∂tv
α) dx
= −
∫
Ω
P(∂h)∂1QP(∂h)(a˜α 1∂tv
α) dx−
∫
Ω
P(∂h)QP(∂h)(∂1a˜α 1∂tv
α) dx,
and
−
∫
Ω
P(∂h)QP(∂h)(B
α
5,i∂α∂tv
i) dx
=
∫
Ω
P(∂h)∂αQP(∂h)(B
α
5,i∂tv
i) dx+
∫
Ω
P(∂h)QP(∂h)(∂αB
α
5,i∂tv
i) dx,
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then plugging these two equalities into (5.52) leads to
I1 = −
∫
Ω
P(∂h)∂1QP(∂h)(a˜α 1∂tv
α) dx+
∫
Ω
P(∂h)∂αQP(∂h)(B
α
5,i∂tv
i) dx
−
∫
Ω
P(∂h)QP(∂h)
(
∂1a˜α 1∂tv
α − ∂αB
α
5,i∂tv
i − ∂ta˜α 1 ∂1v
α + ∂tB
α
5,i ∂αv
i
)
dx.
(5.53)
For I2, a direct computation gives rise to
I2 =
∫
Ω
P(∂h)∂tv · P(∂h)∇H(ξ
1) dx
=
d
dt
∫
Ω
P(∂h)v · P(∂h)∇H(ξ
1) dx−
∫
Ω
P(∂h)v · P(∂h)∇H(v
1) dx.
(5.54)
While for I3, it is easy to get
I3 = −2ν
∫
Ω
P(∂h)∂tv
1 P(∂h)∂1∇h · v
h dx− 2ν
∫
Ω
P(∂h)∂tv
h · P(∂h)∇h∇h · v
h dx
= −2ν
∫
Ω
P(∂h)∂tv
1 P(∂h)∂1∇h · v
h dx+ ν
d
dt
‖P(∂h)∇h · v
h‖2L2 .
(5.55)
Thus, plugging (5.53)-(5.55) into (5.51), one has
I =
d
dt
(∫
Ω
P(∂h)v · P(∂h)∇H(ξ
1) dx+ ν‖P(∂h)∇h · v
h‖2L2
)
−
∫
Ω
P(∂h)v · P(∂h)∇H(v
1) dx
− 2ν
∫
Ω
P(∂h)∂tv
1 P(∂h)∂1∇h · v
h dx−
∫
Ω
P(∂h)∂1QP(∂h)(a˜α 1∂tv
α) dx
−
∫
Ω
P(∂h)QP(∂h)
(
∂1a˜α 1∂tv
α − ∂αB
α
5,i∂tv
i − ∂ta˜α 1 ∂1v
α + ∂tB
α
5,i ∂αv
i
)
dx
+
∫
Ω
P(∂h)∂αQP(∂h)(B
α
5,i∂tv
i) dx+ ν
∫
Ω
P(∂h)∂tv · P(∂h)∇ (H(B
α
9,i)∂αv
i) dx.
For II, we split it into two parts:
II = −ν
∫
Ω
P(∂h)∂tv ·∆(P(∂h)v) dx − ν
∫
Ω
P(∂h)∂tv · ∇(∇ · P(∂h)v) dx =: II1 + II2.
Due to the second equation in (5.10), one can see
II2 = −ν
∫
Ω
P(∂h)∂tv · P(∂h)(−∇ (a˜α 1∂1v
α) +∇ (Bα5,i∂αv
i)) dx. (5.56)
The calculation of II1 should be more delicate. In fact, it can be immediately verified that
II1 = −ν
∫
Ω
P(∂h)∂tv · P(∂h)∆hv dx− ν
∫
Ω
P(∂h)∂tv · P(∂h)∂
2
1v dx
=
ν
2
d
dt
∫
Ω
|P(∂h)∂hv|
2 dx+
3∑
j=1
II1,j ,
(5.57)
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where II1,j := −ν
∫
Ω P(∂h)∂tv
j ∂21v
j dx with j = 1, 2, 3.
For II1,1, using the equation ∂1v
1 = G1 −∇h · v
h +H(Bα6,i)∂αv
i in (2.18) produces that
II1,1 = −ν
∫
Ω
P(∂h)∂tv
1 P(∂h)∂1G
1 dx
− ν
∫
Ω
P(∂h)∂tv
1 P(∂h)∂1(−∇h · v
h +H(Bα6,i)∂αv
i) dx.
(5.58)
For the first integral of the right hand side in (5.58), thanks to the boundary conditions
v|Σb = 0 and G
1|Σ0 = 0, integrating by parts yields
− ν
∫
Ω
P(∂h)∂tv
1P(∂h)∂1G
1 dx = ν
∫
Ω
P(∂h)∂t∂1v
1 P(∂h)G
1 dx
= ν
∫
Ω
P(∂h)∂t∂1v
1 P(∂h)(∂1v
1 +∇h · v
h −H(Bα6,i)∂αv
i) dx
=
ν
2
d
dt
∫
Ω
|P(∂h)∂1v
1|2 dx+ ν
d
dt
∫
Ω
P(∂h)∂1v
1P(∂h)(∇h · v
h −H(Bα6,i)∂αv
i) dx
− ν
∫
Ω
P(∂h)∂1v
1 P(∂h)∂t(∇h · v
h −H(Bα6,i)∂αv
i) dx,
which follows
− ν
∫
Ω
P(∂h)∂tv
1 P(∂h)∂1G
1 dx = −ν
∫
Ω
P(∂h)∂1∂αv
1 P(∂h)∂t(H(B
α
6,i)v
i) dx
− ν
∫
Ω
P(∂h)∂1v
1P(∂h)∂t(∂αH(B
α
6,i)v
i) dx+ ν
∫
Ω
P(∂h)∇h∂1v
1 · P(∂h)∂tv
h dx
+
ν
2
d
dt
∫
Ω
(
|P(∂h)∂1v
1|2 + 2P(∂h)∂t∂1v
1 P(∂h)(∇h · v
h −H(Bα6,i)∂αv
i)
)
dx.
(5.59)
Plugging (5.59) into (5.58), we get
II1,1 =
ν
2
d
dt
[
‖P(∂h)∂1v
1‖2L2 + 2
∫
Ω
P(∂h)∂1v
1 P(∂h)(∇h · v
h −H(Bα6,i)∂αv
i) dx
]
+ ν
(∫
Ω
P(∂h)∇h∂1v
1 · P(∂h)∂tv
h dx+
∫
Ω
P(∂h)∂tv
1 P(∂h)∂1∇h · v
h dx
)
− ν
(∫
Ω
P(∂h)∂1∂αv
1 P(∂h)∂t(H(B
α
6,i)v
i) dx+
∫
Ω
P(∂h)∂1v
1 P(∂h)∂t(∂αH(B
α
6,i)v
i) dx
+
∫
Ω
P(∂h)∂tv
1 P(∂h)∂1(H(B
α
6,i)∂αv
i) dx
)
.
(5.60)
Following our analysis of the term II1,1, we use ∂1v
2 = G2 − ∂2v
1 + H(Bα7,i)∂αv
i, ∂1v
3 =
36
G3 − ∂3v
1 +H(Bα8,i)∂αv
i in (2.18) to II1,2, II1,3 respectively to obtain
II1,2 + II1,3 =
ν
2
d
dt
[
‖P(∂h)∂1v
h‖2L2 + 2
∫
Ω
P(∂h)∂1v
h · P(∂h)(∇hv
1) dx
− 2
∫
Ω
3∑
β=2
P(∂h)∂1v
β P(∂h)(H(B
α
β+5,i)∂αv
i) dx
]
− ν
3∑
β=2
∫
Ω
(
P(∂h)∂1∂αv
β P(∂h)∂t(H(B
α
β+5,i)v
i) + P(∂h)∂1v
β P(∂h)∂t(∂αH(B
α
β+5,i)v
i)
+ P(∂h)∂tv
β P(∂h)∂1(H(B
α
β+5,i)∂αv
i)
)
dx
+ ν
∫
Ω
P(∂h)∂1∇h · v
h P(∂h)∂tv
1 dx+ ν
∫
Ω
P(∂h)∂tv
h · P(∂h)∇h∂1v
1 dx.
(5.61)
Combining (5.60) with (5.61) leads to
II1,1 + II1,2 + II1,3 =
ν
2
d
dt
[
‖P(∂h)∂1v‖
2
L2 + 2
∫
Ω
P(∂h)∂1v
h · P(∂h)(∇hv
1) dx
+ 2
∫
Ω
P(∂h)∂1v
1 P(∂h)∇h · v
h dx− 2
∫
Ω
3∑
j=1
P(∂h)∂1v
j P(∂h)(H(B
α
j+5,i)∂αv
i) dx
]
− ν
∫
Ω
3∑
j=1
(
P(∂h)∂1∂αv
j P(∂h)∂t(H(B
α
j+5,i)v
i) + P(∂h)∂1v
j P(∂h)∂t(∂αH(B
α
j+5,i)v
i)
+ P(∂h)∂tv
j ∂1(H(B
α
j+5,i)∂αv
i)
)
dx
+ 2ν
∫
Ω
P(∂h)∂1∇h · v
h P(∂h)∂tv
1 dx+ 2ν
∫
Ω
P(∂h)∂tv
h · P(∂h)∇h∂1v
1 dx.
(5.62)
Using the incompressible condition ∂1v
1 = −∇h · v
h − a˜α 1 ∂1v
α +Bα5,i ∂αv
i in (2.10), we infer
2ν
∫
Ω
P(∂h)∂tv
h · P(∂h)∇h∂1v
1 dx = 2ν
∫
Ω
P(∂h)∂tv
h · P(∂h)∇h(−∇h · v
h) dx
+ 2ν
∫
Ω
P(∂h)∂tv
h · P(∂h)∇h(−a˜α 1 ∂1v
α + Bα5,i ∂αv
i) dx
= ν
d
dt
‖P(∂h)∇h · v
h‖2L2 + 2ν
∫
Ω
P(∂h)∂tv
h · P(∂h)∇h(−a˜α 1 ∂1v
α + Bα5,i ∂αv
i) dx,
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which follows from (5.62) and (5.57) that
II1 =
ν
2
d
dt
[
‖P(∂h)∇ v‖
2
L2 + ‖P(∂h)∇h · v
h‖2L2 + 2
∫
Ω
P(∂h)∂1v
h · P(∂h)(∇hv
1) dx
+ 2
∫
Ω
P(∂h)∂1v
1 P(∂h)∇h · v
h dx− 2
∫
Ω
3∑
j=1
P(∂h)∂1v
j P(∂h)(H(B
α
j+5,i)∂αv
i) dx
]
+ 2ν
∫
Ω
P(∂h)∂1∇h · v
h P(∂h)∂tv
1 dx− ν
∫
Ω
3∑
j=1
(
P(∂h)∂1∂αv
j P(∂h)∂t(H(B
α
j+5,i)v
i)
+ P(∂h)∂1v
j P(∂h)∂t(∂αH(B
α
j+5,i)v
i) + P(∂h)∂tv
j ∂1(H(B
α
j+5,i)∂αv
i)
)
dx
+ 2ν
∫
Ω
P(∂h)∂tv
h · P(∂h)∇h(−a˜α 1 ∂1v
α + Bα5,i ∂αv
i) dx.
(5.63)
Combining (5.50), (5.53), (5.56), (5.63) gives rise to
I + II = I + II1 + II2 =
ν
2
d
dt
E˚(P(∂h)∇ v)−
7∑
j=1
Jj . (5.64)
Inserting (5.64) into (5.50) yields (5.49), which is the desired result.
5.3.1 Estimate of ‖Λ˙σ0h ∇ v‖L2
Lemma 5.9. Under the assumption of Lemma 5.8, if E3(t) ≤ 1 for all the existence times
t, then there holds
ν
2
d
dt
E˚(Λ˙σ0h ∇ v) + ‖Λ˙
σ0
h ∂tv‖
2
L2 . ‖Λ˙
σ0
h ∇ v‖
2
L2 + E
1
2
3 D˙3. (5.65)
Proof. Taking P(∂h) = Λ˙
σ0
h in (5.49), we will estimate all the integrals in the right hand side
of (5.49) one by one.
For J1, we directly bound it by
|J1| . ‖Λ˙
σ0
h v‖L2‖Λ˙
σ0
h ∇ ∂tH(ξ
1)‖L2 . ‖Λ˙
σ0
h v‖L2‖Λ˙
σ0
h ∇ v‖L2 . ‖Λ˙
σ0
h ∇ v‖
2
L2 ,
While for J2, the product law (4.1) ensures that
|J2| . ‖Λ˙
σ0+1
h ∂1Q‖L2‖Λ˙
σ0−1
h (a˜α 1∂tv
α)‖L2
. ‖Λ˙σ0+1h ∂1Q‖L2‖a˜α 1‖L∞x1L
2
h
‖Λ˙σ0h ∂tv
h‖L2 .
Since Q = q −H(ξ1) + 2ν∇h · v
h − νH(Bα9,i)∂αv
i, we have
‖Λ˙1+σ0h ∂1Q‖L2 . ‖Λ˙
1+σ0
h ∂1q‖L2 + ‖Λ˙
1+σ0
h ∂1H(ξ
1)‖L2 + ‖Λ˙
1+σ0
h ∂1∇h · v
h‖L2
+ ‖Λ˙1+σ0h ∂1(H(B
α
9,i)∂αv
i)‖L2
. ‖Λ˙1+σ0h ∂1q‖L2 + ‖Λ˙
1+σ0
h ξ
1‖
H
1
2 (Σ0)
+ ‖Λ˙1+σ0h ∂1∇h · v
h‖L2
+ ‖Λ˙1+σ0h ∂1(H(B
α
9,i)∂αv
i)‖L2 . D˙
1
2
3 ,
(5.66)
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which, along with ‖(a˜21, a˜31)‖L∞x1L
2
h
. E
1
2
3 , follows that
|J2| . E
1
2
3 D˙3.
For J3, one has
|J3| . ‖Λ˙
σ0
h ∂tv‖L2(‖Λ˙
σ0
h ∇ (a˜α 1∂1v
α)‖L2 + ‖Λ˙
σ0
h ∇ (B
α
5,i∂αv
i)‖L2),
Notice that
‖Λ˙σ0h ∇ (a˜α 1∂1v
α)‖L2 . ‖Λ˙
σ0
h (a˜α 1∇ ∂1v
α)‖L2 + ‖Λ˙
σ0
h (∇ a˜α 1∂1v
α)‖L2
. ‖Λ˙
(1+σ0)/2
h a˜α 1‖L∞x1 (L
2
h
)‖Λ˙
(1+σ0)/2
h ∇ ∂1v
α‖L2
+ ‖‖Λ˙
(1+σ0)/2
h ∇ a˜α 1‖L2‖Λ˙
(1+σ0)/2
h ∂1v
α‖L∞x1L
2
h
. E
1
2
3 D˙
1
2
3 .
Similarly, it can be checked that ‖Λ˙σ0h ∇ (B
α
5,i∂αv
i)‖L2) . E
1
2
3 D˙
1
2
3 , which ensures that
|J3| . E
1
2
3 D˙3.
The same proof remains valid for J4, and one has
|J4| . E
1
2
3 D˙3.
We control J5 by
|J5| . ‖Λ˙
σ0+1
h Q‖L∞x1L
2
h
(‖Λ˙σ0−1h (∂1a˜21∂tv
2 + ∂1a˜31∂tv
3)‖L1x1L
2
h
+ ‖Λ˙σ0−1h (−∂ta˜21 ∂1v
2 − ∂ta˜31 ∂1v
3 + ∂tB
α
5,i ∂αv
i)‖L1x1L
2
h
)
. ‖Λ˙σ0+1h ∂1Q‖L2‖(∂1a˜21, ∂1a˜31, ∂ta˜21, ∂ta˜31, ∂tB
α
5,i)‖L2‖Λ˙
σ0
h (∂tv
h, ∂1v
h, ∂αv
i)‖L2 ,
which along with (5.66) yields that
|J5| . E
1
2
3 D˙3.
For J6, in the same manner, it can be obtained that
|J6| . ‖Λ˙
σ0
h ∂αQ‖L∞x1L
2
h
‖Λ˙σ0h (B
α
5,i∂tv
i)‖L1x1L
2
h
+ ‖Λ˙σ0+1h Q‖L∞x1L
2
h
‖Λ˙σ0−1h (∂αB
α
5,i∂tv
i)‖L1x1L
2
h
. ‖Λ˙σ0+1h ∂1Q‖L2(‖Λ˙
(σ0+1)/2
h B
α
5,i‖L2‖Λ˙
(σ0+1)/2
h ∂tv
i‖L2 + ‖∂αB
α
5,i‖L2‖Λ˙
σ0
h ∂tv
i‖L2),
which implies
|J6| . E
1
2
3 D˙3. (5.67)
For J7, we deal with the integral
∫
Ω Λ˙
σ0
h ∂1∂αv
j Λ˙σ0h ∂t(H(B
α
j+5,i)v
i) dx in it by
|
∫
Ω
Λ˙σ0h ∂1∂αv
j Λ˙σ0h ∂t(H(B
α
j+5,i)v
i) dx| . ‖Λ˙σ0h ∂1∂αv
j‖L2‖Λ˙
σ0
h ∂t(H(B
α
j+5,i)v
i)‖L2
. ‖Λ˙σ0h ∂1∂αv
j‖L2(‖Λ˙
σ0
h (H(B
α
j+5,i)∂tv
i)‖L2 + ‖Λ˙
σ0
h (∂tH(B
α
j+5,i)v
i)‖L2),
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from this, it follows that
|
∫
Ω
Λ˙σ0h ∂1∂αv
j Λ˙σ0h ∂t(H(B
α
j+5,i)v
i) dx|
. ‖Λ˙σ0h ∂1∂αv
j‖L2(‖Λ˙
(σ0+1)/2
h H(B
α
j+5,i)‖L∞x1 (L
2
h
)‖Λ˙
(σ0+1)/2
h ∂tv
i‖L2
+ ‖Λ˙
(σ0+1)/2
h ∂tH(B
α
j+5,i)‖L2‖Λ˙
(σ0+1)/2
h v
i‖L∞x1L
2
h
)
. D˙
1
2
3 (E
1
2
3 D˙
1
2
3 + D˙
1
2
3 E˙
1
2
3 ) . E
1
2
3 D˙3,
(5.68)
where we have used that
‖Λ˙σ0h ∂1∂αv
j‖L2 . D˙
1
2
3 , ‖Λ˙
(σ0+1)/2
h H(B
α
j+5,i)‖L∞x1 (L
2
h
) . ‖Λ˙
(σ0+1)/2
h H(B
α
j+5,i)‖H1 . E
1
2
3 ,
‖Λ˙
(σ0+1)/2
h ∂tH(B
α
j+5,i)‖L2 . D˙
1
2
3 , ‖Λ˙
(σ0+1)/2
h v
i‖L∞x1L
2
h
. ‖Λ˙
(σ0+1)/2
h ∇v‖L2 . E˙
1
2
3 .
The following results may be proved in much the same way as in the proof of (5.68)
|
∫
Ω
Λ˙σ0h ∂1v
j Λ˙σ0h ∂t(∂αH(B
α
j+5,i)v
i) dx| . E
1
2
3 D˙3,
|
∫
Ω
Λ˙σ0h ∂tv
j Λ˙σ0h ∂1(H(B
α
j+5,i)∂αv
i) dx| . E
1
2
3 D˙3.
Hence, it follows
|J7| . E
1
2
3 D˙3.
Finally, making directly use of (5.18) implies
|J8| . ‖Λ˙
σ0
h ∂tv‖L2‖Λ˙
σ0
h g‖L2 . E
1
2
3 D˙3.
Therefore, we conclude that
8∑
j=1
|Jj | . ‖Λ˙
σ0
h ∇ v‖
2
L2 +E
1
2
3 D˙3,
which leads to (5.65), and we complete the proof of Lemma 5.9.
5.3.2 Estimate of ‖∂N−1h ∇ v‖L∞t (L2)
Lemma 5.10. Let N ≥ 3, under the assumption of Lemma 5.8, if E3(t) ≤ 1 for all the
existence times t, then there holds
ν
2
d
dt
E˚(∂N−1h ∇ v) + ‖∂
N−1
h ∂tv‖
2
L2 . ‖∂
N−1
h ∇ v‖
2
L2 + D˙
1
2
N (E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ) + EN D˙3. (5.69)
Proof. We estimate all the integrals in the right hand side of (5.49), where we take P(∂h) =
∂N−1h . We first estimate J1 to get
|J1| . ‖∂
N−1
h v‖L2‖∂
N−1
h ∇ ∂tH(ξ
1)‖L2 . ‖∂
N−1
h v‖L2‖∂
N−1
h ∇ v‖L2 . ‖∂
N−1
h ∇ v‖
2
L2 .
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Notice that
|J2| . ‖∂
N−1
h ∂1Q‖L2‖∂
N−1
h (a˜α 1∂tv
α)‖L2
. ‖∂N−1h ∂1Q‖L2(‖∂
N−1
h a˜α 1‖L∞x1L
2
h
‖∂tv
h‖L2x1L
∞
h
+ ‖a˜α 1‖L∞‖∂
N−1
h ∂tv
h‖L2)
. ‖∂N−1h ∂1Q‖L2(E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ),
Since Q = q −H(ξ1) + 2ν∇h · v
h − νH(Bα9,i)∂αv
i, we have
‖∂N−1h ∂1Q‖L2 . ‖∂
N−1
h ∂1q‖L2 + ‖∂
N−1
h ∂1H(ξ
1)‖L2 + ‖∂
N−1
h ∂1∇h · v
h‖L2
+ ‖∂N−1h ∂1(H(B
α
9,i)∂αv
i)‖L2
. ‖∂N−1h ∂1q‖L2 + ‖∂
N−1
h ξ
1‖
H
1
2 (Σ0)
+ ‖∂N−1h ∂1∇h · v
h‖L2 + ‖∂
N−1
h ∂1(H(B
α
9,i)∂αv
i)‖L2
. D˙
1
2
N + E
1
2
N D˙
1
2
3 ,
(5.70)
where we used the estimate (4.10) ‖∂N−1h (B
α
9,i∂αv
i)‖H1 . E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 and
‖∂N−1h ξ
1‖
H
1
2 (Σ0)
. ‖∂N−1h q‖H
1
2 (Σ0)
+ ‖ ∂N−1h ∇h · v
h‖
H
1
2 (Σ0)
+ ‖∂N−1h (B
α
9,i∂αv
i)‖
H
1
2 (Σ0)
. D˙
1
2
N +E
1
2
N D˙
1
2
3 .
Hence, one has
|J2| . (D˙
1
2
N + E
1
2
N D˙
1
2
3 )(E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ) . D˙
1
2
N (E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ) + EN D˙3.
For J3, we get
|J3| . ‖∂
N−1
h ∂tv‖L2(‖∂
N−1
h ∇ (a˜α 1∂1v
α)‖L2 + ‖∂
N−1
h ∇ (B
α
5,i∂αv
i)‖L2),
which along with Lemma 4.6 leads to
|J3| . D˙
1
2
N (E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ).
This estimate also holds true for J4:
|J4| . D˙
1
2
N (E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ).
For J5, we first get
|
∫
Ω
∂N−1h Q ∂
N−1
h (∂1a˜α 1∂tv
α) dx| . ‖∂N−1h Q‖L∞x1L
2
h
‖∂N−1h (∂1a˜α 1∂tv
α)‖L1x1L
2
h
. ‖∂N−1h ∂1Q‖L2(‖∂
N−1
h ∂1a˜α 1‖L2‖∂tv
α‖L2x1L
∞
h
+ ‖∂N−1h ∂tv
α‖L2‖∂1a˜α 1‖L2x1L
∞
h
),
which along with the estimate (5.70) yields that
|
∫
Ω
∂N−1h Q ∂
N−1
h (∂1a˜α 1∂tv
α) dx|
. (D˙
1
2
N +E
1
2
N D˙
1
2
3 )(E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ) . D˙
1
2
N (E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ) + EN D˙3,
(5.71)
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Repeating the argument in the proof of (5.71), one can immediately obtain
|
∫
Ω
∂N−1h Q ∂
N−1
h (−∂ta˜α 1 ∂1v
α + ∂tB
α
5,i ∂αv
i) dx|
. ‖∂Nh Q‖L2‖∂
N−2
h (−∂ta˜α 1 ∂1v
α + ∂tB
α
5,i ∂αv
i)‖L2
. ‖∂Nh Q‖L2(‖∂
N−2
h (∂ta˜α 1, ∂tB
α
5,i)‖L2‖(∂1v
h, ∂αv
i)‖L∞
+ ‖∂N−2h (∂1v
h, ∂αv
i)‖L2‖(∂ta˜21, ∂ta˜31, ∂tB
α
5,i)‖L∞)
. (D˙
1
2
N + E
1
2
N D˙
1
2
3 )(E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ) . D˙
1
2
N (E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ) + EN D˙3.
Therefore, we have
|J5| . D˙
1
2
N (E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ) + EN D˙3.
The same conclusion can be drawn for J6, J7, and J8
|J6| . D˙
1
2
N (E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ) + EN D˙3, |J7|+ |J8| . D˙
1
2
N (E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ).
Therefore, we obtain
8∑
j=1
|Jj | . ‖∂
N−1
h ∇ v‖
2
L2 + D˙
1
2
N (E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ) + EN D˙3,
and then reach (5.69), which completes the proof of Lemma 5.10.
With Lemmas 5.9 and 5.10 in hand, we have
Lemma 5.11. Let N ≥ 3, under the assumption of Lemma 5.1, if E3(t) ≤ 1 for all the
existence times t, then there holds
d
dt
(
E˚(Λ˙σ0h ∇ v) +
N−1∑
k=1
E˚(∂kh∇ v)
)
+ c2(‖Λ˙
σ0
h ∂tv‖
2
L2 +
N−1∑
k=1
‖∂kh∂tv‖
2
L2)
≤ C1(‖Λ˙
σ0
h ∇ v‖
2
L2 +
N−1∑
k=1
‖∂kh∇ v‖
2
L2 + E
1
2
N D˙
1
2
3 D˙
1
2
N + E
1
2
3 D˙N + EN D˙3).
Thanks to Lemmas 5.5 and 5.11, for any small positive constant δ ≤ min{1, c12C1 } (which
will be determined later), we have
Lemma 5.12. Let N ≥ 3, under the assumption of Lemma 5.1, if E3(t) ≤ 1 for all the
existence times t, then there holds
d
dt
[
‖Λ˙σ0h v‖
2
L2(Ω) + ‖Λ˙
σ0
h ξ
1‖2L2(Σ0) +
N∑
i=1
(‖∂ihv‖
2
L2(Ω) + ‖∂
i
hξ
1‖2L2(Σ0)
+ δ
(
E˚(Λ˙σ0h ∇ v) +
N−1∑
k=1
E˚(∂kh∇ v)
)]
+
c1
2
(‖Λ˙σ0h ∇ v‖
2
L2(Ω) +
N∑
i=1
‖∂ih∇ v‖
2
L2(Ω)) + δ c2(‖Λ˙
σ0
h ∂tv‖
2
L2 +
N−1∑
k=1
‖∂kh∂tv‖
2
L2)
. E
1
2
N D˙
1
2
3 D˙
1
2
N + E
1
2
3 D˙N + EN D˙3.
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5.3.3 Estimate of ‖Λ˙−λh ∇ v‖L∞t (L2)
Lemma 5.13. Under the assumption of Lemma 5.1, if(λ, σ0) ∈ (0, 1) satisfies 1− λ < σ0 ≤
1− 12λ, and E3(t) ≤ 1 for all the existence times t, then there holds
d
dt
E˚(Λ˙−λh ∇ v) + c1‖Λ˙
−λ
h ∂tv‖
2
L2
≤ C1
(
‖Λ˙−λh ∇ v‖
2
L2 + E
1
2
3 D˙
1
2
3 ‖Λ˙
−λ
h ξ
1‖
H
1
2 (Σ0)
+ E3‖Λ˙
σ0
h ξ
1‖2L2(Σ0) + E
1
2
3 D˙3
)
.
(5.72)
Proof. Taking P(∂h) = Λ˙
−λ
h in (5.49), we will estimate all the integrals in the right hand side
of (5.49).
For J1 :=
∫
Ω Λ˙
−λ
h v · ∇ Λ˙
−λ
h ∂tH(ξ
1) dx, it is easy to see
|J1| . ‖Λ˙
−λ
h v‖L2‖Λ˙
−λ
h ∇ ∂tH(ξ
1)‖L2 . ‖Λ˙
−λ
h v‖L2‖Λ˙
−λ
h ∇ v‖L2 . ‖Λ˙
−λ
h ∇ v‖
2
L2 .
While the product law (4.1) ensures that
|J2| . ‖Λ˙
−λ
h ∂1Q‖L2‖Λ˙
−λ
h (a˜α 1∂tv
α)‖L2
. ‖Λ˙−λh ∂1Q‖L2‖Λ˙
1−λ−σ0
h (a˜α 1)‖L∞x1L
2
h
‖Λ˙σ0h ∂tv
h‖L2 .
Thanks to Q = q −H(ξ1) + 2ν∇h · v
h − νH(Bα9,i)∂αv
i, we have
‖Λ˙−λh ∂1Q‖L2 . ‖Λ˙
−λ
h ∂1q‖L2 + ‖Λ˙
−λ
h ∂1H(ξ
1)‖L2 + ‖Λ˙
−λ
h ∂1∇h · v
h‖L2
+ ‖Λ˙−λh ∂1(H(B
α
9,i)∂αv
i)‖L2 .
According to the equation of ∂1q, we get from (5.18) that
‖Λ˙−λh ∂1q‖L2 . ‖Λ˙
−λ
h ∂tv
1‖L2 + ‖Λ˙
−λ
h ∂h∇ v‖L2 + ‖Λ˙
−λ
h g1‖L2 + ‖Λ˙
−λ
h g˜11‖L2
. ‖Λ˙−λh ∂tv
1‖L2 + ‖Λ˙
−λ
h ∂h∇ v‖L2 + E
1
2
3 ‖Λ˙
2−σ0−λ
h ξ
1‖L2(Σ0) + E
1
2
3 D˙
1
2
3 ,
which, together with
‖Λ˙−λh ∂1(H(B
α
9,i)∂αv
i)‖L2 . ‖Λ˙
σ0
h v‖H1‖Λ˙
2−σ0−λ
h B
α
9,i‖H1 . E
1
2
3 D˙
1
2
3
(where we used the fact 2− λ− σ0 ≥ σ0 since σ0 ≤ 1−
λ
2 ), follows that
‖Λ˙−λh ∂1Q‖L2 .‖Λ˙
−λ
h ξ
1‖
H
1
2 (Σ0)
+ E
1
2
3 ‖Λ˙
2−σ0−λ
h ξ
1‖L2(Σ0)
+ ‖Λ˙−λh ∂tv
1‖L2 + ‖Λ˙
−λ
h ∂h∇ v‖L2 + E
1
2
3 D˙
1
2
3
.‖Λ˙−λh ξ
1‖
H
1
2 (Σ0)
+ ‖Λ˙−λh ∂tv
1‖L2 + ‖Λ˙
−λ
h ∂h∇ v‖L2 + E
1
2
3 D˙
1
2
3 ,
(5.73)
where the interpolation inequality ‖Λ˙2−σ0−λh ξ
1‖L2(Σ0) . ‖Λ˙
−λ
h ξ
1‖L2(Σ0) + ‖Λ˙
1+σ0
h ξ
1‖L2(Σ0) is
used in the last inequality. Therefore, we obtain, from
‖Λ˙1−λ−σ0h (a˜21, a˜31)‖L∞x1L
2
h
. ‖Λ˙2−λ−2σ0h Λ˙
σ0−1
h (a˜21, a˜31)‖H1 . E
1
2
3
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(where we used the fact 2− λ− 2σ0 ≥ 0 since σ0 ≤ 1−
λ
2 ), that
|J2| . E
1
2
3 D˙
1
2
3
(
‖Λ˙−λh ξ
1‖
H
1
2 (Σ0)
+ ‖Λ˙−λh ∂tv
1‖L2 + ‖Λ˙
−λ
h ∂h∇ v‖L2 + E
1
2
3 D˙
1
2
3
)
. E
1
2
3 D˙
1
2
3 ‖Λ˙
−λ
h ξ
1‖
H
1
2 (Σ0)
+ E
1
2
3 D˙
1
2
3 ‖Λ˙
−λ
h ∂tv
1‖L2 +E
1
2
3 D˙
1
2
3 ‖Λ˙
−λ
h ∂h∇ v‖L2 + E
1
2
3 D˙3.
For J3, one has
|J3| . ‖Λ˙
−λ
h ∂tv‖L2(‖Λ˙
−λ
h ∇ (a˜α 1∂1v
α)‖L2 + ‖Λ˙
−λ
h ∇ (B
α
5,i∂αv
i)‖L2),
Notice that
‖Λ˙−λh ∇ (a˜α 1∂1v
α)‖L2 . ‖Λ˙
−λ
h (a˜α 1∇ ∂1v
α)‖L2 + ‖Λ˙
−λ
h (∇ a˜α 1∂1v
α)‖L2
. ‖Λ˙σ0−1h a˜α 1‖L∞x1L
2
h
‖Λ˙2−σ0−λh ∇ ∂1v
α‖L2 + ‖‖Λ˙
σ0−1
h ∇ a˜α 1‖L2‖Λ˙
2−σ0−λ
h ∂1v
h‖L∞x−1L2h
. E
1
2
3 D˙
1
2
3 .
Similarly, we have
‖Λ˙−λh ∇ (B
α
5,i∂αv
i)‖L2) . E
1
2
3 D˙
1
2
3 ,
which ensures that
|J3| . ‖Λ˙
−λ
h ∂tv‖L2E
1
2
3 D˙
1
2
3 . (5.74)
Similar to the proof of (5.74), one can obtain
|J4| . ‖Λ˙
−λ
h ∂tv‖L2E
1
2
3 D˙
1
2
3 .
We control J5 by
|J5| . ‖Λ˙
−λ
h Q‖L∞x1L
2
h
(‖Λ˙−λh (∂1a˜α 1∂tv
α − ∂ta˜α 1 ∂1v
α + ∂tB
α
5,i ∂αv
i)‖L1x1L
2
h
)
. ‖Λ˙−λh ∂1Q‖L2
(
‖Λ˙1−σ0−λh ∂1a˜α 1‖L∞x1L
2
h
‖Λ˙σ0h ∂tv
h‖L2
+ ‖Λ˙1−σ0−λh ∂ta˜α 1‖L2‖Λ˙
σ0
h ∂1v
h‖L∞x1L
2
h
+ ‖Λ˙2−σ0−λh ∂tB
α
5,i‖L2‖Λ˙
σ0−1
h ∂hv‖L∞x1L
2
h
)
. ‖Λ˙−λh ∂1Q‖L2E
1
2
3 D˙
1
2
3 ,
which along with (5.73) follows that
|J5| . E
1
2
3 D˙
1
2
3 ‖Λ˙
−λ
h ξ
1‖
H
1
2 (Σ0)
+ E
1
2
3 D˙
1
2
3 ‖Λ˙
−λ
h ∂tv
1‖L2 +E
1
2
3 D˙
1
2
3 (‖Λ˙
−λ
h ∂h∇ v‖L2 + D˙
1
2
3 ).
Similarly, for J6, we have
|J6| . E
1
2
3 D˙
1
2
3 ‖Λ˙
−λ
h ξ
1‖
H
1
2 (Σ0)
+ E
1
2
3 D˙
1
2
3 ‖Λ˙
−λ
h ∂tv
1‖L2 + E
1
2
3 D˙
1
2
3 (‖Λ˙
−λ
h ∂h∇ v‖L2 + D˙
1
2
3 ).
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For J7, we bound the integral
∫
Ω Λ˙
−λ
h ∂1∂αv
j Λ˙−λh ∂t(H(B
α
j+5,i)v
i) dx in it by
|
∫
Ω
Λ˙−λh ∂1∂αv
j Λ˙−λh ∂t(H(B
α
j+5,i)v
i) dx|
. ‖Λ˙σ0−1h ∂1∂αv
j‖L∞x1L
2
h
‖Λ˙1−σ0−2λh ∂t(H(B
α
j+5,i)v
i)‖L1x1L
2
h
. ‖Λ˙σ0h ∂1v‖H1(‖Λ˙
1−σ0−2λ
h (H(B
α
j+5,i)∂tv
i)‖L1x1L
2
h
+ ‖Λ˙1−σ0−2λh (∂tH(B
α
j+5,i)v
i)‖L1x1L
2
h
),
which, together with 2− 2σ0 − 2λ ≥ −λ and
‖Λ˙1−σ0−2λh (H(B
α
j+5,i)∂tv
i)‖L1x1L
2
h
. ‖Λ˙2−σ0−λh H(B
α
j+5,i)‖L2‖Λ˙
−λ
h ∂tv‖L2 . E
1
2
3 ‖Λ˙
−λ
h ∂tv‖L2 ,
‖Λ˙1−σ0−2λh (∂tH(B
α
j+5,i)v
i)‖L1x1L
2
h
. ‖Λ˙σ0h ∂tH(B
α
j+5,i)‖L2‖Λ˙
2−2σ0−2λ
h v‖L2 . D˙
1
2
3 E
1
2
3 ,
follows that
|
∫
Ω
∂1∂αv
j ∂t(H(B
α
j+5,i)v
i) dx| . D˙
1
2
3 E
1
2
3 ‖Λ˙
−λ
h ∂tv‖L2 + D˙3E
1
2
3 .
Similarly, we have
|
∫
Ω
Λ˙σ0h ∂1v
j Λ˙σ0h ∂t(∂αH(B
α
j+5,i)v
i) dx| . D˙
1
2
3 E
1
2
3 ‖Λ˙
−λ
h ∂tv‖L2 + D˙3E
1
2
3 ,
|
∫
Ω
Λ˙σ0h ∂tv
j Λ˙σ0h ∂1(H(B
α
j+5,i)∂αv
i) dx| . D˙
1
2
3 E
1
2
3 ‖Λ˙
−λ
h ∂tv‖L2 + D˙3E
1
2
3 .
Hence, we have
|J7| . D˙
1
2
3 E
1
2
3 ‖Λ˙
−λ
h ∂tv‖L2 + D˙3E
1
2
3 .
Finally, due to (5.18), we find
|J8| . ‖Λ˙
−λ
h ∂tv‖L2‖Λ˙
−λ
h g‖L2 . E
1
2
3 ‖Λ˙
−λ
h ∂tv‖L2(‖Λ˙
2−σ0−λ
h ξ
1‖L2(Σ0) + D˙
1
2
3 ).
Therefore, we obtain that
8∑
j=1
|Jj | .‖Λ˙
−λ
h ∇ v‖
2
L2 + E
1
2
3 D˙
1
2
3 ‖Λ˙
−λ
h ξ
1‖
H
1
2 (Σ0)
+ E
1
2
3 D˙
1
2
3 ‖Λ˙
−λ
h ∂tv
1‖L2
+ E
1
2
3 D˙
1
2
3 ‖Λ˙
−λ
h ∂h∇ v‖L2 + E
1
2
3 D˙3 + E
1
2
3 ‖Λ˙
−λ
h ∂tv‖L2‖Λ˙
2−σ0−λ
h ξ
1‖L2(Σ0),
which together with Young’s inequality applied leads to (5.72), and the desired result is
proved.
5.3.4 Estimate of ‖∇ v‖L∞t (L2)
Lemma 5.14. Under the assumption of Lemma 5.8, if E3(t) ≤ 1 for all the existence times
t, then there holds
d
dt
E˚(∇ v) + c1‖∂tv‖
2
L2
. ‖∇ v‖2L2 + E
1
2
3 D˙
1
2
3 ‖Λ˙
2(1−σ0)
h ξ
1‖
H
1
2 (Σ0)
+ E
1
2
3 D˙3 +E3‖Λ˙
σ0
h ξ
1‖2
H
3
2 (Σ0)
.
(5.75)
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With Lemmas 5.11, 5.13 and 5.14 in hand, we have
Lemma 5.15. Let N ≥ 3, under the assumption of Lemma 5.1, if(λ, σ0) ∈ (0, 1) satisfies
1− λ < σ0 ≤ 1−
1
2λ, and E3(t) ≤ 1 for all the existence times t, then there holds
d
dt
(
E˚(Λ˙−λh ∇ v) + E˚(Λ˙
σ0
h ∇ v) +
N∑
k=1
E˚(∂kh∇ v)
)
+ c2
(
‖Λ˙−λh ∂tv‖
2
L2 + ‖Λ˙
σ0
h ∂tv‖
2
L2 +
N∑
k=0
‖∂kh∂tv‖
2
L2
)
≤ C1
(
‖Λ˙−λh ∇ v‖
2
L2 + ‖Λ˙
σ0
h ∇ v‖
2
L2 +
N∑
k=0
‖∂kh∇ v‖
2
L2 + E
1
2
N+1D˙
1
2
3 D˙
1
2
N+1 + E
1
2
3 D˙N+1
+ EN+1 D˙3 + E
1
2
3 D˙
1
2
3 ‖Λ˙
−λ
h ξ
1‖
H
1
2 (Σ0)
+ E3‖Λ˙
σ0
h ξ
1‖2
H
3
2 (Σ0)
)
.
(5.76)
Thanks to Lemmas 5.7 and 5.15, for any small positive constant δ ≤ min{1, c12C1 } (which
will be determined later on), we have
Lemma 5.16. Let N ≥ 3, under the assumption of Lemma 5.1, if(λ, σ0) ∈ (0, 1) satisfies
1− λ < σ0 ≤ 1−
1
2λ, and E3(t) ≤ 1 for all the existence times t, then there holds
d
dt
ÊN+1,tan,δ + D̂N+1,tan,δ ≤ C3
(
E
1
2
N+1D˙
1
2
3 D˙
1
2
N+1 + E
1
2
3 D˙N+1 + EN+1 D˙3
+ E
1
2
3 D˙
1
2
3 ‖Λ˙
−λ
h ξ
1‖
H
1
2 (Σ0)
+ E3‖Λ˙
σ0
h ξ
1‖2
H
3
2 (Σ0)
)
+ C3δ
−1E3D˙3.
(5.77)
with
ÊN+1,tan,δ := ‖Λ˙
−λ
h v‖
2
L2(Ω) + ‖Λ˙
−λ
h ξ
1‖2L2(Σ0) + ‖Λ˙
σ0
h v‖
2
L2(Ω) + ‖Λ˙
σ0
h ξ
1‖2L2(Σ0)
+
N+1∑
i=0
(‖∂ihv‖
2
L2(Ω) + ‖∂
i
hξ
1‖2L2(Σ0) + δ
(
E˚(Λ˙−λh ∇ v) + E˚(Λ˙
σ0
h ∇ v) +
N∑
k=0
E˚(∂kh∇ v)
) (5.78)
and
D̂N+1,tan,δ :=
c1
2
(‖Λ˙−λh ∇ v‖
2
L2(Ω) + ‖Λ˙
σ0
h ∇ v‖
2
L2(Ω) +
N+1∑
i=0
‖∂ih∇ v‖
2
L2(Ω))
+ δ c2
(
‖Λ˙−λh ∂tv‖
2
L2 + ‖Λ˙
σ0
h ∂tv‖
2
L2 +
N∑
k=0
‖∂kh∂tv‖
2
L2
)
.
(5.79)
6 Stokes estimates
In this section, we will investigate the dissipative estimates in terms of ∇2v and ∇q as well
as their horizontal derivatives in the L2 framework, which is based on the Stokes estimates.
We first recall the classical regularity theory for the Stokes problem with mixed boundary
conditions on the boundary stated in [2].
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Lemma 6.1 ([2]). Suppose v, q solve
−∇ · D(v) +∇ q = φ ∈ Hr−2(Ω),
div v = ψ ∈ Hr−1(Ω),
(q I− D(v))e1 = k ∈ H
r− 3
2 (Σ0),
v|Σb = 0.
Then, for r ≥ 2,
‖v‖2Hr(Ω) + ‖q‖
2
Hr−1(Ω) . ‖φ‖
2
Hr−2(Ω) + ‖ψ‖
2
Hr−1(Ω) + ‖k‖
2
Hr−
3
2 (Σ0)
.
Denote the cut-off function near the bottom by the smooth function
χin(x) =

1, x ∈ [−b,−23b);
smooth ∈ [0, 1], r ∈ (−23b,−
1
3b];
0, x ∈ (−13b, 0],
with | d
n
drnχin(r)| . b
−n for any n ∈ N, and the cut-off function near the free surface by the
smooth function
χf (x) =

1, x ∈ (−23b, 0];
smooth ∈ [0, 1], r ∈ (−56b,−
2
3b];
0, x ∈ [−b,−56b),
with | d
n
drnχf (r)| . b
−n for any n ∈ N. Notice that χf (Suppχ
′
in) ≡ 1. We also denote
Ωin := Ωχin with the measure χin dx and Ωf := Ωχf with the measure χf dx.
Since there are different boundary conditions on the top boundary Σ0 and the bottom
boundary Σb in (2.20), we need to deal with these two different situations separately.
6.1 Estimates near the bottom
Define vin
def
= v χin, qin
def
= q χin, then, according to (2.20), (vin, qin) solves
−ν∇ · D(vin) +∇ qin = −∂tv χin + gin,
div vin = ψin,
(qin I− D(vin))e1|Σb = 0,
vin|Σ0 = 0,
where
gin ∼ gχin + χ
′
in∇v + χ
′′
in v + χ
′
in q, ψin ∼ ψχin + χ
′
inv
1, ψ := −a˜α 1∂1v
α + Bα5,i∂αv
i.
Thanks to Lemma 6.1, we obtain
‖P(∂h)vin‖
2
H2(Ω) + ‖P(∂h)qin‖
2
H1(Ω)
. ‖P(∂h)∂tv χin‖
2
L2(Ω) + ‖P(∂h)gin‖
2
L2(Ω) + ‖P(∂h)ψin‖
2
H1(Ω),
which implies
‖P(∂h)v‖
2
H2(Ωin)
+ ‖P(∂h)q‖
2
H1(Ωin)
. ‖P(∂h)v‖
2
H1(Ωf )
+ ‖P(∂h)q‖
2
L2(Ωf )
+ ‖P(∂h)∂tv‖
2
L2(Ωin)
+ ‖P(∂h)g‖
2
L2(Ω) + ‖P(∂h)ψ‖
2
H1(Ω),
(6.1)
where we used the fact χf (Suppχ
′
in) ≡ 1.
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6.2 Estimates near the free boundary
Consider the equation of ∂21 v
β (with β = 2, 3)
− ν∂21 v
β + ∂β q = −∂tv
β + ν∆h v
β + gβ + νg˜ββ . (6.2)
Lemma 6.2. Let (v, ξ) be smooth solution to the system (2.8), then there holds that
ν‖P(∂h)∂
2
1v
h‖2L2(Ωf ) +
1
2
d
dt
‖P(∂h)∂hξ
1‖2L2(Σ0) =
7∑
j=1
Ij , (6.3)
where
I1 := 2ν
∫
Σ0
P(∂h)∂βv
1 P(∂h)∂β∇h · v
h dS0, I2 := −
∫
Ω
P(∂h)∂1v
β P(∂h)∂β∂1q χf dx,
I3 := −
∫
Ω
P(∂h)∂1v
β P(∂h)∂βq χ
′
f dx, I4 :=
∫
Ω
P(∂h)∂
2
1v
β P(∂h)(−∂tv
β + ν∆h v
β)χf dx,
I5 := −ν
∫
Σ0
P(∂h)∂βv
1 P(∂h)∂β(B
α
9,i∂αv
i) dS0,
I6 :=
∫
Σ0
P(∂h)(B
α
β+5,i∂αv
i)P(∂h)∂βq dS0, I7 :=
∫
Ω
P(∂h)∂
2
1v
β P(∂h)(gβ + νg˜ββ)χf dx.
Proof. Applying the operator P(∂h) to (6.2) yields
− νP(∂h)∂
2
1 v
β + ∂β P(∂h)q = −∂tP(∂h)v
β + ν∆h P(∂h)v
β + P(∂h)(gβ + νg˜ββ). (6.4)
Multiplying (6.4) by −P(∂h)∂
2
1 v
βχf and integrating it in Ω, we get
ν
∫
Ω
|P(∂h)∂
2
1v
β |2χf dx+ I =
∫
Ω
P(∂h)∂
2
1v
β P(∂h)(−∂tv
β + ν∆h v
β)χf dx
+
∫
Ω
P(∂h)∂
2
1v
β P(∂h)(gβ + νg˜ββ)χf dx
(6.5)
with I = −
∫
Ω P(∂h)∂
2
1v
β P(∂h)∂βq χf dx.
Integrating by parts in I gives rise to
I = −
∫
Σ0
P(∂h)∂1v
β P(∂h)∂βq dS0
+
∫
Ω
P(∂h)∂1v
β P(∂h)∂β∂1q χf dx+
∫
Ω
P(∂h)∂1v
β P(∂h)∂βq χ
′
f dx.
Thanks to the boundary conditions of ∂1v
β and q on Σ0, we have
−
∫
Σ0
P(∂h)∂1v
β P(∂h)∂βq dS0 = −
∫
Σ0
P(∂h)
(
− ∂βv
1 + Bαβ+5,i∂αv
i
)
P(∂h)∂βq dS0
=
∫
Σ0
P(∂h)∂βv
1P(∂h)∂βq dS0 −
∫
Σ0
P(∂h)(B
α
β+5,i∂αv
i)P(∂h)∂βq dS0
=
∫
Σ0
P(∂h)∂βv
1P(∂h)
(
∂βξ
1 − 2ν∂β∇h · v
h + ν∂β(B
α
9,i∂αv
i)
)
dS0
−
∫
Σ0
P(∂h)(B
α
β+5,i∂αv
i)P(∂h)∂βq dS0,
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which follows that
−
∫
Σ0
P(∂h)∂1v
β P(∂h)∂βq dS0
=
1
2
d
dt
∫
Σ0
|P(∂h)∂βξ
1|2 dS0 − 2ν
∫
Σ0
P(∂h)∂βv
1 P(∂h)∂β∇h · v
h dS0
+ ν
∫
Σ0
P(∂h)∂βv
1 P(∂h)∂β(B
α
9,i∂αv
i) dS0 −
∫
Σ0
P(∂h)(B
α
β+5,i∂αv
i)P(∂h)∂βq dS0.
Therefore, we obtain
I =
1
2
d
dt
∫
Σ0
|P(∂h)∂βξ
1|2 dS0 − 2ν
∫
Σ0
P(∂h)∂βv
1 P(∂h)∂β∇h · v
h dS0
+ ν
∫
Σ0
P(∂h)∂βv
1 P(∂h)∂β(B
α
9,i∂αv
i) dS0 −
∫
Σ0
P(∂h)(B0,β+5,α,i∂αv
i)P(∂h)∂βq dS0
+
∫
Ω
P(∂h)∂1v
β P(∂h)∂β∂1q χf dx+
∫
Ω
P(∂h)∂1v
β P(∂h)∂βq χ
′
f dx.
(6.6)
Plugging (6.6) into (6.5), we get (6.3).
6.3 Estimate of ‖(Λ˙σ0h ∇
2v, Λ˙σ0h ∇ q)‖L2t (L2)
Lemma 6.3. Under the assumption of Lemma 5.8, if E3(t) ≤ 1 for all the existence times
t, then there holds
d
dt
‖Λ˙σ0h ∂hξ
1‖2L2(Σ0) + c3(‖Λ˙
σ0
h ∇
2v‖2L2(Ω) + ‖Λ˙
σ0
h ∇ q‖
2
L2(Ω))
. ‖Λ˙σ0h ∇ v‖
2
L2 + ‖∂
2
h∇ v‖
2
L2 + (‖Λ˙
σ0
h ∂h∂tv‖
2
L2 + ‖Λ˙
σ0
h ∂tv‖
2
L2) + E
1
2
3 D˙3.
(6.7)
Proof. First, taking P(∂h) = Λ˙
σ0
h in (2.24), we get
‖Λ˙σ0h ∂1q‖L2 . ‖Λ˙
σ0
h ∂tv
1‖L2 + ‖Λ˙
σ0
h ∂h v‖H1 + E
1
2
3 D˙
1
2
3 ,
‖Λ˙σ0h ∂
2
1v
1‖L2 . ‖Λ˙
σ0
h ∂h v‖H1 +E
1
2
3 D˙
1
2
3 , ‖Λ˙
σ0−1
h ∂
2
1v
1‖L2 . ‖Λ˙
σ0
h v‖H1 + E
1
2
3 D˙
1
2
3 ,
‖ − νΛ˙σ0h ∂
2
1 v
h + Λ˙σ0h ∂hq‖L2 . ‖Λ˙
σ0
h ∂tv
h‖L2 + ‖Λ˙
σ0
h ∂h v‖H1 + E
1
2
3 D˙
1
2
3 ,
‖ − νΛ˙σ0h ∂
2
1 v
h + Λ˙σ0h ∂hq‖L2(Ωf ) . ‖Λ˙
σ0
h ∂tv
h‖L2 + ‖Λ˙
σ0
h ∂h v‖H1 + E
1
2
3 D˙
1
2
3 ,
(6.8)
and in particular,
‖Λ˙σ0h ∂hq‖L2(Ωf ) . ‖Λ˙
σ0
h ∂
2
1 v
h‖L2(Ωf ) + ‖Λ˙
σ0
h ∂tv‖L2 + ‖Λ˙
σ0
h ∂h v‖H1 + E
1
2
3 D˙
1
2
3 . (6.9)
While taking P(∂h) = Λ˙
σ0
h ∂h in (6.1), we have
‖Λ˙σ0h ∂hv‖
2
H2(Ωin)
+ ‖Λ˙σ0h ∂hq‖
2
H1(Ωin)
. ‖Λ˙σ0h ∂hv‖
2
H1(Ωf )
+ ‖Λ˙σ0h ∂hq‖
2
L2(Ωf )
+ ‖Λ˙σ0h ∂h∂tv‖
2
L2(Ωin)
+ ‖Λ˙σ0h ∂hg‖
2
L2(Ω) + ‖P(∂h)ψ‖
2
H1(Ω)
with ψ = −a˜α 1∂1v
α + Bα5,i∂αv
i.
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Thanks to (5.18), we find
‖Λ˙σ0h ∂hg‖
2
L2(Ω) + ‖Λ˙
σ0
h ∂hψ‖
2
H1(Ω) . E3D˙3,
so we get from (6.9) that
‖Λ˙σ0h ∂hv‖
2
H2(Ωin)
+ ‖Λ˙σ0h ∂hq‖
2
H1(Ωin)
. ‖Λ˙σ0h ∂hv‖
2
H1 + ‖Λ˙
σ0
h ∂h∂tv‖
2
L2 + E3D˙3
+
(
‖Λ˙σ0h ∂
2
1 v
h‖L2(Ωf ) + ‖Λ˙
σ0
h ∂tv
h‖L2 + ‖Λ˙
σ0
h ∂h v‖H1 + E
1
2
3 D˙
1
2
3
)2
.
Hence, we get
‖Λ˙σ0h ∂hq‖L2(Ωin) .‖Λ˙
σ0
h ∂hv‖H1 + ‖Λ˙
σ0
h ∂h∂tv‖L2 + ‖Λ˙
σ0
h ∂tv
h‖L2
+ E
1
2
3 D˙
1
2
3 + ‖Λ˙
σ0
h ∂
2
1 v
h‖L2(Ωf ),
which along with (6.9) and the first inequality in (6.8) ensures
‖Λ˙σ0h ∇ q‖L2(Ω) . ‖Λ˙
σ0
h ∂1q‖L2(Ω) + ‖Λ˙
σ0
h ∂hq‖L2(Ωf ) + ‖Λ˙
σ0
h ∂hq‖L2(Ωin)
. ‖Λ˙σ0h ∂
2
1 v
h‖L2(Ωf ) + ‖Λ˙
σ0
h ∂h∂tv‖L2 + ‖Λ˙
σ0
h ∂tv
h‖L2 + ‖Λ˙
σ0
h ∂h v‖H1 + E
1
2
3 D˙
1
2
3 ,
(6.10)
and then, due to (6.8), we have
‖Λ˙σ0h ∂
2
1 v
h‖L2 . ‖Λ˙
σ0
h ∂hq‖L2 + ‖Λ˙
σ0
h ∂tv
h‖L2 + ‖Λ˙
σ0
h ∂h v‖H1 + E
1
2
3 D˙
1
2
3
. ‖Λ˙σ0h ∂
2
1 v
h‖L2(Ωf ) + ‖Λ˙
σ0
h ∂h∂tv‖L2 + ‖Λ˙
σ0
h ∂tv
h‖L2 + ‖Λ˙
σ0
h ∂h v‖H1 + E
1
2
3 D˙
1
2
3 .
(6.11)
On the other hand, taking P(∂h) = Λ˙
σ0
h in (6.3) gives
ν‖Λ˙σ0h ∂
2
1v
h‖2L2(Ωf ) +
1
2
d
dt
‖Λ˙σ0h ∂hξ
1‖2L2(Σ0) =
7∑
j=1
Ij .
For the remainder terms Ij with j = 1, 2, 3, 4, from the linear terms, we have
|I1| . ‖Λ˙
σ0
h ∂βv
1‖
H
1
2 (Σ0)
‖Λ˙σ0h ∇h · v
h‖
H
1
2 (Σ0)
. ‖Λ˙σ0h ∂hv‖
2
H1(Ω),
|I2| . ‖Λ˙
σ0+1
h ∂1v
β‖L2 ‖Λ˙
σ0
h ∂1q‖L2(Ωf ) . ‖Λ˙
σ0+1
h ∇ v‖L2 ‖Λ˙
σ0
h ∂1q‖L2 ,
|I3| . ‖Λ˙
σ0
h ∂1v
β‖L2‖Λ˙
σ0+1
h q‖L2 ,
and
|I4| . ‖Λ˙
σ0
h ∂
2
1v
h‖L2(Ωf )(‖Λ˙
σ0
h ∂tv
h‖L2 + ‖Λ˙
σ0
h ∂
2
h v
h‖L2).
For the nonlinear remainder terms I5, I6, and I7, there hold
|I5| . ‖Λ˙
σ0
h ∂βv
1‖L2(Σ0)‖Λ˙
σ0
h ∂β(B
α
9,i∂αv
i)‖L2(Σ0)
. ‖Λ˙σ0h ∂βv
1‖H1(Ω)‖Λ˙
σ0
h ∂β(B
α
9,i∂αv
i)‖H1(Ω) . E
1
2
3 D˙3.
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|I6| . ‖Λ˙
σ0
h (B
α
β+5,i∂αv
i)‖L2(Σ0)‖Λ˙
σ0
h ∂βq‖L2(Σ0) . E
1
2
3 D˙3,
and
|I7| . ‖Λ˙
σ0
h ∂
2
1v
β‖L2(Ωf )(‖Λ˙
σ0
h gβ‖L2 + ‖Λ˙
σ0
h g˜ββ‖L2) . E
1
2
3 D˙3,
Hence, we get
ν‖Λ˙σ0h ∂
2
1v
h‖2L2(Ωf ) +
1
2
d
dt
‖Λ˙σ0h ∂hξ
1‖2L2(Σ0)
. ‖Λ˙σ0h ∂hv‖
2
H1(Ω) + ‖Λ˙
σ0+1
h ∇ v‖L2 ‖Λ˙
σ0
h ∂1q‖L2 + ‖Λ˙
σ0
h ∂1v
h‖L2‖Λ˙
σ0
h ∂hq‖L2
+ ‖Λ˙σ0h ∂
2
1v
h‖L2(Ωf )(‖Λ˙
σ0
h ∂tv‖L2 + ‖Λ˙
σ0
h ∂
2
h v‖L2) +E
1
2
3 D˙3,
which follows from (6.10) that
ν‖Λ˙σ0h ∂
2
1v
h‖2L2(Ωf ) +
d
dt
‖Λ˙σ0h ∂hξ
1‖2L2(Σ0)
. ‖Λ˙σ0h ∂h∇ v‖
2
L2 + ‖Λ˙
σ0
h ∂tv‖
2
L2 + E
1
2
3 D˙3 + ‖Λ˙
σ0
h (∇ v, ∂h∇ v)‖L2‖Λ˙
σ0
h ∂
2
1 v
h‖L2(Ωf )
+ ‖Λ˙σ0h (∇ v, ∂h∇ v)‖L2(‖Λ˙
σ0
h ∂h∂tv‖L2 + ‖Λ˙
σ0
h ∂tv
h‖L2 + ‖Λ˙
σ0
h ∂h v‖H1 + E
1
2
3 D˙
1
2
3 ).
Hence, one has
c1‖Λ˙
σ0
h ∂
2
1v
h‖2L2(Ωf ) +
d
dt
‖Λ˙σ0h ∂hξ
1‖2L2(Σ0)
. E
1
2
3 D˙3 + ‖Λ˙
σ0
h (∇ v, ∂h∇ v)‖
2
L2 + ‖Λ˙
σ0
h (∂h∂tv, ∂tv
h)‖2L2 .
(6.12)
Combining (6.12),(6.10),(6.11), we obtain
d
dt
‖Λ˙σ0h ∂hξ
1‖2L2(Σ0) + c2(‖Λ˙
σ0
h ∂
2
1v
h‖2L2(Ω) + ‖Λ˙
σ0
h ∇ q‖
2
L2(Ω))
. E
1
2
3 D˙3 + ‖Λ˙
σ0
h (∇ v, ∂h∇ v)‖
2
L2 + ‖Λ˙
σ0
h (∂h∂tv, ∂tv
h)‖2L2 ,
which along with the second inequality in (6.8) follows (6.7). The proof of the lemma is
accomplished.
6.4 Estimate of ‖∂N−1h ∂
2
1v
h‖L2tL2
Lemma 6.4. Under the assumption of Lemma 5.8, if E3(t) ≤ 1 for all the existence times
t, then there holds
d
dt
‖∂Nh ξ
1‖2L2(Σ0) + c3(‖∂
N−1
h (∇
2 v, ∇ q)‖L2)
. ‖∂N−2h (∂tv, ∂h∂tv)‖
2
L2 + ‖∂
N−1
h (∂h v, v)‖
2
H1 + ‖Λ˙
σ0
h ∂
2
1 v
h‖2L2(Ω)
+ D˙
1
2
N (E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ) + EN D˙3
(6.13)
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Proof. First, taking P(∂h) = ∂
N−1
h in (2.24), we get
‖∂N−1h ∂1q‖L2 . ‖∂
N−1
h ∂tv
1‖L2 + ‖∂
N−1
h ∂h v‖H1 + (E
1
2
3 D˙
1
2
N +E
1
2
N D˙
1
2
3 ),
‖∂N−1h ∂
2
1v
1‖L2 . ‖∂
N−1
h ∂h v‖H1 + (E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ),
‖∂N−1h (∂hq − ν∂
2
1 v
h)‖L2 . ‖∂
N−1
h ∂tv‖L2 + ‖∂
N−1
h ∂h v‖H1 + (E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ),
‖∂N−1h (∂hq − ν∂
2
1 v
h)‖L2(Ωf ) . ‖∂
N−1
h ∂tv‖L2 + ‖∂
N−1
h ∂h v‖H1 + (E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ),
(6.14)
and in particular,
‖∂k−1h ∂hq‖L2(Ωf ) .‖∂
k−1
h ∂
2
1 v
h‖L2(Ωf )
+ ‖∂k−1h ∂tv‖L2 + ‖∂
k−1
h ∂h v‖H1 + (E
1
2
3 D˙
1
2
k + E
1
2
k D˙
1
2
3 )
(6.15)
for any k ≥ 3. While taking P(∂h) = ∂
N−1
h in (6.1), we have
‖∂N−1h v‖
2
H2(Ωin)
+ ‖∂N−1h q‖
2
H1(Ωin)
. ‖∂N−1h v‖
2
H1(Ωf )
+ ‖∂N−1h q‖
2
L2(Ωf )
+ ‖∂N−1h ∂tv‖
2
L2(Ωin)
+ ‖∂N−1h g‖
2
L2(Ω) + ‖∂
N−1
h ψ‖
2
H1(Ω)
with ψ = −(a˜21∂1v
2 + a˜31∂1v
3) + Bα5,i∂αv
i.
Thanks to (5.18), we find
‖∂N−1h g‖
2
L2(Ω) + ‖∂
N−1
h ψ‖
2
H1(Ωin)
. E3D˙N + EN D˙3.
so we get from (6.15) that
‖∂N−1h v‖
2
H2(Ωin)
+ ‖∂N−1h q‖
2
H1(Ωin)
.‖∂N−1h v‖
2
H1 + ‖∂
N−1
h ∂tv‖
2
L2 + ‖∂
N−2
h ∂tv‖
2
L2
+ E3D˙N + EN D˙3 + ‖∂
N−2
h ∂
2
1 v
h‖2L2(Ωf ).
In particular, we have
‖∂N−1h ∇ q‖
2
L2(Ωin)
.‖∂N−1h v‖H1 + ‖∂
N−1
h ∂tv‖L2 + ‖∂
N−2
h ∂tv‖L2
+ E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 + ‖∂
N−2
h ∂
2
1 v
h‖L2(Ωf ).
Thanks to (6.14), we get
‖∂N−1h ∇ q‖L2(Ωf ) . ‖∂
N−1
h ∂1 q‖L2(Ωf ) + ‖∂
N
h q‖L2(Ωf )
. ‖∂N−1h ∂tv‖L2 + ‖∂
N−1
h ∂h v‖H1 + (E
1
2
3 D˙
1
2
N +E
1
2
N D˙
1
2
3 ) + ‖∂
N−1
h ∂
2
1 v
h‖L2(Ωf ).
Hence, one has
‖∂N−1h ∇ q‖L2(Ω) . ‖∂
N−1
h ∇ q‖L2(Ωf ) + ‖∂
N−1
h ∇ q‖L2(Ωin)
. ‖∂N−2h (∂tv, ∂h∂tv)‖L2 + ‖∂
N−1
h (∂h v, v)‖H1 + (E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 )
+ ‖Λ˙σ0h ∂
2
1 v
h‖L2(Ωf ) + ‖∂
N−1
h ∂
2
1 v
h‖L2(Ωf ),
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and also there holds by using (6.14) that
‖∂N−1h (∂
2
1 v
h,∇ q)‖L2(Ω) . ‖∂
N−2
h (∂tv, ∂h∂tv)‖L2 + ‖∂
N−1
h (∂h v, v)‖H1
+ (E
1
2
3 D˙
1
2
N +E
1
2
N D˙
1
2
3 ) + ‖Λ˙
σ0
h ∂
2
1 v
h‖L2(Ωf ) + ‖∂
N−1
h ∂
2
1 v
h‖L2(Ωf ).
(6.16)
On the other hand, taking P(∂h) = ∂
N−1
h in (6.3) gives
ν‖∂N−1h ∂
2
1v
h‖2L2(Ωf ) +
1
2
d
dt
‖∂N−1h ∂hξ
1‖2L2(Σ0) =
7∑
j=1
Ij .
For the remainder terms Ij with j = 1, 2, 3, 4, from the linear terms, we have
|I1| . ‖∂
N−1
h ∂βv
1‖
H
1
2 (Σ0)
‖∂N−1h ∇h · v
h‖
H
1
2 (Σ0)
. ‖∂N−1h ∂βv
1‖H1 ‖∂
N−1
h ∇h · v
h‖H1 . ‖∂
N
h ∇ v‖
2
L2 ,
|I2|+ |I3| . (‖∂
N
h ∂1v
h‖L2 + ‖∂
N−1
h ∂1v
h‖L2)‖∂
N−1
h ∇ q‖L2 ,
and
|I4| . ‖∂
N−1
h ∂
2
1v
h‖L2(Ωf )(‖∂
N−1
h ∂tv
h‖L2 + ‖∂
N+1
h v
h‖L2).
For the nonlinear remainder terms I5, I6, and I7, there hold
|I5| . ‖∂
N−1
h ∂βv
1‖
H
1
2 (Σ0)
‖∂N−1h (B
α
9,i∂αv
i)‖
H
1
2 (Σ0)
. ‖∂N−1h ∂βv
1‖H1‖∂
N−1
h (B
α
9,i∂αv
i)‖H1 . D˙
1
2
N (E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ),
|I6| . ‖∂
N−1
h (B
α
β+5,i∂αv
i)‖
H
1
2 (Σ0)
‖∂N−1h q‖H
1
2 (Σ0)
. ‖∂N−1h (B
α
β+5,i∂αv
i)‖H1‖∂
N−1
h q‖H1 . D˙
1
2
N (E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ),
and
|I7| . ‖∂
N−1
h ∂
2
1v
h‖L2(Ωf )(‖∂
N−1
h gβ‖L2 + ‖∂
N−1
h g˜ββ‖L2)
. ‖∂N−1h ∂
2
1v
h‖L2(Ωf )(E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ),
where we used the inequality in (5.18) in the last inequality.
Hence, we have
ν‖∂N−1h ∂
2
1v
β‖2L2(Ωf ) +
1
2
d
dt
‖∂N−1h ∂βξ
1‖2L2(Σ0)
. ‖∂Nh ∇ v‖
2
L2 + D˙
1
2
N (E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ) + (‖∂
N
h ∂1v
h‖L2 + ‖∂
N−1
h ∂1v
h‖L2)‖∂
N−1
h ∇ q‖L2
+ ‖∂N−1h ∂
2
1v
h‖L2(Ωf )(‖∂
N−1
h ∂tv
h‖L2 + ‖∂
N+1
h v
h‖L2 + E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ),
which follows that
ν‖∂N−1h ∂
2
1v
β‖2L2(Ωf ) +
d
dt
‖∂N−1h ∂βξ
1‖2L2(Σ0)
. ‖∂Nh ∇ v‖
2
L2 + ‖∂
N−1
h ∂tv
h‖2L2 + (‖∂
N
h ∂1v
h‖L2 + ‖∂
N−1
h ∂1v
h‖L2)‖∂
N−1
h ∇ q‖L2
+ D˙
1
2
N (E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ) + EN D˙3.
(6.17)
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Combining (6.17) with (6.16) yields
d
dt
‖∂N−1h ∂βξ
1‖2L2(Σ0) + c2‖∂
N−1
h (∂
2
1 v
h, ∇ q)‖2L2(Ω)
. ‖∂N−2h (∂tv, ∂h∂tv)‖
2
L2 + ‖∂
N−1
h (∂h v, v)‖
2
H1 + ‖Λ˙
σ0
h ∂
2
1 v
h‖2L2(Ω)
+ D˙
1
2
N (E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ) + EN D˙3,
which proves (6.13), and completes the proof of Lemma 6.4.
With Lemmas 6.3, 6.4 in hand, we get
Lemma 6.5. Under the assumption of Lemma 5.8, if E3(t) ≤ 1 for all the existence times
t, then there holds
d
dt
(‖Λ˙σ0h ∂hξ
1‖2L2(Σ0) +
N−1∑
k=1
‖∂k+1h ξ
1‖2L2(Σ0)) + c4
(
‖Λ˙σ0h (∇
2 v, ∇ q)‖2L2
+ ‖Λ˙σ0+1h ξ
1‖
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1
2 (Σ0)
+
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k=1
‖∂kh(∇
2 v, ∇ q)‖2L2 +
N−1∑
k=2
‖∂khξ
1‖
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1
2 (Σ0)
)
≤ C4(‖Λ˙
σ0
h ∇ v‖
2
L2(Ω) +
N∑
i=1
‖∂ih∇ v‖
2
L2(Ω) + ‖Λ˙
σ0
h ∂tv‖
2
L2 +
N−1∑
k=1
‖∂kh∂tv‖
2
L2)
+ C4(D˙
1
2
N (E
1
2
3 D˙
1
2
N + E
1
2
N D˙
1
2
3 ) + EN D˙3).
(6.18)
Proof. Thanks to Lemmas 6.3 and 6.4, we get
d
dt
(‖Λ˙σ0h ∂hξ
1‖2L2(Σ0) +
N−1∑
k=1
‖∂k+1h ξ
1‖2L2(Σ0))
+ c5
(
‖Λ˙σ0h (∇
2 v, ∇ q)‖2L2 +
N−1∑
k=1
‖∂kh(∇
2 v, ∇ q)‖2L2
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≤ C5(‖Λ˙
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2
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2
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2
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N−1∑
k=1
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2
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+ C5(D˙
1
2
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1
2
3 D˙
1
2
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1
2
N D˙
1
2
3 ) + EN D˙3).
(6.19)
On the other hand, due to (2.14), one has
‖Λ˙σ0+1h ξ
1‖
H
1
2 (Σ0)
. ‖Λ˙σ0+1h q‖H
1
2 (Σ0)
+ ‖‖Λ˙σ0+1h ∇h · v
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H
1
2 (Σ0)
+ ‖Λ˙σ0+1h (B
α
9,i∂αv
i)‖
H
1
2 (Σ0)
. ‖Λ˙σ0h ∂hq‖H1(Ω) + ‖Λ˙
σ0
h ∂
2
hv‖H1(Ω) + ‖Λ˙
σ0
h ∂h(B
α
9,i∂αv
i)‖H1(Ω),
‖∂khξ
1‖
H
1
2 (Σ0)
. ‖∂khq‖H
1
2 (Σ0)
+ ‖∂kh∇h · v
h‖
H
1
2 (Σ0)
+ ‖∂kh(B
α
9,i∂αv
i)‖
H
1
2 (Σ0)
. ‖∂khq‖H1(Ω) + ‖∂
k+1
h v‖H1(Ω) + ‖∂
k
h(B
α
9,i∂αv
i)‖H1(Ω) (for k = 2, ..., N − 1),
which follows that
‖Λ˙σ0+1h ξ
1‖
H
1
2 (Σ0)
. ‖Λ˙σ0h ∂hq‖H1(Ω) + ‖Λ˙
σ0
h ∂hv‖H1(Ω) + ‖∂
3
hv‖H1(Ω),
‖∂khξ
1‖
H
1
2 (Σ0)
. ‖∂khq‖H1(Ω) + ‖∂
k
h∂hv‖H1(Ω) + E
1
2
3 D˙
1
2
k+1 + E
1
2
k+1D˙
1
2
3
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with k = 2, ..., N − 1.
Hence, we have
‖Λ˙σ0+1h ξ
1‖2
H
1
2 (Σ0)
+
N−1∑
k=2
‖∂khξ
1‖2
H
1
2 (Σ0)
≤ C6
(
‖Λ˙σ0h ∂hq‖
2
H1(Ω) + ‖Λ˙
σ0
h ∂hv‖H1(Ω) + ‖∂
3
hv‖
2
H1(Ω)
+
N−1∑
k=2
(‖∂khq‖
2
H1(Ω) + ‖∂
k
h∂hv‖
2
H1(Ω)) + E
1
2
3 D˙N +EN D˙3
)
,
which along with (6.19) ensures (6.18).
7 Total energy estimates
Combining Lemma 6.5 with Lemma 5.12, and taking the positive δ in Lemma 5.12 so small
that δ ≤ min{1, c12C1 ,
√
c1
4C4
, c24C4 }, we immediately get the following energy estimate.
Lemma 7.1. Let N ≥ 3, under the assumption of Lemma 5.1, if E3(t) ≤ 1 for all the
existence times t, then there holds
d
dt
̂˙EN,δ + ̂˙DN,δ ≤ C5(E 12N D˙ 123 D˙ 12N + E 123 D˙N + EN D˙3)
with
̂˙EN,δ := ‖Λ˙σ0h v‖2L2(Ω) + ‖Λ˙σhξ1‖2L2(Σ0) + N∑
i=1
(‖∂ihv‖
2
L2(Ω) + ‖∂
i
hξ
1‖2L2(Σ0))
+ δ
(
E˚(Λ˙σ0h ∇ v) +
N−1∑
k=1
E˚(∂kh∇ v)
)
+ δ2(‖Λ˙σ0h ∂hξ
1‖2L2(Σ0) +
N−1∑
k=1
‖∂k+1h ξ
1‖2L2(Σ0))
and
̂˙DN,δ := c1
4
(‖Λ˙σ0h ∇ v‖
2
L2(Ω) +
N∑
i=1
‖∂ih∇ v‖
2
L2(Ω)) +
c2
2
δ(‖Λ˙σ0h ∂tv‖
2
L2 +
N−1∑
k=1
‖∂kh∂tv‖
2
L2)
+ δ2c4
(
‖Λ˙σ0h (∇
2 v, ∇ q)‖2L2 +
N−1∑
k=1
‖∂kh(∇
2 v, ∇ q)‖2L2
+ ‖Λ˙σ0+1h ξ
1‖
H
1
2 (Σ0)
+
N−1∑
k=2
‖∂khξ
1‖
H
1
2 (Σ0)
)
.
From this, together with Lemma 5.16, It is convenient to derive
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Lemma 7.2. Let N ≥ 3, under the assumption of Lemma 5.1, if (λ, σ0) ∈ (0, 1) satisfies
1− λ < σ0 ≤ 1−
1
2λ, and E3(t) ≤ 1 for all the existence times t, then there holds
d
dt
(ÊN+1,tan,δ +
̂˙EN+1,δ) + (D̂N+1,tan,δ + ̂˙DN+1,δ)
≤ C6
(
E
1
2
N+1D˙
1
2
3 D˙
1
2
N+1 + E
1
2
3 D˙N+1 + EN+1 D˙3
+ E
1
2
3 D˙
1
2
3 ‖Λ˙
−λ
h ξ
1‖
H
1
2 (Σ0)
+ E3‖Λ˙
σ0
h ξ
1‖2
H
3
2 (Σ0)
)
+ C6δ
−1E3D˙3.
The following comparison lemma discovers the equivalence of two types of the energy.
Lemma 7.3 (Comparison lemma). Let N ≥ 4, under the assumption of Lemma 5.1, if(λ, σ0) ∈
(0, 1) satisfies 1 − λ < σ0 ≤ 1 −
1
2λ, and EN (t) ≤ 1 for all the existence times t, then there
exists a genius positive constant δ0 such that
E˙N ∼
̂˙EN,δ0 , D˙N ∼ ̂˙DN,δ0 ,
EN+1 ∼ ÊN+1,tan,δ0 +
̂˙EN+1,δ0 , DN+1 ∼ D̂N+1,tan,δ0 + ̂˙DN+1,δ0 . (7.1)
Proof. In order to prove (7.1), we need only to estimate the nonlinear energy E˚(P(∂h)∇ v)
from upper and low ones. In fact, due to the definition of E˚(P(∂h)∇ v), we obtain
E˚(Λ˙σ0h ∇ v) ≤ ‖Λ˙
σ0
h ∇ v‖
2
L2 + 4‖Λ˙
σ0
h ∇h · v
h‖2L2 + ‖Λ˙
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h ∂1v‖
2
L2 + ‖Λ˙
σ0
h ∇hv‖
2
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2
ν
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h ∇H(ξ
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h (H(B
α
j+5,i)∂αv
i)‖L2
≤ 3‖Λ˙σ0h ∇ v‖
2
L2 + C0(‖Λ˙
σ0
h ∂hv‖
2
L2 + ‖Λ˙
σ0
h v‖
2
L2 + ‖Λ˙
σ0
h ξ
1‖2
H
1
2 (Σ0)
) + C0E
1
2
3 ‖Λ˙
σ0
h Λ
2
h∇ v‖
2
L2 ,
N−1∑
k=1
E˚(∂kh∇ v) ≤
N−1∑
k=1
(
‖∂kh∇ v‖
2
L2 + 4‖∂
k
h∇h · v
h‖2L2 + 2‖∂
k
h∂1v‖L2 ‖∂
k
h∇hv‖L2
+ C0‖∂
k
hv‖L2‖∂
k
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1‖
H
1
2 (Σ0)
+ 2‖∂kh∂1v‖L2
3∑
j=1
‖∂kh(H(B
α
j+5,i)∂αv
i)‖L2
≤
N−1∑
k=1
(
2‖∂kh∇ v‖
2
L2 + C0(‖∂
k
hv‖
2
L2 + ‖∂
k
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1‖2
H
1
2 (Σ0)
+ E
1
2
N‖∂
k
h∇ v‖
2
L2)
)
,
and
E˚(Λ˙σ0h ∇ v) ≥
1
2
‖Λ˙σ0h ∇ v‖
2
L2
− C0(‖Λ˙
σ0
h ∂hv‖
2
L2 + ‖Λ˙
σ0
h v‖
2
L2 + ‖Λ˙
σ0
h ξ
1‖2
H
1
2 (Σ0)
+ E
1
2
3 ‖Λ˙
σ0
h Λ
2
h∇ v‖
2
L2),
N−1∑
k=1
E˚(∂kh∇ v) ≥
N∑
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(
1
2
‖∂kh∇ v‖
2
L2 − C0(‖∂
k
hΛhv‖
2
L2 + ‖∂
k
hξ
1‖2
H
1
2 (Σ0)
)
− C0(Ek+1‖∂hΛ
2
h v‖
2
L2 + E3‖∂hΛ
k
h v‖
2
L2)
)
.
56
From which, we may immediately obtain (7.1) if we take a suitable positive constant δ0. This
finishes the proof of Lemma 7.3.
With Lemma 7.3 in hand, for simplicity, we denote ̂˙EN,δ0 , ̂˙DN,δ0 , ÊN+1,tan,δ0 + ̂˙EN+1,δ0 ,
D̂N+1,tan,δ0 +
̂˙DN+1,δ0 by ̂˙EN , ̂˙DN , ÊN+1,tan + ̂˙EN+1, D̂N+1,tan + ̂˙DN+1 respectively, and
ÊN+1 := ÊN+1,tan +
̂˙EN+1, D̂N+1 := D̂N+1,tan + ̂˙DN+1. And we also denote the positive
constant C0 ≥ 1 such that
C−10
̂˙EN ≤ E˙N ≤ C0̂˙EN , C−10 ̂˙DN ≤ D˙N ≤ C0 ̂˙DN ,
C−10 ÊN+1 ≤ EN+1 ≤ C0ÊN+1, C
−1
0 D̂N+1 ≤ DN+1 ≤ C0D̂N+1.
(7.2)
Therefore, we restate Lemmas 7.1 and 7.2 to get the total energy estimates.
Lemma 7.4. Let N ≥ 4, under the assumption of Lemma 5.1, if (λ, σ0) ∈ (0, 1) satisfies
1− λ < σ0 ≤ 1−
1
2λ, and EN (t) ≤ 1 for all the existence times t, then there hold
d
dt
̂˙EN + 2c1D˙N ≤ C1E 12N D˙N , (7.3)
and
d
dt
ÊN+1 + 2c1DN+1 ≤ C1
(
E
1
2
3 D˙N+1 + EN+1 D˙3 + E3D˙
1
2
3 + E3E˙3
)
. (7.4)
8 Proof of Theorem 3.3
Thanks to (7.3) and (7.4) in Lemma 7.4, we will show that the low order energy EN is
uniformly bounded, while the low order energy EN+1 grows algebraicly as the time t goes to
infinity by an inductive argument. Hence, inspired by the two-tiered energy method [10], we
may find the decay estimate of the low order energy E˙N . For this, we first prove the following
decay estimate.
Lemma 8.1 (Decay estimate). If the non-negative function f satisfies the differential in-
equality {
d
dtf + c1 f
1+s ≤ 0, ∀ t > 0,
f |t=0 = f0
(8.1)
for two positive constants s > 0 and c1 > 0, then there holds for any t > 0
f(t) ≤ (c1s)
− 1
s ((c1s)
−1f−s0 + t)
− 1
s . (8.2)
Proof. Due to the differential inequality in (8.1), we have
f−(1+s)
d
dt
f + c1 ≤ 0.
Hence, one has
d
dt
f−s ≥ c1 s. (8.3)
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Integrating (8.3) on [0, t] implies
f−s(t) ≥ f−s0 + c1s t,
which follows (8.2).
We are now in a position to complete the proof of Theorem 3.3.
Proof of Theorem 3.3. Thanks to the local well-posedness theorem (Theorem 3.1), there ex-
ists a positive time T ∗ such that the system (2.8) with initial data (ξ0, v0) has a unique
solution (ξ, v) with
(ξ, v) ∈ C([0, T ∗);FN+1).
Without loss of generality, we may assume that T ∗ maximal time of the existence to this
solution. The aim of what follows is to prove that T ∗ = +∞.
Suppose, by way of contradiction, that T ∗ < +∞. We will show that solutions can actually
be extended past T ∗ and satisfy EN+1(T
∗∗) < +∞ for some T ∗∗ > T ∗, which contradicts the
definition of T ∗. It suffices to show that there is a positive constant C0 such that
lim
tրT ∗
EN (t) ≤ C0EN (0), lim
tրT ∗
(〈 t 〉−1EN+1(t)) ≤ C0EN+1(0). (8.4)
Indeed, if (8.4) holds, then ‖J − 1‖L∞ ≤ C1E3(t) ≤ C0C1E3(0) ≤ C0C1 ǫ0, so we take
ǫ0 ≤
1
2C1C0
so that ‖J − 1‖L∞ ≤
1
2 , which ensures that J(t) ≥
1
2 for any existence time t.
While the second inequality implies limtրT ∗ EN+1(t) ≤ C0〈T
∗ 〉EN+1(0), which contradicts
the fact that T ∗ < +∞ is the maximal existence time by applying Theorem 3.1, and we can
extend the solution past T ∗ to some T ∗∗ > T ∗.
Let’s now focus on the proof of (8.4), which is reduced to claim that
T ∗ = sup
{
T ∈ [0, T ∗]|(ξ, v) ∈ C([0, T );FN+1),
EN (t) ≤ C0(EN (0) + EN+1(0)), EN+1(t) ≤ C0(1 + t)EN+1(0)
}
,
where the constant C0 will be determined later.
Indeed, setting
T1
def
= sup
{
T ∈ [0, T ∗]|(ξ, v) ∈ C([0, T );FN+1), EN+1(t) ≤ 2C
2
0EN+1(0),
EN (t) ≤ C0(EN (0) + EN+1(0)), EN+1(t) ≤ C0(1 + t)EN+1(0) ∀ t ∈ [0, T )
}
,
(8.5)
we first get that T1 ≤ T
∗. On the other hand, we will verify that T1 ≥ T
∗. Otherwise, we
suppose that T1 < T
∗ by a contradiction argument.
From this, take ǫ0 ∈ (0,
c2
1
4C2
1
C0
] small enough, then
C1E
1
2
N ≤ C1C
1
2
0 EN (0)
1
2 ≤ C1C
1
2
0 ǫ
1
2
0 ≤
1
2
c1,
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we get from (7.3) that
d
dt
̂˙EN + c1D˙N ≤ 0. (8.6)
Hence, thanks to the definitions of E˙N , EN , and D˙N , we get from the interpolation inequality
‖Λ˙σ0h ξ
1‖L2(Σ0) . ‖Λ˙
1+σ0
h ξ
1‖
λ+σ0
1+λ+σ0
L2(Σ0)
‖Λ˙−λh ξ
1‖
1
1+λ+σ0
L2(Σ0)
,
‖Λ˙Nh ξ
1‖L2(Σ0) . ‖Λ˙
N− 1
2
h ξ
1‖
2
3
L2(Σ0)
‖Λ˙N+1h ξ
1‖
1
3
L2(Σ0)
that
E˙N ≤ C2(D˙N )
λ+σ0
1+λ+σ0 (EN+1)
1
1+λ+σ0 ,
where C2 is the interpolation constant independent of C0.
Hence, one has
̂˙EN ≤ C0E˙N ≤ C0C2(D˙N ) λ+σ01+λ+σ0 (EN+1) 11+λ+σ0 ≤ C0C2(2C20) 11+λ+σ0 (D˙N ) λ+σ01+λ+σ0 EN+1(0) 11+λ+σ0 .
Denote C˜2 := C0C2(2C
2
0)
1
1+λ+σ0 , then there holds
̂˙EN ≤ C˜2(D˙N ) λ+σ01+λ+σ0 EN+1(0) 11+λ+σ0 ,
which implies
[C˜−12
̂˙EN ] 1+λ+σ0λ+σ0 EN+1(0)− 1λ+σ0 ≤ D˙N .
Therefore, from (8.6), we get
d
dt
̂˙EN + c1[C˜−12 ̂˙EN ] 1+λ+σ0λ+σ0 EN+1(0)− 1λ+σ0 ≤ 0,
that is,
d
dt
̂˙EN + c2 EN+1(0)− 1λ+σ0 ̂˙E 1+λ+σ0λ+σ0N ≤ 0
with c2 := c1[C˜
−1
2 ]
1+λ+σ0
λ+σ0 = c1[C0C2]
−
1+λ+σ0
λ+σ0 (2C20)
− 1
λ+σ0 .
Applying Lemma 7.4, where we take
c1 := c2 EN+1(0)
− 1
λ+σ0 , s :=
1
λ+ σ0
, f(t) := ̂˙EN (t),
we infer that
f(t) ≤ (
c2
λ+ σ0
)−(λ+σ0)EN+1(0)
(
c
−1
2 (λ+ σ0)(EN+1(0)[
̂˙EN (0)]−1) 1λ+σ0 + t)−(λ+σ0).
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According to the definitions of ̂˙EN (0) and EN+1(0), we denote that ̂˙EN (0) ≤ C1(N)EN+1(0)
with the positive constant C1(N) depending only on N , so one can see that
c−12 (λ+ σ0)(EN+1(0)[
̂˙EN (0)]−1) 1λ+σ0 ≥ c−12 (λ+ σ0)C1(N)− 1λ+σ0 ,
which leads to
f(t) ≤ (
c2
λ+ σ0
)−(λ+σ0)EN+1(0)
(
c
−1
2 (λ+ σ0)C1(N)
− 1
λ+σ0 + t
)−(λ+σ0)
.
Therefore, we obtain
̂˙EN (t) ≤ C3EN+1(0)〈 t 〉−(λ+σ0)
with C3 = C3(λ+ σ0, C1(N), c2), and then
E˙N (t) ≤ C0C3EN+1(0)〈 t 〉
−(λ+σ0),
∫ t
0
E˙N dτ ≤ C˜3EN+1(0)
with C˜3 = C0C3
∫ t
0 〈 τ 〉
−(λ+σ0) dτ .
Since
d
dt
(〈 t 〉(1+λ+σ0)/2 ̂˙EN ) + c1〈 t 〉(1+λ+σ0)/2D˙N
= 〈 t 〉(1+λ+σ0)/2
d
dt
(̂˙EN ) + c1〈 t 〉(1+λ+σ0)/2D˙N + ̂˙EN 〈 t 〉(1+λ+σ0)/2−1(1 + λ+ σ0)/2,
from (8.6), we get
d
dt
(〈 t 〉(1+λ+σ0)/2 ̂˙EN ) + c1〈 t 〉(1+λ+σ0)/2D˙N ≤ ̂˙EN 〈 t 〉(1+λ+σ0)/2−1(1 + λ+ σ0)/2,
and then
d
dt
(〈 t 〉(1+λ+σ0)/2 ̂˙EN ) + c1〈 t 〉(1+λ+σ0)/2D˙N ≤ C3EN+1(0)〈 t 〉−(1+λ+σ0)/2(1 + λ+ σ0)/2.
It follows that∫ t
0
〈 τ 〉(1+λ+σ0)/2D˙N (τ) dτ ≤ C4EN+1(0),
∫ t
0
D˙N (τ)
1
2 dτ ≤ C˜4EN+1(0)
1
2 . (8.7)
With this in hand, we are ready to estimate EN .
Since
‖Λ˙σ0−1h ∂1ξ
1(t)‖H1 + ‖Λ˙
σ0
h ∂1ξ
h(t)‖H1 + ‖Λ˙
σ0
h ξ(t)‖L2 +
N−1∑
i=1
‖∂ihξ(t)‖H2
≤ ‖Λ˙σ0−1h ∂1ξ
1(0)‖H1 + ‖Λ˙
σ0
h ∂1ξ
h(0)‖H1 + ‖Λ˙
σ0
h ξ(0)‖L2 +
N−1∑
i=1
‖∂ihξ(0)‖H2
+
∫ t
0
(‖Λ˙σ0−1h ∂1v
1‖H1 + ‖Λ˙
σ0
h ∂1v
h‖H1 + ‖Λ˙
σ0
h v‖L2 +
N−1∑
i=1
‖∂ihv‖H2) dτ,
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one can see that
Eh,N (t) ≤ C2(N)Eh,N (0) + C2(N)(
∫ t
0
D˙
1
2
N dτ)
2.
Due to (8.7), we find that
EN (t) = Eh,N(t) + EN (t) ≤ C2(N)Eh,N (0) + C2(N)(
∫ t
0
D˙
1
2
N dτ)
2 + EN (t)
≤ C2(N)Eh,N (0) + (C2(N)C˜
2
4 + 2C
2
0)EN+1(0),
and then
EN (t) ≤ C5(EN (0) + EN+1(0)) with C5 := C2(N)(C˜
2
4 + 1) + 2C
2
0. (8.8)
Notice that
‖∂Nh ∇
2ξ‖L2(t) ≤ ‖∂
N
h ∇
2ξ(0)‖L2 +
∫ t
0
‖∂Nh ∇
2v‖L2(τ) dτ ≤ ‖∂
N
h ∇
2ξ‖L2(0) +
∫ t
0
D
1
2
N+1 dτ,
which along with (8.8) and the definition of T1 leads to
EN+1(t) ≤ ‖∂
N
h ∇
2ξ‖2L2 + 2(EN+1 + EN )
≤ 2‖∂Nh ∇
2ξ(0)‖2L2 + 2 t
∫ t
0
DN+1 dτ + 4C
2
0EN+1(0) + 2C5(EN (0) + EN+1(0))
≤ 2 t
∫ t
0
DN+1 dτ + C˜5EN+1(0)
(8.9)
with C˜5 := 2 + 4C
2
0 + 2C5.
On the other hand, thanks to (7.4), we get
d
dt
ÊN+1 + c1DN+1 ≤ C1
(
EN+1 D˙3 +E3(D˙
1
2
3 + E˙3)
)
.
Hence, from (8.9), one has
d
dt
(ÊN+1 + c1
∫ t
0
DN+1 dτ) ≤ 2C1 t D˙3
∫ t
0
DN+1 dτ
+ 2C1C
2
0EN+1(0)(D˙
1
2
3 + E˙3) + C1C˜5EN+1(0) D˙3.
Thanks to the Gronwall inequality, we get
ÊN+1(t) + c1
∫ t
0
DN+1 dτ ≤ exp{2C1c
−1
1
∫ t
0
τ D˙3 dτ}
×
[
ÊN+1(0) + 2C1C
2
0EN+1(0)
∫ t
0
(D˙
1
2
3 + E˙3) dτ + C1C˜5EN+1(0)
∫ t
0
D˙3 dτ
]
,
which follows that
ÊN+1(t) + c1
∫ t
0
DN+1 dτ ≤ exp{2C1c
−1
1 C4EN+1(0)}
×
[
ÊN+1(0) + 2C1C
2
0EN+1(0) (C˜4EN+1(0)
1
2 + C˜3EN+1(0)) + C1C˜5EN+1(0)C4EN+1(0)
]
.
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Therefore, we get
ÊN+1(t) + c1
∫ t
0
DN+1 dτ ≤ exp{2C1c
−1
1 C4ǫ0}ÊN+1(0)(1 + C6ǫ
1
2
0 )
with C6 = 2C1C
3
0(C˜4 + C˜3) + C1C˜5C4C0.
Taking ǫ0 ≤ min{
c1
2C1 C4
log(54),
1
25C2
6
}, we obtain
sup
τ∈[0,t]
ÊN+1(τ) + c1
∫ t
0
DN+1(τ) dτ ≤
3
2
ÊN+1(0),
and then
EN+1(t) ≤
3
2
C20EN+1(0).
Therefore, we get
EN+1(t) ≤ 2 t
∫ t
0
DN+1 dτ + C5EN+1(0)
≤ t
3
c1
C20EN+1(0) + C5EN+1(0) ≤ C˜6 (t+ 1)EN+1(0))
with C˜6 =
3
c1
C20 + C5.
Notice that all the constants Ci, C˜j (with i = 0, 1, ..., 6, j = 1, ..., 6) above are independent
of C0.
We take ǫ0 small enough (satisfying above conditions) and the constant C0 = 2(C5 + C˜6)
in (8.5), then, according to the above estimates, for any t ∈ [0, T1), there hold that
EN+1(t) ≤
3
2
C20EN+1(0), EN (t) ≤
1
2
C0(EN (0) + EN+1(0)),
EN+1(t) ≤
1
2
C0(1 + t)EN+1(0),
which contradicts the fact that T1 is maximal by the definition. This ends the proof of
Theorem 3.3.
A Proof of Theorem 3.2
Proof of Theorem 3.2. Motivated by the method in [5], we shall suppose that v(1) is known
and show that a contradiction arises in solving for v(2).
We first assume that ∇ · θ = 0. Because of the assumption about (v(ε), q(ε)), the flow
map ξ(ε) satisfies
ξ(t) = ξ(0) +
∫ t
0
v dτ = ε (θ +
∫ t
0
v(1) dτ) + ε2
∫ t
0
v(2) dτ + ε3
∫ t
0
v(3) dτ,
and then ξ(ε) has an expansion
ξ(ε) = ε ξ(1) + ε2 ξ(2) + ε3 ξ(3), (A.1)
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and also
J(ε) = 1 + ε∇ · ξ(1) +O(ε2), Aji (ε) = δ
j
i − ε ∂iξ
(1)
j +O(ε
2). (A.2)
Since ∇JA · v = 0, vanishing the order ε of it, we get from (3.4) and (A.2) that
∇ · v(1) = 0. (A.3)
While from (A.1) and the fact ∇ · θ = 0, it follows
ε∇ · ξ(1) + ε2 (∇ · ξ(2) + ε∇ · ξ(3))
= ε(
∫ t
0
∇ · v(1) dτ) + ε2
∫ t
0
(∇ · v(2) + ε∇ · v(3)) dτ,
(A.4)
then from (A.3), vanishing the order ε in (A.4) implies
∇ · ξ(1) = 0, (A.5)
The next divergence term v(2) is determined by v(1) from ∇A · v = 0. Indeed, thanks to
(A.3) and (A.2), one has
0 = ∇A · v = A
j
i∂jvi = (δ
j
i − ε ∂iξ
(1)
j +O(ε
2))(ε ∂jv
(1)
i + ε
2 ∂jv
(2)
i +O(ε
3))
= ε2(∇ · v(2) − ∂iξ
(1)
j ∂jv
(1)
i ) +O(ε
3).
(A.6)
Vanishing the order ε2 in (A.6) leads to
∇ · v(2) = ∂iξ
(1)
j ∂jv
(1)
i , (A.7)
and then
∇ · v(2) =
1
2
∂j(∂iξ
(1)
j v
(1)
i + ξ
(1)
i ∂iv
(1)
j ) =
1
2
∂t∇ · (ξ
(1) · ∇ξ(1)), (A.8)
where we used (A.3) and (A.5) in the second equality.
Set
~(t, x)
def
=
∫ t
0
∇ · v(2) dτ, l(t)
def
=
∫
Ω
~(t, x) dx,
we obtain from (A.8) that
~(t, x) =
1
2
∇ · (ξ
(1)
1 ∂1ξ
(1) + ξ
(1)
h · ∇hξ
(1))(t)−
1
2
∇ · (θ1∂1θ + θh · ∇hθ),
and
l(t) =
1
2
∫
Σ0
(ξ
(1)
1 ∂1ξ
(1)
1 + ξ
(1)
h · ∇hξ
(1)
1 )(t) dS −
1
2
∫
Σ0
(θ1∂1θ1 + θh · ∇hθ1) dS
=
1
2
∫
Σ0
(−ξ
(1)
1 ∇h · ξ
(1)
h + ξ
(1)
h · ∇hξ
(1)
1 )(t) dS −
1
2
∫
Σ0
(θ1∂1θ1 −∇h · θhθ1) dS
=
∫
Σ0
(ξ
(1)
h · ∇hξ
(1)
1 )(t) dS −
∫
Σ0
θ1∂1θ1 dS.
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Due to (3.3),
|
∫
Σ0
(ξ
(1)
h · ∇hξ
(1)
1 )(t) dS| . ‖ξ
(1)
h (t)‖L2(Σ0)‖∇hξ
(1)
1 (t)‖L2(Σ0) → 0 (as t→ +∞),
applying Lebesgue Dominated Convergence Theorem yields∫ ∞
0
∫
Ω
∇ · v(2) dxdτ = l(∞) =
∫
Σ0
(ξ
(1)
h · ∇hξ
(1)
1 )(∞) dS −
∫
Σ0
θ1∂1θ1 dS
= −
∫
Σ0
θ1∂1θ1 dS.
On the other hand, set a(t, xh)
def
=
∫ t
0
∫ 0
−b∇ · v
(2) dx1 dτ , one can see
a(t, xh) =
∫ t
0
v
(2)
1 |Σ0 dτ +
∫ t
0
∫ 0
−b
∇h · v
(2)
h dx1 dτ
= η
(2)
1 |Σ0(t)− η
(2)
1 |Σ0(0) +
∫ t
0
∫ 0
−b
∇h · v
(2)
h dx1 dτ,
then
a(∞, xh) = η
(2)
1 |Σ0(∞)− η
(2)
1 |Σ0(0) +∇h ·
∫ ∞
0
∫ 0
−b
v
(2)
h dx1 dτ
=
∫ ∞
0
∫ 0
−b
∇h · v
(2)
h dx1 dτ.
(A.9)
While from (A.7), a direct computation implies
a(t, xh) =
∫ t
0
∫ 0
−b
∂iξ
(1)
j ∂jv
(1)
i dx1 dτ =
∫ t
0
∫ 0
−b
∂γξ
(1)
1 ∂1v
(1)
γ dx1 dτ
+
∫ t
0
∫ 0
−b
(∂1ξ
(1)
1 ∂1v
(1)
1 + ∂1ξ
(1)
α ∂αv
(1)
1 + ∂γξ
(1)
α ∂αv
(1)
γ ) dx1 dτ,
where∫ t
0
∫ 0
−b
∂γξ
(1)
1 ∂1v
(1)
γ dx1 dτ =
∫ t
0
∫ 0
−b
∂γξ
(1)
1 ∂1∂tξ
(1)
γ dx1 dτ
=
∫ 0
−b
(∂γξ
(1)
1 ∂1ξ
(1)
γ )|
t
τ=0 dx1 −
∫ t
0
∫ 0
−b
∂γv
(1)
1 ∂1ξ
(1)
γ dx1 dτ
=
∫ 0
−b
∂γξ
(1)
1 (t)∂1ξ
(1)
γ (t)) dx1 −
∫ 0
−b
(∂γθ
(1)
1 ∂1θ
(1)
γ ) dx1 −
∫ t
0
∫ 0
−b
∂γv
(1)
1 ∂1ξ
(1)
γ dx1 dτ,
so it can be deduced that
a(t, xh) =
∫ 0
−b
∂γξ
(1)
1 (t)∂1ξ
(1)
γ (t)) dx1 −
∫ 0
−b
(∂γθ
(1)
1 ∂1θ
(1)
γ ) dx1
+
∫ t
0
∫ 0
−b
(∇h · ξ
(1)
h ∇h · v
(1)
h + ∂1ξ
(1)
α ∂αv
(1)
1 + ∂γξ
(1)
α ∂αv
(1)
γ − ∂γv
(1)
1 ∂1ξ
(1)
γ ) dx1 dτ.
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We thus prove that
‖a(t, xh)‖L1(R2
h
) .‖∂γξ
(1)
1 (t)‖L2(Ω)‖∂1ξ
(1)
γ (t)‖L2(Ω) + ‖∂γθ
(1)
1 ‖L2(Ω)‖∂1θ
(1)
γ ‖L2(Ω)
+
∫ t
0
‖∇ξ(1)‖L2(Ω)‖∇h · v
(1)‖L2(Ω) dτ,
which follows
‖a(∞, xh)‖L1(R2
h
) . ‖∂hξ
(1)
1 ‖L∞([0,∞);L2(Ω))‖∂1ξ
(1)
h ‖L∞([0,∞);L2(Ω))
+ ‖∂hθ
(1)
1 ‖L2(Ω)‖∂1θ
(1)
h ‖L2(Ω) + ‖∇ξ
(1)‖L∞([0,∞);L2(Ω))
∫ ∞
0
‖∂hv
(1)‖L2(Ω) dτ < +∞,
namely, a(∞, xh) ∈ L
1(R2h). From this, integrating a(∞, xh) of (A.9) with respect to xh ∈ R
2
h
yields ∫
R2
h
a(∞, xh) dxh =
∫ ∞
0
∫ 0
−b
∫
R2
h
∇h · v
(2)
h dxhdx1 dτ = 0,
that is
0 =
∫
Σ0
a(∞, xh) dS = l(∞). (A.10)
Aiming for a contradiction by choosing θ so that l(∞) is nonzero, suppose that a ∈
C∞c (Σ0;R) is nonzero. Let w ∈ H
2
0,tan,3 be some vector field such that w3 = a, ∂1w3 = a on
Σ0, w2 = ∂1w2 = 0 on Σ0. If θ = ∇×w, we have∇·θ = 0 and θ1 = ∂2w3−∂3w2 = ∂2w3 = ∂2a,
∂1θ1 = ∂1∂2w3 − ∂1∂3w2 = ∂2∂1w3 = ∂2a. Hence, one has
l(∞) = −
∫
Σ0
θ1∂1θ1 dS = −
∫
Σ0
(∂2a)
2 dS < 0,
which contradicts (A.10). This ends the proof of Theorem 3.2.
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