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To understand the ground state of the spin-1/2 honeycomb Γ antiferromagnet (HCΓA), we propose
a choreographed model which includes a bond-modulated Heisenberg interaction (J) aside from the
Γ term. By varying ϑ = atan(Γ/J) in [0, pi], we demonstrate that the classical ground state changes
from a zigzag order to a stripy order, through an extensive intermediate region. Using the linear spin-
wave theory we find that the sublattice magnetization of the zigzag order is dramatically suppressed
when close to HCΓA. The intermediate region is fragile against quantum fluctuations and gives way
to a gapless quantum spin liquid (QSL) phase in a wide interval of 0.50 . ϑ/pi ≤ 0.66(1) at the
quantum level. Based on a series of compelling evidences including the vanishing magnetic and
nematic orders, and also a perceptible correlation of the hexagonal plaquette operator, we conclude
that the ground state of HCΓA is a gapless QSL phase with a plaquette correlation.
Introduction. – The ongoing search for exotic mag-
netic states in highly frustrated antiferromagnets [1–4]
has been extended to a new class of correlated materials
with a two-dimensional (2D) honeycomb structure[5–7]
and its three-dimensional variants[8]. It is suggested[9]
that bond-dependent interactions[10] could be realized
in the spin-orbit coupled Mott insulators with the afore-
mentioned lattice geometry. In particular, the Kitaev
interaction is one of the most outstanding examples and
its ground state is the Kitaev quantum spin liquid (QSL)
which hosts fractionalized Majorana fermions and flux
excitations[11]. Realization of the Kitaev interaction in
real materials was first proposed in iridates [12–14], and
then turned toward α-RuCl3 in which Ru
3+ ions are ar-
ranged in a honeycomb lattice and carry effective spin-
1/2 particles [5–7, 15]. Although α-RuCl3 displays long-
range zigzag magnetic order at low temperature [16–22],
it is argued to be proximate to the Kitaev QSL owing
to the broad continuum of magnetic excitations identi-
fied in Raman scattering[23, 24] and inelastic neutron
scattering[6, 7, 25–27].
Even though considerable attention has been attracted
by the Kitaev interaction [28–40], it is evidential that a
sizable antiferromagnetic (AFM) off-diagonal symmetric
Γ interaction is also of vital importance to α-RuCl3 and
other materials (see refs. [41–43] and references therein)
and thus should be considered on an equal footing[44–
50]. Crucially, it is shown that the Γ interaction may be
responsible for the strongly anisotropic responses to the
magnetic field observed in α-RuCl3[41, 51]. In contrast to
the Kitaev honeycomb model[11], analytical solution of
the honeycomb Γ antiferromagnet (HCΓA) has not been
found yet[52]. Given its infinite classical ground-state
degeneracy[53], determining the precise quantum nature
of HCΓA is nontrivial, and existing numerical works have
already led to conflicting results. Parallel works by exact
diagonalization of small cluster[54] and density-matrix
renormalization group (DMRG) study of narrow infinite
cylinder[55] both claim that the ground state is a non-
magnetic phase. Recent variational Monte Carlo simu-
lation, however, suggests that it is preferably a zigzag
order[56].
In this letter, we employ the 2D DMRG method[57, 58]
to explore the nature of the spin-1/2 HCΓA. We propose
a model which consists not only of the Γ term, but also
of a bond-modulated Heisenberg interaction, dubbed the
bond-modulated J-Γ (BMJΓ) model. We emphasize that
this model is not a description of any particular material.
Instead, it works as a virtuous arena to clarify the debates
by unfolding the competing states. Apart from a zigzag
order, our model surprisingly harbors a gapless QSL with
a plaquette correlation. The ground state of HCΓA con-
tinuously connected to this QSL and is separated from
the zigzag order by first-order transition.
Model. – The Hamiltonian of the BMJΓ model reads
H =J
∑
〈ij〉
ηijSi · Sj + Γ
∑
〈ij〉‖γ
(Sαi S
β
j + S
β
i S
α
j ) (1)
where Sγi (γ = x, y, and z) is the γ-component of a spin-
1/2 operator at site i, and α and β are the two other
bonds on a honeycomb lattice. ηij = 1 for the bond 〈ij〉
along the horizontal direction and equals to −1 other-
wise (see Fig. 1(a)). Throughout the following, J and Γ
are parameterized using ϑ ∈ [0, pi] so as to J = cosϑ and
Γ = sinϑ (≥ 0). The large-scale 2D DMRG calculations
are performed mainly on two kinds of cluster geometries.
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FIG. 1: (a) Illustration of an XC6 cylinder on a honeycomb
lattice. ηij is +1 (−1) for horizontal (zigzag) bonds. The in-
sets are (left) the unit cell for the zigzag/stripy order, (middle)
the hexagonal plaquette operator Wp with its six sites enu-
merated, and (right) the X (blue), Y (green), and Z (red)
bonds. (b) First and second Brillouin zones of a honeycomb
lattice. (c) and (d) depict the zigzag order and stripy order,
respectively. (e) A noncollinear phase with a unit cell of 4×2.
One is a Lx × Ly XCn cluster under cylindrical bound-
ary condition[59, 60]. We consider even circumferences
n (= Ly/a0) ranging from 4 to 10 lattice spacing a0, and
use fixed ratio Lx/Ly = 2 unless stated explicitly oth-
erwise. N = LxLy is the total number of spins. The
other is a C6 symmetric hexagonal cluster with N = 24
or 32 sites under full periodic boundary conditions (see
the Supplemental Material (SM) for detail[61]). In both
cases, we keep up to m = 3000∼5000 states and perform
about 12 sweeps so as to ensure the truncation error is
smaller than 10−6.
Classical phase diagram. – Intuitively, the classical
ground states of Eq. (1) with ϑ/pi equaling to 0 and
1, are zigzag order (see Fig. 1(c)) and stripy order (see
Fig. 1(d)), respectively. Due to the bond-modulated ηγ-
factor, the other two zigzag orders with different spin ori-
entations are not equivalent to the one shown in Fig. 1(c),
and are called as twining zigzag orders[61]. For general ϑ,
spin configurations are determined by the parallel tem-
pering Monte Carlo (PTMC) simulation[67, 68] in which
the spins Si are treated as O(3) vectors with the mag-
nitude |Si| = S. The computations are performed on
XC clusters and the ground-state energy eg = Eg/(NS
2)
(Eg is the total energy) is shown in Fig. 2(a). The left
side is the zigzag order with ezzg = −(2Γ + 3J)/2 and its
magnetic moment direction is parallel to n [111¯]. The
majority of the right side is occupied by the stripy or-
der with estg = −(Γ − 3J)/2. As shown in the SM[61],
there is an emergent continuous symmetry for the stripy
order. Further, an extensive intermediate region appears
in between. It is dominated by a so-called mixed phase in
which the AFM order and two twining zigzag orders are
degenerate with energy emixedg = −(2Γ − J)/2[61]. The
zigzag-mixed transition takes place exactly at ϑclt,l/pi =
0.5. As a contrast, there is no direct transition be-
tween the mixed phase and the stripy phase expected
to occur at ϑclt,r/pi = 1 − 1piatan 2 ≈ 0.6476. Instead,
an unforeseen noncollinear (NCL) phase with eNCLg =
−√J2 + Γ2/16 − Γ/√2 appears in a rather narrow re-
gion (the window of ϑ/pi is less than 0.02, see inset of
Fig. 2).
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FIG. 2: Classical ground-state energy eg obtained by PTMC
simulations. The solid black line represents the exact solution.
Inset: Zoom in of the energy curves near ϑclt,r/pi.
Spin-wave theory. – Proceeding with a standard lin-
ear spin-wave theory (LSWT) analysis via Holstein-
Primakoff transformation[69], we obtain the following
Hamiltonian: H¯ = Eg[S2 → S(S + 1)] + S2
∑
q ψ
†
qMqψq,
where ψ†q =
(
a†q, b
†
q, · · · , a−q, b−q, · · ·
)
is the Nambu
spinor, and Mq is a 2 × 2 block matrix whose explicit
forms are shown in the SM[61]. The four spin-wave
dispersion branches ωqυ (υ = 1-4) for the zigzag or-
der (ϑ/pi=0.25) and stripy order (ϑ/pi=0.75) are shown
in Fig. 6 of the SM. The spectra are symmetric with the
middle of the Γ-M line, so the Γ and M points are equiv-
alent. There exist a magnon gap ∆ at M point for the
zigzag order. When approaching HCΓA, J/Γ  1, the
gap vanishes as ∆/Γ '
√
30
3
√
J/Γ. Due to the emergent
continuous symmetry of the stripy order, the magnon
spectra are gapless. However, as shown in Fig. 5 of the
SM[61], those macroscopic degeneracy would be lifted via
an order-by-disorder mechanism[70], selecting only two of
them that break lattice rotational symmetry.
Gapless QSL phase. – In the two limits with ϑ/pi = 0
and 1, quantum fluctuations are too weak to alter the un-
derlying zigzag order[71] and stripy order[72]. Although
whether there is a direct transition or an intervening zone
that impedes the direct transition is unclear a priori,
the sublattice magnetization by LSWT can be helpful to
shed light on the nature of transitions. It is found that
the magnetization 〈M〉 of the zigzag order has a suppres-
sion dramatically and vanishes at ϑclt,l/pi = 0.50[61]. The
magnetization of the stripy order near ϑclt,r/pi ≈ 0.6476 is
not totally dismissed but only has a half shrinkage[61].
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FIG. 3: (a) Quantum ground-state energy eg under three XC clusters where the circumferences n are 6 (red triangle), 8 (green
diamond), and 10 (blue circle). The thick belts are the LSWT energy. Inset: Extrapolation of energy for HCΓA. For each
circumferences n the energy is linearly decreasing with 1/N and the special cases (Lx/Ly = 2) are marked by filled symbols.
The extrapolated values fall in the band centered at −0.354(3)[61]. (b) The first fifteen excitation gaps ∆υ with degeneracy
for a N = 24 hexagonal cluster. (c) The two lowest excitation gaps ∆1 (open symbols) and ∆2 (filled symbols) at three XC
clusters; The thick belt is the extrapolated bulk gap.
Besides, the spin-wave energy reduction δE of the zigzag
order is more pronounced than that of the stripy order,
suggesting the strong quantum fluctuations near HCΓA.
The spin-wave energy in the mixed phase, say Ne´el order,
is overwhelmingly higher than its neighbors[61], making
the authentic phase somewhat unpredictable.
To clarify this issue, we show the DMRG results of
the ground-state energy eg = Eg/N on three XC clusters
in Fig. 3(a). The energy curves in the middle are very
flat, while they have two sharp downwarping when away
from it, leading to two well-marked kinks that are signals
of first-order transitions. The energy eg at ϑ/pi = 0.5
exhibits a nonmonotonic fall with the increasing of cir-
cumference n. Extrapolation of the energy in the ther-
modynamic limit (TDL) is intractable, and an elaborate
analysis suggests that eg = −0.354(3) (see Fig. 8 of the
SM[61]). Fig. 3(b) shows the first fifteen low-lying ex-
citation gaps, ∆υ = Eυ − Eg, on a N = 24 hexagonal
cluster. It can be seen that ∆1 vanishes while ∆2 sur-
vives in the zigzag/stripy phases, indicating double de-
generate ground states. For the intermediate region, the
ground state is unique and the level spacing is denser
than its neighbors. Such a collapse of excitation gaps
could be interpreted as a sign of gapless spectra[32]. We
also present the two lowest excitation gaps on three large
XC clusters. The excitation gap in the middle is ex-
tremely small as compared to the N = 24 case, indicating
that it closes rapidly with the size increased. As shown in
the SM[61], the excitation gap at ϑ/pi = 0.50 is also ter-
minated within a sustainable round-off. Taken together,
we draw the conclusion that there is a gapless interme-
diate phase when ϑt,l ≤ ϑ ≤ ϑt,r with ϑt,l/pi ' 0.50 and
ϑt,r/pi = 0.66(1).
To advocate the gapless nature of HCΓA, we calcu-
late the excitation gap on cylinders of 2 × Lx × Ly (see
inset of Fig. 4) with N = 2LxLy sites in total. Al-
though the three-leg cylinder is gapped, excitation gap
for cylinder of Ly = 4 decreases with Lx and promise
to vanish as Lx → ∞[73]. In this circumstance, we cal-
culate the von Neumann entanglement entropy S and
perform the entanglement entropy scaling according to
S = c6 ln
(
2Lx
pi
)
+ c′ where c is the central charge[74].
Figure 4 shows that S obeys this formula well and gives
a central charge which is close to 1. Furthermore, we also
find that S approximately goes with the circumference up
to a logarithmic correction under the similar cylinders of
Lx/Ly = 2[61], consistent with the critical behavior of
HCΓA.
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FIG. 4: Entanglement entropy on Ly = 4 cylinders of length
Lx. The inset shows the bipartite partition of a cylinder.
The magnetic order parameter is defined by MN (Q) =√
SN (Q)/N where SN (Q) is the static magnetic struc-
ture factor with Q being the ordering wavevector[75]. As
seen from Fig. 5(a), order parameters of the zigzag and
stripy phases exhibit maxima at ϑ/pi ≈ 0.25 and 0.75,
respectively. The magnetic order in the intermediate
region is dramatically suppressed, followed by an alge-
braically decay with the circumference n (see Fig. 5(b)
and Fig. 5(c)). After a careful inspection of the finite-
4size effect, we infer that it will disappear eventually.
Specifically, our best fitting gives M ' 0.0000(2) for
HCΓA (ϑ/pi = 0.5). We also resort to a complemen-
tary strategy by applying pinning fields on a finite long
cylinder, and the vanishing pinning order in the middle
is fairly consistent with an intervening QSL phase[61].
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FIG. 5: (a) Order parameters M(Q) for the zigzag order
(open symbols) and stripy order (filled symbols) with Q = M
and/or M′ under four finite XC clusters. The thick gray line
shows the magnetic order in TDL. Extrapolations of the max-
imal peaks M are shown in (b) ϑ/pi = 0.50 and (c) ϑ/pi =
0.55 (red triangle), 0.60 (green diamond), and 0.65 (blue cir-
cle). (d) and (e) shows the finite-size scaling of the Lattice
nematic order N at ϑ/pi = 0.50 and ϑ/pi = 0.60, respectively.
Nematic orders under hexagonal clusters of N = 24 (red hex-
agram) and 32 (blue pentagram) are also shown for reference.
We turn to the lattice nematicity by measuring the
bond energies Eγ (γ = x, y, and z). Motivated by the
bond-modulated ηγ-factor in model Eq. (1), we introduce
a lattice nematic order parameter N = Ex/y−Ez[76, 77].
As illustrated in Fig. 5(d), the nematic order at ϑ/pi =
0.50 is speculated to vanish in the TDL since it is in-
finitesimally small for clusters of N = 24 and 32. In
addition, although there are nonzero values at finite XC
clusters, a quadratic fit of the largest three sizes suggests
that the nematic order vanishes ultimately, showing that
there is no spontaneous breaking of C6 rotational symme-
try. However, there is a trivial nematicity at ϑ/pi = 0.60
(see Fig. 5(e)) on account of the innate ηγ-factor.
Flux density and plaquette correlation. – To check the
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FIG. 6: (a) Flux density 〈W p〉 and (b) plaquette pseudo order
parameter P(Q) for N = 24 (red triangular) and 32 (blue
circle). Inset: visonic structure factor of HCΓA. (c) Quantum
phase diagram of the BMJΓ model on a honeycomb lattice.
topological excitations, we consider the hexagonal pla-
quette operator[11]
Wp = 2
6
∏
i∈p
Sγi = 2
6Sx1S
y
2S
z
3S
x
4S
y
5S
z
6 , (2)
which is the product of spin operators on out-going bonds
around a plaquette (see Fig. 1(a)). Fig. 6(a) shows the
flux density 〈W p〉 =
∑
p〈Wp〉/Np where Np = N/2 is
the number of hexagonal plaquette on clusters of N =
24 and 32. Starting from ϑ/pi = 0.0, 〈W p〉 is zero, fol-
lowed by a continuous decrease before arriving at the
transition point, ϑ/pi ' 0.50. Afterwards, it begins to
increase and then surpasses the critical line to enter into
the stripy phase where 〈W p〉 > 0. For HCΓA we have
〈W p〉 = −0.25(2)[61], which is about a quarter of that in
the Kitaev model[11]. We then introduce the plaquette
pseudo order parameter PNp(Q) via the static visonic
structure factor WNp(Q)[61]. From Fig. 6(b) we find
that the QSL phase has a stable peak at Γ but a weaker
intensity at K point, signifying a perceptible plaquette
correlation[61]. The entire quantum phase diagram of
Eq. (1) is presented in Fig. 6(c). Apart from the conven-
tional zigzag and stripy orders, there is a gapless QSL
which sustains in a large region between ϑt,l and ϑt,r
with ϑt,l/pi ' 0.50 and ϑt,r/pi = 0.66(1). The ground
state of HCΓA locates at the leftmost transition point
and is recognized as a QSL.
Summary and Discussion. – We have proposed and
studied a BMJΓ model on a honeycomb lattice, of par-
ticular interest is an intermediate region sandwiched be-
tween the zigzag and stripy phases. Though exhibiting
magnetic order at the classical level, quantum fluctua-
tions disfavor such order since it acquires a large energy
5according to LSWT. In the quantum case, it turns out
to be a gapless QSL with a plaquette correlation, and
is separated from its two neighbors by first-order tran-
sitions. More importantly, we take massive numerical
efforts on HCΓA and are able to confirm the following
three physical issues. (i) The energy spectra collapse
vividly on a N = 24 hexagonal cluster, and the empirical
extrapolation on three large XC clusters gives a vanish-
ing energy gap, in line with the logarithmic behaviors of
entanglement entropy. (ii) Both the zigzag magnetic or-
der and lattice nematic order vanish, consistent with the
dramatic suppression of the magnetization of the zigzag
order by LSWT. (iii) In the static visonic structure fac-
tor, there is a perceptible plaquette correlation because
of a subleading peak at K point. These findings strongly
corroborate the nature of HCΓA is a gapless QSL rather
than a zigzag order, although the latter is close in energy.
Our results clarify the controversy on HCΓA and provide
a significant guidance to further theoretical studies on the
generic anisotropic model on a honeycomb lattice and to
unveil the microscopic Hamiltonian that could describe
the Kitaev material α-RuCl3.
Note added. – During the revision process, we became
aware of a recent preprint[79], which confirms the non-
magnetic nature of HCΓA.
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CONFIGURATIONS OF CLASSICAL PHASES
Ground state of the classical Γ model
For the classical phase diagram of the bond-modulated
J-Γ (BMJΓ) model considered in the main text (see
Eq. (1)), the ground state of the classical Γ model lo-
cates at the transition point between the zigzag phase
and the mixed phase. Such a ground state is known to
be a classical spin liquid with a macroscopic ground-state
degeneracy[1]. In particular, Rousochatzakis and Perkins
parameterize the classical spin as Sn = (ηia, ηjb, ηkc)
where a = |Sxn| (ηi = sgn(Sxn)), b = |Syn| (ηj = sgn(Syn)),
and c = |Szn| (ηk = sgn(Szn)). Here,
√
a2 + b2 + c2 = S
and ηi = ±1 are Ising variables. The choice of η’s ac-
counts for the ground-state degeneracy for any specific
{a, b, c}. For a N -site honeycomb lattice, the number of
η’s is N/2 (i.e., equal to that of hexagons) and thus the
degeneracy of the ground state is 2N/2[1]. Many conven-
tional magnetic orders, such as two-sublattice Ne´el order,
four-sublattice zigzag order, and six-sublattice 120◦ or-
der, contribute to the large family of the classical ground-
state manifold[2]. The typical static magnetic structure
factor (SMSF) is shown in Fig. sm-1 and it is featureless,
signalling the spin liquid nature.
As shown in the main text, the ground-state energy
per site eg is exactly −1. The exact result could also be
obtained by the Luttinger-Tisza method. This method
not only gives the lowest bound of the energy, but also
shows that all the energy bands in the reciprocal space
are completely flat, which is a reminiscence of the highly
frustrated nature of the Γ model[1]. Meanwhile, to study
the finite-size scaling of the energy, we calculate the clas-
sical energy at several different sizes. Here, both cylin-
drical boundary condition (CBC) and toroidal boundary
condition (TBC) are utilized but with different aspect ra-
tio Lx/Ly, which is 2 for the former and 1 for the latter.
It could be observed in Fig. sm-1 that the energy eg does
not show any finite-size effect under TBC, while it obeys
a linear scaling law under CBC. In the thermodynamic
limt, it is −1 for both cases.
The classical ground states of the negative Γ model on
the honeycomb lattice can be obtained by time reversal
operation in every second lattice site[1]. In this case, its
ground state is also a classical spin liquid. Unlike the
classical ground state of the (anti-)ferromagnetic Heisen-
berg model where all the spins on the neighboring two
sublattices are (anti-)parallel, the terminology of ferro-
magnetic/antiferromagnetic Γ model is more or less not
very straightforward. However, it is legitimate for us to
have such a nomenclature by noticing that the Neel order
is one of the degenerate ground states of the positive Γ
model, while the ferromagnetic order is not. Therefore,
it is reasonable for one to call the antiferromagnetic Γ
model without any ambiguity. A similar situation also
suits for the negative case.
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FIG. sm-1: Upper panel: Typical SMSF of the classical Γ
model with the system size Lx × Ly = 16× 16. Lower panel:
Classical energy eg of the Γ model under CBC with Lx/Ly = 2
(red square) and TBC with Lx/Ly = 1 (blue circle).
2The zigzag and stripy phases
In this part we will go into the zigzag and stripy phases
shown in Fig. 1 of the main text. The zigzag order can
be described as ferromagnetic zigzag chains coupled an-
tiferromagnetically. The stripe order, on the contrary,
is formed by antiferromagnetic zigzag chains with ferro-
magnetic coupling. Both phases could be divided into
two sublattices with opposite spins. The classical spin,
which is an O(3) vector, can be written as
Si = S (sin θi cosφi, sin θi sinφi, cos θi) , (sm-1)
where θi ∈ [0, pi) and φi ∈ [0, 2pi) are respectively the
polar and azimuthal angles at site i. Suppose that one
sublattice has the angles (θ, φ), then the other sublattice
has the angles (pi − θ, pi + φ). The three bonds (i.e., X,
Y, and Z bonds) have different contributions to the total
energy and should be considered separately. After adding
up all the terms, we find that the energies per site in the
two phases are
ezigzagg = −
1
2
(
3J + Fmax(θ, φ)Γ
)
(sm-2)
and
estripyg =
1
2
(
3J + Fmin(θ, φ)Γ
)
(sm-3)
where an auxiliary function F(θ, φ) is introduced nat-
urally. It is worth mentioning that whereas Γ is al-
ways nonnegative, the Heisenberg interaction J is pos-
itive (negative) in the zigzag (stripy) phase. The explicit
form of the function is
F(θ, φ) = sin2 θ sin 2φ− sin 2θ(sinφ+ cosφ). (sm-4)
Its maximum is 2 with (θ, φ) = (pi − atan(√2), pi/4) or
(θ, φ) = (atan(
√
2), 5pi/4) and its mimimum is −1, see
Fig. sm-2. All the critical points are given by the follow-
ing identify
tan 2θ =
1
sinφ
+
1
cosφ
. (sm-5)
The classical energy of the zigzag phase is ezigzagg =
−(2Γ + 3J)/2, and the angles of the spins are either
(θ, φ) = (pi−atan(√2), pi/4) or (θ, φ) = (atan(√2), 5pi/4).
In other words, the classical magnetic direction n =
1√
3
(ex + ey − ez), or n = [111¯] for short. Interestingly,
the three components of the spin vector have an equal
strength of
√
3/3. The energy of the stripy phase is
estripyg = −(Γ− 3J)/2, and the angles satisfy the restric-
tion Eq. (sm-5). Its moment direction is free to vary in
the plane that is perpendicular to n. Since there are
infinite solutions to Eq. (sm-5) which span in a certain
locus as shown in Fig. sm-2, we conclude that there is
an emergent continuous symmetry in the classical stripy
phase.
FIG. sm-2: Illustration of function F(θ, φ) (see Eq. (sm-4)) in
the whole parameter region.
The mixed AFM–twining zigzag phase
Due to the bond-modulated ηij(±1) term, the BMJΓ
model does not posses C6 rotational symmetry. There-
fore, three degenerate configurations of the zigzag order
does not apply here. We find that the other two twining
zigzag orders (see Fig. sm-3(b) and (c)) have higher en-
ergy than the zigzag order (see Fig. 1(c) of the main text)
when ϑ/pi ∈ [0, 1/2). When ϑ/pi is slightly larger than
1/2, the twining zigzag orders overcome the latter and be-
come the ground state. Interestingly, the AFM order (see
Fig. sm-3(a)) has the same energy and contributes to
the degenerate manifolds. Moreover, due to the two
nonequivalent sites per unit cell, each configuration is
two-fold degenerate. Consequently, we conclude that the
mixed phase has six-fold degenerate ground states.
(a)
AFM
(b)
twining ZZ-I
(c)
twining ZZ-II
FIG. sm-3: The degenerate ground states of the mixed phase,
which includes (a) AFM order and (b)/(c) two kinds of twin-
ing zigzag orders.
The energy of the mixed phase is given by
emixedg = −
1
2
(− J + Fmax(θ, φ+ pi)Γ). (sm-6)
Since the translation of φ by pi does not change the mag-
nitude of the function F(θ, φ), we then obtain emixedg =
−(2Γ − J)/2 with (θ, φ) = (atan(√2), pi/4) or (θ, φ) =
(pi− atan(√2), 5pi/4). In this case the classical magnetic
direction n = [111].
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FIG. sm-4: Configurations of the noncollinear phase in the
real space. The size of the unit cell marked by the yellow
shadow is (a) 4 × 2 and (b) 8 × 8. Their SMSFs in the mo-
mentum space are shown in (c) and (d), respectively.
The noncollinear phase
In addition to the zigzag phase, the stripy phase,
and the mixed phase discussed above, there is a non-
collinear (NCL) phase consisting of two kinds of spins
(or four if we consider that two of them are anti-parallel
to their partners) which are neither (anti-)parallel nor
perpendicular in the classical phase diagram. Suppose
that the angles of one kind of the spins are (θ, φ), then
they are (θ + pi/2, φ+ pi) for the other. Namely,
{
Sa = S (sin θ cosφ, sin θ sinφ, cos θ)
Sb = −S (cos θ cosφ, cos θ sinφ, sin θ) . (sm-7)
One of the configurations of the spins is shown in Fig. sm-
4(a). The optimal angles could be obtained by minimiz-
ing the classical energy
eNCLg = J sin 2θ +
Γ
4
[
cos 2θ sin 2φ− 2(sinφ+ cosφ)].
(sm-8)
For example, if θ = 3pi/4 − ψ0/2 and φ = pi/4 where
ψ0 = atan
(
Γ
4J
)
, we have the classical energy
eNCLg = −
√
J2 +
Γ2
16
− Γ√
2
. (sm-9)
We also note that the angles between the two kinds of
spins are −ψ0 or its supplementary angle pi + ψ0. Since
ψ0 is ϑ-dependent, the polar angle θ also varies with ϑ.
The fascinating character of the NCL phase is that it
may also possess other ground states with larger unit cell.
For example, we find such a ground state whose unit cell
has 64 lattice sites, see Fig. sm-4(b).
QUANTUM FLUCTUATIONS IN THE LINEAR SPIN-WAVE THEORY
The classical analysis in the preceding section gives the classical magnetic orders of the whole system. In this
section, we go beyond the classical level by considering the quantum fluctuations to find out where the nonmagnetic
state may appear in the phase diagram. To this end, we utilize the linear spin-wave theory (LSWT) where each local
spin operator Si = (S
x
i , S
y
i , S
z
i ) is represented by bosonic creation and annihilation operators ai and a
†
i . We follow
essentially the frame by Janssen and Vojta[3]. By virtue of the Holstein-Primakoff transformation,
S˜+i =
√
2S
√
1− a
†
iai
2S
ai =
√
2Sai +O(1/
√
S),
S˜−i =
√
2Sa†i
√
1− a
†
iai
2S
=
√
2Sa†i +O(1/
√
S), (sm-10)
S˜ni = S − a†iai.
Here, S˜ni ≡ (S ·n) is the spin component along the classical ordered moment n and S˜±i ≡ (Si ·e)± ı[Si ·(n×e)] are the
ladder operators consisting of the orthogonal spin components, with e being an (arbitrary) unit vector perpendicular
4to n and satisfying the right-hand rule. The spin operator is thus
Sτ,i =
√
S
2
(ai + a
†
i )e + τ
√
S
2
(−ıai + ıa†i )(n× e) + τ(S − a†iai)n (sm-11)
where τ is introduced for classical spin which is either parallel (τ = +1) or antiparallel (τ = −1) to n. For each
γ-component Sγτ,i = Si · eγ , we have
Sγτ,i =
√
S
2
ai(e · eγ − ıτ(n× e) · eγ) +
√
S
2
a†i (e · eγ + ıτ(n× e) · eγ) + τ(S − a†iai)(n · eγ)
=
√
S
2
ai(ξ
γ − ıτηγ) +
√
S
2
a†i (ξ
γ + ıτηγ) + τ(S − a†iai)ζγ (sm-12)
where ξγ = e · eγ , ηγ = (n× e) · eγ , and ζγ = n · eγ . Before going into detail, we shall define an auxiliary function
Gαβτ (x) = (ξαξβ + xηαηβ) + ıτ
1− x
2
(ξαηβ + ξβηα), (sm-13)
which satisfies Gαβ−τ (x) =
[Gαβτ (x)]∗. Specifically, Gαβτ (1) = Gαβ± (1) = ξαξβ + ηαηβ and Gαβτ=1(−1) = (ξα + ıηα)(ξβ +
ıηβ) =
[Gαβτ=−1(−1)]∗.
four-sublattice zigzag order
For the Hamiltonian shown in Eq. (1) of the main text, we can split it into two parts by the four kinds of sites
(namely, the sublattice number ns = 4; Ns = N/ns) shown in Fig. 1(a) of the main text,
H =
∑
i∈A
HA +
∑
j∈C
HC . (sm-14)
For any bond 〈ij〉γ bond, we shall define τγ = ττ ′ where τ (τ ′) is a signal for site i (j). Essentially, for the zigzag
order we have τγ = −ηγ where the latter is the bond-modulated factor for the Heisenberg interaction. To begin with,
let us now concentrate on the A-sublattice, which results in
HA = −NsS2
[
3J − 2Γ(ζyζz + ζzζx − ζxζy)]
+S
∑
q
{[
3J − 2Γ(ζyζz + ζzζx − ζxζy)]a†qaq + [2J − 2Γ(ζyζz + ζzζx)]d†qdq
+(J + 2Γζxζy)b†qbq
}
+S
∑
q
{[
− J(eiqδx + eiqδy ) + Γ(Gyzτ=1(1)eiqδx + Gzxτ=1(1)eiqδy)]a†qdq
+ΓGxyτ=1(−1)eiqδza†qbq
}
+ h.c.
+S
∑
q
Γ
(Gyzτ=1(−1)eiqδx + Gzxτ=1(−1)eiqδy)a†qd†−q + (J + ΓGxyτ=1(1))eiqδza†qb†−q + h.c. (sm-15)
where δx =
(− a6 , b2 ), δy = (− a6 ,− b2 ), and δz = (a3 , 0). Here, a × b is the unit cell of the zigzag order, see
Fig. 1(a) of the main text. For the C-sublattice, we in fact do not need to perform the tedious calculation, but instead
use the following substitution:
a⇔ c, b⇔ d, and τ ⇔ −τ. (sm-16)
Taken together, we arrive at the following spin-wave Hamiltonian
HT = −2NsS(S + 1)
[
3J − 2Γ(ζyζz + ζzζx − ζxζy)]
+
S
2
∑
q
xˆ†qHˆqxˆq. (sm-17)
5where xˆ†q =
(
a†q, b
†
q, c
†
q, d
†
q, a−q, b−q, c−q, d−q
)
is a vector of length 2ns and Hˆq is a 2ns × 2ns matrix of the form
Hˆq =
(
Λˆq ∆ˆq
∆ˆ†q Λˆ
T
−q
)
(sm-18)
with
Λˆq =

A Eq ◦ Bq
E∗q A B
∗
q ◦
◦ Bq A Eq
B∗q ◦ E∗q A
 , ∆ˆq =

◦ Cq ◦ Dq,+
C∗q ◦ D∗q,+ ◦
◦ Dq,− ◦ Cq
D∗q,− ◦ C∗q ◦
 . (sm-19)
Those matrix entries are given by
A = 3J − 2Γ(ζyζz + ζzζx − ζxζy)
Bq = −J(eiqδx + eiqδy ) + Γ
[Gyz(1)eiqδx + Gzx(1)eiqδy]
Cq =
[
J + ΓGxy(1)]eiqδz
Dq,τ = Γ
[Gyzτ (−1)eiqδx + Gzxτ (−1)eiqδy]
Eq,τ = ΓGxyτ (−1)eiqδz
. (sm-20)
In what follows we shall make a simplification by choosing the proper crystalline axis. Motivated by the classical
analysis in the last Section, we have e = [112], n× e = [11¯0], and n = [111¯], then we have
[
ζαζβ
]
=
1
3
 1 1 −11 1 −1
−1 −1 1
 , [Gαβ(1)] = 1
3
 2 −1 1−1 2 1
1 1 2
 , [Gαβτ=1(−1)] = 23
 ω 1 −ω−11 ω−1 −ω
−ω−1 −ω 1
 (sm-21)
where ω = e2piı/3. parameterizing the wave vector q in units of (h, k) as q =
(
2pi
a
h, 2pib
k
)
[4], we have
A = 3J + 2Γ
Bq = −2(J − Γ/3)%−1 cospik
Cq = (J − Γ/3)%2
Dq,τ =
2Γ
3 (cospik + τ
√
3 sinpik)%−1
Eq =
2Γ
3 %
2
. (sm-22)
where % = eıpih/3. It could be proved that B−q = B∗q, C−q = C
∗
q, E−q = E
∗
q, and D−q,τ = D
∗
q,−τ . This imply that
Λˆ†q = Λˆq and Λˆ
T
−q = Λˆ
†
q.
The quadratic Hamiltonian Eq. (sm-17) can be diagonalized via a bosonic Bogoliubov transformation[3],(
Ω(q) 0
0 Ω(q)
)
= T †(q)
(
Λˆq ∆ˆq
∆ˆ†q Λˆ
T
−q
)
T (q)
(sm-23)
where Ω(q) = diag (ωq,1, ωq,2, · · · , ωq,ns). The transformation matrix satisfies the orthogonality relations TΣT † =
T †ΣT = Σ where Σ = diag (1,−1). The spectrum of the Hamiltonian can be obtained by the eigenvalue equation(
Λˆq ∆ˆq
−∆ˆ†q −ΛˆT−q
)(
~u
(n)
q
~v
∗(n)
−q
)
= ωq,n
(
~u
(n)
q
~v
∗(n)
−q
)
.
(sm-24)
If the eigenvector |n(q)〉 ≡
(
~u
(n)
q , ~v
∗(n)
−q
)T
is normalized with respect to the inner product involving the matrix Σ, i.e.,
〈n(q)|Σ|n(q)〉 = 1 with 〈n(q)| ≡ |n(q)〉†, then the columns of the matrix T (q) are given by the two vectors |n(q)〉.
In addition to the spin-wave dispersion relations which are usually of prime interest, there are also two other
important quantities which can easily be calculated using LSWT. Namely, (i) the value of the total ordered moment
〈M〉 per site, and (ii) the total energy per site ε. For the classical moment 〈M〉, it is straightforwardly to get[3]
M
S
=
1
Nsns
∑
{i}∈Ns
∑
{s}∈ns
(
1− 1
S
〈a†i,sai,s〉
)
+O(1/S2)
= 1− 1
nsS
∑
{s}∈ns
∫
d2q
(2pi)2
∣∣∣~v∗(n)−q ∣∣∣2 +O(1/S2), (sm-25)
6where ~v
∗(n)
−q denotes the lower half of the normalized n-th eigenvector occurring in Eq. (sm-24), with positive energy
ωq,n. The momentum integral is over all wavevectors q = (qx, qy) in the Brillouin zone. Likewise, the spin wave
energy ε is given by[3]
ε = S(S + 1)εcl +
S
2ns
∑
{s}∈ns
∫
d2q
(2pi)2
ωq,n +O(1/S2). (sm-26)
four-sublattice stripy order
Like the zigzag order, the stripy order also has four sublattices. The difference lies in that for the stripy order we
have τγ = ηγ . Following a very similar procedure, we get the spin-wave Hamiltonian for the stripy order as
HT = 2NsS(S + 1)
[
3J − 2Γ(ζyζz + ζzζx − ζxζy)]
+
S
2
∑
q
xˆ†qHˆqxˆq. (sm-27)
Hˆq is a 2ns × 2ns matrix of the same form of Eq. (sm-18), but the entries are different, with
Λˆq =

A Eq ◦ Bq,+
E∗q A B
∗
q,− ◦
◦ Bq,− A Eq
B∗q,+ ◦ E∗q A
 , ∆ˆq =

◦ Cq,+ ◦ Dq
C−q,+ ◦ D−q ◦
◦ Dq ◦ Cq,−
D−q ◦ C−q,− ◦
 . (sm-28)
Those matrix entries are given by
A = 2Γ(ζyζz + ζzζx − ζxζy)− 3J
Bq,τ = Γ
(Gyzτ (−1)eiqδx + Gzxτ (−1)eiqδy)
Cq,τ = ΓGxyτ (−1)eiqδz
Dq = −J(eiqδx + eiqδy ) + Γ
(Gyz(1)eiqδx + Gzx(1)eiqδy)
Eq =
[
J + ΓGxy(1)]eiqδz
. (sm-29)
As shown in the last Section, there is an emergent continuous U(1) symmetry for the stripy order. The spins are
perpendicular to c [111¯], but could vary freely in the plane spanned by a [112] and b [11¯0]. Due to the quantum
fluctuations, the degeneracy is usually lifted via order-by-disorder mechanism, selecting the two stripy order that
break rotational lattice symmetry. To illustrate it, we firstly define the quantum energy correction ∆E(φ) = Sεcl +
S
2ns
∑
{s}∈ns
∫
d2q
(2pi)2ωq,n(φ), where φ is the angle between a and b. For ϑ/pi = 0.75, which is deep in the stripy order,
we shows the ∆E(φ) vs φ in the inset of Fig. sm-5. It is found that the energy correction has its minima at φ = 0 or
pi, corresponding the two mostly favored configurations in the quantum level. The energy barrier, δE, defined as the
energy difference between ∆E(pi/2) and ∆E(0), is approximately 0.0175. The main part of Fig. sm-5 is the whole
energy barrier at different ϑ/pi in the stripy order. At ϑ/pi ≈ 0.80, the energy barrier is the largest. When ϑ/pi = 1.00
the the energy barrier is zero, which is consistent with the gapless Goldstone modes of the SU(2) Heisenberg model.
The analysis above implies that, if we choose n = b as the magnetically ordered moment direction and e = c as
the arbitrary unit vector, then we can give the explicit formula in Eq. (sm-29),
A = Γ− 3J
Bq,τ =
Γ(ωτ−3)
2 %
−1 cospik
Cq,τ =
Γωτ
2 %
2
Dq = −2J%−1 cospik
Eq =
2J+Γ
2 %
2
. (sm-30)
where ω = 1+2
√
2ı
3 .
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FIG. sm-5: Energy barrier δE between the stripy phases of different orientations in the BMJΓ model vs ϑ/pi. Inset: Quantum
energy correction ∆E(φ) vs angle φ suited at the a-b plane.
two-sublattice AFM Ne´el order.
The AFM Ne´el order only has two sublattices. Without loss of generality we can assume that τ = +1 for the
A-sublattice and τ = −1 for the B-sublattice. Quite directly, we can obtain
H = −NsS(S + 1)
[− J + 2Γ(ζyζz + ζzζx + ζxζy)]
+
S
2
∑
q

aq
bq
a†−q
b†−q

†
ε0 λ0(q) 0 λ1(q)
λ∗0(q) ε0 λ1(−q) 0
0 λ∗1(−q) ε0 λ∗0(−q)
λ∗1(q) 0 λ0(−q) ε0


aq
bq
a†−q
b†−q
 (sm-31)
where 
ε0 = −J + 2Γ(ζyζz + ζzζx + ζxζy)
λ0(q) = Γ
[Gyzτ=1(−1)eiqδx + Gzxτ=1(−1)eiqδy + Gxyτ=1(−1)eiqδz]
λ1(q) =
[
− J(eiqδx + eiqδy − eiqδz ) + Γ[Gyz(1)eiqδx + Gzx(1)eiqδy + Gxy(1)eiqδz]] . (sm-32)
if we choose the following crystalline axis, namely, e = a [112¯], n× e = b [1¯10], and n = c∗ [111], then we have
[
ζαζβ
]
=
1
3
 1 1 11 1 1
1 1 1
 , [Gαβ(1)] = 1
3
 2 −1 −1−1 2 −1
−1 −1 2
 , [Gαβτ=1(−1)] = 23
 ω−1 1 ω1 ω ω−1
ω ω−1 1
 (sm-33)
where ω = e2piı/3. In light of above equations we find that
ε0 = 2Γ− J
λ0(q) = −%−1
[
2(Γ/3 + J) cospik + (Γ/3− J)(−1)h]
λ1(q) =
2Γ
3 %
−1[(− cospik +√3 sinpik) + (−1)h] . (sm-34)
Spin-wave dispersion ωqυ, energy ε, and sublattice
magnetization M
In this section we mainly focus on the spin-wave re-
sults of the four-sublattice zigzag/stripy order. For the
rectangular a × b magnetic unit cell (3a0 ×
√
3a0 in
terms of lattice spacing a0; see Fig. (1)(a) of the main
text), we define the wave vector q in units of (h, k) as
q =
(
2pi
a h,
2pi
b k
)
. The four spin-wave dispersion branches
ωqυ (υ = 1-4) for the zigzag order (ϑ/pi=0.25) and stripy
order (ϑ/pi = 0.75) are shown in Fig. (sm-6). It can be
found that the former is gapped while the latter is gap-
less. The Goldstone modes of the latter come from the
emergent continuous U(1) symmetry. As demonstrated
8in Fig. (sm-5), those macroscopic degeneracy would be
lifted via an order-by-disorder mechanism, selecting only
two of them that break lattice rotational symmetry.
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FIG. sm-6: (a) and (b) show the magnon spectra in the zigzag
phase (ϑ/pi = 0.25) and stripy phase (ϑ/pi = 0.75), respec-
tively. The path along the symmetry directions in the mo-
mentum space is depicted in Fig. (1)(b) of the main text.
Next, it is straightforward to calculate the spin-wave
energy ε and sublattice magnetization M . The full re-
sults are shown in Fig. sm-7. The black solid lines is
the classical energy for all the phases. The transitions
between each of the two are of first order because of the
kinks in the energy curve. In the zigzag phase, the energy
correction ∆E (when compared to the classical energy)
is the largest at ϑ/pi = 0.50, which is about 0.080. This
means that there is a large quantum fluctuation for the
HCΓA. In contrast, in the intermediate region, the en-
ergy correction for the Ne´el phase is very small, indicat-
ing that the Ne´el order is unlikely the true ground state
at the quantum level. We emphasize here that this phe-
nomenon is directly related to the QSL phase by large-
scale DMRG calculation.
For either zigzag or stripy phase, the four different
branches of sublattice magnetization, corresponding to
the four flavors of bosons, are discrepant, implying a
sublattice symmetry breaking. For simplicity, we only
consider the lowest branch in their corresponding clas-
sical regions, see Fig. sm-7(b). The maximal positions
of the magnetization 〈M〉 locate at ϑ/pi ≈ 0.20 for the
zigzag phase and ϑ/pi ≈ 0.85 for the stripy phase. These
positions are very close to the quantum case. The most
important result is that, the magnetization 〈M〉 of the
zigzag phase totally vanishes at ϑ/pi = 0.50. This sug-
gests that the ground state of HCΓA is likely a QSL in
the quantum situation.
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FIG. sm-7: (a) The LSWT energy for zigzag order (green),
Ne´el order (red), and stripy order (blue). The black line is
the classical energy (S is set to be 1/2) illustrated in the
main text. The black arrow indicates a small energy differ-
ence between the transition points and the energy fluctuation
promises to be tiny in the quantum system (see Fig. 3(a)
of the main text). (b) The lowest branch of the sublattice
magnetization for the zigzag order and stripy order.
QUANTUM GROUND STATE OF THE BMJΓ
MODEL: ENERGY, ENTROPY, AND
STRUCTURE FACTORS
Energy and energy gap of the HCΓA
In this section we want to obtain the ground-state en-
ergy eg and energy gap ∆ of HCΓA (ϑ/pi = 0.5). To
begin with, we plot the first three energy levels around
ϑ/pi = 0.5 in the XC cluster of 12 × 6, see Fig. sm-8(a).
It can be seen clearly that, when away from the transi-
tion point, the energy difference between the two lowest
levels in the zigzag phase are exponentially small, indi-
cating that the ground state is two-fold degenerate in
the thermodynamic limit. With the increasing of ϑ, the
quasi-degeneracy is lifted gradually, which becomes visi-
ble near the transition point. Such a level splitting is still
preserved even in the QSL phase, resulting in a unique
ground state at finite size. In fact, exact diagonalization
of the HCΓA under hexagonal clusters of N = 24 and 32
sites (see Fig. sm-12) also finds a unique ground state,
followed by a two-fold degenerate first excited state.
Hereafter, we will focus on HCΓA. Instead of consider-
ing only the case of Lx/Ly = 2, we adopt a series of ac-
ceptable ratios ranging from 1.5 to 4.0. Firstly, we fit the
total energy Eg v.s. N , as shown in Fig. sm-8(b). The
raw fitting gives us that Eg = −0.352(4)N − 0.06(12).
Secondly, for each circumference n = 4, 6, and 8, we fit
the energy per-site eg = Eg/N v.s. 1/N , see Fig. sm-8(c).
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FIG. sm-8: (a) The first three energy levels of the BMJΓ
model under XC cluster of 12 × 6. The inset zooms in the
energy levels near HCΓA. (b) The overall fitting of the total
energy Eg v.s. N . (c) Linearly fitting of the energy eg v.s.
1/N for each XCn cluster. (d) Ground-state energy eg for
HCΓA on XC (blue) and YC (red) clusters. The width n of
the clusters ranges from 4 to 10. (e) Energy gaps ∆1 (open
symbols) and ∆2 (filled symbols) for the corresponding clus-
ters. The thick solid lines indicate the overall trends of the
curves.
It can be found that eg is almost linearly decreasing with
1/N , and the estimated energies at TDL fall in the band
of −0.357 and −0.352. However, when crossing from 4 to
8, the energy does not have a monotonic behavior. Such
a nonmonotonic energy dependence of the size can be
further checked by focusing on the energy at Lx/Ly = 2
for both XC and YC cylinders, see Fig. sm-8(d). Because
of the abnormal behavior at Ly = 6, for the XC cluster
the energy is smaller than the “expected” value, while
for the YC case it is somehow reversed. We recall that
the gap for vison excitations in the Kitaev model shows a
three-period structure, as pointed out by Kitaev[5]. We
thus speculate that the energy spectra of HCΓA may also
own a similar periodicity. The unusual behavior of the
ground-state energy has an awful impact on the energy
gaps shown in Fig. sm-8(e), making an accurate extrapo-
lation to the thermodynamic limit intractable. Since the
overall downward trend in the gaps with the increasing
of the system size, we can still identify that the gaps,
∆ = 0.00(1), closes eventually. Moreover, as shown in
Fig. 3(b) of the main text, the excitation spectrum of
HCΓA is extremely dense, and this is a strong evidence
for the gapless systems.
FIG. sm-9: (a) Energy gap ∆υ = Eυ−E0 for a two-leg honey-
comb ladder under PBC. The black line is the extrapolation
of ∆4 to infinite-size system. (b) The minimal energy gap ∆m
for the three-leg (red circle) and four-leg (blue square) tori.
Gaplessness and entanglement entropy scaling
In this subsection we go beyond the XC clusters, and
study the energy gap of the pure Γ model ranging from
1D chain to two-leg honeycomb ladder, and also towards
a series of 2×Lx×Ly tori of Ly = 3 or 4. The geometry
of the latter is shown in the inset of Fig. 4 in the main
text.
• To begin with, for the 1D isotropic Γ chain, its
ground state is found to be a gapless Luttinger liq-
uid with emergent SU(2) symmetry[6].
• Furthermore, we consider a two-leg honeycomb lad-
der which is a rung-alternating coupling of two
isotropic Γ chain. It is a stripe of a honeycomb lat-
tice along its zigzag edges and only contains Lx/2 Z
bonds. We find that there is a unique ground state
with energy E0 under PBC, followed by a triplet
excited state with energy E1. There seems to be
a continuous spectrum afterwards and the lowest
branch has a energy of E4. Figure sm-9(a) shows
the energy gap of ∆1 = E1−E0 and ∆4 = E4−E0,
which go down as Lx increased. After an extrapo-
lation of ∆4 we find that ∆4 < 0.004, which seems
to close for long enough ladder.
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• Moreover, we study the energy gaps for three- and
four-leg tori. Here, PBCs are imposed on both di-
rections so as to remove the possible edge excita-
tions. For Ly = 3, we perform the calculation on
four different tori with Lx = 3, 4, 5, and 6, and
find that the gap is around ∼ 0.11. However, for
Ly = 4, the gap goes down quickly from 0.09 when
Lx = 3 to 0.015 when Lx = 5, see Fig. sm-9(b). We
thus infer that the gap for Ly = 4 most probably
vanishes as Lx →∞.
The results on different clusters are summarized in the
table below. We find that the energy gap has a strong
cluster dependence, and could vanishes at several cases.
We note that this is not the typical character of a gapped
system whose gap is usual very stable. In this regard, it
is another evidence for the gaplessness of HCΓA.
TABLE sm-1: Energy gap of the pure Γ model under a 1D
chain, two-leg honeycomb ladder, and also 2 × Lx × Ly tori
of Ly = 3 or 4.
Cases Energy gap Gapped/Gapless
1D isotropic Γ chain 0 gapless
two-leg honeycomb Γ ladder < 0.004 gapless
2× Lx × 3 torus ∼ 0.11 gapped
2× Lx × 4 torus < 0.001 gapless
To further shed light on the critical behavior of HCΓA,
we calculate the von Neumann entanglement entropy
S. Suppose that the entire system is divided into two
parts, say s and e, then the entropy is defined as
S = −Tr(ρs ln ρs) where the reduced density matrix
ρs = Tre|ψ〉〈ψ| is obtained by tracing out the degrees
of freedom of e. To access large cluster with Lx  Ly,
we adopt the cylinder geometries which are open (peri-
odic) in Lx (Ly)-direction. For such a (1+1)-D critical
system, it is known that S(x) = c6 ln
(
2Lx
pi sin
pix
Lx
)
+ c′
where c is the central charge[7].
For cylinder of Ly = 3, it is gapped and the entropy
does not goes with Lx (not shown). In contrast, cylinder
of Ly = 4 is gapless and there is a perfect entanglement
entropy scaling as shown in Fig. 4 of the main text. The
central charge c ≈ 1.09, which is very close to 1. In
addition, We also calculate the entanglement entropy on
a series of similar cylinders of 2× (2L)×L with total site
N = 4L2. Here, L = 3, 4, 5, and 6. As shown in Fig. sm-
10, we fit the entanglement entropy by S = kL lnL + b
and find that the goodness-of-fit is acceptable. The fact
that the entanglement entropy grows with L but has a
logarithmic correlation, i.e, S = O(LD−1 lnL) with D =
2, is fairly consistent with the 2D critical system[7].
Before we end this subsection, we want to address that
the significant difference between Ly = 3 and 4 suggests
an unusual way from multi-leg ladder towards 2D limit.
Besides, it may imply that the ground state is likely to
own spinon fermi surface, as discussed in the case of
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FIG. sm-10: The entanglement entropy for different cylinders
of 2×(2L)×L with L = 3, 4, 5, and 6. The error bar becomes
large as L increased. The black solid line is the fitting by
S = kL lnL+ b with k ≈ 0.35.
Kitaev model under magnetic field[8, 9]. Figure sm-11
shows the quantized momenta along the circumference of
the three-leg (left) and four-leg (right) cylinders. In view
of the different central charges of the two cases, we spec-
ulate the gapless excitations meet one of the red lines in
Fig.sm-11(b) rather than the green lines in Fig. sm-11(a).
However, since there is no translational symmetry along
the Lx-direction (OBC), we cannot determine the precise
momenta of the gapless excitations.
(a) (b)
FIG. sm-11: The quantized momenta along the circumfer-
ences of the cylinders of Ly = 3 (left) and Ly = 4 (right).
Lattice nematic order and plaquette correlation
In most cases of our DMRG calculation, the cylinder
geometries are preferred since it can be used to access
a very large cluster with a few hundred sites. However,
those geometries break the lattice rotational symmetry
and suffer from a strong finite-size effect. Therefore, in
some special situations we turn to the hexagonal clusters.
Due to the limitation of the storage memory, we usually
use the hexagonal clusters of N = 24 and 32, see Fig. sm-
12. Within the hexagonal clusters, we mainly undertake
two things. One is the lattice nematic order while the
other is the flux density and plaquette correlation.
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FIG. sm-12: The lighted region with a cyan frame marks a
hexagonal cluster of (a) N = 24 and (b) N = 32.
Figure sm-13(a) and (b) show the landscapes of the
bond energy for ϑ/pi = 0.50 and ϑ/pi = 0.60. It is
observed that the energy is uniformly distributed along
each γ-bond. Because of the bond-modulated ηγ-factor,
there is naturally a bond energy difference between the
X/Y (ηγ = −1) bond and the Z (ηγ = 1) bond. The
bond energy for ϑ/pi = 0.50 is uniform while there is a
difference otherwise, i.e., nematicity. It should be em-
phasized that the bond energy of X and Y are always
equal, and the nematicity between X/Y and Z bonds
comes from the ηγ-factor but not the lattice rotational
symmetry breaking. In Fig. sm-13(c) we show the lattice
nematic order parameter N = Ex/y − Ez under hexago-
nal clusters of N = 24 and 32. When away from HCΓA
(ϑ/pi = 0.50), N is very robust except for two acciden-
tal points at ϑ/pi ≈ 0.25 and 0.75. Interestingly, this
two points are in coincidence with the extreme points of
magnetic orders shown in Fig. 5(a) of the main text.
In the Kitaev honeycomb model, the low-energy
physics of the Kitaev spin liquid is described by Ma-
jorana fermions with Dirac nodes, coupled to an emer-
gent Z2 gauge field[5]. The hexagonal plaquette operator
Wp = 2
6Sx1S
y
2S
z
3S
x
4S
y
5S
z
6 commutates with the model and
Wp = ±1. A particle that moves in a loop around the
plaquette acquires a phase ±1 similar to an Aharonov-
Bohm like flux of either 0 or pi. For Wp = +1 the plaque-
tte is called flux-free and for Wp = −1 it has a flux. The
former is the ground state while the latter is the excited
state with a vison excitation[5].
For the HCΓA as well as the general BMJΓ model,
[H,Wp] 6= 0, so Wp is no longer a conserved quantity.
However, the flux density 〈W p〉 =
∑
p〈Wp〉/Np where
Np = N/2 is the number of hexagonal plaquette can
be tremendously useful and informative to distinguish
different phases. As shown in Fig. sm-14(b), 〈W p〉 =
−0.25(2) in the TDL.
Moreover, we calculate the plaquette-plaquette corre-
lation 〈WpWq〉, and define the static visonic structure
(a)
(b)
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FIG. sm-13: Landscapes of the bond energy at (a) ϑ/pi = 0.50
and (a) ϑ/pi = 0.60 under the hexagonal cluster of N = 24.
The width of the bonds is proportional to the energy strength.
factor[10],
WNp(Q) =
1
Np
∑
pq
〈WpWq〉eiQ·(Rp−Rq), (sm-35)
where Rp is the central position of each plaquette. We
find that there is a dominating peak in the Γ point and
also a subleading peak at K point of the Brillouin zone.
This fact implies that there is no translational symmetry
breaking in the honeycomb lattice but with perceptible
plaquette correlation. We thus define the pseudo order
parameter (POP) as PNp =
√WNp(Q)/Np. The results
on the hexagonal clusters of N = 24 and 32 are shown in
Fig. sm-14(a). Due to the dominating contribution from
the trivial identity
〈
(Wp)
2
〉
= 1 [18], PNp has a consider-
able finite-size value, which is approximately 1/
√
Np, see
the horizonal lines in Fig. sm-14. Therefore, the bared
POP is formally defined as
PNp =
√
WNp(Q)
Np
− 1√
Np
. (sm-36)
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The result of the bared POP is shown in Fig. 6 of the
main text. It can be found that there is a plaquette
correlation near HCΓA. Besides, there is a negative flux
density 〈W p〉 = −0.25(2) for HCΓA.
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FIG. sm-14: (a) SVSFW(K) on hexagonal clusters of N = 24
and 32. The horizonal lines of 1/(2
√
3) and 1/4 are approx-
imately the lower limits at the corresponding sizes. (b) Ex-
trapolated flux density 〈W p〉 for HCΓA.
Phase diagram and magnetic structure factor
As shown in Fig. sm-7, the mixed phase (taking the
AFM Ne´el order as an example) is not favored by quan-
tum fluctuations. Indeed, in the quantum case, the
SMSF in this region is almost featureless and the existing
peaks are very weak at the finite clusters. Extrapolations
of the maximal values of the SMSF (see Fig. (4)(b)-(c)
of the main text) shows that this is a QSL phase, as
confirmed by scanning a long cylinder shown in the last
Section. Notably, our results only support a single inter-
mediate phase other than two as discussed in the classical
phase diagram. We refer to the argument for a similar
anisotropic model for the QSL candidate YbMgGaO4[11].
Whereas a so-called multi-Q phase exists between two
magnetically ordered phases[12] in the classical level, ex-
tensive numerical calculations do not detect its trail in
the quantum case, but instead suggest a direct first-order
transition[13, 14].
The entanglement entropy S is a sensitive probe for
quantum phase transition, and it is frequently used to
characterize different phases. The result of the entropy
on hexagonal clusters of N = 24 and 32 and on XC clus-
ters of 12×6, 16×8, and 20×10 is shown in Fig. sm-15(a)
and (b), respectively. In both cases we can declare two
most pronounced phenomena. One is that the entropy
has a sudden drop at ϑl/pi ' 0.50 and ϑr/pi ≈ 0.66, indi-
cating that both of the transitions are of first order. The
other is that the entropy in the gapped zigzag and stripy
phases are lower than that in the intermediate phase. Be-
sides, with the increasing of the total sites, the entropy
in the intermediate phase increases. This agrees with our
conclusion that the intermediate phase is gapless.
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FIG. sm-15: The von Neumann entropy S for ϑ/pi ranging
from 0.4 to 0.8. (a) Hexagonal clusters with the a total sites
N = 24 (red triangle) and 32 (blue circle). (b) XC clusters
with the circumference n be 6 (red triangle), 8 (green dia-
mond), and 10 (blue circle).
The entire phase diagram is shown in Fig. sm-16, which
includes a zigzag order and a stripy order, and also a
QSL. The ground state of HCΓA locates at the transi-
tion point between the zigzag order and the QSL. The
selected contour plots of the SMSF for the three phases
are shown in Fig. sm-16(a)-(c). While the zigzag and
stripy phases peak at M and/or M′ points, the magnetic
order at ϑ/pi = 0.5 is tiny, and a subleading peak locat-
ing at X point in the Brillouin zone appears. This peak
could be enhanced by negative third-NN interaction (see
below).
Role of third-NN Interaction
Recent ab initio calculations on α-RuCl3 have high-
lighted the role played by the third-NN Heisenberg inter-
action J3
∑
〈〈〈i,j〉〉〉 Si · Sj . It is shown that even a tiny
antiferromagnetic J3 can enhance the zigzag magnetic
order[15]. This physical virtue has already been exam-
ined in other theoretical models where competing inter-
actions could lift the degeneracy of the pure J3 model
and give rise to the zigzag order. To verify such conclu-
sions we study the Γ-J3 model to explore the effect of the
J3 term. We find that in the phase diagram the HCΓA
is indeed adjacent to the zigzag phase but separated by
a transition.
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FIG. sm-16: Quantum phase diagram of the BMJΓ model on
a honeycomb lattice. The shade of color is a reminiscence of
the corresponding magnetic order. Typical contour plots of
the overall SMSF for (a) zigzag phase (ϑ/pi = 0.25), (b) QSL
phase (ϑ/pi = 0.50), and (c) stripy phase (ϑ/pi = 0.75) are
shown for XC clusters of 12× 6.
Fig. sm-17 shows the evolution of the magnetic orders
versus J3 in a rather wide region. It could be found that
the ferromagnetic and antiferromagnetic J3 model tend
to select the FM phase and zigzag phase, respectively, as
the ground state with the perturbation of antiferromag-
netic Γ term. Between the two, the maximum of MN (Q)
appears at X point of the Brillouin zone (see Fig. 1 of
the main text). At J3 = 0, MN (Q) at M becomes com-
parable to that at X. However, as can be seen from the
inset which shows the first derivative of MN (M) versus
J3, the peak locates at a tiny but nonzero J3,t ≈ 0.075.
This provides further evidence that the ground state of
the HCΓA, in which J3 is zero, is not the zigzag order.
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FIG. sm-17: Order parameters MN (Q) for the FM order (blue
square), X-order (green circle), and zigzag order (red triangle)
with Q = Γ, X, and M, respectively. The circumference n
of the cluster is fixed to be 6. Inset: The first derivative of
MN (M) versus J3.
IDEAS ON THE LONG CYLINDER
In this section we resort to a complementary technique
proposed by Zhu et al.[14, 16, 17] to provide further evi-
dences for the QSL phase in Eq. (1) of the main text.
We adopt a long but finite cylinder of 36 × 6, which
could be regarded as a triplet assembly of the conven-
tional geometry. We now present the details on how to
scan the long cylinder within the DMRG method[16].
This technique is born to detect the intermediate dis-
ordered phase sandwiched between two magnetically or-
dered phases and has been successfully applied to several
different models. To carry out the calculation, there are
two apparent issues that should be settled when com-
pared to the traditional DMRG construction. On one
hand, proper pinning fields which are compatible with
the underlying magnetic orders should be applied to the
edge spins. To accelerate the convergence as well as to in-
duce meaningful pinning orders, we shall apply pinning
fields of order O(1) and fix the directions of the three
components as they appear in their classical counter-
parts. On the other hand, the driven interactions should
vary with the position, from the left to the right. In our
current model, we fix the interactions at the leftmost
and rightmost boundaries, say ϑmin/pi = 49/120 and
ϑmax/pi = 91/120. The interactions inside will vary ac-
cording to a presupposed protocol, which could be merely
the linear rule. Because we only consider the nearest-
neighbor interactions J and Γ along the three bonds, we
can distinguish the zigzag (X and Y) bonds to the hor-
izontal (Z) bond so as the make the variation of ϑ be
more smooth. The variation of ϑ with position is illus-
trated in Fig. sm-18, and for each ϑ-index shown in the
bottom, we have the current value ϑx = ϑmin + x · δϑ
where δϑ = (ϑmax − ϑmin)/[2(Lx − 1)] = 0.005pi in our
case. This is to say that there is a 0.01pi increment for
the two successive columns ranging from 0 to Lx − 1.
FIG. sm-18: Illustration on the variation of the ϑ with posi-
tion. The series ranging from 0 to Lx − 1 shown in the top
denotes the column index. The other series ranging from (x
=) 0 to 2(Lx − 1) shown in the bottom denotes the ϑ-index.
The value of ϑ in the vertical dotted line is ϑx = ϑmin +x · δϑ
where δϑ = (ϑmax − ϑmin)/[2(Lx − 1)].
For a long XC cylinder of 36 × 6, we present the
visual display of the spin configuration in Fig. sm-
19. Here, the arrows represent the classical O(3) spin.
The length indicates local measurement of 〈Stot〉 =
14
FIG. sm-19: For a long XC cylinder of Lx ×Ly = 36× 6, we vary ϑ/pi with position, from ϑmin/pi = 49/120 on the left edge to
ϑmax/pi = 91/120 on the right edge. We also apply pinning magnetic fields along all the three spin directions on the left (right)
edge to favor the classical zigzag (stripy) order. An intermediate phase without the shadow is revealed to sandwich between
the two.
√
〈Sx〉2 + 〈Sy〉2 + 〈Sz〉2 and the direction is the φ-angle
given by Eq. (sm-1). We find that there is a zigzag mag-
netic order in the left and a stripy magnetic order in the
right. In the intermediate region, the orientation of spins
are amorphous and the magnetic order (indicated by the
length of the spins) is rather small, indicating of a plau-
sible disordered phase.
Fig. sm-20 shows the local ordered moment 〈Stot〉,
which shows an artificial upwarping at the boundaries
due to the pinning fields. The x and y components
have an almost equal magnitude all the way while the
z component in the stripy phase is negligible. The to-
tal moment in the middle is rather weak and we use a
threshold value of 〈Stot〉 ≈ 0.10 as the upper limit for
the QSL phase[14, 16, 17]. The rough phase boundaries
(0.50 ≤ ϑ/pi ≤ 0.65) are fairly consistent with those ob-
tained in preceding DMRG calculations. It should be
noted that although the pinning order at ϑ/pi = 0.5 is
not small enough, we would expect a rapid decay once
we can access larger clusters. It is in this sense that we
confirm the robustness of the QSL phase in the quantum
phase diagram (see Fig. sm-16).
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FIG. sm-20: Local moment 〈Stot〉 =
√
〈Sx〉2 + 〈Sy〉2 + 〈Sz〉2
vs ϑ for XC cluster of 36 × 6. The dot dash horizontal line
marks the threshold value, while the dotted vertical lines de-
note the possible phase boundaries.
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