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Abstract
This paper discusses tractable development and statistical estimation
of a continuous time stochastic process with a finite state space having
non-Markov property. The process is formed by a finite mixture of right-
continuous Markov jump processes moving at different speeds on the same
finite state space, whereas the speed regimes are assumed to be unobserv-
able. The mixture was first proposed by Frydman [6] and recently gener-
alized in Surya ([12],[13]), in which distributional properties and explicit
identities of the process are given in its full generality. The contribution of
this paper is two fold. First, we present Monte Carlo method for construct-
ing the process and show distributional equivalence between the simulated
process and the actual process. Secondly, we perform statistical inference
on the distribution parameters of the process. Under complete observation
of the sample paths, consistent maximum likelihood estimations are given
in explicit form in terms of sufficient statistics of the process. Estima-
tion under incomplete observation is performed using the EM algorithm.
The estimation results completely characterize the process in terms of
the initial probability of starting the process in any phase of the state
space, intensity matrices of the underlying Markov jump processes, and
the switching probability matrix of the process. Some numerical examples
are given to test the performance of the developed method. The proposed
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estimation generalizes statistical inferences for the Markov model [1], the
mover-stayer model [7] and the restricted Markov mixture model [6].
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1 The mixture of Markov jump processes
Throughout the remaining of this paper we denote by X = {X(φ)(t), t ≥ 0} a
Markov mixture process, which is a continuous-time stochastic process defined
as a finite mixture of independent Markov jump processes X(m) = {X(m)(t) :
t ≥ 0}, with m = 1, . . . ,M , whose intensity matrices are given by {Q(m)}.
We assume that the underlying Markov processes {X(m)} have right-continuous
sample paths, defined on the same state space S = {1, . . . , p}. It is defined by
X =

X(1), φ = 1
...
X(M), φ =M
where the variable φ represents the speed regimes, assumed to be unobservable.
This is to say that when the realization of the mixture process X is observed,
we do not know from which speed regime φ the observed process came from.
More conveniently, we can represent X in terms of the underlying processes
{X(m)} as follows. Define a Bernoulli indicator variable Φ(m) = 1{φ=m}, which
will be used later for the estimation, see (3.1). Notice that
∑M
m=1Φ
(m) = 1. Thus,
X(t) =
M∑
m=1
Φ(m)X(m)(t) for t ≥ 0. (1.1)
It is clear that X (1.1) represents a finite mixture of Markov processes X(m),
and that the random variable Φ(m) may in general depend on the realization
of X as Φ(m) = 1 if and only if X = X(m). This implies that the conditional
probability P{Φ(m) = 1|X(s), 0 ≤ s ≤ t} depends on the past realizations of the
process. Empirical evidence of this fact can be found in [5]. We refer to [12] and
[13] for further distributional properties and explicit identities of the mixture
process, in particular in the presence of stochastically closed (absorbing) sets.
The entry {q
(m)
ij : i, j = 1, . . . , p} of matrix Q
(m) satisfies the properties:
q
(m)
ii ≤ 0, q
(m)
ij ≥ 0,
∑
j 6=i
q
(m)
ij = −q
(m)
ii = q
(m)
i , (i, j) ∈ S. (1.2)
For a given initial state i0 ∈ S, there is a separate mixing probability
s
(m)
i0
= P{φ = m|X0 = i0} with
M∑
m=1
s
(m)
i0
= 1, (1.3)
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Figure 1: State diagram of the Markov mixture process (1.1) with m = 2.
and 0 ≤ s
(m)
i0
≤ 1. The quantity s
(m)
i0
has the interpretation as the proportion
of population with initial state i0 evolving w.r.t to X
(m). In general, X(k) and
X(l), k 6= l, have different expected length of occupation time of a state i, i.e.,
1/q
(k)
i 6= 1/q
(l)
i , and have different probability of leaving state i ∈ E to state
j ∈ S, j 6= i, i.e. q
(k)
ij /q
(k)
i 6= q
(l)
ij /q
(l)
i . Note that we have used q
(m)
i and q
(m)
ij to
denote the negative of the ith diagonal element and the (i, j) entry of Q(m).
Figure 1 illustrates the transition of X for the mixture of two Markov jump
processes moving from state J1 to J2, and vice versa. When X is observed in state
J1, it would stay in the state for an exponential period of time with intensity q
(1)
j1
or q
(2)
j1
before moving to J2 with probability q
(1)
j1,j2
/q
(1)
j1
or q
(2)
j1,j2
/q
(2)
j1
, depending on
whether it is either driven by the underlying Markov process X(1) or X(2).
Markov mixture process is a generalization of mover-stayer model, a mixture
of two discrete-time Markov chains proposed in 1955 by Blumen et al [3] to
model population heterogeneity in jobs labor market. In the mover-stayer model
[3], the population of workers consists of stayers (workers who always stay in
the same job category, Q(1) = 0) and movers (workers who move to other job
according to a stationary Markov chain with intensity matrix Q(2)). Estimation
of the mover-stayer model was discussed in Frydman [7]. Frydman [6] generalized
the model to a finite mixture of Markov chains moving with different speeds.
Frydman and Schuermann [5] later on used the result for the mixture of two
Markov jump processes moving with intensity matrices Q(1) and Q(2) = ΨQ(1),
i.e., q
(2)
ij = ψiq
(1)
ij , where Ψ is a diagonal matrix, to model the dynamics of firms’
credit ratings. Depending on whether 0 = ψi := [Ψ]i,i, 0 < ψi < 1, ψi > 1 or
ψi = 1, X
(2) never moves out of state i (the mover-stayer model), moves out of
state i at lower rate, higher rate or at the same rate, subsequently, than that of
X(1). If ψi = 1, for all i ∈ S, X reduces to a simple Markov jump process X
(1).
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However, the mixture model considered in [6] and [5] is restricted to the case in
which the underlying Markov processes X(1) and X(2) have the same probability
of leaving a state to another different state. That is q
(2)
ij /q
(2)
i = q
(1)
ij /q
(1)
i , j 6= i.
The mixture process X has appealing features that, unlike its underlying
process X(m), the mixture itself lacks the Markov property; future development
of its state depends on its past information and the current time. We refer to
[5], [12] and [13] for further distributional properties of the mixture process.
The transition probability matrix P(t) of X is given following [6] and [12] by
P(t) =
M∑
m=1
S(m)eQ
(m)t with
M∑
m=1
S(m) = I, (1.4)
for all t ≥ 0, where I is (p × p)−identity matrix, whereas S(m) denotes a (p ×
p)−diagonal matrix, representing the switching probability matrix of X , i.e.,
S(m) =
(
s
(m)
1 0
0 s
(m)
p
)
. (1.5)
It is clear from (1.4) and (1.5) that the distribution of the mixture process
X (1.1) is uniquely characterized by the variables {q
(m)
ij }, {q
(m)
i }, respectively
representing the off and diagonal elements of Q(m), the element {s
(m)
i } of switch-
ing probability matrix S, and the probability distribution {πi} of starting X in
any state i ∈ S. Furthermore, when we set Q(m) = Q, all underlying Markov
processes move at the same speed Q, X becomes just a Q−Markov process.
2 Construction of the mixture process
This section discusses construction of the mixture process X (1.1), which can
be used to generate the sample paths of the mixture process using Monte Carlo
method developed by adapting the approach of Sections 2.1 and 5.1 in Resnick
[9]. The simulated sample paths will later be used to solve the inverse problem of
estimating the distribution parameters of the process, given its full or incomplete
observation of the sample paths, which is the subject of Sections 3 and 4.
2.1 Finite mixture of Markov chains
To start with, let U0, U, V, andW be independent uniform [0, 1] random variables.
Introduce a discrete-time Markov chain Z(m) = {Z
(m)
n : n ∈ N+}, living on the
same finite state space S. It is defined as the corresponding embedded Markov
chain for the Markov process X(m). The transition probability matrix of Z(m) is
specified by (p× p)−matrix Π(m) whose (i, j)−element is defined by
π
(m)
ij =
{
q
(m)
ij /q
(m)
i , j 6= i
0, j = i.
(2.1)
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In the mixture model [6], each embedded Markov chain Z(m) was assumed to have
the same transition probability matrix Π, i.e., Π(m) = Π for all m = 1, . . . ,M .
Assume X chooses its initial state X0 = i0 randomly with probability pi:
X0 =
p∑
k=1
k1[
∑k−1
i=1 pii,
∑k
i=1 pii)
(U0), (2.2)
where, we set
∑0
i=1 πi = 0. Applying similar idea, the speed regime φ = m of X
can be selected randomly, given initial state X0 = i0, at probability s
(m)
i0
using
φ =
M∑
m=1
m1
[
∑m−1
k=1 s
(k)
i0
,
∑m
k=1 s
(k)
i0
)
(U). (2.3)
In the sequel below we denote respectively by {Vn} and {Wn} n independent
copies of the random variables V and W independent of U0 and U . The result
below gives a Monte Carlo construction of the discrete-time Markov chain Z
(m)
n .
Lemma 2.1 For a given m = 1, . . . ,M , the process {Yn : n ∈ N+} defined by
Yn+1 =
p∑
k=1
k1[
∑k−1
j=1 [Π
(m)]Yn,j ,
∑k
j=1[Π
(m)]Yn,j)
(Vn+1),
Y0 =X0 a.s.,
(2.4)
forms the Markov chain {Z
(m)
n } with transition probability matrix Π
(m) (2.1).
Proof By applying the Bayes’ formula and the law of total probability,
P{Yn+1 = in+1|Y0 = i0} =
∑
i1∈S
· · ·
∑
in∈S
P{Yn+1 = in+1, Yn = in, . . . , Y1 = i1|Y0 = i0}
=
∑
i1∈S
· · ·
∑
in∈S
P{Y1 = i1|Y0 = i0}P{Y2 = i2|Y1 = i1, Y0 = i0}
× · · · × P{Yn = in|Yn−1 = in−1, . . . , Y0 = i0}
× P{Yn+1 = in+1|Yn = in, . . . , Y0 = i0}. (2.5)
On account that {Vn} is a series of independent random variables independent
of U0, P{Yk = ik|Yk−1 = ik−1, . . . , Y0 = i0} = P{Yk = ik|Yk−1 = ik−1}. Thus,
P{Yk = ik|Yk−1 = ik−1, . . . , Y0 = i0} = e
⊤
ik−1
Π(m)eik , (2.6)
for k = 1, . . . , n+ 1. As
∑
ik∈S
eike
⊤
ik
= Ip×p, we have following (2.6) and (2.5),
P{Yn+1 = in+1|Y0 = i0} =
∑
i1∈S
· · ·
∑
in∈S
e⊤i0Π
(m)ei1e
⊤
i1
Π(m) . . .Π(m)eine
⊤
in
[Π(m)]ein+1
=e⊤i0Π
(m)
(∑
i1∈S
ei1e
⊤
i1
)
Π(m) . . .Π(m)
(∑
in∈S
eine
⊤
in
)
[Π(m)]ein+1
=e⊤i0
[
Π(m)
]n+1
ein+1 ,
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showing that {Yn} forms the Markov chains with transition matrix Π
(m). 
Next, define a Bernoulli random variable Φ(m) = 1{φ=m} and the function:
F (i,Φ, V ) =
p∑
k=1
M∑
m=1
kΦ(m)1[
∑k−1
j=1 [Π
(m)]i,j ,
∑k
j=1[Π
(m)]i,j)
(V ), (2.7)
where we set
∑0
j=1[Π
(m)]i,j = 0 for all i = 1, . . . , p, m = 1, . . . ,M and n ∈ N.
Following (2.7), consider a finite mixture of Markov chains {Zn} defined by
Zn+1 = F (Zn,Φ, Vn+1) with Z0 = X0 a.s., (2.8)
where Φ denotes (1×M)−vector of speed regime, i.e., Φ = (Φ(1), . . . ,Φ(M)).
Proposition 2.2 The representation (2.8) yields the mixture of Markov chains
Zn =
M∑
m=1
Φ(m)Z(m)n , with Z0 = X0, (2.9)
where Z
(m)
n satisfies the recursive equation Zn+1 = F (Zn,Φ
(m) = 1, Vn+1), see
eqn. (2.4), while the n-step transition probability matrix of {Zn} is defined by
P(n) =
M∑
m=1
S(m)
[
Π(m)
]n
. (2.10)
Proof The representation (2.9) follows from (2.7) and (2.8) and applying the
Fubini’s principle to (2.7). By the Bayes formula and law of total probability,[
P(n)
]
i,j
=P{Zn = j|Z0 = i}
=
M∑
m=1
P{Φ(m) = 1|Z0 = i}P{Zn = j|Φ
(m) = 1, Z0 = i}
=
M∑
m=1
P{Φ(m) = 1|Z0 = i}P{Z
(m)
n = j|Z
(m)
0 = i}
=
M∑
m=1
s
(m)
i
[[
Π(m)
]n
]i,j = e
⊤
i
M∑
m=1
S(m)
[
Π(m)
]n
ej ,
where the last equality follows from taking account of Lemma 2.1, leading to the
establishment of identity (2.10), given S(m) is a (p× p)−diagonal matrix. 
Remark 2.3 It is worth noticing that if the underlying Markov chains {Z
(m)
n :
m = 1, . . . ,M} have the same transition probability matrix Π, which is the case
for the mixture model [6], one can show that {Zn} (2.8) has the same distribution
as {Yn} (2.4). The latter is used in [9] to generate the Markov chains {Yn}.
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Figure 2: Sample paths of the mixture of Markov jump process X (1.1)
2.2 Finite mixture of Markov jump processes
The epoch time {Tn} of the mixture process X (1.1) is defined by
Tn+1 = Tn −
M∑
k=1
Φ(k)
logWn
q
(k)
Zn
, with T0 = 0 a.s. (2.11)
Theorem 2.4 Define a continuous-time stochastic process X = {X(t) : t ≥ 0},
X(t) =
∞∑
n=0
Zn1[Tn,Tn+1)(t) with X(0) = X0. (2.12)
Then, the stochastic process X has the following properties:
(i) it has the representation of the mixture process (1.1) with
X(m)(t) :=
∞∑
n=0
Z(m)n 1[Tn,Tn+1)(t), (2.13)
(ii) and has the same distribution (1.4) as the mixture process X (1.1).
Figure 2 displays Monte Carlo simulation of the sample paths of X (2.12). As
we can see, at every fixed point of time t ≥ 0 and state i ∈ S the observed paths
is comprised of a mixture of two Markov jump processes X(1)(t) and X(2)(t).
In order to establish the theorem, the following results are required.
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Lemma 2.5 Define the following transition probability matrix P
(m)
i,j (t):
P
(m)
i,j (t) := P{X(t) = j|Φ
(m) = 1, X(0) = i}. (2.14)
Then, for all t ≥ 0, the function t→ P
(m)
i,j (t) solves the integral equation:
P
(m)
i,j (t) = e
−q
(m)
i tδij +
∫ t
0
q
(m)
i e
−q
(m)
i u
∑
l 6=i
π
(m)
i,l P
(m)
l,j (t− u)du. (2.15)
Proof Since T1 is the first jump time of X , the number of steps n until the
Markov chain Z(m) makes a jump from state i to state j 6= i has geometric
distribution with probability e⊤i [1−Π
(m)]n−1Π(m)ej. By independence of W0,
P{X(t) = j, T1 > t|Φ
(m) = 1, X(0) = i}
=
∞∑
n=1
P{Zn = j, T1 > t|Φ
(m) = 1, Z0 = i}
=
∞∑
n=1
P
{
Z(m)n = j,−
logW0
q
(m)
i
> t
∣∣Z(m)0 = i}
=
∞∑
n=1
e−q
(m)
i te⊤i (1−Π
(m))n−1Π(m)ej
= e−q
(m)
i tδij ,
with δij = e
⊤
i ej , provided the transition probability matrix Π
(m) is invertible.
Furthermore, following (2.11) the epoch time Tn of X can be singled out as
Tn = −
n−1∑
k=0
M∑
m=1
Φ(m)
logWk
q
(m)
Zk
with T0 = 0 a.s. (2.16)
Again, given that T1 is the first jump time of X moving from state i to j 6= i,
we have by independence of W0, Bayes’ formula and Fubini’s principle that
P{X(t) = j, T1 ≤ t|Φ
(m) = 1, X(0) = i}
=
∑
l 6=i
P
{
X(t) = j,−
logW0
q
(m)
i
≤ t, Z1 = l
∣∣Φ(m) = 1, Z0 = i}
=
∑
l 6=i
∫ t
0
P
{
−
logW0
q
(m)
i
∈ du
∣∣Φ(m) = 1, Z0 = i}P{Z1 = l|Φ(m) = 1, Z0 = i}
× P
{
X(t) = j
∣∣Φ(m) = 1,− logW0
q
(m)
i
= u, Z1 = l, Z0 = i
}
=
∫ t
0
q
(m)
i e
−q
(m)
i u
∑
l 6=i
π
(m)
i,l P
{
X(t) = j
∣∣Φ(m) = 1,− logW0
q
(m)
i
= u, Z1 = l, Z0 = i
}
du.
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The proof is accomplished once we have shown that the following identity holds:
P
{
X(t) = j
∣∣Φ(m) = 1,− logW0
q
(m)
i
= u, Z1 = l, Z0 = i
}
= P
(m)
l,j (t− u). (2.17)
To this end, recall that the conditional probability in (2.17) can be simplified as
P
{
X(t) = j
∣∣Φ(m) = 1,− logW0
q
(m)
i
= u, Z1 = l, Z0 = i
}
=
∞∑
n=1
P
{
Zn = j, Tn ≤ t < Tn+1
∣∣Φ(m) = 1,− logW0
q
(m)
i
= u, Z1 = l, Z0 = i
}
=
∞∑
n=1
P
{
Zn = j,−
n−1∑
k=1
log(Wk)
q
(m)
Zk
≤ t− u < −
n∑
k=1
log(Wk)
q
(m)
Zk
∣∣∣Φ(m) = 1, Z1 = l, Z0 = i}
=
∞∑
n=1
P
{
Zn−1 = j,−
n−1∑
k=1
log(Wk)
q
(m)
Zk−1
≤ t− u < −
n∑
k=1
log(Wk)
q
(m)
Zk−1
∣∣∣Φ(m) = 1, Z0 = l},
where in the last equality we have used the fact that conditional on Φ(m) = 1, the
discrete-time mixture process Zn is a Markov chain moving according to Z
(m)
n ,
which by Lemma 2.1 has the memoryless property. Next, define new indexes
n′ = n− 1, k′ = k − 1, and W ′k = Wk′+1. By doing so, we can rewrite
∞∑
n=1
P
{
Zn−1 = j,−
n−1∑
k=1
log(Wk)
q
(m)
Zk−1
≤ t− u < −
n∑
k=1
log(Wk)
q
(m)
Zk−1
∣∣∣Φ(m) = 1, Z0 = l}
=
∞∑
n′=0
P
{
Zn′ = j,−
n′−1∑
k′=0
log(W ′k)
q
(m)
Zk′
≤ t− u < −
n′∑
k′=0
log(W ′k)
q
(m)
Zk′
∣∣∣Φ(m) = 1, Z0 = l}
= P
(m)
l,j (t− u).
The integral equation (2.15) is obtained by invoking the law of total proba-
bility and the Bayes’ formula for conditional probability to (2.14) to get
P
(m)
i,j (t) =P{X(t) = j, T1 > t|Φ
(m) = 1, X(0) = i}
+ P{X(t) = j, T1 ≤ t|Φ
(m) = 1, X(0) = i}.
The final result (2.15) is obtained by collecting the two pieces together. 
Proposition 2.6 The integral equation (2.15) has an explicit solution:
P
(m)
i,j (t) = e
⊤
i e
Q(m)tej , i.e., P
(m)(t) = eQ
(m)t. (2.18)
Proof On account of the fact that suptP
(m)
i,j (t) ≤ 1 and
∑
l 6=i π
(m)
i,l = 1, the
function inside the integral in (2.15) is uniformly bounded. Thus, the integral is
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a continuous function of t, and therefore so is the function P
(m)
i,j (t). Hence, as a
result, P
(m)
i,j (t) is absolutely continuous w.r.t. to Lebesgue measure dt, i.e., it is
continuously differentiable. Applying change of variable s = t− u, we obtain
P
(m)
i,j (t) = e
−q
(m)
i t
(
δij + q
(m)
i
∫ t
0
eq
(m)
i s
∑
l 6=i
π
(m)
i,l P
(m)
l,j (s)ds
)
.
As the function P
(m)
i,j (t) is continuously differentiable, we have
d
dt
P
(m)
i,j (t) =− q
(m)
i e
−q
(m)
i t
(
δij + q
(m)
i
∫ t
0
eq
(m)
i s
∑
l 6=i
π
(m)
i,l P
(m)
l,j (s)ds
)
+ e−q
(m)
i
t
(
q
(m)
i e
q
(m)
i
t
∑
l 6=i
π
(m)
i,l P
(m)
l,j (t)
)
=− q
(m)
i P
(m)
i,j (t) + q
(m)
i
∑
l 6=i
π
(m)
i,l P
(m)
l,j (t)
=
∑
l∈S
Q
(m)
i,l P
(m)
l,j (t).
As P(m)(0) = I, it is straightforward to check that the linear systems of equation
has the unique solution (2.18) for the transition matrix P(m)(t) for t ≥ 0. 
Proof of Theorem 2.4
The claim is established by the law of total probability and Bayes’ formula for
conditional probability taking account of Lemma 2.5 and Proposition 2.6, i.e.,
[P(t)]i,j =P{X(t) = j|X(0) = i}
=
M∑
m=1
P{Φ(m) = 1|X(0) = i} P{X(t) = j|Φ(m) = 1, X(0) = i}
=
M∑
m=1
s
(m)
i P
(m)
i,j (t) = e
⊤
i
M∑
m=1
S(m)P(m)(t)ej .
Inserting the expression of Zn (2.9) in (2.12) yields the mixture (1.1). 
3 Estimation with complete information
Statistical estimation of {q
(m)
ij }, {q
(m)
i }, and {s
(m)
i } was discussed in [6] for special
structure of intensity matrix Q(m), where it is assumed that Q(m) = Ψ(m)Q
with Ψ(m) = diag(ψ
(m)
1 , . . . , ψ
(m)
p ) for 1 ≤ m ≤ M − 1 and Ψ
(M) = I, i.e.,
q
(m)
ij = ψ
(m)
i qij implying that π
(m)
ij = πij for all m = 1, . . . ,M , see (2.1). This is
equivalent to imposing the condition on the embedded Markov chains Z
(m)
n to
have the same transition probability matrix Π, i.e., Π(m) = Π for all m.
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This paper attempts to generalize the estimation method [6] for inferring the
distribution parameters {q
(m)
ij }, {q
(m)
i }, and {s
(m)
i } of X for a general structure
of Q(m) as well as to estimate {πi}, which was not discussed in [6]. Importantly,
as opposed to the EM estimator ŝ
(m)
i given in [6], our estimate for s
(m)
i sums to
one, i.e.,
∑M
m=1 ŝ
(m)
i = 1, for i = 1, . . . , p, which is due to the constraint (1.3).
The results can be used to recover the estimation for the restricted mixture [6].
3.1 Maximum likelihood estimation
This section discusses maximum likelihood estimation of the distribution of X
based on complete observations of X , where the underlying process driving the
evolution of X is known. To start with, we assume that N independent real-
izations {Xk} of X are observed continuously on the time interval [0, T ] with
0 < T <∞. For notational convenience, we use the following conventions:
Φ
(m)
k =1{Xk=X(m)}
B
(k)
i =1{Xk(0)=i}
N
(k)
ij =
N∑
l=1
1{Xk(lh)=j,Xk((l−1)h)=i}, with h = T/N, N ∈ N
N
(k)
i =
∑
j 6=i
N
(k)
ij
Z
(k)
i =
∫ T
0
1{Xk(u)=i}du,
(3.1)
for i, j = 1, . . . , p, k = 1, . . . , N and m = 1, . . . ,M . More precisely, N
(k)
ij counts
the (number) of transitions of Xk from state i to state j 6= i, N
(k)
i counts the
number of transitions from state i, whereas Z
(k)
i represents the occupation time
of Xk in state i when Xk is observed on the interval [0, T ], while B
(k)
i counts the
number of realizations of Xk starting in state i at time zero. Also, note that
M∑
m=1
Φ
(m)
k = 1 and
p∑
i=1
B
(k)
i = 1, for k = 1, . . . , N, (3.2)
which in turn implies that
p∑
i=1
N∑
k=1
M∑
m=1
Φ
(m)
k B
(k)
i = N. (3.3)
Under complete information, the statistics (3.1) are assumed to be available
for the maximum likelihood estimation of the distribution parameters of X (1.1).
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In the sequel below we denote by θ = (pi,Q(m),S(m)) and fθ(Xk,Φ
(m)
k ) the joint
probability density function of the observations Xk and Φ
(m)
k , indicator variable
which provides information on which underlying process that drives Xk.
Suppose that Xk chooses its initial state ik to start with randomly at prob-
ability πik . On account that the bivariate process (Xk,Φ
(m)
k ) is Markovian, it
follows from applying the Bayes’ formula for conditional probability that
fθ(Xk,Φ
(m)
k ) =fθ(Xk(0) = ik)fθ
(
Φ
(m)
k |Xk(0) = ik
)
× fθ
(
Xk|Φ
(m)
k , Xk(0) = ik
)
=
(
πiks
(m)
ik
)B(k)
ik fθ
(
Xk|Φ
(m)
k , Xk(0) = ik
)
. (3.4)
Conditional on knowing Φ
(m)
k , fθ
(
Xk|Φ
(m)
k , Xk(0) = ik
)
represents the likelihood
function of observing the sample paths of Xk under the Markov process X
(m)
for which the likelihood is given by (e.g. Albert [1], Basawa and Rao [2]):
fθ
(
Xk|Φ
(m)
k , Xk(0) = ik
)
=
p∏
i=1
p∏
j 6=i
(
q
(m)
ij
)N(k)ij e−q(m)ij Z(k)i .
Hence, following (3.4), the likelihood contribution L
(m)
k of (Xk,Φ
(m)
k ) is given by
L
(m)
k =
p∏
i=1
(s
(m)
i πi)
B
(k)
i
p∏
i=1
p∏
j 6=i
(
q
(m)
ij
)N(k)ij e−q(m)ij Z(k)i .
The likelihood contribution of all realizations {Xk} is therefore given by
L =
N∏
k=1
M∏
m=1
[
L
(m)
k
]Φ(m)
k . (3.5)
Notice that the likelihood (3.5) reduces to the one given in [1] and [2] when
s
(m)
i = 1 for all i ∈ S and m, and M = 1, which implies Φ
(m)
k = 1 and q
(m)
ij = qij
for all i, j ∈ S. Equivalently in terms of the log-likelihood function, we have
logL =
N∑
k=1
M∑
m=1
Φ
(m)
k logL
(m)
k
=
N∑
k=1
M∑
m=1
Φ
(m)
k
[ p∑
i=1
B
(k)
i log
(
s
(m)
i πi
)
(3.6)
+
p∑
i=1
p∑
j 6=i
N
(k)
ij log q
(m)
ij −
p∑
i=1
p∑
j 6=i
q
(m)
ij Z
(k)
i
]
.
Recall that the probability {πi} and {s
(m)
i } satisfy the constraint, see (1.3):
p∑
i
πi = 1 and
M∑
m=1
s
(m)
i = 1, for all i = 1, . . . , p. (3.7)
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The maximum likelihood estimators for πi, q
(m)
ij , q
(m)
i , and s
(m)
i are given
explicitly in terms of the statistics (3.1). The results are summarized below.
Theorem 3.1 The maximum likelihood estimates of πi, q
(m)
ij , q
(m)
i , and s
(m)
i are
π̂N,i =
1
N
N∑
k=1
B
(k)
i , (3.8)
q̂
(m)
N,ij =
∑N
k=1Φ
(m)
k N
(k)
ij∑N
k=1Φ
(m)
k Z
(k)
i
, (3.9)
q̂
(m)
N,i =
∑N
k=1Φ
(m)
k N
(k)
i∑N
k=1Φ
(m)
k Z
(k)
i
, (3.10)
ŝ
(m)
N,i =
∑N
k=1Φ
(m)
k B
(k)
i∑N
k=1B
(k)
i
. (3.11)
Proof To find the estimators q̂
(m)
N,ij , q̂
(m)
N,i , ŝ
(m)
N,i and π̂N,i of the parameters distri-
bution of the mixture process X , we introduce the Lagrangian function:
L = logL− λ
( p∑
i=1
πi − 1
)
−
p∑
i=1
γi
( M∑
m=1
s
(m)
i − 1
)
,
where λ and γi are the corresponding Lagrange multipliers of the constraint
(3.7). Applying the first order Euler condition w.r.t πi to the Lagrangian L,
∂L
∂πi
=
N∑
k=1
M∑
m=1
Φ
(m)
k
B
(k)
i
πi
− λ = 0 =⇒ λ = N,
taking the note on (3.2), (3.3) and (3.7). The estimator π̂N,i is given by (3.8).
To get the estimator q̂
(m)
N,ij, we set the following Euler equation:
∂L
∂q
(m)
ij
=
N∑
k=1
Φ
(m)
k
(N (k)ij
q
(m)
ij
− Z
(k)
i
)
= 0,
solving which for q
(m)
ij gives the estimator q̂
(m)
N,ij defined by (3.9).
Given that q
(m)
i satisfies (1.2), we have following (3.1), q̂
(m)
N,i =
∑
j 6=i
q̂
(m)
N,ij .
Finally, we set the following Euler equation for s
(m)
i :
∂L
∂s
(m)
i
=
N∑
k=1
Φ
(m)
k
B
(k)
i
s
(m)
i
− γi = 0 =⇒ γi =
N∑
k=1
B
(k)
i ,
on account of (3.2) and (3.7). Hence, the estimator ŝ
(m)
i is given by (3.11). 
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3.1.1 Restricted mixture of Markov jump processes
The mixture model and its EM estimation were first discussed in [6] for a special
class of mixture process in which case the element q
(m)
ij of the intensity matrix
Q(m) is defined by q
(m)
ij = ψ
(m)
i qij implying that each underlying Markov jump
process has the same probability of leaving a state, i.e., π
(m)
ij = πij . For simplicity,
we set following [6] ψ(M) = 1. As a result, the maximum likelihood estimators of
qij and ψ
(m)
i , for m = 1, . . . ,M − 1, j 6= i, are given following (3.6) and (3.7) by
q̂i =
∑N
k=1Φ
(M)
k N
(k)
i∑N
k=1Φ
(M)
k Z
(k)
i
, (3.12)
ψ̂
(m)
i =
∑N
k=1Φ
(m)
k N
(k)
i
q̂i
∑N
k=1Φ
(m)
k Z
(k)
i
, (3.13)
π̂ij =
∑N
k=1N
(k)
ij∑N
k=1N
(k)
i
,
q̂ij =π̂ij q̂i,
q̂
(m)
ij =ψ̂
(m)
i q̂ij , (3.14)
while the estimators ŝ
(m)
i and π̂i are the same as (3.8) and (3.11), respectively.
Remark 3.2 It is straightforward to see following (3.14) that π̂
(m)
ij = π̂ij .
3.2 Consistency of the MLE estimators
To establish consistency of the MLE estimators (3.8)-(3.11), the following results
are required. For convenience, we write Φ(m) := Φ
(m)
1 ,Nij := N
(1)
ij and Zi := Z
(1)
i .
Lemma 3.3 For given i, j = 1, . . . , p and m = 1, . . . ,M , we have
E
{
Φ(m)Nij
}
= q
(m)
ij
∫ T
0
P{X(u) = i,Φ(m) = 1}du, (3.15)
E
{
Φ(m)Zi
}
=
∫ T
0
P{X(u) = i,Φ(m) = 1}du. (3.16)
Proof Recall that Φ(m)Nij counts the number of transition of X (1.1), which
is driven by the underlying Markov process X(m), between state i and j over
the period of time [0, T ]. The proof of (3.15) can follow similar approach
to the proof of Theorem 5.1(a) in [1]. To be more precise, since Φ(m)Nij =
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∑N
k=1 1{X(kh)=j,X((k−1)h)=i,Φ(m)=1}, then by the Bayes’ formula we obtain,
E{Φ(m)Nij} =
N∑
k=1
P{X(kh) = j,X((k − 1)h) = i,Φ(m) = 1}
=
N∑
k=1
P{X(kh) = j
∣∣X((k − 1)h) = i,Φ(m) = 1}P{X((k − 1)h) = i,Φ(m) = 1}
=q
(m)
ij
N∑
k=1
P{X((k − 1)h) = i,Φ(m) = 1}h+ o(h)
N→∞
−−−→ q
(m)
ij
∫ T
0
P{X(u) = i,Φ(m) = 1}du,
where the limit is due to Lebesgue dominated convergence theorem. (3.16) follows
given that E
{ ∫ T
0
|1{X(u)=i,Φ(m)=1}|du
}
≤ T <∞, by which the claim follows from
applying Fubini’s theorem to the expectation E
{ ∫ T
0
1{X(u)=i,Φ(m)=1}du
}
. 
Thanks to the results of Lemma 3.3, consistency of the estimators follows.
Theorem 3.4 If for i = 1, . . . , p and t ≥ 0, P{X(t) = i} > 0, then
lim
N→∞
q̂
(m)
N,ij =q
(m)
ij , lim
N→∞
q̂
(m)
N,i = q
(m)
i ,
lim
N→∞
ŝ
(m)
N,i =s
(m)
i , lim
N→∞
π̂N,i = πi.
with probability one, for i, j = i, . . . , p and m = 1, . . . ,M .
Proof The proof is based on applying the law of large numbers and continuous
mapping theorem applied to independent paired observations (Xk,Φ
(m)
k ).
For convenience, we write Bi := B
(1)
i and Ni := N
(1)
i . Recall that
E{Bi} = P{X(0) = i} and E{Φ
(m)Bi} = P{X(0) = i,Φ
(m) = 1}.
Furthermore, if P{X(t) = i} > 0 for t ≥ 0 and i ∈ S, then by Lemma 3.3,
lim
N→∞
q̂
(m)
N,ij = lim
N→∞
N−1
∑N
k=1Φ
(m)
k N
(k)
ij
N−1
∑N
k=1Φ
(m)
k Z
(k)
i
=
E{Φ(m)Nij}
E{Φ(m)Zi}
= q
(m)
ij ,
which in turn implies following (1.2) that lim
N→∞
q̂
(m)
N,i = q
(m)
i . Moreover, we have
lim
N→∞
ŝ
(m)
N,i = lim
N→∞
N−1
∑N
k=1Φ
(m)
k B
(k)
i
N−1
∑N
k=1B
(k)
i
=
E{Φ(m)Bi}
E{Bi}
= s
(m)
i ,
where the last equality is due to applying the Bayes’ formula for conditional
probability, i.e., P{Φ(m) = 1|X(0) = i} = P{X(0) = i,Φ(m) = 1}/P{X(0) = i}.
Finally, we have lim
N→∞
N−1
∑N
k=1B
(k)
i = E{Bi} = πi. All limits hold with
probability one, due to the law of large numbers. These justify the claim. 
16 H. Frydman and B.A. Surya
4 Estimation with incomplete information
4.1 The EM algorithm
Note that under complete observations, the estimators q̂
(m)
N,ij , q̂
(m)
N,i , and ŝ
(m)
N,i of the
distribution parameters of the process X (1.1) are given based on knowing the
random variable Φ
(m)
k which provides information about the underlying process
that drives the kth realization of X . Under incomplete information, where we
only know the realizations {Xk} of X , we need to replace Φ
(m)
k by the corre-
sponding estimator Φ̂
(m)
k based on the observed sample {Xk} of the process.
For this purpose, we apply the EM algorithm, see Dempster et al. [4] and
McLachlan and Krishnan [8] for more details. The first step of the iteration,
the E−step, consists of calculating the conditional expectation of the sufficient
statistics Φ
(m)
k N
(k)
ij , Φ
(m)
k N
(k)
i , Φ
(m)
k Z
(k)
i , and Φ
(m)
k B
(k)
i , given the sample {Xk}.
Then, in the M−step, the log-likelihood (3.6) is maximized, using the conditional
expectation of the sufficient statistics as its observed value. The new estimates of
the parameters are given by replacing the statistics in the estimators (3.8)-(3.11)
by their corresponding conditional expectations evaluated at the E−step.
The EM algorithm is given below, which follows by an adaptation of [6].
Step 1. Choose initial values of the distribution parameters π0,i, q
(m)
0,ij , q
(m)
0,i and
s
(m)
0,i for i, j = 1, . . . , p, and m = 1, ...,M , all denoted by a vector θ0.
Remark 4.1 Note that the estimator π̂i of the distribution πi does not get
updated at each iteration. It is estimated separately by π̂N,i (3.8).
Step 2 (E-step) For the kth realization Xk of X , recall that
fθ0(Φ
(m)
k = 1,Xk) =fθ0(Xk(0) = i)fθ0(Φ
(m)
k = 1|Xk(0) = i)
× fθ0(Xk|Φ
(m)
k = 1, Xk(0) = i)
=
(
π0,is
(m)
0,i
)B(k)i fθ0(Xk|Φ(m)k = 1, Xk(0) = i)
=
(
π0,is
(m)
0,i
)B(k)i p∏
i=1
p∏
j 6=i
(
q
(m)
0,ij
)N(k)ij e−q(m)0,ijZ(k)i .
For 1 ≤ m ≤M , compute the probability Φ̂
(m)
k = Eθ0{Φ
(m)
k
∣∣Xk} that X comes
from regime m. Given that Φ
(m)
k is a Bernoulli random variable,
Φ̂
(m)
k =fθ0(Φ
(m)
k = 1|Xk) =
fθ0(Φ
(m)
k = 1,Xk)∑M
m=1 fθ0(Φ
(m)
k = 1,Xk)
=
∏p
i=1(π0,is
(m)
0,i )
B
(k)
i
∏p
i=1
∏p
j 6=i
(
q
(m)
0,ij
)N(k)ij e−q(m)0,ijZ(k)i∑M
m=1
∏p
i=1(π0,is
(m)
0,i )
B
(k)
i
∏p
i=1
∏p
j 6=i
(
q
(m)
0,ij
)N(k)ij e−q(m)0,ijZ(k)i .
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Remark 4.2 It is straightforward to check that the probability Φ̂
(m)
k satisfies
the constraint
∑M
m=1 Φ̂
(m)
k = 1, improving the result given in [6].
Then, for i, j = 1, . . . , p and m = 1, . . . ,M , compute the conditional expec-
tation of the sufficient statistics Φ
(m)
k N
(k)
ij , Φ
(m)
k N
(k)
i , Φ
(m)
k Z
(k)
i , and Φ
(m)
k B
(k)
i ,
given the sample {Xk}. Note that the random variables N
(k)
ij , N
(k)
i , and B
(k)
i
are all adapted to the information set generated by {Xk}.
Eθ0
{
Φ
(m)
k N
(k)
ij
∣∣Xk} =Φ̂(m)k N (k)ij
Eθ0
{
Φ
(m)
k N
(k)
i
∣∣Xk} =Φ̂(m)k N (k)i
Eθ0
{
Φ
(m)
k Z
(k)
i
∣∣Xk} =Φ̂(m)k Z(k)i
Eθ0
{
Φ
(m)
k B
(k)
i
∣∣Xk} =Φ̂(m)k B(k)i .
Step 3 (M-step) Compute the new values π1,i, q
(m)
1,ij , q
(m)
1,i and s
(m)
1,i for i, j =
1, . . . , p, and m = 1, ...,M , using (3.9), (3.10), and (3.11) by
q
(m)
1,ij =
∑N
k=1 Φ̂
(m)
k N
(k)
ij∑N
k=1 Φ̂
(m)
k Z
(k)
i
,
q
(m)
1,i =
∑N
k=1 Φ̂
(m)
k N
(k)
i∑N
k=1 Φ̂
(m)
k Z
(k)
i
,
s
(m)
1,i =
∑N
k=1 Φ̂
(m)
k B
(k)
i∑N
k=1B
(k)
i
.
Notice that we have replaced the random variable Φ
(m)
k by its respective estimate
Φ̂
(m)
k . Stack all the updated estimates into a new vector θ1.
Remark 4.3 For the restricted mixture, the new update s
(m)
1,i is the same as
above. However, the updates ψ
(m)
1,i and q1,ij are given for j 6= i by
q1,i =
∑N
k=1 Φ̂
(M)
k N
(k)
i∑N
k=1 Φ̂
(M)
k Z
(k)
i
,
ψ
(m)
1,i =
∑N
k=1 Φ̂
(m)
k N
(k)
i
q1,i
∑N
k=1 Φ̂
(m)
k Z
(k)
i
,
π1,ij =
∑N
k=1N
(k)
ij∑N
k=1N
(k)
i
,
q1,ij =π1,ijq1,i,
q
(m)
1,ij =ψ
(m)
1,i q1,ij .
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Step 4 Stop if the convergence criterion is achieved. Otherwise, return to Step
1 by replacing q
(m)
0,ij , q
(m)
0,i and s
(m)
0,i for i, j = 1, . . . , p, and m = 1, ...,M , corre-
spondingly by q
(m)
1,ij , q
(m)
1,i and s
(m)
1,i for i, j = 1, . . . , p, and m = 1, ...,M .
For example, the convergence criterion is satisfied when the difference between
the updated value θ1 of each parameter and its previous value θ0 is less than a
specified small positive number, say ǫ, i.e., ||θ1 − θ0|| ≤ ǫ.
5 Simulation study
To test the performance of the estimation method, we use Monte Carlo simula-
tion to generate sample paths of the mixture process (1.1) for a given true values
of the distribution parameter. Based on the simulated sample paths, we attempt
to estimate the true distribution parameter values using the EM algorithm.
For this purpose, we assume that the mixture process X (1.1) defined on
the state space S = {1, 2, 3} is a mixture of two Markov jump processes X(m),
m = 1, 2, whose intensity matrices Q(m), m = 1, 2, can be written as
Q(m) = diag
(
q
(m)
1 , q
(m)
2 , q
(m)
3
)(
Π(m) − I
)
, (5.1)
where q
(m)
i is the exit rate from state i in the m’th Markov process X
(m),
diag
(
q
(m)
1 , q
(m)
2 , q
(m)
3
)
is the diagonal matrix, Π(m) is the transition matrix of
a discrete time Markov chain Z(m) embedded in a continuous Markov process
governed by Q(m), and I is an identity matrix. Let q(m) =
(
q
(m)
1 , q
(m)
2 , q
(m)
3
)
,
m = 1, 2. Expression (5.1) suggests the way to carry out the simulation.
5.1 Specification of the true parameters of the mixture
Parameter values set for the simulation, which include the initial distribution pi
of starting the process, the exit rates from states q
(1)
i and q
(2)
i , i = 1, 2, 3, and
the speed regime probabilities s(1) and s(2) are presented in the following Table.
State (i) πi q
(1)
i q
(2)
i s
(1)
i s
(2)
i
1 1/3 1/3 1/2 0.5 0.5
2 1/3 2/5 2/5 0.25 0.75
3 1/3 1/2 1/3 0.75 0.25
Table 1: Exit rates and switching probability.
The transition matrices of the embedded Markov chains Z(1) and Z(2) are
given respectively by
Π(1) =
 0 0.6 0.40.5 0 0.5
0.4 0.6 0
 and Π(2) =
 0 0.8 0.20.5 0 0.5
0.2 0.8 0
 .
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5.2 Simulation of the mixture sample paths on [0, T ]
From the Monte Carlo method discussed in Section 2, the sample paths of the
mixture process can be generated using the following steps.
Step 1 Draw at random an initial state X0 = i0 with the distribution pi on the
states 1, 2, 3 using the construction (2.2).
Step 2 Given the initial state i0, draw using the construction (2.3) the regime
indicator from the Bernoulli distribution with the success probability equal to
si0, where success corresponds to regime Q
(1).
Step 31 Given initial state i0 and regime m, that is Z
(m)
0 = i0, simulate using
the recursive equation (2.7) and (2.8) Z
(m)
1 as follows. Draw V1 ∼ U(0, 1).
If Z
(m)
0 = 1, use the first row of Π
(m)
If V1 ≤ π
(m)
12 , set Z
(m)
1 = 2
If V1 > π
(m)
12 , set Z
(m)
1 = 3. (5.2)
If Z
(m)
0 = 2, use the second row of Π
(m)
If V1 ≤ π
(m)
21 , set Z
(m)
1 = 1
If V1 > π
(m)
21 , set Z
(m)
1 = 3. (5.3)
If Z
(m)
0 = 3, use the third row of Π
(m)
If V1 ≤ π
(m)
31 , set Z
(m)
1 = 1
If V1 > π
(m)
31 , set Z
(m)
1 = 2. (5.4)
More generally, given Z
(m)
j−1 = ij, 1 ≤ j ≤ J , to simulate the value of Z
(m)
j draw
Vj from U(0, 1) independently of V1, V2, . . . , Vj−1 and use (5.2)-(5.4) with Z
(m)
0
replaced by Z
(m)
j−1, V1 by Vj, and Z
(m)
1 by Z
(m)
j−1. Repeating this procedure J
times will generate a sample path {Z
(m)
0 = i0, Z
(m)
1 = i1, . . . , Z
(m)
J = iJ}.
Step 4 Simulate the waiting times indicated by the path obtained in Step
3. Since waiting times in states are independent of each other and have ex-
ponential distributions with state dependent parameters we simulate them
by using independent draws from the exponential distributions correspond-
ing to the sequence of states in the simulated path. Denote the waiting time
in state ij by S
(m)
ij
. Then S
(m)
ij
has exponential distribution with parameter
q
(m)
ij
, i.e., S
(m)
ij
= − logWij/q
(m)
ij
with independently drawn Wij ∼ U(0, 1).
1For this step, we refer among others to Sigman [10].
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We sequentially generate the draws from the exponential distributions un-
til the first time their sum exceed time T , that is when the epoch time,
see (2.16), Tj :=
∑j−1
k=0 S
(m)
ik
< T and Tj+1 > T . Combining information
from Step 3 with the present one gives a sample path of X(m), see the re-
cursive equations (2.7)-(2.12) for details. This sample path is of the form
(Z
(m)
0 = i0, S
(m)
i0
, Z
(m)
1 = i1, S
(m)
i1
, . . . , Z
(m)
j = iJ , S
(m)
iJ ,c
), where iJ is the last
observed state before T and S
(m)
iJ ,c
is the censored duration in state iJ by T .
Step 5 Stop if N = the number of realizations from the mixture process,
which set to be equal to 20, 000. Otherwise go back to Step 1.
The 20, 000 realizations of the mixture process can be used as an input to the
EM algorithm for estimation of the distribution parameters.
Figure 2 displays five randomly sampled sample paths of the mixture process.
We see that on a given observation time [0, t], t > 0, each state contains a mixture
of two Markov jump processes X(1) and X(2) moving at different speed.
5.3 The EM estimation results
We generate N = 20, 000 independent sample paths of the mixture process X
making transitions on the interval [0, T ], with T = 100. Simulation results on five
randomly selected sample paths are displayed in Figure 2. The initial parameter
values for pi0 is set to be equal to the estimate p̂i, see Table 2 below, while the
switching probabilities s
(1)
0 and s
(2)
0 are chosen randomly on [0, 1], whereas the
transition matrices Π(1) and Π(2) are set to be equal to the transition matrix
Π =
 0 0.6904 0.309605032 0 0.4968
0.3067 0.6933 0
 , (5.5)
assuming that {Xk} was generated by a simple Markov process with exit rate
q = (0.3902, 0.3902, 0.4). Based on the sample paths, we obtain:
State (i) π̂i q̂
(1)
i q̂
(2)
i ŝ
(1)
i ŝ
(2)
i
1 0.3352 0.3277 0.4930 0.4913 0.5087
2 0.3351 0.3924 0.3939 0.2437 0.7563
3 0.3297 0.4978 0.3274 0.7545 0.2455
Table 2: Estimates of πi, q
(m)
i and s
(m)
i , m = 1, 2, under unrestricted model.
It is straightforward to check that ŝ
(1)
i + ŝ
(2)
i = 1 for all i = 1, . . . , p, see (1.3).
The estimate of the transition matrix Π(1) of the Markov chain Z(1) is given by
Π̂
(1)
=
 0 0.5927 0.40730.5082 0 0.4918
0.3982 0.6018 0
 ,
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whereas the estimate of the transition matrix Π(2) of Z(2) is found to be
Π̂
(2)
=
 0 0.7974 0.20260.4992 0 0.5008
0.2032 0.7968 0
 .
From the EM estimation outcomes, we observe that the estimates are rea-
sonably close enough to the true values of the distribution parameters.
5.3.1 Estimation based on the restricted mixture
The EM estimation of the distribution parameters is based on the restricted
model Q(1) = ΨQ(2), with Ψ = diag(ψ1, . . . , ψp). The initial condition for Q
(2)
is defined by the matrix Q (5.5), whilst ψi, the initial distribution πi, s
(1)
i and
s
(2)
i , for i = 1, . . . , p, are all chosen randomly on the unit interval [0, 1].
State (i) π̂i q̂
(1)
i q̂
(2)
i ŝ
(1)
i ŝ
(2)
i
1 0.3352 0.3302 0.4977 0.5446 0.4554
2 0.3351 0.3909 0.3956 0.2690 0.7310
3 0.3297 0.4922 0.3256 0.7718 0.22282
Table 3: Estimates of πi, q
(m)
i and s
(m)
i , m = 1, 2, under restricted model.
It is straightforward to check that ŝ
(1)
i + ŝ
(2)
i = 1 for all i = 1, . . . , p, see (1.3).
The estimate of the transition matrix Π(1) of the Markov chain Z(1) is
Π̂
(1)
=
 0 0.6904 0.30960.5032 0 0.4968
0.3067 0.6933 0
 ,
whereas the estimate of the transition matrix Π(2) of Z(2) is found to be
Π̂
(2)
=
 0 0.6904 0.30960.5032 0 0.4968
0.3067 0.6933 0
 ,
whilst the estimate of the speed reference variable is given by Ψ̂ =
diag(0.6635, 0.9881, 1.5118) satisfying the constraint Q̂(1) = Ψ̂Q̂(2). Notice that
the EM estimation Π̂
(m)
, m = 1, 2, is equal to the transition matrix Π (5.5) of
the Markov chain, see Remark 3.2. As we can see, the EM estimations for the
unrestricted mixture outperform that of for the restricted mixture model [6].
In the section below a statistical test is performed to compare the statistical
significance of the Markov model against the Markov mixture model, and the
restricted mixture model [6] against the unrestricted model at a certain level.
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5.4 Likelihood ratio test
To test the hypothesis H0 : q
(m)
i,j = qij for i, j = 1, . . . , p and m = 1, . . . ,M
that the simulated processes is driven by a Markov jump process against the
alternative hypothesis H1 : q
(m)
i,j 6= qij that it is a mixture of M Markov jump
processes, we apply the likelihood ratio test by adapting the one presented in [6].
The test statistic is described as follows. Under the H0 hypothesis, the likelihood
of observing N−independent realizations of the sample paths of X is given by
LMarkov(pi,Q) =
N∏
k=1
fθ0(Xk) =
N∏
k=1
p∏
i=1
(πi)
B
(k)
i
p∏
i=1
p∏
j 6=i
(qij)
N
(k)
ij e−qijZ
(k)
i ,
where Q denotes the intensity matrix of a Markov jump process and Z
(k)
i is the
total time the k−th realization Xk stays in state i. For the mixture model, the
likelihood contribution of observing the sample paths Xk is given by fθ1(Xk) =∑M
m=1 fθ1(Xk,Φ
(m)
k ). Thus, the likelihood under the mixture model is given by
LMixture
(
pi,Q(m),S(m), m = 1, . . . ,M
)
=
N∏
k=1
fθ1(Xk)
=
N∏
k=1
( M∑
m=1
p∏
i=1
(s
(m)
i πi)
B
(k)
i
p∏
i=1
p∏
j 6=i
(q
(m)
ij )
N
(k)
ij e−q
(m)
ij Z
(k)
i
)
, (5.6)
where the product is for all realizations. The likelihood ratio statistic is given by
Λ1 =
LMarkov(p̂i, Q̂)
LMixture
(
p̂i, Q̂(m), Ŝ(m), m = 1, . . . ,M
) , (5.7)
where p̂i, Q̂, Q̂(m) and Ŝ(m), with m = 1, . . . ,M , are the MLEs of pi,Q, Q(m) and
S(m), with m = 1, . . . ,M . Notice that as the two likelihoods share the same pi,
the term
∏N
k=1
∏p
i=1(πi)
B
(k)
i gets canceled out from the likelihood ratio statistic.
The statistic (5.7) is calculated for Q(m) = ΨQ and for the unrestricted model.
To test the significance of the restricted mixture model against the unre-
stricted mixture, we consider the following likelihood ratio test statistic
Λ2 =
LRestMixture
(
p̂i, Q̂,Ψ(m), Ŝ(m), m = 1, . . . ,M
)
LMixture
(
p̂i, Q̂(m), Ŝ(m), m = 1, . . . ,M
) . (5.8)
Given that the entries of intensity matrices Q, Q(m) and S(m) respectively
satisfy the constraint (1.2) and (1.3), it is known by standard theory that under
the null hypothesis −2 lnΛ1 has χ
2
d−distribution with d.f. d = p
2(m− 1). Simi-
larly, with the same arguments, under the null hypothesis H0 : ψ
(m)
i = 1, 1 ≤ i ≤
p, 1 ≤ m ≤ M − 1 versus H1 : at least one ψ
(m)
i 6= 1, 1 ≤ i ≤ p, 1 ≤ m ≤ M − 1,
the test statistic −2 lnΛ2 has χ
2
d−distribution with d.f. d = p(p− 1)(m− 1).
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On account that (5.6) admits no closed-form solution for the MLE estimates
of pi, Q(m) and S(m), with m = 1, . . . ,M , we therefore necessarily use the EM es-
timates in the test statistic (5.7) given that the estimation results are reasonably
close enough to the actual parameter values of the mixture distribution.
Based on the MLE estimations, the likelihood ratio statistic −2 lnΛ1 for com-
paring the Markov model against the alternative restricted mixture model and
unrestricted mixture model has in each case the observe value 2.4311 + 04 and
8.0193e+03, respectively. On the other hand, we have −2 lnΛ2 = 1.6291e+04.
Each alternative is found to be significant at the level α = 5%. We therefore con-
clude that unrestricted mixture model is found to be statistically more significant
at the level α = 5% than the Markov and restricted mixture models.
6 Conclusions
We have developed tractable construction of a continuous-time stochastic process
based on a finite mixture of right-continuous Markov jump processes moving at
different speeds on the same finite state space. As discussed in more details in
Frydman and Schuermann [5] and Surya ([12], [13]), that unlike the underlying
Markov processes the mixture itself lacks stationarity and the Markov property.
Monte Carlo method for simulating the process was discussed along with
proving distributional equivalence between the simulated process and the the-
oretical corresponding process. Maximum likelihood estimation was presented
for complete and incomplete information. Under complete information, consis-
tent estimators of the distribution parameters were obtained in closed form in
terms of sufficient statistics of the process. The EM estimation was proposed for
incomplete information knowing only the sample paths of the process.
Based on Monte Carlo simulation, the EM estimations for the unrestricted
mixture were shown to be close enough to the actual value of the distribution
parameters, and is found to be statistically significant based on the likelihood
ratio test statistic at the level α = 5% compared to the Markov model and
restricted mixture model [6]. The results presented in this paper offer appealing
features for various applications, for instance in estimating the distribution of
first exit time to absorbing state of the mixture process, see for e.g. Surya [11].
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