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We propose a methodical approach to controlling and enhancing deviations from exponential decay
in quantum and optical systems by exploiting recent progress surrounding another subtle effect:
the bound states in continuum, which have been observed in optical waveguide array experiments
within this past decade. Specifically, we show that by populating an initial state orthogonal to that
of the bound state in continuum, it is possible to engineer system parameters for which the usual
exponential decay process is suppressed in favor of inverse power law dynamics and coherent effects
that typically would be extremely difficult to detect in experiment. We demonstrate our method
using a model based on an optical waveguide array experiment, and further show that the method
is robust even in the face of significant detuning from the precise location of the bound state in
continuum.
A bound state in continuum (BIC) represents a lo-
calized eigenmode with energy eigenvalue that, counter-
intuitively, resides directly within the scattering contin-
uum of a given physical system. Although the existence
of such modes were first predicted in 1929 [1], the phe-
nomenon is so delicate that they were not observed until
much more recently [2]; for example, in optical waveguide
array experiments [3–6]. Lasing action has also recently
been reported for a cavity supporting BICs [7]. In this
work, we propose to apply these recent technical advances
in optical control of the BIC to the study of another often
elusive phenomenon: long-time non-exponential decay.
In many familiar circumstances, such as atomic relax-
ation, we tend to think of quantum decay as essentially
an exponential process. More precisely, exponential de-
cay tends to manifest when an unstable eigenmode (such
as an excited atomic level) is resonant with an energy
continuum (environmental reservoir, such as the electro-
magnetic vacuum) to which it is coupled. However, it
can be shown that in fact all quantum systems follow
non-exponential dynamics on very short and extremely
long timescales. These deviations occur as a direct result
of the existence of at least one threshold on the energy
continuum in such systems [8–15]. While these effects are
ubiquitous in quantum systems, they are unfortunately
quite difficult to detect under ordinary circumstances and
hence have been measured only in a small handful of ex-
periments [16–21]. The short-time deviation, which can
give rise to both decelerated [22] and accelerated [23] de-
cay under frequent system observations [17, 20–22] or
modulation of the environmental coupling [18], requires
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ultra-precision to detect that is often difficult to achieve
in the lab. Ref. [24] uses the properties of a BIC to study
these short-time effects.
The long-time deviation, meanwhile, has proven even
more challenging [19]. The difficulty originates in that
the effect usually does not appear until many lifetimes of
the exponential decay have passed, by which time the sur-
vival probability is so depleted that it is rendered unde-
tectable. A handful of theory papers have suggested spe-
cial circumstances to enhance the long-time effect; these
mostly require an initially prepared state near the thresh-
old, usually combined with other conditions [13, 25–32].
See also the recent experiment [33].
In this paper we take advantage of the simple geometric
shape of the BIC to present a qualitatively different and
more easily generalized scheme by which the long-time
deviation can be enhanced. While it is clear from the out-
set that the usual exponential decay associated with the
resonance is suppressed when the BIC condition is satis-
fied, if one were to directly populate the BIC itself then
one would observe a simple stable evolution, as the BIC
is of course an eigenstate of the Hamiltonian. However,
we show that by populating a state that is orthogonal
to the BIC we can take advantage of the suppression of
the exponential effect while avoiding the stability associ-
ated with the BIC itself. The non-exponential dynamics
can then drive the evolution on all timescales. What’s
more, we demonstrate in our example below that the ex-
ponential effect can be dramatically suppressed even with
significant detuning from the BIC, although the choice of
BIC-orthogonal initial state is still essential.
We illustrate our method relying on a simple tight-
binding model that can be viewed analogously to one of
the previously mentioned optical waveguide array exper-
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2iments. Our Hamiltonian is written
H = d|d〉〈d| − J
∞∑
n=1
(|n〉〈n+ 1|+ |n+ 1〉〈n|)
−g (|d〉〈2|+ |2〉〈d|) , (1)
in which the second term represents the semi-infinite ar-
ray with nearest-neighbor hopping parameter −J and the
chain is side-coupled at site |2〉 to an “impurity” element
|d〉. After we set the energy units according to J = 1,
the adjustable parameters in the system are the chain-
impurity coupling −g and the impurity energy level d.
This model captures the essential features of the waveg-
uide array experiment in Ref. [6] (see Ref. [34] as well
as [35]), when we view time evolution in the present con-
text analogously to longitudinal propagation within the
waveguides. This model can be partially diagonalized
by introducing a half-range Fourier series on the chain
according to |n〉 =
√
2
pi
´ pi
0
dk sinnk|k〉, after which we
have
H = d|d〉〈d|+
ˆ pi
0
dk Ek|k〉〈k|
+g
ˆ pi
0
dk Vk (|d〉〈k|+ |k〉〈d|) (2)
where Vk = −
√
2
pi sin 2k and the continuum is given by
Ek = −2J cos k over k ∈ [0, pi]. Note from here we will
measure the energy in units of J = 1.
The discrete spectrum for this model can be obtained,
for example, from the resolvent operator
〈d| 1
z −H |d〉 =
1
z − d − Σ(z) (3)
in which the self-energy function Σ(z) = g2
´ pi
0
dk |Vk|
2
z−Ek is
evaluated as
Σ(z) =
zg2
2
[
z2 − 2− z
√
z2 − 4
]
(4)
in the first Riemann sheet [see Ref. [55] for discussion
of the analytic properties of Σ(z)]. Notice that a pole
occurs in Eq. (3) at z = 0 after choosing d = 0; this is
the BIC solution for this model, which resides directly at
the center of the continuum z ∈ [−2, 2] (defined by the
range of Ek) and which takes the form
|ψBIC〉 = 1√
1 + g2
(|d〉 − g|1〉) . (5)
We here emphasize that the BIC state can be understood
as a resonance with vanishing decay width [2, 35–50]. In
this picture, the ordinary resonance represents a general-
ized eigenstate with complex energy eigenvalue, for which
the imaginary part of the eigenvalue gives the exponen-
tial decay half-width. When the BIC condition d = 0
is fulfilled the imaginary part of this eigenvalue vanishes,
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Figure 1. (color online) Discrete spectrum of our model as
a function of g in the case d = 0. The BIC appears at
zBIC = 0. The other two solutions are virtual bound states
(dashed curves) for g < 1; they become bound states for
g > 1. (Energy is measured in units of J = 1 throughout
the paper.)
yielding a bound state residing directly in the scatter-
ing continuum. When d 6= 0 the complex eigenvalue is
restored and the exponential decay would generally be
expected to reappear.
It is easy to show that there exist two further solutions
for the d = 0 case with eigenvalues given by z± = ±zg,
in which
zg = g +
1
g
. (6)
For g > 1 these two solutions constitute localized bound
states residing on the first Riemann sheet of the complex
energy plane, while for g < 1 they transition to so-called
virtual bound states (or anti-bound states), which are
delocalized pseudo-states with real eigenvalue resting in
the second sheet [13, 31, 51–54], see Fig 1. While the
virtual bound states do not appear in the diagonalized
Hamiltonian, they nevertheless have a similar influence
on the long-time power law decay as do the bound states
[13]. Specifically, we will show that the timescale char-
acterizing the non-exponential decay is proportional to
∆−1g , where
∆g ≡ zg − 2. (7)
is defined as the gap between either of the (virtual) bound
state energies and the nearest band edge. Note we will
particularly focus on the g ≤ 1 portion of the parame-
ter space as the absence of bound states here means that
nothing inhibits the non-exponential decay. (For com-
parison, we will also briefly discuss the g > 1 evolution.)
As previously discussed, if we were to consider the evo-
lution of the BIC state itself, the initial state would sim-
ply remain occupied for all time as |ψBIC〉 is an eigenstate
of H with energy eigenvalue z = 0. However, by instead
3choosing the (simplest) BIC-orthogonal state
|ψ⊥〉 = 1√
1 + g2
(g|d〉+ |1〉) (8)
as our initial state, we obtain complete non-exponential
decay for any value g ≤ 1, as shown below 1. To analyze
the evolution of |ψ⊥〉, we evaluate the survival probabil-
ity P⊥(t) = |A⊥(t)|2, in which the survival amplitude is
given by
A⊥(t) = 〈ψ⊥|e−iHt|ψ⊥〉 = 1
2pii
ˆ
CE
e−izt〈ψ⊥| 1
z −H |ψ⊥〉 dz.
(9)
Here CE is a counter-clockwise integration contour sur-
rounding the real axis in the first Riemann sheet of the
complex energy plane, which includes the branch cut
along z ∈ [−2, 2] as well as any bound states. We can
apply various methods to evaluate this integral, for exam-
ple by directly computing the relevant matrix elements
of the resolvent operator and integrating over these or
by applying an expansion in terms of the eigenstates of
the generalized discrete spectrum of the model as in Ref.
[54]. By either method we obtain the following results.
For the case g > 1 there are two bound states included
in the contour for Eq. (9). The survival amplitude in
this case evaluates as
A⊥(t) =
g2 − 1
g2
cos zgt+Abr(t), (10)
in which the first term represents the combined contri-
butions from the two bound states while
Abr(t) =
1 + g2
4piig2
ˆ
Cbr
dze−izt
√
z2 − 4
z2 − z2g
. (11)
is an integration along the contour Cbr surrounding the
branch cut in a counter-clockwise manner in the complex
energy plane. The decay in this case is non-exponential
but incomplete due to the presence of the bound states
[25–27]. This can be seen for the case g = 1.1 in Fig.
2(a).
Meanwhile for the case g ≤ 1, the bound states have
become virtual bound states and the evolution is now de-
termined entirely by the non-Markovian branch cut con-
tribution A⊥(t) = Abr(t). We find that this expression
yields two distinct time regions, in which the integral is
most easily estimated by somewhat different methods.
First there is a short/intermediate time region, in which
we first apply a fraction decomposition to the denomina-
tor of Eq. (11); this yields two simpler integrals, one as-
sociated with the upper virtual bound state and the other
associated with the lower. As outlined in [55], these two
1 One might pause at the inclusion of the site |1〉 that is technically
part of the reservoir in this initial state. However, |1〉 could
equivalently be viewed as a second impurity element [55].
integrals can be evaluated in terms of Bessel functions by
methods similar to those used in Ref. [32], which yields
Abr(t) ≈ 1
g
J0(2t)− 1− g
g
cos 2t; (12)
this expression holds for all t  T∆ where T∆ is writ-
ten as T∆ = 1/∆g = g/(1 − g)2 in terms of the en-
ergy gap between the virtual bound states and their re-
spective nearby band edges. On the earliest timescale
t  TZ with TZ = 1, this expression yields the usual
short time parabolic dynamics PZ(t) ≈ 1−Ct2, in which
C = (g + g2 + g3 − 1)/g2.
Then, in the intermediate time region TZ  t  T∆,
we can approximate the Bessel function in the first term
of Eq. (12) to write
ANZ(t) ≈ cos(2t− pi/4)
g
√
pit
− 1− g
g
cos 2t. (13)
We refer to this time region including characteristic 1/t
decay as the non-exponential near zone (NZ) [13], which
we can roughly think of as having replaced the usual
exponential decay regime. For values g . 1 fairly close
to the g = 1 localization transition, the first term in
Eq. (13) tends to dominate the evolution early in the
near zone, while the second term provides only a small
correction. Estimating the evolution in this case yields
PNZ,early(t) ≈ cos
2 (2t− pi/4)
pig2t
, (14)
which can be seen for the case g = 0.98 in Fig. 2(c,d).
As we move later into the near zone, the first term de-
cays sufficiently so that the second term becomes non-
negligible; we can estimate this as when the second
term is about 10% of the first, which gives t = TVR ∼
1/
[
100pi(1− g)2] = 1/ [100pig] ∗ T∆. This implies we
should be fairly close to the transition point g = 1 to
observe the pure 1/t dynamics. For example, in the
case g = 0.98 shown in Fig. 2(d), we can already see a
small influence from the second term of Eq. (13) around
t & TVR ≈ 8.0 as the last three visible oscillation cy-
cles show a slight deviation from the Eq. (14) prediction,
which the second term of Eq. (13) [not shown] captures
very well. We will return to the physical interpretation
of this second term momentarily.
Next appears the asymptotic time region T∆  t dur-
ing which the dynamics are instead described by a 1/t3
power law decay. To show this, we return to the (exact)
integral expression for the survival amplitude appearing
in Eq. (11) and instead proceed by deforming the con-
tour Cbr surrounding the branch cut by dragging it out
to infinity in the lower half of the complex energy plane,
as described in [55]. Following this procedure, we obtain
PFZ(t) ≈
(
1 + g2
)2
cos2 (2t− 3pi/4)
pig4∆2g (2 + zg)
2
t3
, (15)
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Figure 2. (color online) Numerical simulations for the survival probability of |ψ⊥〉 at time t for d = 0 and (a) g = 1.1 (linear
plot, inset: log-log plot), (b) g = 1.0 (log-log plot), and (c, d, e) g=0.98 (c: log-log plot, d: early near zone close-up, and e: far
zone close-up). The green dashed (orange dotted) lines indicate the 1/t (1/t3) dynamics. The numerical method is described
in [55]. (Time t is measured in units 1/J in which J = 1.)
with the characteristic 1/t3 decay that is typical of odd
dimensional systems on long timescales [13, 56–60]. We
refer to this as the non-exponential far zone (FZ). The
far zone dynamics can be seen for the g = 0.98 case in
Fig. 2(c,e).
We emphasize three further points about these results
as follows. First, we draw attention more carefully to
the occurrence of oscillations in both time zones, which
are due to interference between the contributions from
the two band edges. These contributions are equally
weighted because the BIC occurs at the center of the
continuum band in the present case. Notice further that
a pi/2 phase shift occurs between the early near zone
result Eq. (14) and the far zone Eq. (15). These oscilla-
tions and the resulting phase shift are highlighted in Fig.
2(d,e). While similar oscillations have been previously
predicted in the far zone [30, 32, 60], we believe the near
zone oscillations as well as the resulting phase shift are
new — indeed, outside of our choice for the initial state,
these would almost certainly be obscured by the expo-
nential decay. Second, we return our attention to the
second term of Eq. (13), which becomes relatively more
pronounced later in the near zone; however, counterintu-
itively perhaps, it vanishes in the far zone2. Notice this
term takes the form of a Rabi-like oscillation between the
band edges at z = ±2. We refer to this effect as a virtual
Rabi oscillation, which is intended to reflect its transient
nature. A further interesting point is that the virtual
2 The reason for this is discussed in pp. 21-22 of Ref. [54].
Rabi oscillation plays a role in facilitating the phase shift
from the early near zone into the far zone [55].
Third, notice that when we are directly at the local-
ization transition at g = 1, the second term in Eq. (13)
vanishes. Further, since the key timescale T∆ is inversely
proportional to ∆g, as we approach g = 1 from below
the energy gap ∆g closes and T∆ diverges. Hence, in this
case, Eq. (14) describes the dynamics accurately for all
TZ  t, which is shown in Fig. 2(b) (see also Ref. [13]
for discussion relevant to this point as well as the influ-
ence of a virtual bound state on the power law decay).
We can quantify the divergence of the timescale T∆ in
terms of the distance δ from the transition point g = 1
after reparameterizing according to g ≡ 1 − δ; then the
timescale diverges like T∆ ∼ 1/δ2 as δ → 0.
While the preceding analysis gives a clear picture of
the types of evolution we can expect for the state |ψ⊥〉,
it is still a bit idealized in comparison to experiment in
two ways that we will account for below. First, in a real
experiment it would be difficult to tune exactly to the
BIC at d = 0; since the BIC is just the special case of
a resonance with zero decay width, as we introduce de-
tuning d 6= 0 the resonance must reappear, which we
could expect might perturb the non-exponential evolu-
tion of P⊥(t). The complex eigenvalue of the resonance
state can be expanded in the vicinity of the BIC up to
second order in d as zres ≈ d/(1 + g2) − iΓ/2 with
Γ = 2g22d/(1 + g
2)3, which of course reduces to zBIC = 0
in the limit d = 0. However, when we examine P⊥(t)
(red curve in Fig. 3 for g = 0.9, as an example), we
find that the resonance has virtually no influence on the
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Figure 3. Numerical simulations for the survival probability
and the non-escape probability for detuning from the BIC for
g = 0.9 and (a) d = 0.005, (b) d = 0.2, and (c) d = 0.35.
(Time t is measured in units 1/J in which J = 1.)
survival probability, even for moderately large detuning
values d 6= 0. We can obtain an understanding for this
by calculating the resonance pole contribution to P⊥(t).
Performing first a simple calculation for the pole contri-
bution to the amplitude 〈ψ⊥|e−iHt|ψ⊥〉 reveals that, due
to the geometric shape of the BIC-orthogonal state, both
the lowest order and next-lowest order contributions in
d cancel out, which yields
P⊥,res(t) ≈ g
44d
(1 + g2)
8 e
−Γt. (16)
The pre-factor in this expression, which is fourth order in
d, assures that the exponential effect will be quite small
for almost any d ' 0 regardless of the value of g. For
example, even for modest detuning d = 0.2 and g = 0.9
in Fig. 3(b) [red curve], we have g44d/
(
1 + g2
)8 ∼ 10−5.
Second, while preparation of the initial state |ψ⊥〉
seems feasible, measuring the precise output state 〈ψ⊥|
might prove more challenging. Instead, it may be more
realistic to consider the quantity
P1d(t) ≡ |〈1|e−iHt|ψ⊥〉|2 + |〈d|e−iHt|ψ⊥〉|2, (17)
which is equivalent to the non-escape probability that has
appeared in the literature previously [12, 57–59, 61]. It
can easily be shown that P1d(t) = P⊥(t) for the case
d = 0, and hence all of our preceding detailed analytical
results still apply directly at the BIC. As shown in Fig.
3, the difference between P1d(t) [blue curve] and P⊥(t)
[red curve] appears first well into the long time region
for small d 6= 0 and moves gradually to earlier times as
we increase the detuning. The origin of the difference
between the two quantities is easy to understand as it
seems to be entirely attributable to the fact that only
the lowest-order contribution in d cancels out when we
calculate the resonance pole contribution to the ampli-
tude for the non-escape probability P1d(t). In particular,
we find
P1d,res(t) ≈ g
22d
(1 + g2)
4 e
−Γt, (18)
which is still small, but has some noticeable influence on
the spectrum in some cases. For example, in Fig. 3 (b)
for d = 0.2 we see the resonance pole with magnitude
g22d/
(
1 + g2
)4 ∼ 0.003 introduces exponential dynam-
ics into P1d(t) around t & 10, although this only lasts
for a few lifetimes τ = 2/Γ ∼ 360, which leaves the non-
escape probability relatively intact when this quantity
rejoins with P⊥(t) as the 1/t3 far zone dynamics kick in.
We note that P1d(t) also exhibits the interesting feature
of pre-exponential decay that extends beyond the usual
parabolic dynamics in the region 1 . t . 10. As we fur-
ther increase d as in Fig. 3 (c), we find the exponential
decay region lasts even fewer lifetimes as the difference
between P1d(t) and P⊥(t) again becomes diminished.
In this work we have shown that by populating a state
that lies orthogonal to a bound state in continuum one
can observe non-exponential dynamics that are usually
overwhelmingly suppressed when the resonance condition
is satisfied. Note that for the present model we could con-
sider the evolution of more general BIC orthogonal states
such as g|d〉+ |1〉+∑∞n=2 wn|n〉 that include elements of
the chain beyond the BIC sector. We briefly comment
on a representative example of this more general con-
figuration in Ref. [55], where we show that including a
single site from the chain can suppress oscillations in the
survival probability.
We briefly note we have focused here on bound states in
continuum that appear purely due to interference effects
as originally proposed by von Neumann and Wigner in
1929 [1]. We have not directly addressed “accidental”
BICs [62] that exhibit interesting topological properties
[2, 7, 63, 64], although the study of BIC-orthogonal states
in this context might prove fruitful as well.
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S1. SUPPLEMENTARY MATERIAL:
DERIVATION OF RESOLVENT OPERATOR
AND SELF-ENERGY
To obtain the explicit expression for the resolvent op-
erator, we first rewrite the Hamiltonian from the main
text as H = H0 + V , in which
H0 = d|d〉〈d|+
ˆ pi
0
dk Ek|k〉〈k| (S1)
and
V = g
ˆ pi
0
dk Vk (|d〉〈k|+ |k〉〈d|) . (S2)
Then after applying a simple operator expansion
〈d| 1
z −H |d〉 = 〈d|
(
1
z −H0 +
1
z −H0V
1
z −H0
+
1
z −H0V
1
z −H0V
1
z −H
)
|d〉,(S3)
we can easily solve for the explicit form of the resolvent
operator 〈d|(z−H)−1|d〉 = (z−d−Σ(z))−1 given in the
main text (note the second term of the above expansion
vanishes).
Our next task is to perform the necessary integration
to obtain the explicit form of the self-energy function
Σ(z). This can be achieved through a variety of methods;
for example, by applying the integration transformation
w = eik we can write
Σ(z) = g2
ˆ pi
0
|Vk|2
z − Ek dk =
g2
pi
ˆ pi
−pi
dk
sin2 2k
z + 2 cos k
= − g
2
2pii
˛
Λ
dw
w4 − 1
(w − w1)(w − w2) (S4)
in which Λ is the counter-clockwise contour just inside
the unit circle in the complex w-plane and w1,2 = (−z ±√
z2 − 4)/2. Since w1w2 = 1, if w1 satisfies |w1| < 1 then
we must have |w2| > 1 (or vice versa) and hence exactly
one solution always falls inside the unit circle (we treat
the situation |w1| = |w2| = 1 as a limit of the other two
cases). Evaluating the integral as a residue then yields
the expression for the self-energy reported in the main
text, where the sign in front of the square root is a − (+)
whenever the solution w1 (w2) appears inside the unit
circle.
For the case of a bound state satisfying z > 2, one
can show the |w1| < 1 case holds. Taking the residue in
Eq. (S4) then yields the expression for the self-energy re-
ported in the main text. As an explicit example, consider
the upper bound state z+ appearing in the case d = 0
and g > 1 from the main text. With z+ = g + 1/g we
find w1(z+) = −1/g, so that −1 < w1 < 0 inside the
unit circle in the complex w-plane, as expected. Note
that we can also determine the wave vector k+ that ap-
pears in the associated wave function 〈x|ψ+〉 ∼ eik+x
from the dispersion relation z+ = −2 cos k+. Taking
eik+ = −1/g gives k+ = pi + i log g with Im k+ > 0 for
g > 1, which indeed yields a localized wave function.
This verifies that z+ is indeed a bound state eigenvalue
in this case, residing in the first Riemann sheet of the
complex z plane. For the case g < 1, we are forced to an-
alytically continue this solution into the second Riemann
sheet as w1 < −1 passes outside the unit circle. Instead,
we now have −1 < w2 < 0 so that w2 = −g is the pole
appearing inside the contour integration of Eq. (S4), re-
sulting in a sign change for the non-analytic part of the
self-energy for the solution z = z+. The wave function
associated with this eigenvalue now becomes divergent as
the wave vector is most naturally written in this case as
k+ = pi − i log g¯ with g¯ = g−1 > 1 and Im k+ < 0.
One can perform a similar analysis for the lower (vir-
tual) bound state satisfying z− < −2, except that w1 and
w2 switch roles compared to the above explanation; this
implies the sign in front of the non-analytic part of the
self-energy is reversed compared to scenario for the upper
bound state z+. Note this requires that the sign desig-
nation for the lower bound state is opposite that of the
upper bound state, without performing analytic contin-
uation into the second Riemann sheet. (This point can
also be shown independently from the present analysis
by working directly with the expression reported for the
self-energy in the main text.) Finally, the wave vector in
this case is given by k− = i log g.
We note this expression for the self-energy from the
main text has appeared in the literature previously [34,
35].
S2. DETAILS OF APPROXIMATE DYNAMICS
We start with the exact expression for the dynamics
associated with the branch cut taken from the main text
Abr(t) =
1 + g2
4piig2
ˆ
Cbr
dze−izt
√
z2 − 4
z2 − z2g
. (S5)
In Sec. S2A we outline the approximations for the
short/intermediate time region and make a brief com-
ment on the influence of the virtual Rabi oscillation on
the phase in the near zone, while in Sec. S2B we describe
corresponding approximations for the far zone. In Sec.
S2C we present some plots for additional g values com-
pared to the main text and briefly discuss these. Note
that d = 0 for all simulations in this document.
A. Short/intermediate time region
We begin the derivation by performing a fraction de-
composition on the integrand of Eq. (S5) in order to
rewrite this as
Abr(t) = − 1
2g
(I(z+)− I(z−)) (S6)
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Figure S1. Survival probability of |ψ⊥〉 at time t for d = 0 and (a-c) g = 0.9 and (d-f) g = 0.7. (Compare with Fig. 2 from
the main text. Note t is measured in units 1/J in which J = 1.)
in which
I(zn) ≡ − 1
2pi
ˆ
Cbr
dze−izt
√
1− z2/4
z − zn . (S7)
From this point, we can apply methods similar to those
appearing in Apps. C and D of Ref. [32] to evaluate this
integral; we eventually obtain
I(±zg) = e∓izgt
[
∓g − i
ˆ t
0
dτeizgτ
J1(2τ)
τ
]
, (S8)
in which the first term is a pole contribution associated
with the virtual bound states. In the short/intermediate
time region delimited by ∆gt  1 (t  T∆), we can
approximate the integral as
I(±zg) ≈ ±e∓izgt
[
1− g − e±2it (J0(2t)∓ iJ1(2t))
]
,
(S9)
Plugging this result into Eq. (S6) gives
Abr(t) ≈ 1
g
[(g − 1) cos zgt+ cos(∆gt)J0(2t)
− sin(∆gt)J1(2t)] . (S10)
After applying the approximation ∆gt 1 again we ob-
tain the result in the main text Eq. (12).
As mentioned in the main text, the virtual Rabi oscil-
lation plays a role in facilitating the phase shift from the
early near zone (with phase pi/4) to the far zone (with
phase 3pi/4). For example, at time t = g/4pi ∗ T∆ ∼
T∆/10 in the near zone evolution the coefficient of the
second term in Eq. (13) from the main text has exactly
half the magnitude of that of the first term; in this mo-
ment, the effective phase of the two combined terms can
be shown to be φ1/2 = arctan(
√
2/(
√
2 − 1)) ≈ 0.4093pi,
which indeed satisfies pi/4 < φ1/2 < 3pi/4.
B. Asymptotic time region (far zone)
In the case of the asymptotic time zone t  T∆, we
find it most convenient to evaluate the integral Eq. (S5)
using methods similar to those used in Ref. [13]. We be-
gin by dragging the contour Cbr surrounding the branch
cut out to infinity in the lower half of the complex en-
ergy plane. After this, the only non-vanishing portions of
the integration are the contours A∓(t) running from the
two branch points out to infinity in the lower half plane.
These portions are written as
A∓(t) =
1 + g2
2piig2
ˆ ∓2−i∞
∓2
dze−izt
√
z2 − 4
(z − z−) (z − z+) .
(S11)
Applying an integration variable transform s ≡ it(z ± 2)
yields
A∓(t) =
i
(
1 + g2
)
e±2it
2pig2t2
ˆ ∞
0
dse−s
√
s2 ∓ 4ist
∓∆g (2 + zg) + 4i st ∓ s
2
t2
.
(S12)
For very large t the first term in the denominator is much
larger than the other two terms, which can be safely ne-
glected. Performing the remaining simplified integration
and combining A± we obtain the result reported for the
far zone in Eq. (15) of the main text.
C. Near zone/far zone transition: plots for
additional cases
In Fig. S1(a-c) we plot the survival probability P⊥(t)
for g = 0.9, similar to the case g = 0.98 that was pre-
sented in Fig. 2(c-e) of the main text; only here we are a
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Figure S2. Closer view of near zone plot from Fig. S1(b),
including comparison with analytic approximation resulting
from including both terms of Eq. (13) [dashed-dotted curve]
in the main text. (Note time t is measured in units 1/J in
which J = 1.)
bit further away from the localization transition at g = 1.
We see in Fig. S1(b) for this case that the early near zone
1/t prediction gives only a rough description in terms of
the amplitude of P⊥(t); however, the phase prediction
cos2(2t− pi/4) is still accurate. We can improve our ap-
proximation for the amplitude by including the second
term from Eq. (13) in the main text, which is shown
explicitly as the dashed-dotted curve in Fig. S2. We can
estimate the point Tbr at which this approximation, too,
begins to breakdown as about 10% of T∆. For g = 0.9 we
find this occurs around t ≈ 9, in rough agreement with
Fig. S2.
We plot the same in Fig. S1(d-f) for g = 0.7, sig-
nificantly further from the g = 1 localization transi-
tion. In this case, our analytic near zone approximation
breaks down, as 10% of T∆ occurs at about t ≈ 0.7,
before the near zone dynamics even emerge. However,
we still achieve our primary objective of complete non-
exponential decay.
If we keep decreasing the value of g, eventually around
g ≈ 0.38 we obtain T∆ ∼ 1. For this and any smaller val-
ues of g the near zone is entirely squeezed out and the sys-
tem will instead transition from the early time parabolic
(Zeno) dynamics directly into the 1/t3 far zone decay.
But again, the evolution is still entirely non-exponential.
We comment that all numerical results in this work
were obtained by evolving a chain in the site repre-
sentation (with up to 16000 elements) according to the
Schrödinger equation using a variable-order variable-step
Adams method.
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Figure S3. Numerical simulations for the survival probability
for the |ψw〉 state with g = 0.9, d = 0 and (a) w = 0.1, (b)
w = 0.5, (c) w = 1.0, and (d) w = 2.0. (Note t is measured
in units 1/J in which J = 1.)
S3. CHAIN-INDUCED EFFECTIVE
DECOHERENCE
Here we briefly consider the evolution of a slightly more
general BIC orthogonal state, written as
|ψw〉 = Nw (g|d〉+ |1〉+ w|2〉) (S13)
in which N2w = (1 + g2 + w2)−1. Here we have included
a single site |2〉 from the chain outside of the subspace
spanned by the BIC itself, with amplitude w. In Fig.
S3 we show how the inclusion of this site modifies the
evolution for g = 0.9. In Fig. S3 (a-c), we see that in-
creasing the value of w in the range w ≤ 1 results in the
oscillations we observed in the main text becoming grad-
ually damped out, with near total damping occurring for
w = 1. By contrast, the oscillations return for w values
much larger than 1 as shown in Fig. S3 (d).
Extending from this observation, in Fig. S4 we plot
numerical simulations for the survival probability of |ψw〉
for w = 1 over a variety of g values. We observe that the
near-total suppression of the oscillations occurs for a wide
range of g values in the vicinity of g = 1.
We can gain insight into the mechanism of this sup-
pression through the following analytic approximations.
We begin by writing the survival probability for this state
Pw(t) = |Aw(t)|2, in which
Aw(t) = 〈ψw|e−iHt|ψw〉 = 1
2pii
ˆ
CE
dz e−izt〈ψw| 1
z −H |ψw〉
=
N2w
2pii
ˆ
CE
dz e−izt (σ1(z) +Q(z)Gdd(z)) . (S14)
Here we have
σ1(z) =
z −√z2 − 4
2
, (S15)
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Figure S4. Numerical simulations for the survival probability
for the |ψw〉 state for w = 1 and d = 0 with various values of
g. Predictions for the near zone at g = 1 [Eq. (S21), dashed
line] and the far zone [Eq. (S20), dotted line] are indicated.
(Note values g = 1.1 and g = 1 compare with Fig. 2 (a)
and (b), respectively, in the main text. Also note time t is
measured in units 1/J in which J = 1.)
Q(z) = g2 + [σ1(z)]
2 (
2g2 − 2g2wz
+g2 [σ1(z)]
2 − 2wz + w2z2
)
, (S16)
and Gdd(z) = (z − d − Σ(z))−1 is the resolvent operator
at the impurity site, Eq. (3) from the main text.
Focusing on the case w = 1 as a quick example, it can
be shown that Q(z) simplifies a bit as
Q(z) =
(
1 + g2
)
z (z − 2) [σ1(z)]2 . (S17)
Note the useful relation σ1(z) + 1/σ1(z) = z has been
applied here. Eq. (S17) can in turn be used to simplify
the integrand of Eq. (S14) such that we obtain
Aw(t) =
N2w
4pii
ˆ
CE
dz e−izt
(z − gzg)2
√
z2 − 4
(z − zg) (z + zg) . (S18)
Note the presence of the (z−gzg)2 factor in the numerator
of the integrand. Since the dominant contribution to the
integration comes from around the branch points z =
±2 and since gzg = 1 + g2 ≈ 2 in the vicinity of g ∼
1, this factor is very small for the contribution coming
from the upper branch cut (if we had chosen w = −1, it
would instead be the lower branch cut contribution that
would be very small). Since there is one overwhelmingly
dominant contribution, the oscillations between the two
band edges are greatly diminished, which explains the
effective decoherence observed in Figs. S3 and S4.
To see this more explicitly, we carry out the integra-
tion for the far zone in the g 6= 1 case by dragging the
integration contour out to infinity in the lower half plane
similar to Sec. S2B. Doing so we find there are again the
two contributions Aw(t) = A+,w(t) +A−,w(t) in which
A∓,w(t) = ∓N
2
w (∓2− gzg)2 e∓i(2t−pi/4)
2
√
pig2 (2 + zg) ∆gt3/2
. (S19)
(a) 
(b) 
  
€ 
εd
  
€ 
−g   
€ 
− J
  
€ 
−g1
  
€ 
−g
  
€ 
ε1
  
€ 
εd
  
€ 
− J
1	 2	 3	 4	
€ 
∞
€ 
∞
2	 3	 4	
Figure S5. (a) Original geometry from the main text with
a single side-coupled impurity |d〉; (b) alternative geometry
with two impurities, |d〉 and |1〉. The second model reduces
to the first for g1 = J and 1 = 0.
Hence we immediately see the A+(t) contribution will
indeed be quite small for g ∼ 1. The far zone evolution
is then approximately described by
PFZ,w(t) ≈ (2 + gzg)
4
4pig4 (2 + g2)
2
(2 + zg)
2
∆2gt
3
, (S20)
which predicts the slope in Fig. S4 quite well (red dotted
lines), even in the case g = 0.7 not so near the localization
transition at g = 1. [Compare this result with Eq. (15)
in the main text.]
In the special case g = 1 notice that z−gzg = z−2 ex-
actly, which results in the upper band edge contribution
vanishing entirely. The timescale T∆ also diverges as the
gap ∆g closes (just as in the main text), which leads to
an asymptotic near zone (1/t) description
Pw(t) ≈ 16/9pit. (S21)
This again agrees very well (green dashed line) with the
numerical simulation in Fig. S4. [Compare this result
with Eq. (14) in the main text.]
S4. BRIEF COMMENT ON MODEL
GEOMETRY
In this work, we have relied on the model depicted in
Fig. S5(a) to illustrate our idea about populating a BIC-
orthogonal state to suppress the exponential decay pro-
cess. This model consists of a semi-infinite tight-binding
chain (with sites n = 1, 2, ...∞) coupled to an ‘impu-
rity’ (discrete) state |d〉. One might pause when con-
sidering that the initial state studied in this work (the
BIC-orthogonal state) is a combination of the impurity
|d〉 and an element taken from the chain |1〉, the latter
of which is included in the environment portion of the
Hamiltonian as it is written in Eq. (1) in the main text.
However, we emphasize here that viewing the |1〉 state
as part of the environment is rather arbitrary, as one
S5
could easily imagine a slightly more general model, con-
sisting of a double impurity sector as illustrated in Fig.
S5(b). Here we have two impurity sites |1〉 and |d〉 where
|1〉 now has the generalized energy 1 and is coupled to
the chain with strength −g1. The semi-infinite chain now
consists of sites n = 2, 3...∞. Clearly the double-impurity
model (b) reduces to the original model (a) when g1 = J
and 1 = 0. This illustrates that, at least from a theoret-
ical perspective, whether site |1〉 is viewed as part of the
impurity sector or as part of the reservoir is arbitrary.
Throughout this work we chose to view the model as
depicted in Fig. S5(a), in part for convenience and in
part because that is how this model has previously been
presented in the literature, as a specific case of the models
in Refs. [34, 35]. However, when performing the experi-
ment proposed in the main text, it might be more natural
to adopt the perspective from Fig. S5(b). For example,
we might view the states {|d〉, |1〉} as two modes of a sin-
gle waveguide in a potential waveguide array experiment;
the experimentalist then achieves the initial state |ψ⊥〉 by
preparing a coherent superposition of the two modes.
