To understand the emergence of human higher cognition, we must understand its biological substrate-the cerebral cortex, which considers itself the crowning achievement of evolution. Here, we describe how advances in developmental neurobiology, coupled with those in genetics, including adaptive protein evolution via gene duplications and the emergence of novel regulatory elements, can provide insights into the evolutionary mechanisms culminating in the human cerebrum. Given that the massive expansion of the cortical surface and elaboration of its connections in humans originates from developmental events, understanding the genetic regulation of cell number, neuronal migration to proper layers, columns, and regions, and ultimately their differentiation into specific phenotypes, is critical. The pre-and postnatal environment also interacts with the cellular substrate to yield a basic network that is refined via selection and elimination of synaptic connections, a process that is prolonged in humans. This knowledge provides essential insight into the pathogenesis of human-specific neuropsychiatric disorders.
Introduction
Since the time of Darwin's The Origin of Species about 200 years ago, there has been little disagreement among scientists that the brain, and more specifically its covering, cerebral cortex, is the organ that enables human extraordinary cognitive capacity that includes abstract thinking, language, and other higher cognitive functions. Thus, it is surprising that relatively little attention has been given to the study of how the human brain has evolved and become different from other mammals or even other primates (Clowry et al., 2010 ). Yet, the study of human brain evolution is essential for understanding causes and to possibly develop cures for diseases in which some of the purely human behaviors may be disrupted, as in dyslexia, intellectual disability (ID), attention deficit hyperactivity disorder (ADHD), autism spectrum disorder (ASD), and schizophrenia, as well as a number of human-specific neurodegenerative conditions including Alzheimer's disease (e.g., Casanova and Tillquist, 2008; Geschwind and Konopka, 2009; Knowles and McLysaght, 2009; Li et al., 2010; Miller et al., 2010; Preuss et al., 2004; Xu et al., 2010) .
Traditionally, it is comparative anatomy that has informed our understanding of how our brain may have evolved over 300 million years of mammalian evolution (Kaas, 2013; Preuss, 1995) . These studies left no doubt that the human cerebral cortex has expanded significantly relative to other hominids, including introduction of new regions in the frontal and parietotemporal lobes in humans (Dunbar, 1993; Fjell et al., 2013; Preuss, 1995; Rakic, 2009; Teffer and Semendeferi, 2012) . It also became evident that although the basic principles of brain development in all mammals may be conserved, the modifications of developmental events during evolution produce not only quantitative but qualitative changes as well (Table 1) .
Due to the limits of the space, we cannot provide a comprehensive review of this wide-ranging topic. Instead, we will focus on the expansion and elaboration of the human cerebral neocortex and provide our own personal perspective on some of the key advances in this area, including the high promise, as well as enormous challenges ahead. We organize our thoughts into two major areas-the phenotype-driven and genome-driven approaches, which, unfortunately, only rarely meet in the middle. Our hope is that in the near future, it will be possible to connect some of the known human genetic adaptations to the developmental and maturational features that underlie uniquely human cognitive abilities.
The Phenotype-Based Approach Cortical Expansion It is well established that the expansion of the cortex occurs primarily in surface area rather than in thickness. This is most pronounced in anthropoid primates, including humans, in which the neocortex comprises up to 80% of the brain mass. We have also known for a long time that the neocortex is subdivided into distinct cytoarchitectonic areas with neurons organized in horizontal layers or laminae, and vertical (radial) columns or modules, which have increased in number, size, and complexity during cortical evolution (Mountcastle, 1995; Goldman-Rakic, 1987) . Of course, brain size is not simply a matter of cell number; it also reflects cell density arrangements and connectivity (Herculano-Houzel et al., 2008) , which is relevant here, as the distance between cell bodies in the cerebral cortex, especially prefrontal regions of humans, is greater than in other primates (Semendeferi et al., 2011) . Thus, three essential features account for the changes in cerebral size over mammalian evolution: large changes in cell number, morphology, and composition.
However, it is not sufficient to enlarge the entire brain, as Neanderthals had large brains, and modern human brain size may differ by 2-fold among individuals. From this perspective, many genes that modify cell cycle can increase or decrease brain size but not necessarily in a manner that is relevant to cerebral evolution. A salient recent example worth discussing is the sophisticated analysis of the function of BAF-170 in mouse brain development (Tuoc et al., 2013) . This study shows that BAF-170 controls cortical neurogenesis via modulating the intermediate progenitor pool and therefore suggests that this could be related to enhanced intellectual capacities of primates via cortical enlargement. However, we posit that the overall expansion of the entire volume of the cortex, including its width, as well as potentially other brain regions, suggests that this particular gene is actually unlikely to be involved in the specific and selective expansion of cortical surface area occurring in primate and human brain evolution.
The cellular mechanism for the enormous cortical expansion in the surface area without a comparable increase in thickness has been first explained by the radial unit hypothesis (RUH) (Rakic, 1988) . According to the RUH, tangential (horizontal) coordinates of cortical neurons are determined by the relative position of their precursor cells in the proliferative zone lining the cerebral ventricles, while their radial (vertical) position is determined by the time of their origin. Thus, the number of the radial ontogenetic columns determines the size of the cortical surface, whereas the number of cells within the columns determines the thickness. This model frames the issue of the evolution of cerebral cortical size and its thickness in the context of understanding the mechanisms governing genetic regulation of cell number and their allocation to different regions (Casanova and Tillquist, 2008; Elsen et al., 2013; Hevner and Haydar, 2012; Molná r, 2011) . Furthermore, according to the RUH, the initial increase in the number of neural stem cells occurs by symmetrical divisions in the ventricular zone (VZ) before the onset of neurogenesis and the formation of the subventricular zone (SVZ) (Bystron et al., 2008; Rakic, 1988 Rakic, , 2009 Stancik et al., 2010) . This highlights genes involved in the control of the duration and mode of cell division (symmetric/asymmetric) as important factors for cerebral expansion in evolution (Huttner and Kosodo, 2005; Rakic, 2009) . Finally, the manner by which a larger number of postmitotic cells migrate radially from the proliferative VZ/SVZ to become deployed in the cortical plate as a relatively thin sheet is a biological necessity that enables cortical expansion during evolution (Heng et al., 2008; Noctor et al., 2001; Rakic, 1988 Rakic, , 1995 Takahashi et al., 1999; Yu et al., 2009 ). More recently, electroporation and transgenic technologies show intermixing of the ontogenetic columns in the SVA that is necessary for the formation of functional columns with different compositions and constellations of cell types ( Figure 1A ; Torii et al., 2009 ). However, the relation of ontogenetic columns to functional columns of the adult cortex remains to be defined (e.g., Mountcastle, 1995) .
Since the length of the cell cycle is a major determinant of the number of cells produced, it is paradoxical that the duration of the cell cycle in primates is about five times longer than that in mouse (Kornack and Rakic, 1998; Lukaszewicz et al., 2006) . Nevertheless, due to the greatly extended duration of cortical neurogenesis in primates (100 days in human, 60 days in macaque monkeys-compared to 6 days in mice), the number of successive cell-division cycles that generate cortical cells can account for the enormous expansion of cortical surface (Caviness et al., 2003; Rakic, 1995) . In contrast, the hypercellularity of upper layers can be attributed to the enlargement of the SVZ in human (Bystron et al., 2008) . Its outer portion, termed OSVZ, has massively expanded in human and nonhuman primates, which is likely important for human brain evolution (Kennedy and Dehay, 2012; LaMonica et al., 2012). Furthermore, the Table 1 . Differences between Developing Human and Mouse Neocortex *The quantitative statements above are only an approximation of the level of an order of magnitude to highlight how large the differences are. The inclusion of all the references and precise numbers and measurements that may differ due to the individual variations within species as well as the methods used are not practical or appropriate in this short Perspective article.
4-fold increase in the width of layer IV in primates, but not rodents, is in part a result of an increased production of cells destined for these areas in the VZ/SVZ subjacent to area 17 compared to 18 at the time of genesis of the upper layers (Kornack and Rakic, 1998; Lukaszewicz et al., 2006; Polleux et al., 1997) . Thus, an explanation of genetic regulation of the length of progenitor cell divisions in the VZ/SVZ may provide clues to how these changes may have occurred during evolution (Kennedy and Dehay, 1993; Rakic, 1995; Tarui et al., 2005; Xuan et al., 1995) . Finally, delay in the switch between symmetric and asymmetric divisions in the VZ/SVZ could indirectly cause the enlarged cortical surface of the cerebral cortex (Rakic, 1995) . Indeed, the decrease of programmed cell death (Haydar et al., 2003; Kuida et al., 1998) , or increase in number of cell cycles Walsh, 2002, 2003) , can expand the mouse neocortical surface without an increase in its width, consistent with what may have occurred during mammalian brain evolution ( Figure 1B ). The elimination of the isochronously dividing cells by low doses of ionizing radiation in monkey embryos at early stages of development results in a decrease in cortical surface with little effect on its thickness, whereas later irradiation deletes individual layers and reduces cortical thickness without overall decrease in surface (Selemon et al., 2013) .
The mitotic activity in the VZ can be divided into the stage before and after onset of neurogenesis that is followed by neuronal migration (Rakic, 1988) . The duration of the first phase, and of the cell cycle, determines the number of radial units and, indirectly, the size of cortical areas, while duration of the second phase determines the number of neurons within each ontogenetic column. It is also during this second phase that the time of neuron origin determines laminar phenotype of generated neurons (Caviness and Rakic, 1978; McConnell, 1995; Rakic, 1974) . More recent studies indicate that the switch between the two phases of cortical development may be triggered by the activation of numerous putative regulatory genes that control the mode of mitotic division and cell polarity in the VZ/SVZ including Notch, Numb, Cadherin, and AMP-activated protein kinase (e.g., Amato et al., 2011; Kwan et al., 2008; Liu et al., 2008 Liu et al., , 2012b Rash et al., 2013; Rasin et al., 2007; Solecki et al., 2006) . Several lines of evidence from experimental manipulation as well as the pathogenesis of particular cortical malformations in humans suggest that these two phases can be separately affected: a deficit occurring during the first phase produces a cortex with a small surface area but normal or enlarged thickness (lissencephaly), whereas a defect during the phase of ontogenetic column formation produces polymicrogyria with thinner cortex and relatively normal or larger surface (e.g., Reiner et al., 1993) . Although the developmental mechanisms underlying the natural occurrence and patterning of cortical gyri in other species remain largely unknown, several theories have been proposed (e.g., Van Essen, 1997) .
The relevance of the process of progenitor proliferation to human brain evolution is also supported by evidence of positive selection of genes involved in regulating brain size via cell-cycle control in humans, notably ASPM and MCPH1, in which mutations cause intellectual disability in humans (Bond et al., 2002 ; . Newborn neurons bypass previously generated cells of the deeper layers (yellow stripe) in the inside-out sequence (layers 6 to 2) to participate in phenotypically and functionally heterogeneous minicolumns (MC) consisting of several ontogenetic radial columns (ORC) (e.g., Rakic, 1988; Torii et al., 2009) . (B) Graphic explanation of the Radial Unit Hypothesis of cortical expansion, by either preventing programmed cell death or increasing the rate of proliferation in mice, can produce a larger number of radial units that, constrained by the radial glial scaffolding, generate an expanded cellular sheet, which begins to buckle and transforms a lissencephalic (on the left) to the gyrencephalic (on the right) cerebrum. Based on studies in primates and experiments in mice (e.g., Kuida et al., 1998; Rakic, 2009; Haydar et al., 2003; Chenn and Walsh, 2003) . (C) Illustration of the concept, how opposing rostro-caudal (R-CG) and caudo-rostral (C-RG) molecular gradients, that form the protomap in embryonic VZ/SVZ lining cerebral ventricle (CV) can introduce new subtypes of neurons that migrate to the overlying CP and establish new cortical areas in the superjacent CP, indicated by yellow and orange color stripes. Based on experimental data in mice (e.g., Grove and Fukuchi-Shimogori, 2003; O'Leary and Borngasser, 2006; Cholfin and Rubenstein, 2008) . Evans et al., 2004; Jackson et al., 2002; Kouprina et al., 2004; Zhang, 2003) . Thus, although the RUH provides a framework for understanding of cortical expansion during evolution, this process requires activity of many genes. Given the high level of amino acid conservation of many of the key neurodevelopmental proteins across mammalian evolution, introduction of small modifications in the timing of developmental events via the adaptive evolution of new regulatory elements, as has occurred in limb evolution, is also likely to play a role (Cotney et al., 2013; Prabhakar et al., 2008) .
Introduction of New Areas and Cells
In addition to dramatically expanding surface area, the neocortex also divided into more complex and more distinct cytoarchitectonic maps by both the differential growth of existing, as well as the introduction of novel, areas (e.g., (Krubitzer and Kaas, 2005; Preuss, 2000) . The final pattern and relative size of cytoarchitectonic subdivisions of the neocortex are probably regulated by a different set of genes than those regulating neuronal number and, in addition, must be coordinated through reciprocal cell-cell interactions with various afferent systems.
The protomap hypothesis (PMH) of cortical parcellation (Rakic, 1988) postulates that intersecting gradients of molecules might be expressed across the embryonic cerebral wall that guides and attracts specific afferent systems to appropriate position in the cortex, where they can interact with a responsive set of cells. The prefix ''proto'' indicates the malleable character of this primordial map, as opposed to the concept of equipotential cortical plate consisting of the undifferentiated cells that is eventually shaped and subdivided entirely by the instructions from those afferents (Creutzfeldt, 1977) . There has been increasing evidence of differential gene expression across the embryonic cerebral wall that indicates prospective subdivisions of the neocortex. Some of these molecules may be expressed as opposing gradients or in a region-specific manner before and/ or independently, since dilation of input does not prevent formation of at least some basic region-specific cytoarchitectonic features ( Figure 1C ; Arimatsu et al., 1992; Cohen-Tannoudji et al., 1994; Grove and Fukuchi-Shimogori, 2003; Miyashita-Lin et al., 1999; O'Leary and Borngasser, 2006; Rakic et al., 1991; Rubenstein and Rakic, 1999 ). An instructive example of how new regions could emerge via differential expansion of the cortical surface is the demonstration that frontal cortex can be enlarged in surface area without change in the size of other areas via manipulation of the transcription factors Fgf8, Fgh17, and Emx2 (Cholfin and Rubenstein, 2008) . Opposing molecular gradients during development can, at some points of their intersection, provide instructions and coordinates for the creation of the new neocortical areas ( Figure 1C ). For example, prospective Broca and Wernicke areas, which are formed as islands in the frontal and temporal lobes display a distinct temporarily enriched gene expression pattern that is distinct from the mice or macaque cerebrum at the comparable prenatal stages (e.g. Abrahams et al., 2007; Johnson et al., 2009; Pletikos et al., 2013 ; Figure 2 ).
The complex process of radial glia-guided neuronal migration of projection neurons was probably introduced during evolution to enable translation of the protomap at the VZ to the overlying cerebral cortex and preservation of neuronal positional information (Rakic, 1988) . The cellular and molecular mechanisms underlying this complex event involve cooperation of multiple genes and molecules including astrotactin, doublecortin, glial growth factor, erbB, Reelin, Notch, NJPA1, Integrins, Sparc-like1, Ephs, MEKK4, various calcium channels, receptors, and many others (e.g., Anton et al., 1999; Gleeson and Walsh, 2000; Hatten, 2002; Gongidi et al., 2004; Hashimoto-Torii et al., 2008; Hatten, 2002; Komuro and Rakic, 1998; Nadarajah and Parnavelas, 2002; Reiner et al., 1993; Sarkisian et al., 2006; Torii et al., 2009 ). Radial migration is particularly elaborate in the convoluted primate cerebrum, requiring modification of the radial glia (Rakic, 2003) . This process is extremely relevant to human cerebral function, as neuronal migrational abnormalities are a major cause of human neurodevelopmental conditions (Gleeson and Walsh, 2000; Lewis and Levitt, 2002 ). Yet mutations that cause severe abnormalities in human brain may cause far more subtle phenotypes in mouse, consistent with the exigencies of much longer migration in humans (e.g., Gleeson and Walsh, 2000; Lewis and Levitt, 2002) .
There are also several examples of new types of neurons in the human cerebrum, including von Economo neurons, which are also observed in the brains of other large mammals and yet still may play an important role in human cerebral cortex (Butti et al., 2013) . The more elaborate dendritic trees in humans, greatest in prefrontal cortex, coupled with overall larger neuropil and more spacing between pyramidal neurons in human (Bianchi et al., 2013a; Teffer et al., 2013) suggests differences in local circuit organization. Relevant to this notion is that one characteristic of human cerebral cortex is the high number and variety of local circuits neurons, most of which are inhibitory GABAergic interneurons (e.g., . One recent finding is that, unlike in the rodent, where GABA interneurons are generated in the ganglionic eminence (GE) of the ventral telencephalon (e.g., Anderson et al., 2001; de Carlos et al., 1996) , a subclass of these cells in the human embryos are generated in the VZ/SVZ of the dorsal telencephalon (e.g., Jakovcevski et al., 2011; Letinic et al., 2002; Petanjek et al., 2009) . Genes involved in the development of the GABAergic cells, including Nkx2.1, that are present in the mouse GE are present in both GE as well as dorsal VZ/SVZ in human embryos (Allan Brain Institute). A deeper discussion of all of the human-specific quantitative and qualitative differences, including cell types and morphology, are beyond the scope of this chapter, but some key phenotypic differences are highlighted in Table 1 . Clearly more phenotype discovery is needed (Preuss, 2012) .
Effect of the Environment, Neoteny, and Heterochrony
The increase of cortical surface during evolution by the introduction of new radial units, as well as the expansion and elaboration of the cytoarchitectonic areas, provide an opportunity for evolution to create novel input/target/output relationships with other structures via natural selection. Thus, we emphasize that the primordial protomap provides only a blueprint with a specific biological potential that can fully differentiate into a species-specific archetype of neural connections through reciprocal interactions between interconnected levels (e.g., Molná r and Blakemore, 1995; O'Leary and Stanfield, 1989; Rakic, 1981; Rakic et al., 1991 Rakic et al., , 2009 Selemon et al., 2013) . The reciprocal interaction with subcortical structures and other cortical areas is essential but not a sufficient determinant of regional specification and circuit formation, which are subsequently modified by coordinated electrical activity (Katz and Crowley, 2002; Katz and Shatz, 1996) . The essential role of the environment and extended postnatal development in human brain is further emphasized by the observation that relative to all other primates, the human brain comprises a far smaller percentage of its eventual adult mass at birth (Bianchi et al., 2013b; Robson and Wood, 2008 ). Yet, in adulthood, human cortical neuropil is significantly expanded in comparison with chimpanzee, especially in prefrontal cortex (Spocter et al., 2012) . Additionally, in humans, the processes of dendritic and synaptic maturation, as well as synaptic elimination, are prolonged relative to other mammals and primates (Bianchi et al., 2013b; Huttenlocher et al., 1982) . In nonhuman primates, synaptic overproduction continues and elimination starts only after puberty (Bourgeois and Rakic, 1993; Rakic et al., 1986) . The extraordinary scale of axon overproduction and elimination via competition present in primates (LaMantia and Rakic, 1990; Riley, 1983a, 1983b) has not been observed in rodents. Remarkably, in humans, the period of synaptic elimination in the prefrontal association cortex lasts until the third decade of life (Petanjek et al., 2011) a remarkable level of neoteny. Similarly, the process of cortical myelination, which ends in puberty in chimpanzees, continues into the third decade in humans . This heterochronic development of cortical regions in humans is supported by a wide range of other methods (e.g., Chugani et al., 1987; Khundrakpam et al., 2013; Shaw et al., 2008) , all of which indicate delayed development (neoteny) of cortical regions that have been most related to human higher cognition. Interestingly, a recent study suggests that although synaptic elimination may be synchronous across cortical regions in chimpanzee, the maturation of dendritic arborization is delayed in frontal cortex versus sensory and motor cortex, similar to what is observed in humans (Bianchi et al., 2013b) .
Thus, there appears to be a gradient of neoteny and heterochrony in cortical circuit development that is most pronounced in humans in tertiary association regions. However, this process has parallels in chimpanzee, and, to a lesser extent, monkeys. These observations are consistent with the gradual, stepwise emergence of the delayed and heterochronic development of cortical regions over primate evolution, such as the prefrontal lobe, that are crucial for the development of human higher cognition. The significant conceptual (Changeux and Danchin, 1976) , as well as biomedical, implications of these observations is indicated by the number of hypotheses that link inappropriate synaptic pruning and the prolonged development of human prefrontal cortex to various neuropsychiatric disorders and intellectual abilities (Paus et al., 2008; Selemon et al., 2013) . However, understanding the role of heterochrony in the phylogenetic development of the brain presents special problems because of the complex interplay among multiple epigenetic factors that regulate gene expression during development (Changeux and Chavaillon, 1995; Rakic, 1995) . During the genesis of the cerebral cortex, such cellular interactions probably play a more significant role than in any other organ, and this, as well as the paucity of crucial comparative developmental studies, is perhaps why progress in this field has been slow. A first step is to identify key differences in the adult and work backward to understand their ontogeny. But such differences are likely to be many; evidence of significant evolutionary adaptations at the molecular level of even a primary sensory region of the visual system in humans is evident in adults (Preuss, 2000; Preuss et al., 2004) , but their genesis is unknown. Connecting such morphological phenotypes, as well as the basic developmental mechanisms controlling production, migration, and areal allocation of neurons, to genetic adaptations that have occurred in the anthropoid primate and human lineages is the next critical step if we are to understand human cortical evolution. It is clearly not a one-way process, as genetic distinctions can be used to guide phenotype discovery. These genetic factors are addressed in the following sections.
The Genomic-Driven Approach Comparative Genomics in the Postgenome Era Comparative genomics provides a powerful platform for identifying the genes and adaptive regulatory changes involved in cerebral cortical expansion, arealization, and other human-specific cellular or connectivity phenotypes (e.g., Table 1 ; Li et al., 2013; Rilling et al., 2008) . The basic assumption underlying this paradigm is that changes in the genome on the human lineage, whether individual nucleotides, insertion-deletions (indels), or larger structural chromosomal variation, underlie the basic developmental processes described above. By comparing the human sequence to other mammals, one can infer that common DNA sequences represent those of the common ancestor and that those that differ between the two represent changes occurring in either species. Critical to interpretation of these data is comparison to another species that is a common but more distantly related ancestor, called an outgroup, without which understanding whether the observed differences occur on the human lineage is not possible (reviewed in Preuss et al., 2004; Varki and Altheide, 2005) . Many forms of genetic variation that distinguish human from other species have been identified (reviewed in O' Bleness et al., 2012; Scally et al., 2012; Varki et al., 2008) . The process of identifying variation is framed by the daunting prospect of sifting through tens of millions of base pairs that differ between humans and their closest relatives to identify those that are most divergent. Once such variants are found, connecting them to specific tissues, such as the brain, and, within the brain, to specific phenotypes, poses additional challenges. Thus, it should not be surprising that few clear smoking guns have been identified that distinguish the human brain from that of other species, including anthropoid primates.
Identifying Multiple Forms of Genetic Drivers
It is estimated that single-nucleotide differences, indels, and structural chromosomal changes comprising about 4% of the genome differ between humans and chimpanzees, providing a finite space for exploring the differences between ourselves and our closest living ancestor (Cheng et al., 2005; Prado-Martinez et al., 2013; Prü fer et al., 2012; Sudmant et al., 2013) . Until the last decade, identifying key functional elements was practically restricted to evolutionary comparisons focused primarily on known coding regions, despite the fact that the importance of regulatory variation outside of coding sequences was well appreciated (King and Wilson, 1975) . As our ability to annotate function has increased, so has the appreciation that there is a great deal of our functional genome outside of that accounting for protein-coding genes, ranging from multiple classes of noncoding RNA (Mercer et al., 2009 ) to known and cryptic regulatory elements (Bernstein et al., 2012) . Evolution of the Coding Genome at the Single-Nucleotide Level As there are only about two dozen genes estimated to be present in human (derived; Table 2 ) and not in chimpanzee, most analyses of the protein-coding genome focus on differences between proteins shared between humans and other primates. In this case, changes that alter amino acids (missense or nonsense) between several species are compared to background changes-those that do not alter coding sequence, such as silent polymorphisms within protein-coding regions, or variants within introns, or those entirely outside of genic regions. The key issue here is that in the case of modern humans, neutral changes and genetic drift predominate due to small initial population sizes and population bottlenecks. The usual metrics used compare two species on a gene-wide basis, for example Ka/Ki (number of amino acid changing variants/number of noncoding variant background) or Ka/Ks (number of amino acid changing variants/number of synonymous variants). As genomics have continued to expand our notion of the functional genome, one must ask what is reasonable to use as neutral background (Bernstein et al., 2012; Mercer et al., 2009; Varki et al., 2008) . Furthermore, it is clear that not all protein-coding domains are equivalent when it comes to conservation of their functional role.
Another issue is the timescale. Intraspecies comparisons of sequence depend on having sufficient number of events to have power to detect significant deviations from neutral expectations. This means that comparisons between the hominid lineages, or even old-world primates and other mammals such as rodents, have significantly more power to detect primate-specific changes than comparisons of human and chimpanzee have to detect human-specific changes. However, the vastly different population sizes and histories of these mammals, for example, mice and men, can undermine many of the standard assumptions made in these analyses (e.g., Oldham and Geschwind, 2005) . These issues highlight some of the key limitations of purely statistical approaches when assessing natural selection at the protein-coding level and, conversely, highlight the need to develop experimental systems for testing such hypotheses.
Realizing these limitations, it is still of interest to know whether protein-coding genes are under positive selection in humans or in anthropoid primates relative to other mammals. Although some studies have suggested that brain genes are under positive selection with respect to the rest of the genome (Dorus et al., 2004) , the weight of the accumulating evidence suggests that this is not the case (Wang et al., 2007) . Rather, protein-coding genes in the nervous system have on average fewer nonneutral changes and thus are under increased purifying selection. This is consistent with the notion that human CNS complexity yields evolutionary constraint.
However, the increased evolutionary constraint on brain-expressed genes overall does not preclude adaptive evolution of individual genes; rather, it puts them into stronger relief. Genome-wide comparisons reveal that approximately 500-1,000 genes are likely under strong positive selection in humans based on changes in their coding sequence (Clark et al., 2003; Chimpanzee Sequencing and Analysis Consortium, 2005; Scally et al., 2012) . Although brain genes are not overall under positive selection, there is an enrichment for brain-related functions among those that are (Kamada et al., 2011; Liu et al., 2012a) . One particularly salient example is the transcription factor FoxP2, which was originally identified for its role in a rare speech and language disorder, and more recently with developmental dyspraxia in humans . Remarkably, sequencing of the Neanderthal and Denisovan genomes revealed that they share the human-derived form of FoxP2 (Meyer et al., 2012; Noonan et al., 2006) . One of the human-derived changes was present in carnivores, reducing the statistical evidence for the adaptive evolution of FoxP2. Here, the power of modern molecular genetics and neuroscience was brought to bear in two studies, one in vitro and one in vivo, which tested the functional impact of the two amino acid changes. In the first, mouse FoxP2 was humanized (hFoxP2) and compared with the endogenous mouse form, revealing functional changes in striatal circuitry coupled with cellular alterations, including increased dendritic length in the mouse with hFoxP2, consistent with previous analyses of FoxP2 targets (Spiteri et al., 2007; Vernes et al., 2011) . In the second study (Konopka et al., 2009 ), overexpression of the human and chimpanzee FoxP2 in human cells was performed to compare its transcriptional targets, revealing striking differences between the two species' FoxP2 forms, many of which reflected in vivo gene expression differences observed between human and chimpanzee brain. In addition to genes important for neurodevelopment and synaptic function, human differential FoxP2 targets also included genes involved in branchial arch formation and craniofacial development, which suggests potential coevolution of both the CNS and articulatory structures necessary for spoken language (Konopka et al., 2009) . Additional layers of complexity exist; recent studies comparing the hFoxp2 to the mouse version suggest that FoxP2 function may extend beyond circuit formation and plasticity to directing neural progenitor proliferation (Tsui et al., 2013) , thus providing another window for directing cortical evolution. The work in mouse, as well as other research in songbirds, by showing that FoxP2 directs fundamental aspects of sensorimotor integration rather than being a language gene per se (e.g., auditory-guided vocal and other forms of motor learning), also demonstrates how cross-species comparative studies can inform our mechanistic understanding of language through identifying shared and derived elements (Fisher and Ridley, 2013; Konopka et al., 2012) .
Gene Duplication and Deletion
From a purely quantitative perspective, gene duplications and deletions comprise more of the genetic landscape relevant to interspecies comparisons than do single base pair changes (Conrad and Antonarakis, 2007) . Genome duplication played a major role in the development of the vertebrate lineage, yet connecting these changes to function has proven difficult ( Van de Peer et al., 2009 ). Work from Eichler and colleagues also shows The acceleration in a minority of these regions is consistent with biased gene conversion.
f Observed in both pools of humans but not in the chimp pool or macaque pool. This will include lincRNAs and poorly annotated UTRs and was based on pooling a handful of representatives from each species, which may complicate inference of species specificity. g Many of these were only observed once in human, suggesting that depth may pose a challenge to infer species specificity.
h As this is with respect to mouse, these peaks will reflect 80-100 million years of divergence along each lineage.
i Species specificity was based on automated alignments, which may overcall lineage-specific genes.
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Perspective that the rate of accumulation of duplications has increased in African Great Apes relative to all other primates and that because of the repetitive elements surrounding these regions, many are the source of disease-related copy number variation in humans (Conrad and Antonarakis, 2007; Marques-Bonet et al., 2009 ). In humans, there are several hundred identified regions of interspersed segmental duplications. Since duplicated genes are likely to be under less initial constraint than the ancestral form, they also provide a fertile platform for adaptive evolution. Less clear is the role of genic deletions (Prado-Martinez et al., 2013) . One clearly important example of duplication is the Duff1220 protein domain, whose role in cerebral development and function remains under investigation (Dumas et al., 2012; Popesco et al., 2006) . It was experimentally demonstrated recently that gene duplication influences vertebrate cognitive evolution via investigation of the role of paralogues of the DLG family of synaptic signaling molecules and two NMDA receptor subunits derived from genome duplications in the vertebrate radiation Ryan et al., 2013) . These are challenging studies to perform from many perspectives (Belgard and Geschwind, 2013) ; one particularly innovative aspect of the work by Nithianantharajah et al. (2013) is the cross-species investigation of cognitive phenotypes in mouse and human using the CANTAB, which reveals parallel deficits in attention, memory, and visuospatial discrimination in knockout mice and human subjects with DLG2 mutations, three of whom suffer from schizophrenia. Ryan et al. (2013) perform domain swapping in particularly divergent regions of the NMDA receptor subunits GluN2a and GluN2b that enables them to relate different subunit components to distinct aspects of learning including executive function, which is related to the expansion of the frontal lobes in primates.
Rather than focusing on conserved features of the mammalian synapse, and Dennis et al. (2012) extensively characterize a complex set of remarkable gene duplication events occurring over the course of the last three and a half million years that yielded a truncated form of the protein SRGAP2A protein, SRGAP2C in humans. They find that SRGAP2C is also expressed in H. neanderthalensis and Denisovans (Dennis et al., 2012) but not in any of the great apes, suggesting that it arose approximately one million years ago, consistent with a new role in human brain function. Through elegant in vitro and in vivo experiments in mouse , they show that SRGAP2 leads to a higher density of dendritic spines, as well as longer dendritic shafts, which are known to be more human-like phenotypes when compared with other mammals (Benavides-Piccione et al., 2002) . Thus, SRGAP2C may at least partially underlie the neoteny in synaptic refinement observed in humans described in the section on phenotypes. The next step will be connecting these phenotypes to circuits and behavior: for example, how do more human-like spines affect mouse behavior and cognition? Nonprotein-Coding Elements: Regulatory Regions and Noncoding RNA The protein-coding genome accounts for about 2% of the human genome, but it is estimated that at least another 10%-15% is also functional, including presumed and cryptic regulatory elements and thousands of transcribed noncoding RNAs (Ponting and Hardison, 2011) . This nonprotein-coding regulatory portion was emphasized by the now classic study by King and Wilson (1975) . Yet assigning function to these regions has only recently become practical (Pollard et al., 2006; Prabhakar et al., 2006) .
Identifying Regulatory Elements
As a complement to genome sequence, the ENCODE project has the laudable goal of providing an ''encyclopedia'' of functionally annotated DNA and a foundational regulatory map of the human genome across tissue and cell types (Gerstein et al., 2012) . A key issue is that since chromatin structure, DNA methylation, and subsequently promoter binding vary across cell types and tissues, we need to have this information in specific neural cell types and in human cerebral cortex across development, which has not yet been completed (hence the call for a ''psychENCODE''; http://grants.nih.gov/grants/guide/rfa-files/ RFA-MH-14-020.html). Still, focused genome-wide studies have yielded important advances, including the study of highly conserved, yet rapidly evolving regions of the genome (in primates and humans) that have revealed more than a hundred new putative enhancers. Elegant in vivo reporter assays show that most have tissue-specific early developmental functions, most frequently in the CNS . In fact, other forms of presumed human-specific gene regulation are also enriched near genes involved in CNS function and development (McLean et al., 2011) . Currently, over 500 human accelerated regions (but otherwise highly conserved) (HARs) and a similar number of primate accelerated regions (PARs) have been identified based on comprehensive analysis of human-constrained genome sequence in 29 mammals (Jones et al., 2012) . However, a remarkable 40% of human-constrained sequence (nearly 2% of the genome!) identified in this conservative manner remains essentially uncharacterized, indicating room for a remarkable amount of future discovery. Similarly, there are over 500 regions that are highly conserved in mammals through chimpanzees but deleted in humans (suggestive of function) that may regulate more than 1,000 genes (McLean et al., 2011) . To complicate matters further, mobile repeats such as Alu elements (Cordaux and Batzer, 2009 ) have rapidly evolved in African great apes, with the greatest number occurring in humans. Such transposable elements have been shown to regulate gene expression and thus represent another layer of regulatory complexity introduced in primates and accelerated in humans. Furthermore, to understand the role of these genomic events in human brain evolution, their function must be interrogated in a tissue-and stage-specific manner in cerebral cortex.
In a recent tour de force, Rubenstein and colleagues combined computational analysis of sequence conservation with DNA binding assays in mouse and humans (chromatin IP, etc.) and in vivo validation in developing mouse to provide a catalog of human telencephalic enhancers (Visel et al., 2013) . This includes several that may be associated with human neuropsychiatric diseases and a significant proportion that are presumed human or primate specific (Visel et al., 2013) . Future studies querying laminar and cell-type-specific regulation in high resolution at multiple stages will be necessary to complete a map of human cortical regulatory elements as a crucial foundational resource. Like the functional work on gene duplications, this work again demonstrates how combination of cross-species bioinformatics and mouse experimentation can provide mechanistic insight into brain evolution. Noncoding RNA Noncoding RNAs provide another layer of regulatory complexity that needs to be considered in understanding human brain evolution. Some have proposed that noncoding RNA and RNA editing mechanisms may serve as a major driver of brain evolution (Barry and Mattick, 2012) . Unfortunately, little is known about the roles of various forms of noncoding transcripts, from miRNAs through lincRNAs in human brain (Ulitsky and Bartel, 2013) . Complicating their identification and study is the very rapid sequence divergence in many noncoding regions, whether purely regulatory or coding for transcripts, such as lincRNAs.
One notable example of a noncoding RNA that is involved in human brain evolution is HAR-1, a long noncoding RNA originally identified as the most accelerated noncoding transcribed genomic region in humans (Pollard et al., 2006) . HAR-1 shows strikingly restricted expression in Cajal-Retzius neurons in the marginal zone during the time of neuronal migration in the cerebral cortex, consistent with a fundamental role in human cerebral cortical development and evolution. Precisely what this role is remains to be determined, perhaps by adapting the experimental approaches pioneered in the study of duplicated genes.
In contrast with protein-coding genes, miRNAs are extremely divergent between humans and other mammals. There are nearly twice the number of miRNAs in humans as in mice (and six times the number in Drosophila [Berezikov, 2011] ). The organization and diversity of human miRNAs is consistent with the model that gene duplication and transposon insertion lead to reduced constraint early in the emergence of paralogues and is a major driver of mammalian evolution. Although potentially confounded by the different stages compared, sequencing of human fetal and adult chimpanzee brain miRNAs identified about 20 human-specific, and over 100 primate-specific, miRNAs when compared with other vertebrates (Berezikov, 2011) . These provide a fertile ground for understanding complex gene regulation in human cerebral development, for example, how these miRNAs relate to the expansion of specific neural progenitor pools predicated by the protomap hypothesis, as well as unique cellular and synaptic features of human cortical architecture. Transcriptomics One weakness of isolated interspecies sequence comparisons is that most genes expressed in the cerebral cortex are also expressed in other tissues, so it is not possible to unequivocally assign organ-specific function to human-specific DNA changes without further experimental evidence Visel et al., 2013) . A complement to sequence analysis is the analysis of gene expression, which can help in understanding the particular role of genetic variation at the level of the specific tissue. Analysis of gene expression at the RNA or protein level also provides a phenotype in between the structural or cognitive phenotypes in question and DNA variation (Geschwind and Konopka, 2009 ). Several studies have now shown that there are significant differences between the species, identifying hundreds of genes changing on the human lineage (Khaitovich et al., 2006; Preuss et al., 2004) . However, there are many caveats in interpreting these differences, including the role of the environment and the challenge in distinguishing which changes in expression are adaptive changes, rather than the expected neutral changes due to genetic drift (Khaitovich neutral model). These confounders have been reviewed in detail (Khaitovich et al., 2006; Preuss et al., 2004) . Increased Molecular Complexity in Human Frontal Lobe and Neoteny By organizing genes into coexpression modules, network analysis provides a functional context from which to assess the significance of expression changes and can further help to prioritize individual genes from long lists of differential expressed genes (Konopka et al., 2012; Oldham et al., 2006; Oldham et al., 2008) . This approach has highlighted accelerated changes in the cerebral cortex, most specifically the frontal lobe on the human lineage (Konopka et al., 2012) . Konopka et al. (2012) found that even with frontal lobe, there was significantly more transcriptional network complexity in humans compared with chimpanzee and macaque, consistent with an increase in cellular and molecular complexity within a single brain region in humans. Remarkably, these human-specific networks are comprised of genes involved in neuronal morphology and synaptic function, as well as genes related to FoxP2 (Konopka et al., 2012) . The next step is to understand to what extent these networks reflect differences in cell types themselves or molecular signaling within cells in the human frontal lobe (Konopka et al., 2012; Ponting and Oliver, 2012) . Furthermore, understanding how the specific genes identified here relate to specific human-derived phenotypes related to local circuit organization in the prefrontal cortex, such as elaborated dendritic branching, or increased inhibitory neuron density, can now be experimentally approached.
Marked acceleration of human-specific changes in the frontal lobe has also been observed specifically in the class of genes with developmental trajectories that differed between the species (Somel et al., 2011) . Support for this contention is the observation that humans and other primates differ in terms of the delay in the upregulation of gene expression related to synaptic function in human frontal cortex (Liu et al., 2012a) . Coupled with in vitro experimental validation, Somel and colleagues' work represents one of the first studies to begin to use transcriptional phenotypes to identify potential causal drivers of adaptive evolution and connect these to specific brain regions and functional processes (Somel et al., 2011) . These data and the effect of the human-specific SRGAP2c on dendritic development (Charrier and Polleux, 2012) may provide the first known molecular signatures of neoteny that characterizes human cognitive and behavioral development.
Other recent work, showing that one of the most human accelerated classes of genes involves those that are expressed during brain development, provides additional evidence that characterizing human or primate-derived developmental mechanisms will be critical to understanding human evolution . Understanding whether these ''new'' genes are involved in human and or primate-specific neural progenitor cell-cycle regulation enriched in the OSVZ (Lui et al., 2011; Molná r et al., 2006) or alternatively overlap with those involved in frontal cortex dendritic/synaptic development or maturation presents a clear means for connecting evolutionary genomic findings with human cerebral cortical phenotypes underlying the evolution of human cognition.
Finally, the origin of transcriptional changes in the cerebral cortex on the human lineage is not known in most cases (Oldham et al., 2006) , but they may be related to the evolution of the human-specific regulatory or noncoding elements discussed above. Integration of many of the data sets cited here, coupled to experimental manipulations, now permits making such causal connections. Additionally, environmental or genetic factors may also mediate changes in gene expression via DNA methylation. A recent tour de force analysis of human and mouse frontal cortex methylation throughout postnatal development reveals dynamic, age-dependent changes (Lister et al., 2013) , consistent with marked epigenetic remodeling during neural development and maturation. These investigators also identify multiple regions of differential methylation between mouse and human cortex, which not surprisingly are significantly associated with regulatory regions (Lister et al., 2013) . In additional to providing a genomic methylation roadmap in a tissue that is key for human evolution for the first time, this work indicates that careful matching for developmental stage is necessary for comparative analysis across species.
Although epigenetic comparisons of primate and human brain are in their early stages, some interesting findings have emerged (Shulha et al., 2012; Zeng et al., 2012b ). Integration of cross-species methylation and expression data have revealed significant correlations between the two in humans and primates, suggesting that differential methylation may drive the evolution of specific gene expression patterns in humans (Zeng et al., 2012b ). Comparative analysis of major histone marks related to open chromatin (transcriptionally active regions) in sorted neuronal nuclei revealed adaptive evolution in humans relative to chimpanzee at several loci, including DPP10 (Shulha et al., 2012) . Chromosome confirmation-capture and analysis of DPP10 expression supports a human-specific regulatory network at this neuropsychiatric disease-relevant locus (Shulha et al., 2012) . The next steps that will afford us a more holistic understanding of genome and regulatory evolution, by connecting changes in genome sequence, chromatin structure, and transcriptional regulation, are now within reach.
Human Cortical Lamination
No genome-wide comparison of human and primate cortical laminae has yet been conducted. However, laminar comparisons of the expression of about 1,000 curated genes between human and mouse by in situ hybridization reveal that, overall, there is widespread conservation of patterns, with a 20% overall divergence in expression patterns in primary visual cortex, and an approximately 25% divergence in temporal lobe (Zeng et al., 2012a) . Remarkably, the most divergent class of genes is cortical neuronal markers, including laminar markers (59% divergence) and putative interneuron markers (41%). The authors emphasize that almost half of the genes that were layer V markers in mouse either were not expressed differentially or were layer III markers in human, consistent with the expansive long-range intercortical connections in primate relative to rodent. These investigators also explored the patterns of a subset of genes evolving on the human lineage, observing widespread cortical expression for most of these, consistent with a trans-neuronal, rather than a subclass-specific, role. Now, work in this area must move to the level of specific cell types, including glia, as unbiased, genome-wide comparisons of mouse and human gene expression networks suggest more divergence in glia than in most neurons (Miller et al., 2010) .
Conclusions
The evolution of the human brain is a vast subject. We argue that although we are at a stage where large-scale genomic data collection is clearly useful and already has provided a key foundation, it is not sufficient. A theoretical framework founded on understanding the key processes of neurodevelopment and cortical neural function that distinguish primates and humans from other mammals is essential. The radial unit and protomap hypotheses provide structures on which to explore specific early developmental events' role in human cerebral cortical evolution. However, understanding differences in both the pace and final state and diversity of cortical neuronal phenotypes in humans will require further comparative cellular, behavioral, and anatomical studies to provide a true catalog of human differences. Comparisons with our closest living ancestors, the chimpanzee, will be critical to define human specificity, but broader phylogenetic comparisons including widely used experimental models such as invertebrates, mice, and other primates are also fundamental. But even that may not guarantee success. One example of a well-described anatomical human adaptation that has been particularly vexing to connect to developmental or molecular mechanisms is the genesis of human cerebral asymmetry, which is fundamental to the emergence of human language. Its anatomical basis has been appreciated for nearly a half century, yet, despite more than a decade of significant progress in defining the molecular pathways involved in visceral asymmetry, relatively little is understood about how this might connect to cerebral cortex asymmetry.
It is also clear that gene regulation has played a key role in human cerebral evolution. Integration of the multiple types of functional genes, from those coding proteins to multiple forms of noncoding RNAs, as well as mechanisms of gene regulation, will require innovative systems biology methods. Nevertheless, we are now at a place where we can connect differentially expressed genes to biological processes and understand the regulatory elements that may drive these processes, moving from an era of genomic and molecular description to functional testing in model systems. Many challenges remain, including the tradeoffs between matching the intricacies of in vivo development often only approachable in nonprimates, such as mouse, and the vast species differences that warrant adopting in vitro human models. Technological advances, including three-dimensional organoid cultures (Lancaster et al., 2013) or mouse and mouse-human chimeras (Goldman et al., 2012) , will soon improve this situation. The confluence of advances in comparative genomics and modern neurobiology has made what in the past may have seemed like an experimentally intractable problem readily addressable. It is imperative that we continue to take on this challenge, as understanding human brain evolution is likely to be important for understanding many human neuropsychiatric diseases. ACKNOWLEDGMENTS P.R. is supported by the NIH grants R01 DA023999 and R01 NS014841 and the Kavli Institute for Neuroscience at Yale. P.R. also thanks members of his lab for helpful discussions. D.H.G. is supported by NIH/NIMH grants R01 MH100027 (ACE Network Award), R37 MH060233 (MERiT Award), P50 HD055784 (ACE Center Award), and R01 MH094714, and Simons SFARI Award 206744. D.H.G. thanks T. Grant Belgard, PhD, for very helpful discussions and construction of Table 2 and Lauren Kawaguchi for editorial assistance.
