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Abstrakt
Regresn´ı metodou pouzˇ´ıvanou pro vyhodnocova´n´ı prostorovy´ch spojity´ch proces˚u je meto-
da kriging. Pokud je nezna´ma´ kovariancˇn´ı struktura procesu, je potrˇeba odhadnout ji
z dat. Prvn´ı, teoreticka´ cˇa´st, je veˇnova´na pra´veˇ popisu metody kriging a odhadu vario-
gramu, ktery´ popisuje kovariancˇn´ı strukturu uvazˇovane´ho procesu. Druha´, prakticka´ cˇa´st,
obsahuje programovou implementaci v MATLABu metody kriging na simulovany´ch a
rea´lny´ch datech.
Abstract
Kriging techniques are regression methods used for evaluation of continuous spatial pro-
cesses. If the covariance structure of process is unknown, then it’s necessary to estimate it
from the data. The first part of this Master’s thesis is devoted to description the kriging
method and to estimate of a variogram fuction, which describes the covariance structure
of considered process. The second part includes the implementation of kriging method in
MATLAB for simulated and real data.
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Regresn´ı model, prostorova´ data, kriging odhady, univerza´ln´ı kriging model, odhad vario-
gramu.
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of variogram function.
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1 U´vod
Diplomova´ pra´ce zpracova´va´ te´ma Regresn´ı metody pro statistickou analy´zu prosto-
rovy´ch dat.
Regresn´ı analy´za je cˇasto pouzˇ´ıvanou technikou hleda´n´ı a zkouma´n´ı za´vislost´ı promeˇn-
ny´ch, jejichzˇ hodnoty z´ıska´me prˇi realizaci experimentu.
Statistika se v minulosti hodneˇ rozv´ıjela a urcˇity´ metodicky´ rozvoj nejr˚uzneˇjˇs´ıch odveˇtv´ı
statistiky prˇetrva´va´ dodnes. Jednou z oblast´ı, ktera´ se v posledn´ıch letech vy´znamneˇ
rozvinula, je oblast prostorove´ statistiky. Prostorova´ statistika byla zpocˇa´tku spojova´na
zejme´na s prˇ´ırodn´ımi veˇdami (naprˇ. s geologi´ı), a proto francouzsky´ matematik G. Mathe-
ron pouzˇil jako prvn´ı pro prostorovou statistiku termı´n geostatistika. Na´zev geostatistika
se dodnes celosveˇtoveˇ uzˇ´ıva´ jako oznacˇen´ı discipl´ıny zahrnuj´ıc´ı specificke´ metody zpra-
cova´n´ı dat meˇrˇeny´ch v prostoru nebo v plosˇe.
V geostatistice je jednou z nejcˇasteˇji pouzˇ´ıvany´ch metod odhadu metoda kriging. Je
obl´ıbena mezi inzˇeny´ry (zejme´na v geologii, meteorologii, apod.) a je pojmenova´na po
D. E. Krigeovi, jihoafricke´m inzˇeny´rovi, ktery´ v padesa´ty´ch letech rozvinul empiricke´
statisticke´ metody v d˚uln´ım inzˇeny´rstv´ı.
Podstatou te´to metody je nale´zt optima´ln´ı predikci kovariancˇneˇ staciona´rn´ıho na´hodne´ho
procesu definovane´ho v dane´ oblasti vzhledem ke strˇedn´ı kvadraticke´ chybeˇ. Proble´mem
je, zˇe obvykle nen´ı zna´ma kovariancˇn´ı struktura uvazˇovane´ho procesu a je potrˇeba odhad-
nout ji z dat.
Prvn´ı, teoreticka´ cˇa´st diplomove´ pra´ce, obsahuje prˇipomenut´ı za´kladn´ıch pojmu˚ a
oznacˇen´ı z matematicke´ statistiky, popis regresn´ıho modelu a vlastnost´ı prostorovy´ch
dat, zaveden´ı kriging metody a mozˇnost odhadu kovariancˇn´ı struktury, zejme´na odhadu
variogramu.
Druha´, prakticka´ cˇa´st diplomove´ pra´ce, obsahuje popis programove´ implementace v
prostrˇed´ı MATLAB a demonstraci kriging metody na simulovany´ch a rea´lny´ch datech.
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2 Za´kladn´ı pojmy
Nejprve uvedeme za´kladn´ı pojmy potrˇebne´ pro porozumeˇn´ı zpracova´vane´mu te´matu.
Jelikozˇ jde o zaveden´ı oznacˇen´ı a prˇipomenut´ı zna´my´ch pojmu˚, nebudeme je striktneˇ
definovat.
2.1 Pravdeˇpodobnostn´ı prostor
Modely pravdeˇpodobnostn´ı a statisticke´ patrˇ´ı mezi matematicke´ modely, ktere´ se
pouzˇ´ıvaj´ı prˇi studiu rea´lny´ch deˇj˚u. Rea´lne´ deˇje se snazˇ´ıme nejen studovat a popisovat, ale
hlavneˇ nale´zt jejich charakteristicke´ vlastnosti a vyuzˇ´ıt je k predikci chova´n´ı uvazˇovany´ch
deˇj˚u v prostoru nebo v cˇase.
Pokud realizujeme pokus, jednotlive´ vy´sledky oznacˇ´ıme ω a nazy´va´me je elementa´rn´ımi
jevy. Mnozˇinu vsˇech mozˇny´ch vy´sledk˚u pokusu (tj. mnozˇinu vsˇech elementa´rn´ıch jev˚u)
nazy´va´me prostorem elementa´rn´ıch jev˚u a znacˇ´ıme ji Ω.
Symbolem A znacˇ´ıme σ-algebru podmnozˇin prostoru Ω. Prvky A ∈ A se nazy´vaj´ı
na´hodne´ jevy. Vlastnosti σ-algebry jsou:
• Jestlizˇe A ∈ A, potom A¯ ∈ A.
• Jestlizˇe Ai ∈ A, i = 1, 2, ..., potom
⋂∞
i=1 Ai ∈ A.
Da´le definujeme pravdeˇpodobnost P (A) na´hodne´ho jevu A ∈ A. Pravdeˇpodobnost
P (A) je rea´lna´ funkce definovana´ na σ-algebrˇe A s vlastnostmi:
• P (A) ≥ 0 pro vsˇechny na´hodne´ jevy A ∈ A.
• P (Ω) = 1.
• Jestlizˇe Ai ∈ A, i = 1, 2, ... jsou po dvou disjunktn´ı na´hodne´ jevy, potom
P (
∞⋃
i=1
Ai) =
∞∑
i=1
P (Ai).
Trojice (Ω,A, P ) se nazy´va´ pravdeˇpodobnostn´ı prostor.
2.2 Na´hodna´ velicˇina a jej´ı charakteristiky
Na´hodnou velicˇinou (vzhledem k jevove´mi poli A) rozumı´me zobrazen´ı X : Ω → R,
pro ktere´ je mnozˇina {ω ∈ Ω : X(ω) ≤ x} jevem v A pro kazˇde´ x ∈ R.
Pro na´hodnou velicˇinu X definujeme distribucˇn´ı funkci F (x) = P (X ≤ x), ktera´ je
rea´lnou funkc´ı definovanou na (−∞, +∞) s vlastnostmi:
• 0 ≤ F (x) ≤ 1 pro ∀x ∈ (−∞, +∞).
• F (x) je neklesaj´ıc´ı, zprava spojita´ a ma´ nejvy´sˇe spocˇetneˇ mnoho bod˚u nespojitosti
na (−∞, +∞).
• limx→−∞ F (x) = F (−∞) = 0 a limx→+∞ F (x) = F (+∞) = 1.
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• P (a < X ≤ b) = F (b)− F (a) pro libovolna´ rea´lna´ cˇ´ısla a < b, specia´lneˇ:
P (a < X) = 1− F (a), P (X ≤ b) = F (b)
• P (X = c) = F (c)− limx→c− F (x) pro libovolne´ rea´lne´ cˇ´ıslo c.
2.2.1 Diskre´tn´ı na´hodna´ velicˇina
Ma´me na´hodnou velicˇinu X definovanou na pravdeˇpodobnostn´ım prostoru (Ω,A, P )
a mnozˇinu M , ktera´ obsahuje nejvy´sˇe spocˇetneˇ mnoho rea´lny´ch cˇ´ısel takovy´ch, zˇe∑
x∈M P (X = x) = 1. O na´hodne´ velicˇineˇ X potom rˇekneme, zˇe ma´ diskre´tn´ı rozdeˇlen´ı
pravdeˇpodobnosti. Mnozˇina M se nazy´va´ obor hodnot X a funkce p(x) definovana´ vztahy:

p(x) = P (X = x), x ∈ M,
p(x) = 0, jinak,
(2.1)
se nazy´va´ pravdeˇpodobnostn´ı funkce na´hodne´ velicˇiny X. Oznacˇen´ım X ∼ (M, p) rozumı´me,
zˇe na´hodna´ velicˇina X ma´ diskre´tn´ı rozdeˇleˇn´ı pravdeˇpodobnosti s oborem hodnot M a
pravdeˇpodobnostn´ı funkc´ı p.
Necht’ X ∼ (M, p), potom plat´ı:
• p(x) ≥ 0 a
∑
x∈M p(x) = 1,
• p(x) = F (x)− limy→x− F (y),
• P (X ∈ B) =
∑
x∈B∩M p(x), B je libovolna´ podmnozˇina R,
• F (x) =
∑
t∈M∩(−∞,x> p(t).
2.2.2 Spojita´ na´hodna´ velicˇina
Rˇı´ka´me, zˇe na´hodna´ velicˇina X je spojita´ (ma´ spojite´ rozdeˇlen´ı pravdeˇpodobnosti),
pokud existuje neza´porna´ funkce f(x), x ∈ R, takova´, zˇe
∫∞
−∞
f(x)dx = 1. Distribucˇn´ı
funkci F (x) na´hodne´ velicˇiny X lze pomoc´ı f(x) napsat ve tvaru
F (x) =
∫ x
−∞
f(t)dt.
Funkce f se nazy´va´ hustota (rozdeˇlen´ı pravdeˇpodobnosti) na´hodne´ velicˇiny X.
Pokud ma´me na´hodnou velicˇinu X spojite´ho typu s distribucˇn´ı funkc´ı F a hustotou
f , potom plat´ı:
• f(x) ≥ 0, x ∈ R,
•
∫∞
−∞
f(x)dx = 1,
•
∫ x
−∞
f(t)dt = F (x),
• f(x) = F ′(x) pokud derivace existuje,
• P (X ∈ B) =
∫
B
f(x)dx pro libovolnou borelovskou mnozˇinu B,
• pro libovolne´ h > 0: P (x < X < x + h) = f(x)h + o(h), kdyzˇ existuje derivace
funkce F v bodeˇ x a o(h)
h
→ 0, kdyzˇ h → 0.
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2.2.3 Cˇ´ıselne´ charakteristiky na´hodne´ velicˇiny
Pro na´hodne´ velicˇiny definujeme strˇedn´ı hodnotu jako:
E(X) =


∑
x xp(x), pro diskre´tn´ı na´hodnou velicˇinu
(pokud rˇada konverguje absolutneˇ),
∫∞
−∞
xf(x), pro spojitou na´hodnou velicˇinu
(pokud integra´l konverguje absolutneˇ).
Strˇedn´ı hodnota ma´ vlastnosti (pokud vsˇechny uvazˇovane´ strˇedn´ı hodnoty existuj´ı):
• E(aX + b) = aE(X) + b pro vsˇechna a, b ∈ R.
• E(
∑n
i=1 Xi) =
∑n
i=1 E(Xi).
• E(
∏n
i=1 Xi) =
∏n
i=1 E(Xi), jsou-li na´hodne´ velicˇiny X1, ..., Xn neza´visle´.
Da´le definujeme rozptyl na´hodne´ velicˇiny X vztahem:
D(X) = E([X − E(X)]2),
pokud uvedena´ strˇedn´ı hodnota existuje, a smeˇrodatnou odchylku na´hodne´ velicˇiny X:
σ(X) =
√
D(X).
Pro rozptyly na´hodny´ch velicˇin X,X1, X2, ..., Xn plat´ı:
• D(X) ≥ 0.
• D(aX + b) = a2D(X) pro vsˇechna a, b ∈ R.
• D(X) = E(X2)− [E(X)]2, pokud potrˇebne´ strˇedn´ı hodnoty existuj´ı.
• D(
∑n
i=1 Xi) =
∑n
i=1 D(Xi), jsou-li na´hodne´ velicˇiny X1, X2, ..., Xn neza´visle´.
Pokud ma´me na´hodne´ velicˇiny X a Y definovane´ na pravdeˇpodobnostn´ım prostoru
(Ω,A, P ), jejich vza´jemny´ vztah mu˚zˇeme vyja´drˇit kovarianc´ı, kterou definujeme vztahem:
cov(X, Y ) = E([X − E(X)][Y − E(Y )]) = E(XY )− E(X)E(Y ),
za prˇedpokladu, zˇe uvedene´ strˇedn´ı hodnoty existuj´ı. Kovariance ma´ vlastnosti:
• cov(X, Y ) = cov(Y, X),
• cov(X, X) = D(X),
• D(X + Y ) = D(X) + D(Y ) + 2cov(X,Y ),
• X, Y neza´visle´ ⇒ cov(X,Y ) = 0 a E(X,Y ) = E(X)E(Y ), pokud E(X) a E(Y )
existuj´ı,
• cov(aX + b, cY + d) = ac cov(X,Y ) pro libovolna´ rea´lna´ cˇ´ısla a, b, c, d,
• |C(X,Y )| ≤
√
D(X)D(Y ) = σxσy.
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Je-li X = (X1, . . . , Xn)
′ na´hodny´ vektor a existuj´ı C(Xi, Xj); i, j = 1, . . . , n. Potom
matice var(X),
var(X) =


D(X1) C(X1, X2) . . . C(X1, Xn)
...
...
. . .
...
C(Xn, X1) C(Xn −X2) . . . D(Xn)

 ,
se nazy´va´ variancˇn´ı, je symetricka´ a pozitivneˇ definitn´ı.
Vza´jemny´ vztah na´hodny´ch velicˇin X a Y mu˚zˇeme vyja´drˇit take´ pomoc´ı korelacˇn´ıho
koeficientu:
ρ(X,Y ) = cov
(
X − E(X)
σ(X)
,
Y − E(Y )
σ(Y )
)
=
cov(X,Y )
σ(X)σ(Y )
=
cov(X, Y )√
D(X)D(Y )
,
pokud E(X) a E(Y ) existuj´ı. Korelacˇn´ı koeficient ma´ vlastnosti:
• ρ(X, Y ) = ρ(Y, X),
• ρ(X, X) = 1,
• −1 ≤ ρ(X, Y ) ≤ 1,
• ρ(aX + b, cY + d) = ac
|ac|
ρ(X,Y ) pro libovolna´ rea´lna´ cˇ´ısla a, b, c, d; ac 6= 0,
• Y = aX + b ⇔ |ρ(X, Y )| = 1, kde a, b ∈ R; a 6= 0,
• X, Y - neza´visle´ ⇒ ρ(X, Y ) = 0.
Pokud ρ(X,Y ) = 0, rˇ´ıka´me, zˇe na´hodne´ velicˇiny jsou nekorelovane´. Neza´visle´ na´hodne´
velicˇiny jsou nekorelovane´, ale nekorelovane´ na´hodne´ velicˇiny nemus´ı by´t neza´visle´.
Koeficienty korelace mu˚zˇeme podobneˇ jako kovariance zapsat do matice a dostaneme tak
tzv. korelacˇn´ı matici na´hodne´ho vektoru X = (X1, . . . , Xn)
′:
ρ(X) =


1 ρ(X1, X2) · · · ρ(X1, Xn)
ρ(X2, X1) 1 · · · ρ(X2, Xn)
...
...
. . .
...
ρ(Xn, X1) ρ(Xn, X2) · · · 1

 ,
ktera´ je symetricka´ a pozitivneˇ semidefinitn´ı.
2.2.4 Podmı´neˇna´ strˇedn´ı hodnota
• Diskre´tn´ı prˇ´ıpad:
Necht’ (X, Y ) ∼ (M, p), px, py jsou margina´rn´ı pravdeˇpodobnostn´ı funkce, p(x, y) =
P (X = x, Y = y), (x, y) ∈ M, px(x) 6= 0, Mx je definicˇn´ı obor x a My je definicˇn´ı
obor y. Potom funkce
p(y|x) =
p(x, y)
px(x)
se nazy´va´ podmı´neˇna´ pravdeˇpodobnostn´ı funkce na´hodne´ velicˇiny Y za podmı´nky
X = x. Da´le za dany´ch podmı´nek definujeme vztahem
E(Y |X = x) =
∑
y∈My
yp(y|x)
podmı´neˇnou strˇedn´ı hodnotu na´hodne´ velicˇiny Y za podmı´nky X = x.
14
• Spojity´ prˇ´ıpad:
Necht’ (X, Y ) ma´ sdruzˇenou hustotu f(x, y) a margina´ln´ı hustota fx(x) 6= 0. Potom
funkci
f(y|x) =
f(x, y)
fx(x)
nazy´va´me podmı´neˇnou hustotou na´hodne´ velicˇiny Y vzhledem k X. Da´le definujeme
funkci
E(Y |X = x) =
∫ ∞
−∞
f(y|x)dy,
kde x ∈ Mx. Funkce E(Y |X = x) se nazy´va´ podmı´neˇna´ strˇedn´ı hodnota na´hodne´
velicˇiny Y za podmı´nky X = x.
Podmı´neˇna´ strˇedn´ı hodnota E(Y |X) ma´ analogicke´ vlastnosti jako strˇedn´ı hodnota
nepodmı´neˇna´. Uvedene´ vztahy lze rozsˇ´ıˇrit pro na´hodny´ vektor X a dostaneme podmı´neˇnou
strˇedn´ı hodnotu E(Y |X = x). Du˚lezˇitou vlastnost, kterou vyuzˇijeme v dalˇs´ı kapitole,
popisuje na´sleduj´ıc´ı veˇta.
Veˇta 2.1. Necht’ Z je na´hodna´ velicˇina, X je na´hodny´ vektor, E(Z2) < ∞ a vektor
(Z,X′)′ je diskre´tn´ıho nebo spojite´ho typu. Potom pro kazˇdou meˇrˇitelnou funkci g(x) plat´ı
E[Z − g(X)]2 ≥ E[Z − E(Z|X)]2.
Rovnost nasta´va´ pra´veˇ tehdy, plat´ı-li g(X) = E(Z|X) s pravdeˇpodobnost´ı 1.
Veˇta (2.1) rˇ´ıka´, zˇe ze vsˇech funkc´ı vektoru X je velicˇineˇ Z ”nejbl´ızˇe” jej´ı podmı´neˇna´
strˇedn´ı hodnota, za podmı´nky, zˇe vzda´lenost posuzujeme pomoc´ı strˇedn´ı kvadraticke´
chyby. Pokud chceme nezna´mou hodnotu Z prˇedpoveˇdeˇt ze zna´my´ch hodnot vektoru
X, nejlepsˇ´ı prˇedpoveˇd´ı je pra´veˇ podmı´neˇna´ strˇedn´ı hodnota E(Z|X). Protozˇe vy´pocˇet
podmı´neˇne´ strˇedn´ı hodnoty mu˚zˇe by´t slozˇity´m u´kolem, cˇasto hleda´me nejlepsˇ´ı predikci
velicˇiny Z mezi linea´rn´ımi funkcemi vektoru X. V prˇ´ıpadeˇ norma´ln´ıho rozdeˇlen´ı ma´ vektor
(Z,X′)′ sdruzˇene´ norma´ln´ı rozdeˇlen´ı a prˇesnost predikce se nezhorsˇ´ı, protozˇe podmı´neˇna´
strˇedn´ı hodnota je linea´rn´ı funkc´ı podmı´nky.
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3 Regresn´ı model
Ma´me za´vislou promeˇnnou Z a neza´visle´ promeˇnne´ X1, X2, ..., Xk, ktere´ jsou reprezen-
tova´ny na´hodny´m vektorem X = (X1, X2, ..., Xk)
′. Z, X1, X2, ..., Xk jsou na´hodne´ velicˇiny
na pravdeˇpodobnostn´ım prostoru (Ω,A, P ). C´ılem regresn´ıho modelu je predikovat Z po-
moc´ı X1, X2, ..., Xk.
3.1 Regresn´ı funkce
Z veˇty (2.1) plyne, zˇe za´vislost Z na X nejle´pe vystihuje regresn´ı funkce:
z = g(x,β) = E(Z|X = x),
kde x = (x1, ..., xk) je vektor neza´visle promeˇnny´ch (hodnoty slozˇek na´hodne´ho vek-
toru X), z je za´visle promeˇnna´ (hodnota na´hodne´ velicˇiny Z), β = (β1, ..., βk)
′ je vektor
nezna´my´ch parametr˚u, ktere´ se nazy´vaj´ı regresn´ı koeficienty a E(Z|X = x) je podmı´neˇna´
strˇedn´ı hodnota.
K tomu, abychom mohli odhadnout regresn´ı koeficienty βj, zavedeme nejprve velicˇinu,
ktera´ se nazy´va´ rezidua´ln´ı soucˇet cˇtverc˚u a je tvaru:
S = Σni=1[zi − g(x, β)]
2.
Tuto velicˇinu minimalizujeme a z´ıska´me tak odhady regresn´ıch koeficient˚u. Tato metoda
se nazy´va´ metoda nejmensˇ´ıch cˇtverc˚u.
3.2 Linea´rn´ı regresn´ı model
Ma´me na´hodne´ velicˇiny Z, X1, ..., Xk. Pro na´hodne´ velicˇiny X1, ..., Xk jsou da´ny jejich
pevne´ hodnoty X1 = x1, ..., Xk = xk. Prˇedpokla´da´me, zˇe za´vislost Z na X je linea´rn´ı
(vzhledem k regresn´ım koeficient˚um). Uvazˇovany´ model lze tedy zapsat ve tvaru:
Z = β1X1 + β2X2 + ... + βkXk + δ,
kde δ je na´hodna´ chyba (na´hodna´ velicˇina).
Je da´no n pozorova´n´ı velicˇin Z,X1, ..., Xk:
Z1 = β1x11 + β2x12 + ... + βkx1k + δ1
Z2 = β1x21 + β2x22 + ... + βkx2k + δ2
...
Zi = β1xi1 + β2xi2 + ... + βkxik + δi
...
Zn = β1xn1 + β2xn2 + ... + βkxnk + δn,
kde Zi je i-te´ pozorova´n´ı na´hodne´ velicˇiny Z, xij je i-te´ pozorova´n´ı j-te´ slozˇky na´hodne´ho
vektoru X, δi je na´hodna´ chyba i-te´ho pozorova´n´ı.
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Zavedeme maticove´ oznacˇen´ı a dostaneme Z = (Z1, Z2, . . . , Zn)
′ (tzv. vektor odezvy),
vektor nezna´my´ch regresn´ıch koeficient˚u β = (β1, . . . , βk)
′, vektor na´hodny´ch chyb δ =
(δ1, . . . , δn) a matici typu n× k dany´ch rea´lny´ch cˇ´ısel:
X =


x11 x12 . . . x1k
x21 x22 . . . x2k
. . .
xn1 xn2 . . . xnk

 .
Pro na´hodne´ chyby δ prˇedpokla´da´me:
1. E(δ) = 0, tzn., zˇe chyby δi jsou nesystematicke´,
2. var(δ) = σ2I,
• Dδ1 = Dδ2 = · · · = Dδn = σ
2, tzn., zˇe rozptyly chyb jsou homogenn´ı a σ2 je
rovneˇzˇ nezna´my´ parametr,
• cov(δi, δj) = 0, i 6= j, tzn., zˇe chyby jsou nekorelovane´.
Da´le pozˇadujeme, aby X meˇla linea´rneˇ neza´visle´ sloupce a prˇedpokla´da´me k < n.
Potom dostaneme h(X) = k (model pak nazy´va´me linea´rn´ı regresn´ı model plne´ hodnosti)
a matici X′X ma´me regula´rn´ı.
Linea´rn´ı regresn´ı model v maticove´m tvaru je:
Z = Xβ + δ.
Kdyzˇ si uveˇdomı´me, zˇe vektor Xβ je nena´hodny´, snadno vyvod´ıme d˚usledky:
• EZ = Xβ
• varZ = σ2I.
Regresn´ı parametry β1, . . . , βk se odhaduj´ı metodou nejmensˇ´ıch cˇtverc˚u, tzn. minima-
lizujeme jizˇ zmı´neˇny´ rezidua´ln´ı soucˇet cˇtverc˚u jakozˇto funkci β. Tyto odhady oznacˇ´ıme
βˆ = (βˆ1, . . . , βˆk). Rˇesˇ´ıme tedy proble´m:
S =
n∑
i=1
δ2i = δ
′δ = (Z−Xβ)′(Z−Xβ) → min .
U´pravami dostaneme:
S = Z′Z− β′X′Z− Z′Xβ + β′X′Xβ = Z′Z− 2β′X′Z + β′X′Xβ,
protozˇe β′X′Z je matice typu (1, 1), neboli skala´r a jej´ı transpozice (β′X′Z)−1 = Z′Xβ
je stejny´ skala´r.
Hledany´ odhad mus´ı splnˇovat:
∂S
∂β
|βˆ = −2X
′Z + 2X′Xβ = 0,
protozˇe hleda´me minimum funkce S, tedy S derivujeme a polozˇ´ıme derivaci rovnu nule.
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Z posledn´ıho uvedene´ho vztahu dostaneme rovnice:
X′Xβ = X′Z,
ktere´ se nazy´vaj´ı norma´ln´ı rovnice metody nejmensˇ´ıch cˇtverc˚u a mu˚zˇeme je vyna´sobit
vy´razem (X′X)−1, protozˇe (X′X) je regula´rn´ı a tedy existuje inverze. Dostaneme:
βˆ = (X′X)−1X′Z.
Odhad i-te´ho pozorova´n´ı na´hodne´ velicˇiny Z je potom tvaru:
Zˆi =
k∑
j=1
βˆjxij, i = 1, . . . , n.
Dostali jsme linea´rn´ı regresn´ı model plne´ hodnosti, kde odhad tvaru βˆ = (X′X)−1X′Z
vyhovuje soustaveˇ norma´ln´ıch rovnic X′Xβ = X′Z.
Z vy´pocˇtu strˇedn´ı hodnoty Eβˆ:
Eβˆ = E((X′X)−1X′Z) = (X′X)−1X′EZ = (X′X)−1X′Xβ = β
vid´ıme, zˇe βˆ je nestranny´m odhadem β. Jesˇteˇ vyja´drˇ´ıme var(βˆ):
var(βˆ) = var((X′X)−1X′Z) = (X′X)−1X′var(Z)[(X′X)−1X′]′
= (X′X)−1X′(σ2I)X(X′X)−1 = σ2(X′X)−1X′X(X′X)−1 = σ2(X′X)−1.
Rezidua´ln´ı soucˇet cˇtverc˚u mu˚zˇeme zapsat ve tvaru S(βˆ) = (Z − Xβˆ)′(Z − Xβˆ) =∑n
i=1(Zi −
∑k
j=1 βˆjxij)
2 a S(βˆ) oznacˇ´ıme Se. Pro Se plat´ı:
(i) Se = Z
′(I − H)Z = Z′MZ, kde H = X′(X′X)−1X je matice projekce na M(X),
M = I −H je matice projekce na M(X)⊥; M(X) je linea´rn´ı prostor generovany´
sloupci matice X.
(ii) H a M jsou idempotentn´ı, h(H) = k, h(M) = n− k.
(iii) Se = Z
′Z− Zˆ′Zˆ =
∑n
i=1 Z
2
i −
∑n
i=1 Zˆ
2
i .
(iv) Se = Z
′Z− βˆX′Z = Z′Z− βˆ′a, kde a = X′Z je prava´ strana norma´ln´ıch rovnic.
Uvedene´ vztahy mu˚zˇeme doka´zat na´sledovneˇ:
(ii) H = X(X′X)−1X′, pak
H2 = (X(X′X)−1X′)′(X(X′X)−1X′) = H, tedy H je idempotentn´ı,
M2 = (I−H)′(I−H) = I−H−H + H2 = I−H = M, tedy M je idempotentn´ı.
Protozˇe H je idempotentn´ı, potom
h(H) = Tr(H) = Tr(X(X′X)−1X′) = Tr(X′X(X′X)−1) = Tr(Ik) = k a
h(M) = Tr(M) = n− k.
18
(i) (Z−Xβˆ)′(Z−Xβˆ) = (Z−X(X′X)−1X′Z)′(Z−X(X′X)−1X′Z) = (Z−HZ)′(Z−
HZ) = Z′(I−H)′(I−H)Z = Z′M2Z = Z′MZ, protozˇe M je idempotentn´ı.
(iii) Se = Z
′(I−H)Z = Z′Z− Z′HZ = Z′Z− Z′HHZ = Z′Z− (HZ)′HZ = Z′Z− Zˆ′Zˆ,
protozˇe HZ = X(X′X)−1X′Z = Xβˆ = Zˆ
(iv) Se = Z
′MZ = Z′Z− Z′HZ = Z′Z− Z′Xβˆ = Z′Z− βˆX′Y, tedy a = X′Z. ¤
Nestranny´m odhadem σ2 je velicˇina s2 = 1
n−k
Se. Uvedenou vlastnost doka´zˇeme vy´pocˇtem
strˇedn´ı hodnoty:
E(Se) = E(Z
′MZ) = E(Tr(Z′MZ)) = E[Tr(Z′ − EZ′)M(Z− EZ)],
protozˇe
ME(Z) = (I−X(X′X)−1X′)(Xβ) = (X−X(X′X)−1X′X)β = 0β = 0.
Potom
E(Se) = E[Tr(Z− EZ)(Z− EZ)
′M] = Tr[E(Z− EZ)(Z− EZ)′M],
protozˇe
E(δδ′) = var(δ) = var(Z),
dostaneme
E(Se) = Tr(var(Z)M) = Tr[(σ
2I)M] = σ2Tr(M) = σ2(n− k).
Z uvedene´ho vztahu vid´ıme, zˇe
E(s2) = E(
1
n− k
Se) =
1
n− k
(n− k)σ2 = σ2.
Mı´ru kvality linea´rn´ı predikce vyjadrˇujeme velicˇinou R2, ktera´ se nazy´va´ koeficient
determinace a je da´na vztahem:
R2 = 1−
Se
St
,
kde Se je rezidua´ln´ı soucˇet cˇtverc˚u a St =
∑n
i=1(Zi − Z¯)
2 je tzv. celkovy´ (tota´ln´ı) soucˇet
cˇtverc˚u.
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4 Prostorova´ data
4.1 Na´hodny´ proces a jeho charakteristiky
Teorie na´hodny´ch proces˚u popisuje rea´lne´ prˇ´ırodn´ı, technicke´ a jine´ procesy, ktere´
maj´ı na´hodny´ charakter. Stochasticky´ proces je zobecneˇn´ım pojmu na´hodne´ velicˇiny a
prˇi jeho definici vycha´z´ıme z pravdeˇpodobnostn´ıho prostoru (Ω,A, P ), kde Ω je dana´.
Prˇi studova´n´ı na´hodny´ch proces˚u a na´hodny´ch pol´ı uvazˇujeme nav´ıc nepra´zdnou mnozˇinu
parametr˚u D, jej´ı prvky budeme znacˇ´ıt s, s ∈ D (resp. s indexy s1, s2, ... apod).
Je-li Z(s) pro kazˇde´ s ∈ D na´hodnou velicˇinou definovanou na pravdeˇpodobnostn´ım
prostoru (Ω,A, P ), potom syste´m Z = {Z(s)|s ∈ D} nazy´va´me na´hodny´m procesem.
Je-li D ⊂ R, cˇasto interpretujeme s jako cˇas a mluv´ıme o na´hodne´m procesu. Je-li
D ⊂ Rd, mluv´ıme o prostorove´m na´hodne´m procesu nebo o na´hodne´m poli a s mu˚zˇe by´t
interpretova´no jako cˇas nebo jako sourˇadnice bod˚u v d-rozmeˇrne´m prostoru.
Ma´me tedy na´hodny´ proces {Z(s)} pozorovany´ v jiste´ oblasti D ⊆ Rd, ktera´ ma´
kladny´ d-rozmeˇrny´ objem, proto je Z(s) pro kazˇdy´ bod s ∈ D na´hodnou velicˇinou defino-
vanou na pravdeˇpodobnostn´ım prostoru (Ω,A, P ). V te´to pra´ci s cha´peme jako prostorovy´
index, ktery´ se spojiteˇ meˇn´ı v oblasti D.
Jestlizˇe pro kazˇde´ s ∈ D existuje strˇedn´ı hodnota na´hodne´ velicˇiny Z(s)
E[Z(s)] = µ(s),
potom funkci µ(s) nazveme strˇedn´ı hodnotou na´hodne´ho procesu {Z(s)}. O procesu
rˇekneme, zˇe je cetrovany´, je-li jeho strˇedn´ı hodnota nulova´ (tj. kdyzˇ E[Z(s)] = 0 pro
kazˇde´ s ∈ D).
Jestlizˇe pro kazˇde´ s ∈ D existuje rozptyl na´hodne´ velicˇiny Z(s)
D[Z(s)] = E[Z(s)− µ(s)]2 = σ2(s),
potom funkci σ2(s) nazveme rozptylem na´hodne´ho procesu {Z(s)}. Rozptyl na´hodne´ho
procesu je stejneˇ jako u na´hodne´ velicˇiny neza´porna´ funkce a charakterizuje mı´ru rozpty´len´ı
jednotlivy´ch realizac´ı kolem strˇedn´ı hodnoty. Z rozptylu dostaneme vztahem σ(s) =√
σ2(s) smeˇrodatnou odchylku na´hodne´ho procesu.
Uvedene´ charakteristiky nejsou pro popsa´n´ı za´kladn´ıch vlastnosn´ı na´hodne´ho procesu
dostacˇuj´ıc´ı. Zavedeme proto kovariancˇn´ı funkci na´hodne´ho procesu
C(s1, s2) = cov(Z(s1), Z(s2)) = E{[Z(s1)− µ(s1)][Z(s2)− µ(s2)]}.
4.2 Stacionarita, kovariogram a variogram
4.2.1 Stacionarita
Jestlizˇe kovariancˇn´ı funkce za´vis´ı pouze na rozd´ılu argument˚u, tedy kdyzˇ
C(s1, s2) = C(s1 − s2) pro vsˇechna s1, s2 ∈ D, s1 − s2 = h, (4.1)
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potom o procesu rˇ´ıka´me, zˇe je kovariancˇneˇ staciona´rn´ı. Kovariancˇn´ı funkce je funkc´ı
dvou promeˇnny´ch, v nasˇem prˇ´ıpadeˇ s1, s2 a kovariancˇn´ı funkce za´visej´ıc´ı pouze na rozd´ılu
argument˚u je funkc´ı jedne´ promeˇnne´, prˇesto se znacˇ´ı stejny´m p´ısmenem C. Kovariancˇn´ı
funkce za´visej´ıc´ı pouze na rozd´ılu argument˚u se cˇasto znacˇ´ı C(h) a to vyply´va´ z toho, zˇe
C(s1 + h, s1) = C(h), s1 ∈ D.
O procesu mu˚zˇeme rˇ´ıci, zˇe je izotropicky staciona´rn´ı, pokud jeho kovariancˇn´ı funkce
C za´vis´ı pouze na de´lce h, tedy pokud
C(h) = C(‖h‖),
kde ‖h‖ znacˇ´ı Euklidovskou normu vektoru h.
Pokud je proces kovariancˇneˇ staciona´rn´ı a ma´ konstantn´ı strˇedn´ı hodnotu, tedy pokud
E(Z(s)) = µ pro vsˇechna s ∈ D,
mluv´ıme o stacionariteˇ druhe´ho rˇa´du.
4.2.2 Variogram
Prˇedpokla´da´me, zˇe
var(Z(s1)− Z(s2)) = 2γ(s1 − s2) = 2γ(h) pro vsˇechna s1, s2 ∈ D a h = s1 − s2.
(4.2)
Funkce 2γ(h) se nazy´va´ variogram (funkce γ(h) semivariogram).
Pokud pro proces plat´ı, zˇe ma´ konstantn´ı strˇedn´ı hodnotu
E(Z(s + h)− Z(s)) = 0
a existuje jeho variogram
var(Z(s + h)− Z(s)) = 2γ(h) pro kazˇde´ s, s + h ∈ D,
potom je proces vnitrˇneˇ staciona´rn´ı. Ze stacionarity druhe´ho rˇa´du plyne vnitrˇn´ı sta-
cionarita, opak ale neplat´ı.
Pokud variogram 2γ(h) za´vis´ı pouze na de´lce h, tedy pokud 2γ(s1 − s2) = 2γ(h) =
2γ(‖h‖), kde ‖h‖ je Euklidovska´ norma, potom se variogram nazy´va´ izotropicky´.
Veˇta 4.1. Variogram 2γ je podmı´neˇneˇ negativneˇ definitn´ı funkce, tedy splnˇuje podmı´nku
m∑
i=1
m∑
j=1
aiaj2γ(si − sj) ≤ 0 (4.3)
pro kazˇdou konecˇnou mnozˇinu bod˚u {si : 1 = 1, . . . ,m} oblasti D a pro libovolna´ rea´lna´
cˇ´ısla {ai : i = 1, . . . , m}, takova´, zˇe
∑m
i=1 ai = 0.
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Prˇedchoz´ı veˇtu doka´zˇeme na´sledovneˇ. Budeme prˇedpokla´dat, zˇe {Z(s)} je vnitrˇneˇ
staciona´rn´ı proces, si a ai vyhovuj´ı podmı´nka´m veˇty. Potom dostaneme{
m∑
i=1
aiZ(si)
}2
= −
1
2
{
m∑
i=1
m∑
j=1
aiaj(Z(si)− Z(sj))
2
}
,
protozˇe
∑m
i=1 ai = 0. Aplikujeme-li na prˇedchoz´ı rovnost strˇedn´ı hodnotu
m∑
i=1
m∑
j=1
aiaj2γ(si − sj) = −2var(
m∑
i=1
aiZ(si)) ≤ 0
a uva´zˇ´ıme-li, zˇe rozptyl na´hodne´ velicˇiny je neza´porny´, dostaneme pozˇadovane´ tvrzen´ı. ¤
4.2.3 Kovariogram a korelogram
Je-li proces kovariancˇneˇ staciona´rn´ı, potom funkce dana´ vztahem (4.1) se nazy´va´ ko-
variogram a znacˇ´ı se C(s1− s2) nebo C(h) (kovariogram tedy znacˇ´ıme stejny´m p´ısmenem
jako funkci kovariancˇn´ı). Funkce
ρ(h) ≡
C(h)
C(0)
, (4.4)
kde C(0) > 0, se nazy´va´ korelogram (a je take´ zna´ma jako autokorelacˇn´ı funkce). Tato
velicˇina by´va´ uzˇ´ıva´na pro analy´zu cˇasovy´ch rˇad, pro diagnostikova´n´ı nestacionarity a
urcˇen´ı typu staciona´rn´ı za´vislosti, apod.
Kovariogram i korelogram jsou symetricke´ funkce, tedy C(h) = C(−h), ρ(h) = ρ(−h)
a ρ(0) = 1 (cozˇ je zna´ma´ vlastnost korelacˇn´ıho koeficientu). Kovariogram mus´ı by´t pozi-
tivneˇ definitn´ı, tedy mus´ı splnˇovat
m∑
i=1
m∑
j=1
aiajC(si − sj) ≥ 0 (4.5)
pro neˇjake´ pozorova´n´ı v bodech {si : 1 = 1, . . . , m} a rea´lna´ cˇ´ısla {ai : i = 1, . . . , m}.
Stejneˇ jako variogram, mu˚zˇeme kovariogram nazvat izotropicky´m, pokud za´vis´ı pouze
na de´lce h.
4.3 Linea´rn´ı modely se statisticky za´vislou chybou
V kapitole 3 jsme prˇedstavili model s homogenn´ımi rozptyly. Nyn´ı tento model opust´ıme,
protozˇe u prostorovy´ch dat obvykle nen´ı var(Z) = σ2I. Budeme sta´le pracovat s daty
Z(s1), . . . , Z(sn), ktera´ jsou modelova´na jako soubor na´hodny´ch velicˇin a model je sta´le
tvaru:
Z(s) =
k∑
l=1
βlxl(s) + δ(s), s ∈ D ⊂ R
d, (4.6)
kde {xl : l = 1, . . . , k} je soubor k nena´hodny´ch promeˇnny´ch, ktere´ mohou (ale nemus´ı)
za´viset na umı´steˇn´ı v prostoru a δ je chybovy´ proces, ktery´ ma´ nulovou strˇedn´ı hodnotu,
konecˇny´ rozptyl a mu˚zˇe by´t (ale nemus´ı) prostoroveˇ korelova´n.
Pozorovana´ data oznacˇujeme jako Z ≡ (Z(s1), . . . , Z(sn))
′ a model dany´ vztahem (4.6)
lze maticoveˇ zapsat:
Z = Xβ + δ, (4.7)
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kde X je matice typu (n, k), jej´ızˇ (i, j)-ty´ prvek je xj(si), β ≡ (β1, . . . , βk)
′ a δ ≡
(δ(s1), . . . , δ(sn))
′.
Da´le budeme prˇedpokla´dat, zˇe
E(Z) = Xβ (4.8)
a zˇe existuje variancˇn´ı matice procesu Z a oznacˇ´ıme ji
var(Z) = Σ, (4.9)
variancˇn´ı matice neza´vis´ı na β a k < n.
Budeme hledat linea´rn´ı odhad β. Rˇekneme, zˇe βˆ je linea´rn´ım odhadem vektoru β,
jestlizˇe existuje takova´ matice Un×k, zˇe βˆ = U
′Z.
Veˇta 4.2. Linea´rn´ı odhad je nestranny´ tehdy a jen tehdy, plat´ı-li
UX = I. (4.10)
D˚ukaz : Odhad βˆ je nestranny´ tehdy a jen tehdy, je-li β = Eβˆ pro libovolny´ vektor β.
Avsˇak rovnost β = E(UZ) = UE(Z) = UXβ plat´ı pro libovolny´ vektor β pra´veˇ tehdy,
plat´ı-li vztah (4.10). ¤
Z (4.10) neplyne U = X−1, protozˇe X za prˇedpokladu n < k nen´ı cˇtvercova´. βˆ nazveme
nejlepsˇ´ım nestranny´m linea´rn´ım odhadem (NNLO) vektoru β, plat´ı-li:
• βˆ je linea´rn´ı odhad parametru β;
• βˆ je nestranny´ odhad parametru β;
• je-li βˆ∗ jiny´ nestranny´ linea´rn´ı odhad β, pak plat´ı varβˆ∗ − varβˆ ≥ 0 (tzn. rozd´ıl
uvedeny´ch dvou variancˇn´ıch matic mus´ı by´t matice pozitivneˇ semidefinitn´ı).
4.3.1 Model s plnou hodnost´ı
Veˇta 4.3. (Gaussova-Markovova) Je da´n model Z = Xβ + δ. Necht’ h(X) = k a necht’
Σ = var(Z) je regula´rn´ı. Potom NNLO pro β je roven
βˆ = (X′Σ−1X)−1X′Σ−1Z (4.11)
a ma´ variancˇn´ı matici
varβˆ = (X′Σ−1X)−1. (4.12)
D˚ukaz: Z prˇedpoklad˚u plyne, zˇe Σ je pozitivneˇ definitn´ı. Proto existuje matice Σ
1
2 typu
n×n hodnosti k tak, zˇe Σ = Σ
1
2 (Σ
1
2 )′, kde Σ
1
2 je regula´rn´ı. Proto existuje (Σ
1
2 )−1 a tuto
matici oznacˇ´ıme Σ−
1
2 . Potom je h(Σ−
1
2X) = k a plat´ı, zˇe h(X′Σ−1X) = h(X′Σ−
1
2Σ−
1
2X) =
k, takzˇe X′Σ−1X je regula´rn´ı. Odhad (4.11) je linea´rn´ı. Je take´ nestranny´, protozˇe
βˆ = (X′Σ−1X)−1X′Σ−1EZ = (X′Σ−1X)−1X′Σ−1Xβ = β.
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Pokud je βˆ∗ neˇjaky´ jiny´ linea´rn´ı nestranny´ odhad. Potom je
varβˆ = (X′Σ−1X)−1, varβˆ∗ = UΣ−1U′, cov(βˆ, βˆ∗) = varβˆ.
Z toho plyne, zˇe
0 ≤ var(βˆ∗ − βˆ) = varβˆ∗ − cov(βˆ∗, βˆ)− cov(βˆ, βˆ∗) + varβˆ = varβˆ∗ − varβˆ. ¤
Odhad βˆ je odhad zobecneˇnou metodou nejmensˇ´ıch cˇtverc˚u (generalized-least-squares
estimator), proto se tento odhad oznacˇu´je βˆGLS.
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4.4 Prˇ´ıklady prostorovy´ch dat
Soucˇa´st´ı te´to pra´ce je programova´ implementace metody prˇedstavene´ v kapitole 5, jej´ı
demonstrace bude prˇedvedena na 3 prˇ´ıkladech. Prˇ´ıslusˇna´ data a jejich graficke´ zna´zorneˇn´ı
budou uvedena v na´sleduj´ıc´ım odstavci.
4.4.1 Simulovana´ data
Regresn´ı rovina
Prvn´ım prˇ´ıkladem je regresn´ı funkce Z = x + 2y + δ, napocˇ´ıtana´ pro x = y =
1 : 1 : 15 (hodnoty x a y jsou od 1 s krokem 1 do 15). Z´ıskane´ hodnoty Z jsou nav´ıc
zat´ızˇeny na´hodnou chybou δ, cozˇ je norma´lneˇ rozdeˇleny´ chybovy´ proces s nulovou strˇedn´ı
hodnotou a se smeˇrodatnou odchylkou 0.2. V Matlabu takovy´to proces zap´ıˇseme jako
δ = normrnd(0, 0.2, nx, ny), kde nx je velikost vektoru x a ny je velikost vektoru y.
Tabulka hodnot Z pro prˇ´ıpad roviny je na Obr.(1) a vykreslene´ hodnoty vid´ıme na
Obr.(3).
Obra´zek 1: Data Z pro prˇ´ıpad regresn´ı roviny
Obecna´ linea´rn´ı regresn´ı plocha
Druhy´m rˇesˇeny´m prˇ´ıkladem je regresn´ı funkce Z = 3 cos(x) + 10 sin(0.2y) + δ, kde je
opeˇt x = y = 1 : 1 : 15 a data jsou opeˇt zat´ızˇena´ chybou δ = normrnd(0, 0.2, nx, ny).
Tabulka hodnot Z pro prˇ´ıpad zvlneˇne´ plochy je na Obr.(2). Napocˇ´ıtane´ hodnoty jsem pro
lepsˇ´ı viditelnost tvaru dat prolozˇila plochou - viz. Obr. (4).
Obra´zek 2: Data Z pro prˇ´ıpad obecne´ linea´rn´ı regresn´ı plochy
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Obra´zek 3: Vykreslene´ hodnoty procesu Z pro prˇ´ıpad regresn´ı roviny
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Obra´zek 4: Vykreslene´ hodnoty procesu Z pro prˇ´ıpad obecne´ linea´rn´ı regresn´ı plochy
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4.4.2 Rea´lna´ data
Uhelny´ popel v Pensylva´nii (Coal-Ash Data)
Tento prˇ´ıklad je prˇevzaty´ z [1]. Jde o hodnoty uhelne´ho popelu nameˇrˇene´ v Pen-
sylva´nii. Vektor x = 1 : 1 : 16 a y = 1 : 1 : 23 s t´ım rozd´ılem, zˇe tentokra´t nema´me
hodnotu Z nameˇrˇenou ve vsˇech bodech s = [x, y]. Body, ve ktery´ch je zna´ma´ hodnota
Z jsou zna´zorneˇny na Obr.(5). Hodnoty procesu Z jsou da´ny na Obr.(6)(tabulka vy-
jadrˇuje procentua´ln´ı hodnoty uhelne´ho popelu v bodech s = [x, y]) a prostorove´ vykreslen´ı
nameˇrˇeny´ch hodnot je na Obr.(7)
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Obra´zek 5: Body, ve ktery´ch je zna´ma´ hodnota Z pro data o uhelne´m popelu
Obra´zek 6: Data Z pro prˇ´ıklad o uhelne´m popelu (viz[1])
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Obra´zek 7: Vykreslene´ hodnoty procesu Z pro data o uhelne´m popelu
Data uvedena´ v popsany´ch prˇ´ıkladech budou analyzova´na v kapitola´ch 8, 9 a 10.
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5 Kriging metoda
5.1 Univerza´ln´ı kriging model
Nejprve pop´ıˇseme model, ktery´ se nazy´va´ univerza´ln´ı kriging. Budeme prˇedpokla´dat,
zˇe jsou da´na pozorova´n´ı usporˇa´dana´ do vektoru
Z ≡ (Z(s1), . . . , Z(sn))
′, (5.1)
pozorovan´ı jsou provedeny ve zna´my´ch bodech
{s1, . . . , sn}, s ∈ D ⊂ R
d (5.2)
a chceme z teˇchto dat predikovat hodnotu Z(s0). U tohoto modelu prˇedpokla´da´me proces
Z(s) ve tvaru:
Z(s) = µ(s) + δ(s), s ∈ D, (5.3)
kde µ(s) je strˇedn´ı hodnotou Z(s) a δ(s) je na´hodny´ korelovany´ chybovy´ proces. Tedy
µ(s) je deterministicka´ slozˇka procesu Z, ktera´ popisuje tzv. large-scale variabilitu procesu
a δ(s) popisuje smeˇs tzv. smooth-scale variability, mikro-scale variability a chyb meˇrˇen´ı.
O na´hodne´m procesu δ(s) budeme da´le prˇedpokla´dat, zˇe ma´ nulovou strˇedn´ı hodnotu
(E(δ(s)) = 0), je vnitrˇneˇ staciona´rn´ı a ma´ variogram 2γ.
O strˇedn´ı hodnoteˇ µ(s) procesu Z da´le prˇedpokla´da´me, zˇe je linea´rn´ı kombinac´ı
zna´my´ch funkc´ı f0(s), . . . , fp(s), s ∈ D. Acˇkoliv kazˇda´ fj(s) je psa´na jako funkce polohy
s, uvazˇujeme i konstantn´ı funkce.
Tedy model prˇedpokla´da´me ve tvaru
Z(s) =
p+1∑
j=1
fj−1(s)βj−1 + δ(s), s ∈ D, (5.4)
kde β ≡ (β0, . . . , βp)
′ ∈ Rp+1 je nezna´my´ vektor parametr˚u, ktery´ chceme odhadnout a
δ je vnitrˇneˇ staciona´rn´ı na´hodny´ proces s nulovou strˇedn´ı hodnotou a variogramem 2γ.
Oznacˇ´ıme-li
X =


f0(s1) . . . fp(s1)
...
. . .
...
f0(sn) . . . fp(sn)

 , β =


β0
...
βp

 , δ =


δ(s1)
...
δ(sn)


mu˚zˇeme rovnici (5.4) prˇepsat do maticove´ho tvaru
Z = Xβ + δ, (5.5)
matice X je tedy typu (n, p + 1), jej´ızˇ (i, j)-ty´ prvek je fj−1(si).
Pomoc´ı metody universa´ln´ı kriging chceme nale´zt nejlepsˇ´ı linea´rn´ı prediktor
Z∗(s0) =
n∑
i=1
λiZ(si) (5.6)
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procesu Z(s) v bodeˇ s = s0. Hleda´me tedy rea´lna´ cˇ´ısla λ1, . . . , λn takova´, aby strˇedn´ı
kvadraticka´ chyba predikce Z∗ v bodeˇ s0
MSE(s0) = E(Z
∗(s0)− Z(s0))
2 = E
(
Z(s0)−
n∑
i=1
λiZ(si)
)2
(5.7)
byla minima´ln´ı. Nav´ıc pozˇadujeme, aby tento odhad byl nestranny´, tedy minimalizujeme
(5.7) za podmı´nky
EZ∗(s0) = EZ(s0). (5.8)
S ohledem na prˇedchoz´ı uvedene´ vztahy lze podmı´nku (5.8) prˇepsat do tvaru:
µ(s0) =
p+1∑
j=1
βj−1fj−1(s0) =
n∑
i=1
λiµ(si) =
n∑
i=1
λi
p+1∑
j=1
βj−1fj−1(si). (5.9)
Oznacˇ´ıme-li
λ =


λ1
...
λn

 ,x =


f0(s0)
...
fp(s0)

 ,
mu˚zˇeme (5.9) prˇepsat do tvaru
x′β = λ′Xβ (5.10)
Z podmı´nky nestrannosti (5.8) prediktoru Z∗(s) pak plyne, zˇe (5.10) mus´ı platit pro
kazˇde´ β ∈ Rp+1 a tedy ze (5.10) plyne x = X′λ. Kdyzˇ mnozˇina U = {λ ∈ Rn : x = X′λ}
je nepra´zdna´, potom univerza´ln´ı kriging estima´tor Z∗ mu˚zˇe by´t nalezen minimalizac´ı
strˇedn´ı cˇtvercove´ chyby (5.7) za podmı´nky, zˇe λ ∈ U .
5.2 Kriging odhady
Chceme predikovat hodnotu procesu Z v bodeˇ s0 a pomoc´ı zavedene´ho oznacˇen´ı
dostaneme pro Z(s0) vztah
Z(s0) = µ(s0) + δ(s0) = x
′β + δ(s0). (5.11)
Nejlepsˇ´ı linea´rn´ı nestranny´ prediktor, ktery´ jsme oznacˇili Z∗, minimalizuje (5.7) po-
moc´ı λ1, . . . , λn za podmı´nky λ
′X = x′. Prˇ´ıvlastek univerza´ln´ı uzˇil poprve´ Matheron(1969),
aby zd˚uraznil nestrannost prediktoru, acˇkoliv µ(s) je nezna´mou linea´rn´ı kombinac´ı zna´my´ch
funkc´ı. Po zaveden´ı Lagrangeovy´ch multiplika´tor˚u je minimalizova´na funkce
E
(
Z(s0)−
n∑
i=1
λiZ(si)
)2
− 2
p+1∑
j=1
mj−1
{
n∑
i=1
λifj−1(si)− fj−1(s0)
}
(5.12)
s ohledem na λ1, . . . , λn a m0, . . . , mp, kde m0, . . . , mp jsou Lagrangeovy multiplika´tory,
ktere´ zarucˇ´ı splneˇn´ı podmı´nky λ′X = x′. Nyn´ı budeme prˇedpokla´dat, zˇe f0(s) ≡ 1, cozˇ
zarucˇ´ı, zˇe
∑n
i=1 λi = 1 (jedna z podmı´nek nestrannosti).
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Z rovnic (5.5), (5.11), (5.6) a uzˇit´ım vztahu
∑n
i=1 λi = 1 dostaneme(
Z(s0)−
n∑
i=1
λiZ(si)
)2
=
(
x′β + δ(s0)− λ
′Xβ −
n∑
i=1
λiδ(si)
)2
=
(
δ(s0)−
n∑
i=1
λiδ(si)
)2
= −
n∑
i=1
n∑
j=1
λiλj
(δ(si)− δ(sj))
2
2
+ 2
n∑
i=1
λi
(δ(s0)− δ(si))
2
2
.
(5.13)
Da´le prˇedpokla´da´me, zˇe
2γ(h) = var(Z(s + h)− Z(s)). (5.14)
Funkci (5.12), kterou ma´me minimalizovat, dostaneme ve tvaru
−
n∑
i=1
n∑
j=1
λiλjγ(si − sj) + 2
n∑
i=1
λiγ(s0 − si)− 2
p+1∑
j=1
mj−1
{
n∑
i=1
λifj−1(si)− fj−1(s0)
}
.
(5.15)
Prˇi odvozen´ı teˇchto rovnic jsme prˇedpokla´dali, zˇe f0(s) ≡ 1, v prˇ´ıpadeˇ, zˇe zˇa´dna´ z
{fj−1(s) : j = 1, . . . , p+1} nen´ı identicky rovna 1, potom minimalizova´n´ı (5.7) v za´vislosti
na λ′X = x′ nemus´ı by´t dosazˇeno minimalizova´n´ım (5.15).
5.2.1 Rovnice univerza´ln´ıho krigingu
Vztah (5.15) derivujeme podle promeˇnny´ch λ1, . . . , λn,m0, . . . , mp a vy´sledek polozˇ´ıme
roven 0, potom optima´ln´ı va´hy z´ıska´me z rovnice
λU = Γ
−1
U γU , (5.16)
kde
λU ≡ (λ1, . . . , λn,m0, . . . , mp)
′, (5.17)
γU ≡ (γ(s0 − s1), . . . , γ(s0 − sn), 1, f1(s0), . . . , fp(s0))
′ (5.18)
a ΓU je symetricka´ matice typu (n + p + 1)× (n + p + 1)
ΓU =


γ(si − sj), i = 1, . . . , n; j = 1, . . . , n,
fj−1−n(si), i = 1, . . . , n; j = n + 1, . . . , n + p + 1,
0, i = n + 1, . . . , n + p + 1; j = n + 1, . . . , n + p + 1,
(5.19)
kde f0 ≡ 1. A tedy koeficienty λ jsou da´ny vztahem
λ′ = {γ + X(X′Γ−1X)−1(x−X′Γ−1γ)}′Γ−1 (5.20)
a
m′ = −(x−X′Γ−1γ)′(X′Γ−1X)−1,
kde γ ≡ (γ(s0 − s1), . . . , γ(s0 − sn))
′ a Γ je matice typu n × n, jej´ızˇ (i, j)-ty´ prvek je
γ(si − sj), tedy
Γ ≡


γ(0) γ(s1 − s2) . . . γ(s1 − sn)
...
...
. . .
...
γ(sn − s1) γ(sn − s2) . . . γ(0)


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Dosud jsme prˇedpokla´dali, zˇe proces Z je vnitrˇneˇ staciona´rn´ı. Nyn´ı prˇedpoklad vnitrˇn´ı
stacionarity zes´ıl´ıme a odhady uprav´ıme pro proces, ktery´ je staciona´rn´ı druhe´ho rˇa´du.
Pro takovy´ proces je definova´n jeho kovariogram C(h) ≡ cov(Z(s + h), Z(s)). Rovnice
analogicka´ rovnici (5.16) je rovnice
(λ1, . . . , λn,−m0, . . . ,−mp)
′ = Σ−1U cU ,
kde cU ≡ (C(s1 − s0), . . . , C(sn − s0), f0(s0), f1(s0), fp(s0))
′ a ΣU je symetricka´ matice
typu (n + p + 1)× (n + p + 1)
ΣU =


C(si − sj), i = 1, . . . , n; j = 1, . . . , n,
fj−1−n(si), i = 1, . . . , n; j = n + 1, . . . , n + p + 1,
0, i = n + 1, . . . , n + p + 1; j = n + 1, . . . , n + p + 1,
a jizˇ nevyzˇadujeme, aby f0 ≡ 1.
Koeficienty λ minimalizuj´ıc´ı (5.15) jsou da´ny (viz [1]) vztahem
λ′ = {c + X(X′C−1X)−1(x−X′C−1c)}′C−1,
kde c = (C(s1 − s0), . . . , C(sn − s0))
′ a matice C je matice typu n× n, kde
C =


C(0) C(s1 − s2) . . . C(s1 − sn)
...
...
. . .
...
C(sn − s1) C(sn − s2) . . . C(0)

 .
Nav´ıc
m′ = (x−X′C−1c)′(X′C−1X)−1.
5.2.2 Kriging rozptyl a intervaly predikce
Kriging rozptyl (predikcˇn´ı rozptyl, minima´ln´ı strˇedn´ı kvadraticka´ chyba predikce) je
σ2k(s0) = min
λ∈U
MSE(s0)
= λ′UγU =
n∑
i=1
λiγ(s0 − si) +
p+1∑
j=1
mj−1fj−1(s0)
= γ ′Γ−1γ − (x−X′Γ−1γ)′(X′Γ−1X)−1(x−X′Γ−1γ).
(5.21)
Kromeˇ toho,
σ2k(s0) = 2
n∑
i=1
λiγ(s0 − si)−
n∑
i=1
n∑
j=1
λiλjγ(si − sj) (5.22)
Pokud je proces Z staciona´rn´ı druhe´ho rˇa´du a jeho kovariogram existuje, potom kriging
rozptyl mu˚zˇeme vyja´drˇit jako
σ2k(s0) = C(0)−
n∑
i=1
λiC(s0 − si) +
p+1∑
j=1
mj−1fj−1(s0)
= C(0)− c′C−1c + (x−X′C−1c)′(X′C−1X)−1(x−X′C−1c)
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a take´
σ2k(s0) = C(0)− 2
n∑
i=1
λiC(s0 − si) +
n∑
i=1
n∑
j=1
λiλjC(si − sj)
Z rovnic (5.6), (5.16) a (5.21) sestroj´ıme asymptoticky´ predikcˇn´ı interval
A ≡ (Z∗(s0)− u0.975σk(s0), Z
∗(s0) + u0.975σk(s0)),
ktery´ je 95% interval predikce pro Z(s0).
5.2.3 Odhad strˇedn´ı hodnoty
Jesˇteˇ na´m zby´va´ odhadnout koeficienty β z rovnice (5.4). Z (5.5) vid´ıme, zˇe data Z vy-
hovuj´ı obecne´mu linea´rn´ımu modelu, kde E(Z) = Xβ a var(Z) = C. Odhad zobecneˇnou
metodou nejmencˇ´ıch cˇtverc˚u je tedy
βˆGLS = (X
′C−1X)−1X′C−1Z (5.23)
a hodnota procesu Z v bodeˇ s0 je da´na vztahem
Z∗(s0) = Z
′λ = c′C−1Z + (x−X′C−1c)′βˆGLS. (5.24)
5.3 Dalˇs´ı kriging modely
Kriging model˚u existuje cela´ rˇada. Tyto modely se veˇtsˇinou liˇs´ı prˇedpokladem tvaru
strˇedn´ı hodnoty procesu nebo v pozˇadavc´ıch na stacionaritu. Mezi nejza´kladneˇjˇs´ı kriging
modely patrˇ´ı jizˇ zmı´neˇny´ univerza´ln´ı kriging model a da´le potom naprˇ. simple kriging,
ordinary kriging, robustn´ı kriging apod.
5.3.1 Ordina´rn´ı kriging
Prˇi ordina´rn´ım krigingu prˇedpokla´da´me opeˇt model ve tvaru
Z(s) = µ + δ(s), s ∈ D,
ale tentokra´t ma´me µ ∈ R nezna´mou. Prediktor ocˇeka´va´me ve tvaru
Z∗(s0) =
n∑
i=1
λiZ(si),
n∑
i=1
λi = 1.
Druha´ podmı´nka zarucˇuje nestrannost prediktoru, tzn. E(Z∗(s0)) = µ = E(Z(s0)).
5.3.2 Simple kriging
V prˇ´ıpadeˇ, zˇe strˇedn´ı hodnota µ(s) = EZ(s) je zna´ma´, pak mluv´ıme o proste´ metodeˇ
kriging (simple kriging). U tohoto modelu se nevyzˇaduje, aby
∑n
i=1 λi = 1. V tomto
prˇ´ıpadeˇ je zna´my´ vektor β a vzorec pro predikci Z(s0) prostou metodou kriging lze zapsat
ve tvaru
Z∗(s0) = c
′C−1Z + (x−X′C−1c)′β.
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6 Odhad variogramu
Pokud prakticky aplikujeme kriging metodu, setka´va´me se s proble´mem, zˇe nezna´me
kovariogram C nebo variogram 2γ(h) procesu Z. Potom potrˇebujeme nale´zt kvalitn´ı
odhad C nebo 2γ(h), cozˇ je obt´ızˇny´ u´kol, protozˇe obvykle nelze chybovy´ proces δ prˇ´ımo
pozorovat. Potom se k odhadu kovariogramu nebo variogramu chybove´ho procesu δ uzˇ´ıva´
neˇjaky´ch specificky´ch rys˚u uvazˇovane´ho modelu. Cˇasto se vycha´z´ı z prˇedpokladu izotropie
a skutecˇnosti, zˇe funkce µ je v neˇjake´m smeˇru konstantn´ı apod.
Prˇi popisu korelovanosti sledovane´ho procesu Z da´me prˇednost variogramu prˇed ko-
variogramem, protozˇe trˇ´ıda proces˚u druhe´ho rˇa´du staciona´rn´ıch je zahrnuta mezi vnitrˇneˇ
staciona´rn´ımi procesy. Variogram budeme odhadovat za prˇedpokladu, zˇe sledovany´ proces
je vnitrˇneˇ staciona´rn´ı.
6.1 Klasicky´ odhad variogramu
Jednou z mozˇnost´ı, jak odhadnout kovariancˇn´ı strukturu procesu, je vyuzˇ´ıt klasicky´
odhad variogramu. Klasicky´ odhad, ktery´ navrhl Matheron (1962), je da´n vztahem
2γˆ(h) =
1
|N(h)|
∑
N(h)
(Z(si)− Z(sj))
2, (6.1)
kde N(h) = {(si, sj) : si − sj = h; i, j = 1, 2, . . . , n} a |N(h)| je pocˇet prvk˚u v mnozˇineˇ
N(h). Tento odhad je nestranny´, ale je znacˇneˇ ovlivneˇny´ atypicky´mi pozorova´n´ımi, protozˇe
ve scˇ´ıtanci (6.1) se vyskytuje vy´raz (·)2. Atypicka´ pozorova´n´ı mohou znacˇneˇ zkreslit
vy´sledny´ odhadovany´ variogram.
6.2 Robustn´ı odhady variogramu
Pra´veˇ z toho d˚uvodu, zˇe klasicky´ odhad je velmi citlivy´ na odlehla´ pozorova´n´ı, navrhli
Cressie a Hawkins (viz.[3]) dveˇ varianty robustn´ıho odhadu variogramu. Prvn´ı je tvaru
2γ(h) =
[ 1
|N(h)|
∑
N(h) |Z(si)− Z(sj)|
1
2 ]4
0.457 + 0.494
|N(h)|
.
Druha´ varianta je zalozˇena na media´nu a prˇ´ıslusˇny´ odhad ma´ prˇi asymptoticke´ korekci
vychy´len´ı tvar
2γ(h) =
[med{|Z(si)− Z(sj)|
1
2 : (si − sj) ∈ N(h)}]
4
0.457
.
Robustn´ı varianty da´vaj´ı mnohem kvalitneˇjˇs´ı odhady nezˇ klasicky´ odhad, cozˇ lze oveˇrˇit
v praxi nebo pomoc´ı simulac´ı. Robustn´ı varianty odhadu a klasicky´ odhad se souhrnneˇ
oznacˇuj´ı jako empiricke´.
6.3 Za´kladn´ı typy modelovy´ch variogramu˚
Varioram 2γ(h) je podmı´neˇneˇ negativneˇ definitn´ı funkce (viz. (4.3)). Proto i na odhad
variogramu klademe pozˇadavek, aby byl podmı´neˇneˇ negativneˇ definitn´ı. Potom za prˇedpo-
kladu, zˇe sledovany´ proces je izotropicky´, mu˚zˇeme popsat za´kladn´ı typy modelovy´ch vario-
gramu˚ a jim odpov´ıdaj´ıc´ıch semivariogramu˚ γ(h), ktere´ tomuto pozˇadavku vyhovuj´ı a
za´rovenˇ maj´ı prˇi prakticky´ch aplikac´ıch nejcˇasteˇjˇs´ı uplatneˇn´ı.
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• Linea´rn´ı model pro d ≥ 1:
γ(h) =
{
0, h = 0,
c0 + b‖h‖, h 6= 0,
kde c0 ≥ 0 a b ≥ 0 jsou parametry. Na Obr. 8 jsou vykresleny linea´rn´ı modely
pro r˚uzne´ hodnoty parametr˚u c0 a b, aby bylo viditelne´, jak volba parametr˚u mu˚zˇe
ovlivnit model.
• Sfe´ricky´ model pro 1 ≤ d ≤ 3:
γ(h) =


0, h = 0,
c0 + cs{
3
2
‖h‖
as
− 1
2
(‖h‖
as
)3} 0 < ‖h‖ ≤ as,
c0 + cs, ‖h‖ ≥ as,
kde c0 ≥ 0, cs ≥ 0 a as ≥ 0 jsou parametry. Na Obr. 9 opeˇt mu˚zˇeme pozorovat vliv
volby parametr˚u na tvar sfe´ricke´ho modelu.
• Exponencia´ln´ı model pro d ≥ 1:
γ(h) =
{
0, h = 0,
c0 + ce[1− exp{−
‖h‖
ae
}], h 6= 0,
kde c0 ≥ 0, ce ≥ 0 a ae ≥ 0 jsou parametry. Na Obr. 10 jsou nakresleny exponencia´ln´ı
modely pro r˚uzne´ hodnoty parametr˚u c0, ce a ae.
• Raciona´ln´ı kvadraticky´ model pro d ≥ 1:
γ(h) =
{
0, h = 0,
c0 +
cr‖h‖2
1+
‖h‖2
ar
, h 6= 0,
kde c0 ≥ 0, cr ≥ 0 a ar ≥ 0 jsou parametry. Na Obr. 11 jsou zna´zorneˇny raciona´ln´ı
kvadraticke´ modely pro r˚uzne´ hodnoty c0, cr a ar.
• Mocninny´ model pro d ≥ 1:
γ(h) =
{
0, h = 0,
c0 + bm‖h‖
λ, h 6= 0,
kde c0 ≥ 0, bm ≥ 0 a 0 ≤ λ < 2 jsou parametry. Vliv volby parametr˚u c0, bm a λ na
mocninny´ model je zviditelneˇn na Obr.12.
• Vlnovy´ model pro d ≥ 1:
γ(h) =
{
0, h = 0,
c0 + cw{1− aw
sin(
‖h‖
aw
)
‖h‖
}, h 6= 0,
kde c0 ≥ 0, cw ≥ 0 a aw ≥ 0 jsou parametry. Na Obr. 13 jsou vlnove´ modely
pro r˚uzne´ hodnoty parametr˚u c0, cw a aw.
Prˇ´ıslusˇny´ odhad semivariogramu dostaneme tak, zˇe prolozˇ´ıme neˇktery´ z vybrany´ch
model˚u empiricky´m variogramem vhodnou statistickou procedurou. Cˇasto se pro odhad
parametr˚u uvedeny´ch teoreticky´ch model˚u pouzˇ´ıva´ nelinea´rn´ı metoda nejmensˇ´ıch cˇtverc˚u.
Dalˇs´ı mozˇnost´ı je postupneˇ volit parametry za´kladn´ıch typ˚u model˚u a takto vznikle´ mode-
ly vizua´lneˇ porovna´vat s empiricky´m odhadem.
Pokud tedy k prˇ´ıkladu sestroj´ıme neˇktery´ z empiricky´ch odhad˚u, potom z neˇho mu˚zˇeme
odhadnout parametry neˇjake´ho ze za´kladn´ıch model˚u. V me´ implementaci pouzˇ´ıva´m kla-
sicky´ odhad variogramu a vsˇechny typy uvedeny´ch za´kladn´ıch modelovy´ch variogramu˚.
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Obra´zek 9: Sfe´ricky´ model pro r˚uzne´ hodnoty parametr˚u c0, cs a as
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Obra´zek 10: Exponencia´ln´ı model pro r˚uzne´ hodnoty parametr˚u c0, ce a ae
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Obra´zek 11: Raciona´ln´ı kvadraticky´ model pro r˚uzne´ hodnoty parametr˚u c0, cr a ar
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Obra´zek 12: Mocninny´ model pro r˚uzne´ hodnoty parametr˚u c0, bm a λ
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Obra´zek 13: Vlnovy´ model pro r˚uzne´ hodnoty parametr˚u c0, cw a aw
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6.4 Jiny´ prˇ´ıstup k modelova´n´ı variogramu
Jiny´ prˇ´ıstup k modelova´n´ı variogramu je popsa´n v cˇla´nku [2].
Definice 6.1. Rˇekneme, zˇe rea´lna´ funkce g(h),h ∈ Rd je prˇ´ıpustny´ variogram, jestlizˇe
• g(h) je spojita´ v Rd s prˇ´ıpadnou vy´jimkou pocˇa´tku,
• g(h) je neza´porna´, tedy g(h) ≥ 0 pro vsˇechna h ∈ Rd,
• g(h) je symetricka´, tedy g(h) = g(−h) pro vsˇechna h ∈ Rd,
• g(h) je podmı´neˇneˇ negativneˇ definitn´ı funkce.
Prˇ´ıpustny´ variogram g(h) mu˚zˇeme z´ıskat pomoc´ı funkce f(h), pokud f(h) je vhodna´
pozitivneˇ semidefinitn´ı funkce, vztahem
g(h) = −f(h) + c,
kde c je vhodna´ konstanta. Volbou f s uvedeny´mi vlastnostmi dostaneme specia´ln´ı typy
variogramu˚.
Naprˇ´ıklad pro d = 2 dostaneme prˇ´ıpustny´ model semivariogramu 2γ(h), kde h =
(h1, h2) ∈ R
2, pomoc´ı funkce
f(h1, h2) =
m1∑
j1=−m1
m2∑
j2=−m2
aj1j2cos(h1tj1 + h2tj2),
kde m1 a m2 jsou dana´ prˇirozena´ cˇ´ısla, tj1 , tj2 , aj1j2 jsou pro j1 = −m1, . . . , m1; j2 =
−m2, . . . , m2 vhodne´ rea´lne´ konstanty vyhovuj´ıc´ı podmı´nce
c−
m1∑
j1=−m1
m2∑
j2=−m2
aj1j2 ≥ 0.
Jejich doporucˇena´ volba vycha´z´ı ze simulac´ı (viz [2]). Vy´hodou teˇchto model˚u je, zˇe
umozˇnˇuj´ı modifikovat odhad variogramu na rea´lna´ data a zˇe zahrnuj´ı take´ trˇ´ıdu model˚u,
ktere´ nevycha´zej´ı z prˇedpoklad˚u izotropie.
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7 Popis programu
V te´to kapitole pop´ıˇsu program, ktery´ jsem vytvorˇila v programove´m prostrˇed´ı
MATLAB. Program pocˇ´ıta´ odhady metodou kriging pro prˇ´ıklady uvedene´ v kapitole 4,
tedy pro regresn´ı rovinu, obecnou linea´rn´ı regresn´ı plochu a Coal-Ash Data. Vy´sledky pro
jednotlive´ prˇ´ıklady budou uvedeny v na´sleduj´ıc´ıch kapitola´ch. Program se skla´da´ z rˇady
funkc´ı, se ktery´mi se nyn´ı sezna´mı´me. Nejprve pop´ıˇseme funkce pro simulovana´ data.
7.1 Zada´n´ı vstupn´ıch dat
Prvn´ı funkc´ı je funkce ”ZadaniVstupnichDat”. V tomto M-filu zada´va´me:
• vektory x a y, ktere´ urcˇuj´ı sourˇadnice bod˚u, ke ktery´m u simulovany´ch dat dopocˇ´ıta´me
pomoc´ı zadane´ho vztahu hodnoty sledovane´ho procesu;
• sourˇadnice x0 a y0, ve ktery´ch se ma´ odhadnout (prˇ´ıpadneˇ predikovat) hodnota
procesu (tyto hodnoty lze ve funkci ”CelkovyOdhad” zmeˇnit nebo rozsˇ´ıˇrit na vektory
sourˇadnic bod˚u predikce).
Pomoc´ı zadany´ch x, y, x0, y0 funkce vypocˇ´ıta´:
• s0 = [x0, y0], cozˇ je matice sourˇadnic predikovany´ch bod˚u;
• pp = size(x), cˇili pp je rozmeˇr vektoru x (resp. y, protozˇe vektory x a y maj´ı podle
zada´n´ı v prˇ´ıpadeˇ simulovany´ch dat stejny´ rozmeˇr ), pp = (pocˇet rˇa´dk˚u, pocˇet sloupc˚u);
• nn je pocˇet r˚uzny´ch x-ovy´ch (y-ovy´ch) sourˇadnic;
• Z vypocˇ´ıta´ hodnoty procesu, ktere´ by mohly by´t teoreticky nameˇrˇeny (zadokumen-
tova´n´ım rˇa´dku vol´ıme mezi regresn´ı rovinou a obecnou linea´rn´ı regresn´ı plochou,
ktera´ je linea´rn´ı kombinac´ı funkc´ı sin a cos), zp˚usob zada´n´ı v MATLABu je na
Obr.14;
Obra´zek 14: Zp˚usob zada´n´ı vy´pocˇtu hodnot Z
• δ = normrnd(0, 0.2, nn, nn) je norma´lneˇ rozdeˇleny´ na´hodny´ chybovy´ vektor s nulovou
strˇedn´ı hodnotou, se smeˇrodatnou odchylkou 0.2 o rozmeˇrech nn× nn;
• ZS = Z + δ, kde ZS jsou hodnoty z´ıskane´ tak, zˇe teoreticky vypocˇ´ıtane´ hodnoty Z
zat´ızˇ´ıme na´hodnou chybou δ;
• matici data = [xS, yS,ZSS], kde sloupce xS a yS vyjadrˇuj´ı vsˇechny mozˇne´ kombi-
nace prvk˚u vektor˚u x a y a ZSS jsou k nim prˇ´ıslusˇne´ hodnoty ZS ;
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• p = size(xS), cˇili p = (pocˇet rˇa´dk˚u, pocˇet sloupc˚u) vektoru xS (a i yS, protozˇe
vektory xS a yS maj´ı stejny´ rozmeˇr);
• n = pocˇet r˚uzny´ch bod˚u vznikly´ch kombinac´ı prvk˚u vektoru x a vektoru y (n = n2n);
• h je matice vzda´lenost´ı jednotlivy´ch bod˚u pozorova´n´ı, h je napocˇ´ıta´no Euklidovskou
metrikou (tedy jestlizˇe ma´me body s1 = [xS1, yS1] a s2 = [xS2, yS2], potom h(s1, s2) =√
(xS1 − xS2)2 + (yS1 − yS2)2). Prˇ´ıklad za´pisu tohoto vy´pocˇtu je na Obr.(15).
Obra´zek 15: Za´pis vy´pocˇtu matice h v MATLABu
7.2 Funkce Mezikruzˇ´ı
Funkce ”Mezikruzi” prˇeb´ıra´ od funkce ”ZadaniVstupnichDat” hodnoty xS, yS, x0, y0,
p, n, data, ZSS a h. Pro vy´pocˇet odhadu variogramu v bodeˇ s0 = [x0, y0] pouzˇ´ıvany´
klasicky´ odhad variogramu, ktery´ je dany´ vztahem (6.1), kde pocˇ´ıta´me s mnozˇinou N(h).
Oblast pozorova´n´ı tedy potrˇebujeme rozdeˇlit podle vzda´lenost´ı bod˚u s = [xS, yS] od bodu
s0. Ve vztahu (6.1) je N(h) = {(si, sj) : si − sj = h; i, j = 1, 2, . . . , n}, v te´to funkci ale
oblast rozdeˇl´ıme pomoc´ı kruzˇnic tak, zˇe
Nk(h) = {(si, sj) : ‖hk−1‖ ≤ ‖si − sj‖ ≤ ‖hk‖; i, j = 1, 2, . . . , n},
kde Nk(h) je k-te´ mezikruzˇ´ı rozdeˇluj´ıc´ı oblast.
V te´to funkci se zada´va´:
• PocKruznic, cozˇ je konstanta uda´vaj´ıc´ı pocˇet kruzˇnic, ktery´mi chceme danou oblast
rozdeˇlit;
• MaxPolomer = maxima´ln´ı vzda´lenost od bodu s0 takova´, zˇe pokud body lezˇ´ı v
kruzˇnici k(s0, MaxPolomer), tak je jesˇteˇ zahrneme do vy´pocˇtu.
Pomoc´ı funkce z´ıska´me:
• hS0, vektor vzda´lenost´ı jednotlivy´ch bod˚u s = [xS, yS] od bodu s0;
• Krok = MaxPolomer/PocKruznic uda´va´ krok, se ktery´m rozdeˇl´ıme uvazˇovanou
oblast;
• r = 0:Krok :MaxPolomer jsou polomeˇry kruzˇnic, ktery´mi danou oblast rozdeˇl´ıme na
pozˇadovana´ mezikruzˇ´ı;
• matici M , jej´ızˇ prvn´ı trˇi sloupce jsou shodne´ s matic´ı data a nav´ıc jsou prˇida´ny
sloupce vyjadrˇuj´ıc´ı jednotliva´ mezikruzˇ´ı, hodnoty v teˇchto sloupc´ıch jsou bud’ 1
nebo 0 podle toho, zda dany´ bod lezˇ´ı v mezikruzˇ´ı, cˇi nikoliv;
• q = pocˇet sloupc˚u matice M , tedy q − 3 vyjadrˇuje pocˇet mezikruzˇ´ı dane´ oblasti.
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Obra´zek 16: Uka´zka, jak mu˚zˇe vypadat matice M
Na Obr.(16) je cˇa´st matice M a tedy vid´ıme, zˇe naprˇ´ıklad bod s = [7, 1] lezˇ´ı ve
trˇet´ım mezikruzˇ´ı, bod s = [7, 4] lezˇ´ı ve druhe´m mezikruzˇ´ı, bod s = [7, 14] lezˇ´ı ve cˇtvrte´m
mezikruzˇ´ı apod.
7.3 Klasicky´ odhad variogramu
Funkce ”KlasickyOdhadVariogramu” vypocˇ´ıta´va´ samozrˇejmeˇ hodnoty klasicke´ho odhadu
variogramu v za´vislosti na r. Z prˇedchoz´ıch funkc´ı si prˇeb´ıra´ hodnoty n, q, M,ZSS a
vy´stupem te´to funkce je:
• KvadratHodnotProcesu, ktery´ ve vztahu (6.1) vypocˇ´ıta´ (Z(si)− Z(sj))
2, kde N(h) =
{(si, sj) : si − sj ≤ h; i, j = 1, 2, . . . , n};
• Suma, ktera´ je soucˇtem z´ıskany´ch hodnot KvadratHodnotProcesu a dostaneme tak∑
N(h) (Z(si)− Z(sj))
2 ze vztahu (6.1);
• PocetPrvkuNH uda´va´, kolik bod˚u lezˇ´ı v uvazˇovany´ch mezikruzˇ´ıch;
• KOV, cozˇ jsou pra´veˇ hodnoty klasicke´ho odhadu variogramu v za´vislosti na r.
7.4 Za´kladn´ı typy modelovy´ch variogramu˚
V kapitole 6 jsem uvedla 6 za´kladn´ıch typ˚u modelovy´ch variogramu˚. Kazˇdy´ je imple-
mentova´n jako samostatna´ funkce a k volbeˇ modelu prˇistupujeme azˇ ve funkci ”KrigingOd-
had”. Pomoc´ı za´kladn´ıch typ˚u modelovy´ch variogramu˚ z´ıska´me c a C, ktere´ jsou potrˇebne´
pro vy´pocˇet (5.23) a (5.24). Vsˇechny funkce vyuzˇ´ıvaj´ı hodnoty n, h,MaxPolomer, hS0 z
prˇedchoz´ıch funkc´ı.
• Linea´rn´ı model se vyuzˇ´ıva´ ve funkci ”LinearniOdhadVariogramu”. Vy´stupy te´to
funkce jsem oznacˇila GammaLM, GammaLMS0, kde GammaLMS0 se v na´sleduj´ıc´ı
funkci dosad´ı za c a GammaLM za C. V te´to funkci je take´ potrˇeba zadat hodnoty
parametr˚u c0 a b, ktere´ z´ıska´me pomoc´ı klasicke´ho odhadu variogramu.
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• Funkce ”SferickyOdhadVariogramu” opeˇt vypocˇ´ıta´ hodnoty GammaSMS0 a Gam-
maSM, ktere´ lze postupneˇ dosadit za c a C, pomoc´ı sfe´ricke´ho modelu. Pomoc´ı
klasicke´ho odhadu je zapotrˇeb´ı odhadnout parametry c0, cs a as a zadat je do te´to
funkce.
• Vy´stupem funkce ”ExponencialniOdhadVariogramu” jsou promeˇnne´ GammaEMS0
a GammaEM, ktere´ vyuzˇijeme ve funkci ”KrigingOdhad” za c a C a opeˇt je nutne´
dosadit parametry exponencia´ln´ıho modelu c0, ce a ae.
• Pro raciona´ln´ı kvadraticky´ model ma´me funkci ”RacionalniKvadratickyOdhadVari-
ogramu”, d´ıky ktere´ dostaneme hodnoty GammaRKM a GammaRKMS0. Parame-
try tohoto modelu jsou c0, cr a ar a je potrˇeba je zadat v te´to funkci.
• GammaMM a GammaMMS0 jsou vy´stupy funkce ”MocninnyOdhadVariogramu”.
Parametry mocninne´ho modelu jsou c0, bm a λ.
• Vlnovy´ model vyuzˇ´ıva´ funkce ”VlnovyOdhadVariogramu”, jej´ızˇ vy´stupy jsou Gam-
maVMS0 a GammaVM a zada´vaj´ı se zde parametry c0, cw a aw.
7.5 Kriging odhad
Vy´stupem funkce ”KrigingOdhad” je pozˇadovana´ predikce Z∗(s0) dana´ vztahem (5.24).
Funkce z prˇedesˇly´ch funkc´ı vyuzˇ´ıva´ x0, y0, n, xS, yS, ZSS, Gamma, GammaS0, kde za
Gamma a GammaS0 se dosad´ı prˇ´ıslusˇne´ velicˇiny podle volby typu modelu. Ve funkci je
take´ jesˇteˇ nutno zadat X a x, kde
X =


f0(s1) . . . fp(s1)
...
. . .
...
f0(sn) . . . fp(sn)

 ,x =


f0(s0)
...
fp(s0)

 .
podle kapitoly 5. Protozˇe v programu jizˇ x ma´me, jsou tyto promeˇnne´ oznacˇeny F a f .
7.6 Celkovy´ odhad
Pokud bychom chteˇli predikovat pouze v bodeˇ s0, vystacˇili bychom si s dosud uve-
deny´mi funkcemi. Funkce ”CelkovyOdhad” rozsˇiˇruje x0 a y0 na vektory a pouzˇ´ıva´ dosud
uvedene´ funkce v cyklu, dokud je nepouzˇije pro vsˇechny zadane´ body s0. Nakonec je ze
vsˇech Z∗(s0) sestavena matice a je oznacˇena ZhvS.
U rea´lne´ho prˇ´ıkladu je vypusˇteˇna simulacˇn´ı cˇa´st. U rea´lny´ch dat se funkce, prˇes kterou
se zada´vaj´ı vstupn´ı data nazy´va´ ”CoalAshData” a rozd´ıl oproti funkci ”ZadaniVstupnich-
Dat” je v tom, zˇe nemus´ıme zada´vat zˇa´dny´ vztah pro Z a ani na´hodnou chybu δ. Matice
data je zada´na prˇ´ımo a je opeˇt pro dalˇs´ı vy´pocˇty rozdeˇlena na xS, yS a ZSS. Ostatn´ı
funkce uvedene´ pro simulovana´ data se pouzˇ´ıvaj´ı stejneˇ i u dat Coal-Ash.
Moje programova´ implementace ma´ dveˇ varianty, pro simulovana´ a rea´lna´ data, ktere´
jsou ulozˇeny samostatneˇ. CD prˇilozˇene´ k te´to pra´ci obsahuje pra´veˇ tyto programy.
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8 Kriging metoda pro regresn´ı rovinu
Prvn´ım prˇ´ıkladem, ktery´ jsem rˇesˇila my´m programem je prˇ´ıklad regresn´ı roviny prˇedsta-
veny´ v kapitole 4. Po vyuzˇit´ı funkc´ı ”ZadaniVstupnichDat” a ”Mezikruzi”, jejichzˇ po-
moc´ı vytvorˇ´ıme hodnoty potrˇebne´ pro dalˇs´ı vy´pocˇty a uvazˇovanou oblast rozdeˇl´ıme na
mezikruzˇ´ı, pouzˇijeme funkci ”KlasickyOdhadVariogramu”. Dostaneme hodnoty, ze ktery´ch
odhadneme parametry za´kladn´ıch typ˚u modelovy´ch variogramu˚. V tomto prˇ´ıpadeˇ na´m
stacˇ´ı z´ıskat klasicky´ odhad variogramu pro jeden bod s0, odhadnout parametry za´kladn´ıch
model˚u a tyto parametry potom vyuzˇ´ıt pro vsˇechny body predikce.
Na za´kladeˇ graficke´ho pr˚ubeˇhu empiricke´ho odhadu variogramu byly vybra´ny na´sleduj´ıc´ı
parametry jednotlivy´ch za´kladn´ıch typ˚u modelova´ch variogramu˚:
• Linea´rn´ı model: c0 = 1, b = 2;
• Sfe´ricky´ model: c0 = 10, cs = 15 a as = 4;
• Exponencia´ln´ı model: c0 = 3, ce = 7 a ae = 5;
• Raciona´ln´ı kvadraticky´ model: c0 = 8, cr = 5 a ar = 3;
• Mocninny´ model: c0 = 3, bm = 2 a λ = 1.8;
• Vlnovy´ model: c0 = 1, cw = 8 a aw = 2.
Pro regresn´ı rovinu a pro jednotlive´ za´kladn´ı typy model˚u provedeme odhad v 36-
ti bodech, ktere´ lezˇ´ı uvnitrˇ pozorovane´ oblasti, jak je zna´zorneˇno na Obr.17. Ve funkci
”CelkovyOdhad” tedy rozsˇ´ıˇr´ıme x0 a y0 na vektory.
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Body pozorování
Body odhadu
Obra´zek 17: Zna´zorneˇn´ı bod˚u, ve ktery´ch zna´me hodnoty procesu Z a bod˚u, ve ktery´ch budeme
odhadovat Z∗
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Jak je viditelne´ na Obr.17, body, ve ktery´ch budeme odhadovat Z∗ se kryj´ı s body, ke
ktery´m hodnotu Z zna´me. Je to z toho d˚uvodu, abychom mohli pro kazˇdy´ typ za´kladn´ıho
modelu variogramu vypocˇ´ıtat rezidua vztahem r(si) = Z(si)−Z
∗(si), kde si = [x(i), y(i)].
Odhady Z∗ prova´d´ıme pro x = y = 5 : 1 : 10. Na Obr.18 jsou prˇipomenuty hodnoty ZS
pro regresn´ı rovinu a je zvy´razneˇna oblast bod˚u, ke ktery´m odhadujeme Z∗.
Obra´zek 18: Zna´zorneˇn´ı hodnot Z, ktere´ budeme srovna´vat s odhadnuty´mi hodnotami
8.1 Odhady regresn´ı roviny
8.1.1 Linea´rn´ı variogram
Pomoc´ı linea´rn´ıho modelu z´ıska´me Z∗, ktere´ jsem v MATLABu oznacˇila jako ZhvSLM
(viz. Obr.19).
Obra´zek 19: Hodnoty Z∗ z´ıskane´ pomoc´ı linea´rn´ıho modelu variogramu
Vykreslene´ hodnoty Z∗ pro uvazˇovane´ hodnoty a hodnoty pozorovane´ jsou spolecˇneˇ
vykresleny na Obr.20. Odhadnute´ hodnoty jsou pro lepsˇ´ı vizualizaci prolozˇeny plochou.
Jizˇ zmı´neˇna´ rezidua jsou pro linea´rn´ı model v MATLABu oznacˇena reziduaLM a
jejich hodnoty jsou na Obr.21.
Stejne´ vy´pocˇty a vizualizace provedeme i provedeme i pro ostatn´ı za´kladn´ı typy vari-
ogramu˚, proto uvedu pro na´sleduj´ıci odhady pouze obra´zky s popisky.
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Obra´zek 20: Vykreslen´ı hodnot Z∗ pro linea´rn´ı model variogramu
Obra´zek 21: Rezidua odpov´ıdaj´ıc´ıch si bod˚u pro linea´rn´ı model
8.1.2 Sfe´ricky´ variogram
Obra´zek 22: Hodnoty Z∗ z´ıskane´ pomoc´ı sfe´ricke´ho modelu variogramu
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Obra´zek 23: Rezidua odpov´ıdaj´ıc´ıch si bod˚u pro sfe´ricky´ model
0
5
10
15
0
5
10
15
0
10
20
30
40
50
Obra´zek 24: Vykreslen´ı hodnot Z∗ pro sfe´ricky´ model variogramu
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8.1.3 Raciona´ln´ı kvadraticky´ variogram
Obra´zek 25: Hodnoty Z∗ z´ıskane´ pomoc´ı raciona´ln´ıho kvadraticke´ho modelu variogramu
Obra´zek 26: Rezidua odpov´ıdaj´ıc´ıch si bod˚u pro raciona´ln´ı kvadraticky´ model
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Obra´zek 27: Vykreslen´ı hodnot Z∗ pro raciona´ln´ı kvadraticky´ model variogramu
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8.1.4 Exponencia´ln´ı variogram
Obra´zek 28: Hodnoty Z∗ z´ıskane´ pomoc´ı exponencia´ln´ıho modelu variogramu
Obra´zek 29: Rezidua odpov´ıdaj´ıc´ıch si bod˚u pro exponencia´ln´ı model
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Obra´zek 30: Vykreslen´ı hodnot Z∗ pro exponencia´ln´ı model variogramu
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8.1.5 Mocninny´ variogram
Obra´zek 31: Hodnoty Z∗ z´ıskane´ pomoc´ı mocninne´ho modelu variogramu
Obra´zek 32: Rezidua odpov´ıdaj´ıc´ıch si bod˚u pro mocninny´ model
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Obra´zek 33: Vykreslen´ı hodnot Z∗ pro mocninny´ model variogramu
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8.1.6 Vlnovy´ variogram
Obra´zek 34: Hodnoty Z∗ z´ıskane´ pomoc´ı vlnove´ho modelu variogramu
Obra´zek 35: Rezidua odpov´ıdaj´ıc´ıch si bod˚u pro vlnovy´ model
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Obra´zek 36: Vykreslen´ı hodnot Z∗ pro vlnovy´ model variogramu
51
8.2 Srovna´n´ı vy´sledk˚u
Vliv volby za´kladn´ıho typu variogramu jsem chteˇla zhodnotit pomoc´ı rezidu´ı, krite´riem,
ktere´ dostaneme vztahem ∑
i
r2i .
Vy´sledky tohoto vy´pocˇtu jsou na Obr.37. Jelikozˇ tyto hodnoty jsou skoro stejne´ pro
vsˇechny typy model˚u, nemohu rˇ´ıci, ktery´ model by byl nejvhodneˇjˇs´ı pro prˇ´ıpad regresn´ı
roviny. Da´le jsem chteˇla zna´zornit jednotliva´ ri odpov´ıdaj´ıc´ıch si bod˚u pro vsˇechny za´kladn´ı
typy modelovy´ch variogramu˚ (viz. Obr.38), ale hodnoty rezidu´ı jsou si tak bl´ızke´, zˇe se
vykreslene´ body prˇekry´vaj´ı i prˇi velmi male´m meˇrˇ´ıtku. Body jsou vykresleny barvou ’m’,
protozˇe to byla posledn´ı zada´vana´ barva.
Obra´zek 37: Vyhodnocen´ı pomoc´ı rezidu´ı
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Obra´zek 38: Rezidua odpov´ıdaj´ıc´ıch si bod˚u pro vsˇechny za´kladn´ı modely
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8.3 Zjemneˇn´ı x-ove´ a y-ove´ sˇka´ly meˇrˇ´ıtka sourˇadnic odhadu
Vektory, ve ktery´ch se ma´ odhadovat hodnota Z, lze zjemnit (x0 = y0 = 5 : 0.25 : 10)
a z´ıskat tak hodnoty Z∗ v bodech, ve ktery´ch nema´me Z pozorovane´. Vznikle´ plochy jsou
zna´zorneˇny na Obr.39 - Obr.44.
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Obra´zek 39: Hodnoty Z∗ z´ıskane´ pomoc´ı linea´rn´ıho modelu variogramu pro zjemneˇne´ vektory x0 a y0
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Obra´zek 40: Hodnoty Z∗ z´ıskane´ pomoc´ı sfe´ricke´ho modelu variogramu pro zjemneˇne´ vektory x0 a y0
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Obra´zek 41: Hodnoty Z∗ z´ıskane´ pomoc´ı raciona´ln´ıho kvadraticke´ho modelu variogramu pro zjemneˇne´
vektory x0 a y0
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Obra´zek 42: Hodnoty Z∗ z´ıskane´ pomoc´ı exponencia´ln´ıho modelu variogramu pro zjemneˇne´ vektory x0
a y0
0
5
10
15
0
5
10
15
0
10
20
30
40
50
Obra´zek 43: Hodnoty Z∗ z´ıskane´ pomoc´ı mocninne´ho modelu variogramu pro zjemneˇne´ vektory x0 a
y0
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Obra´zek 44: Hodnoty Z∗ z´ıskane´ pomoc´ı vlnove´ho modelu variogramu pro zjemneˇne´ vektory x0 a y0
Pomoc´ı obra´zk˚u pro jemneˇjˇs´ı meˇrˇ´ıtko sourˇadnic odhad˚u mu˚zˇeme take´ zhodnotit vliv
vy´beˇru modelove´ho variogramu. Na Obr.41 je viditelne´, zˇe raciona´ln´ı kvadraticky´ model
vykazuje nejveˇtsˇ´ı vychy´len´ı od ocˇeka´vany´ch hodnot tohoto prˇ´ıkladu, zat´ımco jako nejlepsˇi
se jev´ı vlnovy´ a linea´rn´ı model (Obr.44 a Obr.39).
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9 Kriging metoda pro obecnou linea´rn´ı regresn´ı plochu
Druhy´m prˇ´ıkladem je prˇ´ıklad obecne´ linea´rn´ı regresn´ı plochy. Opeˇt zavola´me funkce
”ZadaniVstupnichDat” a ”Mezikruzi” a pomoc´ı funkce ”KlasickyOdhadVariogramu” dosta-
neme klasicky´ odhad variogramu v jednom bodeˇ a pomoc´ı tohoto odhadu urcˇ´ıme parame-
try za´kladn´ıch typ˚u modelovy´ch variogramu˚.
Odhadnute´ parametry maj´ı v tomto prˇ´ıkladeˇ hodnoty:
• Linea´rn´ı model: c0 = 0.01, b = 0.025;
• Sfe´ricky´ model: c0 = 0.1, cs = 0.07 a as = 4;
• Exponencia´ln´ı model: c0 = 0.05, ce = 0.17 a ae = 2;
• Raciona´ln´ı kvadraticky´ model: c0 = 0.015, cr = 0.05 a ar = 4;
• Mocninny´ model: c0 = 0.012, bm = 0.12 a λ = 0.1;
• Vlnovy´ model: c0 = 0.01, cw = 0.2 a aw = 2.
Pro obecnou linea´rn´ı regresn´ı plochu a pro jednotlive´ za´kladn´ı typy model˚u provedeme
odhad v 25-ti bodech, ktere´ lezˇ´ı uvnitrˇ pozorovane´ oblasti, jak je zna´zorneˇno na Obr.45.
Ve funkci ”CelkovyOdhad” tedy rozsˇ´ıˇr´ıme x0 a y0 na vektory.
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Obra´zek 45: Zna´zorneˇn´ı bod˚u, ve ktery´ch zna´me hodnoty procesu Z a bod˚u, ve ktery´ch budeme
odhadovat Z∗
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Body, ve ktery´ch budeme odhadovat Z∗ jsou u´myslneˇ zvoleny tak, aby k nim exis-
tovala i hodnota pozorovana´. Potom opeˇt pomoc´ı vztahu r(si) = Z(si) − Z
∗(si), kde
si = [x(i), y(i)], vypocˇ´ıta´me rezidua jednotlivy´ch bod˚u pro r˚uzne´ za´kladn´ı typy mode-
lovy´ch variogramu˚ a pokus´ıme se porovnat jednotlive´ modely pra´veˇ pomoc´ı teˇchto rezidu´ı.
Odhady Z∗ prova´d´ıme pro x = y = 5 : 1 : 9. Na Obr.46 jsou prˇipomenuty hodnoty ZS
pro zvlneˇnou plochu a je zvy´razneˇna oblast bod˚u, ke ktery´m odhadujeme Z∗.
Obra´zek 46: Zna´zorneˇn´ı hodnot Z, ktere´ budeme srovna´vat s odhadnuty´mi hodnotami
9.1 Kriging odhady
Nyn´ı uprav´ıme podkapitoly oproti prˇedchoz´ı kapitole, abychom mohli le´pe porovnat
jednotlive´ modely.
9.1.1 Odhady Z∗ regresn´ı funkce
Uvedeme tabulky hodnot Z∗ vsˇech 6-ti typ˚u modelovy´ch variogramu˚. Hodnoty Z∗ jsou
si pro odpov´ıdaj´ıc´ı body opeˇt hodneˇ bl´ızke´.
Obra´zek 47: Hodnoty Z∗ z´ıskane´ pomoc´ı linea´rn´ıho modelu variogramu
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Obra´zek 48: Hodnoty Z∗ z´ıskane´ pomoc´ı sfe´ricke´ho modelu variogramu
Obra´zek 49: Hodnoty Z∗ z´ıskane´ pomoc´ı raciona´ln´ıho kvadraticke´ho modelu variogramu
Obra´zek 50: Hodnoty Z∗ z´ıskane´ pomoc´ı exponencia´ln´ıho modelu variogramu
Obra´zek 51: Hodnoty Z∗ z´ıskane´ pomoc´ı mocninne´ho modelu variogramu
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Obra´zek 52: Hodnoty Z∗ z´ıskane´ pomoc´ı vlnove´ho modelu variogramu
9.1.2 Graficke´ zna´zorneˇn´ı vy´sledk˚u
Vypocˇ´ıtane´ hodnoty jsem opeˇt pro lepsˇ´ı zna´zorneˇn´ı prolozˇila plochou a nav´ıc bylo
nutne´ zvolit vhodny´ u´hel na´hledu.
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Obra´zek 53: Vykreslen´ı hodnot Z∗ pro linea´rn´ı model variogramu
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Obra´zek 54: Vykreslen´ı hodnot Z∗ pro sfe´ricky´ model variogramu
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Obra´zek 55: Vykreslen´ı hodnot Z∗ pro raciona´ln´ı kvadraticky´ model variogramu
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Obra´zek 56: Vykreslen´ı hodnot Z∗ pro exponencia´ln´ı model variogramu
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Obra´zek 57: Vykreslen´ı hodnot Z∗ pro mocninny´ model variogramu
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Obra´zek 58: Vykreslen´ı hodnot Z∗ pro vlnovy´ model variogramu
9.1.3 Rezidua´ln´ı analy´za
Jak je videˇt na Obr.59 - Obr.64, hodnoty rezidu´ı jsou si opeˇt velmi bl´ızke´ a opeˇt se
nevydarˇilo vykreslen´ı jednotlivy´ch rezidu´ı pro vsˇechny za´kladn´ı typy modelovy´ch vari-
ogramu˚, protozˇe se body prˇekry´vaj´ı. U obecne´ linea´rn´ı regresn´ı funkce nelze stejneˇ jako
u prˇ´ıkladu regresn´ı roviny rˇ´ıci, ktery´ za´kladn´ı typ modelove´ho variogramu je pro tento
prˇ´ıklad nejvhodneˇjˇs´ı.
Obra´zek 59: Rezidua odpov´ıdaj´ıc´ıch si bod˚u pro linea´rn´ı model
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Obra´zek 60: Rezidua odpov´ıdaj´ıc´ıch si bod˚u pro sfe´ricky´ model
Obra´zek 61: Rezidua odpov´ıdaj´ıc´ıch si bod˚u pro raciona´ln´ı kvadraticky´ model
Obra´zek 62: Rezidua odpov´ıdaj´ıc´ıch si bod˚u pro exponencia´ln´ı model
Obra´zek 63: Rezidua odpov´ıdaj´ıc´ıch si bod˚u pro mocninny´ model
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Obra´zek 64: Rezidua odpov´ıdaj´ıc´ıch si bod˚u pro vlnovy´ model
9.2 Zjemneˇn´ı meˇrˇ´ıtek vektor˚u x0 a y0
Vektory x0 a y0 zjemn´ıme na x0 = y0 = 5 : 0.5 : 9 a pokus´ıme se posoudit vliv volby
modelu variogramu posoudit pro prˇ´ıpad zjemneˇny´ch vektor˚u.
4
6
8
10
5
6
7
8
9
−20
−10
0
10
20
Obra´zek 65: Vykreslena´ plocha odhad˚u z´ıskany´ch pomoc´ı linea´rn´ıho modelu pro zjemneˇne´ vektory x0
a y0
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Obra´zek 66: Vykreslena´ plocha odhad˚u z´ıskany´ch pomoc´ı sfe´ricke´ho modelu pro zjemneˇne´ vektory x0
a y0
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Obra´zek 67: Vykreslena´ plocha odhad˚u z´ıskany´ch pomoc´ı raciona´ln´ıho kvadraticke´ho modelu pro
zjemneˇne´ vektory x0 a y0
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Obra´zek 68: Vykreslena´ plocha odhad˚u z´ıskany´ch pomoc´ı exponencia´ln´ıho modelu pro zjemneˇne´ vektory
x0 a y0
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Obra´zek 69: Vykreslena´ plocha odhad˚u z´ıskany´ch pomoc´ı mocninne´ho modelu pro zjemneˇne´ vektory
x0 a y0
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Obra´zek 70: Vykreslena´ plocha odhad˚u z´ıskany´ch pomoc´ı vlnove´ho modelu pro zjemneˇne´ vektory x0 a
y0
Jak vid´ıme (Obr.65 - Obr.70), pro obecnou linea´rn´ı regresn´ı plochu nejsou odhady
v nepozorovany´ch bodech dobre´ a vykazuj´ı velke´ rozptyly. Nejlepsˇ´ımi se zdaj´ı by´t sfe´ricky´
a exponencia´ln´ı model.
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10 Rea´lny´ prˇ´ıklad pro Coal-Ash Data
Posledn´ım prˇ´ıkladem je prˇ´ıklad dat pro uhelny´ popel v Pensylva´nii. Zavola´me funkce
”CoalAshData” a ”Mezikruzi” a pomoc´ı funkce ”KlasickyOdhadVariogramu” dostaneme
klasicky´ odhad variogramu v jednom bodeˇ, pomoc´ı neˇhozˇ odhadneme parametry za´kladn´ıch
typ˚u modelovy´ch variogramu˚.
Odhadnute´ parametry maj´ı v tomto prˇ´ıkladeˇ hodnoty:
• Linea´rn´ı model: c0 = 0.05, b = 0.002;
• Sfe´ricky´ model: c0 = 0.01, cs = 0.04 a as = 5;
• Raciona´ln´ı kvadraticky´ model: c0 = 0.015, cr = 0.5 a ar = 0.1;
• Mocninny´ model: c0 = 0.003, bm = 0.002 a λ = 1.3;
• Exponencia´ln´ı model: c0 = 0.05, ce = 0.02 a ae = 5;
• Vlnovy´ model: c0 = 0.04, cw = 0.6 a aw = 2.
Pro tyto data a pro jednotlive´ za´kladn´ı typy model˚u provedeme odhad v 49-ti bodech,
ktere´ lezˇ´ı uvnitrˇ pozorovane´ oblasti, jak je zna´zorneˇno na Obr.(71). Ve funkci ”Celkovy-
Odhad” tedy rozsˇ´ıˇr´ıme x0 a y0 na vektory.
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Obra´zek 71: Zna´zorneˇn´ı bod˚u, ve ktery´ch zna´me hodnoty procesu Z a bod˚u, ve ktery´ch budeme
odhadovat Z∗
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K bod˚um, ve ktery´ch budeme odhadovat Z∗, opeˇt existuje i hodnota pozorovana´.
Opeˇt budeme vysˇetrˇovat stav r(si) = Z(si) − Z
∗(si), kde si = [x(i), y(i)], tedy rezidua
jednotlivy´ch bod˚u pro r˚uzne´ za´kladn´ı typy modelovy´ch variogramu˚ a pokus´ıme se porov-
nat jednotlive´ modely pra´veˇ pomoc´ı teˇchto rezidu´ı. Odhady Z∗ prova´d´ıme pro x = 4 : 1 :
10, y = 7 : 1 : 13. Na Obr.(72) jsou prˇipomety hodnoty ZS pro body, ve ktery´ch budeme
predikovat Z∗.
Obra´zek 72: Zna´zorneˇn´ı hodnot Z, ktere´ budeme srovna´vat s odhadnuty´mi hodnotami
10.1 Kriging odhady
10.1.1 Odhady regresn´ı funkce
Uvedeme tabulky hodnot Z∗ vsˇech 6-ti typ˚u modelovy´ch variogramu˚. Hodnoty Z∗ jsou
si pro odpov´ıdaj´ıc´ı body opeˇt hodneˇ bl´ızke´.
Obra´zek 73: Hodnoty Z∗ z´ıskane´ pomoc´ı linea´rn´ıho modelu variogramu
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Obra´zek 74: Hodnoty Z∗ z´ıskane´ pomoc´ı sfe´ricke´ho modelu variogramu
Obra´zek 75: Hodnoty Z∗ z´ıskane´ pomoc´ı raciona´ln´ıho kvadraticke´ho modelu variogramu
Obra´zek 76: Hodnoty Z∗ z´ıskane´ pomoc´ı exponencia´ln´ıho modelu variogramu
Obra´zek 77: Hodnoty Z∗ z´ıskane´ pomoc´ı mocninne´ho modelu variogramu
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Obra´zek 78: Hodnoty Z∗ z´ıskane´ pomoc´ı vlnove´ho modelu variogramu
10.1.2 Graficke´ zna´zorneˇn´ı vy´sledk˚u
Pro lepsˇ´ı pr˚uhlednost jsem vykreslila pouze hodnoty Z, ke ktery´m jsem pocˇ´ıtala Z∗.
Hodnoty Z∗ jsem nav´ıc prolozˇila plochou a zvolila vhodneˇjˇs´ı u´hel pohledu.
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Obra´zek 79: Vykreslen´ı hodnot Z∗ pro linea´rn´ı model variogramu
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Obra´zek 80: Vykreslen´ı hodnot Z∗ pro sfe´ricky´ model variogramu
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Obra´zek 81: Vykreslen´ı hodnot Z∗ pro raciona´ln´ı kvadraticky´ model variogramu
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Obra´zek 82: Vykreslen´ı hodnot Z∗ pro exponencia´ln´ı model variogramu
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Obra´zek 83: Vykreslen´ı hodnot Z∗ pro mocninny´ model variogramu
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Obra´zek 84: Vykreslen´ı hodnot Z∗ pro vlnovy´ model variogramu
10.1.3 Rezidua´ln´ı analy´za
Jak je videˇt na Obr.85 - Obr.90, hodnoty rezidu´ı jsou si opeˇt velmi bl´ızke´ a opeˇt se
nevydarˇilo vykreslen´ı jednotlivy´ch rezidu´ı pro vsˇechny za´kladn´ı typy modelovy´ch vari-
ogramu˚.
Obra´zek 85: Rezidua odpov´ıdaj´ıc´ıch si bod˚u pro linea´rn´ı model
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Obra´zek 86: Rezidua odpov´ıdaj´ıc´ıch si bod˚u pro sfe´ricky´ model
Obra´zek 87: Rezidua odpov´ıdaj´ıc´ıch si bod˚u pro raciona´ln´ı kvadraticky´ model
Obra´zek 88: Rezidua odpov´ıdaj´ıc´ıch si bod˚u pro exponencia´ln´ı model
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Obra´zek 89: Rezidua odpov´ıdaj´ıc´ıch si bod˚u pro mocninny´ model
Obra´zek 90: Rezidua odpov´ıdaj´ıc´ıch si bod˚u pro vlnovy´ model
10.2 Srovna´n´ı vy´sledk˚u
Podle hodnot rezidu´ı mu˚zˇeme rˇic´ı, zˇe se nepotvrdil vliv volby variogramu na predikci.
U rea´lne´ho prˇ´ıkladu ale docha´z´ı k tomu, zˇe u neˇktery´ch odhad˚u vycha´zej´ı rezidua pouze
kladna´ (Obr.85), za´porna´ (Obr. 88) nebo se zname´nka rezidu´ı strˇ´ıdaj´ı (Obr. 87, Obr. 90).
U model˚u, pro ktere´ rezidua strˇ´ıdaj´ı zname´nka, nen´ı odhad systematicky nadhodnocen
nebo podhodnocen a tud´ızˇ by prˇ´ıslusˇne´mu modelu meˇla by´ti da´na prˇednost. U tohoto
prˇ´ıkladu by tedy bylo vhodne´ zvolit raciona´ln´ı kvadraticky´ nebo vlnovy´ model.
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10.3 Zjemneˇn´ı sˇka´ly meˇrˇ´ıtka sourˇadnic bod˚u predikce
Pro u´plnost uvedeme jesˇteˇ obra´zky pro zjemneˇne´ vektory x0 a y0 a zhodnotit vliv
volby variogramu pomoc´ı teˇchto obra´zk˚u. Vektory x0 a y0 zjemn´ıme na x0 = 4 : 0.25 : 10
a y0 = 7 : 0.25 : 14 dostaneme na´sleduj´ıc´ı obra´zky.
4
6
8
10
6
8
10
12
14
0
5
10
15
Obra´zek 91: Vykreslena´ plocha odhad˚u z´ıskany´ch pomoc´ı linea´rn´ıho modelu pro zjemneˇne´ vektory x0
a y0
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Obra´zek 92: Vykreslena´ plocha odhad˚u z´ıskany´ch pomoc´ı sfe´ricke´ho modelu pro zjemneˇne´ vektory x0
a y0
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Obra´zek 93: Vykreslena´ plocha odhad˚u z´ıskany´ch pomoc´ı raciona´ln´ıho kvadraticke´ho modelu pro
zjemneˇne´ vektory x0 a y0
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Obra´zek 94: Vykreslena´ plocha odhad˚u z´ıskany´ch pomoc´ı exponencia´ln´ıho modelu pro zjemneˇne´ vektory
x0 a y0
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Obra´zek 95: Vykreslena´ plocha odhad˚u z´ıskany´ch pomoc´ı mocninne´ho modelu pro zjemneˇne´ vektory
x0 a y0
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Obra´zek 96: Vykreslena´ plocha odhad˚u z´ıskany´ch pomoc´ı vlnove´ho modelu pro zjemneˇne´ vektory x0 a
y0
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Odhady jsou velmi podobne´ i pro zjemneˇne´ vektory, vsˇechny modely jsou pro odhady
variogramu˚ vhodne´ a zˇa´dny´ z model˚u nema´ vy´razneˇ odliˇsny´ vliv na odhad od ostatn´ıch.
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11 Za´veˇr
V prˇedlozˇene´ diplomove´ pra´ce byly popsa´ny vybrane´ regresn´ı metody pro predikci
kovariancˇneˇ staciona´rn´ıho procesu, podle literatury byly vybra´ny metody pro odhad vario-
gramu a byl studova´n vliv tohoto odhadu na predikci. Ru˚zne´ modely pro odhad vario-
gramu byly porovna´ny a jejich vliv na predikci procesu byl posouzen pomoc´ı programove´
implementace.
Program byl pouzˇit na 3 datovy´ch struktura´ch. Simulovana´ data byla zastoupena re-
gresn´ı rovinou a obecnou linea´rn´ı regresn´ı plochou. Do simulac´ı byla prˇida´va´na nekorelo-
vana´ na´hodna´ chyba. Implementace rea´lny´ch dat byla provedena na prˇ´ıkladeˇ o uhelne´m
popelu (Coal-Ash Data). Uka´zalo se, zˇe volba modelu nema´ v teˇchto prˇ´ıkladech vliv na
predikci. Autorem vyvinute´ programy jsou nahra´ny na prˇilozˇene´m CD.
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