The present study investigates the determinants of interregional migration flows in Italy in the light of the upsurge occurred in 1996, after two decades of decreasing internal migration rates. We apply the fixed effect vector decomposition estimator (FEVD) on a gravity model using bilateral migration flows for the period 1996-2005 and show that it improves the estimates with respect to the traditional panel data estimators. We find that omitting distance and in presence of rarely time invariant covariates (e.g., population and income) the standard panel data models significantly bias the estimates. The overall economic level and the probability to find a job (proxied by per capita GDP and unemployment rate) appear to be the key variables whose changes are able to push flows of migrants away from their regions and to direct them to "better off" destinations. We find that migrants leaving the regions in the Centre-North respond differently to the push and pull forces with respect to southern migrants. We then estimate a dynamic model and find evidence for the presence of social networks which in our model take place between each pair of regions.
Introduction
Over the second half of the last century, internal migration in Italy experienced two main migration trends. The first one, which dominated the fifties and the sixties, was characterized by intense migration flows, mainly from the South to the North of Italy.
Large differences in unemployment rates and wages between the North and the South seemed to have been the main migration determinants (Salvatore, 1977) . The second one was marked by a dramatic decrease of internal mobility and lasted from the first half of seventies until the first half of nineties. Differentials in income and unemployment, however, did not decrease during this second trend. Falling migration rates despite the presence of strong regional disparities, which is known as "the empirical puzzle" (e.g., Faini et al., 1997 , Cannari et al., 2000 , persisted until the second half of nineties.
In 1996, official statistics report a considerable upturn in internal migration flows. Is this the end of the empirical puzzle? Are the recent migrants responding to economic disparities between regions? Furceri (2006) finds that, during the period 1985-2001, net immigration responded to regional income differences but not to the unemployment rate differences. Basile and Causi (2007) split their analysis into two periods finding that the macroeconomic determinants have a stronger effect in the second one (1996) (1997) (1998) (1999) (2000) rather than in the first one (1991) (1992) (1993) (1994) (1995) . Our study gives a further contribute that differs from the previous ones in that we use gross bilateral migration flows and estimate a spatial interaction model, as it is strongly suggested by the relevant literature (Greenwood, 1985, Cushing and Poot, 2004) . As a result, the analysis is able to assess the impact of distance and to identify the push and pull factors. Furthermore, we estimate a dynamic specification of the model in order to detect the presence of regionto-region network effects.
We apply panel data analysis in order to take advantage of the double dimension of each observation (i.e. yearly bilateral flows). However, due to the restrictive assumption of the random effect model, only the fixed effect estimator could be used with our data. A common problem that arise when applying the FE estimator to gravity models is that the within transformation does not give the estimates for the time invariant variables (Hsiao 2003 , Wooldridge 2002 . We overcome this limitation by applying the fixed effects vector decomposition estimator (FEVD), a recent panel data technique that allows to estimate the time invariant variables (Plümper and Troeger, 2007) . This estimator has also the advantage to improve the estimation efficiency for those variables with a relative low within variance, like the GDP and the population size.
Our aim is, therefore, to provide an empirical investigation on the determinants of the recent migration wave in Italy, using for the first time a spatial interaction model and a recent panel data estimator. The results, in fact, show that distance is an important determinant and that migrants respond differently to the same variable in the region of origin rather than in the destination one. The role of pushing and pulling factors and the impact of distance is emphasized in a further analysis which focuses on the migration between the Centre-North and the South as separate sub-samples.
The paper is organized as follows. Section 2 describes the (past and recent) trends of internal migration in Italy and the interregional disparities. Section 3 introduces the theoretical framework. In section 4 we discuss the econometric technique. In Section 5 we show and discuss the empirical results. Section 6 concludes.
Internal migration flows in Italy

Past trends of internal migration flows and the "empirical puzzle".
After WWII, internal migration in Italy experienced two main cycles. The first one, which dominated the fifties and the sixties, was characterized by extremely intense migration flows. During this period, a considerable stream of people moved mainly from the Southern regions in favour of the more industrialised Northern regions 1 . These intense flows of internal migration can be explained within the rural-to-urban model developed by Harris and Todaro (1970) . Accordingly, a considerable increase in labour demand from the big industries, located mostly in the North-West, triggered the migration of people working in the rural Southern regions. The excess of labour supply in the agricultural sector played also an important role as a push factor. This big wave of migrants from Southern to Northern regions continued for twenty years, probably reinforced by social networks, which might have played a decisive role in the long-run trend.
During the first half of seventies internal migration flows started to decrease. The oil crisis, which involved the big industries in the North-West, caused a reduction of the labor demand. The so called "industrial triangle" (i.e., Turin-Genoa-Milan) was, in fact, the main recipient for migrants during the first cycle. The second cycle was characterized by a persistent negative trend of internal migration flows, which continued throughout the eighties until the second half of nineties. During that period the NorthWest switched from a positive to a negative net migration rate, whilst on the contrary, the Centre and the North-East became the main destinations for internal migrants 1 In 1961, 240 thousand people moved from the Southern regions to the Centre-North (Bosco, 2003) . (Attanasio and Padoa Schioppa, 1991) . In addition, contrary to what had characterized the first cycle, since the mid of Seventies emigration rates seemed not to be strongly correlated with unemployment and income differentials. Although the cost of living and real wages differential changed slightly in favour of Southern regions, during this period regional disparities in per capita incomes and unemployment rates were still substantially high (Faini et al., 1997) . The main feature of the second cycle of internal migration flows is, therefore, the mismatch between internal migration and regional disparities. The failure of traditional theory to explain such a phenomenon, which is known as "the empirical puzzle", attracted the interest of many researchers. The main explanations provided by different studies can be summarised as follows.
A possible explanation is the decline in wages differentials between the North and the South due to the introduction of the Labor Contract. However, migrants are supposed to consider the "expected" wage, and for it to decrease also unemployment differentials have to decrease, making the migration a less attractive option to increase the future net expected income. On the contrary the unemployment rates' differentials were not small enough to compensate the increase in real wages.
Another possible explanation is the increasing costs of housing for emigrants, like transactions costs and taxes. Empirical results show that differential in house prices discouraged internal migration in Italy (Cannari et al., 2000) . However, it is unlikely that this was the main reason of falling internal migration.
A further explanation points out to the increase in disposable income in the Southern regions favoured by the strong government and family support (Attanasio and PadoaSchioppa, 1991) . Young potential migrants could rely on family support to finance the cost of waiting while old potential migrants could benefit from social supports like the increased possibilities to anticipate the retirement. Fachin (2007) provides empirical supports to this hypothesis using a panel cointegration approach to analyse the long-run determinants of internal migrations during the period 1973-1996. However, one might argue that more disposal income could also help to finance the costs of moving especially in the presence of expectations for growing differential among the Southern regions and the rest of Italy. Faini et al. (1997) , in fact, show that high household income is associated with great mobility. They argue that the empirical puzzle is the result of the combination of interregional job mismatching and high mobility costs. Job agencies in Italy during that period were only public, moreover, they were operating inefficiently under a legal monopoly. Lack of information about the possibility of finding a job in another region brings uncertainty and, consequently, higher migration costs for people willing to move.
In addition, technological progress was changing the labour demand and its main geographical place of origin, which shifted from the North-West to the North-East.
More qualified and specialised workers were needed in place of generic workers that had been hired in the previous two decades (Murat and Paba, 2001) . As a result, new potential migrants could not rely on the old family networks as they did in the past 2 .
The end of the "empirical puzzle" and the new migration trend
After a long break that lasted for more than two decades, internal migration flows started to grow again in 1996, as reported by the Italian National Institute of Statistics (Fig. 1) 3 . In 1998, the solely out migration from the South to the rest of Italy reached 129 thousand units, a level that had not been reached since 1974 (Bonifazi, 2001) . 
Regional disparities and interregional migration flows
Other studies have already shown that regional disparities were not decreasing during the period 1970-1995, when internal migration flows were, indeed, decreasing (see Fachin, 2007) . We now show and discuss the trends of the two main macroeconomic indicators, namely, unemployment rate and per capita GDP, during the period 1996-
2005.
Since the unification in 1861, Italy has experienced the dualism between the South (also called "Mezzogiorno") and the North. The other macroeconomic indicator, which is expected to affect internal migration, is the unemployment rate. As Fig. 5 shows, the gap between the "Mezzogiorno" and the Centre-North is also relevant with respect to the unemployment rate differential. The
North-Eastern regions of Italy have the lowest unemployment rates, followed by the This section showed that interregional differences between the Centre-North and the South of Italy narrowed throughout the period 1995-2005. Is migration playing a role in these convergence process? The answer is not easy but a necessary condition for migration to give a contribution is certainly that migrants move from regions with high unemployment rates and low income to regions where the income is high and the unemployment rate is low. In the next sections we will carry out an empirical analysis aimed at investigating the response of the recent migration flows to the main economic determinants, controlling also for non economic factors.
The model
The empirical analysis is based on the extended version of the gravity model developed by Lowry (1966) , which can be generalized to include all the possible push and pull factors, that is:
where, the number of people M ij moving from region i to region j depends positively on the population size in each region (P i , P j ) and negatively on the physical distance between the two regions (D ij ). X s,i may includes all the possible exogenous variables for the origin region i that may act as push factors for migration, while X s,j may includes all the exogenous variables that can attract (pull) migrants in the destination region j.
According with this model different variables aimed at capturing the economic, labour market, environmental and policy conditions can be used as valid regressors (see Andrienko and Guriev, 2004) .
Specifying model (1) in logarithmic form we obtain the following estimating equation:
Population and distance represent the standard gravity variables characterizing equation (2) as a gravity model. Population size of both origin and destination regions is expected to affect positively migration while distance should discourage migration. The inclusion of population in the model is important to take into account the increase in migration flows that results merely from an increase in population size. That is, the more one region is populated the higher will be the probability to migrate. The physical distance is commonly used as a proxy to take into account all the costs that are (directly or indirectly) related to the distance and might affect migration decisions, like transportation costs, information costs, and psychological costs. Moreover, including bilateral migration flows together with distance and the push/pull factors qualifies equation (2) as a spatial interaction model. Even though we are aware that spatial interaction models might not assure that the assumption of independence among observations is fully satisfied (see Le Sage and Pace, 2008) it is the first time that spatial interactions are considered to study internal migration in Italy.
Panel data approach
Panel data models
Using yearly data on gross migration flows implies that each observation has a double dimension. A first dimension refers to the spatial distribution of migrants across regions, whilst a second dimension is the temporal one and measures the yearly flows between every pair of regions.
Panel data models take advantage of this double information and can better account for the omitted variables and the individual heterogeneity (Hsiao, 2003; Wooldridge, 2002) .
These two features turn out to be fundamental in migration where the individuals (i.e., regions) are heterogeneous and many variables are likely to affect the destination choice of migrants.
However, the fixed effects model (FEM) and the random effects model (REM), that is, the most applied estimators in empirical analysis present some shortcomings. The REM has the advantage of using both the cross-sectional and the within variance, but for the estimates to be consistent the unobserved effects must not be correlated with the regressors. On the contrary, the FEM estimator allows the unobserved effects to be correlated with the regressors. However, due to the within transformation, the latter is not fully efficient (Cornwell, C. and Rupert, P.; 1988 ) and does not give explicit estimate for the time invariant variables. This is a high price in migration studies, particularly when estimating a gravity model where a time invariant variable like distance plays an important role. The Hausman 9 test has systematically rejected the REM in favour of the FEM for all the estimates carried out in this analysis. We overcome the problem using the Fixed Effects Vector Decomposition estimator (FEVD).
The Fixed Effects Vector Decomposition (FEVD)
Plümper and Troeger (2007) developed a technique that allows the estimation of the time invariant variables using a FEM setup. The authors point out that the FEM does not allow the estimation of time invariant variables and that it provides estimates that are not efficient for variables that have very little within variance 10 . More specifically, while the coefficients for time invariant variables are not computed by the FE estimator, the explanatory power of the quasi-invariant covariates can be seriously harmed by the 9 The Hausman' specification test (Hausman, 1978 ) is used to test the consistency of the random effect model. If the unobserved effects are not correlated with the covariates, the random effects estimator is consistent and more efficient than the fixed effects estimator. 10 They also argue that the inefficiency of the FE model "leads to highly unreliable point estimates and may thus cause wrong inferences in the same way a biased estimator could" (Plümper and Troeger, 2007, page. 3) within estimator. These two important features make the FEVD a powerful estimator which is able to provide more efficient estimates of the gravity type models. In fact, in our analysis, all the standard gravity variables are time invariant or rarely-time invariant. For instance, population size, as well as the per capita GDP vary considerably across regions but have a very low within variation (see Table 2 ).
Moreover, variables that differ in their variability structure may also have a different impact on migration. Variables with relative high cross section variability are more likely to affect the decision of where to migrate, therefore, are important in order to identify the pull factors. On the contrary, variables with adequate within variability are likely to affect more the decision of whether to migrate or not. In other words, the variability structure of covariates affects the intensity and the direction of migration flows. For this reason, it is important to use the most appropriate econometric technique which is able to exploit both type of variability.
Empirical Results
FEVD versus standard panel data estimators
The extended gravity model is expressed by the following econometric model: 
where c i are the region-to-region fixed effects and u ijt is the error term, all variables are expressed in logarithmic form. The per capita GDP controls for the overall level of prosperity and is also related with the labour market conditions (i.e., it can be seen as a proxy for wages). Changes in per capita GDP are expected to be inversely correlated with migration flows in the sending region. On the contrary, an increase in per capita GDP should pull immigrants in the destination region. The unemployment rate is included to control for the labour market conditions. According with economic theory, it is expected to have a positive effect in the sending region and a negative effect in the destination region, though the empirical literature does not provide clear evidence. As for Italy, Daveri and Faini (1999) find that unemployment in the Southern regions did not affect migration during the period 1970 -1989 , whilst Fachin (2007 finds a weak impact for the period 1973-1996. In our estimations we need to take account of the possible endogeneity of the unemployment rates, which may be simultaneously determined with migration. Therefore, we carry out the estimates by instrumenting the unemployment rate with the industry-mix employment growth rate from shift-share analysis ( Blanchard and Katz; 1992) . The model (3) will be estimated using the fixed effect within estimator, the random effect estimator, the two-stage least-squares within estimator and the two stage-least square FEVD estimator. We have also included year dummies in order to model the idiosyncratic temporal effects. The results are reported in Table 3 , they show that only the FEVD and the RE give the estimate for distance. The same models seem to perform better than the other two, with all the gravity variables appearing with the expected (and statistically significant) sign. These outcome confirms that the omission of distance affects the estimation results. Moving to the economic determinants, only the positive pull effect for the GDP is statistically significant for the FE within estimator, whilst the RE model and the FEVD reports also the expected negative push effect. As for the unemployment rate, only the FEVD estimates are significant and exhibit the expected sign. The last raw report the Hausman test result for the FE and RE effect models, the latter is rejected forcing us to move on with our empirical estimation using only the FEVD estimator. Summing up, the estimates show that the FEVD estimator appear to be more informative than the within estimator in that it allows the inclusion of distance among the regressors and use also the between information. In addition, the presence of rarely time varying variables (e.g. population and GDP) makes the FEVD estimates more efficient than the REM ones. For these reasons in the next section we will estimate the fully extended gravity model utilising only the FEVD estimator. We estimated three different specifications of the model presented in (4), including respectively the macroeconomic variables, the amenities and the geographical dummies.
The results for the different specifications are shown in Table 4 . Being aware of the possibility that dealing with variables in levels some of them might be not stationary we carried out unit root tests to check whether the residuals are I(0). However, the W [t-bar] statistics from the test developed by Im, Pesaran and Shin (2003) for heterogenous panels reject the null hypothesis of nonstationarity. Therefore, we can rely on the estimates and discuss the results. The different gravity variables have all the expected signs and coefficients are statistically significant. The coefficient estimated for physical distance indicates that distance discourages internal migration flows between regions that are located far from each other in favour of migration between closer regions. The population size affects positively migration flows in that the more populated regions experience the highest migration flows. The positive sign for both origin and destination regions suggests that an increase in population size leads more people to emigrate but also attract more immigrants from other regions. The former appear to be stronger than the latter, revealing a negative net effect. These results confirm that for Italy distance is an important determinant of internal migration and cannot be omitted.
Per capita GDP appears to be the main macroeconomic determinant and it is always statistically significant. A high per capita GDP encourages immigration flows, on the contrary, low levels of per capita GDP encourage out migration. The outcomes for the unemployment rate report the results predicted by economic theory, but have less impact on migration than the per capita GDP. The reason probably being that the unemployment rate refers specifically to the labour market, whilst the per capita GDP is an indicator that reflects the overall economic conditions. Table 4 The results of model one do not change when we control for the presence of airports and for the average temperature, It seems that interregional migration flows are favoured by the presence of airports both at origin and at destination. We tried to test for the highways and railways kilometres as well but the coefficients were never statistically significant. Considering that the coefficient has positive sign both at origin and at destination this results may reveal that for the new migrants it is important to have the possibility to travel back to their region of origin. Climate has relatively low impact but it is statistically significant and show a preference for the warmer regions. . In the third model we add the geographical dummies in order to control for structural differences between the regions located in the South and those located in the North, the dummies for central regions have been dropped to avoid collinearity. We see that even after controlling for differences in GDP and unemployment rates, still being a region in the south is associated with more outflow migration and less inflow migration. More surprisingly, the same results appear for the northern regions. In the next section we will investigate further the migration flows between these two macro-areas, which have always been characterizing internal migration in Italy.
South and Centre-North migration determinants
As previously discussed, the only unchanged feature of internal migration flows in Italy during the last sixty years is the leading direction from South to Centre-North. In this section we test the hypothesis that northern migrants and southern migrants might respond differently to the migration determinants. Accordingly, the further analysis is carried out on a two different datasets where intra area flows have not been included 11 .
The first model considers the pairs of flows from each of the eight southern regions to each of the twelve regions in the Centre-North. The second model works in the other way around, that is, the dependent variable measures the flows from the regions in the Centre-North to the southern regions. To our knowledge the second model is a novel analysis which has never been carried out before. Table 5 11 Only migration flows between the eight Southern regions and the twelve Northern regions are considered. Hence, the panel is: N = 96 (=12 x 8); T = 10.
In this way, the impact of the macroeconomic variables should be emphasized due to the exclusion of short distance migration which is more likely to have been determined by family reasons. In order to control for structural differences between the two areas, we estimate a further specification of model (4) by adding the weight of the industry in a strict sense. The results are shown in Table 5 . The gravity variables have the same (expected) signs found for the whole dataset and are all statistically significant. The distance, nevertheless, exhibits a stronger impact on migration flows compared with the previous results. This is, however, not surprising considering that almost all migration flows between neighbour regions are now excluded 12 . It is interesting to notice that, southern migrants appear to be more concerned about long distance than northern ones.
There are noticeable differences with regards to the economic determinants. Southern migrants respond strongly to variation in per capita GDP, which act as a strong pull factor. By contrast, the role of per capita GDP for northern migrants is quite different.
The positive sign at origin indicates that an increase in per capita GDP allows more people to move from the regions in the Centre-North to the southern regions. A possible explanation to this outcome is that higher income levels allow migrants to finance their move in poorer regions, which might be originated by non economic reasons (e.g., retired people going back to their native regions). Differences between the two macroareas appear also with regard to the unemployment rate. The latter seems to act as an important push factor for both southern and northern migrants although at destination the former are attracted by low unemployment rates whilst the latter seems to be attracted by high unemployment rate. The explanation to this apparently surprising result is though that northern migrants when moving to a region in the south are always 12 The only regions that share a border are those located in the Centre-South of Italy. In this way, the physical distance improves its power as a proxy for the psychological and information costs of migration.
going to a region with higher unemployment rate. The outcome for the number of airports confirms the previous results and highlights the rise in the impact of this variable with respect to the whole sample. The different impact reveals also the importance of airports as a transport infrastructure for the long distance migration.
Comparing the magnitude of the coefficients for the average temperature we notice that its impact is stronger for the northern migrants. In particular, differently from the southern migrants those living the regions in the north prefer to move to warm regions in the South. The indicator for the economic structure shows that the northern migrants tend to move from regions where the weight of industry in the strict sense is low to regions where it is high. Northern migrants respond at exactly the opposite, that is they move from regions characterized by high value added of the industry sector to the southern regions where industry has a minor weight.
The dynamic model
In this section, a dynamic version of the extended gravity model is tested to investigate for the presence of networks effects, and to check the robustness of results obtained in the previous sections. The dynamic version of the extended gravity model is expressed by the following equation: 
where M i,j,t-1 is the lagged dependent variable, which gives the dynamic specification to the gravity model. We applied two different econometric techniques. The first is the dynamic FEVD estimator. The second is a new econometric technique for dynamic panel data models based on two estimators: the difference GMM developed by Arellano and Bond (1991) and the system GMM developed by Blundell and Bond (1998) 13 . The two GMM estimators are designed for situations with endogenous regressors, fixed effects, heteroskedasticity 14 and autocorrelation within individuals (Roodman, 2006) .
The results are presented in Table 6 . A first comparison between the FEVD and the GMM shows that the standard gravity variables appear with the same (expected) signs found in the previous estimations and they are all statistically significant. Moreover, the results for the lagged dependent variable show that the past gross migration flows affect positively the current migration. It is worth to note here that this definition is more parsimonious than the one tested by Furceri (2006) in that it is measured for each pair of regions and not with aggregate net migration. Therefore, the results provide empirical evidence for the presence of "social networks" between regions, that is the past immigrants in a region attracts (i.e., pull) future immigrants from the same sending regions. The results for the per capita GDP confirm the previous ones, that is, a positive (pull) effect in the destination region and a negative (push) effect in the sending region.
The unemployment rate outcomes confirm the positive (push) effect in the sending region but not in the destination region. Once controlling for the (social) "network effects" unemployment rate in the destination region loses power as a pulling factor, this could be due to the fact that migrants take more advantage from the social network (the presence of past migrants coming from the same region) to find a job. The Arellano and Bond test (AR1) shows that the lag of the dependent variable is endogenous, that is, 13 Both estimators are designed for panel data where T is small and N is large, which is exactly the structure of the present panel, where T=7 and N=380. 14 The heteroskedasticity test proposed by Pagan and Hall (1983) for instrumental variables regressions (IV) rejected the hypothesis that the disturbance is homoskedastic. The test is also consistent with the presence of heteroskedasticity in the structural equation (Baum et al., 2002) .
there is serial correlation. The test for the validity of the subsequent lags as instruments (AR2) does not reject the null that the lags are exogenous (i.e., valid instruments) 15 . The J statistic of Hansen (1982) 16 does not reject the null hypothesis that the other instruments are valid, that is, they satisfy the orthogonality conditions. Finally, following the warnings of Roodman (2007) concerning the weakness of the system GMM when the number of instruments is very high, we report the total number of instruments 17 . Table 6 6. Conclusions
In this paper we investigated the main determinants of interregional migration flows in
Italy during the period 1996-2005. The extended gravity model, which is frequently employed in migration studies (Greenwood, 1997; Greenwood and Hunt 2003) , has been estimated taking advantage of a recent estimation technique, the fixed effect vector decomposition estimator (FEVD). Our outcomes provide evidence that the FEVD not only it allows the estimation of distance (time invariant) but also it improves the efficiency of the estimates for the rarely time varying variables (Plümper and Troeger, 2007) .
The outcomes revealed the significant impact of the main macroeconomic variables, confirming the results found by Basile and Causi (2007) and Furceri (2006) . Differently from the previous works, however, our analysis uses gross (instead of net) migration flows and a more advanced econometric techniques. Accordingly, the analysis enabled 15 That is, there is no serial correlation. 16 The Hansen J statistic is robust to heteroskedasticity and is thus preferred to the Sargan (1958) test. The Hansen J test is weak to the instruments proliferation (Baum et al., 2002) , however, in this case the number of instruments is not large. 17 According to Roodman (2007) the number of instruments should not be higher than N.
to identify the push and the pull factors, and to consider the spatial interactions between regions. The per capita GDP turned out to be the main economic determinant, representing a strong pull factor. The unemployment rate is, indeed, an important push factor in the sending regions but do not pull long distance migrants. An interesting result is that migrants leaving the regions in the Centre-North seem to respond differently to the push and pull forces with respect to southern migrants. The estimation of the dynamic gravity model provides evidence for the presence of social network effects between pair of regions, which appear to have a strong impact.
Appendix A. Data and descriptive statistics
The Table 2 reports descriptive statistics of between and within standard deviation. The last column of the table shows the ratio between the between and the within standard deviation. Plümper and Troeger (2007) demonstrate, using Montecarlo simulations, that the FEVD estimator is more efficient than the FEM when the ratio between the between variance and the within variance is large enough. Therefore, the ratio is an important indicator to identify the rarely changing variables for the FEVD estimator. The variables with a star in Table 2 are treated as rarely changing variables in the estimations. 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 Ratio between the South and the Centre-North per capita GDP (Roodman, 2006) . The number of instruments has been reduced limiting the lags of instruments. The lag
