Abstract. There are two nasty classical problems of synonymy and polysemy in the filtering systems of Chinese documents. To deal with these two problems, we would ideally like to represent documents not by words, but by the semantic relations between words. Non-negative matrix factorization (NMF) is applied to dimensionality reduction of the words space. NMF is distinguished from the latent semantic indexing (LSI) by its non-negativity constraints. These constraints lead to a parts-based representation because they allow only additive, not subtractive, combinations. Also, NMF computation is based on the simple iterative algorithm; it is therefore advantageous for applications involving large sparse matrices. The experimental results show that, comparing with LSI, NMF method not only improves filtering precision markedly, but also has the merits of fast computing speed and less memory occupancy.
Introduction
Automatic filtering of information from document sources has become increasingly important in recent years. Information filtering systems are designed to shift through large quantities of dynamically generated documents and display only those which may be relevant to a user's interests [1] . Two major types of filtering systems have been proposed: content-based filtering [2] and collaborative filtering. Collaborative filtering selects documents based on user's evaluations of the documents. On the other hand, content-based filtering selects documents based on the contents of documents and each user's preference.
There exist several types of content-based filtering systems. In the vector space model [3] , user profiles and document profiles are represented as weighted vectors of the words in the system. The relevance of each document to each user is calculated according to the similarity between the user profile vector and the document profile vector. There are two nasty classical problems of synonymy and polysemy in the vector space model. To deal with these two and other similar problems, we would ideally like to represent documents not by words, but by the semantic relations between words.
Latent semantic indexing (LSI) analysis based on singular-value decomposition (SVD) [4, 5] is an information retrieval method that attempts to capture the semantic relations by using techniques from linear algebra. LSI constructs a low-dimensional semantic space wherein words and documents that are closely associated are placed near one another. SVD allows the arrangement of the space to reflect the major associative patterns in the data, and ignore the smaller, less important influences. However, the cost of SVD computation will be prohibitive when matrices become large. In addition, SVD is lack of intuitive notion.
In this paper, a method based on non-negative matrix factorization (NMF) [6, 7] for constructing Chinese user profile is presented. This method proposes to apply NMF to dimensionality reduction of the document vectors. NMF can decompose a non-negative matrix into two non-negative matrices. One of the decomposed matrices can be regarded as the basis vectors. The dimensionality reduction can be performed by projecting the document vectors onto the lower dimensional space which is formed by these basis vectors. NMF is distinguished from LSI by its non-negativity constraints. These constraints lead to a parts-based representation because they allow only additive, not subtractive, combinations. Also, NMF computation is based on the simple iterative algorithm; it is therefore advantageous for applications involving large sparse matrices.
The remainder of this paper is organized as follows. In section 2, we briefly review how to represent a set of unstructured Chinese documents as a vector space model. In section 3, we introduce non-negative matrix factorization. In section 4, a NMF method for constructing Chinese user profile is presented. In section 5, the experimental results of NMF method are compared with LSI. Finally, section 6 gives the conclusions.
Vector Space Models for Documents
We briefly review how to represent a set of unstructured Chinese documents as a vector space model. The preprocessing is as following.
(1) Chinese documents are written as characters strings with no spaces between words, so we first use word segmentation algorithm [8] to segment the Chinese documents.
(2) After word segmentation, we eliminate non-content-bearing "stopwords". (3) Using heuristic or information-theoretic criteria, eliminate non-content-bearing "high-frequency" and "low-frequency" words. Such words and the stopwords are both known as "function" words. Eliminating function words removes little or no information, while speeding up the computation.
(4) After above elimination, suppose m unique words remain, let be
We use normalized word frequency-inverse document frequency scheme [9] to obtain word-document matrix
where #(x j , t i ) denotes the number that the word t i appears in the document x j , h i denotes the number of the documents in which the word t i appears, n is the total document number. Document vectors are usually normalized to a unit vector, that is,
Intuitively, the effect of normalization is to retain only the direction of the document vectors. This ensures that documents dealing with the same subject matter (that is, using similar words), but differing in length lead to similar document vectors.
After the preprocessing, Chinese documents are represented as m dimensional document vectors The r is generally chosen to satisfy ( ) nm r m n < + , so that the product UV can be regarded as a compressed form of the data in X.
The equation (1) can be rewritten column by columns as
where x and v are the corresponding columns of X and V. Each vector x is approximated by a linear combination of the columns of U, weighted by the components of v. Therefore, U can be regarded as containing a basis vector that is optimized for the linear approximation of the vector in X. Since relatively few basis vectors are used to represent many vectors, good approximation can only be achieved if the basis vectors discover structure that is latent in the vectors.
Here, we introduce an algorithm based on iterative estimation of U and V. At each iteration of the algorithm, the new value of U and V is found by multiplying the current value by some factor that depends on the quality of the approximation in equation (1) . Repeated iteration of the update rules is guaranteed to converge to a locally optimal matrix factorization.
The update rules given in the next equations [7] . 
Constructing Chinese User Profile
After word-document matrix X is decomposed by the NMF in section 3, the m dimensional document vectors are projected into the r dimensional vectors. Let In the same way, we can compute the mean vector of projecting of the topic document vectors. A simply way is to select 1 UO as a user profile, but this user profile may be ineffective. Next, we define the class discriminative degree of the basis vectors in order to obtain an effective user profile. small, then the class discriminative degree d s is large. That is to say, the basis vector u s has strong discriminative ability between topic documents and the non-topic documents. We select k basis vectors with big class discriminative degrees, simply let be
Definition1. Let
. According to equation (7), we use these k basis vectors to construct a m dimensional vector of the words as follows.
Then, we sort the components of the m dimensional vector by the value, and select l components with big values as the user profile.
where i t is a word, i g is the component value with respect to word i t , In order to test 15 topic documents, we partition each topic documents into four groups, and select one group as testing documents, other groups as training documents. When recall was set to 0%, 10%, 20%, 30%, …, 90%, 100%, the average precision at 11 points of filtering systems based on NMF and LSI [5] are compared.
Experimental Results

All
We select 2843 words in the experiment, let r = 200, figure 1 shows the experimental results on the four topic documents. Figure 1(a) and figure 1(b) show the average precisions of filtering systems based on NMF and LSI with the selecting words respectively. In the filtering systems based on NMF, we select k basis vectors that have strong discriminative ability between topic documents and the non-topic documents. Figure 2 shows the average precisions of 15 topic documents.
The experimental results show that the average precision of filtering systems based on NMF is better than LSI. In addition, the memory occupancy of NMF is lesser than LSI. For example, the memory occupancy of the left singular matrix in LSI is 126.3M, and the memory occupancy of the right singular matrix is 33.0M. Whereas the memory occupancy of the left non-negative matrix in NMF is 6.9M, and the memory occupancy of the right non-negative matrix is 6.7M. Furthermore, NMF only needs 30-40 iterative times, so NMF costs less computation time than LSI. In the experiment, using the SVDPACK from http://www.netlib.org/svdpack, NMF only costs about half time of LSI. 
Conclusion
Automatic filtering of information from document sources has become increasingly important as the volume of electronically accessible documents has exploded in recent years. In this paper, a method based on NMF for constructing Chinese user profile is presented. This method proposes to apply NMF to dimensionality reduction of the document vectors in the word-document matrices. NMF decomposes a non-negative matrix into two non-negative matrices. One of the decomposed matrices can be regarded as the basis vectors. The dimensionality reduction can be performed by projecting the document vectors onto the lower dimensional space which is formed by these basis vectors. NMF is distinguished from LSI by its non-negativity constraints. These constraints lead to a parts-based representation because they allow only additive, not subtractive, combinations. Also, NMF computation is based on the simple iterative algorithm, it is therefore advantageous for applications involving large sparse matrices. The experimental results show that, comparing with LSI, NMF method not only improves filtering precision markedly, but also has the merits of fast computing speed and less memory occupancy. In the future work, we will discuss how to use NMF in the Chinese document clustering and classification.
