Viscosity solutions and the minimal surface system by Savin, Ovidiu
ar
X
iv
:1
70
5.
07
94
8v
1 
 [m
ath
.A
P]
  2
2 M
ay
 20
17
VISCOSITY SOLUTIONS AND THE MINIMAL SURFACE
SYSTEM
O. SAVIN
Abstract. We give a definition of viscosity solution for the minimal surface
system and prove a version of Allard regularity theorem in this setting.
1. Introduction
There are two main approaches to the theory of nonlinear elliptic scalar equa-
tions. One of them is variational (the L2 approach), and it is based on energy
estimates. This applies to equations with divergence structure. The second one,
which regards more general nonlinear equations, is the viscosity solution approach
(or L∞ approach), and it is based solely on the maximum principle.
For the general theory of nonlinear elliptic systems only the variational approach
seems to be successful. The reason is that the maximum principle does not extend
to graphs when the codimension is higher than one.
In this short note we show that purely nonvariational techniques can be employed
in the special situation of the minimal surface system.
Minimal submanifolds are usually studied from the geometric measure theory
point of view. There are not many available results concerning the minimal sur-
face system. This is due in part to the examples of Lawson and Osserman [LO]
which show a quite different situation with respect to the minimal surface equation.
Uniqueness does not hold, and the existence of classical (Lipschitz) solutions to the
Dirichlet problem with smooth data may fail as well. They also gave an example of
nontrivial global Lipschitz solution to the Bernstein problem u : R4 → R3 obtained
as a suitable scaling of the Hopf map η : S3 → S2,
u(x) =
√
5
2
|x| η
(
x
|x|
)
, η(z1, z2) = (|z1|2 − |z2|2, 2z1z¯2).
However, the existence of classical solutions and the Bernstein theorem hold under
specific bound assumptions involving the principal values of Du, see [F, JX, W].
The n-dimensional area functional of the graph of a C1 map u : Ω ⊂ Rn → Rm,
Γ := {(x, u(x))|x ∈ Ω} ⊂ Rn+m
is given by
Hn(Γ) =
∫
Ω
(
det(I +DuTDu)
)1/2
dx.
If Γ is critical for the n-dimensional area functional, then u is solution to the
minimal surface system
(1.1) div(DF (Du)) = 0,
1
2 O. SAVIN
where
F (A) = (det(I +ATA))
1
2 , A ∈ Rn×m.
If u ∈ C2, after expanding the divergence in (1.1) we can rewrite it as the following
system of m equations (using the summation index convention)
(1.2) Fαi,βj(Du) u
β
ij = 0,
1 ≤ i, j ≤ n, 1 ≤ α, β ≤ m.
The minimal surface system is invariant under rigid motions of its graph in Rn+m.
Let X0 = (x0, u(x0)) be a point on Γ. After a rigid motion, let us assume for
simplicity that X0 = 0, Du(0) = 0. Then (1.2) simply becomes
△uα(0) = 0.
Let S ⊂ Rn+m be a C2 hypersurface that touches the graph Γ at the origin so
that Γ stays on one-side of S. Assume for simplicity of notation that the normal
to S at 0 points in the direction of the u1 coordinate axis.
We can view S as the zero level surface of a function H(X) defined in Rn+m,
X = (x, z), x ∈ Rn, z ∈ Rm,
with ∇H(0) parallel to the z1 axis, and assume Γ ⊂ {H ≤ 0}. Differentiating twice
H(x, u(x)) ≤ 0, H(0) = 0,
and using Du(0) = 0, Hi(0) = 0, Hzα(0) = 0 if α 6= 1 we find
Hii +Hz1u
1
ii ≤ 0 =⇒ △xH(0) ≤ 0.
This means that the Laplace ofH along the tangent space to Γ at X0 is nonpositive.
Definition 1.1. We say thatH(X) is a comparison function for the minimal surface
system in the open set U ⊂ Rn+m if at any point X ∈ U we have
△LH(X) > 0
for any n dimensional vectorspace L which is normal to ∇H(X). Here △LH(X)
denotes the Laplace operator of H restricted the vectorspace L passing through X .
The discussion above says that if H is a comparison function in a neighborhood
of 0 then any n dimensional C2 minimal submanifold Γ cannot be locally tangent
to the hypersurface S = {H = H(0)} at 0 and with Γ ⊂ {H ≤ H(0)}.
Definition 1.2. Let u : Ω → Rm be a continuous function. We say that u is
aviscosity solution of the minimal surface system (1.2) if its graph Γ cannot touch
the level set of a comparison function {H = c} from the side {H ≤ c}.
We have the following easy consequences directly from the definition of viscosity
solutions.
Proposition 1.3. u ∈ C2(Ω) is a viscosity solution if and only if u is a classical
solution of the system (1.2).
Proposition 1.4 (Stability). If um is a sequence of viscosity solutions of the system
(1.2) and um → u uniformly on compact sets then u is a viscosity solution as well.
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The notion of viscosity solutions can be extended to n dimensional compact sets
Γ in Rn+m instead of just graphs. In this setting, the viscosity solution definition
is weaker than the one provided by the theory of varifolds. For example if T is
a stationary varifold then its support cannot be tangent to {H = c} from the
side {H ≤ c}, with H a comparison function. This follows from the fact that the
projection onto the level surface {H = c− ε} from the side {H ≥ c− ε} decreases
the n dimensional volume.
Our main result is an ε regularity theorem for viscosity solutions. We show that
if u is sufficiently close (in L∞) to a linear map l then it must be smooth in the
interior.
Theorem 1.5. Assume u is a viscosity solution such that
|u− l| ≤ ε in B1,
where l(x) = b+Ax is a linear function from Rn to Rm.
If ε ≤ ε0 small, then u ∈ C2(B1/2) and
‖D2u‖Cα(B1/2) ≤ Cε.
Here ε0 and C depend only on n, m and |A|.
Analiticity of solutions follows then from the linear theory of elliptic systems.
Theorem 1.5 can be viewed as a version of Allard regularity theorem (see [A]).
The method of proof is however different and it is based on nonvariational methods
and the weak Harnack inequality.
The estimate in Theorem 1.5 does not seem to follow from Allard’s theorem since
the L∞ closeness of the graph to a linear map does not give a bound on the density
of the graph in B1. On the other hand, the smallness of the excess of a stationary
varifold implies its L∞-closeness to a linear subspace (see for example [SS]). In
Proposition 2.6 we give a variant of Theorem 1.5 which applies for compact sets
(not necessarily graphs) that have density strictly less than 2.
The notion of viscosity solution can be easily extended to allow a right hand side
fα(Du, u, x) in the minimal surface system (1.2). In this case we need to modify
the family of comparison functions H and replace in Definition 1.1 the right hand
side 0 by a corresponding function depending on X and L.
Finally we remark that in Theorem 1.5 we may allow u to be only continuous Hn
a.e. provided that the viscosity solution notion is understood to hold for the closure
of the graph of u. It would be interesting to obtain the solvability of the general
Dirichlet problem in a ball in the class of viscosity solutions which are continuous
Hn a.e.
2. Proof of Theorem 1.5
We introduce some notation. We denote points in Rn+m by X = (x, z) and by
Bnr , B
m
r and Br the balls of radius r in R
n, Rm and Rn+m respectively.
We denote by Cγ the cone of angle γ ∈ [0, pi/2) around the x-subspace
(2.1) Cγ := {X = (x, z) | |z| ≤ tan γ |x|.}
Lemma 2.1. Assume u satisfies the hypotheses of Theorem 1.5. Then the function
w :=
1
ε
|u− l|
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cannot be touched by above by a function ϕ such that
(2.2) M+c0,1(D2ϕ) < 0, ‖ϕ‖C1,1 ≤ 1,
with c0 depending on n and |A|, and M+λ,Λ denotes the maximal Pucci operator.
We recall the definition of M+λ,Λ(N) for a symmetric matrix N :
M+λ,Λ(N) = Λ|N+| − λ|N−|.
The lemma above states that w is a subsolution to a linear uniformly elliptic equa-
tion
aijwij ≥ 0
at the points where |∇w|, |D2w| are bounded by 1. This means that the following
version of weak Harnack inequality holds (see [S1] or Section 6 in [S2]):
Weak Harnack inequality:
Assume that w ≤ 1 in Bn1 and it cannot be touched by above by functions ϕ that
satisfy property (2.2). If
|{w < 1− η}| ≥ µ|Bn1 |,
for some µ small, then
w ≤ 1− c(µ)η in Bn1/2,
for some c(µ) > 0 small depending on µ, c0, n.
Here we require that 0 < η ≤ η0 with η0(µ) sufficiently small, and | · | represents
the n-dimensional Lebesgue measure.
Proof of Lemma 2.1. It suffices to show that
H(X) := |z − l(x)| − εϕ(x), X = (x, z), z ∈ Rm,
is a comparison function in the cylinder |z− l(x)| ≤ ε. We do the computation at a
point X0 = (x0, z0) and, after a translation and then a rotation of the z coordinate,
we may assume that x0 = 0, l(x0) = 0, X0 lies on the positive z1-axis. We use the
convexity of | · | and find that near X0
|z − l(x)| ≥ z1 − l1(x) + 1
2ε
|z′ − l′(x)|2
which gives
H(X) ≥ G(X) := G1(X) +G2(X)
with
G1(X) = z1 − l1(x) − εϕ(x), G2(X) = 1
2ε
|z′ − l′(x)|2.
The function G touches by belowH atX0 and it suffices to show that△LG(X0) > 0
for any n-dimensional linear subspace L orthogonal to ∇G(X0).
Notice that G2 is convex and at X0 we have
G2 = 0, ∇G2 = 0, ∂2ξξG2 ≥
1
4ε
,
for any unit direction ξ near the z′ subspace. In particular the inequality holds for
any unit direction ξ ⊥ ∇H(X0) and (see (2.1)) ξ /∈ Cpi/2−δ with δ small depending
only on |Dl|.
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On the other hand G1 depends only on the (x, z1) variables and |D2G1| ≤ ε by
the second hypothesis in (2.2). Hence if L is not included in Cpi/2−δ then
△LG ≥ △LG1 +△LG2 ≥ −nε+ 1
4ε
> 0.
Otherwise, the projection pix of L onto the x-subspace is a linear map with bounded
inverse by a constant depending on δ thus
△LG ≥ △LG1 = −ε tr(piTxD2ϕ pix) ≥ −nεM+c0,1(D2ϕ) > 0.

We define the oscillation of a function w : Bn1 → Rm as the smallest radius ρ for
which the image of w is included in a ball of radius ρ,
oscB1w = inf
{
ρ | w(Bn1 ) ⊂ Bmρ (z) for some z
}
.
Lemma 2.2 (Harnack inequality). Assume u is a viscosity solution of (1.2) and
oscB1(u− l) ≤ ε.
Then
oscB1(u − l) ≤ (1− θ)ε,
for some θ > 0 universal.
Proof. We look at the image of the function
u˜ := (u− l)/ε
that maps Bn1 into, say B
m
1 . We claim that when we restrict x to B
n
1/2 then the
image can be included in a ball of radius 1− θ in Rm.
Assume that for some x0 in B
n
1/2, u˜(x0) is η close to a point ξ ∈ ∂Bm1 , i.e.
u˜(x0) = tξ, t ∈ [1− η, 1].
Now we apply Lemma 2.1 to the function
w :=
1
2
|u˜+ ξ| = 1
2ε
|u− (l − εξ)|,
and obtain that w is a subsolution in the sense of Lemma 2.1 and
|w| ≤ 1, w(x0) ≥ 1− η.
Then by Weak Harnack Inequality for w we find that
(2.3) |{w > 1− Cη}| ≥ (1− µ)|Bn1 |,
for some C(µ) depending on µ (we choose µ = 1/4 for example), provided that η
is chosen sufficiently small.
Since
{w > 1− Cη} ⊂ {|u˜− ξ| ≤ Cη1/2},
we obtain that u˜ maps more than 1 − µ of the measure of Bn1 in a ball of radius
Cη1/2 centered at ξ.
The same argument shows that u˜(Bn1/2) cannot intersect also Bη(−ξ) and the
conclusion easily follows.

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The hypothesis that Γ is a graph was used only in the last part in the proof
above when we said that u˜ cannot map most of the measure in Bn1 close to ξ and
also close to −ξ. The graph hypothesis on Γ can be replaced by the the following
bound on its Hn-mass
(2.4) Hn(Γ ∩B1) ≤ (2− δ)Hn(Bn1 ).
We state the version of Lemma 2.2 in this setting.
Lemma 2.3. Assume Γ is a viscosity solution (not necessarily a graph) to the
minimal surface system and
(2.5) Γ ∩B1 ⊂ Bn1 ×Bmε ,
and that (2.4) holds. If ε ≤ ε0, then
(2.6) Γ ∩B1/2 ⊂ Bn1 ×Bm(1−θ)ε(z0),
with θ and ε0 depending on n and δ.
If u satisfies the hypotheses of Lemma 2.2 then its graph Γ, after a rotation
in Rn+m, satisfies (2.5) and also the conclusion (2.6) of Lemma 2.3. We remark
however that the rotation of Γ might not have the graph property.
2.1. Compactness. Let’s assume that Γ solves (1.2) in the viscosity sense, and
that it has the Harnack inequality property of Lemma 2.3.
We iterate the conclusion one more time and obtain
Γ ∩B1/4 ⊂ Bn1 ×Bm(1−θ)2ε(z1).
By applying this property inductively l times we find that the projection of Γ∩B2−l
onto the z variable belongs to a ball of radius (1− θ)−lε, as long as
(1− θ)l2lε ≤ ε0.
Next, assume we have a sequence of such compact sets Γk that solve (1.2) in the
viscosity sense and satisfy (2.5) for εk → 0. Then, after a dilation of factor ε−1k in
the second variable, the rescaled sets
Γ˜k := {(x, z) | (x, εkz) ∈ Γk}
must converge in the Hausdorff distance, say in B1/2, to the graph of a map u¯
Γ¯ := {(x, u¯(x)) | u¯ : Bn1/2 → Bm1 , u¯ is uniformly Holder continuous.}
Lemma 2.4.
△u¯ = 0.
Proof. Let h be the harmonic function in Bn1/2 which is equal to u¯ on ∂B
n
1/2. If
u¯ 6= h then
|u¯− h|2 + η|x|2
achieves its maximum away from ∂Bn1/2 provided that η is chosen sufficiently small.
This means that for all large k
H(X) = |f(X)|2 + η|x|2, f(X) := ε−1k z − h(x),
achieves its maximum on Γk ∩B1/2 away from the boundary ∂B1/2.
It suffices to show that H is a comparison function in the cylinder |z| ≤ εk =: ε.
Fix a point X0 = (x0, z0) and write
H(X) = G1(X) +G2(X)
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with
G1(X) = |f(X0)|2 + 2f(X0) · (f(X)− f(X0)) + η|x|2,
G2(X) = |f(X)− f(X0)|2.
Notice that
G2(X0) = 0, ∇G2(X0) = 0, D2G2(X0) ≥ 0,
and for any unit direction ξ outside the cone Cδ (see (2.1)) we have
(2.7) ∂2ξξG2(X0) ≥ c(δ)ε−2, ∀ ξ /∈ Cδ.
On the other hand
|D2G1(X0)| ≤ C,
and △LG1(X0) ≥ cη when L coincides with the x-subspace. By continuity,
△LG1(X0) > 0 when L ⊂ Cδ,
by choosing δ depending on η. If L intersects the complement of Cδ then the
inequality above is obvious due to (2.7).

Since u¯ is harmonic in Bn1/2, |u¯| ≤ 1, we obtain |D2u¯| ≤ C in Bn1/4 hence
(2.8) |u¯− l0(x)| ≤ 1
4
η in Bn2η,
for some η small, universal and l0 is the linear part of u¯ at 0. Let us assume for
simplicity that 0 ∈ Γk for all k’s. Then, (2.8) implies that in Bη the graphs Γk can
be included in a slight rotation of the cylinder
Bnη ×Bmεkη/2.
The flatness of the cylinders, i.e. the ratio of the radii of them-dimensional “height”
ball over the n-dimensional “bottom” ball, improved from εk in B1 to εk/2 in Bη.
This compactness argument together with Lemma 2.2 gives the improvement of
flatness property of viscosity solutions.
Proposition 2.5 (Improvement of flatness for graphs). Assume u is a viscosity
solution such that
|u− l| ≤ ε in Bn1 ,
where l(x) = b+Ax. Then, there exists a linear map l˜ such that
|u− l˜| ≤ ε
2
η in Bnη ,
with η a small fixed constant depending only on n, |A|.
Similarly, if Γ is a viscosity minimal set in B1 (not necessarily a graph) and we
assume that (2.4) holds up to a small scale c(δ) i.e.
(2.9) Hn(Γ ∩Br(x, 0)) ≤ (2 − δ)Hn(Bnr ), ∀x ∈ Bn1 , r ≥ c(δ),
then Lemma 2.3 can be applied several times and the compactness argument holds.
We obtain the following version of Proposition (2.5) for viscosity minimal sets.
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Proposition 2.6. Let Γ be a viscosity minimal set in B1 and assume (2.9) holds
and
piz(Γ ∩B1) ⊂ Bmε ,
where piz denotes the projection onto the z variable. Then there exists a z¯ subspace
obtained by a rotation of the z coordinates, such that
piz¯(Γ ∩Bη) ⊂ Bmηε/2(z¯0).
Here η, δ, ε0 are small constant that depend only on n.
Proposition (2.5) implies that flat viscosity solutions are C1,α in Bn1/2. In order to
obtain the C2,α estimates we need to repeat the arguments above and approximate u
by harmonic quadratic polynomials q(x) instead of linear functions l(x). We sketch
some of the details below. Since u is already C1/α, we may rotate coordinates and
reduce the ε-smallness hypothesis in Theorem 1.5 to the case l ≡ 0, i.e. |u| ≤ ε.
Then the theorem follows by iterating the quadratic improvement of flatness lemma
below after performing the necessary rotations of coordinates.
Lemma 2.7. Assume u is a viscosity solution such that
|u− q| ≤ ε in Bn1 , ε ≤ ε0,
where q : Rn → Rm is a harmonic quadratic polynomial with coefficients bounded
by εβ for some β ∈ (1/2, 1). Then
|u− q˜| ≤ ε
2
η2 in Bnη ,
with q˜ a harmonic quadratic polynomial, and η(n), ε0(n, β) are sufficiently small.
For the proof of the lemma it suffices to establish
a) Harnack inequality for u˜ = (u− q)/ε and,
b) the convergence of u˜ to a harmonic map as ε→ 0.
Part a), as in Lemmas 2.1 and 2.2, follows once we show that
H(x, z) = |z − q(x)| − εϕ(x),
is a comparison function provided that
|ϕ|C1,1 ≤ 1, △ϕ ≤ −ε2β−1.
As in proof af the Lemma 2.1 we bound H at X0 by G1 +G2 with
G1(X) = z1 − q1(x)− εϕ(x), G2(X) = 1
2ε
|z′ − q′(x)|2.
and at X0,
|D2G1| ≤ Cεβ, △xG1 = −ε△ϕ ≥ ε2β .
If L makes an angle less than Cεβ with the x subspace,
L ⊂ Cσ, with σ := Cεβ
then
△LG1 ≥ △xG1 − Cεβσ2 > 0.
Otherwise we can find a unit direction ξ ∈ L outside Cσ such that
∂2ξξG2 ≥
1
8ε
σ2 > Cεβ ,
and the claim follows.
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For part b) we argue as in Lemma 2.4. We need to show that
H(X) = |f(X)|2 + η|x|2, f(X) := ε−1(z − q(x)) − h(x)
is a comparison function.
As before we bound H at X0 by G1 +G2 where G1 is a linear function of f(X)
G1 = |f(X0)|2 + f(X0) · (f(X)− f(X0)) + η|x|2,
and
G2 = |f(X)− f(X0)|2
We have
|D2G1| ≤ Cεβ−1, △xG1 ≥ η.
If L ⊂ Cσ with Cσ defined above then
△LG1 ≥ △xG1 − Cεβ−1σ2 > 0.
Since for any unit direction ξ /∈ Cσ,
∂2ξξG2 ≥ cε−2σ2 ≥ cε2β−2 ≫ |D2G1|,
the desired conclusion follows.
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