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INTRODUCTION 
For each point (t, X) E El x En let R(t, X) be a nonempty compact subset 
of En. (En denotes Euclidean real n-dimensional space.) A contingent equation 
has the form 
qq E R(t, x(t)>, x(0) = x0 [k(t) = dx(t)/dt] (1) 
a solution is any absolutely continuous function y  such that ~(0) = x0, 
+(t) E li(t, p(t)) for almost all t. The attainable set at time t > 0 for (1) is 
defined as 
@t) = b(t) : v  is a solution of (I)). 
We shall be concerned with the study of a(t), its topological boundary which 
will be denoted %Y((t), and a set S(t) which is related to a@(t) and can be 
thought of as a geodesic sphere of radius t. 
To clarify the last statement, let G(x) be a symmetric positive definite 
matrix valued function and F(x, r) = [r’G(x)~]ll~; the prime denoting 
transpose. Then, for each x, F(x, a) determines a Riemannian metric structure 
on the tangent space to En at x, which gives rise to the standard geodesic 
problem on the manifold En. This is the usual case of Riemannian geometry 
and S(t) would be the geodesic sphere of radius t. If, instead, F(x, -) is the 
Minkowski functional of a strictly convex set, it determines a Minkowski 
metric geometry in the tangent space at X. This gives rise to the geodesic 
problem in a Finsler space ([I] p. 82) an a d g ain S(t) would be the geodesic 
sphere of radius t. In either of these cases the function F would determine an 
autonomous equation of the form (1) by defining R(x) = {I E En : F(x, Y) < l}. 
Conversely if we were given a set valued function R(x) which, for each x, 
was an ellipsoid centered about the origin, it could be used to construct 
F(x, .) and hence induce a Riemannian metric structure in the tangent 
space at x. 
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From time optimal control theory, there is a natural notion of extremal 
for the equation (1) even when R does not have so special a form as to induce 
a metric in the tangent spaces. In this case s(t) will again denote the set of 
all points which are attained at time t by an extremal initiating from x0 at 
time zero. Thus we introduce the nomenclature generalized geodesic sphere. 
To see the relation between equation (1) and time optimal control theory, 
consider the controlled system of differential equations. 
$4 =f(4 x(t), u(t)>, x(0) = x0 (2) 
where x(t) E En, f E Cl (once continuously differentiable) with u, the control 
function, belonging to Q = {u : u measurable, u(t) E U} where U is a compact 
subset of En. Given a target, i.e. a continuous function z : [0, co) -+ En, a 
time optimal control problem would be to find a u E Q which “steers” the 
solution of (2) to the target z in minimum time. Here, in a formulation similar 
to (I), R(t, x) = { f(t, x, u) : u E U} while a solution is possible only if 
a(t) n +(t,> # 0, th e empty set, for some t > 0. If this is satisfied, the 
existence of an optimal control depends on the compactness of G!(t); in the 
formulation of our problem in Section 1, we shall impose conditions on 
R(t, X) which insure this. It is natural, then, to take as extremals arcs which 
satisfy the maximum principle [2]. 
Another problem which fits within the scope of our formulation is that 
of finite time stability for systems of differential equations experiencing 
persistent perturbation. Again, consider the equations (2), but now it is 
more natural to take f(t, X, u) = g(t, X) + u with u E U a compact subset of 
EnoftheformU=(y:Iy/< } h E w ere E measures the maximum amplitude 
of the persistent perturbation u. Given a T > 0, the problem is to obtain 
bounds at time T for the possible differences in the perturbed and unperturbed 
(u = 0) solutions. Obviously, a precise knowledge of GZ(T) would give 
complete information for this problem. 
In Section 1 conditions will be imposed on the set valued function R which 
make a reasonable amount of analysis of O?(t), M(t) and A’(t) possible. 
In Section 2, properties of these sets, the meaning of conjugate points, and 
examples are given and a start is made on the problem of classifying 
generalized geodesic spheres. 
1. FORMULATION OF THE PROBLEM; PROPERTIES OF R 
We wish to formulate (1) in such a way that for each t 2 0, G!(t) is non- 
empty, compact, and a(*) is continuous when considered as a set valued 
function in the Hausdorff metric topology. From results obtained by Filippov 
[3], these properties of 02 will follow if R is continuous as a set-valued 
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function in the Hausdorff topology; for each t, X, R(t, X) is convex, and there 
exists a c > 0 such that for any function r(t, X) with values in R(t, x), the 
inner product (r(t, x), x) < c[l + ) x I”]. 
In order to deal analytically with Z?(t), further restrictions are needed. 
These are motivated by the maximum principle which can be formulated as 
follows for a time optimal control problem associated with (1). Define 
H@, Y) = (p, Y) for r E R(t, x), p E En - (0) and 
H*(t, x, p) = max((p, Y) : Y  E R(t, x)). (3) 
Then a necessary condition that a solution F be optimal (for some problem) 
is that there exist an absolutely continuous function # so that v, # satisfy, 
respectively, the equations 
W) = (VP) H*(c x, P), x(0) = x0, 
b(t) = - Wx) fJ*ct, x, P), p(0) E P-1, 
(4) 
where 9-l denotes the unit n - 1 sphere. Intuitively this is a necessary 
condition that v(t) belong to the boundary of a(t). 
With the proper conditions on R(t, x), the algebraic maximization which 
produces H* will define a “smooth” function r*(t, X, p) such that 
H*(t, x, p) = (p, r*(t, x,9)). We will want I* to be continuous in t, once 
continuously differentiable in p, and twice continuously differentiable in x. 
The continuity in t and x will follow from continuity conditions on the set 
valued function R; the continuity with respect to p, however, depends 
completely on the “shape” of the set R(t, x). It is shown in [4j that, if R(t, x) 
is strictly convex and contains more than a single point, r*(t, X, p) is 
continuous in p. Furthermore, assume R(t, x) is strictly convex and the 
Gauss map 7 : aR(t,r~)--+S~-~[ w ic h h associates with each point on aR(t, x) 
the unit outward normal at that point] is well defined and continuously 
differentiable in terms of local coordinates. Then, since r*(t, X, p) maximizes 
(p, Y) for r E R(t, x), it is clear that Y* is defined implicitly by the requirement 
T(Y*(~, X, p)) = p/I p I. Hence defining G(r, p) = 7(r) - p/l p 1 for Y  E aR(t, x), 
~EE~-{O}, th e implicit function theorem applied to G(Y, p) = 0 will 
yield a function r*(t, x, p) which is Cl in p and satisfies G(r*(t, x, p), p) = 0 
if the Jacobian matrix G,(r,p) has the required rank. The requirement on 
the rank of this Jacobian (see [4]) can be shown to be equivalent to the 
condition that the Gauss map, in terms of local coordinates on aR(t, x), has 
a nonvanishing Jacobian. 
With the previous conditions and their implications in mind, we shall now 
give a precise representation and formulation of properties which will be 
assumed for R(t, x). 
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Let Q(t, x, Y) be a real-valued C2 function defined on El x En X En 
which satisfies 
Q,(t, x, I) is a positive-definite matrix, (5) 
qt, x, 0) = 0, Q(t, x, Y) -+ co as /Y I-+CO. (6) 
Define 
Q(t, x) = (Y E E” : fi(t, x, Y) < l}. 
Then Q(t, X) is nonempty, compact, and Q is continuous as a set-valued 
function in the Hausdorff topology. Property (5) implies that the second 
fundamental form, in terms of local coordinates on aQ(t, x), is definite. 
But the second fundamental form is a representation of the differential of 
the Gauss map. The strict convexity and nonvanishing of the jacobian of the 
Gauss map are thereby implied, yielding the desired continuity properties 
of the function r* which maximizes (p, Y) for r EQ(~, x). 
From (6), we see zero always belongs to Q(t, x), a condition which need 
not be imposed on R(t, x). Let g : El x En + En be a C2 function and define 
R(t, x) = {g(t, x) + Y : Y eQ(t, x,>. (7) 
In what follows, it will always be assumed that R admits a representation 
as in (7) and that there exists a c > 0 such that (g(t, x) + Y,  x) < c[l + 1 x I”] 
for any r E R(t, x); i.e., the corresponding trajectories of (1) will not escape 
in finite time. 
Actually, this formulation is quite general. It contains Finsler geometry 
(and therefore Riemannian geometry) as the case g = 0 and Q independent 
of t. (Compare [I], p. 84). Al so, it is shown in [4J that any time optimal 
control problem which satisfies the Filippov existence conditions can be 
approximated arbitrarily closely (in the sense that solutions of the approx- 
imating problem are uniformly close to those of the original problem) by a 
problem with R of the form considered in (7). 
From the maximization it follows that r*(t, x, p) is that unique point on 
aQ(t, x) where the outward normal has the direction p, i.e., 
Ql(4 x9 y*p, x, P)) = b 
for some k > 0. Then, since Q(t, x, r*(t, x, p)) E 1, Q,.Y~* = 0 or 
pr,*(t, x, P) = 0. (8) 
(We will not use primes to designate transpose of a vector when this is 
obvious from its placement.) Equations (4) now become 
2(t) = g(t, 4 + y*(t, x, P), x(0) = x0, (9) 
b(t) = -pkz(t, x) + ro*ctr x, P)l, p(0) E s-1. (10) 
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The formulation is such that the right sides of these equations are Cl; hence 
they can be used constructively rather than to just state necessary conditions. 
Also, it suffices to consider p(O) e Sri-l since from its definition r*(t, X, ap) = 
r*(t, X, p) for 01 > 0; hence if # is a solution of (10) so is a#. Now let 
5‘ = (!cl ,-**> .$+,) be local coordinates on S”-l; for any p(O) = .$ E Sri-l 
Eqs. (9) and (10) h ave unique solutions, denoted p(., E), #(*, f) respectively. 
Define 
S(t) = {p)(t, f) : I$ E S”-‘}. (11) 
For each 5 E P--l, y(*, .$ is an extremal in the sense that it satisfies the 
maximum principle. We may also consider p;(., f) as playing the equivalent 
role of the exponential map in the classical geodesic problem. Since the 
right sides of (9) and (10) are Cl, solutions are differentiable with respect to 
initial data. Geometrically, S(t) may be viewed as the projection, onto the 
first n coordinates, of the diffeomorphic image of P-r under the flow of (9) 
and (10) in Ezn 
For later use it will be convenient to have an equivalent representation of 
R(t, x) of the form 
w, x) = (g(4 x) +f(t, x, 4 : I u I < 1). (12) 
This is easily obtained as follows. Let p(t, x, -) be the Minkowski functional 
of Q(t, x). [Note: Sz was not required to satisfy fi(t, x, cur) = c&(t, x, r) for 
OL > 0 and therefore need not be a Minkowski functional.] I f  z, E aQ(t, X) 
then ~(6 x, v/l v  I) v  is a unit vector in the direction of v; call it U. 
Then u = p(t, x, U)V or v  = u/p(t, X, u). It follows that, if we define 
f(t, X, u) = u/p(t, x, u/l u I) for u f  0 and f(t, X, 0) = 0, then Q(t, x) = 
{f(t, x, U) : ] u I < 11. This f  yields the representation (12) for R(t, x) and 
satisfies the continuity conditions needed for the maximum principle. 
2. PROPERTIES OF 6T((t), M!(t) AND S(t) 
Let s(t) = ((7, a) : 0 < 7 < t, a E a(~)); this is sometimes referred to as 
the attainable funnel. The first three properties are immediate consequences 
of the problem formulation and results of Filippov [3], [5l. 
PROPERTY 1. For each t 3 0, G’(t) is a nonempty compact set. 
PROPERTY 2. The set-valued function GY(*) is continuous in the Hausdorff 
metric topology. 
PROPERTY 3. For each t > 0, g(t) is a compact set in El x En. 
PROPERTY 4. For each t, > 0, O!(tl) is arcwise connected. 
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Proof. Let ~0 and v1 be any two solutions of 2 E R(t, x), x(0) = x0. 
Using the representation (12) we have for almost all t E [0, tJ and i = 0, 1, 
f@(t) = g(4 Fw) +f(c p”(t), q>> f or some j ui(t)] < 1. By a lemma of 
Filippov [3], the functions ui may be assumed measurable. Now for each 
01 E [0, l] define ZP by u”(t) = &(t) + (1 - a) u”(t). Then ZP is measurable, 
1 u”(t)/ < 1 and the equation 9 =g(t, x) +f(t, x, ZP), x(0) = x0 has a unique 
solution; denote it by F~. From the continuity properties which the solution 
possesses with respect to parameters, as 01 varies continuously from 0 to 1, 
qa(tr) traces out a continuous arc joining p)“(tJ to @(tJ in Q!((t,). 
Example 1. Consider the following two-dimensional problem. 3;“(t) E R(z(t)), 
x(0) = (-1,O) where I?(x) = {r E E2 : 1 r 1 < 1 x I>. Here Q(x, r) = 1 T ]/I x I; 
we may either consider x = 0 not in the domain of definition, or define 
R(0) = (0). Here we deal with Riemannian geometry since R(x) determines 
the metric [*G(X) 5J1/2 where 
On the unit circle 1 x I = 1, R(x) is a unit disc implying that it is possible 
to traverse the unit circle, with unit velocity in either direction. Also, the 
point x = 0 is not attainable from (- 1,O) in finite time. Thus for t, slightly 
larger that n one excepts cpG(rJ to look as follows. Here S(t,) is an immersed 
FIG. 1 
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sphere, a((t,) is not simply connected and the topological boundary of 
fl(tl), i.e., aGY(t,), is a proper subset of S(t,). 
The time optimal point-to-point transfer problem for ff E R(x) is equivalent 
of the geodesic problem on the manifold determined by G(x). Indeed, since 
a geodesic will satisfy 1 k(t)] = 1 x(t)], its length will be Jt [*G(X) &]1/2 d7 = t. 
The previous example shows that a(t) need not b% simply connected; 
insight into how this can occur with increasing time may be gained from the 
following. 
PROPERTY 5. For any t, > 0, LXZ(tJ C S(t,) andfor every pointy E ZG?(tl) 
there exists a continuous function z : [0, tl] -+ En such that x(tl) =y and 
cZ(t)n (z(t)} # Ofor 0 < t -c t, . 
Proof. Assume y E t301(tl) and x(s) is a solution of k E R(t, x), x(0) = x0, 
such that x(tJ = y. Suppose there exists no arc z : [0, tl] -+ En with .z(t,) = y, 
Q?(t)n{z(t)} = Ci for 0 < t < tl . Then for some t’ E [0, tJ we must have 
that GY(t’) has a nonempty n-dimensional interior to which x(t’) belongs. 
Indeed if x(t) E N?(t) for all t E [0, tJ, using the compactness of the funnel 
F(tJ, it is easy to construct a continuous function z, with values z(t) in a 
neighborhood of x(t), such that ((t, x(t)) : 0 < t < tl} and S(tl) have only 
the point (tl , y) in common. 
Now, using the representation (12) and the lemma of Filippov [3], we 
may assume the existence of a measurable function u*, 1 u*(t)] < 1, such 
that &(t) = g(t, x(t)) + f(t, x(t), u*(t)) almost everywhere. Since x(t’) 
is in the interior of GZ(t’), there is some neighborhood N(x(t’)) contained in 
Ql(t’). Keeping u* fixed and using points in N(x(t’)) as data at time t’ for 
the differential equation R = g(t, X) + f (t, X, u*), the solutions evaluated at time 
t, provide a neighborhood of y which must belong to 6l(t,). This contradicts 
the assumption y E Z!(t,). 
We next show that XT(tJ C S(t,). Let y E M(t,); by the result obtained 
in the first part of this proof there exists a continuous function z : [0, tJ -+ En 
such that the problem of hitting z in minimum time by a solution of 
t E R(t, x), x(0) = x0, has a solution with the optimal time being t, and the 
intercept occuring at the point y. The maximum principle, which is a 
necessary condition, then shows that if q~ is the solution, there exists a 
function z,4 such that the pair v, # satisfy Eqs. (9) and (IO), respectively, for 
some 9(O) E S-l. Thus y E S(t,). 
Property 5 shows that, for every point on X??(t), there is a time optimal 
control problem for which the optimal interception occurs at that point. 
PROPERTY 6. In En, for tl > 0 and su@iently small, S(tl) is the dif 
feomorphic image of 9-1 (i.e., v(t, , *) is an imbedding of 9-l + En); z,b(tl , 5) 
is an outward normal to S(t,) at p(t, , 5); GT(t,) is an n disc and HZ(t,) = S(tJ. 
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Proof. Remembering that [i ,..., [,+r are local coordinates on Sri-l, let 
j(E) be the inclusion map of S 1~ - l--+ En. We shall adopt the notation that 
for any vector function (row or column) v(f), v( denotes the matrix of partial 
derivatives (vi,,([)). 
For ~(4 5) E s(t), 
g)(t, E) = x0 + 1’ [d-r, p;(~, 0) + r*(~, ~(7, E), $(T> 5))l d7; 
0 
dt, 5) = 1: KG + 
(13) 
r,*)‘Pg(T, t) + r,*&] dc 
v&4 5) = 0. If qJ( has rank TZ - 1, its rows span the tangent space of S(t) 
at the point y( t, 5). S ince ~((0, [) = 0 and the Gauss map having nonvanishing 
Jacobian determinant on aR(O, x0) implies r,*(O, ~(0, f), $(O, 5)) #((O, 5) has 
rank n - 1, it follows from observation of the integrand in (13) that for t 
sufficiently small, but positive, v&t, 5) has rank n - 1. 
Also, the continuity properties allow Eq. (13) to be differentiated with 
respect to t, showing that v~(*, f) satisfies the matrix differential equation 
(E&3 0 = kz(4 44 5)) + yz*k 5% 0 $44 5Nl f&Y 5) + lP**5 (14) 
with data ~((0, .$ = 0. Let ?P(*, 5) d eno e t a fundamental solution matrix to 
P = -p[gdt, ~(4 6)) + rz*(t, ~(4 0, W, t))l; then #(f, 4) can be written as 
#(t, 4) = j(t) Y(t, 5) and we have the representation 
Multiplying both sides of this by j(s) Y(t, 5) on the left and using (8) which 
shows that VW, 0,,*(t, dt, 0 #(t, 5)) = 0, we get 
#(4 E) Pc(C 0 = 0. (16) 
Now this holds for all t, even if rank cp*(t, 5) < n - 1. In particular, if tl 
is sufficiently small so that rank q&t, , 5) = n - 1, the rows of cpe(t, , 5) 
span the tangent space to S(t,) at v(t, , 5) and (1) shows #(tl , 0 is a normal 
to s(G) at d4 , 5). 
We have shown that for each t, > 0 and sufficiently small, cp(t, , *), as a 
map of 9-l + En, is regular (i.e., a Cl map with Jacobian of rank n - l), 
and therefore S(t,) is an immersed sphere. We must show the mapping is 
globally one-one [or that S(t,) is the homeomorphic image of a sphere] in 
order to conclude that v(t, , .) is actually an imbedding and S(t,) an imbedded 
sphere. 
From our formulation, $(O, .) is the inclusion map of S-l into En. From 
(10) one sees that for initial data p(O) = 0, p = 0 is a solution; from 
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uniqueness it follows that for all t 3 0 and 5 E S~--1, / #(t, .$)I # 0. For 
each t 3 0 define 
n(t, .) : S’+l -+ 9-l by n(t, ‘3 = #(t, O/l $44 01. (17) 
Before proceeding with the remainder of the proof of Property 6, we shall 
need 
LEMMA 1. For each t > 0, the degree of the map n(t, -) is one. 
Proof. n(0, *) is the identity on S”-r hence has degree one. Also, 
n : [0, t] x S-l + Sri-l is a smooth homotopy; the degree is a homotopy- 
invariant hence the degree of n(t, *) is one. 
Since n(0, *) is the identity map in D--l, rank n&O, 5‘) = n - 1; by 
continuity for t, > 0 and sufficiently small, rank nc(tl , 0 = n - 1. This 
shows n(tl , .) is an immersion of S”-l-+ Sn-1 of degree one; it must therefore 
be a diffeomorphism. Indeed, if not, there must be points p, f1 E 9-r with 
n(t, , P) = n(t, , 4’) and sign[det n((t, , to)] = -sign[det n:(t, , p)] in order 
that the degree of n(tl , *) be one. Now join 50 to 51 by an arc on S+l; at 
some point of this arc det[n((tr , E)] = 0, a contradiction. 
Now if t, > 0 is sufficiently small so that p(t, , .) is an immersion and 
n(tl , *) is a diffeomorphism, we will show that p(t, , *) is actually an 
imbedding. Suppose not, i.e., S(t,) has a self-intersection; in particular, there 
exist $, t1 E Sn--l, to # f1 and p(t, , to) = p(t, , (I). Let P be a hyperplane 
orthogonal to n(tl , 50) at q(tl , 50); without loss of generality we assume the 
origin of En to be at v(t, , $). Let h be the height function h : S(t,) -+ R1 
defined as the length of the projection of a point of S(t,) on n(t, , 60). We note 
that a critical point of h is a point where the normal to S(t,) has direction 
+z(t, , $). There are three possibilities. (a) S(t,) has points on either side 
of P; (b) S(t,) lies in P; (c) S(tl) 1 ies on one side of P. In Case (a) there must 
be at least one critical point of h in each of the open half spaces formed by 
P; i.e., there is a p E Sri-l such that the normal to S(t,) at ~(t, , 4”) has 
direction n(t, , to) which contradicts the fact that n(tr , *) is a diffeomorphism. 
In Case (b) we must lose the property that y&t, , .$) has rank n - 1 at several 
points. In Case (c) we must have n(t, , to) = n(tl , [r) (i.e., a point of second- 
order contact with P), which is again a contradiction to n(tl , .) being a 
diffeomorphism. This shows for tl > 0 and sufficiently small, y(t, , *) is an 
imbedding. 
From Property 5, ZT(t,) C S(t,); certainly S(t,) C aC(tl). For tr > 0 but 
small enough so that S(t,) is an imbedded sphere, it follows that aa = S(tJ 
and 6T(tl) is the unique disc bounded by S(t,). 
In keeping with the classical geodesic problem, Wl(t,) = S(t,) for tl > 0 
and sufficiently small and Property 5 imply that locally (0 < t < tl) every 
STRUCTURE OF ATTAINABLE SETS 265 
extremal is minimizing (optimizing). This is not true if R(x) is merely 
convex! 
In general it is not true that an immersion of Sri-l -+ En has a unique 
extension to an immersion of the disc Dn. Therefore, even if ~(t, , *) is an 
immersion which extends to a disc immersion, one cannot conclude that 
0?(tJ is necessarily the image of the disc under this immersion. However, 
in our case, even when ~(t, , *) is not an immersion, we have: 
PROPERTY 7. The mapping v(t, , *) : Sri-l + En extends naturally to a 
continuous map of the disc Dn-+ En such that the image of Dn is 6Y(tl). 
Proof. Modify Eqs. (9) and (10) as follows: 
2 =g(t, x) + ar”(t, x,p), x(0) = x0, O<Ct<l, 
h = -Pk&, 4 + “rz*ct, x, P)l, p(0) = 4 E P-1. 
Denote a solution pair of these modified equations by y(*, LJ, 01), #(a, ,$, a); 
certainly p?(., 5, 1) = ~(a, 0. One may note that, for each 01, the modified 
equations are associated with the contingent equation ji E R(t, x, a) where 
R(t, x, a) = {g(t, x) + 012 : T EQ(~, x)}. We will show the map tp(t, , 5, a) 
for (5, a) considered as polar coordinates in the disc Dn, is the required 
extension of q(t, , a). 
For each 01 E [0, I] let 6T(tl, a) denote the attainable set at time t, for 
s E R(t, x, CL), x(0) = x0, and let S(t, , CL) = {cp(tl , E, a) : [ E S++l>. 
Now R(t, x, a) C R(t, x, 1); hence OZ(tl , a) C 6T(tl) for each OL E[0, 11, or 
(p)(tr , f, LX); f E S--l, 0 < 01 < I} C 6T(t,). To complete the proof, the 
reverse inclusion must be shown. 
Using Property 5, for each 01 E [0, I], iM(tl , a) C S(tl , a) and hence 
u ..[OJl~W1 9 4 c u~.co.$(t~ 9 “)={~(tl,~,“):~~Sn-l,O~ol~l}.The 
proof will be complete if we show Gf(tl) = (J,e~o,ll~C)l(tl , a). 
Certainly U~E[o,llWtl , 4 C a(h); to obtain the reverse inclusion, 
suppose y E a(tl); we will show it belongs to E%k’(tl , a) for some (Y E [0, 11. 
It is easy to check that Gi!(tl , ’ a) is a continuous function of 01 in the Hausdorff 
metric topology, with Gi?(tl , 1) = cT(tl) and G!(t, , 0) consisting of a single 
point which is the unique solution of R = g(t, x), x(0) = x0, evaluated at 
time t, . Thus {,E[O, I] :yEfl(tl, ’ a)) IS a closed interval; it has a least 
member, say pi*, and y E XZ(t, , a*). 
In Property 6, it is shown that for t, > 0 and sufficiently small, q(t, , .) 
is an imbedding of Sri-l + En. Example 1 shows that for t, large enough, 
p(t, , *) may cease to be an imbedding and become an immersion. It is also 
possible [see Eq. (13)] that as t, increases, the rank of cp[(t, , 5) becomes less 
than n - 1. Since vb(tl , 6) plays the equivalent role of the differential of 
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the exponential map in the classical geodesic problem, it is natural to define 
a conjugate point as follows. 
DEFINITION. A point ~(t,, [l) is conjugate to the point x0 along the extremal 
v( *, [i) if rank vs(tr, .$l) < n- 1. By this definition, conjugate points occur when 
the mapping ~(t, , a) ceases to be an immersion. Thus, in Example 1, there 
will be no conjugate points, since the equivalent geodesic problem is in a 
manifold of negative curvature. (See [6], pp. 100-102.) While this notion 
of conjugate point agrees with the classical notion, it is not equivalent to 
either of the definitions of conjugate points given in [7] or [a]. 
It would be interesting to classify those immersed spheres which could 
occur as the image of S-l under ~(t, , 0) for some contingent equation with 
R(t, X) as in (7). Of course it would be of even more interest to allow pseudo- 
immersions [9], so that the case rank ye(t, 5) < n - 1 can also be considered. 
From Eq. (16) in the proof of Property 6 we see that $(t, 6) p)&t, 0 = 0 
even if rank y&t, [) < 71 - 1; hence #(t, 5) yields a generalization of the 
usual notion of an outward normal to an immersed n - 1 manifold in En. 
In particular, if S(Q is an immersed sphere then $(ti , fl) is an outward 
normal to S(t,) at ?(t, , p). From this observation and Lemma 1 we obtain 
PROPERTY 8. If S(t,) is an immersed sphere (i.e., y(t, , a) : S+l -+ En is an 
immersion), the degree of its normal (0~ Gauss) map is one. 
Proof. Let 7 : S(t,) -+ Sn-1 be the normal map. The conclusion is a 
consequence of the commutivity of the following diagram. 
SW 
&y/ \.) 
p-1 l p-1 
n(t,,*) 
Actually, we can think of n(t, 6) as a generalization of a unit normal to 
S(t) at v(t, 6) even if a normal (in the usual sense) does not exist. Lemma 1 
shows that the degree of this generalized Gauss map is always one even if 
y(t, *) is not an immersion. 
The property of having normal degree one is not alone enough to classify 
the immersed spheres which can be generalized geodesic spheres [i.e., S(t,) 
for some contingent problem with R(r, X) of the form (7).] In [IO], Smale 
classifies immersed spheres up to regular homotopy. Following Property 9, 
we will show that this is also not a fine enough property to distinguish 
generalized geodesic spheres. 
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PROPERTY 9. If y E M(t,) then there exists a closed neighborhood N 
contained in GT(tl) with y E i?N. (tl > 0.) 
Proof. Let y = p(t, , fl), and y” = v(t, - E, 6’) for E > 0 and 
sufficiently small so that (using Property 6) the attainable set at time tr 
from “initial” data x(t, - e) = y” rather than x(O) = x0 for Eq. (9), is a 
disk. Then y belongs to the boundary of this disc and the disc belongs to lZ(tl). 
The following figure shows an immersion of S + E2 of normal degree 
one, which cannot be a generalized geodesic sphere (see the point y) and 
yet is regularly homotopic to the immersion of S obtained in Example 1. 
The regular homotopy is obtained by “pushing” along the arrows. 
FIG. 2 
The following gives an application to a time optimal control problem, 
which in its original formulation does not fit the theory. It also shows that 
S(t,) can be computed numerically even if “singular” arcs occur. 
EXAMPLE 2. Consider the controlled, two-dimensional system 
$1 = u1 , a-9 = 0, 
*, = 1 + x,2x2u, , x,(O) = 0, 
with control constraints 1 u,(t)1 < 1. As it stands, the corresponding set 
R(t, X) does not admit the representation we require; however by adding a 
“small” second component of control one may consider 
J;; = u1 ) Xl(O) = 0, 
32 = 1 + x,2x224, + 242 x,(O) = 0 
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where now we require z2ui2 + u22 < c2; i.e., the controls come from an 
ellipse with semimajor axis one, semiminor axis E. The problem is now 
within our formulation, Eq. (9) and (10) become 
where 
f, = u1*, 61 = -2P,~,v,*, 
t, = 1 + x1sx2u1* + zc2*, I52 = -P2x12%*, 
%*(x, P> = [Pl + P2X2X121[E2P2 + (Pl + P2x2x,2)21-1’2 
u,*(x, P) = ~“P2[~“P2” + (PI + P2x2~12)21-1’2 
One can compute S(t) by numerical integration of an initial value problem; 
a reasonable spacing of the initial data on S can be obtained by noting that 
for E small and p, near zero, u* may change rapidly with the remaining 
variables. The following figures were easily obtained numerically. 
In each figure p(0) = 5 E S &as given in angular measure with p(0) = (1,O) 
corresponding to 0”; p(0) = (0, 1) corresponding to 90”, etc., and the 
computation carried out at each degree for five degrees on either side of 90 
and 270”, while increments of 5 to 15 degrees were used elsewhere. 
In Fig. 3, at t = 1, one would still expect that p’( 1, *) : S1 + E2 is an 
imbedding. In Fig. 4, at t = 4, it is not even an immersion, i.e., conjugate 
FIG. 3 
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points have occured. The sharp corners which seem apparent in Fig. 4 may 
well exist since S(t,) is merely the projection to E2 of a diffeomorphic image 
of S in Ed. 
FIG. 4 
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