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Abstract
In this article, we investigate the resurgent properties of divergent WKB solutions of a class of Airy type
perturbed differential equations. In particular, we extend and propose a new proof of a reduction theorem,
due to Aoki et al. [T. Aoki, T. Kawai, Y. Takei, The Bender–Wu analysis and the Voros theory, in: Special
Functions, ICM-90 Satell. Conf. Proc., Okayama, 1990, Springer, Tokyo, 1991, pp. 1–29], near a simple
turning point, in the framework of exact WKB analysis. Our scheme of proof is based on a Laplace-integral
representation derived from an existence theorem of holomorphic solutions for a singular linear partial
differential equation.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
1.1. Motivations
Singularly perturbed differential equations appear in many fields, particularly in physics.
A classical example is the stationary one-dimensional Schrödinger equation:
ε2
d2Y
dq2
− V (q)Y = 0, (1)
where ε represents the Planck constant of physicists.
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solutions obtained as series expansions in the perturbation parameter ε. These series expansions
are called semi-classical or WKB expansions (for Brillouin, Krammers and Wentzel).
As a rule, these formal series expansions are divergent and therefore need to be interpreted
as describing the asymptotics of analytic functions [11]. This leads to examine their Gevrey and
Borel-summability properties, or their resurgent nature with respect to the perturbation parameter
(called “quantum” or “coequational” resurgence by Ecalle [15]).
The Borel resummation theory has now been widely extended in various directions, for in-
stance in a Gevrey scheme (e.g., [26–28]) or in resurgence theory (e.g., [12–15]). For problems
usually stemming from what is called “equational resurgence” in the theory of Ecalle, these tech-
niques have been successful in obtaining exact solutions of differential, difference, q-difference
equations, or PDE’s, starting from formal expansions.
When used for WKB expansions, the above Borel resummation methods are the so-called
“exact WKB analysis” or “exact semi-classical analysis” [22], with a large field of applications
in mathematics ([10], or [34]) and in physics (see [3,5,31] and [35] for example). Indeed, when
WKB expansions enjoy the property of being resurgent and Borel-resummable, they can be seen
not only as approximations but as exact encodings of true analytic solutions [9]. The Stokes
phenomenon can then be interpreted as a discontinuity of such encodings, which is controlled, in
certain cases, by known connection formulas [34].
It is known that, both for theoretical and practical purposes, the exact WKB analysis is a pow-
erful method. The price to pay is the difficulty to prove fundamental properties like resurgence
or Borel-summability for a given WKB expansion. From the mathematical point of view, this
certainly requires the development of new techniques. This is the main motivation for this paper,
besides our main results which we now present.
1.2. Main results
The main part of the paper will be devoted to the exact WKB analysis of the following Airy
type singularly perturbed linear differential equation (our “master” equation):
d2Φ
dz2
− z
ε2
Φ = F(z)Φ, (2)
where F(z) is either holomorphic near the origin or an entire function, and ε is a small complex
parameter (i.e., |ε−1|  1). Note that z = 0 is a simple turning point, and that Eq. (2) reduces to
the Airy equation when F = 0.
There exists a large class of WKB expansions solutions of (2). It is of course hopeless to
expect resurgence or/and Borel-summability properties for such a class of solutions. Thus fixing
a convenient normalization, one gets what we call the elementary WKB solutions Φwkb(z, ε).
When F = 0, a fundamental example of such an elementary WKB solution is the elementary
Airy WKB solution Awkb(z, ε). One of our main results is as follows:
Theorem 1.1. We assume that F is a holomorphic function near the origin (respectively an
entire function). Then, for a class of elementary WKB solutions Φwkb(z, ε) of (2), for z = 0 in a
neighbourhood of 0 (respectively for z ∈ C \ {0}), one has the following unique decomposition,
Φwkb(z, ε)= a(z, ε)Awkb(z, ε)+ b(z, ε)∂Awkb (z, ε),
∂z
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are local resurgence constants (respectively resurgence constants) in ε−1, with a invertible and
b small.
What we mean by (local) resurgence constant is the following:
Definition 1.2. In this paper, a local resurgence constant (respectively resurgence constant)
c(z, ε) in ε−1 is a formal WKB expansion c(z, ε) = ∑n0 cn(z)εn whose minor (i.e., for-
mal Borel transform) cˆ(z, ξ) =∑n1 cn(z) ξn−1(n−1)! defines a germ of holomorphic functions at
(z, ξ)= (0,0) ∈ C2 (respectively a holomorphic function in C2).
Theorem 1.1, which is nothing but a resurgent version of a “uniform asymptotics” theorem,
brings out the fact that (a convenient class of) elementary WKB solutions can be expressed using
two types of objects whose resurgent properties are very different:
(1) the elementary Airy WKB solution Awkb (and its derivative), which deserves to be the
“universal model” for a simple turning point, with suitable properties in the Borel plane
(analyticity and growth). In particular Awkb (as well as its derivative) is resurgent and Borel-
resummable,
(2) the (local) resurgent constants a and b which strongly depend on the function F and whose
minors aˆ, bˆ may develop singularities outside a neighbourhood of (z, ξ) = (0,0), except
when F is an entire function.
When F is an entire function, Theorem 1.1 implies that (a convenient class of) elementary
WKB solutions of (2) are indeed resurgent, with a resurgent structure governed by that of the
elementary Airy WKB solution. It is important to note that nothing is said concerning the Borel-
summability property.
Theorem 1.1 can be used as a basis for different applications. One of them is the definition of
a mapping which transforms Eq. (2) into the Airy equation, namely
d2y
ds2
− s
ε2
y = 0. (3)
Actually one has the following result (a more precise statement will be given in Theorem 5.1):
Theorem 1.3. We assume that F is holomorphic near the origin (respectively is an entire func-
tion). Then there exists a local resurgence constant (respectively a resurgence constant) s(z, ε)
such that, under the transformation⎧⎪⎪⎪⎨⎪⎪⎪⎩
s(z, ε)=
∑
k0
sk(z)ε
k, s0(z)= z,
Φ(z, ε)=
(
∂s
∂z
)− 12
y
(
s(z, ε), ε
)
Eq. (2) is transformed into Eq. (3), for z (respectively s) near the origin.
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some assumptions:
Theorem 1.4. We consider Eq. (1) where V (q) is holomorphic near the origin, with a simple zero
at q = 0. Then there exists a local resurgent constant s(q, ε) such that, under the transformation⎧⎪⎪⎪⎨⎪⎪⎪⎩
s(q, ε)=
∑
k0
sk(q)ε
k,
Y (q, ε)=
(
∂s
∂q
)− 12
y
(
s(q, ε), ε
)
Eq. (1) is transformed into Eq. (3), for q (respectively s) near the origin.
This result (a more precise statement will be given in Theorem 5.5) translates into the well-
known fact that the Airy equation is the universal local model for a simple turning point. It first
appears in Silverstone [30], and in Aoki et al. [1] in the scheme of the Sato’s microdifferential
calculus. Here, our contribution consists in a different approach.
1.3. Contents
The paper is organized as follows.
In Section 2, we consider Eq. (2) when F = 0: this is just the Airy equation, which will be our
guideline for our exact WKB analysis in the general case. In particular, we define the elementary
Airy WKB solution Awkb, recall its resurgence and Borel-summability properties and detail the
treatment of the Stokes phenomenon.
In Section 3, we begin the formal WKB analysis of Eq. (2) in the general case, by showing the
existence of “well normalized” formal WKB solutions which we call elementary WKB solutions.
Section 4 is the main part of the paper. When F is an entire function (respectively a holomor-
phic function near the origin), we establish the resurgent (respectively local resurgent) properties
of a class of elementary WKB solutions of Eq. (2) and, in particular, we prove Theorem 1.1. As
explained in Section 4.1, we proceed in two steps:
(1) the first step consists in constructing a class of analytic functions associated with Eq. (2),
namely a class of so-called extended resurgent confluent functions when F is entire while,
when F is only holomorphic near 0, the result is only local, thus giving the so-called conflu-
ent functions. The construction is based on an existence theorem of holomorphic solutions
for a singular linear partial differential equation (Theorem 4.1), whose proof is given in Ap-
pendix A;
(2) the second step consists in considering the asymptotics (more precisely the decompositions)
of the above (extended resurgent) confluent functions. One gets the class of elementary WKB
solutions we were looking for.
Section 5 is devoted to various applications of the results obtained in Section 4. One of them
is the local reduction Theorem 1.3. We then present some consequences for the exact WKB
analysis of the Schrödinger equation (1), in particular Theorem 1.4 and some of its extensions.
Finally, in Section 6 we suggest some research directions which result from our analysis.
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In the exact WKB analysis, objects like the Borel-(pre)summation or decomposition opera-
tors, Stokes sectors, etc., depend on a given direction α, which can be thought of as an argument.
In what follows, unless otherwise mentioned, it will be assumed that α = 0, which means that
(ε) > 0 (and |ε| is small enough).
2. The Airy case
In this section, we focus on Eq. (2) with F = 0, that is the Airy equation
d2Φ
dz2
− z
ε2
Φ = 0. (4)
As we said, this equation will be our guideline, since the principal operator featuring in Eq. (2)
is the Airy one.
In a rather sketchy manner, we recall here some well-known results which will be useful in
the sequel. This will also help us to remind the reader of some useful objects and terminologies
in resurgence theory.
2.1. Formal aspect: The elementary Airy WKB solution
There exists a whole set of formal WKB solutions of the Airy equation. Among them, we
specify one “well-normalized” solution in the following definition:
Definition 2.1. The following WKB solution of he Airy equation (4),⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Awkb(z, ε)= e
− 23 z
3/2
ε
z
1
4
awkb(z, ε), awkb(z, ε)= 1 +
+∞∑
n=1
αn(z)ε
n,
αn(z)=
(
−3
4
)n (n+ 16 )(n+ 56 )
2π(n+ 1) z
− 3n2 , n 1,
(5)
will be called the elementary Airy WKB solution.
The elementary Airy WKB solution enjoys the following property (see, e.g., [1,8,10]):
Proposition 2.2. The elementary Airy WKB solution is resurgent and Borel-resummable in ε−1,
with regular dependence on z = 0.
We make some comments (see [10] for more details). Roughly,
• resurgent means that the minor âwkb(z, ξ) =∑+∞n=1 αn(z) ξn−1(n−1)! of awkb with respect to ε−1,
or a major Aˇwkb(z, ξ) associated with Awkb, is endlessly continuable in the dual variable ξ .
Here the resurgent structure is very simple, as the singularities in the Borel-plane are gov-
erned by the algebraic curve C = {(z, ξ),9ξ2 = 4z3};
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Fig. 1. (a) L0, L1 and L−1 are the Stokes lines (in the z-plane) related to the direction α = 0. The 3 Stokes sectors are
the open connected sectors bounded by the Stokes lines (forget the wavy line). (b) The integration path in the ξ -plane.
The wavy lines are cuts.
• regular dependence on z does not just mean analytic dependence in z. Regularity also means
that, in the Borel ξ -plane, no singularity of awkb’s minor âwkb will flow into the origin for
certain values of z. Note that we lose the regularity at z = 0, which is the turning point;
• Borel-summability is of course related to the growth at infinity of the minor âwkb or of a
major Aˇwkb in the ξ -plane.
We now detail and analyse the Stokes phenomenon associated with the Airy symbol
(see [8–10,20] for more details).
2.2. Resummation and the Stokes phenomenon
We now consider the elementary Airy WKB solution in terms of Borel-resummation. Fixing
the direction of Borel-resummation α = 0 prescribes the Stokes lines and the Stokes sectors, as
drawn on Fig. 1(a). We also use the following convention:
Convention. Drawing a cut as on Fig. 1(a), we fix the determination of z3/2 (respectively z1/4)
such that z3/2 (respectively z1/4) is real positive along L0. We note A+wkb(z, ε) the determination
of Awkb(z, ε) thus defined, and A−wkb(z, ε) :=A+wkb(z,−ε).
As long as z stays in one of the Stokes sectors, the elementary Airy WKB solution is Borel-
resummable. Denoting by Sα the Borel-resummation operator for the direction α, we introduce
the following
Notation. For z ∈ S1, we note
A(z, ε)= S0
(
A+wkb
)
(z, ε)= e
− 23 z
3/2
ε
z
1
4
(
1 +
+∞∫
0
e−
ξ
ε â+wkb(z, ξ) dξ
)
(6)
the Borel-sum of A+wkb. This Borel-sum is holomorphic in (z, ε), for (ε) > 0 large enough and
z ∈ S1.
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expansions and Borel-sums (rigorously speaking this is true for the Borel-presummation opera-
tor, which realizes an isomorphism of algebras between resurgent algebras, see [7,10]), one can
conversely associate to A(z, ε) its decomposition for z ∈ S1,
A(z, ε) σS1−→A+wkb(z, ε). (7)
It is known that A(z, ε) = 2√πε−1/6Airy(zε−2/3) where Airy is the Airy function, so that
A(z, ε) can be analytically extended for (z, ε) ∈ C × C
. This raises the question of commu-
tation between analytic extension and Borel-resummation or decomposition operators, in other
words the problem of the Stokes phenomenon [32]. Indeed, when one crosses a Stokes line, a dis-
continuity may appear for the decomposition which is due to the presence of singularities in the
Borel-plane.
As an example, we first consider the analytic continuation of A(z, ε) to S−1 across the Stokes
line L0. With the chosen determination of z3/2 it appears that the elementary Airy WKB solution
A+wkb is recessive along L0 [10,29] so that no Stokes phenomenon actually occurs. Therefore,
the decomposition of A in S−1 remains unchanged, namely
A(z, ε)
σS−1−→A+wkb(z, ε). (8)
This is no longer true when, coming from S1 (respectively S−1) one crosses the Stokes lines L1
(respectively L−1) where A+wkb is dominant [10,29]: for z on this line, one has to take into account
a Stokes phenomenon. As a result, the decomposition of A for z ∈ S2 (say) becomes
A(z, ε) σS2−→A+wkb(z, ε)− A+wkb(z, ε)=A+wkb(z, ε)+ iA−wkb(z, ε), (9)
where  is the anticlockwise analytic continuation around 0 in the z-variable (cf. [8,10,34]).
In the sequel, it will be useful to note that the Stokes phenomenon can be naturally thought
of in terms of the singular locus of a major Aˇwkb associated with Awkb (see, e.g., [7,10,23]) as
follows: the Borel-sum of Awkb for z ∈ S1 (say) can be defined by the following Laplace integral,
S0(Awkb)(z, ε)=
∫
λ
e−
ξ
ε Aˇwkb(z, ξ) dξ, (10)
where Aˇwkb is holomorphic on the universal covering of C2 \ C, and the singular support C is the
algebraic curve C = {(z, ξ),9ξ2 = 4z3}. The integration path λ is drawn on Fig. 1(b) for z ∈ S1,
and its deformation for z ∈ S2 after the crossing of the Stokes line L1 is drawn on Fig. 2, making
apparent the decomposition (9).
This point of view is also useful for coping with the existence of a turning point. Indeed, the
lack of regularity for z = 0 mentioned in Proposition 2.2 can be seen on the integral representa-
tion (10): when z goes to zero, the two distinct singularities ± 23z3/2 in the ξ -plane join together
into a single one. For this reason (see [10,20]),
• viewed as a (singular) germ of analytic functions at (z, ξ) = (0,0), the major Aˇwkb(z, ξ)
(which in fact represents an equivalence class, namely a microfunction at (0,0)) is said to
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Borel-sum (10).
be confluent with singular support in C. Since this major is endlessly continuable, it is said
to be resurgent confluent with singular support in C;
• the Borel-sum S0(Awkb)(z, ε) is said to be an extended resurgent confluent function, with
singular support in C.
Note that the above integral representation (10) can be deduced from the usual representation
for the Airy function, namely (up to a normalization factor),
∫
e−
1
ε
S(z,zˆ) dzˆ where S(z, zˆ)= zzˆ− 1
3
zˆ3. (11)
Our analysis in Section 4 will be based on an extension of these two equivalent integral rep-
resentations.
3. Formal WKB analysis in the general case
We now focus on our “master” equation (2), namely
d2Φ
dz2
− z
ε2
Φ = F(z)Φ,
and we suppose that F(z) is a given function, holomorphic at least near the origin.
3.1. Existence of formal WKB solutions
We start by looking for formal WKB solutions of (2), as we did in Section 2. The following
proposition easily follows from the fact that in Eq. (2) the principal operator is the Airy operator.
Proposition 3.1. There exists a set of formal WKB solutions of Eq. (2) of the form
Φwkb(z, ε)= e
− 23 z
3/2
ε
1
(
1 + g1(z)ε1 + g2(z)ε2 + · · ·
)
. (12)z 4
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⎧⎪⎨⎪⎩
32z5/2
dg1
dz
+ 16z2F(z)− 5 = 0,
32z5/2
dgn+1
dz
− 16z2 d
2gn
dz2
+ 8zdgn
dz
+ (16z2F(z)− 5)gn = 0, n 1. (13)
Of course the expansion (12), which is multivalued in z, depends on the choice of a determi-
nation for z3/2 (as well as for z1/4).
Note that for a given formal WKB solution Φwkb(z, ε) of (2), since Eq. (2) is invariant under
the mapping ε 	→ −ε,
Φwkb(z,−ε) (14)
is another formal WKB solution. Moreover {Φwkb(z, ε),Φwkb(z,−ε)} defines a basis for the
vector space of formal WKB solutions for Eq. (2).
3.2. Elementary WKB solutions
In order to normalize the above formal WKB solutions, it is interesting to use another repre-
sentation for these WKB expansions. Writing Φwkb(z, ε) under the form
Φwkb(z, ε)= exp
(
−1
ε
z∫
P(t, ε) dt
)
, (15)
Eq. (2) translates into
1
ε
dP
dz
+ 1
ε2
(
z− P 2)+ F(z)= 0. (16)
This means that if
P(z, ε)=
∑
n0
pn(z)ε
n, (17)
then ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
p20 = z,
2p0p1 = dp0
dz
,
2p0p2 = dp1
dz
− p21 + F(z),
2p0pn+1 = dpn
dz
−
∑
pjpn+1−j , n 2.
(18)1jn
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p0(z)= z 12 ,
p1(z)= 14z ,
pn(z) ∈ z− 3n−12 C{z}, n 2.
(19)
Introducing the decomposition
P = Peven + Podd,
⎧⎪⎪⎨⎪⎪⎩
Peven =
∑
k0
p2kε
2k,
Podd =
∑
k0
p2k+1ε2k+1,
we infer from (16) that Podd = ε2 P
′
even
Peven
where P ′even = dPevendz . Therefore we get the representation
Φwkb(z, ε)= C(ε)√
Peven(z, ε)
exp
(
−1
ε
z∫
Peven(t, ε) dt
)
, with C(ε) ∈ Cε. (20)
Proposition 3.2. The formal WKB solutions (12) of (2) can be normalized in such a way that for
every n 0, gn(z) ∈ z− 3n2 C{z}.
Proof. For n = 1, we deduce from (13) that g1(z) = h1(z)+ Cste, where h1(z) ∈ z− 32 C{z} and
Cste is any complex number. Choosing Cste = 0 gives the result.
Now for a fixed n 1 we assume that gn(z) ∈ z− 3n2 C{z}. From (13) we infer that
gn+1(z)= − 132
∫
Hn(z) dz,
where
Hn(z)= −16z
2g′′n(z)+ 8zg′n(z)+ (16z2F(z)− 5)gn(z)
z5/2
belongs to z− 3n+52 C{z}. If n is even, we obtain that gn+1(z) = hn+1(z) + Cste, where Cste is
a free constant of integration and hn+1(z) ∈ z− 3n+32 C{z}. Choosing Cste = 0 gives the result.
If n is odd, ln(z) could a priori appear by integration, but this would contradict the equivalent
representation (20) and property (19). 
Definition 3.3. The formal WKB solutions described in Proposition 3.2 will be called the ele-
mentary WKB solutions of Eq. (2).
A comment: when resurgent, an elementary WKB solution is an example of what is called a
resurgent elementary (WKB) symbol in resurgence theory, see, e.g., [10].
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Proposition 3.2 gives us a family of elementary WKB solutions of Eq. (2). What remains to
be done is to investigate the questions of resurgence and Borel-summability, so as to be able to
“realize” the Borel–Ritt theorem.
In this section we only concentrate on the resurgent problem. Our strategy is to construct
extended (resurgent) confluent functions (in the sense of [7,10,20]) whose decompositions will
be described in terms of a class of elementary WKB solutions which will in turn be resurgent.
4.1. Description of our method
4.1.1. The Borel–Laplace point of view
Demanding the resurgence property for an elementary WKB solution Φwkb(z, ε) of Eq. (2) is
equivalent to demanding the endless continuability of one of its majors.
Let Φˇ(z, ξ) be such a major. Since in Eq. (2) the function F(z) may be holomorphic only in
a neighbourhood of the origin, this major should be defined as a germ of analytic functions at
z = 0. Also, since the principal operator in Eq. (2) is the Airy operator one can expect Φˇ(z, ξ) to
be singular along the algebraic curve C = {(z, ξ),9ξ2 = 4z3}, at least locally near (z, ξ)= (0,0)
(see Section 2.2).
Of course, we still have to translate the fact that Φˇ(z, ξ) is the major of an elementary WKB
solution of Eq. (2). Therefore, the (formal) Laplace integral
Φ(z, ε)=
∫
e−
ξ
ε Φˇ(z, ξ) dξ (21)
should be a solution of Eq. (2): derivating under the integration symbol and formally integrating
by parts in the integral representation (21), this amounts to the fact that Φˇ should satisfy the
equation
∂2Φˇ
∂z2
− z∂
2Φˇ
∂ξ2
= F(z)Φˇ. (22)
To sum up, using the terminologies of [10,20]: we would like to analyze the endless continu-
ability of a major Φˇ(z, ξ) representing a confluent microfunction at (z, ξ)= (0,0) with singular
support in the algebraic curve C, and solution of Eq. (22).
The difficulty in this method is of course to analyze a solution of a PDE defined by a singular
initial condition.
4.1.2. The quantized canonical transformation point of view
Another way of thinking is to start from the remark that the principal symbol p2 − z of the
operator defining Eq. (2) is just the Airy operator. In the integral representation (11) for the Airy
function, one can think of S(z, zˆ) = zzˆ− 13 zˆ3 as the generating function of a canonical transfor-
mation (p, z) ↔ (pˆ, zˆ) in the cotangent space whose effect is to straighten out the Lagrangian
submanifold pˆ = p2 − z = 0. Pursuing in that direction leads to consider, as in [24], solutions
of (2) by means of a quantization of the canonical transformation, i.e., to look for solutions in
the form
Φ(z, ε)=
∫
e−
1
ε
S(z,zˆ)ϕˇ(zˆ, ε) dzˆ. (23)
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to the framework of resurgence theory.
4.1.3. Our method
Our method will combine the two previous ideas. More precisely, making in (21) the change
of variable ξ ↔ zˆ defined by ξ = S(z, zˆ), we get the integral representation:
Φ(z, ε)=
∫
γ
e−
1
ε
S(z,zˆ)Ψˇ (z, zˆ) dzˆ, Φˇ(z, ξ)|ξ=S(z,zˆ) = Ψˇ (z, zˆ)
z− zˆ2 . (24)
For the moment, the reader may think of the path of integration γ as an endless path, ending at
infinity in the valleys where ( 1
ε
S(z, zˆ))→ +∞.
Compared to (21), the advantage of the integral representation (24) is of course to incorporate
the singular support C = {(z, ξ),9ξ2 = 4z3} into the generating function S(z, zˆ).
Introducing
Ψ˜ (z, zˆ)= Ψˇ (z, zˆ)
z− zˆ2 = Φˇ(z, ξ), (25)
one easily deduces from (22) that Ψ˜ should be a solution of the following linear PDE:
∂2Ψ˜
∂z2
− 2zˆ
z− zˆ2
∂2Ψ˜
∂z∂zˆ
− 1
z− zˆ2
∂2Ψ˜
∂zˆ2
= F(z)Ψ˜ . (26)
What we have to do now is:
(1) to construct germs of analytic functions Ψˇ (z, zˆ) at (z, zˆ) = (0,0) so that Ψ˜ (z, zˆ) = Ψˇ (z,zˆ)
z−zˆ2
are solutions of (26),
(2) to analyze the endless continuability property of Ψˇ (z, zˆ) (which implies that of Φˇ(z, ξ)),
(3) to check that the functions Φˇ(z, ξ) are indeed majors of (at least a class of) elementary WKB
solutions of Eq. (2).
4.2. The main existence theorem and consequences
4.2.1. The main existence theorem
The following theorem, whose proof is postponed to Appendix A, is the main result of this
section.
Theorem 4.1. We assume that F is holomorphic near the origin. Then,
(1) for any given holomorphic function h near the origin, there exists a unique holomorphic
function Ψˇ (z, zˆ) near (0,0) satisfying the condition
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Ψˇ (z, zˆ)|z=zˆ2 = 1,(
− 1
2zˆ
∂Ψˇ
∂zˆ
(z, zˆ)
)∣∣∣∣
z=zˆ2
= h(z), (27)
and such that Ψ˜ (z, zˆ) := Ψˇ (z,zˆ)
z−zˆ2 is a solution of the linear PDE (26);
(2) when F and h are entire functions, Ψˇ (z, zˆ) extends analytically on C2.
In every case, Ψˇ (z, zˆ) is an even function in zˆ.
Some comments: the linear PDE (26) propagates the analytic properties of F(z) in the two
variables (z, zˆ). This explains why in case (1) one can only obtain a local result near (z, zˆ) =
(0,0), in contrast with case (2). Also, note that in case (2) nothing is said about the growth at
infinity in zˆ.
4.2.2. Two examples
In order to illustrate the above theorem, we give two examples for simple cases where explicit
solutions can be computed.
• When F(z)= λ2, λ ∈ C, one easily checks that
Ψ˜ (z, zˆ)= e
±λ(z−zˆ2)
z− zˆ2 (28)
are particular solutions of (26) (with h(z)= ±λ). By choosing in (24) convenient integration
path γ , we get a basis of extended resurgent confluent functions under the form:
Φ(z, ε)=
∫
γ
e−
1
ε
S(z,zˆ)Ψˇ (z, zˆ) dzˆ, Ψˇ (z, zˆ)= e±λ(z−zˆ2). (29)
• When F(z)= λ2z, λ ∈ C, particular solutions of (26) are given by
Ψ˜ (z, zˆ)= e
± 13λ(z−zˆ2)
√
4z−zˆ2
z− zˆ2 , (30)
which, by linearity, yields extended resurgent confluent functions under the form:
Φ(z, ε)=
∫
γ
e−
1
ε
S(z,zˆ)Ψˇ (z, zˆ) dzˆ, Ψˇ (z, zˆ)= cosh
(
1
3
λ
(
z− zˆ2)√4z− zˆ2). (31)
Note that Ψˇ (z, zˆ) (which corresponds to h(z) = 0) is holomorphic for (z, zˆ) ∈ C2 (thanks
to the parity of cosh), and that the integral converges for |ε| small enough (for a convenient
choice of γ ).
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nential e− 1ε S(z,zˆ), and the function Φ(z, ε) is indeed a Borel-sum. As Ψ˜ (z, zˆ) is a solution of (26),
this ensures that Φ(z, ε) is solution of our master equation (2).
4.2.3. Consequences
Let Ψˇ (z, zˆ) be as given by Theorem 4.1. Defining Φˇ(z, ξ) as in (24), namely
Φˇ(z, ξ)|ξ=S(z,zˆ) = Ψˇ (z, zˆ)
z− zˆ2 ,
with S(z, zˆ) = zzˆ − 13 zˆ3, one sees that Φˇ(z, ξ) inherits from Ψˇ (z, zˆ) its analytic properties,
apart from the singularities along the algebraic curve C = {(z, ξ),9ξ2 = 4z3} (where ∂S(z,zˆ)
∂zˆ
=
z − zˆ2 = 0). Also, since Ψ˜ (z, zˆ) := Ψˇ (z,zˆ)
z−zˆ2 is solution of Eq. (26), this implies that Φˇ(z, ξ) is
solution of Eq. (22). Therefore,
Theorem 4.2. Let Ψˇ be as described by Theorem 4.1. Then:
(1) for case (1) of Theorem 4.1, the function Φˇ(z, ξ) defined by
Φˇ(z, ξ)|ξ=S(z,zˆ) := Ψˇ (z, zˆ)
z− zˆ2 (32)
is solution of Eq. (22) and is a major of a confluent microfunction at (0,0) with singular
support in the algebraic curve C = {(z, ξ),9ξ2 = 4z3},
(2) for case (2) of Theorem 4.1, Φˇ(z, ξ) extends as a major of a resurgent confluent microfunc-
tion at (0,0) with singular support in the algebraic curve C.
How do Theorems 4.1 and 4.2 translate through Laplace transforms? There are of course two
cases, depending on F .
First case. We consider here the case (1) of Theorems 4.1 and 4.2, where F is holomorphic
only in a neighbourhood of the origin.
Following Theorem 4.1, Ψˇ (z, zˆ) is holomorphic in a neighbourhood of the origin in C2, say
for (z, zˆ) ∈ D(0, r24 ) × D(0, r) with r > 0 small enough, where D(0, r) is the open disc of
radius r centered at 0. Therefore, the Laplace integral (24) will be well defined provided we
truncate the path of integration γ which is denoted by γ , as on Fig. 3.
What we get is an analytic function,
Φ(z, ε)=
∫
γ
e−
1
ε
S(z,zˆ)Ψˇ (z, zˆ) dzˆ, (33)
which depends on the cut-off. Equivalently, making in (33) the change of variable ξ = S(z, zˆ),
we get the following Laplace representation for the same analytic function,
Φ(z, ε)=
∫
λ
e−
ξ
ε Φˇ(z, ξ) dξ, (34)
where the path λ is drawn on Fig. 3.
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Fig. 3. On the left pictures the steepest-descent pattern and the path γ , and on the right pictures its image λ by the
transformation zˆ 	→ ξ = S(z, zˆ) (the wavy lines are cuts). (a) for z ∈ S1, (b) for z on L1, (c) for z ∈ S2 (see Fig. 1).
Considering Φ(z, ε) modulo the holomorphic functions at (0,0) of exponential decrease of
order 1 at 0 in ε, one gets a so-called confluent function Φ(z, ε) with singular support in C (see
[20, Section 1 and Appendix 3], where the term “confluent symbol” is used instead).
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function.
Since by Theorem 4.1 (respectively Theorem 4.2) Ψˇ (z, zˆ) (respectively Φˇ(z, ξ)) extends an-
alytically in C2 (respectively extends as a major of a resurgent confluent microfunction), the
truncated integral (33) (respectively (34)) still makes sense for every cut-off. The equivalent class
modulo the ideal of functions of hyperexponential decrease is nothing but a Borel presum [7,10],
thus defining an extended resurgent confluent function Φ(z, ε) with singular support in C.
To sum-up:
Proposition 4.3. With the above definitions,
(1) in case (1) of Theorems 4.1 and 4.2 where F is holomorphic near the origin, the equivalent
class of Laplace transforms
Φ(z, ε)=
∫
γ
e−
1
ε
S(z,zˆ)Ψˇ (z, zˆ) dzˆ, Φ(z, ε)=
∫
λ
e−
ξ
ε Φˇ(z, ξ) dξ (35)
defines a confluent function Φ(z, ε) with singular support in C;
(2) in case (2) of Theorems 4.1 and 4.2 where F is an entire function, the equivalent class of
Laplace transforms
Φ(z, ε)=
∫
γ
e−
1
ε
S(z,zˆ)Ψˇ (z, zˆ) dzˆ, Φ(z, ε)=
∫
λ
e−
ξ
ε Φˇ(z, ξ) dξ (36)
defines an extended resurgent confluent function Φ(z, ε) with singular support in C.
A comment: it is certainly worth pointing out that, even in case (2) where we work with Borel
presums, it would be wrong to say that the (class of) function(s) Φ(z, ε) is solution of (2), even
if Φˇ(z, ξ)= Ψˇ (z,zˆ)
z−zˆ2 is indeed a solution of Eq. (22) (see Theorem 4.2).
4.3. Decomposition and consequences
Just as for the Airy case (Section 2.2), one can associate in resurgence theory an extended
resurgent function with its decomposition, which depends on a given direction (of summation) α.
The inverse transformation is of course the Borel-presummation, see, e.g., [7]. Since in our case
our functions depend also on an extra parameter z, the decomposition will depend as a rule on
the chosen Stokes sectors.
For a local object as a confluent function, it is also possible to define its decomposition, see
[20, Section 1 and Appendix 3]. This local decomposition depends on the choice of the germs of
Stokes sectors which themselves depend on the singular support of the given confluent function.
Note that, for the confluent or extended resurgent confluent functions defined in Proposi-
tion 4.3, the (germ of) Stokes sectors are defined by the singular support C, so that the (local)
Stokes pattern is exactly the one corresponding to the Airy case, see Fig. 1(a) (for the direction
of summation α = 0).
Our aim in this subsection is to show that the decompositions of both the confluent func-
tions and extended resurgent confluent functions defined in Proposition 4.3 are given in terms
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consequences.
4.3.1. On the resurgence of a family of elementary WKB solutions
We start with the following result:
Proposition 4.4. For z in a germ of Stokes sectors (respectively Stokes sector), the local decom-
position (respectively decomposition) of a confluent function (respectively extended resurgent
confluent function) Φ(z, ε) as given by Proposition 4.3 is defined in terms of a set of elementary
WKB solutions of Eq. (2).
Proof. To fix our mind, we consider the direction of summation α = 0. This provides the
(germ of) Stokes sectors as drawn on Fig. 1(a). We also use the convention of Section 2.2.
Let us start with z in the (germ of) Stokes sector S1. In the equivalence class of the confluent
function (respectively extended resurgent confluent function) Φ(z, ε) defined in Proposition 4.3,
we choose the following integral representation (see (35), respectively (36)),
Φ(z, ε)=
∫
γ
e−
1
ε
S(z,zˆ)Ψˇ (z, zˆ) dzˆ,
where the path of integration is drawn on Fig. 3(a, left).
To obtain the decomposition we are looking for, one just has to apply the steepest-descent
method. Thus deforming the path of integration γ under the flow ∇(( 1
ε
S(z, zˆ))) (the end points
of γ remaining fixed), one sees that only the saddle point zˆ = √z contributes to the decomposi-
tion.
Using the Morse lemma, we define a change of variable (zˆ,√z )↔ (Z,0) such that
S(z, zˆ)= 2
3
z
3
2 +Z2.
We obtain
zˆ− √z = Z
z
1
4
(∑
l0
αl
(
Z
z
3
4
)l)
. (37)
(Explicitly,
zˆ− √z = −
∑
l0
(3l + 12 )
32l(2l + 2)(l + 12 )
(iZ)2l+1
z
3
2 l+ 14
−
∑
l1
(3l − 1)
32l−1(2l + 1)(l)
(iZ)2l
z
3
2 l− 12
.)
Since Ψˇ (z, zˆ) is even in zˆ (see Theorem 4.1), its Taylor expansion at zˆ = √z reads:
Ψˇ (z, zˆ)=
∑
β2n(z)(zˆ− √z )2n +
∑
β2n+1(z)
√
z(zˆ− √z )2n+1,n0 n0
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G(z,Z)= Ψˇ (z, zˆ),
a little thought shows that the Taylor series expansion of G at Z = 0 reads
G(z,Z)=
∑
p0
δp(z)
Zp
z
3
4p
, (38)
with δp(z) ∈ C{z} for every p ∈ N (and δ0 = 1). Combining (37) and (38), we obtain the follow-
ing Taylor series expansion at Z = 0,
G(z,Z)
dzˆ
dZ
=
∑
m0
τm(z)
Zm
z
3
4m+ 14
,
with τm(z) ∈ C{z} for every m ∈ N (and τ0 = α0β0 = i). The asymptotic series expansion we are
looking for is now
σS1
(
Φ(z, ε)
)= e− 23 z3/2ε ∑
m0
τm(z)
z
3
4m+ 14
∫
R
e−
Z2
ε Zm dZ
and we conclude with the fact that, for n ∈ N,∫
R
e−
Z2
ε Z2n dZ = √π (2n+ 1)
22n(n+ 1)ε
n+ 12 .
What we get is a formal WKB expansion which is a formal solution of Eq. (2) since Φˇ(z, ξ) =
Ψˇ (z,zˆ)
z−zˆ2 is solution of Eq. (22) (see Theorem 4.2). Also, up to a constant, its normalization corre-
sponds exactly to an elementary WKB solution of Eq. (2) (see Definition 3.3).
Finally we obtain the following decomposition in S1
Φ(z, ε)
σS1−→ i√πεΦ+wkb(z, ε), (39)
where Φ+wkb(z, ε) is the determination of an elementary WKB solutions Φwkb of Eq. (2).
What we have done for z in S1 can be repeated for the other (germs) of Stokes sectors. For
instance, when one crosses the Stokes line L1 to enter into S2, a Stokes phenomenon occurs
(see Fig. 3(b)) so that, for z in S2 (see Fig. 3(c, left)), the local decomposition (respectively
decomposition) of Φ(z, ε) now involves a combination of the determinations of two elementary
WKB solutions of Eq. (2), namely,
Φ(z, ε)
σS2−→ i√πεΦ+wkb(z, ε)−
√
πεΦ−wkb(z, ε), (40)
where Φ−wkb(z, ε)=Φ+wkb(z,−ε). 
When F is an entire function, Proposition 4.4 implies the existence of a set of resurgent
elementary WKB solutions of Eq. (2). But we shall say more in a moment.
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We recall the following definition from [20, Section 2]:
Definition 4.5. A formal WKB expansion Ψwkb(z, ε) is said to be of local Airy type in (z, ε) =
(0,0) (respectively Airy type) if it satisfies the following conditions:
(1) one can associate with Ψwkb(z, ε) a major Ψˇwkb(z, ξ) whose singular support in a neighbour-
hood of (z, ξ)= (0,0) is included into the algebraic curve C = {(z, ξ),9ξ2 = 4z3},
(2) for any direction α, and for any germ of Stokes sector (respectively Stokes sector) S related
to α, every determination of Ψwkb(z, ε) can be written as the local decomposition (respec-
tively decomposition), for z ∈ S, of a confluent function (respectively extended resurgent
confluent function) with singular support in C.
Now let us go back to the proof of Proposition 4.4. We have seen (formula (39)) that, up to
the factor i
√
πε, a determination of the elementary WKB solution Φwkb of Eq. (2) appeared to
be the local decomposition (respectively decomposition) in a germ of Stokes sector (respectively
Stokes sector) of a confluent function (respectively extended resurgent confluent function) with
singular support in C.
But more than this, up to a factor c
√
πε, c ∈ {±1,±i}, any determination of Φwkb(z, ε) in any
germ of Stokes sector S (respectively Stokes sector) can be thought of as the local decomposition
(respectively decomposition) in S of a confluent function (respectively extended resurgent con-
fluent function) with singular support in C: on the integral representation (35) (respectively (36)),
this just amounts to choosing a convenient truncated path of integration γ . Moreover, since all we
have done so far can be applied when choosing another direction α than 0, we get the following
theorem:
Theorem 4.6. When F is holomorphic near the origin, there exists a family of elementary WKB
solutions Φwkb(z, ε) of Eq. (2) which are of local Airy type.
When F is an entire function, there exists a basis of resurgent elementary WKB solutions
Φwkb(z, ε) of Eq. (2) which are of Airy type.
4.3.3. A “uniform asymptotics”-like theorem
Just applying a theorem of Jidoumou [20, Theorem 2.2.1], Theorem 4.6 implies one of the
main results of this paper (this is our Theorem 1.1 of the introduction):
Theorem 4.7. If F is a holomorphic function near the origin (respectively an entire function)
and if we note Φwkb(z, ε) an elementary (respectively resurgent elementary) WKB solution of
Eq. (2) given by Theorem 4.6, then for z = 0 in a neighbourhood of 0 (respectively z ∈ C \ {0}),
one has the following unique decomposition,
Φwkb(z, ε)= a(z, ε)Awkb(z, ε)+ b(z, ε)∂Awkb
∂z
(z, ε),
where Awkb(z, ε) is the elementary Airy WKB solution (5), whereas a and b (depending on Φwkb)
are local resurgence constants (respectively resurgence constants), with a invertible and b small.
Remark 4.8. From the above decomposition one sees that the (local) connection formulas for
Φwkb(z, ε) can be derived from that of the elementary Airy WKB solution. Namely, making use
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tions, one has (for z on L1 or L−1, say)
˙− 43 z3/2Φ
+
wkb(z, ε)= Φ+wkb(z, ε)= −iΦ−wkb(z, ε),
where  denotes the analytic continuation in z around 0, whereas (for z on L0, say)
˙+ 43 z3/2Φ
−
wkb(z, ε)= Φ−wkb(z, ε)= −iΦ+wkb(z, ε).
5. Applications
5.1. Local reduction theorem
We now are in position to prove what was announced as Theorem 1.3 in our introduction,
precisely:
Theorem 5.1. We assume that F(z) in (2) is holomorphic near the origin (respectively an entire
function). Then there exists a local resurgence constant (respectively a resurgence constant)
s(z, ε) such that, under the transformation
⎧⎪⎪⎪⎨⎪⎪⎪⎩
s(z, ε)=
∑
k0
sk(z)ε
k, s0(z)= z,
Φ(z, ε)=
(
∂s
∂z
)− 12
y
(
s(z, ε), ε
) (41)
Eq. (2) is transformed into the Airy equation (3), for z (respectively s) near the origin. Fur-
thermore, under transformation (41), an elementary (respectively resurgent elementary) WKB
solution of (3) is transformed into an elementary (respectively when F is entire, resurgent ele-
mentary) WKB solution of (2).
Proof. This proof is given in Pham [25, Section 2.4], allowing us to be sketchy. The proof is
based on the following key-lemma:
Lemma 5.2. (See Pham [25, §2.4].) For any polynomial function P ∈ C[t],
(1) there exist unique sequences (hn) and (kn) of polynomial functions such that
(
d
dt
)n
≡ hn + kn d
dt
mod
(
d2
dt2
− P
)
,
where ( d2
dt2
− P) is the left ideal generated by d2
dt2
− P in the ring of differential operators
with polynomial coefficients;
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h(t, ξ)=
+∞∑
n=0
hn(t)
n! ξ
n,
k(t, ξ)=
+∞∑
n=0
kn(t)
n! ξ
n
converge to holomorphic functions in C2 and are entire functions of the coefficients of the
polynomial function P .
From this key-lemma with P = t one easily deduces that:
Every solution A of ( d2
dt2
− t)A = 0 satisfies the identity:
A(t + ξ)= h(t, ξ)A(t)+ k(t, ξ)dA
dt
(t). (42)
We now introduce the rescaling {
t = ε− 23 z,
ξ = ε 13 ζ,
and we note A(z, ε) = A(t), h(z, ζ, ε) = h(t, ξ), k(z, ζ, ε) = k(t, ξ). Then A is solution of
( d
2
dz2
− z
ε2
)A= 0 and from (42) one has
A(z+ εζ, ε)= h(z, ζ, ε)A(z, ε)+ k(z, ξ, ε)ε dA
dz
(z, ε), (43)
where h and k are holomorphic functions in (z, ξ, ε) ∈ C3.
With the notations and under the conditions of Theorem 4.7, we know that the (resurgent)
elementary WKB solution Φwkb(z, ε) can be written as
Φwkb(z, ε)= a(z, ε)Awkb(z, ε)+ b(z, ε)∂Awkb
∂z
(z, ε),
where Awkb(z, ε) is the elementary Airy WKB solution. From (43), this decomposition is equiv-
alent to writing
Φwkb(z, ε)= ρ(z, ε)Awkb
(
z+ εζ(z, ε), ε) (44)
if and only if {
ρ(z, ε)h
(
z, ζ(z, ε), ε
)= a(z, ε),
ρ(z, ε)k
(
z, ζ(z, ε), ε
)= b(z, ε).
The existence of ρ(z, ε) and ζ(z, ε) then stems from the implicit resurgent function theo-
1032 J.-M. Rasoamanana / J. Differential Equations 244 (2008) 1011–1048rem [7]. Furthermore one easily shows that ρ(z, ε) = ( ds
dz
)− 12 necessarily, where s(z, ε) =
z+ εζ(z, ε). 
Remark 5.3. We have noticed in Remark 4.8 that the connection formulas were exactly those
for the Airy WKB solution. This property is preserved under the transformation (41): from the
fact that s(z, ε) = z + εζ(z, ε), one deduces from (43) that reasoning with the s-variable or the
z-variable does not affect the action of the alien derivatives since h and k are entire functions.
5.2. Applications for the Schrödinger equation
We now focus on the Schrödinger equation (1), namely
ε2
d2Y
dq2
− V (q)Y = 0
with V an analytic function near the origin.
We assume that the origin is a simple zero for V , which translates into the fact (rescaling ε if
necessary) that V can be expanded as
V (q)= q +
+∞∑
n=2
vnq
n (45)
near 0. Thinking of ε as a small parameter, this assumption on V means that q = 0 is a simple
turning point for the formal WKB solutions of (1). We recall (see, e.g., [8]) that these formal
WKB solutions are linear combinations of elementary WKB solutions of (1) defined as
Ywkb(q, ε)= e− 1ε
∫ q √
V (t) dt
(+∞∑
k=0
Yk(q)ε
k
)
. (46)
These elementary WKB solutions (defined locally in q) are uniquely defined up to normalization,
i.e., up to multiplication by an invertible formal expansion of the form e
c
ε
∑
ckε
k
, c, ck ∈ C,
c0 = 0.
We now want to translate our WKB analysis for Eq. (2) into an analogous one for Eq. (1).
Following [1] or [25], the first natural step to transform Eq. (1) into Eq. (2) is to straighten
out the local geometry near the origin by defining a change of variable q ↔ z so as to transform
the differential form
√
V (q)dq into
√
z dz (the associated cotangent map transforms the equa-
tion of the Lagrangian submanifold P 2 − V (q) = 0 into p2 − z = 0). This is what we now do,
introducing the transformation: ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
z(q)=
(
3
2
q∫
0
V (t)
1
2 dt
) 2
3
,
Y (q, ε)=
(
dz
)− 12
Φ(z, ε).
(47)dq
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Fig. 4. The transformation q → z (given by (47)) for V (q) = q + 12 q2. The (open) complementary set of the dashed set
in the q-plane (a) is conformally sent onto the cut domain in the z-plane ((b) the cut is the full line). The dotted lines
are the Stokes lines (related to the direction of argument 0). The function F(z) is holomorphic on the cut domain drawn
on (b).
This transforms Eq. (1) into our “master” equation (2), with
F(z)= z
2V (q)
{z, q}
∣∣∣∣
q=q(z)
, (48)
where {z, q} = z′′′(q)
z′(q) − 32 ( z
′′(q)
z′(q) )
2 is the Schwarzian derivative of z with respect to q .
Concerning F(z), one has the following property.
Lemma 5.4. If V (q) is holomorphic near 0, V (q)∼ q , then F(z) is holomorphic near the origin.
Proof. From the convergent Taylor expansion (45), one gets that 32
∫ q
0 V (t)
1
2 dt − q 32 ∈ q 52 C{q},
and thus z(q)− q ∈ qC{q}. The Lagrange theorem enables us to obtain the inverse function q(z)
as a well-defined holomorphic function near 0. Since {z, q} = −{q, z}( dz
dq
)2, one easily infers
that F(z) is holomorphic near 0 (and F(z) = 37v3 − 935v22 + O(z), where the vi ’s are defined
in (45)). 
When V (q) is an entire function (or even a meromorphic one), a more precise result can be
obtained, using the well-known properties of the transformation q 	→ ∫ q V (t) 12 dt in terms of
conformal mapping, e.g., [16,19,29]. Fig. 4 gives an example of how this can be done.
Thanks to transformation (47), we now deduce from Theorem 5.1 the following theorem,
already announced in the introduction (this is Theorem 1.4), which shows that, in the framework
of the exact WKB analysis, Eq. (1) can be reduced into the Airy equation (3).
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mation ⎧⎪⎪⎪⎨⎪⎪⎪⎩
s(q, ε)=
∑
k0
sk(q)ε
k,
Y (q, ε)=
(
∂s
∂q
)− 12
y
(
s(q, ε), ε
) (49)
Eq. (1) is transformed into the Airy equation (3), for q (respectively s) near the origin. Fur-
thermore, under transformation (49), an elementary WKB solution of (3) is transformed into an
elementary WKB solution of (1).
As we said in the introduction, Theorem 5.5 is not new. At a formal level, Theorem 5.5 goes
back to Silverstone [30], while our version was proved for the first time by T. Aoki, T. Kawai and
Y. Takei in [1] in the Sato’s microdifferential calculus framework. We mention that this result has
been extended in [2] to the case where in Eq. (1) the potential function V is a local resurgence
constant (we will return to this point in a moment). Also, in [25], F. Pham shows a stronger
result under the assumption that a basis of resurgent WKB solutions of (1) can be defined, with
regular dependence in q apart from the turning points. In that case, the formal expansion s(q, ε)
is resurgent in ε−1 with regular dependence in q . According to Ecalle [14], the assumption used
is valid when V (q) is an entire function “sufficiently well behaved near infinity” but, according
to the specialists, this theorem is not yet completely proved in its full generality.
5.3. Possible extensions
It is straightforward to extend our results for the “master” equation (2) to the equation
d2Φ
dz2
− z
ε2
Φ = F(z,β)Φ, (50)
where F depends holomorphically on (z,β) ∈ U × V ⊂ C2, where U and V are (say) open
neighbourhoods of the origin. In this case, Theorems 4.6 and 4.7 become:
Theorem 5.6. There exists a family of elementary WKB solutions Φwkb(z, ε;β) of Eq. (50) which
are of local Airy type, with regular dependence on β ∈ V .
When U = C (i.e., F entire in z), there exists a family of resurgent elementary WKB solutions
Φwkb(z, ε;β) of Eq. (50) which are of Airy type, with regular dependence on β ∈ V .
For such an elementary (respectively resurgent elementary) WKB solution Φwkb(z, ε;β), and
for z = 0 in a neighbourhood of 0 (respectively z ∈ C \ {0}) and β ∈ V , one has the following
unique decomposition,
Φwkb(z, ε;β)= a(z, ε;β)Awkb(z, ε)+ b(z, ε;β)∂Awkb
∂z
(z, ε),
where Awkb(z, ε) is the elementary Airy WKB solution (5), whereas a and b are local resurgence
constants (respectively resurgence constants) with regular dependence on β ∈ V , a invertible
and b small.
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Theorem 5.7. We assume that F(z,β) is holomorphic in U × V (respectively in C × V). Then
there exists a local resurgence constant (respectively a resurgence constant) s(z, ε;β) with reg-
ular dependence on β ∈ V such that, under the transformation⎧⎪⎪⎪⎨⎪⎪⎪⎩
s(z, ε;β)=
∑
k0
sk(z;β)εk, s0(z)= z,
Φ(z, ε;β)=
(
∂s
∂z
)− 12
y
(
s(z, ε;β), ε) (51)
Eq. (50) is transformed into the Airy equation (3), for z (respectively s) near the origin. Also,
under transformation (51), an elementary WKB solution of (3) is transformed into an elementary
WKB solution of (50). If F is entire in z, then a resurgent elementary WKB solution of (3)
is transformed into a resurgent elementary WKB solution of (50) with regular dependence on
β ∈ V .
We now recall a result of Aoki and Yoshida [2]:
Theorem 5.8. (See Aoki and Yoshida [2].) We consider the differential equation
d2Φ
dz2
− z
ε2
Φ =G(z, ε)Φ, (52)
where G(z, ε) is a local resurgence constant. Then there exists a local resurgence constant s(z, ε)
such that, under the transformation⎧⎪⎪⎪⎨⎪⎪⎪⎩
s(z, ε)=
∑
k0
sk(z)ε
k, s0(z)= z,
Φ(z, ε)=
(
∂s
∂z
)− 12
y
(
s(z, ε), ε
) (53)
Eq. (52) is transformed into Eq. (3), for z (respectively s) near the origin. Under transforma-
tion (53), an elementary WKB solution of (3) is transformed into an elementary WKB solution
of (52).
Theorem 5.8 can partly be recovered from Theorem 5.7: since substituting for β a small
Gevrey-1 expansion β(ε) =∑k1 βkεk in a local resurgence constant with regular dependence
on β yields a local resurgence constant (see [10]), Theorem 5.7 implies Theorem 5.8 for the case
when G(z, ε) can be written as
G(z, ε)= F (z,β(ε)) (54)
with F holomorphic near (0,0) and β(ε) a small Gevrey-1 expansion.1
1 It is doubtful that any local resurgence constant G(z, ε) can be written as (54). We thank here the referee for his help
in correcting a first version of this article.
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6.1. Higher order turning points
The analogue of our “master” equation (2) for higher order turning points is the following
differential equation:
d2Φ
dz2
− z
n
ε2
Φ = F(z)Φ, (Mn)
where F(z) is holomorphic near the origin and n ∈ N \ {0}. To copy what we have done in
Section 3 requires to define a convenient generating function of a canonical transformation
(p, z) ↔ (pˆ, zˆ) in the cotangent space which, somehow, simplifies the geometry of the La-
grangian submanifold p2 − zn = 0.
A convenient starting point could be the article [18] where Hardy introduces a set of special
functions Φn solution of
d2Φ
dz2
− z
n
ε2
Φ = 0, (An)
under the form2
Φn(z, ε)=
∫
e−
1
ε
Sn(z,zˆ) dzˆ. (55)
The functions Sn may be defined as follows: for m = n+ 2 3, one introduces the polynomial
function Pm(t) ∈ Z[t] of order m defined by
• if m is even, one sets cosh(mq)= Pm(sinh(q)),
• if m is odd, one sets sinh(mq)= Pm(sinh(q)).
One associates with Pm the polynomial function Qm,
Qm(z, zˆ)= zm/2Pm(zˆ/√z ),
and Sn(z, zˆ) ∈ Q[z, zˆ] is defined as the quasi-homogeneous polynomial function defined by
Sn(z, zˆ)= 2
n+ 2Qn+2(−z, zˆ). (56)
These polynomial functions Sn satisfy the following properties:(
∂Sn
∂z
)2
= Tn(z, zˆ)∂Sn
∂zˆ
+ zn, (57)
2 Hardy shows in particular how these functions are related to the Bessel functions.
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∂2Sn
∂z2
= ∂Tn
∂zˆ
. (58)
For example, ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
S1(z, zˆ)= 83 zˆ
3 − 2zˆz, T1(z, zˆ)= 12 ,
S2(z, zˆ)= 4zˆ4 − 4zˆ2z+ 12z
2, T2(z, zˆ)= zˆ,
S3(z, zˆ)= 325 zˆ
5 − 8zˆ3z+ 2zˆz2, T3(z, zˆ)= 2zˆ2 − 12z,· · ·
The fact that the function Φn(z, ε) given by (55) is indeed solution of (An) can be shown by
integration by parts, using the fundamental properties (57) and (58), see [6].
Note that, up to normalization, Φ1(z, ε) corresponds to the Airy function, while Φ2(z, ε)
corresponds to the Weber parabolic cylinder function.
Coming back to what we did in Section 3, this leads us to consider solutions of (Mn) under
the form
Φ(z, ε)=
∫
e−
ξ
ε Φˇ(z, ξ) dξ =
∫
e−
1
ε
Sn(z,zˆ)Ψˇ (z, zˆ) dzˆ, (59)
where Φˇ should satisfy the equation
∂2Φˇ
∂z2
− zn ∂
2Φˇ
∂ξ2
= F(z)Φˇ. (60)
Using (57) and (58), this translates into the condition that Ψ˜ (z, zˆ) = Φˇ(z, ξ) should satisfy the
linear PDE
∂2Ψ˜
∂z2
− 2
∂Sn
∂z
∂Sn
∂zˆ
∂2Ψ˜
∂z∂zˆ
+ Tn
∂Sn
∂zˆ
∂2Ψ˜
∂zˆ2
= F(z)Ψ˜ . (61)
As in Section 3, the problem now reduces to analyzing the holomorphic properties of
Ψˇ (z, zˆ) := Ψ˜ (z, zˆ) ∂Sn
∂zˆ
with Ψ˜ (z, zˆ) a solution of (61) such that Ψˇ (z, zˆ) is well behaved in the
neighbourhood of the locus ∂Sn
∂zˆ
= 0 which defines the saddle points. The difficulty we have to
master now in this method is a technical one: one has to define a transformation whose explicit
inverse mapping requires to solve an algebraic equation of degree n+ 2.
6.2. Borel-summability
Concerning the Borel-summability properties of the resurgent elementary WKB solutions de-
fined in Theorem 4.6 when F is entire, it seems that we lose the Borel-summability property as
soon as the growth of F at infinity is larger than a polynomial function of order 1 (just look at
the two examples given in Section 4.2).
1038 J.-M. Rasoamanana / J. Differential Equations 244 (2008) 1011–1048Our conjecture is that, at least when F is a polynomial function, our resurgent elementary
WKB solutions are not Borel-resummable but multisummable, a property which is certainly re-
lated to those discussed by Balser and Mozo-Fernández in [4].
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Appendix A. Proof of the main existence theorem
This appendix is devoted to the proof of our main existence Theorem 4.1.
In the integral representation (24), we expect the function Ψˇ (z, zˆ) to be holomorphic near the
locus ∂S(z,zˆ)
∂zˆ
= 0 defining the saddle points (we have in mind the steepest-descent method). Since
∂S(z,zˆ)
∂zˆ
= z− zˆ2, we introduce the transformation{
(z, zˆ)↔ (z, x = z− zˆ2),
ψ(z, x) := Ψˇ (z, zˆ)= Ψ˜ (z, zˆ)(z− zˆ2). (62)
Under this transformation, Eq. (26) translates into the following one for ψ :
x2
∂2ψ
∂x2
+ (4xz− 2x2) ∂2ψ
∂x∂z
+ x2 ∂
2ψ
∂z2
+ (2x − 4z)∂ψ
∂z
− x2F(z)ψ = 0. (63)
We now look for a holomorphic solution of Eq. (63) for x near zero (and z near 0 as well).
Since in Eq. (63) x = 0 is a singular point, this cannot be simply derived from the Cauchy–
Kovalevska theorem.
We first look for a formal solution of (63) under the form
ψ(z, x)=
∑
n0
an(z)x
n. (64)
One then gets the following lemma:
Lemma A.1. Let h(z) be a holomorphic function near the origin. Then there exists a unique
formal series expansion ψ(z, x) =∑n0 an(z)xn solution of (63) such that the an(z) are holo-
morphic functions near z = 0, with {
a0(z)= 1,
a1(z)= h(z). (65)
In this case, one has, for n 2,
an(z)= 1
n− 1
1∫
0
un−1
(−a′′n−2(u4z)+ 2(n− 2)a′n−1(u4z)+ F (u4z)an−2(u4z))du. (66)
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∂a0
∂z
= 0,
4z
∂an
∂z
+ nan = 1
n− 1
(
−∂
2an−2
∂z2
+ 2(n− 2)∂an−1
∂z
+ F(z)an−2
)
, for n 2.
(67)
The result follows by integrating Eq. (67). 
We have demonstrated in Lemma A.1 the existence of a set of formal solutions of (63). Nev-
ertheless, it seems that the known theories for singular PDEs (63) (see, e.g., [17,21]) are unable
to analyze the convergence of these formal solutions.
To show the convergence, we shall use the following result:
Lemma A.2. A formal series expansion ψ(z, x) ∈ C{z}x satisfies (65) and (66) if and only if
ϕ(z, x) := ψ(z,x)
x
− 1
x
∈ C{z}x satisfies the following integral equation:
ϕ(z, x)= h(z)+
1∫
0
du
ux∫
0
dt F
(
zu4
)+ 2x 1∫
0
u∂1ϕ
(
zu4, ux
)
du
−
1∫
0
du
ux∫
0
dt
(
t∂21ϕ
(
zu4, t
)+ 2∂1ϕ(zu4, t)− tF (zu4)ϕ(zu4, t)), (68)
where ∂21ϕ := ∂
2ϕ
∂z2
and ∂1ϕ := ∂ϕ∂z .
Proof. We consider the series expansion ψ(z, x) = ∑n0 an(z)xn as given by Lemma A.1,
assuming the convergence. Since
∫ x
0 x
n−2
1 dx1 = x
n−1
n−1 , one can write, for u ∈ [0,1] and (z, x) in
a neighbourhood of the origin,
−
∑
n2
un−1
n− 1a
′′
n−2
(
zu4
)
xn = −x
∑
n2
un−1a′′n−2
(
zu4
) x∫
0
xn−21 dx1
= −xu
x∫
0
∑
n2
a′′n−2
(
zu4
)
(ux1)
n−2 dx1
= −xu
x∫
0
∑
n0
a′′n
(
zu4
)
(ux1)
n dx1
= −xu
x∫
0
∂21ψ
(
zu4, ux1
)
dx1
= −x
ux∫
∂21ψ
(
zu4, t
)
dt.0
1040 J.-M. Rasoamanana / J. Differential Equations 244 (2008) 1011–1048Therefore,
∑
n2
( 1∫
0
(
un−1
n− 1a
′′
n−2
(
zu4
))
du
)
xn = −x
1∫
0
du
ux∫
0
∂21ψ
(
zu4, t
)
dt. (69)
Also, we have
∑
n2
un−1
n− 1F
(
zu4
)
an−2
(
zu4
)
xn = x
∑
n2
un−1F
(
zu4
)
an−2
(
zu4
) x∫
0
xn−21 dx1
= ux
x∫
0
∑
n2
F
(
zu4
)
an−2
(
zu4
)
(ux1)
n−2 dx1
= ux
x∫
0
∑
n0
F
(
zu4
)
an
(
zu4
)
(ux1)
n dx1
= ux
x∫
0
F
(
zu4
)
ψ
(
zu4, ux1
)
dx1
= x
ux∫
0
F
(
zu4
)
ψ
(
zu4, t
)
dt,
so that
∑
n2
( 1∫
0
(
un−1
n− 1F
(
zu4
)
an−2
(
zu4
))
du
)
xn = x
1∫
0
du
ux∫
0
F
(
zu4
)
ψ
(
zu4, t
)
dt. (70)
At last, we have
∑
n2
2(n− 2) u
n−1
n− 1a
′
n−1
(
zu4
)
xn =
∑
n2
2un−1a′n−1
(
zu4
)
xn − 2x
∑
n2
a′n−1
(
zu4
)
un−1 x
n−1
n− 1
= 2x
∑
n0
a′n
(
zu4
)
(ux)n − 2x
∑
n2
un−1a′n−1
(
zu4
) x∫
0
xn−21 dx1
= 2x∂1ψ
(
zu4, ux
)− 2x x∫
0
∑
n2
a′n−1
(
zu4
)
(ux1)
n−1 dx1
x1
= 2x∂1ψ
(
zu4, ux
)− 2x x∫ ∑
n0
a′n
(
zu4
)
(ux1)
n dx1
x10
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(
zu4, ux
)− 2x x∫
0
∂1ψ
(
zu4, ux1
)dx1
x1
= 2x∂1ψ
(
zu4, ux
)− 2x ux∫
0
∂1ψ
(
zu4, t
)dt
t
,
where we have used again the fact that a0(z)= 1 (see (65)).
As a consequence, we have
∑
n2
( 1∫
0
(
un−1
n− 12(n− 2)a
′
n−1
(
zu4
))
du
)
xn
= 2x
1∫
0
∂1ψ
(
zu4, ux
)
du− 2x
1∫
0
ux∫
0
∂1ψ
(
zu4, t
)dt
t
du. (71)
Now, using (65) and (66), one deduces from (69)–(71) that
ψ(z, x)= 1 + h(z)x +
∑
n2
an(z)x
n
= 1 + h(z)x − x
1∫
0
du
ux∫
0
∂21ψ
(
zu4, t
)
dt + x
1∫
0
du
ux∫
0
F
(
zu4
)
ψ
(
zu4, t
)
dt
+ 2x
1∫
0
∂1ψ
(
zu4, ux
)
du− 2x
1∫
0
du
ux∫
0
∂1ψ
(
zu4, t
)dt
t
.
Remembering that ϕ(z, x) := ψ(z,x)
x
− 1
x
, this gives us (68). 
The above Lemma A.2 can be used to prove the convergence of the formal expansions defined
in Lemma A.1. We first introduce a definition.
Definition A.3. If W is a bounded open subset of Cn, n 1, and E a Banach space, we denote
by H(W,E) the space of functions f : Z 	→ f (Z) ∈ E which are continuous in Z ∈ W and
holomorphic in W .
We recall the following well-known result:
Proposition A.4. We note W a bounded open subset of Cn, n  1, and E a Banach space. We
introduce on the space H(W,E) the maximum norm:
‖f ‖W = sup
Z∈W
∣∣f (Z)∣∣.
Then (H(W,E),‖.‖W) is a Banach vector space.
In what follows, D(0, l)⊂ C denotes the open disc centered in 0 with radius l > 0.
1042 J.-M. Rasoamanana / J. Differential Equations 244 (2008) 1011–1048Proposition A.5. We assume that F,h ∈H(D(0, r1),C) and that 0 < r0 < r1. We set
R = 3r1
2e
(
−1 +
√
1 + 4r0(r1 − r0)
9er21
)
.
Then there exists a unique holomorphic function ψ(z, x) near (0,0) solution of Eq. (63), and
satisfying the following initial condition
{
ψ(z,0)= 1,
∂ψ
∂x
(z,0)= h(z). (72)
Moreover, ψ(z, x) extends analytically in D(0, r0)×D(0,R).
Proof. The proof will use more or less standard ideas, see, e.g., [33, Section 17].
(1) For 0 s  1 we note Us :=D(0, rs) with rs := r0 + sd0 and d0 = r1 − r0.
(2) We look for a solution φ ∈ H(D(0, r ′),H(U0,C)), 0 < r ′ < R, of Eq. (68) with the
convention φ(x)(z)= φ(x, z).
This equation can be written under the form
φ(x)= θ0(x)+ 2x
1∫
0
uTu
(
φ(ux)
)
du−
1∫
0
du
ux∫
0
Lu,t
(
φ(t)
)
dt,
with θ0 ∈H(D(0, r1),H(U1,C)) defined by
θ0(x) : z 	→ h(z)+ x
1∫
0
uF
(
zu4
)
du,
and some operators Tu,Lu,x :H(Us,C) → H(Us′ ,C) defined for every (u, x) ∈ [0,1] × C and
0 s < s′  1 (or s = s′ if u < 1) by
{
(Tuψ)(z)= ∂ψ
(
zu4
)
,
(Lu,xψ)(z)= x∂2ψ
(
zu4
)+ 2(Tuψ)(z)− xF (zu4)ψ(zu4). (73)
By the Cauchy’s formulas,
⎧⎪⎪⎨⎪⎪⎩
∂1ψ
(
zu4
)= 1
2iπ
∮
ψ(t)
(t − zu4)2 dt,
∂2ψ
(
zu4
)= 2 ∮ ψ(t)4 3 dt, (74)2iπ (t − zu )
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(s − u4s′)d0, one gets ⎧⎪⎪⎨⎪⎪⎩
∥∥∂1ψ(u)∥∥Us′  ‖ψ‖Us(1 − u4)r0 + (s − u4s′)d0 ,∥∥∂2ψ(u)∥∥Us′  2‖ψ‖Us((1 − u4)r0 + (s − u4s′)d0)2 ,
(75)
where ∂iψ(u) : zˆ 	→ ∂iψ(u4zˆ), with i = 1,2. This implies that, for every (u, x) ∈ [0,1]×D(0,R),⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∥∥T (u, x)ψ∥∥
Us′
 ‖ψ‖Us
(1 − u4)r0 + (s − u4s′)d0 ,∥∥L(u,x)ψ∥∥
Us′

(
2|x|
((1 − u4)r0 + (s − u4s′)d0)2 +
2
(1 − u4)r0 + (s − u4s′)d0
+ |x|‖F‖D(0,r1)
)
‖ψ‖Us .
(76)
(3) We now introduce
θk+1(x)= θ0(x)+ 2x
1∫
0
uT (u, x)θk(ux)du−
1∫
0
du
ux∫
0
L(u, t)θk(t) dt, k  0. (77)
Obviously (77) defines a sequence (θk)k of holomorphic functions in x ∈D(0,R), continuous in
x ∈D(0,R), valued in H(Us,C), for every 0 s < 1:
∀k  0, θk ∈H
(
D(0,R),H(Us,C)
)
. (78)
We also set:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
δ0(x) := θ0(x),
δk+1(x) := θk+1(x)− θk(x)
= 2x
1∫
0
uT (u, x)δk(ux)du−
1∫
0
du
ux∫
0
L(u, t)δk(t) dt, k  0.
(79)
We first observe that, for any 0 s < 1, and every x ∈D(0,R),∥∥δ0(x)∥∥Us M, M = ‖h‖D(0,r1) + R2 ‖F‖D(0,r1). (80)
Next, we show the following lemma:
Lemma A.6. For all 0 s < 1, for all k ∈ N and all x ∈D(0,R),
∥∥δk(x)∥∥Us M
(
e|x|(αk(s)|x| + β)
r0d0(1 − s)
)k
, (81)
where α0 = 1, αk(s)= 1 + r0d0(1−s)‖F‖D(0,r1) for k  1 and β = 3r1.k
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that (81) is satisfied for a given k ∈ N and every 0 s < 1. For every 0 s′ < s < 1, we deduce
from (79) and (76) that∥∥δk+1(x)∥∥Us′
 2|x|
1∫
0
u‖δk(ux)‖Us
(1 − u4)r0 + (s − u4s′)d0 du+
1∫
0
du
u|x|∫
0
(
2t
((1 − u4)r0 + (s − u4s′)d0)2
+ 2
(1 − u4)r0 + (s − u4s′)d0 + t‖F‖D(0,r1)
)∥∥δk(t)∥∥Us dt. (82)
Using our hypothesis on δk(x), we deduce that
I1 = 2|x|
1∫
0
u‖δk(ux)‖Us
(1 − u4)r0 + (s − u4s′)d0 du
 2Me
k
(r0d0(1 − s))k
1∫
0
(u|x|)k+1(αk(s)u|x| + β)k
(1 − u4)r0 + (s − u4s′)d0 du
 2Me
k|x|k+1(αk(s)|x| + β)k
(r0d0(1 − s))k
1∫
0
uk+1
(1 − u4)r0 + (s − u4s′)d0 du.
Since
1∫
0
uk+1
(1 − u4)r0 + (s − u4s′)d0 du
1
d0(s − s′)
1∫
0
uk+1 du 1
(k + 1)d0(s − s′) ,
we deduce that
I1 
Mek(αk(s)|x| + β)k|x|k+1
(k + 1)(r0d0(1 − s))k
(
2r1
r0d0(s − s′)
)
. (83)
Furthermore, we have
I2 =
1∫
0
du
u|x|∫
0
2t‖δk(t)‖Us
((1 − u4)r0 + (s − u4s′)d0)2 dt
 2Me
k(αk(s)|x| + β)k
(r0d0(1 − s))k
1∫
0
du
u|x|∫
0
tk+1
((1 − u4)r0 + (s − u4s′)d0)2 dt
 2Me
k|x|k+2(αk(s)|x| + β)k
(k + 1)(r0d0(1 − s))k
1∫
uk+1
((1 − u4)r0 + (s − u4s′)d0)2 du.
0
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1∫
0
uk+1
((1 − u4)r0 + (s − u4s′)d0)2 du
1∫
0
u
((1 − u2)r0 + (s − u2s′)d0)2 du
1
2r0d0(s − s′) ,
we deduce that
I2 
Mek(αk(s)|x| + β)k|x|k+2
(k + 1)(r0d0(1 − s))k
(
1
r0d0(s − s′)
)
. (84)
Also, we have
I3 = 2
1∫
0
du
u|x|∫
0
‖δk(t)‖Us
(1 − u4)r0 + (s − u4s′)d0 dt
 2Me
k(αk(s)|x| + β)k
(r0d0(1 − s))k
1∫
0
du
u|x|∫
0
tk
(1 − u4)r0 + (s − u4s′)d0 dt
 2Me
k(αk(s)|x| + β)k|x|k+1
(k + 1)(r0d0(1 − s))k
1∫
0
uk+1
(1 − u4)r0 + (s − u4s′)d0 du.
Since
1∫
0
uk+1
(1 − u4)r0 + (s − u4s′)d0 du
1∫
0
u
(1 − u2)r0 + (s − u2s′)d0 du,
we then deduce
1∫
0
uk+1
(1 − u4)r0 + (s − u4s′)d0 du
1
2(r0 + s′d0) ln
(
r0 + sd0
d0(s − s′)
)
 r1
2r0d0(s − s′)
and
I3 
Mek(αk(s)|x| + β)k|x|k+1
(k + 1)(r0d0(1 − s))k
(
r1
r0d0(s − s′)
)
. (85)
At last, we have
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1∫
0
du
u|x|∫
0
t‖F‖D(0,r1)
∥∥δk(t)∥∥Us dt
 Me
k(αk(s)|x| + β)k‖F‖D(0,r1)
(r0d0(1 − s))k
1∫
0
du
u|x|∫
0
tk+1 dt
 Me
k|x|k+2(αk(s)|x| + β)k‖F‖D(0,r1)
(k + 1)(r0d0(1 − s))k ,
so that
I4 
Mek(αk(s)|x| + β)k|x|k+2
(k + 1)(r0d0(1 − s))k
(
r0d0(s − s′)‖F‖D(0,r1)
r0d0(s − s′)
)
. (86)
Finally, using (83)–(86), we get
‖δk+1‖Us′ 
Mek(αk(s)|x| + β)k|x|k+1
(r0d0(1 − s))k(k + 1)
[(
1 + r0d0(s − s′)‖F‖D(0,r1)
)|x| + β] 1
r0d0(s − s′) .
(87)
Choosing s = s′ + 1−s′
k+1 , so that 1 − s = kk+1 (1 − s′), one obtains
‖δk+1‖Us′ 
Mek(αk+1(s′)|x| + β)k|x|k+1
(r0d0(1 − s′))k
(
1 + 1
k
)k 1
r0d0(1 − s′) . (88)
Since ∀k ∈ N, (1 + 1
k
)k  e, we eventually get
‖δk+1‖Us′ M
[
e|x|(αk+1(s′)|x| + β)
r0d0(1 − s′)
]k+1
, (89)
which ends the proof. 
(4) We remark that
(
αk(s)|x| + β
)k = (|x| + 3r1)k(1 + r0d0(1 − s)‖F‖D(0,r1)|x|
(|x| + 3r1)k
)k
.
Therefore, using Lemma A.6, we deduce that the expansion
∑
k0 δk(x) is convergent as soon
as
e|x|(|x| + 3r1)
r0d0(1 − s) < 1,
that is for
0 |x| 3r1
2e
(
−1 +
√
1 + 4r0d0(1 − s)
9er2
)
.1
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∑
k0 δk(x) is absolutely convergent in H(Us,C) (for every 0  s < 1)
and uniformly in x ∈ K , where K is any compact set of the open disc 0  |x|  3r12e (−1 +√
1 + 4r0d0(1−s)9er21 ). By construction, its sum θ(x) satisfies the identity
θ(x)= θ0(x)+ 2x
1∫
0
uT (u, x)θ(ux)du−
1∫
0
du
ux∫
0
dt L(u, t)θ(t), (90)
so that the holomorphic function ϕ(z, x) := θ(x)(z) is solution of the integral equation (68).
Specializing the result for s = 0, one obtains the theorem by Lemma A.2. 
One obviously deduces the following result from Proposition A.5:
Corollary A.7. In Proposition A.5, when F and h are entire functions, then ψ(z, x) extends
analytically in C2.
We now go back to the function Ψˇ (z, zˆ) related to ψ(z, x) by (62). We immediately deduce
our main existence Theorem 4.1 from Lemma A.1, Proposition A.5 and its Corollary A.7.
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