Abstract. Global Circulation Models (GCMs) are the best tool to understand climate change, as they attempt to represent all 10 the important Earth system processes, and including anthropogenic perturbation through fossil fuel burning. However, GCMs are computationally very expensive, which limits the number of simulations that can be made. Pattern-scaling is an emulation technique that takes advantage of the fact that local and seasonal changes in surface climate are often approximately linear in amount of warming over land and globe. This allows interpolation away from a limited number of available GCM simulations, to assess alternative future emissions scenarios. In this paper we present a pattern-scaling set 15 consisting of spatial climate change patterns along with parameters for an energy balance model that calculates the amount of global warming. The set is derived from 22 GCMs of the WCRP CMIP3 database, setting the basis for similar eventual pattern development for CMIP5 ensemble. Critically it extends the use of the IMOGEN (Integrated Model Of Global Effects of climatic aNomalies) framework to enable scanning across full uncertainty in GCMs for impacts studies. Across models, the presented climate patterns represent consistent global mean trends, with maximum four GCMs exhibiting opposite sign 20 of the trend per variable (relative humidity). The described new climate regimes are generally warmer, wetter (but with less snowfall), cloudier and windier, and with decreased relative humidity. Overall, the patterns of the analysed variables explain one-third of regional change in decadal averages (mean Percentage Variance Explained, PVE, 34.25±5.21), but signal in some models exhibits much more linearity (e.g. MIROC3.2(hires):41.53) than in others (GISS_ER: 22.67). The two most often considered variables: near-surface temperature and precipitation, have PVE of 85. 44±4.37 and 14.98±4.61, 25 respectively. The dataset is available for download and researchers in the areas of ecosystem modelling and climate change impact assessment are already starting to use it. Besides allowing time-efficient assessment for non-standard future scenarios of changed greenhouse gas (GHG) concentrations, it enables understanding of new representations of land surface processes, and including climate-carbon cycle feedbacks. Current and potential future applications of such modelling system are discussed. 30
Introduction
Global Climate Models (GCMs, also called Earth System Models, ESMs) are the primary source of our understanding of and ability to estimate future climate regimes resulting from anthropogenic Greenhouse Gas emissions (GHGs). However, the use of these tools is limited by their requirements for computing power, and the complexity of the task, in particular in the case of multi-model assessments. "Pattern-scaling" (Huntingford & Cox 2000 , Mitchell et al 2003 , is a methodology that 5 takes advantage of the fact that, to a reasonable approximation, local and seasonal changes in surface climate are linear in amount of warming over land and globe. It allows interpolation away from a limited number of available GCM simulations, enabling a time-efficient assessment of surface meteorological changes for alternative non-standard future scenarios of changed GHG concentrations.
"Climate-change patterns" (or "patterns") are coefficients of the regression between mean warming over Earth's land 10 regions, ΔTl (K) and local changes in surface meteorology. They are derived by comparison against outputs from GCMs, and presented as local monthly mean changes over land per degree of mean global over land. "Pattern-scaling" is a simple procedure in which these patterns are multiplied by ΔTl to give local changes in meteorology. A global Energy Balance Model (EBM; e.g. Wigley et al. 2000) is then applied to model how the GHG concentrations translate into changes in radiative forcing, Q (Wm -2 ) and then into temperature increase over land regions (ΔTl) . 15 The IMOGEN framework (Integrated Model Of Global Effects of climatic aNomalies; Huntingford et al. 2010a ) is a computationally efficient tool for modelling impacts of future climate change on terrestrial ecosystems. It consists of the JULES land surface model (Best et al., 2011; Clark et al., 2011) linked to a pattern-scaling module (Huntingford and Cox, 2000) . The scaling provides monthly mean changes in climate variables over land, notably temperature, relative humidity, precipitation and radiation -quantities used to drive ecosystem models. In addition, a simple oceanic global carbon cycle 20 model is included (Joos et al., 1996 and Appendix of Huntingford et al., 2004) , which expands the typical usage of patternsscaling by allowing consideration of oceanic climate-carbon cycle feedbacks, alongside land-based feedbacks. All simulations use an hourly time step and a spatial resolution of 2.5° latitudinal x 3.75° longitudinal, or 72 by 96 grid boxes, as in the UKMO-HadCM3 GCM. Over land, but excluding Antarctica, this corresponds to 1631 grid-boxes. Linking forcings to mean warming over land, ΔTl, is achieved with the EBM which requires five parameters, described in the Methods section. 25 The relevant equations are presented in Huntingford and Cox (2000) . All the energy retained in the planetary system, and as seen in any difference in top-of-the-atmosphere radiation, is assumed to enter the oceans in a diffusive process, and thus changing SSTs and then ΔTl via ν. The five parameters are referred to as IMOGEN EBM calibration parameters (or simply "calibration parameters"), and, as in the case of patterns, they are also derived from GCM runs (originally HadCM3; Gordon et al., 2000) . The "patterns" and "calibration parameters" together form a "patterns-scaling set". 30 IMOGEN was originally established to allow rapid assessment of a range of alternative GHG emission scenarios, e.g. standard SRES, (Nakićenović et al, 2000) or Representative Concentration Pathways (RCP, Taylor et al., 2012) where GCM simulations are unavailable, as well as interpolating away from what GCM simulations do exist to new user-prescribed Geosci. Model Dev. Discuss., doi:10.5194/gmd-2016 Discuss., doi:10.5194/gmd- -221, 2016 Manuscript under review for journal Geosci. Model Dev. Published: 25 October 2016 c Author(s) 2016. CC-BY 3.0 License. emissions or concentration pathways. RCPs were used to inform the recent 5 th IPCC report (IPCC, 2013) , via the set of climate model simulations available at that time in the CMIP5 dataset (Taylor et al 2012) . CMIP5 has evolved further since year 2013 and to hold more simulations; the exercise to calibrate a patterns-scaling set for CMIP5 is under way. Normally, evolving atmospheric carbon dioxide (CO2) concentrations are calculated as a consequence of prescribed CO2 emissions, along with prescription of non-CO2 forcings for other GHGs and aerosols. Then an overall radiative forcing Q is calculated 5 to drive the EBM. Alternatively, all radiative forcing Q can be prescribed directly as future forcings' pathways, in which case CO2 concentrations are prescribed, again for scenarios that differ from the standard ones.
In practise, though, IMOGEN has been used more to assess the effects of new parameterisations, adjustment or inclusion of new processes into the land surface model. This is as a precursor for any eventual inclusion of land surface model improvements in a full GCM. IMOGEN allows easy and fast assessment of ranges of parameterisations, numerical stability 10 checks and critically the relative importance of new understanding of ecological and hydrological responses globally, and including feedbacks on the carbon cycle. Examples include the impacts of changes in diffuse radiation on the land carbon sink (Mercado et al., 2009) , or the effects of ozone damage on plant productivity (Sitch et al 2007) .
Until recently, these offline studies were performed with patterns of climate change from a single model, UKMO-HadCM3.
The purpose of this paper is to present a patterns-scaling set which emulates a broad range of GCMs, and nearly the 15 complete set of those held in the WCRP CMIP3 database . This extends the use of IMOGEN for assessment of climate change, or land surface response, to scan across uncertainty in climate models. Such uncertainty can then be evaluated against any further uncertainty in any terrestrial surface impacts of interest. In Section 2 we describe the methods which lead to the patterns-scaling set. Section 3 describes the actual set, including discussion of found inter-GCM differences, and we include metrics describing the accuracy of the linearity assumption of meteorological changes against 20 level of global warming, as implicit in the scaling method. Section 4 reviews existing applications of the IMOGEN patternscaling system and comments on the future benefits of inclusion of our climate model uncertainty. Finally, Section 5 discusses the strengths and caveats of the pattern-scaling approach.
Data and Methods

The WCRP CMIP3 multi-model dataset and data pre-processing 25
Spatial patterns (i.e. maps) of climate change and energy balance model calibration parameters (together forming the "climate-patterns set") are derived from GCM data available through the World Climate Research Programme Coupled Model Intercomparison Project, phase three (WCRP CMIP3; . The WCRP CMIP3 multi-model dataset resulted from an international effort to run a coordinated set of twentieth-and twenty-first-century climate GCM simulations for a small prescribed number of future scenarios, covering many aspects of climate variability and change. All these 30 simulations were subsequently analysed and formed the basis of much that is reported in the Fourth Assessment (AR4) of the Geosci. Model Dev. Discuss., doi:10.5194/gmd-2016 Discuss., doi:10.5194/gmd- -221, 2016 Manuscript under review for journal Geosci. Model Dev. Published: 25 October 2016 c Author(s) 2016. CC-BY 3.0 License.
Intergovernmental Panel for Climate Change (IPCC, 2007) . The dataset consists of data from 24 GCMs, representing 17 modelling groups from 12 countries. The climate patterns set presented here (Table 1) corresponds to 22 GCMs, because GISS_AOM is an atmosphere-ocean model without surface meteorological projections over land and key data from CGCM3.1(T63) GCM were missing (see below). In the case of GISS-EH and GISS-ER GCM, WCRP CMIP3 data were supplemented with the formally associated pool provided by National Aeronautics and Space Administration Goddard 5
Institute for Space Studies (http://data.giss.nasa.gov/pub/pcmdi).
The analysed model runs represent scenarios of four types: (i) control experiments: either pre-industrial or present day (Picntrl, or Pdcntrl), (ii) the idealized 1% yr -1 CO2 increase up to doubled and quadrupled levels (1pctto2x, 1pctto4x), (iii) the twentieth-century run (20C3M) representing modelled period from pre-industrial to present-day and (iv) the high-(A2) and mid-emission (A1B) future scenarios defined by the Special Report on Emission Scenarios (SRES, Nakicenovic et al. 10 2000) . When multiple simulations are available of any particular scenario, then the analysis is limited to the first available, as the inter-run variability has been reported to be small (Frieler et al 2011) .
Variables analysed for each GCM are those representing land surface meteorology: 1. There were some discrepancies between data requirements to run the IMOGEN system and the actual data availability in 20 WCRP CMIP3. They are listed in Table 1 . For all GCMs, surface relative humidity (HURS) data was not available, but a 4D representation of this variable at pre-defined pressure levels (HUR) was generally available. This allowed extrapolation of surface relative humidity from two highest available pressure levels which are near the land surface. In the case of INGV-SXG, PCM and CCSM3 GCMs, surface wind was obtained in the same procedure. For two cases, the required surface data was available, but suffered from quality and other issues. In UKMO-HadGEM1 data, last month of the SRES A2 simulation 25 was missing (and in this study it was filled-in with interpolated values), and surface wind data was presented on nonstandard grid (and it was interpolated onto a standard UKMO-HadGEM1 grid). For MRI-CGCM2.3.2, many values in snow precipitation data (PRSN) were missing (the data were not used in this study) and there was no land mask available (SFTLF, later obtained from the Japanese modelling group). Finally, in the case of four GCMs certain non-critical variables were entirely missing (Table 1) . 30 GCMs differ significantly between each other in the spatial grid resolution and generally how they represent the Earth surface's detail (as represented in the "land mask" variable SFTLF which reports gridbox land fraction). Spatial resolution varies between hundreds of kilometres (e.g. GISS models, or INM-CM3.0) to just 50 km (e.g. MIROC3.2hires model, Table   Geosci . Model Dev. Discuss., doi:10.5194/gmd-2016 Discuss., doi:10.5194/gmd- -221, 2016 Manuscript under review for journal Geosci. Model Dev. Published: 25 October 2016 c Author(s) 2016. CC-BY 3.0 License. 1). Data are mapped on either a regular or a Gaussian grid, and gridbox classification into land and water is either binary (either 100% or 0%) or continuous, with only a part of GCMs explicitly depicting freshwater bodies in their land masks. This diversity of output spatial properties alone imposes a challenge for data end-users, including policymakers, especially when it comes to multi-model assessments of a pre-defined geographical domain. To force our common land surface model within the IMOGEN system using alternative GCM-based estimates of climate change, we harmonised all types of WCRP CMIP3 5 grids into one, which was chosen to be the UKMO-HadCM3. This ensures compatibility with previous applications of the IMOGEN tool, with resolution of 2.5° latitudinal x 3.75° longitudinal. The common grid allows, in a systematic way, to capture the impact of climate uncertainty that remains within ESMs. More information about this re-gridding procedure is provided in the Supplementary Material.
Climate pattern scaling set and post-processing 10
The presented climate patterns are a set of regression coefficients, each representing the change per degree of mean global warming over land, while the fitting is done with decadal average changes against the global mean warming over land, as predicted by each GCM. The simple form of the analogue model for an anomaly (∆) in one of the considered land surface variables V in the climate regime c can be described as: Regressing local climate with mean land warming is done with the assumption that climate is stable before the anthropogenic 20 impact. This implies that the regression line starts at the origin of the coordinate system, and there is a fit with one regression co-efficient, rather than two. This starting point is represented by an average of three decades from the twentieth-century run (20C3M, years 1961-1990 , Figure 1 , panel C) which is a period corresponding to the Climate Research Unit's Time Series 2.1 (CRU TS 2.1) dataset describing Earth's climatology (or "climate normals", Mitchell and Jones 2005) . In the WCRP CMIP3 dataset, the historical 20C3M ESM simulations are normally followed by a future transient run, driven by one of 25 SRES scenarios that describe potential pathways ahead in emissions. In the presented work, for most of GCMs, a highemissions "business-as-usual" SRES A2 run was analysed, while in a few cases when these data were not available the SRES A1B run was used (Table 2) , which represents relatively lower levels of warming (Nakicenovic et al. 2000) .
Emulating an ensemble of GCMs requires that the relationship between anthropogenic climate forcings, global warming and warming over land is established for each GCM separately. This is with an EBM described in full, in Huntingford and Cox 30 (2000) . The EBM requires the fitting of five calibration parameters to a simple global energy balance model: (i) an ocean effective thermal diffusivity, κ (Wm -1 K -1 ), (ii) a constant ratio of mean land and ocean surface (SST) rate of warming, ν, (iii- variable SFTLF, including Antarctica). Estimation of EBM parameters was done by fitting them against an independent set of scenarios: the idealised CO2 increase scenario (1pctto2x or 1pctto4x), preceded by a control experiment: (Picntrl or Pdcntrl). Subsequently, functioning of the parameterised EBM was validated -that is, it was used predictively -against data from one of the available runs corresponding to SRES scenarios (SRES A2 or SRES A1B, Table 2 ). Figure 1 illustrates the 5 key components of the process of deriving a pattern-scaling set in the case of the UKMO-HadGEM1 GCM.
In general, our climate patterns represent absolute changes. However, for precipitation, we make one additional calculation which results in data normalisation. This is to circumvent the problem of particularly large biases in the description of the current precipitation regime by some GCMs ( 
Furthermore, the adjustment of Eqn. (2) was performed for each grid box g, month m and GCM i, after smoothing in time and space (averaging over the grid box and its immediate neighbourhood: gS, and across three months mS). This reduce 15 significantly the number of artefacts caused by occasional division by near 0. The remaining few cases of high and low divergence (i.e. PCRU,XXc/PGCM,XXc) were capped at 5 and 0.2. Snow was scaled according to the same scaling factor as total precipitation. The final patterns set is available in two versions: with precipitation normalised by Eqn. (2), and without this.
As a last step, in four cases when available GCMs data had one or two non-key variables missing (Table 1) , the gaps were filled in with across-assembly means. 20
Results
Energy balance parameters
The five key EBM parameters are presented in Table 2 . In most cases (17) climate sensitivity over ocean (λo, Wm -2 K -1 ) is higher than over the land (λl, Wm
). The reverse trend is well pronounced in three models (CSIRO-Mk3.5, MIROC3.2highres, MRI-CGCM2.3.2). Climate sensitivity over land varies five-fold between models and is the lowest in 25 ECHO-G, UKMO-HadCM3, CGCM3.1(T47) and the highest in BCCR-BCM2.0, PCM, FGOALS-g1.0, although 2/3rds of the models have a much narrower range 0.9-1.7 Wm -2 K -1 . The most varying variable is ocean diffusivity (κ, Wm
which determines the ability of the ocean to extract heat from the climate system through diffusion. Even after excluding the two most extreme cases, the range remains high: from 270 (HadCM3, CGCM3.1(T47)) to 2800 Wm-1K-1 (CSIRO-Mk3.0).
The most extreme value of 11000 Wm -1 K -1 is for the FGOALS-g1.0 GCM, which clearly stands out from the assembly. This 30
Geosci. Model Dev. Discuss., doi:10.5194/gmd-2016 Discuss., doi:10.5194/gmd- -221, 2016 Manuscript under review for journal Geosci. Model Dev. Published: 25 October 2016 c Author(s) 2016. CC-BY 3.0 License. spread reflects the fact that a full understanding of oceanic flows and deeper overturning, which affects mean vertical heat transport, is still required to reduce model spread. In comparison, the land/ocean temperature increase contrast (ν) is a remarkably stable parameter, with a range 1.40-1.78 across all models.
Patterns across models, space and seasons
Across models, climate patterns of particular variables represent consistent trends when averaged spatially and across 5 months (Table 3) , with maximum four exceptions per variable (relative humidity), i.e. cases when average pattern is of opposite sign than in the majority of GCMs. The patterns capture the nature of a new emerging climate regimes, which can be characterised as warmer, wetter (but with less snowfall), cloudier and windier, with decreased relative humidity, and increased atmospheric pressure. Globally, relative humidity stands out as the variable with the highest uncertainty in the magnitude of change, with SD across the models exceeding the mean. In the case of other variables apart from longwave 10 downward radiation and air temperature near surface (RLDS, TAS, with very small spread) the magnitude of standard deviation is similar (62-88 % of the mean).
In the case of each GCM, the patterns represent a unique regional and seasonal distribution of change in surface meteorology in a greenhouse-gas enriched atmosphere. To present these differences, we focus on two of the strongest drivers of terrestrial ecosystems change (and co-incidentally, which are also having the largest influence on society in general) -that is 15 adjustments to temperature and precipitation. The annual mean rate of warming per degree of global warming over land Stippling in Figure 5 provides additional measure of uncertainty -it indicates when there is agreement in 90% of the models, as to whether precipitation is going to increase or decrease. This is the case over most of the land area and seasons. However, Geosci. Model Dev. Discuss., doi:10.5194/gmd-2016 Discuss., doi:10.5194/gmd- -221, 2016 Manuscript under review for journal Geosci. Model Dev. Published: 25 October 2016 c Author(s) 2016. CC-BY 3.0 License. in many dry areas and seasons where this measure is not robust due to low precipitation levels (and the signal is difficult to detect), the agreement is uncertain. Some areas stand out in this regard: large parts of South America in northern winter and summer, high northern latitudes in the summer and central Asia in autumn. That rainfall changes remain a large uncertainty in climate model projections is noted in the 4 th IPCC report (IPCC 2007) .
Explanatory power of linear approximation 5
The robustness of climate patterns is assessed by ability to reproduce the decadal GCM data. It varies widely between variables, which can be split into four categories, according to the mean Percentage Variance Explained (PVE) metric (Table   3 ). The most robust are the patterns which represent the drivers of global warming: temperature and long-wave radiation (PVE 85.44±4.37, and 84.74±4.97, respectively). The next group consists of variables, which explain around one quarter of variance: RSDS and PS. Variables linked to availability of water: precipitation, snowfall, relative humidity, form the third 10 group (PVE 14.98±4.61, 17.96±4.67, 16.92±5.71, respectively) . The last category is represented by wind patterns (of combined variables UAS and VAS), which represent only 7.11±3.32 PVE. Wind patterns also contain the highest proportion of negative PVE (4.9%).
Overall, climate patterns of the analysed variables explain one-third of regional climate change (PVE 34.25±5.21), but signal in some models exhibits much more linearity (e.g. MIROC3.2(hires): 41.53) than in others (GISS_ER: 22.67). These 15 estimates exclude cases where the PVE statistic could not be calculated due to either a lack of data (2.8%, Table 1), or null (e.g. short-wave radiation during polar night) and extremely low values (e.g. precipitation in the dry season), accounting for 6.7% of cases.
In terms of spatial distribution of robustness of the two key variables: temperature and precipitation (Figure 6 ), it is generally the opposite. For temperature, lower PVE values occur in the North, with minimum over Greenland and North-West North 20 America (but still above 50%). The highest values occur across the Tropics. In the case of precipitation, the highest PVE occurs over the northern latitudes (above 50°N), particularly in Asia. In some Tropical areas (sub-saharan Africa, South-East Amazon) areas with relatively robust signal (PVE ~20%) are adjacent to regions where the robustness could not be estimated due to very small and erratic rainfall in the dry season.
Applications 25
The "pattern-scaling" concept was originally designed as a tool for scientists to inform policymakers, enabling investigation of expected changes in surface meteorology for a broader range of scenarios of atmospheric greenhouse gas concentrations than available in archived GCM runs. The original version of a framework capturing, in effect an interpolation methodology, was based around UKMO-HadCM3 GCM (Huntingford and Cox, 2000) . Once the IMOGEN system (Huntingford et al., framework has been to undertake global analyses of ecosystem response in a changing climate. Particular examples include quantification of wetland methane feedbacks , the impacts of changes in diffuse radiation to the land carbon sink (Mercado et al., 2009) , the effects of tropospheric ozone on plant productivity (Sitch et al., 2007) , the significance of energy crop planting on future atmospheric CO2 concentration (Hughes et al., 2010) and how alternative mixtures of changes in atmospheric composition, even corresponding to identical radiative forcing changes, can have very 5 contrasting impacts on land surface carbon stocks .
The potential for Amazon forest collapse, or "die-back", remains an iconic concern for potential climate change impacts.
Such a possibility has been identified in a combined climate-carbon cycle climate model UKMO-HadCM3LC . Later, the robustness of predictions of Amazon 'dieback' were investigated with IMOGEN and the original UKMO-HadCM3 patterns (Huntingford et al. 2008) , by analysing the vegetation response to (i) some limited uncertainty via 10 prescribed bounds in the parameterisations of the atmospheric component of UKMO-HadCM3 (related to HadCM3LC), (ii) description of canopy radiation interception -"big leaf" versus "multilayer" and (iii) representation of vegetation dynamics using an area based model and an individual based model. All simulations show a fairly robust dieback. More recently, a set of the climate patterns described in this paper were used to analyse the potential for tropical rainforest "die back". Whilst IMOGEN framework allows testing hypotheses in more advanced land surface configurations, such as JULES 20 (Mercado et al., 2007) , the major advantage of routine utilisation of the full set of patterns described in this paper is that any assessment of uncertainty in how the land surface may function, for different levels of atmospheric greenhouse gases, can be now understood in the context of the full spectrum of uncertainty implicit in climate models from different GCM research centres. To aid this even further, ultimately the analysis of Sitch et al. (2008) , in which the IMOGEN system is used to diagnose uncertainty in representation of future plant biogeography and climate-carbon cycle feedbacks using five 25 Dynamical Global Vegetation Models (DGVMs), but combined with only a single set of climate models patterns based on UKMO-HadCM3, can be re-visited. If each DGVM modelling centre could operate their latest DGVM configuration, across the range of emulated GCMs, then this would give a fuller estimate of the balance between implications of uncertainty in climate and uncertainty in terrestrial ecosystem response and its feedbacks on the global carbon cycle. of the future land carbon storage to thermal acclimation of plant photosynthesis (Mercado et al., in preparation) . This is a noted major deficiency in current large-scale terrestrial models (Booth et al 2012; Huntingford et al., 2013a; Smith and Dukes 2013) . In addition, the assessment of newly available enhanced description of leaf dark respiration (Atkin et al., 2015) is needed, as well as the inclusion of both Nitrogen and Phosphorus constraints to plant productivity in tropical ecosystems (e.g. Mercado et al., 2011) , and inclusion of a full representation of a coupled Carbon-Nitrogen cycle in JULES (Zaehle et al 5 2010) . Furthermore, it is desirable to test the effects of adding height competition into the vegetation dynamics module of JULES, in order to add ecological succession modelling (Smith et al 2001; Moorecroft et al 2001) , along with assessing the impacts of improved representation of stomatal conductance (Medlyn et al 2011; Kala et al 2015) and plant hydraulics (Sperry et al. 2015 ) on simulated land carbon-and water-cycles to climate. The later could extend as far as testing any hormonal signalling in the hydraulic linkages between soil moisture and stomata response; an effect well known by the 10 physiological community but hereto never tested in a full large-scale gridded land surface model (Huntingford et al., 2015) .
Finally, impacts of introducing a better representation of plant functional types and plant trait variation across space and time (Verheijen et al 2015) on simulated land carbon should also be considered.
Discussion
In this paper we present a "pattern scaling set", consisting of spatially explicit climate change patterns and EBM calibration 15 parameters, which together represent 22 GCMs of the WCRP CMIP3 database . This data set extends the use of the IMOGEN climate impacts assessment tool to scan across uncertainty in climate models. Despite relying on a set of simple assumptions, the tool can capture a significant part of the predicted changes in surface meteorology. Terrestrial ecosystem response studies can use this modelling framework to gain new insights into how the land surface component of the Earth system functions. 20
An important aspect of the presented work is the comprehensive study of pattern's robustness, i.e. their ability to capture variability of climate simulated by GCMs. The fact that together the set of considered variables capture 1/3rd of decadal variability in monthly averages, suggests that it is a technique with a significant potential, especially since it allows a large reduction in input data and computation requirements through removal of the time dimension. Overall, the presented patterns . This applies to both the multi-model mean changes in surface climate, as well as the degree of agreement between the models (stippling in Figure S3 ).
However, the ability of climate patterns to capture the course of changes varies significantly between the modelled climate variables. In contrast to temperature change (85.44±4.37% of variability explained by climate patterns), change in precipitation, which is amongst critical aspects of climate change, is generally relatively difficult to capture in this linear 30 methodology. Into a large extent this is a consequence of the fact that the original GCM results are also relatively Geosci. Model Dev. Discuss., doi:10.5194/gmd-2016 Discuss., doi:10.5194/gmd- -221, 2016 Manuscript under review for journal Geosci. Model Dev. Published: 25 October 2016 c Author(s) 2016. CC-BY 3.0 License. inconsistent as regards precipitation. In climate patterns this uncertainty is further exacerbated, and in consequence overall 85% of variability remains unexplained, although it should be noted that in some regions seasonal precipitation patterns explain up to 75% of variability (generally at high northern latitudes). The very poor performance in precipitation estimation over dry zones is in part because it is not possible to capture the trend through what are very low precipitation levels. In these areas, the mean change over decades gives low PVE values, as any change in very small current absolute precipitation can 5 result in high relative deviations from preindustrial levels. In such circumstances, precipitation is very much dominated by inter-annual fluctuations which mean scaling cannot be captured well.
The presented work is an attempt to unify the spatially heterogeneous GCM data resource. Placing on a common grid brings strong benefits to the IMOGEN tool. However as a result of the applied procedure for re-gridding combined with land mapping (see Supplementary Material), the calculated regional patterns represent areas that are comprised fully of land, 10 while in much of original GCM data grid-boxes represents a mix of land and ocean. The total land fraction in the presented spatial patterns (i.e. 1-f) is slightly increased, mainly because some mixed land/ocean areas are replaced by land-only estimates to match the UKMO-HadCM3 grid with grid-boxes of either pure land or ocean (see Figure S1 ). This increases the average grid-box warming, due to diminished representation of the oceanic heat uptake. As a result, the fitting procedure yields regional warming patterns (column "TAS" in Table 3 ) which, when area-weighted, overall return a value slightly 15 larger than 1.0 K/K. However, this effect has no impact on the global energy budget in the IMOGEN framework, which is resolved independently with EBM.
There are a number of potential methodological enhancements that can be implemented in the next version of the dataset including the way it is utilised by the IMOGEN framework. For example, so far the natural variability around the trend in IMOGEN is simulated through a daily "weather generator" component, under the assumption that the spread remains within 20 the set bounds. However in reality the signal in GCM runs can not only adjust the mean but also the variability itself. This suggests that future research, at least for some variables, additional patterns might be needed that capture variability changes.
Furthermore, an extra set of patterns to capture longer-term inter-annual or inter-decadal variability, over and beyond linear changes, could be considered. Model outputs have, until recently, been continuously added to the newer CMIP5 database; pattern-scaling against those newer GCMs can now be undertaken. 25
Global temperature changes due to atmospheric gas composition that adjusts radiative forcing is achieved through a small number of parameters in a global energy balance model. However aerosols in particular cause problems for this, as the gases are not well-mixed, unlike greenhouse gases. Instead they show strong spatial variation and thus make strong regional variation in radiative forcing, unlike the relatively spatially homogenous greenhouse gases. Shiogama et al. (2010) showed that pattern-scaling is less reliable in the case of precipitation than for temperature in part because precipitation is more 30 sensitive to aerosol forcing. A potential improvement in the presented method in this regard is to use additional spatial masks for aerosol-affected regions.
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In terms of many metrics, pattern-scaling is a method that can approximate the vastly more complex GCM frameworks.
However this comes with caveats as to its limitations (Good et al., 2015) . For example, local climatic feedbacks are not constant in time, and different components of the climate system respond on different timescales (Chadwick & Good, 2013) .
Nevertheless, as long as used aware of its limitations, its simplicity, availability and computational speed of operation does allow for intermediate analysis before operation of full-complex GCMs with new land surface parameterisation. This paper 5 takes the further step of adding to its capability the scanning across of a large set of GCMs emulated.
In addition to sources of uncertainty which are linked to methods and the assumptions made, there is uncertainty linked directly to input data quality. For example, the decision to use 20C3M and SRES scenario to derive patterns, and the idealised scenario of 1% annual CO2 increase to calibrate the EBM model, reflects a compromise between the accuracy of patterns and forcings. It could be argued that ideally both the patterns and the calibration parameters should be derived from 10 the same set of GCM runs. However, since the SRES runs are longer (12 decades with part of the 20C3M run), therefore they are a relatively better source for detection of the linear trend (Mitchel 2003), whereas for one-third of GCMs a necessary alternative would be the idealised scenario of 1% annual CO2 increase to double levels which provides only 7 decades. On the other hand, the idealised CO2 increase scenarios are a better basis for energy balance model calibration for rigorous studies on the impacts of various CO2 emission pathways, because the definition of SRES forcings varies between 15 modelling groups (they often encompass atmospheric aerosols) and they are generally poorly documented.
Ultimately, a better dataset is likely to be the CMIP5 ensemble. This formed the basis of the recent 5th IPCC report (IPCC, 2013) using diagnostics available at that time, and is a database only recently completed, has much potential to improve the performance of the described pattern-scaling framework. Aside from the fact that the models themselves have improved, more scenarios are considered, allowing better handling of forcings other than CO2, and data availability is better. For this 20 reason, the main next enhancement of the IMOGEN system is to migrate over to the CMIP5 dataset. With preparations now starting for the 6th IPCC report, and new simulations being made for that, it is timely to consolidate, and calibrate a new set of patterns for the CMIP5 family of GCMs, building on the analysis presented in this paper.
Data Availability
The IMOGEN patterns and EBM parameters, along with documentation, are available for full download from the UK 25
Environmental Information Data Centre (EIDC) http://doi.org/10.5285/4e8f3459-4101-4c85-a598-80b3c739f580
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PZ performed the fitting of the patterns and EBM parameters against the CMIP3 database. CH developed the overall IMOGEN model framework. LMM advised on impacts applications and NS aided with context placing of the analysis in terms of other GCM emulation systems. All authors contributed towards writing the manuscript. Table 1 . Availability of WCRP CMIP3 data for the climate patterns study, and characteristics of models' depiction of land and water areas (variable sftlf). Land/water transition is either continuous (cont.) or abrupt (binary mask -bin.). The first characteristic in column "Land mask" pertains to coastlines, whereas the second -to inland waters. The codes in column "Data gaps and issues" are: Mmissing, E -4D variable (surface values need to be extrapolated), G -data gaps, R -some data needed resizing. The first column presents which runs (experiments) were used to derive the parameters, listed in the following columns: (i) an ocean effective thermal diffusivity which determines the uptake of energy, κ (Wm -1 K -1 ), (ii) a constant ratio of mean land and ocean surface (SST) rate of warming, ν, (iii-iv) climate sensitivity over land λl and ocean λo (W m -2 K -1 ), and (v) f , which is ocean fraction i.e. one minus land fraction including Antarctica. The last column presents GCM-specific ratios of warming aver all land per degree of global 5 warming. in A. Climate sensitivities over land λl and ocean λo, as well as the ratio of land to ocean warming rate, ν, (pink lines) are derived directly from GCM run data (black curves, 1% run). The fourth parameter, an ocean effective thermal diffusivity, κ, determines modelled oceanic temperature profile. The κ value is selected based upon comparing calculated values of top-of profile temperature against global mean SST changes projected by UKMO-HadGEM1 1% run (shown). C: Example local fitting of patterns of temperature and precipitation, found as regression coefficients (coloured straight lines) against calculated changes in mean temperature over land from UKMO-HadGEM1. Two 10 representative grid-boxes in Mediterranean Europe and Tropical Africa are shown. Coloured symbols are decadal mean monthly values from the UKMO-HadGEM1 SRES A2 run, whilst the grey markers represent data from the 20C3M simulation, which were used to normalize to temperature and precipitation change, and are also corresponding to CRU normals (years 1961-90) . Regression "pattern" fit is forced through [0,0] point, as in diagrams.
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