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MEAN CONVERGENCE OF ORTHOGONAL FOURIER SERIES
AND INTERPOLATING POLYNOMIALS
PE´TER VE´RTESI AND YUAN XU
Abstract. For a family of weight functions that include the general Jacobi
weight functions as special cases, exact condition for the convergence of the
Fourier orthogonal series in the weighted Lp space is given. The result is
then used to establish a Marcinkiewicz-Zygmund type inequality and to study
weighted mean convergence of various interpolating polynomials based on the
zeros of the corresponding orthogonal polynomials.
1. Introduction
Let dα be a finite nonnegative measure on [−1, 1]. We consider the Fourier
orthogonal expansion with respect to dα and weighted Lp convergence of the inter-
polation polynomials based on the zeros of orthogonal polynomials with respect to
dα.
Throughout this paper we denote by Lp(dα) the space of measurable function f
such that
‖f‖dα,p =
(∫ 1
−1
|f(x)|pdα(x)
)1/p
, 0 < p <∞,
is finite. We assume that ‖f‖∞ is the usual uniform norm for the continuous func-
tions. If dα = wdt, we may write ‖f‖w,p instead of ‖f‖dα,p. Let pn(dα) denote the
orthonormal polynomial of degree n with respect to the measure dα on [−1, 1]. The
zeros of pn(dα) are distinct real numbers, denoted by x1n(dα), x2n(dα), . . . , xnn(dα),
in (−1, 1). For any given function f on [−1, 1], we let Ln(dα; f) denote the unique
Lagrange interpolation polynomial of degree n− 1 that agrees with f at xkn(dα),
1 ≤ k ≤ n.
Let dβ be another measure defined on [−1, 1]. We are interested in the precise
condition on dβ and dα that will ensure the convergence of Ln(dα; f) in the L
p(dβ)
norm for f ∈ C[−1, 1]. This question was addressed by many authors (see [5, 6, 10,
11, 13] for historical account). In [6], Nevai solved the problem for the case that α′
and β′ are generalized Jacobi weight functions, defined by
(1.1) w(x) = h(x)
r+1∏
i=0
|x− ti|Γi , −1 = t0 < t1 < . . . < tr < tr+1 = 1,
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where h is a positive continuous function on [−1, 1] and the modulus of continuity
ω of h satisfies
∫ 1
0 (ω(t)/t)dt < +∞. The condition for the convergence of Ln(dα; f)
in Lp(dβ), 0 < p <∞, is given by
(1.2) (α′
√
1− x2)−p/2β′ ∈ L1.
Since then this result has been extended in several directions, to other interpolation
process and to more general weight functions (see, for example, [5, 6, 10, 11, 13]
and the reference therein). It turned out ([13]) that one way of proving such results
is to use a Marcinkiewicz-Zygmund type inequality. In the simplest case, such an
inequality takes the form of
‖P‖dβ,p ≤ c
(
n∑
k=1
ck,n|P (xkn(dα)) |p
)1/p
,
where P is any polynomial of degree at most n − 1 and ck,n are certain (precisely
known) nonnegative numbers. For α′ and β′ being generalized Jacobi weight func-
tions, the inequality was proved in [13] under the precise condition (1.2) for the
convergence of Ln(dα; f); furthermore, it was extended to include derivative values
in the right hand side so that the convergence of Hermite interpolation polynomials
can be derived.
We will try to establish the Marcinkiewicz-Zygmund type inequality for more
general weight functions. To be sure, this has been done in [5]; but the result there
requires an additional condition other than (1.2), namely, (α′
√
1− x2)q/2β′q−1 ∈
L1, where p−1+ q−1 = 1. To establish the inequality, one way is to use the bound-
edness of the orthogonal Fourier expansion. For f ∈ L2(dα), such an expansion is
given by
(1.3) f ∼
∞∑
n=0
cn(f)pn(dα), cn(f) =
∫ 1
−1
f(t)pn(dα; t)dα.
Let Sn(dα; f) denote the n-th partial sum of the expansion. The convergence of
the Fourier expansion amounts to the uniform boundedness of Sn(dα; f). Find-
ing the precise conditions for the boundedness of ‖Sn(dα; f)‖dβ,p is an interesting
problem in itself. By the Christoeff-Darboux formula, the kernel Kn(x, y) of this
operator has a singularity at x = y. To overcome the problem of the singularity,
[13] established the following inequality∫ 1
−1
∣∣∣ ∫ 1
−1
g(y)
x− y dy
∣∣∣pUp(x) dx ≤ c ∫ 1
−1
|g(x)|pV p(x) dx,
in which U and V are the generalized Jacobi weight functions in (1.1). This is an
inequality for the Hilbert transform defined by
H(g;x) = lim
ε→0
∫
|x−y|≥ε
g(y)
x− ydy, g ∈ L
1.
In [3], double weight inequality for the Hilbert transform on [0,∞) is proved for
general weight functions, the so-called Ap weight. Although the results in [3] do not
apply to weight functions (1.1) directly, we show that they can be used to establish
inequalities for weight functions that are more general than the weight function in
(1.1) (see, for example, (2.2) and Definition 3.6), which in turn gives the result on
mean convergence of various interpolating polynomials.
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The paper is organized as follows: In the next section we fix the notation and
state the preliminary. In section 3 we prove a double weight inequality for the
Hilbert transform. The Fourier orthogonal series is studied in Section 4. The
Marcinkiewicz-Zygmund inequalities are proved in Section 5, followed by the dis-
cussion on the mean convergence of interpolating polynomials in Section 6.
2. Notation and Preliminary
Throughout this paper we denote by Πn the space of polynomials of degree at
most n and by Π the space of all polynomials. We will use constants c, c1, c2 . . .
to denote generic constants that depend only on weight functions and other fixed
parameters involved, their values may vary from line to line. The notation A ∼ B
means |A−1B| ≤ c and |AB−1| ≤ c.
2.1. Weight function. First we define the weight functions that we shall deal
with in this paper.
Definition 2.1. A function w is called a generalized Jacobi weight function (w ∈
GJ in short) if, for t ∈ (−1, 1),
(2.1) w(t) = h(t)
r+1∏
i=0
[τi(|t− ti|)]ai , −1 = t0 < t1 < . . . < tr < tr+1 = 1,
where ai ∈ R and τi are nondecreasing, continuous semi-additive functions, τi(0) =
0, h is a nonnegative function that satisfies h ∈ L∞[−1, 1] and 1/h ∈ L∞[−1, 1]
(we do not assume that w ∈ L1[−1, 1]).
A measure dα = α′dt is called a GJ measure if α′ ∈ GJ and α′ ∈ L1[−1, 1].
Throughout the paper we often write w ∈ GJ as
(2.2) w(t) = h(t)
r+1∏
i=0
wi(|t− ti|), wi(t) = [τi(t)]ai ,
and impose conditions on wi(t) instead on τi.
Definition 2.2. Let w ∈ GJ as in Definition 2.1. For i = 0, 1, . . . , r + 1, consider
(1) τi(t) is concave; that is, τi(t) + τi(s) ≤ 2τi((t+ s)/2);
(2)
∫ δ
0
wi(s)ds = O(δwi(δ)), δ → +0;
(3) ω(h; δ)∞δ
−1 ∈ L1[0, 1] or ω(h, δ)2 = O(
√
δ), δ → +0, where ω is a
modulus of continuity.
We say w ∈ GJ1 if it satisfies (1), w ∈ GJ2 if it satisfies (2), and w ∈ GJ3 if
it satisfies (3). We call w an admissible GJ weight function if it satisfies all three
conditions.
If all τi(t) = t, then w ∈ GJ is precisely the usual generalized Jacobi weight
function in (1.1), which is an admissible GJ weight function. Another family of GJ
weight functions is given as follows.
Definition 2.3. Let Γi and γi be real numbers. We denote by GJ log the collection
of the GJ weight functions
(2.3) w(t) = h(t)
r+1∏
i=0
|t− ti|Γi logγi e|t− ti| .
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The weight function w ∈ GJ log is in GJ2 if Γi > −1, 0 ≤ i ≤ r+1 ([5, p. 328]).
Furthermore, Γi > −1, 0 ≤ i ≤ r + 1 is necessary for w ∈ GJ2 and w ∈ L1. We
note that this condition is slightly stronger than w ∈ L1. Also, w ∈ GJ log is in
GJ1 if, say, γi/Γi ≥ 0. We often write Γi(w) or Γi(dα) in place of Γi to emphasis
that they are parameters of w or dα, respectively, of the above form.
For some results we also need one more restriction on the weight functions.
Definition 2.4. If w ∈ GJ can be written as w = u/v such that both u and v are
in the form of (2.1) with positive exponents, and v satisfies∫ δ
0
1
vi(s)
ds = O
(
δ
vi(δ)
)
, 0 ≤ i ≤ r + 1, v(t) = h(t)
r+1∏
i=0
vi(|t− ti|),
then we say that w ∈ GJ4.
As an example, we point out that weight functions w in (2.3) are GJ4 weight
functions if Γi > −1.
Throughout this paper, we reserve the notation ϕ for the functions
ϕ(x) =
√
1− x2 and ϕ(n, x) =
√
1− x2 + n−1, −1 ≤ x ≤ 1.
Furthermore, for w ∈ GJ as in (2.2), we define
(2.4) w(n, t) =
w0(
√
1− t+ n−1)wr+1(
√
1 + t+ n−1)√
1− t2 + n−1
r∏
i=1
wi(|t− ti|+ n−1).
2.2. Orthogonal polynomials. We consider orthonormal polynomials pn(dα) ∈
Πn with respect to dα = α
′dt and α′ ∈ GJ ; that is,∫ 1
−1
pn(dα; t)pm(dα; t)dα = δn,m.
We assume that the zeros xkn(dα) of pn(dα) take the order
−1 < xnn(dα) < xn−1,n(dα) < . . . < x1,n(dα) < 1.
The Christoeff function λn(dα) with respect to dα is defined by
λn(dα; t) = min
P∈Πn−1
1
|Pn(t)|2
∫ 1
−1
|P (x)|2w(x)dx.
The numbers λkn(dα) = λn(dα;xkn) are called the Cotes numbers, which appear
in the Gauss quadrature formula
n∑
k=1
P
(
xkn(dα)
)
λkn(dα) =
∫ 1
−1
P (t)dα, p ∈ Π2n−1.
Further assumption on the weight function is needed to get bounds on these quan-
tities.
Lemma 2.5. Let dα be an admissible GJ measure. Then
|pn(dα;x)| ≤ c α′(n, x)−1/2ϕ(n, x)−1/2
uniformly for −1 ≤ x ≤ 1 and
|p′n(dα;xkn)| ∼
n
ϕ(n, xkn)
1[
α′(n, xkn)ϕ(n, xkn)
]1/2
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uniformly for 1 ≤ k ≤ n, where xkn = xkn(dα), and
λn(dα;x) ∼ 1
n
α′(n, x)ϕ(n, x)
uniformly for −1 ≤ x ≤ 1.
For the proof of these estimates, see [1, 5]. It should be pointed out that some
of the estimates hold for more general weight functions, or hold under weaker
conditions for the weight functions in Definition 2.2. For example, for the estimate
of λn(dα;x), only α
′ ∈ GJ2 is needed. See the discussions in [5].
Let w ∈ GJ , for a fixed d > 0, we define ∆n(ε) by
(2.5) ∆n(ε) = [−1 + εn−2, 1− εn−2]
∖ r⋃
i=1
[ti − εn−1, ti + εn−1].
We shall use χE to denote the characteristic function of a set E. The following
lemma is a simplified version of Theorem 3.5 in [5].
Lemma 2.6. Let dβ be a GJ2 measure and u ∈ GJ . Then for each 0 < p < +∞
there exists an ε0 > 0 such that for every fixed ε, 0 < ε ≤ ε0, and for P ∈ Πn,∫ 1
−1
|P (t)|pu(n, t)dβ ≤ c
∫
∆n(ε)
|P (t)|pu(n, t)dβ, n ≥ n0.
The next lemma gives an inequality for the quadrature sum of polynomials:
Lemma 2.7. Let α′ be an admissible GJ measure and v ∈ GJ2 ∩GJ4. Then for
1 ≤ p <∞,
n∑
k=1
λkn (v, xkn(dα)) |P (xk,n(dα))|p ≤ c
∫ 1
−1
|P (x)|pv(x)dx
for every P ∈ Πmn, where m is a fixed positive integer and c is independent of P
and n.
Finally, there is the inequality of Bernstein-Markov type for general weight func-
tions.
Lemma 2.8. Let dα be a GJ4 measure and w ∈ GJ . Let 0 < p < ∞. Then for
arbitrary P ∈ Πn and integer j ≥ 1,∫ 1
−1
∣∣∣P (j)(x)ϕj(n, x)∣∣∣p w(n, x)ϕ(n, x)dα ≤ cnjp ∫ 1
−1
|P (x)|pw(n, x)ϕ(n, x)dα.
The last two results have been studied by several authors for various weight
functions. In its present generality, it appears as [5, Theorem 3.6] and [5, Theorem
2.D]. See also [4] for some of the above inequalities with doubling weight.
3. Weighted inequalities for the Hilbert transform
We start with a result on the Hilbert transform proved in [3] for general weight
functions defined on [0,∞).
Lemma 3.1. Let U and V be nonnegative weight functions defined on [0,∞), and
there exists a constant A such that either
(3.1) U(x) ≤ AU(y) and V (x) ≤ AV (y), x ≤ y ≤ 2x, x > 0,
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or the similar inequalities with ≥ in place of ≤ hold. Let 1 < p <∞ and fV ∈ Lp.
Then there is a constant c independent of f such that
(3.2)
∫ ∞
0
∣∣∣∣
∫ ∞
0
f(y)
x− y dy
∣∣∣∣
p
Up(x)dx ≤ c
∫ ∞
0
|f(x)|pV p(x)dx,
if for every interval I ⊂ [0,∞),
(3.3)
[∫ ∞
0
|I|p−1[U(x)]pdx
(|I|+ |x− xI |)p
] [
1
|I|
∫
I
[V (x)]−qdx
]p−1
≤ B,
and
(3.4)
[
1
|I|
∫
I
[U(x)]pdx
] [∫ ∞
0
|I|q−1[V (x)]−q
(|I|+ |x− xI |)q dx
]p−1
≤ B,
where q = p/(p − 1), |I| denotes the length of I, xI is the center of I and B is
independent of I.
The lemma is stated in [3, Theorem 8] with the integral of the Hilbert transform
in the left hand side. The proof there shows that the above version holds. By
translation and truncation, it is possible to state a version of this theorem for the
interval [−1, 1]. However, the condition (3.1) does not hold for GJ weight function.
Our main result in this section is a double weight inequality for the GJ weight
functions. The following two lemmas will be useful ([3, p. 281 and 282]).
Lemma 3.2. Let 1 ≤ p < ∞ and fV ∈ L1. There is a finite c, independent of f ,
such that ∫ ∞
0
∣∣∣∣
∫ x
0
f(t)dt
∣∣∣∣
p
Up(x)dx ≤ c
∫ ∞
0
|f(x)|pV p(x)dx
if and only if there is a finite B, independent of δ, such that for δ > 0,
(3.5)
[∫ ∞
δ
[U(x)]pdx
] [∫ δ
0
[V (x)]−qdx
]p−1
≤ B.
Lemma 3.3. Let 1 ≤ p <∞ and fV ∈ Lp. There is a finite c, independent of f ,
such that ∫ ∞
0
∣∣∣∣
∫ ∞
x
f(t)dt
∣∣∣∣
p
Up(x)dx ≤ c
∫ ∞
0
|f(x)|pV p(x)dx
if and only if there is a finite B, independent of δ, such that for δ > 0,
(3.6)
[∫ δ
0
[U(x)]pdx
] [∫ ∞
δ
[V (x)]−qdx
]p−1
≤ B.
Our main result in this section is the following theorem, in which Ui are parts
of U as in the notation (2.2).
Theorem 3.4. Let U and V be GJ weight functions. Let 1 < p <∞ and gV ∈ Lp.
Then there is a constant c independent of f such that
(3.7)
∫ 1
−1
∣∣∣∣
∫ 1
−1
g(y)
x− y dy
∣∣∣∣
p
Up(x)dx ≤ c
∫ 1
−1
|g(x)|pV p(x)dx,
if there is a B, independent of δ, such that for δ > 0,
(3.8)
[∫ 1
0
Upi (t)dt
(δ + t)p
] [∫ δ
0
V −qi (t)dt
]p−1
≤ B, 0 ≤ i ≤ r + 1,
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and
(3.9)
[∫ δ
0
Upi (t)dt
] [∫ 1
0
V −qi (t)
(t+ δ)q
dt
]p−1
≤ B, 0 ≤ i ≤ r + 1.
Proof. Recall that ti are fixed numbers, −1 = t0 < t1 < . . . < tr < tr+1 = 1. We
write ∫ 1
−1
∣∣∣ ∫ 1
−1
g(y)
x− y dy
∣∣∣pUp(x) dx = r∑
i=0
∫ ti+1
ti
∣∣∣ ∫ 1
−1
g(y)
x− y dy
∣∣∣pUp(x) dx
≤ c
r∑
i=0
∫ ti+1
ti
∣∣∣ ∫ 1
−1
g(y)
x− y dy
∣∣∣pUpi (|x− ti|)Upi+1(|x − ti+1|)dx.
For each i, we then break the inner integral of the last expression into three integrals
over (−1, ti), (ti, ti+1) and (ti+1, 1), respectively, and estimate the corresponding
terms separately.
We estimate the middle part first. Changing variables
x− ti = ti+1 − ti
1 +X
, y − ti = ti+1 − ti
1 + Y
in the integrals gives
Ji :=
∫ ti+1
ti
∣∣∣ ∫ ti+1
ti
g(y)
x− y dy
∣∣∣pUpi (|x− ti|)Upi+1(|x− ti+1|)dx
=
∫ +∞
0
∣∣∣ ∫ +∞
0
g(y)
X − Y
X + 1
Y + 1
dY
∣∣∣pUpi
(
ti+1 − ti
X + 1
)
Upi+1
(
ti+1 − ti
X + 1
X
)
ti+1 − ti
(X + 1)2
dX.
If we can apply Lemma 3.1 with f(Y ) = g(y)/(1+ Y ) and with u and v in place of
U and V , where
up(X) := Upi
(
ti+1 − ti
X + 1
)
Upi+1
(
ti+1 − ti
X + 1
X
)
(X + 1)p−2
vp(X) := V pi
(
ti+1 − ti
X + 1
)
V pi+1
(
ti+1 − ti
X + 1
X
)
(X + 1)p−2,
then we will end up with the desired estimate
Ji ≤ c
∫ +∞
0
|g(x)|p
∣∣∣pV pi
(
ti+1 − ti
X + 1
)
V pi+1
(
ti+1 − ti
X + 1
X
)
ti+1 − ti
(X + 1)2
dX
= c
∫ ti+1
ti
|g(y)|pV pi (|y − ti|)V pi+1(|y − ti+1|)dy ≤ c
∫ ti+1
ti
|g(y)|pV p(y)dy.
The functions Ui and Vi satisfy (3.1) automatically, since τi in the Definition 2.1 is
nondecreasing so that Ui and Vi are either nondecreasing or nonincreasing. Thus,
we only need to verify that the conditions (3.3) and (3.4) of Lemma 3.1 are satisfied
with u and v in place of U and V . First we note that the change of variables leads
to up(x)/(1+X)p ∈ L1[0,∞) and v−q(x)/(1+X)q ∈ L1[0,∞), since (3.8) and (3.9)
with a fixed δ shows that Up ∈ L1 and V −q ∈ L1. Hence, if |I| is fixed, then the
inequality |I|+ |X −XI | ≥ c(1 +X) shows that the (3.3) and (3.4) holds trivially.
Thus, we need to consider only the following two cases:
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Case 1. I = (0, 2δ), δ < 1/2. Using the fact that |I|+ |X −XI | = 2δ + |X − δ| ≥
(1 +X)/2 if X > 1, the left hand side of (3.3) is bounded by
c+
(∫ 1
0
[u(X)]p
(δ + |X − δ|)p dX
)(∫ 2δ
0
[v(X)]−qdX
)p−1
≤ c+ c

∫ 1
0
[
Ui+1
(
ti+1−ti
1+X X
)]p
(2δ + |X − δ|)p dX

(∫ 2δ
0
[
Vi+1
(
ti+1 − ti
1 +X
X
)]−q
dX
)p−1
≤ c+ c
(∫ 1
0
[Ui+1(x)]
p
(x+ δ)p
dx
)(∫ 2δ
0
[Vi+1(x)]
−q
dx
)p−1
.
The last expression is bounded by (3.9). The inequality (3.4) in the case of I ⊂
(0, 2δ) is established similarly.
Case 2. I = (s,R), s < R, R can be arbitrarily large. If X ≤ R/2, then |I|+ |X −
XI | = (R − s) + |X − (R + s)/2| ≥ R− s/2 ≥ X + 1; so that∫ R/2
0
[u(X)]p
(δ + |X − δ|)p dX ≤
∫ R/2
0
[u(X)]p
(1 +X)p
dX ≤ c,
as up/(1 + X)p ∈ L1[0,∞). The left had side of (3.3) is bounded since changing
variables from X and Y back to x and y shows that
∫ ∞
R/2
[u(X)]p
(δ + |X − δ|)p dX ≤ c
∫ ∞
R/2
[Ui
(
ti+1−ti
1+X
)
]p
(δ + |X − δ|)p (1 +X)
p−2dX
≤ cδp
∫ ti+δ
ti
[Ui(|x− ti)]p
(δ + |x− ti|)p dx = c
∫ δ
0
[Ui(t)]
pdt,
where δ = (ti+1 − ti)/(1 +R/2) and we have used the fact that
(R− s) + |X − (R+ s)/2| ≥ R/2 +X − s ≥ (R+X + 1)/4,
and since by −q(p− 2)/p = q − 2,∫ R
s
[v(X)]−qdX ≤
∫ R
s
[
Vi
(
ti+1 − ti
1 +X
)]−q
(1 +X)q−2dX
≤ c
∫ ti+ρ
ti+δ
[Vi(|x− ti|)]−q dx|x− ti|q ≤ c
∫ ρ
δ
[Vi(t)]
−q dt
tq
≤ c
∫ 1
0
[Vi(t)]
−q
(t+ δ)q
dt,
where ρ = (ti+1− ti)/(1+R) and δ is as above, so that the boundedness of the left
hand side of (3.3) follows from (3.9). The inequality (3.4) is established similarly.
Consequently, we have justified the use of Lemma 3.1 and the bound of Ji.
Next, let t¯i = (ti + ti+1)/2. We split the first integral as follows,∫ ti+1
ti
∣∣∣∣
∫ ti
−1
g(y)
x− ydy
∣∣∣∣
p
Ui(|x − ti|)Upi+1(|x− ti+1|)dx
≤ c
∫ ti+1
t¯i
[∫ ti
−1
|g(y)|dy
]p
Upi+1(|x− ti+1|)dx
+ c
∫ t¯i
ti
[∫ t¯i−1
−1
|g(y)|dy
]p
Upi (|x− ti|)dx+ c
∫ t¯i
ti
∣∣∣∣∣
∫ ti
t¯i−1
g(y)
x− ydy
∣∣∣∣∣
p
Upi (|x − ti|)dx.
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The first two terms can be estimated by the Ho¨lder inequality. For example, the
first term is bounded by
c
∫ ti
−1
|g(y)|pV p(y)dy
[∫ ti
−1
[V (y)]
−q
dy
]p/q ∫ ti+1
t¯i
Upi+1(|x − ti+1|)dx
≤ c
∫ ti
−1
|g(y)|pV p(y)dy.
The third term needs more work. Changing variables x − ti = X , y − ti = −Y , it
becomes a constant multiple of
L :=
∫ A
0
∣∣∣ ∫ B
0
g(y)
X + Y
dY
∣∣∣pUpi (X)dX, A = (ti+1 − ti)/2, B = (ti − ti−1)/2.
To estimate this term we need to use Lemma 3.2 and Lemma 3.3. Changing vari-
ables
X =
As
1 + s
and Y =
At
1 + t
,
and splitting the inner integral into two parts gives
L = ABp
∫ ∞
0
∣∣∣∣
∫ ∞
0
g(y)
As(1 + t) +Bt(1 + s)
1 + s
1 + t
dt
∣∣∣∣
p
Upi
(
As
1 + s
)
ds
(1 + s)2
≤ A1−pBp
∫ ∞
0
[∫ s
0
|g(y)|
s(1 + t)
1 + s
1 + t
dt
]p
Upi
(
As
1 + s
)
ds
(1 + s)2
+A
∫ ∞
0
[∫ ∞
s
|g(y)|
t(1 + s)
1 + s
1 + t
dt
]p
Upi
(
As
1 + s
)
ds
(1 + s)2
.
To estimate the first integral in the right hand side, we use Lemma 3.2 with f(t) =
g(y)/(1 + t)2 and with u and v in place of U and V , where
up(s) = Upi
(
As
1 + s
)(
1 + s
s
)p
1
(1 + s)2
and vp(s) = V pi
(
Bt
1 + t
)
(1 + t)2(p−1),
so that the term is bounded by, after changing the integral back to y,
c
∫ ∞
0
∣∣∣∣ g(y)(1 + t)2
∣∣∣∣
p
V pi
(
Bt
1 + t
)
(1 + t)2p
dt
(1 + t)2
= c
∫ B
0
|g(y)|pV pi (Y )dY = c
∫ ti
t¯i−1
|g(y)|pV pi (|y − ti|)dy.
The condition of Lemma 3.2 is verified as follows: changing variables back to X
and Y ,∫ ∞
δ
up(s)ds
(∫ δ
0
v−q(t)dt
)p−1
=
(
A
B
)p−1 ∫ A
Aδ
Upi (X)
Xp
dX
(∫ Bδ
0
V −qi (Y )dY
)p−1
≤ c
(
A
B
)p−1 ∫ A
0
Upi (x)
(x+ δ)p
dx
(∫ Bδ
0
V −qi (y)dy
)p−1
,
which is bounded by a constant by (3.8). The second term is estimated using
Lemma 3.3 with f(t) = g(y)/(t(1+ t)) and with u and v in place of U and V , where
up(s) = Upi
(
As
1 + s
)
1
(1 + s)2
and vp(s) = V pi
(
Bt
1 + t
)
tp(1 + t)p−2,
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so that the term is bounded by, after changing the integral back to y,
c
∫ ∞
0
∣∣∣∣ g(y)t(1 + t)
∣∣∣∣
p
V pi
(
Bt
1 + t
)
(t(1 + t))p
dt
(1 + t)2
= c
∫ B
0
|g(y)|pV pi (Y )dY = c
∫ ti
t¯i−1
|g(y)|pV pi (|y − ti|)dy.
The condition of Lemma 3.3 is verified similarly; it reduces to the condition (3.9).
Putting these estimates together gives the stated inequality (3.7). 
For U and V being the classical GJ weight functions, the inequality (3.7) was
proved in [13] under the conditions
Up ∈ L1, V −q ∈ L1, U(x) ≤ cV (x).
A more general result along this line is the following:
Proposition 3.5. Let 1 < p < ∞. Let U and V be GJ log weight functions in
Definition 2.3. Then the inequality (3.7) holds if pΓi(U) > −1 or −qΓi(V ) > −1
and U(t) ≤ cV (t).
Proof. The condition U(x) ≤ cV (x) is equivalent to Γi(U) ≥ Γi(V ), and γi(U) ≤
γi(V ) when Γi(U) = Γi(V ). That U
p ∈ L1 implies either pΓi(U) > −1 or pΓi(U) =
−1 and pγi(U) > −1. Hence, pΓi(U) > −1 or −qΓi(V ) > −1 implies that Up ∈ L1
or V −q ∈ L1, respectively. We show that the U and V satisfy (3.8) and (3.9) under
the given conditions.
As it is shown in [5, p. 328], that pΓi(U) > −1 and −qΓi(V ) > −1 shows Ui
and Vi satisfy
(3.10)
∫ δ
0
Upi (t)dt = O (δUpi (δ)) and
∫ δ
0
V −qi (t)dt = O
(
δV −qi (δ)
)
.
Hence, Ui(x) ≤ cVi(x) shows that∫ δ
0
Upi (t)
(t+ δ)p
dt
(∫ δ
0
V −qi (t)dt
)p−1
≤ δ−p
∫ δ
0
Upi (U)dt
(
δV −qi (δ)
)p−1
≤ c Upi (δ)V −pi (δ) ≤ c.
Note that the part of (
∫ δ
0
V −qi (t)dt)
p−1 in (3.8) is finite since V −q ∈ L1, and it is
always bounded by V −pi (δ)δ
p−1 = O(δε) for some ε > 0. We estimate the integral
of Upi on (δ, 1), ∫ 1
δ
Upi (t)
(δ + t)p
dt ≤
∫ 1
δ
Upi (t)
tp
dt.
If (Γi(U)−1)p > −1, then Up/tp ∈ L1 so that (3.8) holds trivially. If (Γi(U)−1)p =
−1, then ∫ 1
δ
Upi (t)
tp
dt =
∫ 1
δ
(
log
e
t
)γi(U)p dt
t
=
(log(e/δ))γi(U)p+1 − 1
γi(U)p+ 1
.
In this case the fact that V −pi (δ)δ
p−1 = O(δε) shows that (3.8) holds. Finally,
if (Γi(U) − 1)p < −1, we show that
∫ 1
δ (U
p
i (t)/t
p)dt = O (δ−p+1Upi (δ)) to finish
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the proof (see also [5, p. 328]). In this case, if γi(U)p ≥ 0, then since log(e/t) is
decreasing,∫ 1
δ
Upi (t)
tp
dt =
∫ 1
δ
tpΓi(U)−p
(
log
e
t
)pγi(U)
dt
≤ c
(
log
e
δ
)pγi(U) ∫ 1
δ
tpΓi(U)−pdt ≤ c δ−p+1Upi (δ),
since pΓi(U)− p+ 1 < 0. If γi(U)p < 0, we choose ε > 0 such that (Γi(U)− 1)p−
εγi(U)p < −1. Then since tε log(e/t) is increasing for t close to zero, we have∫ 1
δ
Upi (t)
tp
dt =
∫ 1
δ
tpΓi(U)−p−εγi(U)p
(
tε log
e
t
)pγi(U)
dt
≤ c
(
δε log
e
δ
)pγi(U) ∫ 1
δ
tpΓi(U)−p−εγi(U)pdt ≤ c δ−p+1Upi (δ).
Putting these estimates together, we have verified (3.8). The inequality (3.9) can
be verified similarly. 
Remark 3.1. It should be pointed out that the condition pΓi(U) > −1 and
−qΓi(V ) > −1 cannot be replaced by Up ∈ L1 and V −q ∈ L1 without further
restriction on γi(U) and γi(V ). Assume, for example, that −qΓi(V ) = −1. Then
V −q ∈ L1 holds if −qγi(V ) < −1, and we have∫ δ
0
V −qi (t)dt =
∫ δ
0
(
log
e
t
)−qγi(V ) dt
t
=
(log(e/δ))−qγi(V )+1
qγi(V )− 1 .
Here Γi(U) ≥ Γi(V ) = 1/q. If Γi(U) = 1/q then (Γi(U) − 1)p = −1 and the left
hand side of (3.8) is bounded by
(log(e/δ))
γi(U)p+1 − 1
γi(U)p+ 1
(
(log(e/δ))
−qγi(V )+1
qγi(V )− 1
)p−1
= c
(
log
e
δ
)p(γi(U)−γi(V )+1)
,
which is bounded only if γi(U)− γi(V ) + 1 ≤ 0. 
Using the same argument, by induction if necessary, one can establish the similar
result for weight functions of the type tΓi(logk(e/t))
γi , where logk t = log log . . . log t
(k fold of log). To state a more general result, we need the following definition:
Definition 3.6. A function S is called slowly varying if for any ε > 0, tεS(t)→∞
and t−εS(t)→ 0 as t→∞.
For example, S(t) = log(e/t) is a slowly varying function and so is a power of
S(t). Also, (log log e/t)γ , and more generally, the powers of logk e/t are all slowly
varying functions. A slightmodification of the proof of Proposition 3.5 gives the
following result:
Proposition 3.7. Let SUi and SVi be slowly varying functions such that either
they are increasing functions or, for any ε > 0, t−εSUi(1/t) and t
−εSVi(1/t) are
increasing for small t > 0. Then the inequality (3.7) holds if U and V are GJ2
weight with
Ui(t) = t
Γi(U)SUi(1/t) and Vi(t) = t
Γi(U)SVi(1/t), 0 ≤ i ≤ r + 1,
such that pΓi(U) > −1, −qΓi(V ) > −1, and U(x) ≤ cV (x).
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The assumption that U and V are in GJ2 replaces the condition (3.10). The
Proposition 3.5 corresponds to the case that both SUi and SVi are of the form
(log(et))pγi . If γi ≤ 0, this function is increasing; if γi ≥ 0, then ε−ε(log(e/t))pγi is
increasing.
Let us mention that the definition of the slowly varying functions may be different
in the literature. For example, in [9], it is defined as the functions that satisfy the
relation
lim
t→∞
S(λt)
S(t)
= 1, for each λ > 0.
Clearly, our condition is more relaxed. A slowly varying function S that satisfy the
above limiting condition also satisfies the following property ([9]): If S is defined
on [a,∞), a > 0, then there exists a b ≥ a such that for all t ≥ b
S(t) = exp
[
η(t) +
∫ t
b
ǫ(x)
x
dx
]
,
where η is a bounded measurable function on [b,∞) such that η(t)→ c (|c| → ∞),
and ǫ is a continuous function on [b,∞) such that ǫ(t)→ 0 as t→∞.
4. convergence of orthogonal series
Let dα be a GJ measure and we assume that α′ is in the form of (2.2)
α′(x) = h(t)
r+1∏
i=0
αi(|t− ti|), αi(t) = [τi(t)]ai .
Let Sn(dα; f) be the partial sum of the Fourier orthogonal series. By (1.3),
Sn(dα; f, x) =
n−1∑
k=0
ck(f)pk(dα) =
∫ 1
−1
f(y)Kn(dα;x, y)dα(y).
The kernel Kn(dα;x, t), by the Christoffel-Darboux formula, satisfies the formula
Kn(dα;x, y) = an−1
pn(dα;x)pn−1(dα; y)− pn(dα; y)pn−1(dα;x)
x− y ,
where an−1 is a proper constant. Our main results on the mean convergence of the
generalized Jacobi series are the following (cf. [13, I, p. 246]).
Theorem 4.1. Let dα be an admissible GJ measure and assume that αi are non-
decreasing for 1 ≤ i ≤ r and that αiϕ3 are nondecreasing for i = 0 and r + 1. Let
u,w ∈ GJ . Define U and V by
Up := wp(α′ϕ)−p/2α′ and V −q := ϕqu−q(α′ϕ)−q/2α′.
Assume that Up and V −q satisfy (3.8) and (3.9). Let 1 < p < +∞. Then
(4.1) ‖Sn(dα, f)w‖dα,p ≤ c‖fu‖dα,p
for every f such that ‖fu‖dα,p < +∞ if and only if
wpα′ ∈ L1 , u−qα′ ∈ L1 ,
wp
(
α′ϕ
)−p/2
α′ ∈ L1 , u−q(α′ϕ)−q/2α′ ∈ L1(4.2)
and
(4.3) w(x) ≤ cu(x).
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Proof. Let qn(x) denote the orthonormal polynomials associated with the measure
(1− x2) dα(x); that is, qn(x) = pn(ϕ2) dα, x). Let
h1(x, y) = pn(dα, x)pn(dα, y),
h2(x, y) =
Fn(x, y)
x− y , Fn(x, y) = (1− y
2)pn(dα, x)qn−1(y)
h3(x, y) = h2(y, x).
Following Pollard [7], the kernel Kn(dα;x, t) can be written as
Kn(dα;x, y) = αnh1(x, y) + βnh2(x, y) + βnh3(x, y),
where the numbers αn and βn depend on dα and n. Since α
′ > 0, a.e., it follows
from [8] that |αn| and |βn| are bounded by constant independent of n (cf. [7, p.
358-360]). Thus, it is sufficient to prove that
(4.4)
∫ 1
−1
∣∣∣ ∫ 1
−1
hk(x, y)f(y) dα(y)
∣∣∣pwp(x) dα(x) ≤ c‖fu‖pdα,p
for k = 1, 2 and 3 under the conditions (4.2) and (4.3).
The bound of pn(dα) in Lemma 2.5 shows, in particular, that
|pn(dα;x)| ≤ c
[
1 + (α′(x)ϕ(x))−1/2
]
.
A similar estimate also applies to qn(y). Applying the Ho¨lder inequality to the inner
integral and then using the bounds of orthogonal polynomials, it follows readily that
the inequality (4.4) holds for k = 1 under the condition (4.2).
To prove (4.4) for k = 2, we use Theorem 3.4. First, by Lemma 2.6 (recall
α′ ∈ GJ2) and the fact that Sn(dα; f, x) is a polynomial of degree n, it is sufficient
to prove that
(4.5)
∫ 1
−1
∣∣∣ ∫ 1
−1
f(y)
Fn(x, y)
x− y dα(y)
∣∣∣pwp(x)χ∆n(ε)(x) dα(x) ≤ c‖fu‖pdα,p
under the conditions (4.2) and (4.3). Lemma 2.5 shows that
|pn(x)| ≤ c
(
α′(x)ϕ(x)
)−1/2
, x ∈ ∆n(ε).
Furthermore, the assumption that αi is nondecreasing for 0 ≤ i ≤ r and αiϕ3 is
nondecreasing for i = 0 and i = r + 1 shows that qn is bounded by
(4.6) |qn(y)| ≤ c
(
α′(n, y)ϕ3(n, y)
)−1/2 ≤ c(α′(y)ϕ3(y))−1/2, y ∈ (−1, 1).
Hence, by the definition of Fn(x, y), the left hand side of (4.5) is bounded by
c
∫ 1
−1
∣∣∣∣
∫ 1
−1
f(y)(α′(y)ϕ3(y))−1/2φn(y)
x− y ϕ
2(y)dα(y)
∣∣∣∣
p
(α′(x)ϕ(x))−p/2wp(x)dα(x),
where φn(y) is a function bounded by a constant independent of n, which is bounded
by c‖fu‖pdα,p upon using Theorem 3.4 with f(α′ϕ3)−1/2φn in place of g.
For k = 3, we use a dual argument and derive the desired bound from the case
k = 2. This argument does not depend on the fact that our weight functions are
the generalized Jacobi ones. We refer to [12, p. 889] for the details. Thus, the
proof for the sufficient part is completed.
The conditions (4.2) are proved to be necessary for general weight functions in
[2]. The condition (4.3) is necessary also for general weight functions as the proof
in [13, p. 250] shows. 
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Since Sn(dα, f) is a projection operator, Theorem 4.1 and Weierstrauss theorem
give the following corollary:
Corollary 4.2. Under the assumptions of Theorem 4.1
lim
n→∞
‖(Sn(dα, f) − f)w‖dα,p = 0
for every f such that ‖fu‖dα,p <∞ if and only if (4.2) and (4.3) hold.
Remark 4.1. The assumption that Up and V −q satisfy (3.8) and (3.9) already
implies that Up ∈ L1 and V −q ∈ L1. Hence, the condition wp(α′ϕ)−p/2α′ ∈
L1 in (4.2) is redundant for the sufficient part. We include it since it is also a
necessary condition. Note also that up(α′ϕ)−p/2α′ = ϕ−qV −q so that the condition
up(α′ϕ)−p/2α′ ∈ L1 in (4.2) is still needed.
Remark 4.2. Since αi(x) = [τi(x)]
ai and τi are nondecreasing by definition, the
assumption on the nondecreasing of αi holds if ai are nonnegative. This assumption
is not needed for the ordinary GJ weight functions in (1.1). See the discussion after
the proof of Corollary 4.3.
Corollary 4.3. Let dα be an admissible GJ measure. Assume that α′, u and v
are in GJ log such that, for 1 ≤ i ≤ r, Γi(α′) > 0 or Γi(α′) = 0 and γi(α) ≤ 0.
Let U and V be defined as in Theorem 4.1 and assume that pΓi(U) > −1 and
−qΓi(V ) > −1 for 0 ≤ i ≤ r + 1. Then the inequality (4.1) holds if and only if
(4.2) and (4.3) hold.
Proof. The assumption on α′ means that α′i(t) = t
Γi(α
′) (log(e/t))γi(α
′). It is easy to
see that this function is nondecreasing if Γi(α
′) > 0 or if Γi(α
′) = 0 and γi(α
′) ≤ 0.
Since α′ ∈ L1 implies that Γi(α′) > −1, this shows that α′iϕ3 is increasing for
i = 0 and r + 1 without further conditions. The assumption that pΓi(U) > −1
and −qΓi(V ) > −1 implies, by Proposition 3.5, that Up and V −q satisfy (3.8) and
(3.9). 
Again, we note that the pΓi(U) > −1 implies that Up ∈ L1 so that part of
the (4.2) is redundant. If all γi = 0 in the above corollary, then it deals with the
ordinary GJ weight function in (1.1). In that case, the assumption pΓi(U) > −1
and −qΓi(V ) > −1 are not needed, and the result was proved in [1] for the case of
w = u and in [13] for the case of w 6= u. However, the results there were proved
without the assumption that Γi ≥ 0 for 1 ≤ i ≤ r (recall that α′ ∈ L1 implies
Γi > −1). The additional assumption is used to ensure that (4.6) holds for all
y ∈ (−1, 1). For weight functions in the Corollary 4.3, it is possible to follow the
proof in [13] to remove the additional assumption. This amounts to apply the
current proof to f(y)χτn(ε), where τn(ε) is the set
τn(ε) := [−1, 1] \
⋃
i∈σ
[ti − εn−1, ti + εn−1],
in which σ = {i : Γi(α′) < 0 or Γi(α′) = 0, γi(α′) > 0} (since the inequality
(4.6) holds for y ∈ τn(ε)), and show that∫ 1
−1
∣∣∣ ∫ 1
−1
h2(x, y)f(y)
(
1− χτn(d)(y)
)
dα(y)
∣∣∣pwp(x)χ∆n(ε)(x) dα(x) ≤ c‖fu‖pdα,p
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separately. The second part involves difficult estimates that have to be worked out.
It is not clear how to extend this part to general GJ weight functions in Theorem
4.1.
Remark 4.3. Under the additional assumption that fαi is continuous locally at
x = ti, 1 ≤ i ≤ r, we can remove the condition that αi are nondecreasing for
1 ≤ i ≤ r from the assumption of the Theorem 4.1. We then have ‖Sn(dα, f)w‖dα,p
is uniformly bounded for every f such that ‖fu‖dα,p < +∞ and f locally continuous
at ti under the conditions (4.2) and (4.3). For the proof, we can assume that αi is
decreasing, since the other case has been settled in the proof of Theorem 4.1. Then
it follows from the estimate in Lemma 2.5 that |(1 − y2)qn−1(y)| ≤ c. Hence, we
can use the fact that
lim
n→∞
n
∫ ti+n−1
ti−n−1
|f(t)α′(t)|dt = |f(ti)α′(ti)|,
which holds since fα′ is locally continuous at ti to deal with the integral over
[−1.1] \ τn(ε). We omit the details.
Let us mention, however, the following result in which f is replaced by fχ∆n(ε)
with ∆n(ε) is defined as in (2.5).
Theorem 4.4. Let dα be an admissible GJ measure, u,w ∈ GJ . Assume U and V
are defined as in Theorem 4.1 and satisfy (3.8) and (3.9). Let 1 < p < +∞. Then
(4.7) ‖Sn(dα, fχ∆n(ε))w‖dα,p ≤ c‖fu‖dα,p
for every f such that ‖fu‖dα,p < +∞ if (4.2) and (4.3) hold.
This result will be used in the next section to prove Marcinkiewicz-Zygmund
type inequality. Its proof follows from the remarks above since the additional χ∆n(ε)
allows us to use the fact that the inequality (4.6) holds for y ∈ ∆n(ε), so that the
proof of Theorem 4.1 can be followed through without the additional assumption
on α′ being nondecreasing.
5. Marcinkiewicz-Zygmund inequality
Recall the inequality for the quadrature sums in Lemma 2.7. The Marcinkiewicz-
Zygmund inequality is the converse inequality (cf. [12, Theorem 2.1].
Theorem 5.1. Let dα be an admissible GJ measure, β be a GJ measure such that
β′ ∈ GJ2, and u be a GJ weight function such that u1−qα′ ∈ GJ2∩GJ4. Define U
and V by U q = u1−q(α′ϕ)−q/2α′ and V −p = ϕp (α′ϕ)
−p/2
β′ and assume that they
satisfy (3.8) and (3.9) with p and q exchanged. Let P ∈ Πn−1 and 1 < p < +∞.
Then
(5.1) ‖P‖dβ,p ≤ c
(
n∑
k=1
|P (xkn(dα)) |pu (xkn(dα)) λkn(dα)
)1/p
provided
uα′ ≥ cβ′, (α′ϕ)−p/2 β′ ∈ L1.(5.2)
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Proof. We will write xkn for xkn(dα) in the following. Applying Lemma 2.6 and
the usual duality argument gives
‖P‖dβ,p ≤ c‖Pχ∆n(ε)‖dβ,p = c sup
‖g‖dβ,q=1
∫ 1
−1
P (t)χ∆n(ε)(t)g(t) dβ.
By the orthogonality, the Gauss-Jacobi quadrature and the Ho¨lder inequality, and
Lemma 3.1, we have∫ 1
−1
P (t)χ∆n(ε)g(t) dβ =
∫ 1
−1
P (t)Sn(dα;χ∆n(ε)gβ
′α′−1, t) dα
=
n∑
k=1
P (xkn)Sn(dα;χ∆n(ε)gβ
′α′−1, xkn)λkn(dα)
≤ c
(
n∑
k=n
|P (xkn)|pλkn(dα)u(n, xkn)
)1/p
‖Sn(dα; gχ∆n(ε)β′α′−1)u−1/p‖dα,q,
where in the last step Lemma 2.7 is used with q and u1−qα′ in place of p and v
(recall that u1−qα′ ∈ GJ2∩GJ4). We now apply Theorem 4.4 with gβ′α′−1, u−1/p,
(β′−1α′)1/p, and q in place of f , w, u and p, and conclude that
‖Sn(dα; gχ∆n(ε)β′α′−1)u−1/p‖dα,q ≤ c‖g‖dβ,q.
The conditions (4.2) and (4.3) become conditions (5.2) under this substitution.
This completes the proof. 
Remark 6.1. The condition U q ∈ L1 is not included in the condition (5.2), since it
is a consequence of U q and V −p satisfying (3.8) and (3.9) with p and q exchanged.
Also, u1−qα′ ∈ L1 is not included, since it is a consequence of u1−qα′ ∈ GJ2.
To use this result it is necessary to choose a weight function u. We need to
choose it so that u1−qα′ ∈ L1 (implied by u1−qα′ ∈ GJ2), U q ∈ L1 and uα′ ≥ cβ′.
One choice is as follows: For dα, dβ being GJ measure, define
(5.3) σ′ = min{α′, β′, ϕ−1}
and choose u = α′σ′−1. By the definition of GJ weight functions in 2.1, it is easy
to see that dσ is also a GJ measure. This substitution is made in the following
corollary.
Corollary 5.2. Let dα be an admissible GJ log measure and β′ be a GJ log mea-
sure. Let P ∈ Πn−1 and 1 < p < +∞. Then
(5.4) ‖P‖dβ,p ≤ c
(
n∑
k=1
|P (xkn(dα)) |pλkn(dσ)
)1/p
,
if Γi
(
(α′ϕ)−p/2β′
)
> −1 for 1 ≤ i ≤ r and (α′ϕ)−p/2 β′ ∈ L1.
Proof. By the definition of σ′, it is evident that β′σ′−1 ≤ c, α′σ′−1 ≤ c and
ϕ−1σ′−1 ≤ c. Consequently, setting u = α′σ−1, the condition uα′ ≥ cβ′ holds
trivially. Since α′ ∈ GJ2 implies that Γi(α′) > −1, the definition of σ′ shows that
Γi(σ
′) > −1. Moreover, since u1−qα′ ≤ cσ′, this shows that Γ(u1−qα′) > −1 so
that u1−qα′ ∈ GJ2. Let U be defined as in the previous theorem. Then U q ≤ cσ′
and it follows that Γi(U
q) > −1. Furthermore, (α′ϕ)−p/2 β′ ∈ L1 means that
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ϕ−pV −p ∈ L1, so that −pΓi(V ) > −1 for i = 0 and i = r+1. Together with the as-
sumption this shows that −pΓi(V ) > −1 for all i. Consequently, using Proposition
3.5 with p and q exchanged finishes the proof. 
Our next step is to extend the Marcinkiewicz-Zygmund type inequality to include
derivatives of P in the right hand side. For this we need the definition of the Hermite
interpolation polynomials.
For am−1 times differentiable function f , the Hermite interpolating polynomials
corresponding to the distribution dα, denoted by Hmn(dα, f), are defined to be the
unique polynomial of degree at most mn− 1 satisfying
H(j)mn(dα; f, xkn) = f
(j)(xkn), 0 ≤ j ≤ m− 1 , 1 ≤ k ≤ n,(5.5)
where xkn = xkn(dα) are zeros of pn(dα). When m = 1, Hmn(dα; f) are the
Lagrange interpolating polynomials, we write Ln(dα; f) = H1,n(dα; f).
Let dα be an admissible GJ measure. Associated with dα, we let v a GJ weight
function such that
v−1(x) ≤ c and v∗(x) := α′(x)ϕ(x)v−1(x) ≤ c.(5.6)
Following the proof in [13, Theorem 3.3] we prove:
Theorem 5.3. Let m ≥ 1, P ∈ Πmn−1, and 1 < p < +∞. Let dα be an admissible
GJ measure, dβ be a GJ measure such that β′ ∈ GJ2. Let v be a GJ weight function
satisfying (5.6). Let u ∈ GJ such that u1−qv(m−1)q/2α′ ∈ GJ2 ∩ GJ4 and uα′ ∈
GJ2∩GJ4. For j = 1, 2, . . . ,m, define U and V by U q = u1−qv(j−1)q/2(α′ϕ)−q/2α′
and V −p = ϕp (α′ϕ)
−jp/2
β′ and assume that they satisfy (3.8) and (3.9) with p
and q exchanged. Then
‖P‖dβ,p ≤ c

m−1∑
j=0
1
njp
n∑
k=1
∣∣∣(ϕ(xkn))j P (j)(xkn)∣∣∣p u(xkn)λkn(dα)


1/p
(5.7)
where xkn = xkn(dα), provided
u1−qv(m−1)q/2
(
α′ϕ
)−q/2
α′ ∈ L1, uα′ ≥ cβ′(v∗)−(m−1)p/2,(5.8)
and
(α′ϕ)
−mp/2
β′ ∈ L1.(5.9)
Proof. We use induction. The case m = 1 is precisely Theorem 5.1. Let us write
(5.8)m and (5.9)m to denote the dependency of these conditions on m. We first
show that (5.8)m and (5.9)m imply (5.8)m−1 and (5.9)m−1. For (5.8), this follows
as an immediate consequence of (5.6). For (5.9), we use the fact that, for 1 ≤ i ≤
r, if α′i(x) ≥ c then (α′ϕ)−(m−1)p/2β′ ≤ cβ′ on [t¯i−1, t¯i], and if α′(x) ≥ c then
(α′ϕ)−(m−1)p/2β′ ≤ (α′ϕ)−mp/2β′ on [t¯i−1, t¯i], and similar inequalities for i = 0
and r + 1.
Suppose the theorem has been proved for polynomials in Π(m−1)n−1 with m ≥
2 and assume that P ∈ Πmn−1. By the interpolation property of the Hermite
interpolation
P (x) −Hn,m−1(dα;P, x) = pm−1n (dα;x)Qn(x)
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where Qn ∈ Πn−1. Using the bound of pn(dα;x) on ∆n(ε) and Lemma 2.6,
‖P −Hn,m−1(dα;P )‖pdβ,p ≤ c‖(α′ϕ)−(m−1)p/2Qn‖pdβ,p
≤ c
n∑
k=1
|Qn(xkn)|p
(
vn(xkn)
)−(m−1)p/2
u(xkn)λkn(dα),
where the last inequality follows from Theorem 5.1 with (α′ϕ)−(m−1)p/2β′ in place
of β′ and uv−(m−1)p/2 in place of u. The definition of Q shows that
Qn(xkn) =
P (m−1)(xkn)−H(m−1)n,m−1(dα;P, xkn)
(m− 1)! [p′n(dα;xkn)]m−1
.
Thus, using Lemma 2.5, we can estimate the sum in two terms. The first one is
bounded by, upon using v∗(x) ≤ c,
1
n(m−1)p
n∑
k=1
| (ϕ(xkn))m−1 P (m−1)(xkn)|pu(xkn)λkn(dα),
which give the j = m − 1 term in the right hand side of (5.7). The second one is
bounded by,
1
n(m−1)p
n∑
k=1
| (ϕ(xkn))m−1H(m−1)n,m−1(dα;P, xkn)|p
× (v∗(n, xkn))(m−1)p/2u(xkn)λkn(dα),
which, by the inequality in Lemma 2.7 with uϕm−1(v∗)(m−1)p/2α′ in place of v,
which is in GJ4 ∩GJ2 since uα′ is, is bounded by
c
n(m−1)p
‖ϕm−1H(m−1)n,m−1(dα;P )u1/p‖pdα,p ≤ c‖Hn,m−1(dα;P )u1/p‖pdα,p,
where the second inequality follows from the Bernstein-Markov inequality in Lemma
2.8. Since Hn,m−1(dα;P ) ∈ Π(m−1)n−1, by induction with (v∗)(m−1)p/2uα′ in
place of β′, this term is bounded by the right hand side of (5.7) with m − 1
replaced by m − 2. The conditions (5.8)m−1 and (5.9)m−1 under this substitu-
tion are implied by uα′ ∈ L1, v∗(x) ≤ c and (5.8)m. Thus, we have proved that
‖P − Hn,m−1(dα;P )‖dβ,p is bounded by the right hand side of (5.7). Triangle
inequality
‖P‖dβ,p ≤ ‖P −Hn,m−1(dα;P )‖dβ,p + ‖Hn,m−1(dα;P )‖dβ,p
and induction completes the proof. 
The result in the theorem is given in its general form. We can choose v and u
so that the conditions become easier to check. To start with, we choose v as
v(x) = max{c, α′(x)φ(x)}, c is a constant
(c = ‖h‖∞), which clearly satisfies (5.6). If α′ ∈ GJ then v ∈ GJ . Next we define
σ′ = max{α′v(m−1)/2, ϕv(m−1)/2, (v∗)−(m−1)/2β′}.
Then σ′ ∈ GJ . We require that dσ is a GJ measure, that is, σ′ ∈ L1. Since
v∗(x) ≤ c, β′ ∈ L1 shows that this requirement put restriction on α′. For example,
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if α′ ∈ GJ log, then σ′ ∈ L1 if
Γ(α′) >
−2
m+ 1
, 1 ≤ i ≤ r, and Γ(α′) > −1
2
− 1
m+ 1
, i = 0, r + 1.(5.10)
Note that the above restriction become Γ(α′) > −1 if m = 1. Furthermore, under
the substitution u = α′−1σ′, the conditions (5.8) hold trivially. Indeed, the defini-
tion shows that v(m−1)/2ϕ−1σ′−1 ≤ c, α′v(m−1)/2σ′−1 ≤ c and β′(v∗)−(m−1)p/2 ≤
cσ′. The last one is precisely the second condition in (5.8) with u = α′−1σ′. More-
over
u1−qv(m−1)q/2 (α′ϕ)
−q/2
α′
=
(
α′v(m−1)/2σ′−1
)q/2(
v(m−1)/2ϕ−1σ′−1
)q/2
σ′ ≤ cσ′,
which shows that the first condition of (5.8) holds. Furthermore, we also have
u1−qv(m−1)q/2α′ =
(
α′v(m−1)/2σ′−1
)q
σ′ ≤ cσ′,
which shows that u1−qv(m−1)q/2α′ ∈ L1. Finally, the substitution u = α′−1σ′ leads
to the inequality
‖P‖dβ,p ≤ c

m−1∑
j=0
1
njp
n∑
k=1
∣∣∣(ϕ(xkn))j P (j)(xkn)∣∣∣p λkn(dσ)


1/p
(5.11)
where xkn = xkn(dα).
Hence, with these choices of u and v we can simplify the conditions in the
previous theorem. This shows that (5.11) holds essentially under the condition
(α′ϕ)−mp/2β′ ∈ L1 or a slightly stronger one. To make the conditions precise will
require stating assumptions on U and V precisely, which can be rather involved.
Instead of trying to state a general result, we restrict again to the GJ log case.
Theorem 5.4. Let m ≥ 1, P ∈ Πmn−1, and 1 < p < +∞. Let dα be an admissible
GJ log measure, dβ be a GJ log measure such that Γi(β
′) > −1, 1 ≤ i ≤ r. Let σ′
be defined as above and assume (5.10) so that σ′ ∈ L1. Then the inequality (5.11)
holds provided Γi
(
α′−mp/2β′
)
> −1 for 1 ≤ i ≤ r and (α′ϕ)−mp/2β′ ∈ L1.
Proof. We take u = α′−1σ′ in Theorem 5.3 as indicated above. Then the condition
(5.8) is already satisfied. The assumption (5.10) and Γi(β) > −1 shows that Γ(σ′) >
−1 for 0 ≤ i ≤ r + 1. This implies, in particular, that uα′ = σ′ ∈ GJ2 ∩ GJ4
and u1−qv(m−1)q/2α′ ∈ GJ2 ∩ GJ4 since the latter is bounded by cσ′. For j =
1, 2, . . . ,m, let U and V be defined as in Theorem 5.3 with u = α′−1σ′. Since
vi(x) = c on [t¯i−1, t¯i] if α
′
iϕ ≤ c and v(x) = α′i(x)ϕ(x) on [t¯i−1, t¯i] otherwise, it
follows that v(j−1)q/2(x) ≤ cv(m−1)q/2(x). Hence, it follows that
U q(x) ≤ u1−qv(j−1)q/2(α′ϕ)−q/2α′ ≤ u1−qv(m−1)q/2(α′ϕ)−q/2α′ ≤ cσ′
as before, which shows that Γi(U
p) > −1 since Γ(σ′) > −1. Furthermore, if
α′iϕ ≥ c on [t¯i−1, t¯i] then V −p = ϕp(α′ϕ)−jp/2β′ ≤ cϕpβ′ on [t¯i−1, t¯i], which shows
that Γi(V
−p) > −1 by the assumption on Γi(β′); if α′iϕ ≤ c on [t¯i−1, t¯i] then V −p ≤
ϕp(α′ϕ)−mp/2β′ on [t¯i−1, t¯i], which shows that Γi(V
−p) > −1 by the assumption on
Γi
(
(α′ϕ)−mp/2β′
)
> −1. By Proposition 3.5, this shows that U q and V −p satisfy
(3.8) and (3.9) with p and q exchanged. 
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We note that the condition Γi
(
α′−mp/2β′
)
> −1 for 1 ≤ i ≤ r is just a
slightly stronger than that of (α′ϕ)−mp/2β′ ∈ L1 inside (−1, 1), which implies
Γi
(
α′−mp/2β′
) ≥ −1. If γi = 0, then the two conditions are equivalent, and the
result was proved in [13].
6. Mean convergence of interpolating polynomials
With the Marcinkiewicz type inequality established, the mean convergence of
the corresponding interpolating polynomials follows right away. In the following
we state the result for interpolating polynomials based on the zeros of orthogonal
polynomials with respect to a GJ log weight function. Let s ≥ 0, Cs[−1, 1] = Cs
denote the space of s times continuously differentiable functions. We begin with
the following fundamental result:
Theorem 6.1. Let dα be an admissible GJ log measure, dβ be a GJ log measure
such that Γi(β
′) > −1, 1 ≤ i ≤ r and (5.10) holds. Assume for 0 ≤ ℓ ≤ m that
Γi
(
α′−mp/2β′
)
> −1 for 1 ≤ i ≤ r and (α′ϕ)−mp/2ϕℓpβ′ ∈ L1.
Then for f ∈ Cm−1
‖Hnm(dα; f)‖dβ,p ≤ cnℓ
m−1∑
j=0
max
1≤k≤n
|ϕ(xkn)jf (j)(xkn)|/nj.
Proof. First let 1 < p < +∞. Since for every fixed d > 0, n−1 ≤ ϕ(x) on [−1 +
dn−2, 1− dn−2], it follows from Lemma 2.6 and Lemma 2.8 that
‖Hnm(dα; f)‖dβ,p ≤ c‖Hnm(dα; f)χ∆n(ε)‖dβ,p
≤ cnℓ‖Hnm(dα; f)ϕt‖dβ,p.
We then apply Theorem 5.4 with P = Hnm(dα; f) and ϕ
ℓpβ′ in place of β′. Since
the assumption implies that σ′ ∈ L1, it follows that
n∑
k=1
λn(dσ;xkn) ≤ c
∫ 1
−1
dσ < +∞.
This establishes the stated inequality for 1 < p < +∞. The case for 0 < p ≤ 1
follows from an argument in [13, p. 88] which goes back to [6, p. 886]. 
Evidently, one could state such a result based on Theorem 5.1 with u = σ′α′−1
for more general weight functions. The conditions on U and V make it less practical.
In the case ℓ = 0, the above theorem shows the boundedness of the operator
Hnm(dα; f) from L
p(dβ) to Cm−1. Using the Bernstein-Markov inequality, one
gets also the boundedness of ‖Hnm(dα; f)‖dβ,p. For example, we have the following
result.
Theorem 6.2. Let dα be an admissible GJ log measure, dβ be a GJ log measure
such that φ−kpβ′ ∈ L1, Γi(β′) > −1, 1 ≤ i ≤ r and (5.10) holds. Assume that
Γi
(
α′−mp/2β′
)
> −1 for 1 ≤ i ≤ r and (α′ϕ)−mp/2ϕ(m−k−1)pβ′ ∈ L1,
where 0 ≤ k ≤ m− 1. Then
lim
n→∞
‖H(k)nm(dα; f)− f (k)‖dβ,p = 0, ∀f ∈ Cm−1.
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Proof. Since Hmn(dα; f) is a projector from C
m−1 to Πmn−1, we only need to
estimate ‖H(j)nm(dα; f − Rn)‖u,p, where Rn is a polynomial of degree n such that
for 0 ≤ j ≤ m− 1,
‖f (j) −R(j)n ‖∞ ≤ cEn(f (m−1))
/
nm−1−j , ∀ f ∈ Cm−1,
in which En(f) = infP∈Πn ‖f−P‖∞. Using the Bernstein-Markov inequality shows
that
‖H(k)nm(dα; f −Rn)‖dβ,p ≤ cnk‖Hnm(dα; f −Rn)ϕ−k‖dβ,p,
which is bounded by cEn(f
(m−1)) → 0 upon applying the previous theorem with
ℓ = m− 1− k and β′ϕ−jp in place of β′. 
In particular, for m = 1, this shows the convergence of Lagrange interpolation.
Corollary 6.3. Let dα be an admissible GJ log measure, dβ be a GJ log measure
such that Γi(β
′) > −1, 1 ≤ i ≤ r. Assume that
Γi
(
α′−p/2β′
)
> −1 for 1 ≤ i ≤ r and (α′ϕ)−p/2β′ ∈ L1.
Then
lim
n→∞
‖Ln(dα; f)− f‖dβ,p = 0, ∀f ∈ C.
The method also allows us to prove result concerning the best convergence order
of the interpolating polynomial.
Theorem 6.4. Let dα be an admissible GJ log measure, dβ be a GJ log measure
such that φ−kpβ′ ∈ L1, Γi(β′) > −1, 1 ≤ i ≤ r and (5.10) holds. Assume that
Γi
(
α′−mp/2β′
)
> −1 for 1 ≤ i ≤ r and (α′ϕ)−mp/2ϕ−kpβ′ ∈ L1,
where 0 ≤ k ≤ m− 1. Then
lim
n→∞
‖H(k)nm(dα; f)− f (k)‖dβ,p ≤ cEn(f (m−1))/nm−k−1, ∀f ∈ Cm−1.
These results include many special cases considered by various authors. See, for
example, discussions in [5, 6, 13].
One can also apply the approach to other type of interpolation processes, for
example, to Hermite-Fee´r interpolation polynomials and to truncated Hermite in-
terpolation polynomials. See, for example, the discussion in [13, Section 4].
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