Abstract: The paper is devoted to the problem of construction of external estimates for the reachable set of a multidimensional control system by means of vector estimators. A considered system permits a decomposition into several independent subsystems (like for linear subsystems), which are connected to each other by means of nonlinear interconnections. For each of the subsystems, an external estimate of the reachable set is assumed to be known. An estimate for the reachable set of the combined system is given on the base of estimates for subsystems and use of analogs of vector Lyapunov functions.
INTRODUCTION
The solution of many control and estimation problems under uncertainty and differential games involves constructing reachable sets and their analogs (see, e.g., Krasovskii and Subbotin [1988] , Kurzhanski and Valyi [1997] , Kurzhanski and Varaiya [2002] ) . For the approximate construction of reachable sets, discrete approximations (e.g., Lempio and Veliov [1998] , Guseinov et al. [1998] ) and the methods of ellipsoidal and polyhedral approximations are widely used (Chernousko [1994] , Kurzhanski and Valyi [1997] , Kostousova [1998] ). A reachable set can also be represented and treated within the solutions of Hamilton-Jacobi-Bellman equations (see, e.g., Bertsekas [1995] , Basar and Bernhard [1995] , Sethian [1999] , Kurzhanski and Varaiya [2002] ). Since the construction of exact generalized solutions to Hamilton-Jacobi-Bellman equations is time-consuming, one may use corresponding differential inequalities and comparison theorems instead, which makes it possible to obtain approximate estimates of reachable sets. For linear systems with ellipsoidal constraints, the use of comparison theorems for quadratic functions leads to ellipsoidal approximations of reachable sets. In this paper, we consider a multidimensional control system that permits a decomposition into several subsystems. The constituent subsystems are assumed to be rather simple in structure, which allows one to construct "estimators" V i such that the level sets {x i : V i (t, x i ) ≤ 0} contain reachable domains of the system at time t. Using these estimators, we present a scheme for obtaining external estimates for reachable domains, which is based on the comparison method for vector Lyapunov functions ( Matrosov et al. [1980] ).
ON THE COMPARISON PRINCIPLE FOR HJB INEQUALITIES
Consider the control systeṁ
where x ∈ R n is a state vector and u ∈ R r is a control parameter. Assume that the constraints imposed on the control and on the initial vector x 0 are of the form
where P and X 0 are compact sets. The function f (t, x, u) is assumed to be continuous and have continuous partial derivatives with respect to x. We also suppose that conditions providing the extendability of solutions on the interval [t 0 , t 1 ] are satisfied. The reachable set (domain) at time θ will be denoted by G(θ). Thus, G(θ) is the set of all the points in R n to which system (1) can be translated from initial points x 0 ∈ X 0 at time θ by means of measurable controls satisfying constraint (2).
It is known that the reachable set can be expressed as a level set of a value function for an auxiliary control problem. This value function is the solution to HJB equation
In the common situation the value function is not differentiable, in this case a solution to the HJB equation is treated as viscosity or minmax solution (Bardi and Capuzzo-Dolcetta [1997] ), Subbotin [1995] ).
The solutions to equations of the HJB type are rather difficult to calculate. The use of corresponding variational inequalities and comparison theorems instead makes it possible to obtain approximate estimates of reachable sets (e.g., Kurzhanski and Varaiya [2001] , Mitchell and Tomlin [2003] , Kurzhanski [2006] , Gusev and Kurzhanski [2007] ).
A continuously differentiable function V (t, x) will be called an estimator for the reachable set G(θ) if there exists a function µ(t) summable on [t 0 , θ] and such that
Using the functions V (t, x) and µ(t), one can obtain the following external estimate of the reachable set
Note that, without loss of generality, we can take µ(t) in (13) equal to zero.
Instead of (13), we can consider the following inequality of a more general form, where the right-hand side depends on t and V :
Here, the function g(t, x) is summable in t and continuously differentiable in x. In addition to inequality (4), we consider the differential equation
which will be called a comparison system for (4). Theorem 1. Let the functions V (t, x) and U (t) satisfy inequality (4), equation (5), and the inequality max
Then, the following inclusion holds:
ELLIPSOIDAL ESTIMATES OF REACHABLE SETS
Consider the linear control systeṁ
Suppose that the constraints imposed on u(t) are specified by means of a nondegenerate ellipsoid U and the initial vector belongs to the ellipsoid X 0 :
where P = P ′ and Q ′ 0 = Q 0 are positive definite matrices. The ellipsoid E(r, R) is specified by the equality
Let us define the function V (t, x), which is quadratic in x, as follows:
where the matrix function Q(t) and the vector function x * (t) are solutions of the differential equations (here and below, A = A(t), B = B(t))
, and π(t) is any positive continuous function. It is known(see, e.g., Kurzhanski and Valyi [1997] ) that the reachable domain of system (7) satisfies the inclusion
Level sets of the function V (t, x) are ellipsoids; thus, (8) provides an external estimate of the reachable set.
Let us find the derivative of V (t, x) along solutions of the system:
After transformations, we obtain the equality
where
In view of the relation max
we get the inequality
we find from (9) that
The comparison system for (7) takes the form
Suppose that U (t) is a solution of equation (10) with the initial condition satisfying the inequality max
Then, inclusion (6) holds. Taking U 0 = 1 we get as a corollary the inclusion (8).
with the constraints given by (2).
Denote by G 0 (θ) the reachable set for the linear systeṁ
under the same constraints. Assume that the external estimate G 0 (θ) ⊂ {x : V (θ, x) ≤ 0} is given, with V (t, x) being the solution of differential inequality
n . For example, we may consider an ellipsoidal estimate for G 0 (θ).
Define a small time step ∆t > 0. Let a trajectory of system (11) goes to point y = x(t+ ∆t) from point
· is the Euclidian norm, α(∆t) → 0, ∆t → 0. We may consider without loss of generality that α does not depend on t.
If the set P is convex then L(t, x) is the maximum of a convex function on a convex set. It is attained at one of extreme points of P . If P is a polyhedron with vertices
Integrating the inequality
Let us put t k = t 0 + k∆t, k = 0, 1, ... and consider the sequence of sets
For any ε > 0 there exists δ > 0 such that for 0 < ∆t < δ the following inclusion holds
Let us set ε > 0 and choose δ such that under ∆t < δ |α(∆t)| < ε, |β(∆t)| < ε. At the initial time instant
, that is inclusion (14) holds for k = 0. If inclusion (14) holds at time instant t k , then it holds at instant t k+1 .
If y ∈ G(t k+1 ) then there exists x ∈ G(t k ) and a trajectory of system (11) 
. By repeating the above reasoning we get z ∈ D ε (x), y ∈ x + ∆tD ε (x), hence y ∈ W ε (t k+1 ).
EXTERNAL ESTIMATES OF REACHABLE SETS FOR MULTIDIMENSIONAL CONTROL SYSTEM
Let us now consider a control system with dynamics described by the system of differential equationṡ
We may assume that system (15) consists of k subsystems. The equation of the i-th subsystem is of the formẋ
where the vector f i has the corresponding dimension. The subsystems are connected to each other by means of the control u and the terms j =i H ij (t, x)x (j) describing the influence on the ith subsystem of other subsystems. Here, the matrix functions H ij (t, x) are assumed to be continuously differentiable for all x ∈ R n , t ∈ [t 0 , θ].
Suppose that, for every systeṁ
we can construct an estimator V i (t, x (i) ) such that its derivative along solutions of the system satisfies the inequality (4).
Our goal is to obtain estimates for the reachable set G(θ) of system (15) using given estimators for the subsystems. In the sequel, we assume that the following assumption is valid.
Assumption 1. There exist continuous functions
and the following inequalities hold:
Here, dV i /dt is the derivative along solutions of the ith system and · is the Euclidean norm. Inequalities (2.8) hold, in particular, if the functions
Define the set E(t, µ) as follows
where · -is the matrix norm subordinate to the Euclidean vector norm denoted by the same symbol. The functions h ij (t, µ) are nonnegative, and nondecreasing in µ. For quadratic in x functions V i (t, x) the functions h ij (t, µ) are continuous and lipschitzian in µ for µ i > 0, i = 1, ..., k. Let us define a k × k matrix function C(t, µ) as follows:
where the functions β ij (t, µ) > 0 are specified by the equalities
Consider the system of differential equations (the compar-
Theorem 2. Suppose that the functions V i (t, x (i) ) satisfy Assumption 1, U (t) is a solution of equation (5), and max
i = 1, . . . , k, hold.
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In short, the proof is as follows. Let x ∈ G(θ). Hence, there exist a control u(t) satisfying constraints (2) and a trajectory x(t) of system (15) corresponding to this control such that x(θ) = x. Let us estimate the derivative of V i along this trajectory using assumption 1:
Then we can follow the standard scheme for obtaining the comparison systems for vector Lyapunov functions. By the inequality
and the inequality (16) we get
Thus, the vector function V (t, x(t)) satisfies the vector differential inequality
The vector function F (t, V ) = C(t, C)V + µ(t) is quasimonotone and nondecreasing in V . Under these conditions, we can apply Wazewski's theorem (see Walter [1970] , Matrosov et al. [1980] ) to the equation and inequality, which yields
The presented method of the comparison with a vector estimator is based on the special form of comparison differential equations. The deduction of inequality (19) is based on the presence of the term −α i (t)V i in the formula for the derivative dV i /dt. Using another method of estimating the derivatives of V i along the trajectory of the control system, we obtain the nonlinear comparison system. In the sequel, we assume that the functions V i satisfy the differential inequalities
The derivative of V i along the trajectories of system (15) satisfies the inequality
In the vector form, this inequality is written as follows:
The corresponding comparison system takes the form dU dt = G(t, U ), and inclusions (18) hold if the inequalities max
are satisfied.
Consider now the multidimensional control systeṁ
where (20) consists of k linear subsystems connected to each other by means of nonlinear terms on the right-hand side of (20). The constraints imposed on the initial vector and on the control are specified by direct sums of ellipsoids centered at zero. In this case, for the linear subsystems, we can construct the quadratic estimators
where Q i (t) is a solution of the equatioṅ
here, π i (t) are arbitrary continuous positive functions. It follows from the proof of Theorem 4 that the derivative of V i along solutions of the linear system satisfies the inequality dV
Assume that the inequalities H ij (t, x) ≤ h ij , with h ij being constant, hold. Suppose that the matrix A(t) is specified by the equality
2π i (t)c 1j (t) and c 3i (t), c 1i (t) are the constants from the estimates for V i (t, x (i) ) and its derivatives with respect to x (i) . Take the comparison system in the form
Theorem 2 implies the following theorem. Theorem 3. Let the functions V i (t, x (i) ) be given by equalities (21), and let U (t) be a solution of comparison system (22) with the initial vector satisfying the inequality
Then, for the reachable set of system (20), the following inclusion holds:
ESTIMATES OF REACHABLE SETS BY MEANS OF LINEAR ESTIMATORS
Suppose that the linear control systeṁ
is given on the interval [t 0 , t 1 ]. Consider an estimator in the form of the linear function
where the vector function a(t) and the function α(t) are continuously differentiable and a(t) = 0 ∀t ∈ [t 0 , t 1 ]. The derivative of V (t, x) with respect to t along solutions of system (23) is estimated as follows:
Let the function a(t) be a nontrivial solution of the adjoint systemȧ
. . , k is a system of linear estimators for system (23). This system will be called complete if there exist continuous functions β i (t), i = 1, . . . , k, and c 1 (t) > 0 such that, for all t ∈ [t 0 , θ], the inequality
holds ∀x ∈ R n . Note that if the system V i (t, x), i = 1, . . . , k, is complete, then, for any numbers β i , the set {x :
A complete system of linear estimators can be constructed, for instance, as follows. Let k = 2n. Choose a linearly independent system of vectors a i0 , i = 1, . . . , n, and add to this system the vectors a i0 = −a (i−n)0 , i = n + 1, . . . , 2n. Consider solutions of the adjoint system a i (t), i = 1, . . . , 2n, with the initial conditions a i (t 0 ) = a i0 . It is easy to check that, for any t ∈ [t 0 , t 1 ], x ∈ R n , x = 0, there exists a number i such that (a i (t), x) > 0. Hence,
The function γ(t, x) is a convex, positively homogeneous, and nonnegative function of x such that γ(t, x) = 0 only for x = 0. Thus, γ(t, x) is a norm of x. Moreover, the function γ(t, x) is continuous. Define c 1 (t) = min
The function c 1 (t) is continuous and positive; obviously, γ(t, x) ≥ c 1 (t) x ∀x ∈ R n .
Choose continuously differentiable functions α i (t) arbitrarily and set β i (t) = −α i (t). Then, the func-
Further, consider system (20) with the constraints x 0i ∈ X 0i and u i (t) ∈ P i , where X 0i and P i are compact sets, under the same conditions on the nonlinear terms as above. For each systemẋ
we assume that the complete system of linear estimators is known:
For the derivative dV ij /dt along solutions of the linear system, we have the estimate dV ij /dt ≤ µ ij (t), where
Define the functions g i : [t 0 , t 1 ]×R ki → R by the equalities
Introduce the notation U i = (U i1 , . . . , U iki ) and U = (U 1 , . . . , U k ) ′ ; thus, U is a column vector such that there exists a one-to-one correspondence between its coordinates and the functions V ij . Let us define a vector function F (t, U ) by numbering the coordinates of the column vector F in the order as the coordinates of U and setting
where β j (t) = (β j1 (t), . . . , β jkj (t)). Estimating the derivative of V ij along solutions of complete system (20) we get:
The following inclusion holds:
assuming that it is fulfilled at the initial time instant t 0 .
Example. Consider the linear control system on the interval [0, T ]ẋ
The constraints imposed on the control are specified by the inequalities |u 1 | ≤ 1 and |u 2 | ≤ 1. The linear subsystems here are of the forṁ x i = −x i + u i , i = 1, 2. The linear estimators are easily constructed and have the following form: V i1 (t, x i ) = e t x i − α(t), V i2 (t, x i ) = −e t x i − α(t), i = 1, 2, where α(t) = e t − 1. For the derivatives of V ij (t, x i ) along solutions of the linear subsystems, we have the inequalities dV i1 dt = e t x i − e t (−x i + u i ) − e t ≤ 0, dV i2 dt = −e t x i − e t (−x i + u i ) − e t ≤ 0.
The equality e t |x i | = max V i1 (t, x i ) + α(t), V i2 (t, x i ) + α(t) , i = 1, 2, is easily checked. It implies that we may set c i1 (t) = e t , β ij (t) = −α(t). Thus, the comparison system takes the forṁ U 1j = 0, U 2j = max U 11 + α(t), U 12 + α(t) , j = 1, 2.
Let U ij (0) = 0 for i, j = 1, 2; then, U 1j (t) = 0, t ∈ [0, T ], j = 1, 2, U 2j (t) = t 0 α(τ )dτ = e t − t, t ∈ [0, T ], j = 1, 2.
Thus the points (x 1 , x 2 ) from the reachable set G(θ) satisfy the following estimates: |x 1 | ≤ 1 − e −θ , |x 2 | ≤ 2 − e −θ − θe −θ . Figure 1 shows the reachable set at time θ = 3 (the boundary is a solid line) and its estimate (the rectangle shown by the dashed line). Note that the estimate in the coordinate x 1 is precise since the equation for x 1 is independent of the coordinate x 2 and the level set of the estimators V 1i coincides with the reachable set of the first subsystem. The estimate in the coordinate x 2 is oversized, which is natural since it depends only on the constant h 21 = 1 and does not take into account the special form of the nonlinear term. If we take 1 instead of sin x 2 in the second equation in this example, then the estimate will not change; the estimate and the reachable set are presented in Fig. 2. 
