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Using  data  on  a  large  sample  of  public  companies  in  India  for  1987‐2005,  the  findings  indicate  that 
increases  in firm size are  likely to be associated with  increase  in R&D up to a threshold. The evidence  is 
also  supportive  of  the  fact  that  both  the  intensity  of  R&D  as well  as  innovation  activity  is  lower  for 
leveraged  firms. Finally,  the  findings  fail  to discern any significant  improvement  in R&D  intensity  in  the 












This  renewed  focus  on  technology  stems  from  three  main  reasons.  Firstly,  there  has  been 
increased  competition  from  fast  followers,  which  has  subjected  advanced  nations  to 
competition via imitation by firms in hitherto less innovative countries. Secondly, there has been 






An analysis of  this  sort assumes  relevance  for an economy  such as  India  for  several  reasons. 
First,  India  is  rapidly  emerging  as  a  knowledge  society;  a  significant number of multinational 
companies  have  already  set  up  R&D  centers  in  the  country,  leading  to  the  deepening  of 
technological  and  innovative  capabilities of  Indian  firms.  Leading  Indian  companies have  also 
begun forging alliances with global firms. Such collaboration presents several benefits for Indian 
                                                     
1 The views expressed and the approach pursued in the paper expresses the personal opinion of the author.  
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industry,  because  the  linkages  among  firms,  universities  and  research  institutes  and  the 
worldwide R&D network further  integrate  Indian  into global technology development. Second, 
India’s  emergence  as  a  major  economic  power  is  poised  to  have  wide‐ranging  implications. 
These  include effects on trade,  investment, employment, the environment and trajectories for 
national  industrial  and  technological  developments.  Furthermore,  the  continued  and  rapid 
growth  of  information  technology  (IT)  and  IT‐enabled  services,  including  business  process 




relevant  literature. The  Indian experience with R&D  is summarized  in Section 3. The empirical 





since  the  pioneering  work  of  Schumpeter.  A  significant  body  of  theoretical  and  empirical 
literature  has  focused  on  the  determinants  of  the  innovativeness  of  firms. Within  the  broad 
strand  of  this  literature,  a  number  of  different  lines  of  research  have  been  pursued.  Several 
studies  have  analyzed  a  research  production  function  using  R&D  expenses  as  a  measure  of 
inputs and  the number of patents as  the  relevant output measure  (Hall, 2002). Other  studies 
have  investigated  the  factors  driving  the  output  side  of  the  innovation  process,  such  as  the 
number of product or process  innovations  (Baldwin  et  al.,  2002),   or  the number of patents 
introduced by firms (Pakes and Grilliches, 1984). The final set of studies explore the input side of 
the  innovation process,  such  as  the  amount of R&D  expenditures by  firms  (Levine  and Ross, 
1984) or  the decision of  firms  to undertake R&D activities at  the country  level  (Czarnitzki and 
Kraft, 2004).  
A growing body of  literature  in  India has  focused on  various  facets of R&D  activities. 
Focusing  on  R&D  efforts  and  technology  imports,  Kartak  (1989)  regressed  R&D  efforts  on 
technology  imports  with  other  explanatory  variables.  Subsequent  evidence  Kartak  (1997) 
contended  that  there  existed  a  two‐way  relationship  between  R&D  efforts  and  technology 
imports,  since  on  the  one  hand,  technology  imports  influenced  firms’  in‐house  R&D  efforts, 
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while on the other hand, the  intensity of technology  imports was,  in  itself,  influenced by  initial 
R&D  efforts.  Exploiting  this  argument, using data on  48  industries  for  the period  1981‐1990, 
Aggarwal  (2000)  found  that  while  technology  imports  were  weakly  related  with  past  R&D 
efforts, whereas post‐liberalization, the impact of R&D efforts on technology imports increased 
significantly. More recent work (Kumar and Aggarwal, 2005) offers evidence to suggest that over 
the  period  of  liberalization,  increased  competition  has  pushed  local  firms  to  rationalize  their 
R&D  activity  and  make  it  more  efficient.  More  importantly,  the  analysis  indicates  that  R&D 
activities of  local  firms are primarily directed  towards  imbibing  imported  technology, whereas 
foreign  firms  essentially  exploit  the  locational  advantages  to provide R&D backup  service  for 
their parent companies.  
None of  the studies however,  focused exclusively on  the R&D activity of public sector 
enterprises. This assumes relevance  in view of several considerations. First, the share of public 















The  basic  data  for  the  Survey  is  compiled  from  the  annual  reports  and  accounts 
furnished by  individual PSEs to the Government. The data is compiled, analyzed and presented 
in three volumes. The first volume presents a consolidated analysis of the performance of the 
PSEs  in  terms  of  physical  and  financial  parameters.  Volume  II  provides  an  analysis  of  its 





and  manufacturing  goods  and  those  rendering  services.  Given  our  focus  on  manufacturing 
entities, we base our analysis on the former category. As at end‐March 2005, there were a total 
































                                                     
2 R&D expenses often accounts for less than 1% of turnover. Accordingly, companies often do not separately report 
such expenditures. This  lack of a mandatory disclosure of R&D expenditures  in accounts, could be a source of bias, 









Variable  Empirical definition  N.firms  Mean  SD 
R&D intensity  R&D expenses/Sales  99  0.005  0.037 
Innovation activity  R&D expenses/1000 employees  72  3.181  0.844 
Size   Log(total sales)  99  2.149  1.047 
Age  Log (number of years since firm incorporation)  100  1.409  0.314 
Borrowings  Government borrowings/Total borrowings  100  0.259  0.402 
Reservation  Dummy=1, if a firm was reserved for the public sector till 1991  100  0.058  0.234 
Monopoly  Dummy=1, if a firm is operating in a monopoly environment  100  0.090  0.286 
Ministry  Dummy=1, depending on the ministry to which a PSE reports  100  0.007  0.086 
 




million) and  the average age was  roughly 30 years. These  figures  indicate  that  the  firms have 





round of disinvestment  in 1992,  the  government offered  ‘bundles’ of  shares of  various PSEs, 
distinguished  on  the  basis  of  financial  performance,  each  bundle  carrying  a  notional  reserve 
price,  to  government‐owned  financial  institutions.  Later  in  1995,  the  bidding  process  was 
opened  to  foreign  institutional  investors and  the public at  large. The overwhelming  chunk of 
funds  raised  through  disinvestment  (Rs.9.9  billion  or US  $0.25  billion)  has  been  through  the 
auction  route.  The method  of  disinvestment was  widened  in  1997 when  disinvestment was 
effected  through  both  the  GDR  (global  depository  receipts)  route  and  public  issues  in  the 
domestic market. 
The  outcome  of  the  initial  phase  of  divestment  was  encouraging,  with  receipts 
amounting  to  about  0.5%  of  GDP.  Thereafter,  while  budget  targets  of  revenue  realization 




After  the  initial  round  of  disinvestment  in  1991‐92,  the  process  was  guided  by 
recommendations  made  by  a  Committee  on  Disinvestment  established  in  1993.  Later,  the 
government  constituted  the  Disinvestment  Commission,  an  independent  body  in  1996 
(subsequently  reconstituted  in  2001)  to draw up  a  comprehensive program of disinvestment 
over  the medium‐term  for PSEs referred  to  the Commission  (Government of  India, 1998). The 
Commission  formulated  a  broad  approach  to  disinvestment  and  also  made  specific 
recommendations  in  respect  of  58  out  of  72  PSEs  referred  to  it  by  August  1999.3  The 
Commission broadly distinguished between a  ‘core’ and  ‘non‐core’ group of  industries.  In  the 
‘non‐core’ category, the Commission advocated sale of up to 74% of government equity.  







For  the empirical model, we  first employ a Tobit model with  the R&D  intensity as  the 
















Lastly,  industry  dummies  (ID,  not  reported)  and  Ministry  dummies  (MD,  not  reported)  are 
included to control for idiosyncratic industry features not explicitly factored into the analysis.  
We control  for  firm  size because  in general,  larger  firms have  the  technology  to  seize 
opportunities. They also have more resources to invest in these activities and have the ability to 
benefit  from  the  returns on  their  innovative activity  (Nelson and Winter, 1982).  In  the  Indian 
context,  earlier  studies  have  reported  a  positive  effect  of  firm  size  on  R&D  (Kartak,  1985), 
although  other  studies  for  developed  economies  report  a  U‐shaped  relationship  (Acs,  1988; 
Audretsch  and  Acs,  1991).  To  take  account  of  this  fact,  we  include,  in  addition  to  size,  its 
squared term to account for possible non‐linearities.   
The (presence) age of the firm, measured as the number of years since its incorporation, 
captures  firm  experience  and  knowledge  accumulation  and  it  usually  proxies  for  efficiency 
differences  (Ericson and Pakes, 1995). Age  increases  the  skill and managerial capabilities  (i.e., 
the stock of knowledge), leading to a concomitant increase in skill and managerial capabilities of 
the  firm  as  well.  We  also  include  the  squared  of  the  age  variable  to  account  for  any  non‐
linearities in the relation between age and R&D. 
It has been argued that government policy plays an  important role  in  influencing R&D, 
especially in public firms. Several public firms have incurred losses over a continuous stretch of 
time  and  in  spite  of  this  fact,  have  been  undertaking  R&D,  since  they  have  been  receiving 







Table 3 exhibits  the  results of  the estimation of  the  factors  influencing R&D  intensity. 
Unlike in OLS model where the coefficients indicate the impact of an explanatory variable on the 
dependent  variable,  in  the  Tobit  specification,  they  represent  their  effects  on  the  latent 
dependent  variable. As  a  result, we  report  (instead  of  the  coefficients)  the marginal  effects. 
Following  the  decomposition  framework  advanced  by  McDonald  and  Moffitt  (1980),  we 
disaggregate  the  total marginal effect  into  the weighted  sum of  two  types of marginal effect 





































In  (1),  the coefficient on Size  is positive and significant. This  is consistent with studies 
that report a positive effect of firm size on R&D intensity (Bah and Dumontier, 2001; Aghion et 
al., 2004). More  specifically,  increases  in  firm  size are  likely  to be associated with  increase  in 
R&D up  to a  threshold. Beyond  this  threshold, R&D declines with size. This concave quadratic 
relationship suggests that firms  increase their R&D efforts up to a defined  limit; subsequently, 
the cost of additional unit of R&D outweighs the benefits, leading them to scale down their R&D 
expenses.  Besides  the  statistical  significance,  the  effect  is  also  economically  important. 




The  coefficient  on Age, wherever  significant  is  positive,  consistent with  the  fact  that 
older  firms  tend  to be more efficient and  therefore, more  inclined  to undertake R&D activity. 
Age squared is however negative, indicating that although the intensity of R&D initially rises for 
older  firms,  it subsequently declines. The variable could be capturing  the  life cycle of  the  firm 
product,  such  that  the  technological  opportunities  facing  older  firms  gradually  diminishes, 
leaving them with lower incentives to invest in R&D.  
It  is of  interest to note that the coefficient on borrowings  is positive and significant at 
the 0.01  level. This  supports  the  fact  that  firms which  receive government  support are more 
likely to exhibit higher R&D intensity.  
The analysis indirectly controls for the pricing policy of PSEs by introducing a dummy for 
monopoly.  The  evidence  clearly  indicates  that  such  firms  tend  to  have  lower  incentives  to 
engage in R&D as compared to their competitive counterparts.  
In Col.  (4) where  the dependent variable  is  innovation activity, we utilize a RE model. 
The  result  is broadly  in  line with  those obtained under  the earlier  specification.  Size  squared 
exhibits an observed positive  sign:  in other words,  increase  in  size beyond a  threshold  raises 
R&D  expenses  proportionately  more  than  employment.  Importantly,  as  in  the  previous 





Limited  research has, however, been  forthcoming as  to  the  factors  influencing R&D  intensity, 
especially of  public  sector  firms. Using data on  a  sample of  100 public  sector manufacturing 
companies for the period 1987‐2005 the evidence presented in the paper suggests that a whole 
host of factors have a significant  influence on R&D. First,  increases  in firm size are  likely to be 
associated with  increase  in R&D up  to a  threshold, beyond which, R&D  is observed  to decline 
with  size.  The  evidence  is  supportive  of  the  fact  that  both  the  intensity  of  R&D  as  well  as 
innovation activity is lower for leveraged firms. Finally, the findings fail to discern any significant 
improvement in R&D intensity in the post‐reform period; although there is a noticeable decline 
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