Abstmct-We present an algorithm for nonlinear multidimensional registration. The correspondence function is criterion represented in a spline space. We also use the cubic splines to interpolate the volumetric data to be registered. We use a multiresolution strategy, which gives us robustness and additional speedup. We analyze the computational comi € l i E I plexity of the algorithm and its performance using different multjdjmensional optimization methods. ~i~~l l~,
I. INTRODUCTION
Image registration has numerous practical applications including recognition, coding, data fusion, target tracking, and others. In medical image processing, registration is used for comparing images from different modalities, different subjects, different points in time etc., see for example [l] . The registration algorithm described in this article presents several important distinguishing features: First, it is applicable to images with any number of dimensions. Second, our algorithm looks for the correspondence (or warping) function among splines, which can approximate any function with arbitrary precision by varying the step size and thus the number of parameters. Moreover, thanks to the compact support of the basis functions, the time to evaluate the criterion and its derivatives does not depend on the number of parameters describing the correspondence function. Finally, our algorithm uses a spline model also to interpolate the deformed image, which permits us to get high-order approximation and to explicitly evaluate its derivatives. The ideas used are similar to those found in [2] which uses hierarchical finite elements in the context of motion coding. It is in extension of our earlier work 131.
PROBLEM DEFINITION
Let us consider two N-dimensional discrete signals f,.(i) and ft(i) (where i E ZN), which we will call reference and test images, respectively. Suppose that these discrete im-
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We represent the correspondence function g using splines as well. The model is parameterized with a moderate number of locally influent coefficients. The function g is a multivariate and multidimensional function RN + EtN.
where &(x) is a tensor product of centered B-splines of
We see that g is a linear combination of basis functions P, placed on a rectangular grid. The scale parameter h governs the node spacing, the total number of parameters, and the smoothness of the solution.
In some cases, the registration problem needs a regularization factor to make it well-posed, or to privilege likely solutions. Depending on the particular task, various regularizations can be justified. We investigated for example:
(a) a Tikhonov stabilizer penalizing non-linear deformations . _ (b) a barrier function penalizing locally non-invertible functions ages are sampled versions of continuously-defined images f,"(x) and f,"(x). Taking a correspondence (or warping) function g(x), we can get a warped version of the test image fw(x) = f,C(g(x)). We want to find such a warping function g , so that the warped image fw is as close as pos- 
OPTIMIZATION ALGORITHM
We have evaluated three algorithms for solving our o p timization problem: adaptive step gradient descent (GD), conjugate gradients (CG), and Marquardt-Levenberg-like regularized Newton minimization (ML). The ML method is usually the most efficient algorithm of the three in terms of the number of iterations but, as it requires evaluation of the Hessian matrix and its inversion, this does not necessarily translate into the fastest computation time.
To improve the robustness and convergence speed of the minimization, a multiresolution approach is used. The problem is first solved with coarse-resolution versions of the images. Then the solution is progressively improved at finer levels.
An example of the behavior of the three algorithms is shown in Figure 1 . From this and other experiments, we found the ML method to be the most favorable.
V. COMPUTATIONAL COMPLEXITY
Let us give a rough estimate of the computational complexity of the registration process by counting an approximate number of arithmetic operations needed for a single evaluation of E , its gradient, and its Hessian. We work with images containing nb pixels and warping functions described by n, x N parameters. The evaluation of the tensor product p,. costs about 3rN operations.
Thus, evaluating one component of g at one point takes To calculate the Hessian, second derivatives of .f," must
IV. EXPLICIT DERIVATIVES
Thanks to our spline model for both the image and the deformation function, the partial derivatives of E with respect to parameters c (which we need for an efficient optimization) can be found explicitly. The components of the gradient and Hessian are given by the following expressions:
be calculated, which can be done in 4N2nbqNfi"opera- Note that both the gradient and Hessian evaluation costs are independent of the number of parameters. This is a very favorable feature of our method. firthermore, the above analysis suggests that the complexity of calculating E , its gradient V E , and Hessian V 2 E , depends linearly on the number of image pixels nb and nonlinearly on parameters N , r , and q. If we substitute N = r = q = 3 into the expressions above, we find that the ratio of the three complexities are 1 : 2 : 40, which corresponds very well to the timings measured practically and shown in Table I . there is only d N non-zero terms in the above sum. Similady, there is also only a limited number of non-zero terms in (8 and 9). the volumes being compared (from different subjects) have to be registered. We have chosen to first register the ECD SPECT images of the two subjects, and to apply the deformation found to the Xenon SPECT images. The Xenon SPECT images cannot be registered directly, because they contain too little anatomical information.
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Once this method is perfected and applied to a large body of volunteers, an atlas of Xenon SPECT images will be created, permitting to use this non-invasive and fast method for diagnostical comparison of brain activities of a subject with an atlas.
As for the real application the true correspondence b e tween the two volumes is not known and it is therefore difficult to evaluate the performance of the registration algorithm, we have chosen to test it using artificially generated random deformation, using the methodology we described in (31. Figure 2 gives an example of the SPECT images and of the difference before and after registration for artificially generated deformation. You can see that the SPECT images are rather blurred, which augments the difficulty of the registration task. Note also that the differences in the registered images are significantly reduced. Figure 3 shows the artificially generated deformation and the resulting d e formation found by our algorithm.
VII. CONCLUSIONS
We have developed a spline registration algorithm for multiple dimensions, analyzed its computational complexity, and evaluated several solutions to the optimization problem. An important feature of our method is the multiresolution strategy. We have applied the algorithm to a practical problem in the biomedical domain.
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