We present an approach to parallelize generation of feasible solutions of mixed integer linear programs in distributed memory high performance computing environments. The approach combines a parallel framework with feasibility pump (FP) as the rounding heuristic. The proposed approach runs multiple FP instances with different starting solutions concurrently, while allowing them to share information. The starting solutions for multiple subroutines are created by rounding the most fractional k variables of an optimal solution of the continuous relaxation. Our computational results on COR@L, MIPLIB 2003, and MIPLIB 2010 test sets suggest that the improvement resulting from parallelization using our approach is statistically significant. Furthermore, running multiple short FP algorithms in parallel can significantly outperform running a single long version even if both algorithms are given the same amount of CPU time. This suggest that the benefits of parallelization are also due to information sharing.
Introduction
In this study we consider the problem of generating high quality feasible solutions for unstructured Mixed Integer Linear Programs (MILPs) in a parallel computational environment. MILP is extensively studied in the literature. We suggest interested reader to [1] for a recent review. Generating high quality feasible solutions quickly is important in practice. This is because availability of feasible solutions with close to optimal objective value may help reduce the number of nodes in the $ This study is supported by ONR (grant no:) and DoE (grant no:) $$ The main part of the study was conducted while Utku Koc was a post doctoral fellow at Northwestern University.
it is important to solve a problem or identify a good solution within a reasonable amount of wall-clock time, de-emphasizing the CPU-time used.
For MILPs, a way to use the power of parallel computing is to search the branch and bound tree in parallel. Koch et al. [2] discuss that the speed up of a B&B algorithm is around 20,000 compared to a sequential run, even if a million cores are used to search the B&B tree. They discuss that the dis-proportionality in the performance is mainly due to communication overhead, idle time for initial tasks or termination (rampup and ramp-down), performance effect of the redundant work (some nodes may not have been evaluated if fewer processors are used), and idle time due to latency/contention/starvation.
The FP algorithm was first proposed by Fischetti et al. [3] . An extension to general MILPs is proposed by Bertacco et al. [4] . By a modification of the objective function, Achterberg and Berthold [5] found better feasible solutions (Objective FP). Fischetti and Salvagnin proposed different rounding heuristic by using constraint propagation techniques after rounding some of the variables [6] . Baena and Castro [7] extended the FP so that the integer point is obtained by rounding a point on the (feasible) line segment between the computed feasible point and the analytic center for the relaxed LP. In this study, we provide a parallel framework in which multiple feasibility heuristics starting from different solutions can communicate and share information. Recently, Huang and Mehrotra studied a combination of different types of random walks and FP in which the FP algorithm is used as the rounding procedure for interior random points. They generate feasible solutions for MILPs [8] and Mixed Integer Convex Programs (MICPs) [9] . This paper has multiple contributions to the literature: 1) we assess the value of parallelization independent of the increase in the CPU-time, 2) we provide a parallel framework that can use multiple parameters for FP type heuristics. Each parallel subroutine uses a different rounding scheme so that the most fractional variables are rounded in an enumerative fashion independently.
This study is the first of its kind in terms of using many cores to generate feasible integer solutions in parallel using enumeration in a distributed memory environment with many cores. Our computational experiments suggest that, running multiple algorithms for a short amount of time in parallel can significantly outperform running a single long version even if both algorithms are given the same amount of CPU clock time. Thus, the benefits of parallelization are not only due to the increase in the CPU-time (given the same amount of wall clock time) but also due to multiple algorithms running in parallel and sharing information along the course of the algorithms.
We present computational results describing our experience with the use of the FP heuristic in the parallel subroutines. The original FP algorithm starts from the rounded solution of an optimal solution of the continuous relaxation. In this study, all possible rounded points from the most fractional k variables are enumerated and 2 k subroutines are run in parallel.
The rest of the paper is organized as follows: we describe our parallel heuristic framework for the use of multiple heuristics in Section 2. Details of the rounding procedure are given in Section 3. Section 4 gives the implementation details of the proposed algorithms.
The computational results and our experience regarding the use of massively parallel systems are discussed in Section 5. Finally, we conclude in Section 6.
A Concurrent Framework for Finding Feasible

Solutions for MILPs
In this section we describe our concurrent framework to generate feasible solutions for MILPs. In our approach, we run multiple feasibility heuristics in parallel.
We refer to the algorithms running in different proces- Collect results 6: if One of the slaves return an integer solution then 7: Update U B = minimum of the slaves 8: Update RHS = U B − Listen master for parameters and information (RHS ) 4: Update RHS of the objective cutoff constraint 5: Get information form master (LP optimum (x * lp )) 6: Update with respect to the heuristic variant 7: Create a starting solution x 
Variants of FP Heuristic
In this section we describe the details for the rounding subroutine, as well as the generation of the staring solutions for rounding. We start with the details of the basic FP algorithm as the rounding procedure.
Basic and Objective FP Algorithms
FP heuristic was first proposed by Fischetti et al. [3] for 0-1 MILPs. The FP algorithm starts from a solution x, searches for another solutionx that is as close as possible to a rounded solution of x (x) by solving an l 1 norm minimization problem of the form:
where (1) is the l 1 norm distance, (2) and (4) Using a normalized convex combination of the original objective function and the above l 1 norm objective, one can generate better quality solutions (Objective-FP) [5] . The idea is to focus more on the objective value quality in the beginning of the algorithm, and feasibility at the later stages by controlling the parameter α ∈ (0, 1). For this purpose, the objective function (1) of the above MILP (1) is replaced by
where ∆ is the l 1 norm distance, c is the original objective vector and ||·|| is the euclidean norm. The parameter α reduces gradually at each iteration of the Objective FP algorithm provided in Algorithm 3.1.
We refer to the process of solving the problem of minimizing the convex combination defined in (5) 
while termination criteria not met do 9: k := k + 1 10:
if x k is integer then 13: set U B := c T x k and RHS := U B − and go to step 2.
14: 
Implementation Details
We now describe the implementation details for our concurrent optimization framework and FP. The details of the computational environment are also given. In practice, as the number of cores needed increase, it is reasonable to share the nodes with other users in HPC systems. To access the resources in a reasonable time,
we allow to share the nodes with other users in all experiments. We point out that, depending on internal and external factors, controlling the process of the parallel implementations is an issue in a shared machine. The mapping of the nodes and cores may take some time depending on system settings. We used MPI 3 standards to employ the master/slave paradigm. Cplex 12.5 with a coin-OR interface is used for solving the linear programming relaxations at the slaves.
For our tests, we used 74 problems from the COR@L library [10] , 28 problems from the MIPLIB 2003 library [11] , and 84 feasible problems from the MIPLIB 2010 benchmark set [12] . As some of the problems are duplicate in the test sets, the total number of problems in our test bed is 180. The details on the test problems are provided in the Appendix.
Computational Results
In order to assess the value of parallelization irrespective of the increase in the CPU-time, we run the algorithm in an increasingly parallel environment using 1, 2, 4, 8, 16, 32, 64, 128, 256, and 512 parallel subroutines.
The amount of time one wants to spend on heuristics to generated feasible solutions depend on the user/solver settings. In our runs the time limit for each problem is calculated depending on the solution time of the first continuous relaxation. In a set of preliminary experiments, we calculated the time to solve the first relaxation at different times of the day and different days of the week. This is done to get an understanding of how the load of the HPC system effects the results even for a single LP relaxation. We then averaged the solution times (referred to as t). 90% of the problems (162 out of 180) have t < 6 seconds. We run these problems for up to 2560t wall clock time limit. 13 of the remaining 18 problems are run with 256t time limit. The limits are selected in such a way that maximum time to run each problem is limited to four hours. The remaining five problems are not included in the analysis as 256t is more that four hours. This was needed to ensure that we get the resources on QUEST in a timely manner. We recorded the results at 10t, 20t, 40t, . . ., 2560t for t < 6, and 1t, 2t, 4t, . . ., 256t for t ≥ 6. The idea is to understand the trade off between the wall clock time limit and the number of processors. We tested both basic and objective FP algorithms in our analysis. Table 1 and 2 summarizes the results for 10 parallelization levels (1, 2, 4,
. . .,512) and nine time levels (10t, 20t, 40t, . . ., 2560t).
Each cell represent the number of problems for which the algorithm finds a feasible solution at a given parallelization level and time limit. The numbers in parenthesis represent the number of problems for which an optimal solution is found. Note that if an algorithm finds a solution that is better than or equal to the best known solution (reported at library web pages), it is considered as optimal in this analysis. There are cases for which we find solutions that are better than the best known values reported in the library web pages, though they seem to be outdated. We start the analysis with basic FP algorithm.
Observe from Table 1 ). The number of problems for which feasible solutions are found increases with decreased time and increased processors. In order for a clearer understanding, we ignore the problems for which a serial algorithm can find a solution in 80t time limit. These problems are likely no to benefit from parallelization. We refer to this situation as anchoring at a single processor, 80t. Considering both the number of problems for which a feasible and optimal solution is found through several parallelization levels, we conclude that parallel version of the basic FP algorithm linearly scales, for time values greater than 80t and parallelization level less than 512.
The results for objective FP are provided in Table 2 .
Comparing the results with Table 1 indicates that the ba- (6) 92 (9) 109 (11) 116 (14) 121 (17) 128 (20) 130(28) 132(33) 138(35) 2 90(10) 114 (14) 120 (17) 128 (25) 133(33) 136(38) 136(45) 140(48) 141(50) 4 99(10) 116 (13) 129(21) 133(29) 137(37) 141(42) 142(52) 143(55) 144(56) 8 106(16) 127(19) 133(23) 137(33) 139(41) 140(48) 146(60) 146(61) 148(64) 16 92(10) 123 (16) 133(23) 137(31) 142(44) 145(54) 148 (61) 149 (63) 150(65) 32 117 (15) 130(17) 137(27) 144(34) 144(45) 145(51) 149(61) 150(65) 150(68) 64 112(16) 132(20) 138(28) 143(38) 144(44) 148(58) 149(67) 149(68) 150(73) 128 117(14) 133 (18) 138(23) 143(30) 145(34) 147(46) 149(58) 150(66) 151(73) 256 124(15) 134(18) 142(22) 145(22) 148(30) 150(39) 151(48) 151(58) 151(70) 512 126(13) 135(15) 143(19) 145(24) 148(32) 151(41) 151(44) 151(51) 151(58) (7) 83 (11) 103 (17) Tables 3 and 4 provide the number of problems for which a feasible (optimal) solution is found for basic and objective FP, respectively. The results show a similar trend as that for the small problems.
Considering the quality of the solutions generated at each time limit and parallelization level, we perform a pairwise comparison of all methods with equal resources using Wilcoxon signed rank test on percentage gap values. Table 5 
Conclusion
It is already shown that FP is a useful heuristic for MILP as it usually finds feasible solutions for practical problems in a reasonable computational time [5] [4], [3] .
In all studies related to the use of FP, however, no parallelization is used. In this study, we tested FP further in a highly scalable parallel framework.
We note that starting FP from multiple rounded points in parallel outperforms using the same starting solution (that is an optimum solution for the continuous relaxation) and running with different random number streams. There is a significant value of starting from multiple rounded points in the presence of parallelization. Extensive computational test indicate that the value of increasing the level of parallelization is statistically significant for up to 128 cores.
There are several other heuristics for finding feasible solutions for MILP problems that can be used as a part of a parallel implementation. Among them, Pivot-and-Complement [13] performs simplex like pivots to get slack variable into the basis and integer variables out of a basis. This is further extended by Balas [14] . Another heuristic for 0-1 MILP is OCTANE, which uses enumeration techniques on extended facets of the octahedron [15] . Fischetti and Lodi propose a local search algorithm [16] to improve an incumbent solution. A heuristic called Relaxation Induced Neighborhood Search RINS solves sufficiently smaller subMILPs to improve an incumbent solution [17] . The use of random-walks was investigated in the FP setting [8, 9] . Using these heuristics in a parallel framework are considered as future research topics.
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