The basic idea of linear Principal Component Analyses (PCA) consists in decorrelating coordinates by an orthogonal linear transformation. In this paper we generalize this idea to the nonlinear case. Simultaneously we will drop the usual restriction to gaussian distributions. The linearity a n d orthogonality condition of linear PCA is substituted with the condition of volume conservation in order to avoid spurious information generated by the nonlinear transformation. This leads us to a still very general class of nonlinear transformations, called symplectic maps. Further on, instead of minimizing the correlation, we minimize the redundancy measured at the output coordinates. This generalizes second order statistics being only valid for gaussian output distributions to higher order statistics. The proposed paradigm implements Barlow's redundancy reduction principle for unsupervised feature extraction. The resulting factorial representation of the joint probability distribution presumably facilitates density estimation and is especially applied to novelty detection.
Introduction
The aim of PCA is to linearly decorrelate features by rotating the coordinates of the feature space. Among the research done in the Neural Network community there is a vast body of results related to linear PCA. The greatest part of it demonstrates how v arious types of neural structures can perform PCA, and how PCA can be derived from information theoretic principles. The latter results are especially important to gain insight i n t h e v arious learning paradigms, at least in the simple case of linear transformations. However -mostly in the context of information theory -the results were restricted to gaussian distributions of the input signals. The aim of this paper is to make use of the more general principle of redundancy reduction instead of linear decorrelation, furthermore to get rid of the restriction to linear transformations for PCA.
Independently of each other Baldi and Hornik (1989) and Bourlard and Kamp (1988) proved, that Back Propagation in a linear auto-association net nds in the hidden layer the orthogonal projection onto the subspace spanned by the rst principal eigenvectors of the auto-correlation matrix. Oja (1989) formulated a hebbian type learning rule that extracts the rst principal component and leads to a orthonormal linear transformation. Rubner and Tavan (1989) proved that a network composed of linear neurons can be trained to perform PCA, if the synaptic adaptation is Hebbian in a vertical sense, i.e. from inputs to outputs, and anti-Hebbian for the inhibitory lateral connections between the output units. A similar concept was proposed by F oldi ak (1989) . The Hebbian and anti-Hebbian form of the learning rules can be derived from rst principles by applying information theoretic concepts (Linsker, 1988 Kuehnel & T avan, 1990 .
On the other hand, within the last years there has been an increasing interest in theories and models for unsupervised detection of statistical dependence in a sensorial environment. One of the most important theories of feature extraction is the one proposed by Barlow (1959 Barlow ( , 1989 . Barlow describes the process of cognition as a preprocessing of the sensorial information performed by t h e n e r v ous system in order to extract the statistically relevant and independent features of the inputs without loosing information. As a learning strategy Barlow (1959 Barlow ( , 1989 formulated the principle of redundancy reduction. This kind of learning is called factorial learning, since in the case of zero redundancy the joint probability distribution can be expressed by the product of the single coordinate probability distributions. Recently Redlich (1990, 1992) and Redlich (1993a Redlich ( , 1993b concentrate on the original idea of Barlow yielding a interesting formulation of early visual processing and factorial learning.
In the signal processing literature a closely related problem, called \blind separation of sources", has recently been addressed quite frequently. Here it is assumed that statistical independent signals are linearly superposed, and the task is to nd the original signals. An outstanding work is that of Comon (1994) where he formalizes his Independent Component Analyses (ICA) proposed in (Comon, Jutten, & Herault, 1991) . He restricts himself to linear transformations, but solves the problem of non-gaussian distributions by measuring the redundancy in terms of higher order cumulants. Some papers have been published addressing the nonlinear case, but they lack either in generality o r i n t h e i r theoretical foundation (Karhunen & Joutsensalo, 1994 Burel, 1992 . At last we want to mention the work of Hastie and Stuetzle (1989) that proposed a statistical technique for nding \Principal Curves". The drawback of the proposed algorithm is the lack of an analytic representation of the curves found.
Obradovic and Deco (1993) apply Barlow's principle to a class of general linear transformations which conserve the input information but minimize the mutual information between the outputs in order to make them statistically independent. Among other special cases, PCA is included in this class satisfying the additional condition of norm or energy preservation.
Some nonlinear extensions of PCA for decorrelation of input signals were recently introduced. These follow v ery closely Barlow's original ideas of unsupervised learning. Deco and Parra (1994) de ned a stochastic neural network of Ising spins that performs statistical decorrelation of Boolean outputs by nonlinear transformations using information theoretic concepts. Deco and Brauer (1994) formulated a neural paradigm for the statistical decorrelation of the output components by using a special volume conserving architecture and higher order cumulant expansions. Deco and Sch urman (1994) applied triangular volume conserving architectures and information based decorrelation learning algorithm for modeling chaotic time series. Atick and Redlich ( 1 9 9 2 ) and especially the two papers of Redlich (1993a Redlich ( , 1993b use similar information theoretic concepts and reversible cellular automata architectures in order to perform nonlinear decorrelation. Taylor and Coombes (1993) presented an extension of Oja's learning rule (1989) for higher order neural networks.
The aim of our work is to formulate a connectionist network architecture that performs Barlow's unsupervised redundancy reduction learning in the most general fashion. The basic idea is to de ne an architecture that assures perfect transmission without loss of information. Thereby w e m a k e use of a special class of nonlinear transformations, the so-called symplectic transformations, the key property o f w h i c h i s v olume preservation. Unless one has a priori knowledge about the environment (i.e. distribution of the input signals) it is di cult to nd criteria for separating noise from useful information. Without having a good model of the probability distributions of the environment, one should preserve the information of the measured signal. The second reason for conserving the information passed through a system, is more technical and arises from the de nition of the Shannon information of continuous distributions. Shannon informationis sensitive to scaling. By scaling continuous coordinates the amount of information of a signal distribution changes. To a void spurious information generated by such a transformation, we require volume preserving maps.
In section two w e will rst introduce the class of symplectic transformations in context of the information carried by a c o n tinuous random variable. In section three we will explain our approach of reducing redundancy by minimizing a simple upper bound of the entropy. In section four we present a parametrization of symplectic maps by a connectionist network structure and perform gradient calculations. In the following section we describe how the nonlinear redundancy reduction technique presented in the paper can be used for density estimation and novelty detection.
2 Entropy Preserving Nonlinear Maps
The entropy Hfxg of a distribution P(x) o f a c o n tinuous random variable x in R n is de ned as (Shannon, 1948) :
Unlike the discrete case this entropy might be negative, e.g. the one point distribution, in the continuous case represented by Dirac's delta distribution, has corresponding to (1), in nite negative e n tropy. Consider an arbitrary transformation y = f (x) of the random variable x in R n . The corresponding transform of the entropy of the distribution P(x) can be express by ( P apoulis, 1991) Hfyg Hfyg + Z R n P(x) l n det @f @x dx
If f (x) i s i n vertible, equality holds in (2). The Jacoby determinant i n t h e integral yields the scaling caused by the transformation f (x). For an arbitrary distribution P(x) the transformation would generate spurious information, unless the determinant is equal one everywhere det @f @x = 1
As an unsupervised method, that doesn't use any a priori knowledge about the environment, linear PCA accomplishes this requirement i n a v ery natural manner. It performs only rotations, which a r e o b viously volume conserving. In order to generalize to nonlinear transformations, the only condition to be maintained is volume conservation. A general class of transformations that ful ll condition (3) are the symplectic maps (Abraham & Marsden, 1978) originally introduced by Siegel (1943) in the context of multivariate function theory. I n classical mechanics this class coincides with the well-known class of canonical transformations. A very interesting and for our purpose important fact is that any non-re ecting 
where I denotes the unity matrix in R n=2 . The gradient i s t o b e t a k en with respect to the argument z = ( x + y)=2 o f S(z). Unfortunately, there is no general way of constructing S(z) analytically with a given symplectic f(x) and vice versa. We could either de ne a function f(x) and prove the volume conservancy, o r w e could de ne an arbitrary scalar function S(z) and realize the map by solving (4) numerically. The focus of this wo r k i s t o h a ve the most general possible map. Therefore we do not restrict to a certain structure given by an ad hoc de nition of f(x). We will instead use a network structure that has shown to be a general function approximator (Hornik, Stinchcombe, & White, 1998) , in order to have a exible expression of S(z).
Mutual Information and Factorial Representation
Let us now focus the attention on statistical independence. Consider a random variable y in R n distributed according to a joint probability distribution P(y).
In general the components of the input are statistically dependent. Statistical independence occurs when the joint probability distributions factorizes,
The de nition of mutual information relies strongly on this de nition of independence. When random variables are statistically independent one would expect vanishing mutual information. A distance measure for entropies is the relative e n tropy. The relative e n tropy b e t ween the left-and right-hand side of (5) de nes the mutual information of a multidimensional random variable:
Redundancy is then de ned as the normalized mutual information Rfyg = MIfyg=Hfyg. Note that (5) is equivalent t o MIfyg = 0 ( A tick & R e d l i c h, 1992). How does this relates to linear decorrelation used in linear PCA? In the case of Gaussian distributions diagonalizing the correlation matrix of the linearly transformed variables has proven to be equivalent to reducing redundancy (Papoulis, 1991) . But for general distributions decorrelation does not imply statistical independence of the coordinates. Starting from the principle of minimum redundancy Deco and Brauer (1994) formulated criteria for higher order decorrelation. Another approach with higher order cumulants for the case of linear transformations was studied by (Comon, 1994) . developed in full generality b y F eng and Qin (1985) . A proof of the representation (4) and a discussion of its role for the numerical integration of Hamiltonian Systems can be found in (Miesbach & P esch, 1992) In this work we m a k e use of the more general principle of redundancy reduction instead of pairwise decorrelation. Combining this with the preservation of the input information by using symplectic maps, we arrive at the principle of feature extraction formulated by Barlow (1959 Barlow ( , 1989 . This principle states, that the preprocessing of cognition tries to nd a factorial representation of the environment while preserving the information contained in the sensory stimulus.
In order to nd a factorial representation in the output coordinates , we u s e the mutual information (6) as a cost function. Since for the symplectic map Hfxg = Hfyg holds, we are left with the task of minimizing the sum of the single coordinate entropies (second term in the left-hand side of (6)). Thus we get not involved in computational expensive m ulti-coordinate statistics. On the other hand, we need an analytic expression or at least a measurement o f the single coordinate entropies. Since we are given only a set of data points, drawn according to the output distributions, this is still a di cult task. But fortunately we k n o w a feasible upper bound for these entropies, 0 MIfyg = ;Hfxg ; where hy i i = R R P(y i ) y i dy i . The inequality in (7) expresses the positiveness of the relative e n tropy b e t ween two arbitrary distributions, in that case between P and G where we used the Gaussian distribution G(y) = 1 = p exp(;(y ; hyi) 2 ). The rst two terms of the expression (9) are constants. Thus we c a n reduce the problem of statistical decorrelation to the problem of minimizing the upper bound of the entropies P i Hfy i g, i.e. the sum of the output variances.
We could also use gaussian distributions G(y i ) with di erent v ariances for each coordinate, namely the variance of the distributions P(y i ). This is the idea of the second Gibbs theorem. This theorem gives the entropy of the Gaussian distribution having the variance of P(y i ) as an upper bound for the entropy P (y). In this case the upper bound is the sum of the logarithms of the variances: 
These two di erent cost functions yield slightly di erent learning goals. In case of constant v olume the direct sum of variances (9) favors equal variances in the di erent coordinates, while the sum of the logarithm of the variances (10) does not favor any special scaling between the variances. In all experiments we used cost function (9). It might be seen as a strong simpli cation, to use only the second order moment for minimizing the entropy. One should rather try to include higher order cumulants to get a more accurate estimate of the distributions and therefore of the corresponding entropies. But in a rst stage we w ant to restrict to a computationally e cient solution. Beside of this, if the transformation y = f (x) is exible enough this cost function will tend to produce gaussian distributions at the output. With a variational approach i t c a n b e shown that under the constraint of constant e n tropy a circular gaussian distribution extremizes the sum of variances. If the transformation is general enough to assume arbitrary output distribution, then the cost function (9) can be seen as a functional of P(y) to be extremized. We i n troduce the side conditions 
Therefore the circular gaussian distribution is optimal and the training will tend to transform the input distribution into a gaussian distribution. This will be useful for the density estimation addressed in chapter ve.
Optimizing a parametrized symplectic map
As we pointed out at the end of chapter two, we use a connectionist network structure that has shown to perform a general function approximation in order to have a exible expression of the scalar function S(z) in (4). Consider now t h e speci c class of symplectic maps that results from using a conventional network structure for the scalar function S(z) in (4),
S(z w W ) = w g(Wz) (15) Note that if S(z) is a quadratic function, (14) represents a linear transformation. We parametrize S(z, w, W ) b y the network parameters w 2 R m and W 2 R m R n . F or J to be well de ned in (4), has n to be an even number. This is not a severe restriction, because one may add a dummy coordinate to the problem if necessary. The function g applies to each c o m p o n e n t of the vector Wz and may b e c hosen as a sigmoidal shaped function. In this case, the function (15) realizes a 3-layer perceptron.
There are di erent w ays to solve (14) numerically. The fastest algorithm would be a Newton method for nding the zeros of F (y) = ;y + x + J@S((x + y)=2)=@z. The other, rather straight forward method is to regard equations (14) as a xed-point iteration:
And nally we could use gradient methods such as conjugate gradient for minimizing kF(y)k 2 . All these methods should start at y(0) = x since the solutions will then yield a mapping \nearest" to the identity map. The metric de ning the term \near" is determined by (15) but is hard to analyze. The iteration will succeed, if the starting point lies in the domain of attraction of the corresponding algorithm. In general this domain of attraction will be smaller with increasing dimension and with growing kwk and if g is a monotone increasing function, then also with growing kWk.
In the simulations xed-point iteration and conjugate gradient has shown to be quite competitive with each other, while Newton methods exhibit poor stability. Fixed-point iteration is fast, since it converged mostly within 30 iterations, but failed to converge as the learning process increases the norms of the connection weights. Note that a necessary, local condition for xed-point iteration to converge is k@y(t + 1 ) =@y(t)k 1. Conjugate gradient c o n verges mostly within 10 steps but not necessarily to the desired global minimumsolution. A more stable, globally convergent t e c hnique is the homotopy-continuation method (Stoer & Bulirsch, 1993) where starting from a known solution one gradually modi es the nonlinear equation while successively nding the new solutions. Usually one starts at the identity map and introduces the non-linearity gradually by a parameter . In our case we h a ve to nd the solution of 
This method may e v en accelerate the search, since for each step of increasing the parameter the new solution of (17) can be found in a few steps. On the other hand the gradual increase of the non-linearity helps to start always in the domain of attraction of the global solution. But still, there is no guarantee for convergence. One may pass a bifurcation point and follow the path of a degenerating solution i.e. a solution that evolves to a relative m i n i m um. F or the training patterns we h a ve a v ery natural way o f s t a ying in the basin of attraction. We k eep track of the solutions of (17) while we modify the parameters that we incrementally change according our learning rule, i.e. we start the search for the solutions of (17) (19) This homotopy w as used for the training, since we h a ve natural access to the weight path, while the rst homotopy is used for new data points not belonging to the original training set.
Corresponding to the cost function (9) we need the derivatives of the output, with respect to a parameter p in order to perform gradient descent: The computational cost of nding a solution of (14) is O(nmt) w ere t represents the number of steps the equation has to be iterated until convergence (in practice 10 < t < 200). The computational complexity of solving (21) (20) in order to update the parameters after each o f N data points, but we performed the exact batch gradient descent, which implies an additional factor N in the computational cost of each gradient update step.
Density estimation and novelty detection
The proposed paradigm implements Barlow's redundancy reduction principle for unsupervised feature extraction. The resulting factorial representation of the joint probability distribution presumably facilitates density estimation and will be applied now especially to novelty detection. If one knows that a joint d i stribution factorizes, then the problem of nding a estimation of the joint probability in an -dimensional space reduces to the task of nding the one-dimensional probability distributions . Once we found the estimate we can always calculate the corresponding distribution in the input space, since the symplectic map is invertible and di erentiable. Corresponding to Papoulis (1991) P (x) = P(y) det @f ;1 @y y=f (x) = Q n i P(y i ) det @x @y y=f (x) ( 22) The Jacobian of the inverse map is given by linear equations analogous to (21). But more likely than calculating the original distribution, in most applications one would map the entire problem to the new factorial space.
As we stated before the gaussian upper bound cost function favors at the output gaussian distributions with equal variance, provided that the symplectic map is general enough to transform the given distribution. Although not perfect, gure 1 demonstrates that ability.
If the training succeeds, we might estimate the distributions by the straight forward assumption of independent gaussian distributions at the output: 
A possible limitation of symplectic maps is continuity. In gure 2 the two`+' clusters of the training distribution can't be mapped into a unimodal gaussian distribution without having a discontinuity in the map. But even in that case, one is still free to choose a more suitable one-dimensional estimation technique, than the simple approximation by a single gaussian distribution.
Finally, w e w ant to address the closely related task of novelty detection. Given a set of samples corresponding to a priory distribution one has to decide if a new sample correspond to that distribution or not. Therefore, the question is: \how probable is an observed new sample according to what we h a ve s e e n so far?". Given a certain decision threshold, we w ould like t o k n o w the corresponding contour of the density of the data point previously seen. If the contour for an arbitrary threshold is required, we need the complete estimation of the density. As a solution to that problem we propose the presented symplectic redundancy reduction with the straightforward gaussian density estimation (23). The decision surface for the novelty detection is then just a hypersphere in the output of the symplectic map after reducing the redundancy according to the given sample set. Figure 2 demonstrates that idea. The symplectic map was trained to reduce redundancy on the samples`+'. The samples`o' are to be discriminated. It is obvious that taking a circular decision measure at the output distribution will give a fair solution. Although for this illustrative example we could obtain also good results with a simple gaussian mixture (Duda & Hart, 1973) of two gaussian spots, we w ant to show the performance of the proposed technique. The usual performance measure for a binary classi cation problem is the rate of \miss classi cations" and the rate of \false alarms" as shown in gure 3. Miss classi cation occurs when a sample that belongs to the \novel" set is missed and classi ed as normal. The opposite case where a \normal" sample is classi ed as \novel" is called a false alarm (see gure 3, left). Novelty detections is a explicitly unsupervised task. It can also be understood as a two class decision making, where only one class is known. During training (i.e. nding the right decision surface) one is not allowed to use the distribution of \novel" samples, because in practise this distribution is unknown to us. If somebody would give us that knowledge, we could use a plenty o f known supervised classi cation techniques. But still, during the design phase of any n o velty detection algorithm we need to have the distribution of the \novel" samples in order to measure its performance and to compare it with others.
If the system performs well, after removing the nonlinear statistical dependency of the training distribution, and being left with only gaussian distributions, there is nothing we can do further unsupervised. At that point w e m i g h t have a perfect representation of what is known. To go further we need to have some knowledge about the \novel" distribution. That knowledge might b e i mplicit, e.g. a performance curve l i k e the one in gure 3 which tell us, that for the given \normal" / \novel" distributions a given algorithm work better than an other. In that example the knowledge consists in the information, which of the extracted independent gaussian features separates the both distributions better (as demonstrated in gure 3, right). There one coordinate (x-axis) of the feature space basically represents noise to the decision we w ant t o t a k e, while the important information in order to separate the distributions is in the other coordinate (y-axis). This illustrative example demonstrate how noise and useful information can only be recognized as such, if we h a ve some kind of supervision (performance of a decision algorithm).
This justi es again our approach of preserving the information by a map, if it is trained completely unsupervised. Unsupervised training without any other knowledge should not delete information.
Conclusions
We proposed a technique for nding a nonlinear transformation that produces a statistically independent representation of a probability distribution. This feature extraction in terms of minimal mutual information generalizes the decorrelation criterion of linear PCA to higher order but single coordinate statistics. In order to obtain a computationally feasible criteria we restricted ourselves in this paper to second order statistic. Future work will extend this paradigm to Figure 3 : Rate of miss classi cation and false alarm for the example of gure 2. The`+' training set is regarded as \normal" and the`o' test samples are to be classi ed as \novel". We used in both cases (input and output) a elliptical distance measure as decision criteria for novelty, i.e. we classify as \normal" all points laying within an elliptical area around the center of the \normal" training set. All others are classi ed as \novel". The decreasing curve gives the false alarm rate, while the increasing curve denote the rate of missing the \novel" data points. The crossing point of this to error rates de nes the minimum error rate, which gives a performance measure for the quality of the algorithm. Left: Solid and dashed lines correspond to the decision ellipse and circle in gure 2 respectively. Therefore the solid lines show the performance in the input space and the dashed lines the performance at the output of the symplectic transformation. Obviously minimum error rate is much smaller for the second. Right: Consider again gure 2. Now the right spot of the 'o' test set was not considered for the classi cation. The training set remained the same. Now solid lines correspond to the elliptical measure in both directions. Dashed lines correspond to measure in the y-axis direction only. In this way k n o wledge about which coordinates contains the desired information for classi cation can be obtained.
higher order single coordinate statistics. In comparison with other approaches we b e l i e v e that the volume conserving nonlinear transformations are the information theoretic most meaningful class of nonlinear transformations that should be considered in statistically independent feature extraction. The approach o f implicit symplectic maps represents a large class of such v olume conserving nonlinear transforms that may be able to capture the nonlinear submanifold that underlies the environmental data. For these two reasons explicit volume conserving maps should be favored against other nonlinear approaches, were the transmission of information is guaranteed by heuristic penalty terms. We b elieve that almost like PCA this technique will have n umerous applications in various machine learning elds. One possible application of density estimation and novelty detection has been outlined in this paper, and demonstrated again the importance of information preservation.
