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Abstract1
This paper studies the Laplacian spectral characterization of some graph products. We consider a2
class of connected graphs: G = {G : |EG| ≤ |V G|+ 1}, and characterize all graphs G ∈ G such that the3
products G ×Km are L-DS graphs. The main result of this paper states that, if G ∈ G , except for C64
and Θ3,2,5, is L-DS graph, so is the product G×Km. In addition, the L-cospectral graphs with C6×Km5
and Θ3,2,5 ×Km have been found.6
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1 Introduction9
We start with some basic conceptions of graphs followed from [1]. Let G = (V G,EG) be a graph with vertex10
set V G and edge set EG, where EG is a collection of 2-subsets of V G. All graphs considered here are simple11
and undirected. The adjacency matrix A(G) = (au,v) (u, v ∈ V G) of G is a matrix whose rows and columns12
are labeled by V G, with au,v = 1 if {u, v} ∈ EG and au,v = 0 otherwise. The matrix L(G) = D(G) −A(G)13
is called the Laplacian matrix of G, where D(G) is a diagonal matrix whose diagonal entry is the degree of14
the corresponding vertex. Since the matrix L(G) is real and symmetric, its eigenvalues are real numbers and15
called the Laplacian eigenvalues of G. It can be shown that L(G) is positive semidefinite. Assuming that16
λ1 ≥ λ2 ≥ · · · ≥ λn(= 0) are these eigenvalues, the multiset Spec(G) = {λ1, . . . , λn} is called the Laplacian17
spectrum of G. For simplicity, we write [λi]
mi ∈ Spec(G) to denote that the multiplicity of λi is mi. Two18
graphs are said to be L-cospectral if they share the same Laplacian spectrum. Two graphs G and H are19
said to be isomorphic if there is a bijection between V G and V H which induces a bijection between EG20
and EH . Throughout this paper, we write G = H whenever G and H are isomorphic. A graph G is called21
to be determined by its Laplacian spectrum, or L-DS graph for short, if all graphs L-cospectral with G are22
isomorphic to G.23
Given two graphs G1 and G2 with disjoint vertex sets V G1 and V G2 and edge sets EG1 and EG2, the24
disjoint union, or addition for convenience, of G1 and G2 is defined to be the graph G = (V G1∪V G2, EG1∪25
EG2), denoted by G1 + G2. Especially, G+ · · ·+G︸ ︷︷ ︸
m
is denoted by mG. The product of graphs G1 and G226
is the graph G1 + G2 together with all the edges joining V G1 and V G2, denoted by G1 × G2. Let Km be27
the complete graph of m vertices, Pm the path of m vertices, and Cm the cycle of m vertices, respectively.28
Clearly, the complete graph Km can be written as the product of m isolated vertices. Let K1 be an isolated29
vertex, then Km = K1 × · · · ×K1︸ ︷︷ ︸
m
. Similarly, mK1 = K1 + · · ·+K1︸ ︷︷ ︸
m
denotes the disjoint union of m isolated30
vertices. A connected graph is called a tree if it contains no cycle, unicyclic if exactly one cycle, and bicyclic31
if two independent cycles. Let G be a connected graph. A subgraph S of G is called a spanning tree of G if32
1
S is a tree and V S = V G. Denote by s(G) the number of spanning trees of G. Obviously, s(G) = 0 if G is33
disconnected. These notations will be fixed throughout this paper.34
This paper is to characterize which graph products are determined by their Laplacian spectra. It is35
motivated by [5, 15] that we propose the following problem.36
Problem 1. Characterize all graphs G such that G×Km are L-DS graphs.37
In [15], the wheel graph Cn ×K1 for n 6= 6 is proved to be L-DS graph. In the conclusion, the authors38
posed an interesting question. The question is that which graphs satisfy the following relation:39
Relation 1. If G is a L-DS graph, then G×K1 is also a L-DS graph.40
Clearly, Relation 1 is just a special case of Problem 1. It is known that if G is disconnected, i.e., G has41
at least two components, then G always satisfies Relation 1 (see Proposition 4 in [13]). If G is connected,42
we know that cycle Cn with n 6= 6 and path Pn satisfy Relation 1 [5, 15].43
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H1 = 2K1 × (2P2 +K1)
Figure 1: The L-cospectral graphs C6 ×K1 and H1
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Figure 2: The L-cospectral graphs Θ3,2,5 ×K1 and H2
In this paper, we consider a class of connected graphs: G = {G : |EG| ≤ |V G|+ 1}, and characterize all44
graphs G among G such that G×Km are L-DS graphs. Indeed, G consists of all connected trees, connected45
unicyclic graphs and connected bicyclic graphs. To characterize which connected trees satisfy Problem 1 are46
investigated in Section 3. And we show that if a connected tree T is L-DS, so is T×Km. The characterization47
for unicyclic graphs are investigated in Section 4. We prove that if a connected unicyclic graph U 6= C6 is48
L-DS, then U ×Km is also L-DS. At last, we consider the products of L-DS bicyclic graphs and Km. It is49
shown that all L-DS bicyclic graphs, except for Θ3,2,5, satisfy Problem 1, where Θ3,2,5 denotes the graph50
consisting of two cycles C3 and C5 who share a common path P2 = C3 ∩ C5. Meanwhile we find one new51
pair of L-cospectral graphs, which are Θ3,2,5×Km and H2×Km−1, see Figure 2 for the case m = 1. Indeed,52
L-cospectral graphs shown in Figure 1, which are posed in [15], can also be figured out by our proof in53
Section 4.54
2 Preliminaries55
In this section, we mention some results, which will be used later.56
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Lemma 2.1. [1] Let {λ1, . . . , λn−1, 0} be the Laplacian spectrum of the graph G. Then57
s(G) =
λ1λ2 · · ·λn−1
n
.
Lemma 2.2. [4, 12] Let G be a graph. The following can be determined by its Laplacian spectrum:58
(1) The number of vertices of G.59
(2) The number of edges of G.60
(3) The number of components of G.61
(4) The number of spanning trees of G.62
(5) The sum of the squares of degrees of vertices.63
Lemma 2.3. [9] Let G and H be two graphs with |V G| = n and |V H | = m. Suppose Spec(G) =64
{µ1, µ2, . . . , µn−1, 0} and Spec(H) = {ν1, ν2, . . . , νm−1, 0}. Then the Laplacian spectrum of the product65
G×H is66
Spec(G×H) = {n+m,m+ µ1, . . . ,m+ µn−1, n+ ν1, . . . , n+ νm−1, 0}.
Lemma 2.4. Suppose G is a L-DS graph. If there is a graph H and a positive integer m such that Spec(G×67
Km) = Spec(H ×Km), then we have G = H.68
Proof. Since Spec(G × Km) = Spec(H × Km), Lemma 2.3 implies that Spec(G) = Spec(H). Therefore,69
G = H since G is a L-DS graph.70
Lemma 2.5. [2] Let G be a connected graph with n vertices. Then n is the Laplacian eigenvalue with71
multiplicity k if and only if G is the product of exactly k + 1 graphs.72
Lemma 2.6. [8] Let G be a graph and λ(G) the largest Laplacian eigenvalue of G. Denote by d(v) the vertex73
degree of v ∈ V G. Then74
λ(G) ≤ max{d(v) +m(v)|v ∈ V G},
where m(v) =
1
d(v)
∑
{u,v}∈EG d(u) is the average of degrees for all neighbors of v.75
Lemma 2.7. [7] Let λ(G) and ∆(G) be the maximum Laplacian eigenvalue and the maximum vertex degree76
of G, respectively. If G has at least one edge, then λ(G) ≥ ∆(G) + 1. Moreover, if G is connected graph of77
n vertices with n > 1, then we have78
λ(G) = ∆(G) + 1⇐⇒ ∆(G) = n− 1.
3 Laplacian spectral characterization of the products of trees and79
complete graphs80
In this section, the main result states that the products of L-DS trees and complete graphs are L-DS graphs.81
To prove this result, we first need one number theoretic proposition.82
Proposition 3.1. Let s and t be two positive integers. If x0, x1, . . . , xk is a sequence of integers with83 ∑k
i=0 xi = t and xi ≥ s for all i, then we have84
k∑
i=0
x2i ≤ (t− ks)2 + ks2, (3.1)
where the equality of (3.1) holds if and only if all xi are identically s but one equals to t− ks.85
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Proof. We shall use induction on k to prove this result. It is obvious when k = 0. For k ≥ 1, ∑ki=0 xi = t86
implies that
∑k−1
i=0 xi = t− xk. By the induction hypothesis, we obtain that87
k∑
i=0
x2i ≤ x2k + (t− xk − (k − 1)s)2 + (k − 1)s2 (3.2)
=
1
2
[2xk − t+ (k − 1)s]2 + 1
2
[t− (k − 1)s]2 + (k − 1)s2. (3.3)
Notice that
∑k
i=0 xi = t and xi ≥ s for all i. Then we have s ≤ xk ≤ t− ks. Thus,88
−t+ (k + 1)s ≤ 2xk − t+ (k − 1)s ≤ t− (k + 1)s. (3.4)
Applying (3.4) to (3.3), we can obtain that89
k∑
i=0
x2i ≤
1
2
[t− (k + 1)s]2 + 1
2
[t− (k − 1)s]2 + (k − 1)s2 = (t− ks)2 + ks2.
Note that the equality of (3.1) holds if and only if the equalities of both (3.2) and (3.4) hold simultaneously.90
Clearly, the equality of (3.4) holds if and only if xk = s or t − ks. If xk = t − ks, then it is easy to obtain91
that xi = s for i ≤ k−1, since
∑k
i=0 xi = t and xi ≥ s for all i. Meanwhile, the equality of (3.2) holds in this92
case. If xk = s, by the induction hypothesis, the equality of (3.2) holds if and only if all xi are identically s93
but one for all i ≤ k − 1. This completes the proof.94
Lemma 3.2. If a tree T is L-DS, so is the product T ×K1.95
Proof. To prove T ×K1 is L-DS, assume that G is a graph L-cospectral to T ×K1. We need to prove that96
G is isomorphic to T × K1. If |V T | = n, by Lemma 2.2, G is a connected graph with |V G| = n + 1. By97
Lemmas 2.3 and 2.5, G can be written as the product of two graphs, then say G = G1×G2. Fix the following98
notations,99
v1 = |V G1|, e1 = |EG1|, e2 = |EG2|.
Without loss of generality, we assume |V G| ≥ 2|V G1|, i.e., n+ 1 ≥ 2v1. Counting the edges of both G and100
T ×K1 and applying Lemma 2.2, we obtain e1 + e2 + v1(n+ 1− v1) = 2n− 1. It follows that101
e1 + e2 = (2− v1)n+ v21 − v1 − 1. (3.5)
From Lemma 2.4, we only need to show that v1 = 1, viz. G = K1 × G2. Now suppose v1 ≥ 2. Applying102
n+ 1 ≥ 2v1 and v1 ≥ 2 to (3.5), we have103
e1 + e2 ≤ (2− v1)(2v1 − 1) + v21 − v1 − 1 = −(v1 − 1)(v1 − 3). (3.6)
Note that e1 + e2 ≥ 0. It forces v1 = 2 or 3. Then our proof will be complete with the following cases.104
Case 1. v1 = 2. Equation (3.5) implies e1 + e2 = 1. Then we have e1 = 1 or e1 = 0.105
Case 1.1. e1 = 1. Since v1 = 2, it is easily seen that G1 = K2 = K1 ×K1. It follows that G = G1 ×G2 =106
K1 × (K1 ×G2). Since G is L-cospectral to T ×K1, applying Lemma 2.4, we have G = T ×K1.107
Case 1.2. e1 = 0. Applying v1 = 2 and e1 + e2 = 1, we can easily obtain that G1 = 2K1 and G2 =108
(n − 3)K1 + P2. Since G = G1 × G2, by routine calculations, we have Spec(G2) = {2, [0]n−2}. Applying109
Lemma 2.3, we have110
Spec(G) = {n+ 1, n− 1, 4, [2]n−3, 0}.
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Since Spec(T ×K1) = Spec(G), by Lemma 2.3, the Laplacian spectrum of T is111
Spec(T ) = {n− 2, 3, [1]n−3, 0}.
By Lemma 2.1, the number of spanning trees of T is given by s(T ) = 3(n−2)
n
. But obviously s(T ) = 1. It112
follows that n = 3. Hence, G2 = P2, and then G = 2K1 × P2 = K1 × P3. Now we can complete this case113
easily by applying Lemma 2.4.114
Case 2. v1 = 3. Equation (3.6) implies e1 = e2 = 0. Applying v1 = 3 and e1 = e2 = 0 to (3.5), we can115
obtain n = 5. It follows that G1 = 3K1 and G2 = 3K1, and then G = 3K1× 3K1. Its Laplacian spectrum is116
{6, [3]4, 0}. Since Spec(T ×K1) = Spec(G), by Lemma 2.3, the Laplacian spectrum of T is {[2]4, 0}. Apply117
Lemma 2.1, we have s(T ) = 165 , which is a contradiction.118
Theorem 3.3. If a tree T is L-DS, so is the product T ×Km for all positive integers m.119
Proof. Suppose the graphG is L-cospectral to T×Km. We shall use induction onm to show thatG = T×Km.120
The case m = 1 is stated in Lemma 3.2. Now we assume m ≥ 2. Note that121
T ×Km = T ×K1 × · · · ×K1︸ ︷︷ ︸
m
.
Since Spec(G) = Spec(T ×Km), by Lemma 2.5, G is the product of m+ 1 graphs, denoted122
G = G0 ×G1 × · · · ×Gm.
Fix notations as follows,123
n = |V T |, ei = |EGi|, vi = |V Gi| for i = 0, 1, . . . ,m. (3.7)
Without loss of generality, assume v0 ≥ v1 ≥ · · · ≥ vm. It is obvious that
∑m
i=0 vi = n +m by Lemma 2.2.124
In the following, we are going to prove vm = 1 by contradiction. Now suppose vm ≥ 2. It follows that vi ≥ 2125
for all i = 0, . . . ,m. Then we have m + n =
∑m
i=0 vi ≥ 2(m + 1), so n ≥ m + 2. For convenience, we list126
those conclusions as follows,127
m ≥ 2, v0 ≥ · · · ≥ vm ≥ 2, m+ n =
m∑
i=0
vi, n ≥ m+ 2. (3.8)
Combining v0 ≥ · · · ≥ vm ≥ 2 with
∑m
i=0 vi = n+m, by Proposition 3.1, we have128
m∑
i=0
v2i ≤ (n−m)2 + 4m. (3.9)
Since Spec(G) = Spec(T × Km), Lemma 2.2 implies that G and T × Km have the same number of edges.129
Counting the edges of both G and T ×Km, we have130
m∑
i=0
ei +
∑
0≤i<j≤m
vivj = n− 1 +mn+ m(m− 1)
2
. (3.10)
Since
∑m
i=0 vi = n+m, we have131
∑
0≤i<j≤m
vivj =
1
2

( m∑
i=0
vi
)2
−
m∑
i=0
v2i

 = 1
2
(
(n+m)
2 −
m∑
i=0
v2i
)
, (3.11)
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Applying (3.11) to (3.10), we obtain132
m∑
i=0
ei =
1
2
(
m∑
i=0
v2i − n2 −m
)
+ n− 1. (3.12)
Applying (3.9) to (3.12), we have133
m∑
i=0
ei ≤ (1 −m)n+ 1
2
(m2 + 3m)− 1. (3.13)
Applying m ≥ 2 and n ≥ m+ 2 of (3.8) to (3.13), we have134
m∑
i=0
ei ≤ −1
2
(m2 −m− 2). (3.14)
Notice that − 12 (m2 −m− 2) ≤ 0 for m ≥ 2, but
∑m
i=0 ei ≥ 0. It follows that135
m = 2, ei = 0 for i = 0, 1, 2. (3.15)
Combining (3.15), (3.13), and n ≥ m + 2 of (3.8), we obtain n = 4. So far, we have obtained that136
G = G0 ×G1 ×G2 satisfies137
|V G0| ≥ |V G1| ≥ |V G2| ≥ 2, |EG0| = |EG1| = |EG2| = 0, and |V G| = m+ n = 6.
It follows that138
G = 2K1 × 2K1 × 2K1
Then we have Spec(G) = {[6]2, [4]3, 0}. Since Spec(G) = Spec(T × Km), applying Lemma 2.3, we have139
Spec(T ) = {[2]3, 0}. By Lemma 2.1, the number of spanning trees of T is s(T ) = 2. Note the fact140
that T is a tree. It is a contradiction. Now we have shown that vm = 1, and then Gm = K1. From141
Spec(T ×Km) = Spec(G), we have142
Spec(K1 × (T ×Km−1)) = Spec(K1 × (G0 × · · · ×Gm−1)).
By Lemma 2.3, we have143
Spec(T ×Km−1) = Spec(G0 × · · · ×Gm−1).
By the induction hypothesis of m− 1,144
T ×Km−1 = G0 × · · · ×Gm−1.
Thus T ×Km = G0 × · · · ×Gm = G. The proof is complete.145
Remark 3.1. Up until now, there are so many trees are proved to be L-DS graphs, for examples, path146
Pn [12], graphs Zn, Tn, and Wn [11], starlike tree S [10], etc. Therefore, Theorem 3.3 implies that Pn×Km,147
Zn ×Km, Tn ×Km, Wn ×Km and S ×Km are also L-DS graphs.148
4 Laplacian spectral characterization of the products of unicyclic149
graphs and complete graphs150
This section is devoted to the Laplacian spectral characterization of the products of unicyclic graphs and151
complete graphs. Recall that a unicyclic graph is a connected graph containing exactly one cycle. In other152
words, a connected graph G = (V G,EG) is unicyclic iff |V G| = |EG|. In notations, we write the unicyclic153
graph as U . For k ≤ n, denote by U(n, k) the collection of all unicyclic graphs U with |V U | = n and154
containing the cycle Ck as a subgraph. Recall in Lemma 2.6 that given a vertex v of the graph G, d(v)155
denotes the degree of v, and m(v) is defined to be m(v) =
1
d(v)
∑
{u,v}∈EG d(u).156
6
Proposition 4.1. With above notations, for all U ∈ U(n, k), we have157
max{d(v) +m(v) | v ∈ V U} ≤ n− k + 3 + 2
n− k + 2 . (4.1)
The equality of (4.1) holds if and only if U is the graph obtained by appending n − k vertices to a vertex of158
the cycle Ck.159
Proof. Since U ∈ U(n, k) contains the cycle Ck as a subgraph, then |V U \ V Ck| = n − k. It is easily seen160
that the maximum vertex degree of U is n− k + 2, viz.161
d(v) ≤ n− k + 2 for all v ∈ V U. (4.2)
Given v0 ∈ V U , we shall prove (4.1) by studying the following cases of d(v0).162
Case 1. d(v0) = 1. Clearly, v0 /∈ V Ck and there is a unique vertex adjacent to v0, denoted v ∈ V U . By163
(4.2), we have d(v) ≤ n− k + 2. Thus164
d(v0) +m(v0) = d(v0) + d(v) ≤ n− k + 3.
Case 2. n−k+2 ≥ d(v0) ≥ 2. To prove (4.1), viz. to find the maximum value m(v0) for v0 with fixed d(v0),165
it is enough to find the maximum value of the sum166 ∑
{v,v0}∈EG
d(v). (4.3)
Note that U is unicyclic with the cycle Ck. Consider the following vertex set167
V0 = {u ∈ V U \ V Ck | u is not adjacent to v0}.
Since U is unicyclic, v0 has at most two neighbors in V Ck. And v0 has two neighbors in V Ck occurs only168
when v0 ∈ V Ck. It implies that169
|V0| ≤ n− k − d(v0) + 2. (4.4)
In order to make the sum (4.3) as large as possible, assume that all vertices of V0 are adjacent to neighbors170
of v0. Now, the sum (4.3) equals171
n− k − d(v0) + 2 + d(v0) + 2 = n− k + 4.
Clearly, this is the maximum value for the sum (4.3). Thus, in general, we have172 ∑
{v,v0}∈EU
d(v) ≤ n− k + 4.
It follows that173
d(v0) +m(v0) ≤ d(v0) + n− k + 4
d(v0)
.
Now we are going to find an upper bound of d(v0) +
n−k+4
d(v0)
with 2 ≤ d(v0) ≤ n − k + 2. Note that the174
maximum value of d(v0) +
n−k+4
d(v0)
occurs only when d(v0) = 2 or n− k + 2. On the other hand, to compare175
these two values, we have176 (
n− k + 2 + n− k + 4
n− k + 2
)
−
(
2 +
n− k + 4
2
)
=
n− k + 2
2
+
2
n− k + 2 − 2 ≥ 0.
It is easily seen that d(v0) +
n−k+4
d(v0)
is maximum iff d(v0) = n− k + 2. Hence,177
d(v0) +m(v0) ≤ n− k + 3 + 2
n− k + 2 ,
where the equality holds iff d(v0) = n − k + 2. Note that d(v0) = n − k + 2 implies that V0 = ∅ by (4.4).178
This completes the proof.179
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Lemma 4.2. If a unicyclic graph U is L-DS and U 6= C6, then U × K1 is L-DS. Moreover, C6 × K1 is180
L-cospectral to 2K1 × (2P2 +K1), see Figure 1.181
Proof. The idea of the proof is almost the same as Lemma 3.2. Similarly, assume that G is a graph L-182
cospectral to U × K1. We shall determine the condition, under which G is isomorphic to U × K1. Let183
|V U | = n, by Lemma 2.2, then G is a connected graph with |V G| = n+ 1. By Lemmas 2.3 and 2.5, G can184
be written as the product of two graphs G1 and G2, i.e., G = G1 ×G2. Fix the following notations,185
v1 = |V G1|, e1 = |EG1|, e2 = |EG2|.
Without loss of generality, we assume |V G| ≥ 2|V G1|, i.e., n+ 1 ≥ 2v1. Counting the edges of both G and186
U ×K1 and applying Lemma 2.2, we obtain e1 + e2 + v1(n+ 1− v1) = 2n. It follows that187
e1 + e2 = (2− v1)n+ v21 − v1. (4.5)
From Lemma 2.4, it would be enough if we obtain v1 = 1, viz. G = K1×G2. Now suppose v1 ≥ 2. Applying188
n+ 1 ≥ 2v1 and v1 ≥ 2 to (4.5), we have189
e1 + e2 ≤ (2− v1)(2v1 − 1) + v21 − v1 = −(v1 − 2)2 + 2. (4.6)
Notice the fact e1 + e2 ≥ 0. It forces v1 = 2 or 3. Then our proof will be complete with the following cases.190
Case 1. v1 = 2. Applying v1 = 2 to (4.5), we have e1 + e2 = 2. Notice that v1 = |V G1| = 2 implies191
e1 = |EG1| ≤ 1. Then e1 = 1 or 0.192
Case 1.1. e1 = 1. Since v1 = 2, it is clear that G1 = K2. Then we have193
G = K2 ×G2 = K1 × (K1 ×G2).
Since Spec(U×K1) = Spec(G) and U is L-DS, by Lemma 2.4, we obtain that K1×G2 and U are isomorphic.194
Clearly, G = U ×K1.195
Case 1.2. e1 = 0. It is clear that G1 = 2K1. Since e1 + e2 = 2, then we have e2 = |EG2| = 2. Depending on196
two edges of G2 either adjacent or not, G2 may be isomorphic to P3 + (n− 4)K1 or 2P2 + (n− 5)K1. Thus,197
we have198
G = 2K1 × (P3 + (n− 4)K1) , or G = 2K1 × (2P2 + (n− 5)K1) .
Case 1.2.1. G = 2K1 × (P3 + (n− 4)K1). Since Spec(P3) = {3, 1, 0}, applying Lemma 2.3, we have199
Spec(G) = {n+ 1, n− 1, 5, 3, [2]n−4, 0}.
Since Spec(G) = Spec(U ×K1), applying Lemma 2.3 again, we obtain200
Spec(U) = {n− 2, 4, 2, [1]n−4, 0}.
By Lemma 2.1, the number of the spanning trees of U is s(U) = 8(n−2)
n
. It forces n = 4, 8 or 16.201
Case 1.2.1.1. n = 4. Clearly, we haveG = 2K1×P3. Notice that the unicyclic graph U has s(U) = 8(n−2)n = 4202
spanning trees. It follows that the cycle of U is C4. But |V U | = n = 4, then U = C4. On the other hand, it203
is easily seen that 2K1 × P3 = K1 × C4, viz. G = K1 × U in this case.204
Case 1.2.1.2. n = 8. Since s(U) = 8(n−2)
n
= 6 and U is unicyclic, then the cycle C6 is a subgraph of U ,205
i.e., U ∈ U(8, 6). By Proposition 4.1, we have d(v) +m(v) ≤ 5.5 for all v ∈ V U . Notice that the maximum206
Laplacian eigenvalue of U is λ(U) = n− 2 = 6. It is a contradiction by Lemma 2.6.207
Case 1.2.1.3. n = 16. Similar as Case 1.2.1.2, we have s(U) = 7 and U ∈ U(16, 7). By Proposition 4.1,208
d(v) +m(v) ≤ 12 + 211 for all v ∈ V U . So it is a contradiction by Lemma 2.6 since the maximum Laplacian209
of U is λ(U) = n− 2 = 14 for the current case.210
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Case 1.2.2. G = 2K1 × (2P2 + (n− 5)K1). Similar as Case 1.2.1, applying Lemma 2.3, we obtain that211
Spec(G) = {n+ 1, n− 1, [4]2, [2]n−4, 0}, and Spec(U) = {n− 2, [3]2, [1]n−4, 0}.
It follows that the number of spanning trees of U is s(U) = 9(n−2)
n
, so n = 6, 9, or 18.212
Case 1.2.2.1. n = 6. Similar as Case 1.2.1.2, we have U ∈ U(6, 6), which implies U is exactly the cycle C6.213
By routine calculations, we can check that214
Spec(K1 × C6) = Spec(2K1 × (2P2 +K1)).
But it is easily seen that K1 × C6 and 2K1 × (2P2 +K1) are not isomorphic, see Figure 1.215
Case 1.2.2.2. n = 9. Similar as Case 1.2.1.2, we have U ∈ U(9, 7), and then d(v) + m(v) ≤ 5.5 for all216
v ∈ V U . But λ(U) = 7 in this case, so it is a contradiction by Lemma 2.6.217
Case 1.2.2.3. n = 18. The arguments in this case is also similar as Case 1.2.1.2. It is a contradiction by218
Lemma 2.6 since U ∈ U(18, 8) and m(v) + d(v) ≤ 13 + 16 for all v ∈ V U , but λ(U) = 16.219
Case 2. v1 = 3. Applying v1 = 3 to (4.5), we have e1 + e2 = 6− n. Using the fact e1 + e2 ≥ 0, then n ≤ 6.220
Notice that |V G| = n+ 1 ≥ 2|V G1| = 6 implies n ≥ 5. Thus, n = 5 or 6.221
Case 2.1. n = 6. Applying v1 = 3 and n = 6 to (4.5), we can obtain e1 + e2 = 0, viz. e1 = e2 = 0. Then we222
haveG = 3K1×4K1, whose Laplacian spectrum is Spec(G) = {7, [4]2, [3]3, 0}. Since Spec(G) = Spec(U×K1),223
applying Lemma 2.3, we have Spec(U) = {[3]2, [2]3, 0}. Using Lemma 2.1, we have s(U) = 12. However,224
|V U | = n = 6, it follows that s(U) ≤ 6, a contradiction.225
Case 2.2. n = 5. Our arguments are similar as Case 2.1. When n = 5, we have e1 + e2 = 1, and then226
G = (P2 +K1) × 3K1. Similar as Case 2.1, we can easily obtain s(U) = 325 . Note the fact that s(U) is an227
integer, a contradiction. This completes the proof.228
The following result is obvious from Lemmas 4.2 and 2.3. Indeed, L-cospectral graphs shown in Figure229
1 have also been given in [15].230
Corollary 4.3. If n 6= 6, then Cn×Km is L-DS for all m ≥ 1. Moreover, the L-cospectral graph of C6×Km231
is H1 ×Km−1, where H1 = 2K1 × (2P2 +K1) as shown in Figure 1.232
Theorem 4.4. If a unicyclic graph U is L-DS and U 6= C6, then the product U×Km is L-DS for all positive233
integers m.234
Proof. The idea to prove this theorem is similar as the proof of Theorem 3.3. In the following, we borrow all235
of arguments and notations ahead of (3.10) in the proof of Theorem 3.3, except that the tree T is replaced236
by the unicyclic graph U . In the following, we prove the theorem by induction on m. Note that the case237
m = 1 is Lemma 4.2. Now assume m ≥ 2. We are going to prove vm = 1 by contradiction. Suppose vm ≥ 2.238
Since |EU | = |V U | = n, instead of (3.10), we have239
m∑
i=0
ei +
∑
0≤i<j≤m
vivj = n+mn+
m(m− 1)
2
. (4.7)
Then by the same arguments as Theorem 3.3, instead of (3.12), (3.13), and (3.14), we have240
m∑
i=0
ei =
1
2
(
m∑
i=0
v2i − n2 −m
)
+ n; (4.8)
m∑
i=0
ei ≤ (1−m)n+ 1
2
(m2 + 3m); (4.9)
m∑
i=0
ei ≤ −1
2
(m2 −m− 4). (4.10)
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Note that
∑m
i=0 ei ≥ 0. Applying the assumption m ≥ 2 to (4.10), we have m = 2. Then (4.9) becomes241
e0 + e1 + e2 ≤ −n+ 5.
It follows that n ≤ 5. On the other hand, following the arguments of Theorem 3.3, we also have, similar as242
(3.8), n ≥ m+ 2 = 4. Combining them together, we have n = 4 or 5.243
Case 1. n = 4. It is easily obtained that v0 + v1 + v2 = m+ n = 6. Recall the assumption v0 ≥ v1 ≥ v2 ≥ 2.244
It follows that v0 = v1 = v2 = 2. Now applying m = 2, n = 4, and v0 = v1 = v2 = 2 to (4.8), we have245
e0 + e1 + e2 = 1. It is easily seen that246
G = K2 × 2K1 × 2K1 = C4 ×K2.
Since Spec(G) = Spec(U ×K2), by Lemma 2.4, we have U = C4, and then G = U ×K2.247
Case 2. n = 5. Clearly, v0 + v1 + v2 = 7. Since v0 ≥ v1 ≥ v2 ≥ 2, then we have248
v0 = 3, v1 = 2, v2 = 2.
Applying these to (4.8), we obtain e0 = e1 = e2 = 0. It means that249
G = 3K1 × 2K1 × 2K1.
From Lemma 2.3, by routine calculations, we have250
Spec(G) = {[7]2, [5]2, [4]2, 0}.
Since Spec(G) = Spec(U ×K2), applying Lemma 2.3 again, we have251
Spec(U) = {[3]2, [2]2, 0}.
It is a contradiction since the number of spanning tree of U is s(U) = 365 by Lemma 2.1. So far, what we252
have obtained is vm = 1, i.e., Gm = K1. Since Spec(G) = Spec(U ×Km), namely,253
Spec((G0 × · · · ×Gm−1)×K1) = Spec((U ×Km−1)×K1),
by Lemma 2.3, it is easy to obtain that254
Spec(G0 × · · · ×Gm−1) = Spec(U ×Km−1).
From the induction hypothesis of m− 1, we have255
G0 × · · · ×Gm−1 = U ×Km−1.
Obviously, we have G = U ×Km. This completes the proof.256
Up until now, there are only few unicyclic graphs have been proved to be L-DS graphs. For example,257
lollipop graph, which is a graph obtained by attaching a pendant vertex of a path to a cycle, and graph258
H(n; q, n1, n2) with order n, which contains a cycle Cq and two hanging paths Pn1 and Pn2 attached at the259
same vertex of the cycle, are proved to be L-DS graph [3,6]. Thus we can trivially get the following results.260
Corollary 4.5. Let G be the lollipop graph. Then G×Km is L-DS for all positive integers m.261
Corollary 4.6. Let G = H(n; q, n1, n2). Then G×Km is L-DS for all positive integers m.262
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5 Laplacian spectral characterization of the products of bicyclic263
graphs and complete graphs264
Recall that a bicyclic graph is a connected graph with two independent cycles. Strictly speaking, a connected265
graph G = (V G,EG) is called bicyclic if |EG| = |V G| + 1. From now on, we shall denote by B the266
bicyclic graph to distinguish it from other graphs. This section is devoted to the study of Laplacian spectral267
characterization of the products of bicyclic graphs and complete graphs. The main result is that the products268
B ×Km are L-DS for all L-DS bicyclic graphs B but one, B = Θ3,2,5, see Figure 2. Before proceeding, we269
need some preparations.270
Let G1 = (V G1, EG1) and G2 = (V G2, EG2) be two connected graphs. The union of G1 and G2 is271
defined to be272
G1 ∪G2 = (V G1 ∪ V G2, EG1 ∪ EG2),
and the intersection of G1 and G2 is defined to be273
G1 ∩G2 = (V G1 ∩ V G2, EG1 ∩ EG2).
Let Cr and Cs be two cycles. If Cr ∩Cs is a path Pt of size t ≥ 1, then the graph union Cr ∪Cs is denoted274
by Θr,t,s. If Cr ∩Cs is the empty graph, but Cr and Cs is connected by a path, then the union of Cr and Cs,275
together with the path between them, is denoted by Θr,0,s. The subscription t and 0 represent the size of276
the intersection of two cycles. Graphs Θr,t,s for all 0 ≤ t ≤ r ≤ s are called Θ-graphs. Informally speaking,277
the Θ-graph is a bicyclic graph, either consisting of two cycles whose intersection is a path, or obtained by278
appending two disjoint cycles to two ends of a path. Note that the graph Θr,t,s with 2 ≤ t ≤ r ≤ s, are the279
same as graphs Θr,r−t+2,r+s−2t+2 and Θs,s−t+2,r+s−2t+2. For example, Θ3,2,4 = Θ4,4,5 = Θ3,3,5. To avoid280
this situation, we set r, s ≥ 2(t− 1) for t ≥ 2. Then we assume that281
s ≥ r ≥ 2t− 2 for t ≥ 0. (5.1)
Clearly, a graph B is bicyclic iff B contains exactly one Θ-graph. Denote by B(n, r, t, s) the collection of282
bicyclic graphs B with Θr,t,s as a subgraph and |V B| = n. For B ∈ B(n, r, t, s), since283
|V B| ≥ |VΘr,t,s| ≥ r + s− t for t ≥ 0,
then we have284
n ≥ r + s− t. (5.2)
Now, we give one proposition which will play an important rule in this section.285
Proposition 5.1. Let B ∈ B(n, r, t, s) be a bicyclic graph, and denote α(B) the following number286
α(B) = max{d(v) +m(v) | v ∈ V B}.
(1) If t = 0, then287
s(B) = rs, d(v) ≤ n− r − s+ 3, α(B) = n− r − s+ 4 + 4
n− r − s+ 3 . (5.3)
(2) If t = 1, then288
s(B) = rs, d(v) ≤ n− r − s+ 5, α(B) = n− r − s+ 6 + 4
n− r − s+ 5 . (5.4)
(3) If t = 2, then289
s(B) = rs− 1, d(v) ≤ n− r − s+ 5, α(B) = n− r − s+ 6 + 4
n− r − s+ 5 . (5.5)
(4) If t ≥ 3, then290
s(B) = rs− (t− 1)2, d(v) ≤ n+ t− r − s+ 3, α(B) = n+ t− r − s+ 4 + 3
n+ t− r − s+ 3 . (5.6)
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Proof. In the following, we just give a detailed proof for the case t = 0. The other cases will be followed by291
similar arguments.292
Assume B ∈ B(n, r, 0, s). B contains Θr,0,s, and then two disjoint cycles Cr and Cs. Each spanning tree293
of B can be obtained by removing two edges from B, that is, one from ECr and the other from ECs. It294
implies that the number of spanning trees of B is s(B) = rs.295
To prove d(v) ≤ n− r − s+ 3 for all v ∈ V B, we denote by Θ′r,0,s the Θ-graph Θr,0,s, whose two cycles296
Cr and Cs are connected by the path P2. It is clear that any Θr,0,s contains at least r + s vertices. Note297
that |VΘr,0,s| ≥ r + s and the equality holds iff Θr,0,s = Θ′r,0,s. Then we have298
|V B \ VΘr,0,s| = |V B| − |VΘr,0,s| ≤ n− r − s.
In order to make the maximum vertex degree of B is n − r − s + 3, B must be obtained from Θ′r,0,s by299
attaching n− r − s vertices to a vertex with degree 3 in Θ′r,0,s. Clearly, this is the maximum case.300
Now we are ready to prove the last equality of (5.3). If t = 0, to make m(v) + d(v) maximum, it is301
clearly required that B contains Θ′r,0,s as a subgraph. Suppose α(B) = d(v0) +m(v0) for some v0 ∈ V B.302
This easily implies that v0 must be an end of the path P2 connecting two cycles of Θ
′
r,0,s. Then we have303
3 ≤ d(v0) ≤ n − r − s + 3. Denote by n(v) =
∑
{u,v}∈EG d(u) the total degree of neighbors of v. Then we304
have305
α(B) = max
{
d(v0) +
n(v0)
d(v0)
| 3 ≤ d(v0) ≤ n− r − s+ 3
}
.
To make d(v0)+
n(v0)
d(v0)
as large as possible, all vertices in V B \VΘ′r,0,s are, either incident with v0, or incident306
with neighbors of v0. It follows that n(v0) is a constant n− r − s+ 7. By some arithmetic calculations, we307
can obtain that, for d(v0) = n− r − s+ 3,308
α(B) = n− r − s+ 3 + n− r − s+ 7
n− r − s+ 3 = n− r − s+ 4 +
4
n− r − s+ 3 .
This completes the proof of case t = 0.309
Lemma 5.2. If a bicyclic graph B is L-DS and B 6= Θ3,2,5, then B×K1 is L-DS. Furthermore, Θ3,2,5×K1310
is L-cospectral to 2K1 × (P4 +K1), see Figure 2.311
Proof. We shall use similar arguments and notations as Lemma 3.2 or 4.2. Then we can assume that312
G = G1 ×G2 is a graph L-cospectral to B ×K1 and313
|V B| = n, |V G1| = v1, |V G2| = v2, |EG1| = e1, |EG2| = e2.
We further assume n+ 1 ≥ 2v1. By counting the edges of both G1 ×G2 and B ×K1, Lemma 2.2 implies314
e1 + e2 = (2− v1)n+ v21 − v1 + 1. (5.7)
By Lemma 2.4, we are required to prove v1 = 1. Suppose v1 ≥ 2, applying n+ 1 ≥ 2v1 to (5.7), we have315
e1 + e2 ≤ (2− v1)(2v1 − 1) + v21 − v1 + 1 = −v21 + 4v1 − 1. (5.8)
The fact e1 + e2 ≥ 0 implies that v1 = 2 or 3.316
Case 1. v1 = 2. Clearly, v1 = 2 implies that e1 ≤ 1. If e1 = 1, the graph G1 = K1 ×K1, and then G can be317
written as K1 × (K1 ×G2), which is clear from Lemma 2.4. If e1 = 0, then G1 = 2K1. Substituting v1 = 2318
into (5.7), we have e1 + e2 = 3. Then we obtain e2 = 3. According to v2 = n− 1 and e2 = 3, G2 has to be319
one of the following graphs320
3P2 + (n− 7)K1, P2 + P3 + (n− 6)K1,
321
P4 + (n− 5)K1, K1 × 3K1 + (n− 5)K1, C3 + (n− 4)K1.
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Then consider the following cases.322
Case 1.1. G2 = 3P2 +(n− 7)K1. Since G1 = 2K1, applying Lemma 2.3 and by routine calculations, we can323
obtain324
Spec(G) = {n+ 1, n− 1, [4]3, [2]n−5, 0}.
It follows that325
Spec(B) = {n− 2, [3]3, [1]n−5, 0}. (5.9)
The number of spanning trees of B is given by326
s(B) = 27− 54
n
.
Thus n | 54. On the other hand, it is clear that n ≥ 7 since G2 = 3P2 + (n− 7)K1. Hence, n = 9, 18, 27, or327
54. In the following, we shall rule out them case by case.328
Case 1.1.1. n = 9. From (5.9), the maximum Laplacian eigenvalue of B is 7. By Lemmas 2.1 and 2.6, it is329
easily obtained that330
α(B) ≥ 7, s(B) = 21.
Assume B ∈ B(9, r, t, s), i.e., B contains Θr,t,s as a subgraph. Then r + s ≤ 9 + t by (5.2). If t = 0, (5.3)331
implies s(B) = rs = 21 which is impossible for r + s ≤ 9. If t = 1, (5.4) implies rs = 21. It follows that332
r = 3, s = 7. Then using (5.4) again, α(B) ≤ 6, a contradiction. If t = 2, (5.5) implies s(B) = rs − 1 = 21333
which has no solution since s ≥ r ≥ 3. If t ≥ 3, from (5.6), we have α(B) ≤ n + t − r − s + 5. Applying334
r + s ≥ 4t− 4 in (5.1), we obtain α(B) ≤ n+ 9− 3t. Note that α(B) ≥ n− 2. Then we have the following335
inequality336
n− 2 ≤ α(B) ≤ n+ 9− 3t. (5.10)
Combined with t ≥ 3, it forces t = 3. From s(B) = 21 = rs − (t − 1)2, we obtain r = s = 5. Applying337
n = 9, t = 3, r = s = 5 to (5.6), it is easily obtained that α(B) ≤ 335 < 7, which is a contradiction. Hence,338
we proved n 6= 9339
Case 1.1.2. n = 18, 27, or 54. We just give the case n = 18 in details, but skip the cases n = 27, 54, since340
all arguments are the same. Suppose that n = 18 and B ∈ B(18, r, t, s). Then the maximum Laplacian341
eigenvalue of B is n− 2 = 16. Lemmas 2.1 and 2.6 imply342
α(B) ≥ 16, s(B) = 24.
If t = 0 or 1, then s(B) = rs = 24. It implies that r = 4, s = 6 or r = 3, s = 8. Applying (5.3) and (5.4) to343
all cases of t, r, s, we obtain α(B) < 15, contradictions. If t = 2, then s(B) = rs− 1 = 24, i.e., r = s = 5. By344
(5.5), we get α(B) < 15, a contradiction. If t ≥ 3, then (5.10) implies t = 3. Since s(B) = rs− (t− 1)2 = 24345
and s ≥ r ≥ 2t− 2, we obtain t = 3, r = 4, s = 7. By (5.6), we have α(B) < 15, a contradiction.346
Case 1.2. G2 = P2 + P3 + (n− 6)K1. Since Spec(P3) = {3, 1, 0}, by Lemma 2.3, we have347
Spec(G) = {n+ 1, n− 1, 5, 4, 3, [2]n−5, 0},
and then348
Spec(B) = {n− 2, 4, 3, 2, [1]n−5, 0}.
From Lemma 2.1, s(B) = 24 − 48
n
. Note that n ≥ 6 for G2 = P2 + P3 + (n − 6)K1. It follows that349
n = 6, 8, 12, 16, 24, or 48.350
Case 1.2.1. n = 6. Then the maximum Laplacian eigenvalue of B is n− 2 = 4. Lemma 2.7 implies that the351
maximum vertex degree of B, denoted ∆(B), is at most 3 and not identical 3. Namely, all vertices degree of352
B is at most 2. It is a contradiction with that B is a bicyclic graph.353
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Case 1.2.2. n = 8. The maximum Laplacian eigenvalue of B is n− 2 = 6. Lemmas 2.1 and 2.6 imply that354
α(B) ≥ 6, s(B) = 18.
If t = 0 or 1, then s(B) = rs = 18. It follows that r = 3, s = 6. Then (5.3) and (5.4) imply α(B) < 6,355
contradictions. If t = 2, then s(B) = rs− 1 = 18 which has no solutions of r, s. If t ≥ 3, then (5.10) implies356
t = 3. It is impossible since s(B) = rs− (t− 1)2 = 18 and s ≥ r ≥ 2t− 2 = 4.357
Case 1.2.3. n = 12, 16, 24, or 48. We only show n 6= 12 in details. The others are similar. Suppose n = 12.358
Then Lemmas 2.1 and 2.6 imply that359
α(B) ≥ 10, s(B) = 20.
If t = 0 or 1, then s(B) = rs = 20. It follows that r = 4, s = 5. (5.3) and (5.4) imply α(B) < 10,360
contradictions. If t = 2, then s(B) = rs − 1 = 20, i.e., r = 3, s = 7. (5.5) implies α(B) < 9, a contradiction.361
If t ≥ 3, then (5.10) implies t = 3. Since s(B) = rs − (t − 1)2 = 20, we obtain t = 3, r = 4, s = 6. By (5.6),362
we have α(B) < 10, a contradiction.363
Case 1.3. G2 = P4 + (n− 5)K1. Then n ≥ 5. By routine calculations as above, we can obtain364
Spec(B) = {n− 2, 3 +
√
2, 3, 3−
√
2, [1]n−5, 0},
and then s(B) = 21− 42
n
. It follows that n must be 6, 7, 14, 21, or 42.365
Case 1.3.1. n = 6. It follows that s(B) = 14. By similar arguments as above, we will obtain t = 2, r = 3, s = 5366
which can not be ruled out. Then B consists of two cycles, C3 and C5, whose intersection is the path P2,367
i.e., B = Θ3,2,5. Indeed, by routine calculations, we obtain that the Laplacian spectrum of Θ3,2,5 is exactly368
{3 +√2, 4, 3−√2, 3, 1, 0}. Hence, Θ3,2,5 ×K1 is L-cospectral to 2K1 × (P4 +K1), but not isomorphic, see369
Figure 2.370
Case 1.3.2. n = 7. Note that the maximum Laplacian eigenvalue of B is 5. Applying Lemmas 2.1, 2.6 and371
2.7, we obtain372
α(B) ≥ 5, ∆(B) ≤ 3, s(B) = 15,
where ∆(B) is the maximum vertex degree of B. Thus t 6= 1, otherwise, B has a vertex of degree at373
least 4. If t = 0, then (5.3) implies s(B) = rs = 15, a contradiction to (5.2). If t = 2, then (5.5)374
implies s(B) = rs − 1 = 15, i.e., r = s = 4. Since the maximum vertex degree of B is 3, combining with375
n = 7, t = 2, r = s = 4, we obtain that the degree sequence of B is (3, 3, 3, 2, 2, 2, 1), denoted by376
deg(B) = ([3]3, [2]3, 1),
where [a]b is a sequence of constant a with multiplicity b. It follows that377
deg(B ×K1) = (7, [4]3, [3]3, 2).
On the other hand, since G1 = 2K1 and G2 = P4 + (n− 5)K1 = P4 + 2K1, we have378
deg(G1 ×G2) = ([6]2, [4]2, [3]2, [2]2).
But it is easily checked that 72 + 3 · 42 + 3 · 32 + 22 6= 2 · (62 + 42 + 32 + 22), a contradiction to Lemma 2.2.379
If t ≥ 3, then (5.10) implies t = 3. It is impossible since rs = s(B) + (t− 1)2 = 19.380
Case 1.3.3. n = 14, 21, or 42. We only disprove n = 42 in details. The others are similar. Suppose n = 42.381
Lemmas 2.1 and 2.6 imply that382
α(B) ≥ 40, s(B) = 20.
If t = 0 or 1, then s(B) = rs = 20, and then r = 4, s = 5. Applying (5.3) and (5.4), we obtain α(B) < 40,383
contradictions. If t = 2, then s(B) = rs− 1 = 20, i.e., r = 3, s = 7. (5.5) implies α(B) < 39, a contradiction.384
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If t ≥ 3, then (5.10) implies t = 3. Since s(B) = rs − (t − 1)2 = 20, we obtain t = 3, r = 4, s = 6. By (5.6),385
we have α(B) < 40, a contradiction.386
Case 1.4. G2 = K1 × 3K1 + (n− 5)K1. Similar as above, we have n ≥ 5 and387
Spec(B) = {n− 2, 5, [2]2, [1]n−5, 0},
and then the number of spanning trees of B is s(B) = 20− 40
n
. It forces n = 5, 8, 10, 20, or 40.388
Case 1.4.1. n = 5. Since Spec(B) = {5, 3, [2]2, 0}, Lemma 2.5 implies that B is the product of two graphs,389
say B = B1 ×B2. If B1 = K1, then we have Spec(B2) = {2, [1]2, 0}. It follows that the number of spanning390
tree is s(B2) =
2
4 , a contradiction. If |V B1|=2, then |V B2| = 3. Notice that the second largest Laplacian391
eigenvalue of B is 3, by Lemma 2.3, the maximum Laplacian eigenvalue of B1 is 0. Thus, B1 = 2K1, and392
then B2 = 3K1. It is obvious that B ×K1 = G1 ×G2.393
Case 1.4.2. n = 8. Note that the maximum Laplacian eigenvalue of B is 6. Applying Lemmas 2.1, 2.6 and394
2.7, we obtain395
α(B) ≥ 6, ∆(B) ≤ 4, s(B) = 15.
If t = 0, then s(B) = rs = 15, i.e., r = 3, s = 5. Applying (5.3), we obtain α(B) < 6, a contradiction. If396
t = 1, then s(B) = rs = 15, i.e., r = 3, s = 5. It is easily obtained that the degree sequence of B is397
deg(B) = (4, 3, [2]5, 1),
then the degree sequence of B ×K1 is398
deg(B ×K1) = (8, 5, 4, [3]5, 2),
whose square sum is 154. But the degree sequence of G1 ×G2 is399
deg(G1 ×G2) = ([7]2, 5, [3]3, [2]3),
whose square sum is 162 6= 154, a contradiction to Lemma 2.2, since B ×K1 and G1 ×G2 are L-cospectral.400
If t = 2, then s(B) = rs − 1 = 15 implies r = 4, s = 4, i.e., Θ4,2,4 is a subgraph of B. Note that401
|V B| − |VΘ4,2,4| = 2. Following the idea of the proof for Proposition 3.1, the square sum of the degree402
sequence of B ×K1 is maximum iff deg(B) = ([4]2, [2]4, [1]2). It follows that403
deg(B ×K1) = (8, [5]2, [3]4, [2]2),
whose square sum is 158. But the square sum of the degree sequence of G1 ×G2 is 162, a contradiction to404
Lemma 2.2. If t ≥ 3, then (5.10) implies t = 3. It is impossible since rs = s(B) + (t− 1)2 = 19.405
Case 1.4.3. n = 10. Note that the maximum Laplacian eigenvalue of B is 8. Applying Lemmas 2.1, 2.6 and406
2.7, we obtain407
α(B) ≥ 8, ∆(B) ≤ 6, s(B) = 16,
If t = 0, then s(B) = rs = 16, i.e., r = 4, s = 4. From (5.3), we obtain α(B) < 8, a contradiction. If t = 1,408
then s(B) = rs = 16, and then r = s = 4. Thus Θ4,1,4 is a subgraph of B. Note that |V B| − |VΘ4,1,4| =409
3. Then the square sum of the degree sequence of B × K1 is maximum iff the degree sequence of B is410
(6, 3, [2]5, [1]3). It follows that411
deg(B ×K1) = (10, 7, 4, [3]5, [2]3),
whose square sum is 222. Namely, the maximum square sum of the degree sequence of B ×K1 is 222. But412
the square sum of the degree sequence of G1 × G2 is 234, a contradiction to Lemma 2.2. If t = 2, then413
s(B) = rs − 1 = 16 has no solution. If t ≥ 3, then (5.10) implies t = 3. Since s(B) = rs − (t − 1)2 = 16,414
we have r = 4, s = 5, i.e., Θ4,3,5 is a subgraph of B. Also consider the square sum of the degree sequence of415
B ×K1. We can obtain that its maximum value is 226 only when416
deg(B ×K1) = (10, 7, 5, [3]4, [2]4).
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But the square sum of the degree sequence of G1 ×G2 is 234, a contradiction to Lemma 2.2.417
Case 1.4.4. n = 20 or 40. We only disprove n = 20 in details. The argument to disprove n = 40 will be418
similar. Suppose n = 20. Note that the maximum Laplacian eigenvalue of B is 18. Applying Lemmas 2.1,419
2.6 and 2.7, we obtain420
α(B) ≥ 18, ∆(B) ≤ 16, s(B) = 18.
If t = 0 or 1, then s(B) = rs = 18, i.e., r = 3, s = 6. Applying (5.3) and (5.4), we obtain α(B) < 18, a421
contradiction. If t = 2, then s(B) = rs − 1 = 18 has no solution. If t ≥ 3, then we can also obtain (5.10),422
and then t = 3. Since s(B) = rs− (t− 1)2 = 18, there is no solution.423
Case 1.5. G2 = C3 + (n − 4)K1. Clearly, n ≥ 4. Since the Laplacian spectrum of C3 is {[3]2, 0}, we can424
obtain425
Spec(B) = {n− 2, [4]2, [1]n−4, 0}.
It follows that the number of spanning trees of B is s(B) = 16− 32
n
. Hence, n = 4, 8, 16, or 32.426
Case 1.5.1. n = 4. It follows that Spec(B) = {[4]2, 2, 0}. Then we have B = K1×K1 × 2K1 by Lemma 2.5.427
It is easily seen that B ×K1 = G1 ×G2.428
Case 1.5.2. n = 8. Note that the maximum Laplacian eigenvalue of B is 6. Applying Lemmas 2.1, 2.6 and429
2.7, we obtain430
α(B) ≥ 6, ∆(B) ≤ 4, s(B) = 12.
If t = 0, then s(B) = rs = 12 implies that r = 3, s = 4, and then α(B) ≤ 6 by (5.3). Thus, α(B) = 6,431
which forces the degree sequence of B is deg(B) = (4, 3, [2]5, 1). Then the degree sequence of B × K1432
is deg(B ×K1) = (8, 5, 4, [3]5, 2), whose square sum is 154. On the other hand, since G2 = C3 + 4K1 and433
G1 = 2K1, then the degree sequence of G1×G2 is deg(G1×G2) = ([7]2, [4]3, [2]4), whose square sum is 162. It434
is a contradiction by Lemma 2.2. If t = 1, then we also have r = 3, s = 4, i.e., Θ3,1,4 is a subgraph of B. Since435
∆(B) ≤ 4, then the square sum of the degree sequence of B ×K1 is maximum iff deg(B) = ([4]2, [2]4, [1]2).436
It follows that deg(B ×K1) = (8, [5]2, [3]4, [2]2) whose square sum is 158 < 162, a contradiction to Lemma437
2.2. If t = 2, then s(B) = rs − 1 = 12 has no solution. If t ≥ 3, then we can also obtain (5.10), and then438
t = 3. Since s(B) = rs − (t− 1)2 = 12, then t = 3, r = s = 4. Then B contains Θ3,2,4 as a subgraph. Since439
∆(B) ≤ 4, then the square sum of the degree sequence of B×K1 is maximum iff deg(B) = ([4]2, 3, [2]2, [1]3).440
It follows that deg(B ×K1) = (8, [5]2, 4, [3]2, [2]3), whose square sum is 160 < 162, a contradiction.441
Case 1.5.3. n = 16. Note that the maximum Laplacian eigenvalue of B is 14. Applying Lemmas 2.1, 2.6442
and 2.7, we obtain443
α(B) ≥ 14, ∆(B) ≤ 12, s(B) = 14.
If t = 0 or 1, then s(B) = rs = 14 has no solution. If t = 2, then s(B) = rs − 1 = 14 implies r = 3, s = 5,444
i.e., Θ3,2,5 is a subgraph of B. Since |V B| − |VΘ3,2,5| = 0 and and ∆(B) ≤ 12, then the square sum of445
deg(B ×K1) is maximum iff deg(B) = (12, 4, [2]4, [1]10). It follows that the square sum of deg(B ×K1) is446
526. But the square sum of deg(G1 ×G2) is 546. It is a contradiction to Lemma 2.2. If t ≥ 3, then (5.10)447
implies t = 3. Since s(B) = rs− (t− 1)2 = 14, we have r = 3, s = 6, a contradiction to (5.1).448
Case 1.5.4. n = 32. Note that the maximum Laplacian eigenvalue of B is 30. Applying Lemmas 2.1, 2.6449
and 2.7, we obtain450
α(B) ≥ 30, ∆(B) ≤ 28, s(B) = 15.
If t = 0, then s(B) = rs = 15, i.e., r = 3, s = 5. Applying (5.3), we obtain α(B) < 29, a contradiction.451
If t = 1, then s(B) = rs = 15 implies r = 3, s = 5, i.e., Θ3,1,5 is a subgraph of B. Then, the square sum452
of the degree sequence of B × K1 is maximum iff deg(B) = (28, 3, [2]5, [1]25). It follows that the degree453
sequence of B × K1 is (32, 29, 5, [3]4, [2]26), whose square sum is 2014. But the square sum of the degree454
sequence of G1 × G2 is 2082, a contradiction to Lemma 2.2. If t ≥ 3, then (5.10) implies t = 3. Then455
s(B) = rs− (t− 1)2 = 15 has no solution.456
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Case 2. v1 = 3. Substituting v1 = 3 into (5.7), we have 0 ≤ e1 + e2 = −n + 7, i.e., n ≤ 7. From the457
assumption that n ≥ 2v1 − 1, we have n ≥ 5. Then, n = 5, 6, or 7.458
Case 2.1. n = 5. Substituting v1 = 3 and n = 5 into (5.7), we have e1+ e2 = 2. Clearly, v2 = n+1− v1 = 3.459
It follows that460
G = P3 × 3K1, or G = (P2 +K1)× (P2 +K1).
Since G = P3 × 3K1 = K1 × (2K1 × 3K1), Lemma 2.4 implies B = 2K1 × 3K1. Now consider G =461
(P2 +K1)× (P2 +K1). By Lemma 2.3, the Laplacian spectrum of G is {6, [5]2, [3]2, 0}. Then the Laplacian462
spectrum of B is {[4]2, [2]2, 0}, and then s(B) = 64/5, a contradiction.463
Case 2.2. n = 6. Substituting v1 = 3 and n = 6 into (5.7), we have e1 + e2 = 1. Clearly, v2 = 4. It follows464
that465
G = 3K1 × (P2 + 2K1), or G = 4K1 × (P2 +K1).
Case 2.2.1. G = 3K1 × (P2 + 2K1). By Lemma 2.3, the Laplacian spectrum of B is {4, [3]2, [2]2, 0}. By466
Lemma 2.7, we have ∆(B) ≤ 2, a contradiction to that B is a bicyclic graph.467
Case 2.2.2. G = 4K1 × (P2 + K1). By Lemma 2.3, the Laplacian spectrum of B is {5, 3, [2]3, 0}. Then468
Lemma 2.1 implies that s(B) = 20. Suppose B ∈ B(6, r, t, s). If t = 0, then s(B) = rs = 20, and then469
r = 4, s = 5, a contradiction to (5.2). If t ≥ 1, then α(B) = rs− (t− 1)2 = 20 and r + s ≤ n+ t = t+ 6 has470
no solution, a contradiction.471
Case 2.3. n = 7. Substituting v1 = 3 and n = 7 into (5.7), we have e1 + e2 = 0. Clearly, v2 = 5. Then472
G = 3K1 × 5K1. By Lemma 2.3, the Laplacian spectrum of B is {[4]2, [2]4, 0}. Then s(B) = 196/7, a473
contradiction.474
So far, we can conclude that, for all bicyclic graphs but Θ3,2,5 as in Case 1.3.1, we have v1 = 1. The proof475
is complete by Lemma 2.4.476
From Case 1.3.1 of Lemma 5.2 and Lemma 2.3, it is trivial to get the following result.477
Corollary 5.3. Graphs Θ3,2,5 ×Km and H2 ×Km−1 are L-cospectral for all positive integers m, where H2478
is given in Figure 2.479
In the following, we will use induction to prove the last main result.480
Theorem 5.4. If a bicyclic graph B is L-DS and B 6= Θ3,2,5, then the product B × Km is L-DS for all481
positive integer m.482
Proof. The idea to prove this theorem is similar as the proof of Theorem 3.3 or 4.4. We repeat some483
arguments of Theorem 3.3. The statement for m = 1 is given in Lemma 5.2. Now we assume m ≥ 2. Let G484
be a graph L-cospectral to B ×Km = B ×K1 ×K1 × · · · ×K1︸ ︷︷ ︸
m
. By Lemma 2.5, G can be written as485
G = G0 ×G1 × · · · ×Gm.
Fix notations as follows,486
n = |V B|, ei = |EGi|, vi = |V Gi| for i = 0, 1, . . . ,m. (5.11)
Without loss of generality, assume v0 ≥ v1 ≥ · · · ≥ vm. It is obvious that
∑m
i=0 vi = n +m by Lemma 2.2.487
In the following, we are going to prove vm = 1 by contradiction. Now suppose vm ≥ 2. It follows that vi ≥ 2488
for all i = 0, . . . ,m. Then we have m + n =
∑m
i=0 vi ≥ 2(m + 1), so n ≥ m + 2. For convenience, we list489
those conclusions we have obtained,490
m ≥ 2, v0 ≥ · · · ≥ vm ≥ 2, m+ n =
m∑
i=0
vi, n ≥ m+ 2. (5.12)
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Combining v0 ≥ · · · ≥ vm ≥ 2 with
∑m
i=0 vi = n+m, by Proposition 3.1, we have491
m∑
i=0
v2i ≤ (n−m)2 + 4m. (5.13)
Since Spec(G) = Spec(T × Km), Lemma 2.2 implies that G and T × Km have the same number of edges.492
Counting the edges of both G and T ×Km, we have493
m∑
i=0
ei +
∑
0≤i<j≤m
vivj = n+ 1 +mn+
m(m− 1)
2
. (5.14)
Applying
∑m
i=0 vi = n+m to (5.14), we have494
m∑
i=0
ei =
1
2
(
m∑
i=0
v2i − n2 −m
)
+ n+ 1. (5.15)
Applying (5.13) to (5.15), it follows that495
m∑
i=0
ei ≤ (1 −m)n+ 1
2
(m2 + 3m) + 1. (5.16)
Note that, from (5.12), we have 1−m < 0 and n ≥ m+ 2. Then (5.16) implies496
m∑
i=0
ei ≤ −1
2
(m2 −m− 6). (5.17)
Applying the fact
∑m
i=0 ei ≥ 0 to (5.17), it is easily obtained that m = 2 or 3.497
Case 1. m = 3. Substituting m = 3 into (5.16) and (5.17), we have498
0 =
m∑
i=0
ei ≤ −2n+ 10.
It follows that n ≤ 5. But n ≥ m + 2 = 5 by (5.12). Hence, n = 5. It follows that |V G| = ∑3i=0 vi = 8.499
Since v0 ≥ · · · ≥ v3 ≥ 2, then we have500
v0 = v1 = v2 = v3 = 2, and e0 = e1 = e2 = e3 = 0.
Thus, G = 2K1 × 2K1 × 2K1 × 2K1. By Lemma 2.3, the minimal nonzero Laplacian eigenvalue of G is 2.501
But the minimal nonzero Laplacian eigenvalue of B ×K3 is at least 3, a contradiction.502
Case 2. m = 2. By (5.12), we have n ≥ m+ 2 = 4. On the other hand, (5.17) implies that503
0 ≤
m∑
i=0
ei ≤ −n+ 6.
Then we have n = 4, 5, or 6.504
Case 2.1. n = 4. Then |V G| = v0 + v1 + v2 = 6 and v0 ≥ v1 ≥ v2 ≥ 2. It follows that v0 = v1 = v2 = 2. By505
(5.14), we have e0 + e1 + e2 = 1. It follows that506
G = K2 ×K2 × 2K1 = K1 ×K3 × 2K1.
By Lemma 2.4, we have G = B ×K3.507
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Case 2.2. n = 5. Similar as above, we can obtain that508
v0 = 3, v1 = v2 = 2, and e0 + e1 + e2 = 1.
Namely,509
G = 3K1 × 2K1 ×K2, or G = (P2 +K1)× 2K1 × 2K1.
If G = 3K1 × 2K1 × K2 = 3K1 × P3 × K1, applying Lemma 2.4, we have G = B × K3. If G = (P2 +510
K1)× 2K1 × 2K1, by Lemma 2.3, the Laplacian spectrum of G is {[7]2, 6, [5]2, 4, 0}, and then the Laplacian511
spectrum of B is {4, [3]2, 2, 0}. So s(B) = 72/5, it is a contradiction.512
Case 2.3. n = 6. We have e0 + e1 + e2 = 0. Then513
G = 4K1 × 2K1 × 2K1, or G = 3K1 × 3K1 × 2K1.
The Laplacian spectrum of G is {[8]2, [6]2, [4]3, 0} or {[8]2, 6, [5]4, 0}. Then the Laplacian spectrum of B is514
{[4]2, [2]3, 0} or {4, [3]4, 0}. Namely, the maximum Laplacian eigenvalue of B is 4. By Lemma 2.7, ∆(B) ≤ 2,515
a contradiction.516
Hence vm = 1, i.e., Gm = K1. Since B ×Km = B ×Km−1 ×K1, by Lemma 2.3, B ×Km−1 is L-cospectral517
to G0 ×G1 × · · · ×Gm−1. Using the induction hypothesis on m− 1, B ×Km−1 and G0 ×G1 × · · · ×Gm−1518
are isomorphic. Hence, B ×Km = G. This completes the proof.519
From [14], we know all graphs Θr,1,s with r, s 6= 3 are determined by their Laplacian spectra, then520
Theorem 5.4 implies that Θr,1,s ×Km with r, s 6= 3 are L-DS graphs.521
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