Abstract. We study the barycentric straightening of simplices in irreducible symmetric spaces of non-compact type. We show that the p-Jacobian has uniformly bounded norm, as soon as p is larger than thrice the rank. As a consequence, for a non-compact, connected, semisimple real Lie group G, in degrees greater than thrice the R-rank of G, every cohomology class has a bounded representative. This gives, in high degree, a complete answer to an old problem of Dupont. Along the way, we provide a simplification and generalization of some estimates of Connell and Farb.
Introduction
When studying the bounded cohomology of groups, an important theme is the comparison map from bounded cohomology to ordinary cohomology. In the context of non-compact, connected, semisimple Lie groups, Dupont raised the question of whether this comparison map is always surjective [10] (see also Monod's ICM address [17, Problem A'] , and [4, Conjecture 18.1] ). Properties of these Lie groups G are closely related to properties of the corresponding non-positively curved symmetric space X = G/K. Geometric methods on the space X can often be used to recover information about the Lie group G. This philosophy was used by Lafont and Schmidt [16] to show that the comparison map is surjective in degree dim(X). In the present paper, we extend this result to smaller degrees, and show:
argument -see Theorem 3.1. This gives a new (and we hope simpler) argument, even in the case of the classical top-dimensional Jacobian. Note that, if the dimension of the symmetric space is smaller than three times the rank, our proof of Theorem 3.1 tells us nothing. The only such irreducible symmetric spaces are H 2 and S L(3, R)/S O(3), the same two spaces that were excluded in Connell and Farb's original paper.
Remark. For the various families of higher rank symmetric spaces, the dimension grows roughly quadratically in the rank. Our Main Theorem thus gives, in terms of the degree, an almost complete answer to Dupont's question. Nevertheless, the situation is a bit unsatisfactory, as the generators of the cohomology ring of G typically fall into the small degree range which is not covered by these methods. Prior results on this problem include some work on the degree two case (Dupont [10] , see also Domic and Toledo [8] , as well as Clerk and Orsted [5] ) as well as the top-degree case (Lafont and Schmidt [16] ). In his seminal paper, Gromov [13] showed that characteristic classes of flat vector bundles are always bounded. Hartnick and Ott [14] , using Gromov's work, were able to give a complete answer for certain specific classes of Lie groups (e.g. of Hermitian type, as well as some others).
Of the remaining open cases, undoubtedly the most interesting one is G = S L(n, C), whose continuous cohomology is a truncated exterior algebra generated by primitive elements in degree 3, 5, . . . , 2n − 1. Since the rank of G is n−1, our Main Theorem gives surjectivity for degrees ≥ 3n−3, providing many examples of bounded cocycles. As far as the generators are concerned, through some ingenious constructions, bounded cocycles have been constructed in certain low degrees (e.g. Bucher-Karlsson, Burger, and Iozzi [3] for degree = 3, for all S L(n, C) and Goncharov [12] for degree = 5 in the case of S L(3, C)).
Remark. The recently posted preprint [15] of Inkang Kim and Sungwoon Kim has some overlap with our results. They also establish the uniform control of the Jacobian in codimension one. In the R-rank two case, they obtain a similar bound on the Jacobian under some slightly more restrictive hypotheses. Their paper also contains a wealth of other applications, which we have not pursued in the present paper.
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2. Preliminaries 2.1. Symmetric spaces of non-compact type. In this section, we give a quick review of some results on symmetric spaces of non-compact type; for more details, we refer the reader to [11] . Let X = G/K be a symmetric space of non-compact type, where G is semisimple and K is a maximal compact subgroup of G. Geometrically G can be identified with I 0 (X), the connected component of the isometry group of X that contains the identity, and K = S tab p (G) for some p ∈ X. Fixing a basepoint p ∈ X, we have a Cartan decomposition g = k + p of the Lie algebra g of G, where k is the Lie algebra of K, and p can be isometrically identified with T p X using the Killing form. Let a ⊆ p be a maximal abelian subalgebra of p. We can identify a with the tangent space of a flat F at p -that is to say, an isometrically embedded Euclidean space R r ⊆ X, where r is the rank of X. Given any vector v ∈ T p X, there exists a flat F that is tangent to v. We say v is regular if such a flat is unique, and singular otherwise. Now let v ∈ p be a regular vector. This direction defines a point v(∞) on the visual boundary ∂X of X. G acts on the visual boundary ∂X. The orbit set Gv(∞) = ∂ F X ⊆ ∂X is called the Furstenberg boundary of X. Since both G and K act transitively on ∂ F X, ∂ F X is compact. In fact, a point stabilizer for the G-action on ∂ F X is a minimal parabolic subgroup P, so we can also identify ∂ F X with the quotient G/P.
2.2.
Patterson-Sullivan measures. Let X = G/K be a symmetric space of non-compact type, and Γ be a cocompact lattice in G. In [1] , Albuquerque generalizes the construction of Patterson-Sullivan to higher rank symmetric spaces. He showed that for each x ∈ X, we can assign a measure µ(x) that is Γ-invariant and is fully supported on the Furstenberg boundary ∂ F (X). Moreover, for x, y ∈ X and θ ∈ ∂ F (X), the Radon-Nikodym derivative is given by
hB (x,y,θ) where h is the volume entropy of X/Γ, and B(x, y, θ) is the Busemann function on X. Recall that, in a non-positively curved space X, the Busemann function B is defined by
where γ θ is the unique geodesic ray from x to θ. Fixing a basepoint O in X, we shorten B(O, y, θ) to just B(y, θ). Notice that for fixed θ ∈ ∂ F (X) the Busemann function is convex on X, and by integrating on ∂ F (X), we obtain, for any µ that is fully supported on the Furstenberg boundary ∂ F X, a strictly convex function
(See [6, Proposition 3.1] for a proof of this last statement.) Hence we can define the barycenter bar(µ) of µ to be the unique minimum of the function above. It is clear that this definition is independent of the choice of basepoint O.
Barycenter method.
In this section, we discuss the barycentric straightening introduced by Lafont and Schmidt [16] (based on the barycenter method originally developed by Besson, Courtois, and Gallot [2] ). Let X = G/K be a symmetric space of non-compact type, and Γ be a cocompact lattice in G. We denote ∆ k s the standard spherical k-simplex in the Euclidean space, that is
, with the induced Riemannian metric from R k+1 , and with vertices {e 1 , . . . , e k+1 }. Given any singular k-simplex f : ∆ k s → X, with vertices V = {x 1 , . . . , x k+1 } = { f (e 1 ), . . . , f (e k+1 )}, we define the k-straightened simplex
where µ(x i ) is the Patterson-Sullivan measure at x i . We notice that st k ( f ) is determined by the vertex set V, and we denote st k ( f )(δ) by st V (δ), for δ ∈ ∆.
Observe that the map st k ( f ) is C 1 , since one can view this map as the restriction of the C 1 -map st n ( f ) to a k-dimensional subspace (see e.g. [16, Property (3) 
is defined to be the unique point where the function
is minimized. Hence, by differentiating at that point, we get the 1-form equation
which holds identically on the tangent space T st V (δ) X. Differentiating in a direction u ∈ T δ (∆ k s ) in the source, one obtains the 2-form equation
. Now we define two semi-positive definite quadratic forms Q 1 and Q 2 on T st V (δ) (X): [6, Section 4] ). From Equation (2.1), we obtain, for u ∈ T δ (∆ k s ) a unit vector and v ∈ T st V (δ) (X) arbitrary, the following
via two applications of the Cauchy-Schwartz inequality.
We restrict these two quadratic forms to the subspace
, and denote the corresponding k-dimensional endomorphisms by H δ and K δ , that is
For points δ ∈ ∆ k s where st V is nondegenerate, we can pick orthonormal bases
. Moreover, we can pick these so that {v i } k i=1 are eigenvectors of H δ , and {u 1 , . . . , u k } is the resulting basis obtained by applying the orthonormalization process to the collection of
where the middle inequality is obtained via Equation (2.2). Hence we get the inequality
We summarize the above discussion into the following proposition. 
Then the quantity |Jac(st V )(δ)| is universally boundedindependent of the choice of (k + 1)-tuple of points V ⊂ X, and of the point δ ∈ ∆ k s .
Bounded cohomology.
Let X = G/K be a symmetric space of non-compact type, and Γ be a cocompact lattice in G. We recall the definition of group cohomology, working with R coefficients (so that we can relate these to the de Rham cohomology). Let C n (Γ, R) = { f : Γ n → R} be the space of n-cochains. Then the coboundary map d :
The homology of this chain complex is H * (Γ, R), the group cohomology of Γ with R coefficients. Moreover, if we restrict the functions on the cochains above to bounded functions, we obtain the space of bounded n- 
Similarly, we can define the (bounded) continuous cohomology of G, by taking the space of continuous 
The isomorphism between the de Rham cohomology and group cohomology is explicitly given by
Here, ω is a lift of ω to X, and ∆(γ 1 , . . . , γ k ) is any natural C 1 k-filling with ordered vertices {x, γ 1 x, (γ 1 γ 2 )x, . . . , (γ 1 γ 2 · · · γ k )x} for some fixed basepoint x ∈ X (for instance, one can choose ∆(γ 1 , . . . , γ k ) to be the geodesic coning simplex, see Dupont [9] ). Alternatively, we can use the barycentric straightened C 1 simplex st(∆(γ 1 , . . . , γ k )). That is to say, if we define
..,γ k )) ω, then f ω represents the same cohomology class as f ω . This is due to the fact that the barycentric straightening is Γ-equivariant (see [16, Section 3.2] ). We call f ω the barycentrically straightened cocycle. On the other hand, there is a theorem of van Est [18] which gives the isomorphism between the relative Lie algebra cohomology H * (g, k, R) and the continuous bounded cohomology H * c (G, R). A class in H k (g, k, R) can be expressed by an alternating k-form ϕ on g/k. By left translation, it gives a closed C ∞ k-form ϕ on X = G/K. In [9] , this isomorphism is explicitly given by
where f ϕ (g 1 , . . . , g k ) = ∆(g 1 ,...,g k ) ϕ, and ∆(g 1 , . . . , g k ) is the geodesic simplex with ordered vertices consisting of {x, g 1 x, (g 1 g 2 )x, . . . , (g 1 g 2 · · · g k )x} for some fixed basepoint x ∈ X. Again, we can replace ∆(g 1 , . . . , g k ) by the barycentric straightened C 1 simplex st (∆(g 1 , . . . , g k )), and the resulting barycentrically straightened function f ϕ (g 1 , . . . , g k ) = st (∆(g 1 ,. ..,g k )) ϕ is in the same cohomology class as f ϕ .
Jacobian Estimate
Let X = G/K be an irreducible symmetric space of non-compact type. We fix an arbitrary point x ∈ X and identify T x X with p. Let µ be a probability measure that is fully supported on the Furstenberg boundary ∂ F X. Using the same notation as in Section 2.3, we define a semi-positive definite quadratic form Q 1 and a positive definite quadratic form
for v ∈ T x (X). We will follow the techniques of Connell and Farb [6] , [7] , and show the following theorem.
Theorem 3.1. Let X be an irreducible symmetric space of non-compact type, and let r = rank(X). If n = dim(X) ≥ 3r, then there exists a constant C that only depends on X, such that
for any subspace S ⊆ T x X with 3r ≤ dim(S ) ≤ n.
3.1.
Simplifying the quadratic forms. Following [6, Section 4.3], we fix a flat F going through x, and denote the tangent space by a, so dim(a) = r is the rank of X. By abuse of notation, we identify a with F . Choose an orthonormal basis {e i } on T x X such that {e 1 , ..., e r } spans F , and assume e 1 is regular so that e 1 (∞) ∈ ∂ F X. Then Q 1 , Q 2 can be expressed in the following matrix forms.
where D λ = diag(λ 1 , ..., λ (n−r) ), and O θ is the orthogonal matrix corresponding to the unique element in K that sends e 1 to v (x,θ) , the direction at x pointing towards θ. Moreover, there exists a constant c > 0 that only depends on X, so that λ i ≥ c for 1 ≤ i ≤ n − r. For more details, we refer the readers to the original [6] .
Denote byQ 2 the quadratic form given bȳ
Then the difference Q 2 − cQ 2 is positive semi-definite, hence det(Q 2 | S ) ≥ det(cQ 2 | S ). So in order to show Theorem 3.1, it suffices to assume Q 2 has the matrix form
Given any v ∈ T x X, we have the following geometric estimates on the value of the quadratic form
Roughly speaking, Q 1 (v, v) is bounded above by the weighted average of the time the K-orbit spends away from F ⊥ . Similarly we can estimate
So again, Q 2 (v, v) roughly measures the weighted average of the time the K-orbit spends away from F .
Eigenvalue matching.
In their original paper, Connell and Farb showed an eigenvalue matching theorem [6, Theorem 4.4] , in order to get the Jacobian estimate in top dimension. For the small eigenvalues of Q 2 (there are at most r of them), they want to find twice as many comparatively small eigenvalues of Q 1 . Then by taking the product of those eigenvalues, they obtain a uniform upper bound on the ratio of determinants det(Q 1 ) 1/2 / det(Q 2 ), which yields an upper bound on the Jacobian. However, as was pointed out by Inkang Kim and Sungwoon Kim, there was a mistake in the proof. Connell and Farb fixed the gap by showing a weak eigenvalue matching theorem [7, Theorem 0.1], which was sufficient to imply the Jacobian inequality.
We use a similar approach, but show that it is not just the first 2r eigenvalues, but in fact the first (n − r) eigenvalues of Q 1 that are bounded by a universal constant times the smallest eigenvalue of Q 2 . An added benefit of this approach is that, even in the case of top-dimensional Jacobian, our argument is somewhat more elementary than Connell and Farb's. We will require the following. Lemma 3.2. Let X be an n-dimensional irreducible symmetric space of non-compact type, with r = rank(X), and n = dim(X) ≥ 3r. Then there is a constant C that only depends on X, with the following property. Given any regular vector v ∈ T x X, one can find an orthonormal (n − r)-frame {v 1 , . . . , v n−r } in T x X, such that for i = 1, . . . , n − r, we have
for all h ∈ K (where hv is the linear action of K on v ∈ T x X ≃ p).
Proof. Note that if one can show the result for v, then it is also true for kv. Since the K orbit of v in T x X always intersects the flat F finitely many times, and exactly once for each weyl chamber, we might as well assume v ∈ F . By [7, Lemma 1.1] (or originally [6, Lemma 5.3]), any u ∈ Span{K v F } ⊥ will satisfy the angle inequality ∠(hu,
Picking any (n − r)-orthonormal frame in F ⊥ completes the proof of the Lemma.
3.3. Proof of Theorem 3.1. In this section, we will prove Theorem 3.1 using Lemma 3.2. Before starting the proof, we will need the following two elementary results from linear algebra. 
Proof. We show this by induction on the dimension of V. The statement is clear when n = 1, so let us now assume we have the statement for dim(V) = n − 1. Now if dim(V) = n, we restrict the quadratic form Q to the (n − 1)-dimensional subspace W spanned by v 1 , . . . , v n−1 , and denote the eigenvalues of Q| W by µ 1 ≤ µ 2 ≤ ... ≤ µ n−1 . By the induction hypothesis and Lemma 3.3, we obtain
Finally, for the last vector, we have
This completes the proof of the lemma.
We are now ready to establish Theorem 3.1.
Proof. As was shown in [6, Section 4.4] , for ǫ 0 = 1/(r + 1), there are at most r eigenvalues of Q 2 that are smaller than ǫ 0 , so by Lemma 3.3 the same is true for Q 2 | S . We arrange these small eigenvalues in the order
Observe that, if no such eigenvalue exists, then by Lemma 3.3, det(Q 2 | S ) is uniformly bounded below, and the theorem holds (since the eigenvalues of Q 1 | S are all ≤ 1). So we will henceforth assume k ≥ 1. We denote the corresponding unit eigenvectors by v 1 , ..., v k (so that v i has eigenvalue L i ). Notice v 1 might not be regular, but by continuity of Q 2 , a small perturbation yields a unit regular vector v 1 , such that Q 2 (v 1 , v 1 ) ≤ 2L 1 . Applying Lemma 3.2 to the regular vector v 1 , we obtain an orthonormal (n − r)-frame {u 1 , ..., u n−r } in T x X such that
for all h ∈ K, and i = 1, ..., n − r (and the constant C depends solely on X).
For convenience of notation, we still denote this new constant by C. We now have, for all 1 ≤ i ≤ n − r, the estimate
The sequence of inequalities is obtained by applying Equations (3.1), (3.3), (3.2), and finally the defining property of v 1 . Without loss of generality, we assume the {u i } are ordered so that
Denote the first n − r eigenvalues of Q 1 by λ 1 ≤ λ 2 ≤ . . . ≤ λ n−r . According to Lemma 3.4, we also have
so the first (n − r) eigenvalues of Q 1 are bounded by some uniform multiple of L 1 . Finally, denote the eigenvalues of Q 1 | S by µ 1 ≤ ... ≤ µ n−l , where l is the codimension of S ⊆ T x X. Then by Lemma 3.3, we always have µ i ≤ λ l+i . By hypothesis, S has dimension at least 3r, so has codimension l ≤ n − 3r. This immediately implies
Hence the first 2r eigenvalues of Q 1 | S are also bounded above by some uniform multiple of L 1 . We can now easily finish the proof.
The eigenvalues of Q 1 are bounded above by 1, so by Lemma 3. 
where C denotes the max of the finitely many numbers (2nC) 2k (1 + r) 2(n−l−k) , where 1 ≤ k ≤ r and 0 ≤ l ≤ n − 3r. Since the constant C only depends on X, this completes the proof of Theorem 3.1.
Proof of Main theorem
Finally, we use Theorem 3.1 to establish the Main Theorem. We need to show both comparison maps η and η ′ are surjective. Let us start with η. We use the van Est isomorphism (see Section 2.4) to identify H * c (G, R) with H * (g, k, R). For any class [ f ϕ ] ∈ H k c (G, R) where f ϕ (g 1 , . . . , g k ) = ∆(g 1 ,...,g k ) ϕ, we instead choose the barycentrically straightened representative f ϕ . Then for any (g 1 , . . . , g k ) ∈ G k , we have where dµ 0 is the standard volume form of ∆ k s . But from Proposition 2.1 and Theorem 3.1, the expression |Jac(st V )| is uniformly bounded above by a constant (independent of the choice of vertices V and the point δ ∈ ∆ k s ), while the form ϕ is invariant under the G-action, hence bounded in norm. It follows that the last expression above is less than some constant C that depends only on the choice of alternating form ϕ. We have thus produced, for each class [ f ϕ ] in H k c (G, R), a bounded representative f ϕ . So the comparison map η is surjective. The argument for surjectivity of η ′ is virtually identical, using the explicit isomorphism between H k (Γ, R) and H k dR (M, R) discussed in Section 2.4. For any class [ f ω ] ∈ H k (Γ, R), we choose the barycentrically straightened representative f ω . The differential form ω has bounded norm, as it is the Γ-invariant lift of the smooth differential form ω on the compact manifold M. So the estimate in Equation (4.1) shows the representative f ω is bounded.
