Transport times for a chaotic system are highly sensitive to initial conditions and parameter values. We present a technique to find rough orbits (epsilon chains) that achieve a desired transport rapidly and which can be stabilized with small parameter perturbations.
Introduction
In recent years, much attention has been given to the realization that the extreme sensitivity which characterizes chaotic dynamical systems is actually advantageous in their control since small perturbations produce large effects [7, 13, 14, 16] . On the other hand small errors can quickly get out of control, and may overwhelm any attempted corrections.
Thus the major difficulty is to find a scheme to decide when and where judiciously chosen perturbations should be applied.
This paper addresses the problem of timeoptimal control, or targeting. This is the technique to steer a dynamical system from near an initial condition a to near a target point b in the shortest possible time. Here numerically determined short (typically about 3(I iterates) orbit segments were arranged in a tree hierarchy defined so that there is a set of paths, that lead to a set of paths, etc., that lead to a pre-determined target point b. This tree is stored as a library of known paths. The tree branches actually provide a set of epsilon chains leading to b, pseudo-orbits that miss being exact orbits by a small phase space error at the junctions. The idea is that if there are enough branches, any arbitrary initial condition a will rapidly iterate close enough to the tree, and once there can be stabilized to reach b with small parameter perturbations.
Nonetheless, the above technique may still be ineffective when natural transport is too slow to create a tree with a reasonable amount of computation.
In order to best choose the orbit segments of the epsilon chain, one would like to know where to most efficiently switch between the segments. We present here an alternative approach for
building and managing a library of numerically known orbit behaviors so that this information can be quickly accessed to build fast transporting epsilon chains. Our main result is that the switching points reveal themselves by studying the path of a nonoptimal orbit that, however, eventually achieves the desired target objective.
In Section 2 we argue that recurrences are common in slow orbits and that these should be tested as switching point candidates.
The resulting epsilon chain can be refined, as we show in Section 3, by gluing patches across the switching points. This requires finding the stable and unstable directions along the original orbit, and provides a patch orbit segment that:
(1) Skips the recurrent loop, often representing the bulk of the orbit's length. It may not always be necessary to have a single orbit from a to b to use this algorithm. Two regions of phase space can be explored separately by starting separate initial conditions and concatenating their resulting orbits. This can be a useful way to explore the phase space near a and b separately when a single ort .t between them is particularly difficult to find. If the two orbits approach each other closely, then it might be possible to patch from one to the other. The above algorithm will automatically test all such possibilities.
If, however, such a patch is not possible, then the end of the first orbit will be reached with no connection to the second orbit. In contrast, when a single orbit between the two regions can be found, the algorithm is robust, because the original, albeit slow orbit, is always available as the path.
The prerecorded orbit represents known information about transport in the visited phase space. How we manage this information depends on our assigned task. If we are likely to be presented with a variety of initial conditions a and targets b, then the following model may be used. Ergodicity causes a long orbit to cover accessible phase space; the longer the orbit, the better the cover. Any target point close to the known orbit is feasible, and initial conditions close to the orbit allow for immediately starting stabilization.
Alternatively, if no points of the known orbit are close enough to the initial condition, then uncontrolled iteration will quickly cause it to come close. This model requires directly stabilizing the initial condition to the known orbit, and restricting its length at points of recurrence, on the fZy. Stabilization can be performed by shooting the initial condition at the stable manifold of the known path using Newton's method to find the correct perturbations to the internal parameters. Details are discussed in [7] and represent only a slight modification to the gluing algorithm presented in the next section. Recurrences are detected and cut according to the above algorithm, where stabilization can immediately be used to skip a loop by shooting at the path after the loop. A successful cut is one in which the recurrence is close enough so that stabilization works, with a sufficiently small parameter perturbation.
Another possible control task is one where a and b are fixed in advance. We may be presented with such a model either when just a few objectives are likely, or perhaps a decision tree is to be built, and even the segments of the tree are difficult to find. In this case, time can be spent to find a more optimal solution achieving the transport. The resulting epsilon chain can be stabilized later, in real-time as above. This model tends to build faster orbits since the patches are built forwards and backwards from the switching points, as compared to the on-the-fly model described above where only the future points can be modified. In two dimensions we can parametrize the unstable direction with the vector~U(z, _~), a unit vector in the tangent space of W"(zi.~), by the variable t, An initial condition is then chosen, z{)(t) = zi_m + rfu(zc-m) .
Cutting recurrent loops

(3.3)
The success of an initial condition can be measured by how closely Tzm(z O(t)) lands on the line z ,+. +m +~fi(z, .$+~). We write components of the vectors z(t) = (x(t), y(t)) and f, = (fi,x, f,,~). The roots of the expression
can be found quickly using a Newton-secant method.
We need only make an appropriate initial guess so that the point we find will in fact be a principal intersection point. As a rough guess, we can use Eq. condition that perturbations to k must span the unstable subspace of the tangent space at Z,+, +.,.
Finding the stable direction~, and the unstable direction~u at a point z from a chaotic set first requires the complete orbit {. . . , z_,Z, . . . , z_,, Z (,, z,, . . .. z.,,. .. }. Recall that the Jacobian matrix rotates a vector in the tangent space towards the unstable direction, and the Jacobian matrix of the inverse map T-1 rotates a vector towards the stable direction. Therefore, in practice, we choose an arbitrary unit vector u and forward multiply, starting at z_., the Jacobian matrices along the orbit to z, normalizing the vector at each step:
DT'' [, _,, w= DTIZ_,. DTlz_,. . . -"DTI,.,, Likewise, the stable direction is formed from the inverse Jacobian starting at T"(z). Convergence is exponential; in practice we find that n = 20
gives an error of 10"5. We use n = 40 which we expect is more than adequate considering the scale of the other errors, see [8] . This effect also occurs when an orbit is trapped near an island, and near islands around islands and so on. This phenomenon has been successfully modeled using Markov trees [5, 12] .
It was found that a point initially "near" a KAM surface has a survival probability y F(t), asymp- These, and other initial conditions have such long transport times, that we choose a cutoff time of 5 " 10d iterates, which is increasingly a problem for k approaching ICC. This causes the value of q that we calculate to be somewhat less than the value of 3.012 predicted [11] . The variance of the distribution is large, as seen in large fraction of the box with transport times in the last bin, for any reasonable finite cut-off.
Indeed, we observed that the transport rate is extremely sensitive to the initial condition, so the average transport rate is not an indicative measure of a "typical" rate. Fig. 5 displays the percentage of initial conditions from the box that never reach b. Here we find that as k approaches kC, most of the transport times are actually larger than our cutoff. Thus our computed statistics are only lower bounds on the actual transport statistics. Nonetheless, the point is that the transport is slow as k + kc, indicating that our efforts to find faster orbits are worthwhile.
Cutting and gluing slow orbits
From the same box around the initial point a described above, we choose an initial condition which iterates eventually to near the target b. We restrict ourselves to the orbits of randomly chosen initial conditions that perform the transport required in less than 10(' iterations so that we do not strain the memory capacity of our computing resources by storing uninteresting information. Values of 8 are tested on a single 109 594-step orbit between the a box and b box for k = 1.25 and patch size m = 15 to achieve an E = 0.005 tolerance. This shows how increasing computer work, to a point, yields faster paths by considering unlikely patchable recurrences.
Tabulated quantities are: the threshold tested 6, the resulting epsilon chain length n. the number of loops successfully cut and the percentage ratio of successfully cut loops to those attempted when a 8 recurrence was detected. The lower curve of Fig. 4 displays "optimized" transport times as a function of (k -/cC), for a one-pass optimization. These values can be compared to the uncontrolled transport time averages also displayed in the same figure. We see an improvement by a factor of almost 10q on average for the lower values of k. able value is quite low. According to our algorithm, a recurrence is only cut when an orbit patch within the control tolerance can be found on a trial and error basis. So we are only concerned here with the probability of small angles: for example in Fig. 7C In contrast, the smallest successfully mended angle found was 11°, and the angles tend to be much higher than that in general.
Hyperbolicity in the standard map
Figs. 7b and 7d show the angle distributions for the mended epsilon chain orbits. The angles are now calculated using the epsilon chain rather than following the natural orbit of the point z which may quickly diverge from the predicted pseudo-orbit.
The main feature we observe in the restricted orbits is that the average angle increases invariably. For example, the average for Fig. 7a , (0) = 29.9 was increased to (6) = 50,9°along the 778-step epsilon chain. Similarly, For comparison, we also tested on-the-fly stabilization directly to the long 80307-step orbit.
Again, we used a randomly chosen initial condition near the known orbit, and the stabilization was turned on whenever the test orbit drifted outside a set tolerance, In addition, whenever a recurrence in the prerecorded orbit was detected along the way, stabilization was attempted by shooting at the end of the loop. We expected that the length of the test orbit would be longer, because with this method, only future events can be modified. In this example, the test orbit achieved the final destination in 464 iterations. In spite of being typically slower, on-the-fly control can be more flexible since one can rapidly retarget as needed, as the whole prerecorded orbit is available.
5, Conclusions
We have discussed the time-optimal control problem for chaotic regions, giving a method to find paths that quickly achieve transport goals and which can be stabilized with small parameter Though we used a Hamiltonian mapping as an example, the method makes no assumptions as to the nature of the dynamics -indeed since the inverse map is not needed, the dynamics can even be noninvertible. The use of recurrences as switching points requires no assumptions on the dimensionality of phase space, though recurrences will be less common in higher dimensions.
As well as optimizing the transport between two separated points, the method could also be used to eliminate escape from a region, using the recurrences to construct a rough periodic orbit.
This might require a smaller and less frequent control than stabilizing a fixed point in a given region. Finally, the techniques presented in this paper are also applicable to a piecewise local model of a time-series built through embedding. Our current research is aimed precisely at realizing these assertions to control a nonanalytic representation of chaotic dynamics in more than two dimensions.
