Modern generative learning is mainly associated with Generative Adversarial Networks (GANs). Training such networks is always hard due to the minimax nature of the optimization objective. In this paper we propose a novel algorithm for training generative models, which gets rid of minimax GAN objective, thus significantly simplified model training. The proposed algorithm uses the variational approximation of Wasserstein-2 distances by Input Convex Neural Networks. We also provide the results of computational experiments, which confirms the efficiency of our algorithm in application to latent spaces optimal transport and image-to-image style transfer.
Introduction
Generative learning framework have become wide spread upon last couple of years, tentatively starting with the introduction of generative adversarial networks (GANs) by (Goodfellow et al., 2014) . The framework aims is to define a stochastic procedure to sample from a given complex probability distribution Q on a space Y ⊂ R D , e.g. latent vector or images of faces, etc. The usual generative pipeline includes sampling from simple distribution P (typically Gaussian or uniform) on space X and applying a generative mapping g : X → Y, that transforms noise distribution P into the desired complicated distribution Q on Y.
In many cases for a pair of probability distributions P, Q there may exist several different generative mappings. For example, in Figure 1 two possible generative mappings for a pair of 1-dimensional distributions are shown. Intuitively, the mapping in Figure 1b is better than the one in Figure  1a and should be preferred. The mapping in Figure 1b is straightforward, well-structured and invertible.
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Copyright 2019 by the author(s). mapping. For example, GAN-based approaches (f -GAN by (Nowozin et al., 2016; Yadav et al., 2017) , Wasserstein-1 metric is W-GAN by among others ) approximate generative mapping by a neural network, architecture of which is based on the specific properties of the problem (e.g. convolutional for image-related tasks).
The reasonable question is how to find a generative mapping g • P = Q that is well-structured. Typically, the better the structure of the mapping is, the easier is to find such a mapping. There are many ways to define what the well structured is, but usually such a mapping is expected to be continuous at least and, if possible, invertible. One may note that when P and Q are both one-dimensional (X , Y ⊂ R 1 ), the only class of mappings g : X → Y satisfying these properties, are monotone mappings, i.e. ∀x,
It turns out, that the intuition of 1-dimensional spaces can be easily extended to X = Y = R D . We can require the similar to 1 condition to hold true: ∀x, x ∈ X
The condition is called cycle monotonicity, and every function satisfying this condition is invertible, see (Villani, 2008) . What is important, is that for almost every two continuous arXiv:1909.13082v1 [cs.
LG] 28 Sep 2019 distributions P, Q on X = Y = R D there exists a unique cycle monotone mapping g : X → Y satisfying g • P = Q, see e.g. (Brenier, 1991) . Thus, instead of searching for arbitrary generative mapping, one may try to significantly reduce the considered approximating class of functions by considering only cycle monotone ones.
According to (Rockafellar, 1966) , every cycle monotone mapping g is contained in the sub-gradient of some convex function ψ : X → R. Thus, every convex class of functions may produce cycle monotone mappings (by considering the gradients of such functions). In practice, deep input convex neural networks (ICNN, see (Amos et al., 2017) ) can be used as convex approximations for a convex class of functions.
Formally, to fit a cycle monotone generative mapping one may apply any existing approach, such as GANs (Goodfellow et al., 2014) with the set of generators restricted to gradients of ICNN. However, these approach requires solving a minimax optimization problem, which is typically a Herculean task.
It turns out that the cycle monotone generators are highly related to Wasserstein-2 distances. Recently developed approach of (Taghvaei & Jalali, 2019) uses dual form of the Wasserstein-2 distance to find the optimal generative mapping, which is cycle monotone. It uses the gradient-descentbased algorithm by (Chartrand et al., 2009 ) for computing Wasserstein-2 distances. The key drawback of the algorithm is similar to the one of GANs -its optimization objective minimax.
In general, the obvious drawback of the approach with cycle monotone generators is that it is limited to spaces of the same dimension. i.e. X , Y ⊂ R D . However, in practice this issue can be easily solved by combining a generative model with a decoding part of a pre-trained autoencoder, i.e. training a generative map into a latent space ( Figure 2 ). It should be also noted that the cases when the dimensions of X and Y are equal are common in computer vision. The typical example is image-to-image style translation, when both the input and output image have the same size and number of channels (see Figure 3 ).
In this paper, we investigate cyclically monotone genera- tive models. The main contributions of this paper are as follows:
1. Developing an algorithm for training cyclically monotone generative models. The proposed algorithm uses non-minimax optimization objective, which improves the speed and stability of the training process in comparison to (Taghvaei & Jalali, 2019) .
2. Developing a class of Input Convex Neural Networks (in particular, convolutional), gradients of which are used to approximate cyclically monotone mappings.
3. Conducting computational experiments with the proposed algorithm for problems of
In contrast to classical GAN objectives, the proposed algorithm gets rid of minimax optimization problem and solves simpler non-convex minimization problem. The key idea of the proposed approach is to use the cycle regularization, which penalizes gradients of discriminating functions for being non-inverse.
Related Work
Generative learning is mainly associated with Generative Adversarial Netwoks, a paradigm invented by (Goodfellow et al., 2014 ). The suggested model consists of two networks: the first one, generator, is used as a generative mapping, the second one, discriminator, is used to estimate the quality of the generated samples. Several methods to estimate the proximity of the generated samples exist. They use difference measures of distance between the distibutions, e.g. f -divergences are use in f -GAN by (Nowozin et al., 2016; Roth et al., 2017) , Wasserstein-1 distances are used in W-GAN by Gulrajani et al., 2017) , Maximum Mean Discrepancy in MMD GAN by , Fisher and Sobolev distances in Fisher and Sobolev GANs respectively by among some others. Although such models sometimes report superior performance (Karras et al., 2017; Ledig et al., 2017; Zhu et al., 2017) , they are extremely hard to train in practice, because they require solving non convex-concave minimax optimization problem (w.r.t. generator and discriminator parameters). No general efficient algorithms exists, the primary algorithm that is used is the Simultaneous Gradient Descent/Ascent (Liang & Stokes, 2018) , initially suggested by (Goodfellow et al., 2014) , but still it does not have any guarantees of performance.
The second paradigm, which is closely related to generative learning is the optimal transport (OT). The main problem studied in OT is how to find an optimal (generative) mapping from one distribution P to an other Q. 1 The formal goal is to find the mapping g : X → Y, such that it minimized the transport cost (i.e. optimal), given by a function c :
It is worth noting that if c(x, y) = x − y is a norm, then the optimal transport cost (3) is equal to Wasserstein-1 distances, used in W-GAN Gulrajani et al., 2017) . For the quadratic cost c(x, y) = x−y 2 2 , the optimal transport distance is known as Wasserstein-2 distance. Several algorithms exist for finding optimal transport generative mappings (Lei et al., 2019; Seguy et al., 2017) . Mainly, such algorithms solve minimization problem (instead of minimax), which is easier than minimax problem considered in GANs. However, the OT methods typically require specific restrictions during optimization, such as 1-Lipshitz discriminators (Gulrajani et al., 2017) , conjugate discriminators (Seguy et al., 2017) . In practice, this is often achieved by some form of regularization, which typically hepls but adds additional bias, which in some cases (Taghvaei & Jalali, 2019) makes it impossible to fit the entire distribution with required small error. (Taghvaei & Jalali, 2019) combine the advantages of GANs with several ideas of the optimal transport. More precisely, they use the awesome properties of Wasserstein-2 distances. First of all, such distance can be computed using simple gradient-descent based algorithm (Chartrand et al., 2009) , which exploits the dual form of Wasserstein Distances (Villani, 2008) . Secondly, the found optimal discriminator that appears during this process, immediately leads to optimal generative mapping, which transforms on distribution into an other. Although theoretically the algorithm sounds like a powerful tool for generative learning, in practice it suffers from computational complexity: during the main optimization cycle it solves additional optimization problem. This was noted in the original paper (Taghvaei & Jalali, 2019) , but is de-facto confirmed by the lack of experiments with complicated distributions.
Wasserstein-2 Optimal Transport
We recall the main properties of Wasserstein-2 distances and their relation to cycle monotone mappings. According to (Villani, 2008) , the dual form of Wasserstein-2 distance can be expressed as follows:
where the minimum is taken over all the input convex functions (discriminators) ψ : X → R and
is the Freshet conjugate to ψ (Fenchel, 1949) discriminator. 2
For Wasserstein-2 distances, it turns out that the optimal disctiminator ψ * immediately (Chartrand et al., 2009 ) leads to generative mapping from g : X → Y, such that it attans the minimum of (3). More precisely, the mapping is g = ∇ x ψ(x), i.e. gradient of a convex function. Thus, it is cycle monotone (Rockafellar, 1966) . In particular, the inverse mapping can be obtain by taking the gradient w.r.t. input of the conjugate optimal discriminator (ψ * ) c (y) (McCann et al., 1995) . Thus, the following properties hold true:
In fact, one may approximate the the primal discriminator ψ by input convex functions ψ θ (e.g. input convex neural networks), and solve the optimization problem
For the first integral it is straightforward to compute the derivative w.r.t. θ. To compute the derivative w.r.t the second part, one need to use the properties of the conjugate function (Taghvaei & Jalali, 2019) :
Thus, to compute the gradients one needs to compute the inverse values of the current mapping ∇ x ψ θ . To do this, the optimization problem has to be solved
Although the optimization problem is convex, it is very complex, because it requires taking the gradient of ψ.
Algorithms and models

Variational Wasserstein-2 Approximation
We propose an approach for minimizing Wasserstein-2 distances and finding the optimal cyclically monotone generator. Note that
where T : Y → X is an arbitrary function. Formally, by considering arbitrary functions T we obtain an upper bound, which matches the entire value for T = ∇ x ψ −1 (y) = ∇ y ψ c (y), i.e. the gradient of a convex function. Thus, the reasonable approach is to approximate both primal and dual discriminators by two different networks ψ θ and ψ c ω . The optimization objective is for this problem minimax and has the form
We optimize objective via stochastic gradient descent/ascent (Liang & Stokes, 2018) , which is typically used for training GANs. The outer cycle performs a gradient descent over the parameters θ (while ω is fixed), and the inner cycle performs gradient ascent iterations over θ. It is important to note that at every step of the procedure the inner cicle tries to make the input gradient of the neural network ψ c ω become the inverse function to the gradient of ψ θ , i.e. to establish the inverse mapping to the current.
Regularization Based Wasserstein-2 Approximation
For stability purposes and increased training speed we propose to get rid of the minimax objective by imposing additional regularization. For regularization parameter λ > 0 we add the regularization term R(θ, ω), which penalizes gradients of discriminators for being non-inverse functions, i.e.
R(θ, ω) = λ · Y ∇ x ψ(∇ y ψ c y (y)) − y 2 dP(y).
The optimization objective immediately becomes nonminimax:
and can be optimized via the gradient descent over parameters θ, ω of primal and dual discriminators respectively.
Neural Network Architectures
We approximate convex functions by Input Convex Neural Networks (Amos et al., 2017) . Based on the mentioned paper we construct concept of our neural networks. The overall architecture is schematically presented on Figure 4 . An input convex network consists of two blocks:
1. First block simply equals usual linear (or convolutional) layer;
2. Second block is convexity preserving. It can consist almost every existing layer, but all the weight in such layer must be not negative (excluding biases), activation functions -convex and monotone.
Such a network will always be input convex. In all our experiments Conjugate network and Discriminator had the same architecture. We used the following networks:
1. Multi Layer Perceptron ICNN (MLP-ICNN) with several layers is used to get optimal mapping when input and output are latent vectors. We used the CELU activation function, which is convex and Monotone. ICNN (Conv-ICNN) is used for image to image style tranfer task. We implemented typical architecture which consists of several convolutional layers followed by fully connected. Here we also used CELU activation's between convolution layers.
Convolutional
The training was done via gradient descent with weight clipping for some weights to the positive quadrant. We also tried instead of model weight cropping, using softplus, exponent on weights and regularization, but none of these worked well.
Experiments
In this section, we experimentally evaluate the proposed model on several practical tasks. Each subsection below includes a particular problem description, the corresponding training procedure, and experimental results. In section 4.1 we test the model on simple toy example of fitting Gaussian mixture. In section 4.2 we apply our method for latent space optimal transport. In section 4.3 we test our method for the problem of image-to-image style translation.
To begin with, we implemented algorithm proposed by (Taghvaei & Jalali, 2019 ), but the model convergence even on toy examples was very slow and often it didn't converge at all. Next, we tested our modification from section 3.1, which are uses minimax objective and trains two neural networks (discriminator and conjugate discriminator). In all the convergence was much more faster, the method worked not only on toy examples. It overall got better results. Despite this, the we experienced severe difficulties (inherent in minimax problems, e.g. GANs) during training, such as hardcore balancing of the learning speed for two neural networks (by choosing learning rates, inner cycle steps, etc.). To soften these issues, we used the regularization from section 3.2, which gets rid of the minimax objective of 3.1.
Toy experiment
To begin with, we test the performance of our method in application to toy task of mapping Normal Distribution to Gaussian Mixture.
We 
Latent Space Optimal Transport
In the next series of experiments, we investigate the usage of this method on real datasets by using latent space in autoencoder. We use publicly available MNIST10k dataset. We encode N ≈6000 images from the train set of the MNIST dataset into 16-dimensional vectors (by using AE); After that, we use MLP-ICNN to fit a cyclically monotone generative mapping R D → R D to map normal distribution into latent space.
The generated images by our model are shown on top in Figure 6 . The bottom part of the Figure corresponds to simple latent space gaussian fit (by Gaussian mixture Model) combined with decoding model.
MLP-ICNN(Ours)
Normal Distribution As another application, we consider an image to image style transfer problem. In the original paper for Cycle GAN (Zhu et al., 2017) authors used 4 different neural networks -two generators and two discriminators -and the minimax objective to train the model. Our method used only 2 networksdiscriminator and its conjugate neural network. Generators for forward and inverse making are gradients from those two networks.
Experimental setup. We experiment with two publicly available datasets:
• PhototoCezanne N ≈1200 unpaired picture of size 256x256 photo and Cezanne pictures. For training we cropped images into many 128 × 128 parts and feed them to our neural networks.
• WintertoSummer This dataset consist N ≈ 1000 unpaired picture of size 256 × 256 Winter and Summer photos. For training, as in previous dataset, we cropped images into many 64 × 64 parts and feed them to our neural networks.
We trained our model for 2 hours for each task on single NVIDIA GeForce GTX 1080 Ti. Results for Photo-toCezanne are presented on Figure 7 and on WinterSummer on Figure 8 . 
Conclusion
In this paper we developed algorithm for training generative models. The proposed algorithm imposes regularization for approximate Wasserstein-2 distances. To do this, two neural networks (discriminators) are used. The key advantage of the algorithm w.r.t. existing approaches such as GANs is that the objective is not adversarial, i.e. does not require solving minimax problem.
