INTRODUCTION I:
1.1. Let A → S be an abelian scheme of relative dimension g over a (non necessarily complete) complex algebraic variety, and let ξ : S → A be a section. We assume that ξ is not identically torsion, i.e. does not take value in the kernel A[n] of multiplication by any positive integer n in A. A general problem which arises in a number of contexts concerns the distribution of torsion values of ξ, or more accurately, of the points s ∈ S such that ξ(s) is a torsion point on the abelian variety A s .
Let us thus introduce the closed subschemes of S: ξ −1 A[n] = {s ∈ S : nξ(s) = 0}, n = 1, 2, . . . The following heuristic dichotomy arises: (A) When dim S < g, one expects under natural assumptions that ξ −1 A tors is contained in N n=1 ξ −1 A[n] for some N , hence is not Zariski-dense. This is a typical question in the theory of "unlikely intersections", falling into the framework of the Pink-Zilber conjecture (see [7] ). (B) When dim S ≥ g, one expects on the contrary, under natural assumptions to be discussed in the sequel, that ξ −1 A tors is dense, even in the complex topology. This will be one of the main concerns in this work.
1.2.
A useful tool to investigate the distribution of torsion values is provided by the socalled Betti map. Any complex abelian variety A of dimension g may be presented as a complex torus C g /L ∼ = (L ⊗ Z R)/L, and then every point ξ of A may then be identified by its 2g real coordinates in a mesh of the lattice L. The aim of this paper is to understand how these so-called "Betti coordinates" vary when (A, ξ) moves in an algebraic family: one gets in this way a multivalued real-analytic map β, the Betti map, from the parameter space S to R 2g . While this problem could have been raised in the XIXth century, we are not aware of any trace until recent occurrences in algebraic and diophantine geometry, where the relevance of the Betti map arises from the fact that its rational values correspond to torsion values of the section ξ.
1.3.
Here is a sample of classical or recent occurrences of torsion value problems and/or Betti maps.
(i) What may be the first explicit connection between torsion value problems and Betti maps can be found in a celebrated paper by Yu. Manin [22] . He connected the map with differential operators, leading to what is nowadays, after Grothendieck, called the GaussManin connection (for families of curves). A byproduct of his analysis was a characterization of the cases when the Betti map is locally constant. If the abelian family has no fixed part, he proved that the Betti coordinates are locally constant if and only if these constants are rational, i.e. if and only if the section is identically torsion (ii) Torsion values occur in connection to Poncelet's game and its higher dimensional generalizations in a paper by Ph. Griffiths and J. Harris [14] : given two conics, construct a polygon which is inscribed in one conic and circumscribed to the other one. Jacobi proved that the pair of conics determines an elliptic curve with a given point, such that such a polygon can be constructed if and only if the given point is torsion. Following Jacobi, Griffiths and Harris took a "variational approach" to this game, by varying the two conics, so obtaining a section of an elliptic family where the base parametrizes the pairs of conics; again torsion comes into play, being connected to the existence of such a polygon (and to the finiteness of the game). They also considered a three-dimensional situation, where conics are replaced by quadric surfaces and polygons by polyhedra. Again, the Betti map appears linking the behaviour of the game with variations of the quadrics. In this context, the density of the torsion values in the base is far from obvious, and they prove it only in certain hypersurfaces of the base. More recently, the issue of torsion in the context of Poncelet's theorem has been revisited by N. Hitchin, and turned out to be related to the Painlevé VI equation [16] .
(iii) Torsion values and the Betti map also occur in the context of Pell equations in polynomials, which were already studied by Abel in connection with integration of differentials; motivated by this context, B. Mazur recently raised an issue concerning the "Pellian" hyperelliptic curves in the space of all hyperelliptic curves of given genus (see [7] ).
(iv) These Pell equations in polynomials have number theoretic significance, but also appear in investigations related to the Schrödinger equation (see [18] ).
(v) The Pell equation involving the hyperelliptic family of given genus, but now restricting to field of real numbers, appears also in an issue raised by J.-P. Serre, in connection with an incomplete argument in a classical paper by R. Robinson [29] . An argument for filling in this gap was given by B. Lawrence, and we offer an independent one in Appendix I.
(vi) Still from a different perspective, C. Voisin [32] considered very recently a closely related problem, this time motivated by the investigation of Chow groups. In the context of Lagrangian fibrations on hyperkähler manifolds, she uses methods of her own for the case g ≤ 2, and our Corollary 2.2.4 to prove the desired conclusion for g ≤ 4.
(vii) Betti coordinates also occur in a forthcoming work by Z. Gao and Ph. Habegger on the geometric Bogomolov conjecture [12] . 1.4 . In this paper, we undertake a systematic study of the Betti map β associated to (A, ξ), and prove the density of torsion values under some fairly natural hypotheses. We relate the derivative of the Betti map to the Kodaira-Spencer map. Functional transcendence also appears, through a monodromy theorem by the first author, but also via a very recent result, namely the proof of a version of Ax-Schanuel conjecture in the context of subvarieties of the moduli space A g and its uniformization.
INTRODUCTION II: MAIN RESULTS.
2.1. Rank of the Betti map and torsion values. Let A → S be an abelian scheme of relative dimension g over a smooth complex algebraic variety of dimension d, and let ξ : S → A be a section. Let β :S → R 2g be the associated (real analytic) Betti map, whereS denotes the universal covering of S(C) (cf. §3 for a precise definition and discussion of this map) 2 . In this paper, we focus on the (generic) rank of β as defined in differential topology, namely, the maximal value of the rank of the derivative dβ(s) whens runs throughS. We denote it by rk β.
As explained above, the motivation for studying rk β comes from the relation to torsion values of ξ. The following proposition, which is a simple consequence of the constant rank theorem and of the fact that Z[1/p] is dense in R, makes this relation explicit.
2.1.1. Proposition. The following are equivalent: 
Because rk β is invariant by dominant pull-back S ′ → S, one may assume that for fixed n ≥ 3, A[n] is a disjoint union of copies of S (i.e. n-torsion is S-rational). One may also replace A by any isogenous abelian scheme and ξ by the corresponding pull-back, and assume in particular that A is principally polarized.
This gives then rise to a modular map µ A : S → A g,n such that A is the pull-back by µ A of the universal principally polarized abelian scheme (with level n structure) X g,n on A g,n . Moreover ξ gives rise to a modular map µ ξ :
such that ξ is the pull-back by µ ξ of the diagonal map X g,n → X g,n × Ag,n X g,n .
If d µ ξ denotes the dimension of the image of µ ξ , we have the upper bound
Of course, this inequality may be strict in some "degenerate" cases, e.g. when ξ is the 0 section or when (A, ξ) is constant, but we conjecture: 
By letting µ 0 = 0, one deduces the following criterion for generic submersivity, which does no longer involve the section: 2.2.2. Corollary. In the same situation, assume that d ≥ g and that rk β < 2g. Then for anys ∈S and any µ ∈ C g , there exists a complex-analytic subvariety ofS passing throughs, of dimension ≥ d + 1 − g, on whicht Z.µ is constant.
Our second formula is nothing but an algebraic intrinsic reformulation of the former in terms of Kodaira-Spencer maps (cf. §4.4). Recall the Kodaira-Spencer map of A is the O S -linear map
by the Gauss-Manin connection. Note that the vector bundle Ω A of invariant 1-forms is the gr 1 -notch of the Hodge filtration, whereas its dual Lie A appears as the gr 0 -notch via the polarization (see §4.5 for a presentation and discussion of θ A ).
The Kodaira-Spencer map of the 1-motive [Z
where gr 1 = Ω A again, but gr 0 is an extension of Lie A by O S (cf. 4.5). Assuming for simplicity that S is affine, we denote by
∨ the contracted map, for any section ̟ of (gr 0 ) ∨ .
Theorem. Assume that A has no fixed part, and Zξ is Zariski-dense in
By letting ̟ 0 = 0, one deduces the following criterion for generic submersivity in terms of θ A (which again does not involve the section) 
Let us give an indication on the method of proof of Theorem 2.2.1. For any ν ∈ C 2g , let I ν be the d × g-matrix with entries
where Λ is a vector of abelian logarithms and Ω jk a matrix of abelian periods (cf. (4.5) below). The rank of dβ(s) can be computed in terms of vanishing/non vanishing of minors of I −β(s) (cf. (4.7)). The point is then to show that the vanishing of such a minor identically onS implies the vanishing of the corresponding minor of I ν for any ν.
The idea is to let monodromy act and use a theorem about relative monodromy of abelian logarithms with respect to abelian periods [2, Th. 3] . This does not work directly because I −β is monodromy-invariant. The trick is that, after multiplication by some power of det Ω 1Ω1 Ω 2Ω2 , I −β becomes a polynomial in holomorphic and antiholomorphic multivalued functions on S, so that one can let two copies of π 1 (S) act on O(S) ⊗Ō(S), instead of standard monodromy (which corresponds to the diagonal action). 2.4. We also settle the hyperelliptic case: let A → S be the jacobian of the universal hyperelliptic curve of genus g > 0. Here S is the affine space M 0,2g+2 ∼ = (P 1 \ {0, 1, ∞}) 2g−1 . By Torelli's theorem, one has dim µ A (S) = 2g − 1.
2.4.1. Theorem. Let S be a finite cover of (P 1 \ {0, 1, ∞}) 2g−1 and ξ : S → A be any non-torsion section. Then rk β ≥ 2g.
While this may be considered as a consequence of the previous theorem [26] [1], we offer an elementary proof based on Corollary 2.2.4 and an explicit computation of the Kodaira-Spencer map.
As mentioned above, a real version of the hyperelliptic case is of particular interest and is treated in Appendix I (independently of the main body of the paper); it is connected with an issue recently raised by Serre, who pointed out a missing justification in an old work of Robinson on transfinite diameters [29] . We realized that this issue, although concerning only real points, fits into the present context and can be treated considering Betti maps. For a point s = (s 1 , . . . , s 2g ) ∈ S = P 1 \ {0, 1, ∞}) 2g with pairwise distinct coordinates, consider the corresponding genus g hyperelliptic curve
In a smooth compactification, it has two points at infinity, denoted as ∞ + , ∞ − . Denoting again by A → S the jacobian scheme of the curve defined by the above equation, let us consider the section ξ : S → A associating to each s ∈ S the class of the divisor ∞ + − ∞ − . Both the abelian scheme A → S and the section ξ : S → A are defined over the reals, so in particular for each real point s ∈ S(R) the value ξ(s) is a real point of the abelian variety A s (which is defined over R). The tangent space LieA also inherits a real structure, and we can define the real version of the Betti map as a map β R :S(R) → R g . We prove that β R is generically a surjection, thus filling the gaps related to Serre's question. 5 In a previous version, an explicit link of these issues with the "Ax-Schanuel conjecture" was pointed out.
Very recently this conjecture has been proved, making thus possible to apply it to our problem, as done by Gao in the appendix. 3 . THE BETTI MAP. 3.1. Betti coordinates on an abelian variety. Let us first clarify the "constant case", i.e. when S is a point. Given a complex abelian variety A, we identify its period lattice L := H 1 (A(C), Z) with the kernel of the exponential map
We fix a splitting λ : Zξ → L ξ (i.e. a branch of the "abelian logarithm"). On the other hand, let us consider the first projection L ξ
is an isomorphism, we get a retraction
and the image of λ(ξ) ⊗ 1 in L ⊗ Z R can be expressed, in terms of a basis γ of L, by 2g real coordinates, the Betti coordinates of ξ 6 . In terms of abelian integrals, the Betti coordinates of ξ are nothing but the 2g real solutions β i of the system of g inhomogeneous linear equations with complex coefficients (3.5)
3.2.
The Betti map attached to a section of an abelian scheme. As explained above, we are interested in the relative setting, that is, in the variation of the Betti coordinates in the context of a family of abelian varieties endowed with a section.
Let S be a smooth connected complex algebraic variety, and let A f → S be an abelian scheme of relative dimension g. Its Lie algebra Lie A is a rank g vector bundle on S.
Let ξ : S → A be a section of f . The above constructions extend as follows. LetS be a universal covering of S(C), with its canonical structure of complex analytic manifold. The kernel of exp A is a locally constant sheaf on S(C), which can be viewed as a constant lattice L onS. Similarly, one constructs an exact sequence of lattices onS
and one fixes a splitting λ : Zξ → L ξ . LetS real be the real-analytic manifold underlyingS, and let O R S real (resp. OSreal ) be the sheaf of real-valued (resp. complex valued) real-analytic functions onS. The relative version of (3.3) states that the composed map → A] attached to (A, ξ) in the sense of [9, X] ; it is however slightly abusive, since these coordinates also depend on the choice of a basis → A] (the terminology is slightly abusive, since β also depends on the choice of a basis (λ(ξ), γ) of L ξ ). It is compatible with pull-back of (A, ξ) by any morphism S ′ → S, with S ′ smooth connected.
The interpretation of β in terms of abelian integrals is the same as in (3.5) ("real" and "complex" being understood as "real-valued" and "complex-valued" respectively), and shows that the fibers of β are complex-analytic subvarieties ofS (cf. 4.2).
The non-empty pre-images of the Betti map are complex subvarieties of dimension
In this section, we relate the derivative of the Betti map β at an arbitrary points ∈S to the corresponding value θ ̟ ξ (s) of the contracted Kodaira-Spencer map for some specific parameter ̟ (depending ons). Although we work, as above, over a (smooth) complex algebraic variety S for convenience, the metamorphoses of the derivative of the Betti map which we display do not actually require the algebraicity of S.
4.1. Setting and notation. Let A → S be an abelian scheme of relative dimension g over a smooth connected algebraic C-variety of dimension d. For any holomorphic function g on the universal coveringS of S, we denote byḡ the conjugate antiholomorphic function.
The problems studied in this paper are Zariski-local on S, and insensitive to replacing A by an isogenous abelian scheme. Therefore we may and shall assume henceforth that i) S is affine and admits a system of global (etale) coordinates (z 1 , . . . , z d ); we take
) as a basis of tangent vector fields to S, also viewed as a basis of holomorphic derivations of O(S), ii) the vector bundle Lie A is trivial, i.e. ΓLie A is a free ΓO S -module of rank g ; its dual is canonically isomorphic to the sheaf Ω A of invariant 1-forms (a.k.a. differentials of the first kind), iii) the vector bundle
We fix a basis (ω 1 , . . . , ω g ) of global sections of Ω A ∼ = Lie A, and complete it into a symplectic basis (ω 1 , . . . , ω g , η 1 , . . . , η g ) of H 1 dR (A/S) (which carries the symplectic form coming from the polarization).
We fix a symplectic basis (γ 1 , . . . , γ 2g ) of L.
We set
The entries of Ω are holomorphic onS, and the g × g-matrices Ω 1 , Ω 2 and the 2g × 2g-matrix Ω, Ω are invertible at every points ∈S.
Finally, we fix a section ξ of A/S and a determination λ of the abelian logarithm as in 3.1. We may and shall assume that v) the extension
We set Λ := ξ ω j j=1,...g , a row of g holomorphic functions onS.
4.2.
From real-analytic to holomorphic maps. We write the Betti map β = β λ,γ of the
In particular, the fibers β −1 (b) of β are the complex-analytic subvarieties ofS defined by Λ(s) = bΩ(s).
From (4.1), one gets Λ, Λ = β Ω, Ω since β is real-valued, whence
In particular, the entries of det Ω, Ω · β are polynomials in holomorphic and antiholomorphic functions onS. It will be convenient to build the Jacobian matrix J = J λ,γ of the Betti map using the system of derivations
Differentiating (4.2), one gets
For any ν ∈ C 2g , let I ν be the d × g-matrix with holomorphic entries
Combining equations (4.4) for i = 1, . . . , d, one gets
so that for every s ∈S,
In particular, rk J(s) is even.
are polynomials in holomorphic and antiholomorphic functions onS.
2) On the other hand, the entries of I −β are monodromy-invariant (hence real-analytic functions on S). Indeed, there is a natural action of the deck transformation group ∆ := Aut(S/S) on L ξ which preserves L, and for any δ ∈ ∆, one can write δγ = M δ γ and
where the entries of M δ and ν δ are integers), whence (by integration of holomorphic differentials along these cycles)
Using (4.2), one gets
and further
This shows that rk β(s) depends only on the point s ∈ S unders. In fact the same calculation shows that it does not even depend on the auxiliary choice of (λ, γ).
4.3.
Going to the Siegel space H g . We set
and note that Z takes values in H g , i.e. Z is symmetric and Im Z > 0.
(where I stands for the g × g identity matrix), whence (4.10)
(where ℑ stands for the imaginary part).
For any µ ∈ C g , let H µ be the d × g-matrix with holomorphic entries
On denoting by β(s) 1 the first half of the row β(s), one draws as above (cf. (4.3) (4.6)):
A straightforward calculation shows that (4.14)
For ν = −β(s), one recovers (4.13) from (4.6) using (4.10); more generally,
4.4.
From holomorphic functions to rational functions. We set 
where the entries of the last displayed matrix lie in O(S), and depend linearly on the tangent vector field ∂ ∈ ΓT S . The advantage of going to the Siegel space, i.e. of considering H µ rather than I ν , appears in the following calculations based on (4.17):
1 T ∂ (using the symmetry of Z and, at the end, the analogue of the Legendre relation for abelian varieties).
Let s be the image ofs in S. For any µ ∈ C g , let G µ be the d × g-matrix with rational entries
It follows from (4.18) and (4.19) that
, and since for fixeds,
4.5. G µ and the Kodaira-Spencer map. Recall that for any variation V = (V, F i , ∇) of (mixed) Hodge structures on S, Griffiths transversality ∇(
are the graded pieces of the Hodge filtration (cf. [17, 1.3] ). In case V comes from an abelian scheme or a 1-motive over S, the Hodge filtration has only two steps: gr 1 and gr 0 , so that there is only one Kodaira-Spencer map (cf. also [4, 1.4 
]).
Let us consider the family of 1-motives [Z 
7 as in [4] , we write this differential system in a slightly non-standard way, with the matrix of the connection on the right so that the monodromy acts on the left. ℓ ∂ is essentially the row of rational functions which occur as second member of the inhomogeneous scalar differential operator in Manin's kernel theorem.
whose composition with the canonical projection gr 0 → Lie A is the usual KodairaSpencer map of A:
Conditions iii), iv), v) above imply that the Hodge-theoretic graded piece
is a trivial extension of Lie A by O S . We denote by ω 0 a lifting of 1 in (gr 0 ) ∨ , so that (ω 0 , ω 1 , . . . , ω g ) form a basis of sections of (gr 0 ) ∨ . Using the basis (ω 1 , . . . , ω g ) and the dual basis (and Notation (4.17)), it turns out that the matrix of the contracted map θ A,∂ : which is a symmetric matrix) , cf. [4, 1.4] . Similarly, the matrix of the contracted map θ ξ,∂ :
that G µ is the matrix of the contracted map
Combining (4.6), (4.15) and (4.21), one finally gets rk I ν (s).
GENERIC RANK OF THE BETTI MAP.
In this section, we show that the generic rank of the (derivative of the) Betti map is twice the generic rank of the contracted Kodaira-Spencer map θ ̟ ξ for a generic value of the parameter ̟. Here, the algebraicity of S is essential, as well as the assumptions of Th.
2.2.1:
( * ) Zξ is Zariski-dense in A, and A has no fixed part.
5.1.
A strengthened form of Theorem 2.2.3.
Here, the ranks are the generic ranks. This implies the formula rk J = 2 max ̟ rk θ ̟ ξ of Theorem 2.2.3, due to (4.27) and (4.28) . This also implies Theorem 2.2.1, thanks to (4.13) (or (4.16)).
Inequality ≤ in (5.1) follows from (4.7). If rk β takes its maximal possible value 2 min(d, g), we have equality since rk I ν ≤ min(d, g). Therefore we may and shall assume that ( * * ) r := rk J < 2 min(d, g).
Equivalently (by (4.7)): every minor M −β of order r + 1 in I −β vanishes identically onS. We have to show that every minor M ν of order r + 1 in I ν vanishes identically oñ S for every ν ∈ C 2g .
5.2. Separation of the holomorphic and antiholomorphic variables. By Remark 4.2.1 (1), det(Ω, Ω) r M −β is a polynomial in holomorphic functions and antiholomorphic functions onS, i.e. lies in the image of the "diagonal" ring homomorphism
vanishes on the real-analytic subvariety ofS ×S given by the equation z =w, hence on the smallest complex-analytic subvariety which contains it, which isS ×S (the computation being local, one may replacẽ S by a open subset of C d ; looking at tangent spaces, the result follows by induction on d).
In fact, det(Ω, Ω) r .M can be written as a polynomial P in the components of Λ, ∂Λ, Ω, ∂Ω and their complex-conjugates. By the previous lemma, one has
5.3. Taking advantage of the monodromy: from a single equation to a parametrized system of equations. If we temporarily fixs ′ , (5.3) becomes an identity in C[Λ, ∂Λ, Ω, ∂Ω]. In particular, it is invariant under the monodromy group, which acts on Λ and Ω by the formulas (4.8) (which are independent ofs ′ ). According to [2, Th. 3] , under assumption ( * ) 8 , the kernel of the map of monodromy
(this result can be interpreted as a theorem of linear independence of abelian logarithms with respect to periods, cf. also [3, §1] for a more concise and transparent proof). Therefore, if one replaces (Λ, ∂Λ) by (Λ + νΩ, ∂Λ + ν∂Ω) for any ν ∈ C 2g , (5.3) still holds.
Note that (5.3) expresses the annulation of an (arbitrary) minor of
Sinceν depends only on g parameters (instead of 2g), this is not enough to conclude. Instead of keepings ′ fixed, we will use monodromy of the second factor as well (and simultaneously), i.e. the action of π 1 (S × S, (s, s ′ )) ∼ = π 1 (S, s) × π 1 (S ′ , s ′ ) (up to complex-conjugation on the second factor, this amounts to applying [2, Th. 3] 
On the second factor, we have to replace (Λ, ∂Λ ′ ) 8 this assumption implies that the algebraic subgroupŨ ⊂ C 2g of loc. cit. is C 2g itself. Note also that this theorem uses the fact that the variation of mixed Hodge structure attached to the 1-motive [Z ξ → A] is good (= admissible), which is proven in lemma 5 of loc. cit. when S is a curve. One can reduce to this case by taking a sufficiently general curve cut on S, or alternatively, by using the fact that "goodness" may be checked in dimension 1, cf. also [33, Th. 2.2] . If J is not a submersion, we have rk J < 2g, hence for any µ, rk H µ < g. This amounts to saying that for any (µ 0 , µ 1 , . . . , µ g ) ∈ C g+1 , all g-g-minors of the matrix with entries
g . Its (complex-analytic) rank is < g, hence its non-empty fibers are complex analytic subvarieties of dimension ≥ dim S + 1 − g. 2) When d = g, Theorem 2.2.1 expresses the condition "β is nowhere submersive" in the form: for anys, (∂ i L j (s)) and (∂ i Z kj (s)), k = 1, . . . , g, span a vector space of singular matrices. One recognizes a special case of the notoriously difficult Dieudonné problem: describe vector spaces of singular matrices, resp. of singular symmetric matrices, cf. [21] 9 .
3) Given an abelian scheme A/S, the vector bundle Ω A on S is endowed with a D Smodule structure by the Gauss-Manin connection. The Kodaira-Spencer map θ A is the O S -linear map T S ⊗ Ω A → H 1 dR (A/S)/Ω A induced by the Gauss-Manin connection. It is then natural to introduce and compare the following 'ranks', as done in [4] :
One always has r ′′ ≤ r ′ ≤ r ≤ g. Usually, by rank of the Kodaira-Spencer map one means the integer r ′ , and one says that the Kodaira-Spencer map is non-degenerate if r ′ = g, which amounts to the condition [4, Lemma 1.4.5]
On the other hand, for d = g, the hypothesis of our Cor. 2.2.4 reads:
There is no implication between (5.5) and (5.6) in either direction in general (but we shall see that the conditions are related if g ≤ 3).
6. THE CASE g ≤ 3.
In this section, we shall use simple linear-algebraic arguments to tackle the case g ≤ 3, using Cor. 2.2.4. However, for g = 3, such arguments don't quite suffice and we shall have to invoke a result from [4] in order to obtain a complete proof of Theorem 2.3.1. Proof. We focus on the case g = 3, leaving to the reader the (easy) verification for g ≤ 2 (in that case, the assumption that W contains a non-degenerate form is in fact automatic).
6.
The content of the above lemma can be rephrased in geometric terms as follows: the pro-
is a two-dimensional linear system of conics in P 2 . By hypothesis, P(W ) contains at least one smooth conic. The lemma asserts that there exists a point p ∈ P 2 such that no conic of the linear system P(W ) is singular at p. Recall that singular conics are either pairs of distinct lines, corresponding to quadratic forms of rank 2, or double lines, corresponding to quadratic forms of rank 1, i.e. squares of linear forms. In our setting, we start by proving that the set of double lines in P(W ) is finite. In fact, P(W ) is generated by three conics, and if it contains three double lines, these must be in general position (otherwise every conic in P(W ) would contained their intersection and would be singular at that point). But in that case, W is generated by the squares of three independent linear forms, so in suitable coordinates W would consist of the space of diagonal matrices, and P(W ) then contains exactly three double lines.
It follows that the set of points which belong to some double line belonging to P(W ) is one-dimensional or empty. Also, since the generic conic in P(W ) (which is twodimensional) is smooth, the set of pairs of lines in P(W ) is one-dimensional; each such pair of lines has exactly one singular point. It follows that the set of points p of the plane such that p is singular for at least one conic in P(W ) is one-dimensional, so there is a point p outside this set, as wanted.
6.2. In order to apply this lemma to (6.1) and derive (5.6), it is enough to show that, under our assumption, at least one θ A,∂ is of rank g, i.e. the Kodaira-Spencer map is non-degenerate in the sense of (5.5).
For g ≤ 2, this is automatic. For g = 3, one has the following general theorem of [4] , which relies on the theory of automorphic vector bundles: (5.5) holds if A/S is of "restricted PEM type" (cf. [4, 4.2.2]). To be "of PEM type" means that the connected algebraic monodromy group is maximal with respect to the polarization and the endomorphisms, and "restricted" means that if the center F of End S A ⊗ Q is a CM field, then Ω A is a free F ⊗ Q O S -module 10 .
10 loc. cit. focusses on the case when the generic fiber of A is absolutely simple, but the result extends in a straightforward way to the case when all the factors of the geometric generic fiber of A come from non constant abelian schemes of restricted PEM type (over some finite covering of S).
It is well-known that all cases with g = 3 are of PEM type 11 , and even of restricted PEM type except when End S A is an imaginary quadratic order (over any finite covering of S). This exceptional case is investigated in [4, 4.1.2], and it turns out that d µA = 2 < g = 3, which is ruled out by our assumptions.
6.2.1. Remark. One can follow the pattern of proof of Lemma 6.1.1 for higher values of g. This works provided the web W of quadratic forms satisfies the following condition: for each g ′ = 0, . . . , g, the algebraic subvariety of W formed of quadratic forms of rank ≤ g ′ has dimension ≤ g ′ . This is not automatic for g > 3: for g = 4, consider the web of quadratic forms spanned by x 2 0 , x 0 x 1 , x 2 1 , x 2 x 3 , which is connected with a fourdimensional family of abelian varieties not satisfying condition (5.6). This family consists of the products A×E 2 , where A is a principally polarized abelian surface and E an elliptic curve.
THE HYPERELLIPTIC CASE.
7.1. Hyperelliptic curves of genus g ≥ 2 admit a plane model given by an equation of the form
is a polynomial of degree 2g + 1 without repeated roots. Up to affine transformations on the variable x, one can suppose that two of the roots are 0 and 1. It is natural to consider the base
and associate to any point s = (s 0 , . . . , s 2g−2 ) the hyperelliptic curve obtained as a smooth completion of the plane affine curve
We then obtain a family π : Y → S of hyperelliptic curves. To the curve Y s we associate its jacobian A s , thus obtaining a (2g − 1)-dimensional family of abelian varieties, over the base S. In this case, the map µ to the moduli space of principally polarized genus g abelian varieties is generically finite.
We identify the tangent space at Y s to the Torelli locus (of jacobians) in A g with the dual of the vector space of quadratic differentials on Y s (which in turn is isomorphic to the first cohomology space H 1 (Y s , T Ys )). A basis for the space Γ(Y s , Ω 1 Ys ) consists of the 1-forms ω 0 , . . . , ω g−1 defined, for j = 0, . . . , g − 1, by ω j := x j dx y . The quadratic differentials form a vector space Ω
⊗2
Ys of dimension 3g − 3. The hyperelliptic involution ι = ι s , sending (x, y) → ι(x, y) = (x, −y), acts on this space. The 2g − 1 quadratic differential forms
y 2 , j = 0, . . . , 2g − 2, turn out to be ι-invariant, and form a basis of the space of even quadratic differentials. Note that this space has the same dimension as the moduli space of genus g hyperelliptic curves.
The Kodaira-Spencer map, in the form of (1.14) in [4] , can be viewed as a linear map θ : T S (s) → Sym 2 (LieA s ) whose image in contained in the subspace of even vectors of Sym 2 (LieA s ). Hence we see θ ∂ as a functional on the space of quadratic differentials.
The following computation of the Kodaira-Spencer map is probably well-known to experts, but we could not find a reference. 11 the first case not of PEM type is Mumford family with g = 4.
7.1.1. Proposition. In the above setting, for each i = 0, . . . , 2g − 2, there exists a nonzero number c i = c i (s), depending on the point s = (s 0 , . . . , s d ) ∈ S, such that for all j = 0, . . . , 2g − 2
Also, for all j = 0, . . . , g − 3, θ ∂/∂si 
Ys ), Prop. 7.1.1 enables to find for each s ∈ S a vector ω ∈ Γ(S, Ω A ) such that the rank of θ ω A (s) is g.
7.
2. The strategy leading to formula (7.2) is as follows. Given a derivation ∂ on the base S (e.g. ∂ = ∂/∂s i ) we can cover the total space of the fibration π : Y → S by open sets U α on which there exist derivations ∂ α ∈ Γ(U α , T Y ) such that π * (∂ α ) = ∂. On the intersections U α ∩ U β ∩ Y s the differences ∂ α − ∂ β are derivations on Y s and form a cocyle. One can write each difference
Then given a quadratic differential, which can be written as ω 1 × ω 2 , for meromorphic differentials ω 1 , ω 2 , and a point P ∈ Y s , taking an index α such that P ∈ U α , we can calculate the residue at P of the meromorphic 1-form ω 1 (∂ α ) · ω 2 . The sum over P ∈ Y s of these numbers is taken to be the value of θ ∂ (ω 1 ⊗ ω 2 ) of the Kodaira-Spencer map at this quadratic differential ω 1 × ω 2 .
7.3. Let us consider the open set U x in which the x-function (as appearing in equation (7.1)) is regular and has non-zero differential; analogously we define U y to be the open set where y is regular and has non-zero differential. Note that (U x ∪ U y ) ∩ Y s contains all points of Y s but the unique point at infinity.
Then observe that ξ := x g /y is a local parameter at infinity. Denote by U ξ a neighborhood of the point at infinity where ξ is regular and its differential is non-zero; we can also choose U ξ so that it does not contain any point of (U x ∪ U y ) \ (U x ∩ U y ), so that in U ξ \ {∞} the three functions ξ, x, y are regular with non-zero differential.
We then define the derivations ∂ i,x , ∂ i,y , ∂ i,ξ as the unique derivations on the corresponding open sets extending the derivation ∂ ∂si on S and such that ∂ i,u u = 0 for u ∈ {x, y, ξ}. We want to calculate the cocycle formed by the differences. We then calculate the values of ∂ x , ∂ y , ∂ ξ on the two functions x, y on Y s . Using the equation for Y s and the fact that ∂ x x = ∂ y y = 0 we find (omitting for simplicity the index i):
Here the rational function h(x) is defined as
and satisfies 2ydy = h(x)d(x). Note that h(x) is non-zero on U y . Using that ∂ ξ ξ = 0 and again the equation for Y s , we obtain
This gives explicit formulae for ∂ xy := ∂ x − ∂ y , ∂ xξ := ∂ x − ∂ ξ and ∂ yξ := ∂ y − ∂ ξ . From these formulae, we see that all of them are regular at infinity. Looking at ∂ xy we get
.
to be the meromorphic derivation on U y satisfying the above formulae (7.3) (with a minus sign, so that ∂ xy =∂ x −∂ y ) we see that the only pole in U y lies at the point P i = (s i , 0) (recall that the zeros of h(x) do not belong to U y ). Applying the quadratic differential
y 2 we obtain a meromorphic differential 1-form with simple pole at P i . Letting c i be its residue, we obtain formula (7.2).
If we apply instead a quadratic differential of type
y , we obtain a 1-form which is regular everywhere on U y . This shows that for suitable bases of T S (s) and Γ(Ω ⊗2 , Y s ) ∨ , the matrix of the Kodaira-Spencer map has the form (T, 0), for a square matrix T of order 2g − 1, which is a Vandermonde matrix, hence non-singular. 
ABELIAN SCHEMES WITH End
S A = Z AND d µA ≥ g.
Proof. One uses the representation-theoretic classification of abelian varieties B with
End B = Z given by Borovoi [6] (which one applies to a general fiber B of A → S). He proves that the special Mumford-Tate group is Q-simple, and more precisely has the form G = Res F/Q H where F is a totally real number field and H is an absolutely simple F -group. Thus G R decomposes as a product Π m 1 H i of absolutely simple real groups (obtained from H at the various real places of F ), and it follows from Satake's classification that only H 1 is non-compact (up to permutation). Accordingly, H 1 (B, C) decomposes as a tensor product ⊗V i where each V i is an irreducible symplectic C-representation of H iC . They are conjugate under the Galois group of F gal /Q, and in particular have the same dimension 2d, so that
and m is odd (again by the symplectic condition). In order to prove the theorem, one may assume that that A[n] is constant for some n, and relplace S by the smallest special subvariety of A g,n containing S, and A by the universal abelian scheme over it (cf. e.g. App. 2. Lemma 2.6). The conclusion of the theorem amounts to saying that generic Mumford-Tate group is GSp 2g , or equivalently that the special Mumford-Tate group G of a general fiber B is Sp 2g .
It is known that, taking the above notation, H 1 is actually a classical absolutely simple R-group: in particular, H 1C belongs to one of the series A ℓ , B ℓ , C ℓ , D ℓ (with ℓ ≥ 2, 3, 1, 4 respectively 12 ), and accordingly the hermitian symmetric domain X 1 =S belongs to one of the series X A ℓ = SU (r, ℓ + 1 − r)/S(U (r) × U (ℓ + 1 − r)), r ∈ {1, . . . , ℓ},
For such A → S, condition (2) in the theorem means that dim R X 1 ≥ 2g, which becomes in each case:
To relate ℓ and d, one needs one more piece of information about the representation V 1C : according to Deligne, it is minuscule [10] . The classification of minuscule representations shows that in case A ℓ , V 1C is a wedge power ∧ i V st of the standard representation, in case B ℓ the spin representation of dimension 2d = 2 ℓ , in case C ℓ the standard representation V st of dimension 2d = 2ℓ, in case D ℓ either the standard representation or the half-spin representations of dimension 2d = 2 ℓ−1 . The only symplectic cases among them are: in case A ℓ , ∧ (ℓ+1)/2 V st if ℓ ≡ 1(4), in case B ℓ the spin representation if ℓ ≡ 1, 2, 5, 6(8), in case C ℓ the standard representation V st , and in case D ℓ the half-spin representations if ℓ ≡ 2(4) (cf. also Mustafin's table [27] ). These conguences imply ℓ ≥ 5 in the A ℓ and B ℓ cases, and ℓ ≥ 6 in the D ℓ case.
The above inegalities become
with m odd. Let us first consider the third inequality (C ℓ case). Since m is odd, it is fulfilled if and only if m = 1. This corresponds to the usual universal family X g,n → A g,n with g = ℓ and G = Sp 2g .
We claim that the other cases are impossible. For this, it suffices to consider m = 1. A simple inspection shows that the first two inequalities are impossible for ℓ ≥ 5 (and any r), and the last two ones are impossible for ℓ ≥ 6. 8.3. An example. Beyond the case End = Z, even for abelian scheme with simple geometric generic fiber, the condition in Cor. 2.2.4 may fail, so that for any section ξ, our method thus fails to establish whether β is generically a submersion.
Here is an example. Let L + be a real quadratic field and L a totally imaginary quadratic extension of L + . Let A → S be a principally polarized abelian scheme of relative dimension 16, with level n ≥ 3 structure, complex multiplication by O L , and Shimura type (r ν , s ν ) = (0, 8), (4, 4) (for the two embeddings ν 1 , ν 2 of F + in C), and level n structure. In the universal case, the base is a Shimura variety of PEL type of dimension r ν · s ν = 16. By functoriality, θ A commutes with the O L -action, hence respects the decomposition H 
APPENDIX I: THE REAL HYPERELLIPTIC CASE.
In the present Appendix we illustrate a result related to the Betti map for a certain section of the family of Jacobians of hyperelliptic curves of given genus, restricting however to curves and points over R. This leads to issues of different kind compared to the purely complex case, and we shall present a treatment quite independent of the rest of the paper.
The issues are relevant concerning the paper [29] by R.M. Robinson, as was noted by Serre. An independent proof was given recently by B. Lawrence in [19] . Our purpose is to give an alternative argument depending on the Betti map.
It is a pleasure to thank Professor Serre for several helpful comments, in particular pointing out inaccuracies in previous versions. He also suggested the present result, more general than a former one. 9.1. The relevant family of curves and Jacobians. For s = (s 0 , . . . , s 2g+1 ) ∈ C 2g+2 , let f s (x) = x 2g+2 +s 2g+1 x 2g+1 +. . .+s 1 x+s 0 , let ∆(s) be its discriminant, and consider the open set S ⊂ C 2g+2 consisting of the points with ∆(s) = 0. We consider the family π : J → S of the Jacobians J s , of curves Y s , s ∈ S, where Y s is a smooth complete curve birationally equivalent to the affine plane curve defined by
Since ∆(s) = 0, this affine curve is smooth, and Y s is obtained by adding the two poles of the function x. We denote them by ∞ ± , where the sign can be specified e.g. by stipulating that y − x g+1 has a pole at ∞ + of order ≤ g (hence a pole at ∞ − of order precisely g + 1). The curve Y s has genus g = dim J s . We consider the section σ (of π) on S to J such that σ(s) = class of [
For real s ∈ S ∩ R 2g+2 , the points ∞ ± are defined over R and so is σ(s).
We want to present a proof of the following
for the Euclidean topology).
A main issue here is that we are concerned with real points of the base S. The argument below uses also information coming from complex points, and in this transition realcomplex some attention has to be adopted. For clarity we recall again the Betti map for this case.
9.2. Periods, abelian logarithms and the Betti map. There is a locally finite covering of S by open polydisks U α ⊂ S, α ∈ I, such that the holomorphic vector bundle over S given by the tangent spaces to the J s at the origin becomes holomorphically equivalent to U α × C g over each U α . Through this trivialization, for each α there are column vectors of analytic functions ω 1α , . . . , ω 2gα : U α → C g with the property that for s ∈ U α their values at s form a basis for a lattice Λ α,s ⊂ C g such that the torus T s = C g /Λ α,s ∼ = J s analytically (through an exponential map exp α,s ).
Note that U α ∩ R 2g+2 is connected for each α ∈ I and U α ∩ U β is connected for any α, β ∈ I (if only because the U α are convex). It is not difficult to see that we may also choose the above bases so that ω 1α (s), . . . , ω gα (s) span V α,s over R for s ∈ U α ∩ R 2g+2 .
Transition functions.
Let ω α denote the g × 2g matrix whose columns are the ω iα . Then on the intersection U α ∩ U β of two of the above open sets we have a transition expressed by
where L βα ∈ GL g (O Uα∩U β ) expresses a change of basis of C g , and where R αβ ∈ GL 2g (Z) expresses a change of basis for the lattice Λ α,s .
Abelian logarithms.
Since the U α are simply connected, an abelian logarithm λ α of σ may be defined on each U α as an analytic function to C g . It satisfies exp α,s λ α (s) = σ(s). For s ∈ U α , the value λ α (s) is uniquely determined up to a vector in Λ α,s = ω α (s)Z 2g . On an intersection U α ∩ U β as above, such uniqueness and the above transformations (9.2) imply
Betti coordinates and a restricted Betti map.
For s ∈ U α we may write uniquely
for real numbers B iα (s) (and a column vector B α (s) ∈ R 2g ). On taking complex conjugates, we see that this gives rise to real functions B iα on U α which are real-analytic in the variable s ∈ U α ⊂ C 2g+2 ∼ = R 4g+4 . The above transition transformations (9.2), (9.3) yield, on U α ∩ U β , (9.5)
By definition we have the (real-analytic) Betti map α (s) , . . . , B 2g,α (s)).
Since for real s ∈ A ∩ R 2g+2 the points ∞ ± lie in Y s (R), the values λ α (s) of λ α on U α ∩ R 2g+2 lie, modulo Λ α,s , in one of the above mentioned finitely many translates of V α,s . Now, recalling that the translates in question are obtained by torsion points of order 2, this yields that
, due to the present choice of ω 1α , . . . , ω gα . By continuity and connectedness, the last g coordinates of the map are constant on U α ∩ R 2g+2 . Then let us now denote by B Rα : U α ∩ R 2g+2 → R g the projection to the first g coordinates of the map B α restricted to real points; this is still real-analytic.
This really is meaningful only if the relevant set is non-empty, so, also for later reference, we define I 0 ⊂ I as the subset of the α ∈ I such that U α ∩ R 2g+2 is non-empty.
9.3. The differential of the restricted Betti map. Let s ∈ U α ; then the value σ(s) is torsion on J s if and only if B α (s) ∈ Q 2g . Then, to prove Theorem 9.1.1 it will suffice to prove
For this, the first thing we want to show is that its differential has maximal rank g at some real point s ∈ U α ∩ R 2g+2 in case this set is non-empty, and in turn we shall prove this by comparison with the dimension of the fibers. We start with: 9.3.2. Proposition. Suppose that for a certain α ∈ I 0 and every point s ∈ U α ∩ R 2g+2 the differential of B Rα has rank < g at s. Then, for all points u ∈ U α ∩ R 2g+2 the fiber B −1
Proof. The assumption implies, through the (real) implicit function theorem, that at all points u in an open dense subset of U α ∩ R 2g+2 the fiber B −1
So, the complex fiber B −1 α (B α (u)) ⊂ U α at such real points u has a real subset (that is, a subset inside U α ∩ R 2g+2 ) of real dimension > g + 2, since this complex fiber contains the respective fiber B −1
. But the fibers of B α (on U α ) are complex varieties inside U α ; in fact, the fiber B −1
. The sought conclusion of the Proposition now follows immediately from the following result, used also in the recent paper [7] , to which we refer for a proof:
For every k ∈ N, the set {s ∈ U α : dim s B −1
Next, we want to extend the conclusion of the proposition (keeping the same assumption) to a whole connected component of S ∩ R 2g+2 , namely proving the following sharpening:
9.3.3. Proposition. Suppose that for some α ∈ I 0 and every point s ∈ U α ∩ R 2g+2 the differential of B Rα has rank < g at s. Then for every u ∈ A ∩ R 2g+2 lying in the same connected component of U α ∩ R 2g+2 , and for every γ such that u ∈ U γ , the fiber B
Proof. Let I ′ 0 be the subset of indices β ∈ I 0 such that the differential of B Rβ has rank < g everywhere on U β ∩ R 2g+2 . We contend that the union
and closed in A ∩ R 2g+2 , hence a union of connected components of S ∩ R 2g+2 . Now, this union is open since every U α is open. To prove it is closed in S ∩ R 2g+2 , let γ ∈ I ′ 0 and let δ ∈ I 0 be such that U γ ∩ U δ ∩ R 2g+2 is non-empty. Note that the transformation (9.5) (and our convention about the choice and orderings of the bases ω γ , ω δ ) yields that B Rδ = Γ γδ B Rγ + 1 2ṽ γδ on U γ ∩ U δ ∩ R 2g+2 , for a suitable integral g × g matrix Γ γδ and a suitableṽ γδ ∈ Z g . Then the differential of B Rδ shall have rank < g on U γ ∩ U δ ∩ R 2g+2 , hence on the whole U δ ∩ R 2g+2 , for the former set is non-empty and open in the latter, the latter is connected and the relevant map is real-analytic. In other words,
(with respect to S ∩ R 2g+2 ); this s lies in some U η ∩ R 2g+2 and then, by what we have seen, U η ∩ R 2g+2 shall be disjoint from our set. Therefore the complement of our set is open, as asserted.
It follows that if
). Now, Proposition 9.3.3 follows on applying Proposition 9.3.2 to each such γ.
9.4. Contradicting the conclusion of Proposition 9.3.3. To contradict the conclusion of this proposition, hence proving that its assumption cannot hold, let us first inspect the connected components of S ∩ R 2g+2 . Each point s ∈ A ∩ R 2g+2 corresponds to a real monic polynomial of degree 2g + 2 with no multiple complex root. Let 2r(s) be the number of real roots, so r(s) is an integer, 0 ≤ r(s) ≤ g + 1. It is easy to see that r(s) is locally constant in S ∩ R 2g+2 and then it readily follows that each (non-empty) connected component is defined in S ∩ R 2g+2 by an equation r(s) = r, where r is a given integer in [0, g + 1].
We now have the following elementary lemma, whose proof we leave to the interested reader:
9.4.1. Lemma. For each r ∈ {0, 1, . . . , g + 1} there exist a monic polynomial P ∈ R[x] of degree g + 1 and a real number p = 0 such that P (x) 2 − p has precisely 2r simple real roots and no multiple complex root.
Let now α ∈ I 0 be such that the assumption of Proposition 9.3.3 holds for U α ∩ R 2g+2 , and let K be the connected component of U α ∩ R 2g+2 in S ∩ R 2g+2 . In the above description, K corresponds to an integer r ∈ [0, g+1]. Let us apply the lemma to it and let P (x), p the polynomial and real number coming from the lemma. Then the polynomial P (x) 2 − p corresponds, in our opening notation, to a point s ∈ K, so that f s (x) = P (x) 2 − p.
, hence σ(s) is torsion in J s , of order (dividing but in fact equal to) g + 1. Thus, for every γ with s ∈ U γ , the point ρ := B γ (s) is a rational point in Q 2g with denominator dividing g + 1.
Let us look at the complex fiber B −1 γ (ρ) around s: it consists of complex points t ∈ S such that σ(t) has torsion order dividing g + 1 on the Jacobian J t of Y t . Hence for such a t there is a rational function on Y t with divisor (g + 1)([
; this corresponds to a polynomial P t of degree g + 1 such that P t (x) 2 = f t (x) + p t for some nonzero complex number p t . This P t (x) is monic of degree g + 1, hence it depends on ≤ g + 1 complex parameters; taking also p t into account, we see that the complex dimension of the said fiber cannot be > g + 2, yielding the sought contradiction. 9.5. Conclusion of the argument. We have thus proved that for every α ∈ I 0 there exists some point s ∈ U α ∩ R 2g+2 such that the differential of B Rα has rank ≥ g, hence maximal rank g, at s. Then such differential has maximal rank on a dense open subset U ′ α of (real) points in U α ∩ R 2g+2 . At this stage we can invoke the following general fact:
is open in Y and does not intersect Z : this contradicts the fact that Z is dense in Y . Now we may apply this statement to X = U α ∩ R 2g+2 , f = B Rα and to X ′ = U ′ α , taking for Z the set of rational points in B Rα (X). Theorem 9.3.1 follows.
Remark (i) One might ask about a p-adic analogue; it seems to us that a density statement does not hold. 10.1. Main Result. Let A g be the moduli space of principally polarized abelian varieties of dimension g, possibly with some level structure. Let S be a complex irreducible algebraic variety. Let π: A → S be an abelian scheme of relative dimension g. We may assume that A/S is principally polarized up to replacing A by an isogeneous abelian scheme. Then π: A → S induces a modular map µ A : S → A g . We assume dim µ A (S) ≥ g.
Next we want to understand when S satisfies the conclusion of Cor. 
Taking the Zariski closures, we get
Based on this observation, for any irreducible subvariety Y of A g , there exists a unique smallest bi-algebraic subvariety of A g which contains Y . Then for any complex analytic irreducible subsetỸ of H g , there exists a unique smallest bi-algebraic subset of H g which containsỸ : it is an irreducible component of the smallest bi-algebraic subvariety of A g which contains u(Ỹ )
Zar . There is a better characterization of bi-algebraic subvarieties of A g using Hodge theory and group theory. They are precisely the so-called weakly special subvarieties of A Moonen has also studied these subvarieties and proved that they are precisely the totally geodesic subvarieties of A g . See [25, 4.3] . Linearity properties in Shimura varieties was first studied by Moonen in loc.cit. For our purpose we prove the following lemma. 
Take any point (x 1 ,x 2 ) ∈ X 1 × {x 2 } ⊂ X , we have the Harish-Chandra embedding of X into T (x1,x2) X , the tangent space of X at (x 1 ,x 2 ). We have also the Harish-Chandra embedding of H g into T (x1,x2) H g . These two embeddings are compatible in the following sense: T (x1,x2) X is a linear subspace of T (x1,x2) H g and X = H g ∩ T (x1,x2) X . This is proven in Helgason [15, Chapter VIII, §7]. We refer to [23, Chapter 5, §2, Theorem 1] for the presentation. In particular, the Harish-Chandra embedding realizes H g as the unit ball in C g(g+1)/2 . The natural embedding of the Hermitian symmetric space H g into p g can be realized as the Harish-Chandra embedding mentioned above composed with a linear transformation which we call ℓ. Define p = ℓ(T (x1,x2) X ). Then p is an affine subspace of p g . Now by the compatibility mentioned in the last paragraph, we have that X = p ∩ H g .
The decomposition of Hermitian symmetric spaces X = X 1 ×X 2 gives a decomposition p = p 1 × p 2 as complex spaces, andF = X 1 × {x 2 } is then (p 1 × {0}) ∩ X = (p 1 × {0}) ∩ H g . Hence we are done. Now we are ready to state the Ax-Schanuel theorem for A g . It is recently proven by Mok-Pila-Tsimerman [24] . This theorem has several equivalent forms, whose equivalences are not hard to show. For our purpose we only need the following weak form. Proof. By Deligne-André, a very general point in S(C) has the same Mumford-Tate group which we denote by MT(S). The Mumford-Tate group MT(S) is a reductive group, and a subgroup of finite index of the monodromy group is contained in MT(S) der . Here "very general" means that the point is taken outside an at most countable union of proper subvarieties of S. We refer to [2, Lemma 4] for these facts. Now let us prove (iii) ⇒ (i). If the monodromy group of A/S is Zariski dense in Sp 2g , then Sp 2g is a subgroup of MT(S) der < GSp der 2g = Sp 2g . Hence MT(S) der = Sp 2g . So MT(S) = GSp 2g . Let us prove (i) ⇒ (ii). The smallest special subvariety of A g which contains S is defined by a Shimura subdatum with underlying group MT(S). If MT(S) = GSp 2g , then the smallest special subvariety of A g is not A g , which contradicts the assumption of (i).
We have (iv) ⇒ (i) since every special subvariety of A g is bi-algebraic. The implication (v) ⇒ (iv) is easy. It remains to prove (ii) ⇒ (v). Let s ∈ S(C) be such that MT(s) = GSp 2g . Takes ∈ u −1 (s). Let F be a bi-algebraic subvariety of A g which contains s with dim F > 0. Let , there exist a connected Shimura subdatum (G, X ) of (GSp 2g , H g ) and a decomposition (G ad , X ) = (G 1 , X 1 ) × (G 2 , X 2 ) and a pointx 2 ∈ X 2 such that F = X 1 × {x 2 }. The condition MT(s) = GSp 2g implies that the smallest Shimura subdatum of (GSp 2g , H g ) whose underlying space containss is (GSp 2g , H g ). Therefore (G, X ) = (GSp 2g , H g ). But then G ad = GSp ad 2g is a simple group, and hence either F = H g orF is a point. But dimF > 0, soF = H g .
10.
3. Proof of Theorem 10.1.1. We may replace S by µ A (S) and hence assume that S is an irreducible subvariety of A g of dimension ≥ g. Recall the uniformization u: H g → A g and our convention thatS is a complex analytic irreducible component of u −1 (S). The key to prove Theorem 10.1.1 is the following proposition, whose proof uses AxSchanuel. Then H c,s has codimension g in H g . Apply Condition ACZ to thiss ∈S and c ∈ C g .
Hence we obtain a complex analytic varietyC of dimension dim S − g + 1 passing through s such thatC ⊂S ∩ H c,s . NowC ⊂ H c,s , so we have
On the other handC ⊂S, so u(C) ⊂ u(S) = S. Hence On the other hand dimC biZar > 0 since dimC = dim S − g + 1 ≥ 1. So we can take the desiredF to beC biZar .
Before moving on, we point out that we have not yet used the full strength of Condition ACZ since we did not vary the variable c. Now let us proof Theorem 10.1.1.
Proof of Theorem 10.1.1. Suppose Theorem 10.1.1 is not true. By condition (v) of Lemma 10.2.6, there exists a point s ∈ S(C) such that s is not contained in any proper bi-algebraic subvariety of A g of positive dimension.
Takes to be a point in u −1 (s) for this s. Applying Proposition 10.3.1 tos, we get a bialgebraic subsetF of positive dimension, properly contained in H g , such thats ∈F . But then u(F ) is a proper bi-algebraic subvariety of A g of positive dimension which contains s. Now we get a contradition. On the other handC ⊂S, so u(C) ⊂ u(S) = S. Hence (10.6) dim u(C) Zar ≤ dim S.
Apply Ax-Schanuel, namely Theorem 10.2.5, toC. We obtain (10.7) dimC Zar +dim u(C) Zar ≥ dimC +dimC biZar = dim S −g +1+dimC biZar .
By (10.5), (10.6) and (10.7), we get dimS biZar > dimC biZar .
Thus in order to get a contradiction, it suffice to proveS biZar =C biZar . We shall use condition (i) of Theorem 10.1.3 to prove this fact.
The logarithmic Ax theorem for A g says thatS biZar = H 
