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SUMMARY
This paper presents a novel system for computing seismic slowness paths and the traveltime
field simultaneously in anisotropic media, in which the ray path concept is replaced with the
concept of slowness paths. Like ray paths in isotropic media, slowness paths are orthogonal
to the wave fronts in anisotropic media. The novelty of the proposed system relies on the
explicit normal constraint that slowness vectors are perpendicular to wave fronts. While the
system finds the positions of sequential wave fronts with a constant time interval, samples of
consecutive wave fronts represent slowness paths which are normal to wave fronts and follow
phase velocities in anisotropic media. The simultaneous calculation can remove any shadow
zones where paths might fail to emerge by path-tracing and meanwhile avoid the instability
problem in conventional eikonal-equation solution for traveltimes. While any differential
discontinuity (such as cusps in a wave front) causes numerical instability, it is dealt with by a
least-squares smoothing strategy along the wave front. The feasibility is demonstrated using
numerical examples from simple to realistic anisotropic models.
Key words: Numerical solutions; Seismic anisotropy; Computational seismology; Wave
propagation.
1 INTRODUCTION
Seismic ray path is a trajectory along which the wave energy propa-
gates (Cˇerveny´ 2001). The speed of signal propagation and energy
transport along a ray path is determined by the group velocity.
The phase velocity describes the propagation of plane waves and
is directed along the wave normal. In anisotropic media, the phase
velocity and the group velocity are generally different. It is well
known that the ratio of the phase velocity and the group velocity
gives the cosine of the angle between the ray and the normal to the
wave front (Cˇerveny´ 1972; Shearer & Chapman 1988). To distin-
guish it from the energetic ray path in the following context, a wave
normal path that is normal to consecutive wave fronts is referred to
as a slowness path, as each point indicates local (phase) slowness
vector. This paper presents a novel system for simultaneous com-
putation of slowness paths and the traveltime field in anisotropic
media.
Among most common computational methods for traveltime
fields, ray tracing is more accurate than a numerical solution to
the eikonal (traveltime) equation. However, ray tracing might fail to
find rays associated with the first arrival energy, resulting in shadow
zones. On other hand, the eikonal-equation solution can generate
wave fronts penetrating into shadow zones where rays might fail to
emerge. As the eikonal-equation solution skips the intermediate ray
tracing step and calculates traveltimes directly, it is computationally
more efficient than a ray tracer. However, it often suffers from the
problem of numerical instability, especially in anisotropic media.
Hence, there is an incentive to develop a robust numerical scheme
that is able to trace paths and compute traveltimes simultaneously.
The main objective in the simultaneous method should be to
overcome the aforementioned instability problem in the conven-
tional numerical solution. The eikonal equation may be expressed
as(
∂τ
∂x
)2
+
(
∂τ
∂z
)2
= 1
v2
, (1)
where τ (x, z) is the traveltime field in 2-D space, and v(x, z) is the
velocity field. In anisotropic media, this velocity at point (x, z) is
directionally dependent. There are two difficulties related to its nu-
merical solution: first, instability due to any possible negative radix
(in numerical form) inside a square root, and secondly, inaccuracy
caused by potential discontinuity of the traveltime gradient. Inaccu-
racy may also manifest itself as numerical instability. The eikonal
eq. (1) presented in Cartesian coordinates might also be presented
in polar (or spherical in 3-D) coordinates (Engdahl & Lee 1976),
but the same difficulties exist.
In any expanding method for solving the eikonal equation, sam-
ples of a computational front, which are unlikely to represent a wave
front with constant time, must be ordered and then the calculation is
implemented around the earliest arrival point (Vidale 1988, 1990;
Qin et al. 1992). Because of ordering, it is in fact equivalent to a
wave front construction scheme which expands from the current
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wave front to the next one with variable traveltime step and hence
improves numerical stability (Qin et al. 1992). A similar strategy
is adopted by the wave front construction method, which proves to
be flexible and robust in isotropic cases (Vinje et al. 1993). How-
ever, when these expanding or wave front construction schemes are
applied to anisotropic media (Qin & Schuster 1993), there is con-
siderable difficulty in ensuring stability during the extrapolation.
In isotropic media, causality (thus stability) is automatically satis-
fied during extrapolation from earlier arrival times to later ones. In
anisotropic media, such intuition is broken down.
To avoid ordering or sorting, an upwind scheme uses only known
points from the upstream to update any given point (van Trier &
Symes 1991; Sethian & Popovici 1999; Sun et al. 2011). The trav-
eltime gradient (flow direction) is detected in advance, to select
either a backward or forward differencing form for the derivative
operator in (1), to stabilize the numerical solution of the eikonal
equation. This upwind concept with its attractive stable feature
will be included in the numerical implementation presented in this
paper.
This paper describes a method to compute slowness paths and
traveltimes in anisotropic media, in which the conventional ray path
concept is replaced with the concept of slowness paths. Like ray
paths in isotropic media, slowness paths are orthogonal to the wave
fronts in anisotropic media. The introduction of slowness paths in
anisotropic media makes it a natural extension of the conventional
ray tracing and traveltime calculation. The slowness path and the
common sense ray path are not identical, but wave quantities re-
quired to construct wavefields are usually calculated as a function
of the wave front normal. Vavrycˇuk (2006) suggested calculating
slowness vectors from ray vectors along a specified ray path. The
basic advantage is that, once slowness vectors are obtained, all the
wave quantities needed for modelling waves in anisotropic media
can be calculated. This way is simple and satisfactory inmany cases.
The novel system proposed is for computing both slowness paths
and traveltime fields simultaneously and is applicable to anisotropic
media. The system is derived from slowness equations, presented in
terms of space derivatives with respect to traveltime. It relies on the
explicit ‘normal’ constraint that slowness vectors are perpendicular
to wave fronts. The system expands from a single source point and
produces consecutive wave fronts with a constant time interval.
Samples from sequential wave fronts will form a slowness path
which is perpendicular to each wave front and follows local phase
velocities.
When enforcing the wave front normal as a constraint, any differ-
ential discontinuity in the wave front may cause numerical instabil-
ity. For a reliable estimation of wave front tangents, a least-square
smoothing strategy is adopted to generate an approximate smoothed
wave front onwhich any differential discontinuity is ironed out. This
smoothing procedure follows the upwind concept that thewave front
tangent (a downwind solution) should exist if the slowness vector
(the upstream information) is known. It ensures that the system pro-
duces a robust solution even when there might be cusps in a wave
front in realistically complicated anisotropic models.
A reduction to the system is a group of traveltime equations,
which is an alternative to the conventional eikonal equation, as well
as beingmore stable. It can be treated as an extension of theHuygens
wave front tracing scheme (Sava & Fomel 2001) from an isotropic
case to the anisotropic case. While wave slowness paths and energy
propagation ray paths in an isotropic case are physically identical,
they are different in anisotropic media. In the latter case, the full
system (simultaneous scheme), like the reduced system (traveltime
equations), generates the wave front series with a constant time
interval; however the former also generates slowness paths that
follow phase velocities in anisotropic media.
2 SLOWNESS AND TRAVELT IME
EQUATIONS
The slowness vector, p, may be defined by the gradient of traveltime
τ (x, z), as
p ≡ ∇τ = 1
v
nˆ, (2)
where nˆ is thewave front normal, |nˆ| = 1, and v is the phase velocity.
As the x and z components of the slowness vector are
px = ∂τ
∂x
, pz = ∂τ
∂z
, (3)
the relationship p · p = p2x + p2z = 1/v2 leads to the eikonal eq.
(1), relating the wave quantity (traveltime) to the medium param-
eter (phase velocity). This relationship can also be formulated as
a Hamiltonian, H ≡ p2 − 1/v2 = 0, forming ray tracing equations
(Burridge 1976; Cˇerveny´ 2001; Slawinski 2003).
The slowness components can also be defined as
px = sinφ
v(φ)
= 1
v(φ)
∂x
∂s
,
pz = cosφ
v(φ)
= 1
v(φ)
∂z
∂s
, (4)
where φ is the phase angle, and [∂x/∂s, ∂z/∂s]T defines local slow-
ness direction nˆ, normal to the wave front. Thus s(x, z) is a slowness
path, not a ray path, in anisotropic media. Combining (3) and (4)
forms a group of slowness equations
1
v
∂x
∂s
= ∂τ
∂x
,
1
v
∂z
∂s
= ∂τ
∂z
, (5)
where the phase velocity v = v(x, z, φ). Differentiating these equa-
tions with respect to the slowness path distance s leads to
∂
∂s
(
1
v
∂x
∂s
)
= ∂
∂x
(
1
v
)
,
∂
∂s
(
1
v
∂z
∂s
)
= ∂
∂z
(
1
v
)
. (6)
These are the equations for a path of the slowness or wave normal
but not for an energetic ray path in the common sense.
Note that ∂τ/∂s = 1/v(φ) is set in the derivation ∂
∂s
(
∂τ
∂x
) =
∂
∂x
(
∂τ
∂s
)
, as s(x, z) is the slowness path not a ray path, and v(φ)
is the phase velocity along the slowness path. In contrast, if
considering a ray path r (x, z), then ∂τ/∂r = 1/V (θ ), where θ
is the ray angle and V (θ ) is the group velocity along the ray
path. It can also be proved that ∂τ
∂r = ∂τ∂x ∂x∂r + ∂τ∂z ∂z∂r = px sin θ +
pz cos θ = cos(θ − φ)/v(φ). These lead to the well-known rela-
tionship, V (θ ) = v(φ)/ cos(θ − φ).
For the unit slowness direction, ‖nˆ‖2 = 1. That is,(
∂x
∂s
)2
+
(
∂z
∂s
)2
= 1. (7)
This should be included in the slowness path equations.
This paper proposes an extra constraint for solving the slowness
equations. That is, the slowness vector is perpendicular to the wave
front
∂x
∂s
∂x
∂
+ ∂z
∂s
∂z
∂
= 0, (8)
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Computation of slowness paths and traveltime 3
where  is the spatial distance along a wave front, and
[∂x/∂, ∂z/∂]T is the tangent vector to the wave front. Eqs (6)–
(8) make a simultaneous system and, as ∂τ/∂s = 1/v(φ), may be
expressed as
∂
∂τ
(
1
v2
∂x
∂τ
)
+ 1
v
∂v
∂x
= 0,
∂
∂τ
(
1
v2
∂z
∂τ
)
+ 1
v
∂v
∂z
= 0,
(
∂x
∂τ
)2
+
(
∂z
∂τ
)2
= v2,
∂x
∂τ
∂x
∂
+ ∂z
∂τ
∂z
∂
= 0. (9)
This is a system of slowness and traveltime equations. The sought
position (x, z) of a wave front at time τ (x, z) is also the position of
a slowness path s(x, z) normal to the wave front.
3 NUMERICAL IMPLEMENTATION
To demonstrate numerical implementation, a simple first-order
finite-difference approximation is adopted to discrete system (9),
as
(x j,k+1 − x j,k) −
v2j,k
v2j,k−1
(x j,k − x j,k−1) + (τ )2v j,kg(x j,k) = 0,
(z j,k+1 − z j,k) −
v2j,k
v2j,k−1
(z j,k − z j,k−1) + (τ )2v j,kg(z j,k) = 0,
(x j,k+1 − x j,k−1)2 + (z j,k+1 − z j,k−1)2 − (τ )2(v j,k−1 + v j,k)2 = 0,[
(x j,k+1 − x j,k) + (τ )2v j,kg(x j,k)
]
(x j+1,k − x j−1,k)
+ [(z j,k+1 − z j,k) + (τ )2v j,kg(z j,k)] (z j+1,k − z j−1,k) = 0,
(10)
where (x j,k, z j,k) ≡ (x j , z j )k is the jth point on the kth wave front τk ,
τ is a constant time interval between wave fronts,v j,k is the direc-
tional velocity of a segment between wave fronts τk and τk+1, and
g(x j,k) ≡
(
∂v
/
∂x
)
j,k
and g(z j,k) ≡ (∂v/∂z) j,k are velocity gradi-
ent components at point (x j , z j )k . As the four non-linear equations
have physical units m and m2, errors have similar magnitude orders
(spatial difference and square). They are minimized simultaneously
to solve for the sample (x j,k+1, z j,k+1) ≡ (x j , z j )k+1 at the (k + 1)th
wave front τk+1 = (k + 1)τ .
While the discretization of first three equations is formed straight-
forwardly, the fourth equation in (10) is derived as the following.
First, making a backward differencing to ∂ξ/∂τ and a central dif-
ferencing to ∂ξ/∂, where ξ is either x or z, it becomes
(x j,k − x j,k−1)(x j+1,k − x j−1,k) + (z j,k − z j,k−1)
× (z j+1,k − z j−1,k) = 0. (11)
Intuitively, it follows the upwind concept, as the backward dif-
ferential τ = ξ j,k − ξ j,k−1 is the known upwind information, the
downwind differential  = ξ j+1,k − ξ j−1,k centred at ξ j,k could be
estimated. Because it mimics the underlying physics of the con-
tinuum fluid dynamics, it behaves numerically stable (van Trier
& Symes 1991; Sethian & Popovici 1999). Then, deriving terms
(ξ j,k − ξ j,k−1) from first two equations of (10) and substituting them
into eq. (11), it leads to the fourth equation in system (10).
Figure 1. (a) Consecutive wave fronts τk−1, τk and τk+1, and directional
velocities v j,k and v j,k+1 along the jth wave path. (b) Information from
neighbouring paths j − 1 and j + 1 is taken into account through differen-
tials (∂x/∂) j,k , (∂z/∂) j,k and (∂v/∂) j,k , where  is the spatial distance
along wave front τk .
First three equations in (10) are formed on a single slowness path
base, involving only the jth points in three consecutive wave fronts
τk−1, τk and τk+1 (Fig. 1a). The fourth equation, which exploits wave
front geometry, links the information of neighbouring normal paths
(Fig. 1b). Therefore, point (x j , z j )k+1 in wave front τk+1 may be
solved uniquely by minimizing the error within system (10). All
samples on wave front τk+1 can be computed one by one by repeat-
edly solving system (10). As the same jth points in consecutive wave
fronts form the jth slowness path, system (10) generates slowness
paths and the traveltime field simultaneously.
To gain some insight into the performance of system (10) in
anisotropic media, let us implement it with a simple elliptical ve-
locity model. This elliptical anisotropy is a good representation to
many real seismic cases (Backus 1962; Wang 2011). For general
inhomogeneous anisotropic media, readers may refer to for exam-
ple kinematic ray tracing equations (Cˇerveny´ 1972; Gajewski &
Psˇencˇik 1990).
Assuming the ellipse of a phase velocity has theminor axis vv and
major axis vh, the directional velocity is defined as (Wang 2011)
v(φ) = vh
(
sin2 φ + 1
γ
cos2 φ
)
= vv(γ sin2 φ + cos2 φ), (12)
where φ is the phase angle against the vertical axis, and γ ≡ vh/vv
is the anisotropic parameter. According to definition (12), the minor
axis vv is the maximum vertical velocity when φ = 0, and the major
axis vh is the maximum horizontal velocity when φ = π/2. In a
discrete form, the directional velocity at point (x j , z j )k is
v j,k = vv
(s)2
[
γ
(
x j,k − x j,k+1
)2 + (z j,k − z j,k+1)2
]
, (13)
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4 Y. Wang
and the velocity gradient components are
g(x j,k) = v j,k
vv
∂vv
∂x
+ 2(vh − v j,k)
(s)2
(x j,k − x j,k+1)
+ vv
(s)2
∂γ
∂x
(x j,k − x j,k+1)2,
g(z j,k) = v j,k
vv
∂vv
∂z
+ 2(vv − v j,k)
(s)2
(z j,k − z j,k+1)
+ vv
(s)2
∂γ
∂z
(x j,k − x j,k+1)2, (14)
where (s)2 = (x j,k − x j,k+1)2 + (z j,k − z j,k+1)2.
Fig. 2 displays slowness paths and wave fronts in a 1-D model, in
which the maximum horizontal velocity vh has a constant gradient
of 2m s–1 per metre in depth. The difference between two subfigures
is in parameter γ (= 1.5 and 1, respectively), as the wave front in
vicinity of a source point is either an ellipse or a prefect circle.
On the sparse displays, time interval between two wave fronts is
10ms, and the take-off angle at the source point is 3◦ apart between
slowness vectors. The wave front can be interpolated to increase
the sampling when the spatial interval along a wave front increases
(Vinje et al. 1993).
If the maximum horizontal velocity vh model is the same, slow-
ness paths in anisotropic media with γ = 1.5 are straighter than
those in isotropic media with γ = 1. In the latter case, the slowness
(phase) paths and the ray (group) paths are identical. In both cases,
the iterative solution of system (10) is steadily converged.
4 TRAVELT IME EQUATIONS
Let us recall the physical meaning of four equations in system (9).
First two equations are basic slowness path equations derived from
the slowness definition. The third equation is from the unit slowness
direction. The fourth equation is a constraint for the slowness vector,
derived from the local tangent of a wave front. Both the third and
fourth equations are necessities for properly determining a slowness
path.
Note that the third and fourth equations together compose
a system of traveltime equations. To highlight this aspect, the
discrete form for the reduced system is retyped here as the
following:
(x j,k+1 − x j,k−1)2 + (z j,k+1 − z j,k−1)2 − (τ )2(v j,k−1 + v j,k)2 = 0,[
(x j,k+1 − x j,k) + (τ )2v j,kg(x j,k)
]
(x j+1,k − x j−1,k)
+ [(z j,k+1 − z j,k) + (τ )2v j,kg(z j,k)] (z j+1,k − z j−1,k) = 0.
(15)
While the slowness (the inverse of phase velocity) vector is de-
fined as p = ∇τ , a group velocity vector is defined as
V ≡ ∂x
∂τ
=
(
∂τ
∂s
)−1
∂x
∂s
. (16)
This leads to the third equation in (9) as
(
∂x
∂τ
)2
+
(
∂z
∂τ
)2
=
(
∂τ
∂s
)−2
= v2. (17)
Figure 2. (a) Slowness paths and wave fronts in an anisotropic model with a constant γ = 1.5. (b) Slowness paths and wave fronts in an isotropic model
(γ = 1), in which slowness (phase) paths and ray (group) paths are identical. On these two sparse displays, time interval between two wave fronts is 10ms, and
the take-off angle of slowness vectors at the source point is 3◦ apart.
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Computation of slowness paths and traveltime 5
Figure 3. (a) Wave fronts obtained from the full system (simultaneous scheme, solid curves) and the reduced system (traveltime equations, dashed curves).
(b) Wave energy propagation ray paths (white curves) resulted from the reduced system (of traveltime equations) are different from slowness paths (shown in
Fig. 2a) generated by the simultaneous scheme.
This is a traveltime equation, presented in terms of space
derivatives with respect to the time (∂ξ/∂τ ), instead of the
time derivatives with respect to the space (∂τ/∂ξ ) in the con-
ventional eikonal equation. A finite-differencing form of space
derivatives ∂ξ/∂τ can be understood to find spatial points
with constant time step τ away from a given point (x j , z j )k .
This is the Huygens’ principle. In the isotropic case, it is
called the Huygens wave front tracing scheme (Sava & Fomel
2001).
To understand its relation to the Huygens’ principle, let us ap-
ply a forward differencing to eq. (17), or the third equation in
system (9), as
(
x j,k+1 − x j,k
τ
)2
+
(
z j,k+1 − z j,k
τ
)2
= v2j,k . (18)
If replacing v j,kτ with s, eq. (18) describes the wave front of
a secondary Huygens source at point (x j , z j )k . In isotropic case,
the circumference is a perfect circle. In anisotropic media, it is an
ellipse as v j,k is directional dependent. Differentiating (18) along
wave front τk leads to
x j,k+1 − x j,k
(τ )2
(
∂x
∂
)
j,k
+ z j,k+1 − z j,k
(τ )2
(
∂z
∂
)
j,k
+ v j,k
(
∂v
∂
)
j,k
= 0.
(19)
Following the differentiation rule,
∂v
∂
= g(x)∂x
∂
+ g(z) ∂z
∂
, (20)
eq. (19) becomes(
x j,k+1 − x j,k
(τ )2
+ v j,kg(x j,k)
)(
∂x
∂
)
j,k
+
(
z j,k+1 − z j,k
(τ )2
+ v j,kg(z j,k)
)(
∂z
∂
)
j,k
= 0. (21)
Applying central difference to approximate (∂ξ/∂) j,k will lead to
the second equation in (15).
As the first equation in system (15) and eq. (18) are two approx-
imations to the same continuous form, and the second equation in
(15) can be derived also from (18), independent from the wave front
normal constraint, it is clearly evidenced that system (15) is an ex-
tension of Huygens wave front tracing scheme from the isotropic
case to the anisotropic media.
Let us now compare the performance between the full system
(four equations in system (10) for slowness paths and the traveltime
field simultaneously) and the reduced system (two equations in
system (15) for traveltimes) in an anisotropic case (with a constant
γ = 1.5).
Regarding to traveltimes (Fig. 3a), as it might be expected,
there is an ignorable discrepancy in wave fronts obtained from
the full scheme (solid curves) and the reduced system (dashed
curves). The minor traveltime discrepancy could be caused by
finite-difference approximation to the extra slowness equations in
the full system (10).
However, there is drastic difference in wave paths. In the result
of the reduced system (traveltime equations) for the anisotropic
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6 Y. Wang
case (Fig. 3b), a white curve linking points with the same index
in consecutive wave fronts represents the energy propagating (ray)
path. In contrast, in the result generated by the simultaneous scheme
(shown in Fig. 2a), a white curve represents a slowness path, and
each segment follows the local slowness vector.
In isotropic media (γ = 1), these two schemes produce identical
wave fronts, with minor discrepancy in ray paths. In this case,
a slowness path (with phase velocity) is the same as the energy
propagating ray path (with group velocity).
5 WAVE FRONT TANGENTIALS
The novelty of the proposed system relies on the inclusion of
wave front tangentials ∂ξ/∂, for ξ = x, z. However, in real-
istically complicated models, a wave front might have a cusp,
which is a discontinuity in wave front differentials. As differentials
 = ξ j+1,k − ξ j−1,k attempt to use information from two sides of a
discontinuity at ξ j,k , the numerical prediction is not accurate. This
inaccuracy manifests itself as numerical instability.
For calculating wave front differentials, the current wave front
needs be smoothed. The upwind eq. (11) states that if the slowness
vector between τk−1 and τk is known, the downwind wave front
tangent at (x j , z j )k is perpendicular to the slowness direction point-
ing from (x j , z j )k−1 to (x j , z j )k . This upwind concept also provides
a justification for wave front smoothing. Smoothed wave front is
used only for the estimation of differentials  = ξ j+1,k − ξ j−1,k ,
the elements needed for computing the following path segment.
Given a group of neighbouring points along a wave front in
the polar coordinate, ri = r (φi ), for i = 0, 1, · · · , n, where ri is
the radius and φi is the polar angle, the centre point rn/2 will be
approximated by smoothing in a least-square sense.
Consider these neighbouring samples as ri = r (i ), where
 is the distance variable along a wave front, 0 = 0,
i+1 = i +
√
(xi+1 − xi )2 + (zi+1 − zi )2. For smoothing, the spa-
tial distances {0, 1, · · · , n} are transferred to new coordinates
{y−n/2, · · · , y0, · · · , yn/2}, where the new variable y is defined as
yi−n/2 = i − n/2
h
, (22)
and h is chosen from h = 12 max
{
(n − n/2), (n/2 − 0)
}
, so that
y0 = 0 and max
{|y−n/2|,|yn/2|} = 2 (Fig. 4). These n + 1 samples
now are presented as r j = r (y j ), for j = −n/2, · · · , 0, · · · , n/2.
Fitting these points in a quadratic form, r j = c0 + c1y j + c2y2j .
This procedure can be presented in a matrix-vector form as r = Yc,
which has a least-square solution,
c = (YTY)−1YTr, (23)
where
c =
⎡
⎢⎢⎣
c0
c1
c2
⎤
⎥⎥⎦ , Y =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 y−n/2 y2−n/2
...
...
...
1 y0 y20
...
...
...
1 yn/2 y2n/2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, r =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
r−n/2
...
r0
...
rn/2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (24)
In the fitting coefficient vector c, c0 is the smoothed value
r˜ (y0) = c0, at y0 = 0. This approximation r˜ (y0) ≡ r˜ (φn/2) can be
converted to (x˜n/2, z˜n/2) in Cartesian coordinates.
Depending on the complexity of amodel, the smooth filter length,
n, is tuneable to guarantee a robust computation for the next wave
Figure 4. Consider neighbouring samples ri = r (i ), for i = 0, 1, · · · , n,
where i is the distance variable along wave front τk , with 0 = 0 and
i+1 = i +
√
(xi+1 − xi )2 + (zi+1 − zi )2. For smoothing, the dis-
tance coordinates {0, 1, · · · , n} are transferred to coordinates
{y−n/2, · · · , y0, · · · , yn/2}, where y0 = 0 and max{|y−n/2|,|yn/2|} = 2, as
scale h is chosen from h = 12 max
{
(n − n/2), (n/2 − 0)
}
. The centre
point rn/2 is approximated by smoothed value at y0 = 0 in a least-square
sense.
front. The effectiveness is demonstrated by a two-layer model ex-
ample shown in Fig. 5. The velocity in the top layer is vh = 2000
m s–1, in the bottom layer is vh =2300 m s–1, and in between varies
gradually, rather than a sharp contrast. The anisotropic parameter
γ is a constant (γ = 1.3) for the entire model. This comprehensive
model shows the existence of cusps on the actual wave fronts where
the velocity has a great change. However, wave front differentials
are estimated using samples (x˜ j±1, z˜ j±1)k in a smoothed wave front,
system (10) has a stable solution for the following wave front.
To further demonstrate the effectiveness of proposed simultane-
ous method, let us apply it to a realistically complicated anisotropic
model. The background in Fig. 6(a) is vh(x, z), the maximum hor-
izontal velocity, and Fig. 6(b) is γ (x, z), the anisotropy parameter.
This anisotropic velocity model is constructed from crosshole seis-
mic waveform tomography (Rao & Wang 2011). Slowness paths
and wave fronts of two shots at depths 100 m from the top and the
bottom of the model (as shown in Fig. 6a) indicate that a high γ
value straightens slowness paths, which otherwise would be much
more curved if controlled purely by the velocity variation.
6 CONCLUS IONS
This paper proposes a simultaneous method to compute slowness
paths and the traveltime field in anisotropic media. The system of
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Figure 5. Slowness paths and wave fronts in layered anisotropic model. The top layer velocity vh = 2000 m s–1, the bottom layer velocity is vh =2300 m s–1
and the anisotropic parameter γ for both layers is a constant, γ = 1.3. Time interval of displayed wave fronts is 10ms.
Figure 6. (a) Slowness paths and wave fronts in a realistically complicated velocity (vh) model. Two shots are located at the depth of 100 m from the top and
the bottom of the model. For sparse display, the take-off angle of slowness vectors at the source point is 3◦ apart, and the wave front interval is 5ms. (b) The
anisotropic parameter (γ = vh/vv) model. High γ values would straighten wave paths in heterogeneous media.
slowness path and traveltime equations is derived from the vector
form of eikonal equation. It has three main features:
(1) The normal constraint. The novel system includes an explicit
constraint that the slowness vector is perpendicular to the wave
front.
(2) The upwind concept. Discretization of the normal constraint
follows the upwind concept in fluid dynamics. That is, if a slowness
vector (the upstream information) is known, a wave front tangent
(the downstream quantity) should be constructible.
(3) Stabilization. The upwind concept also justifies the smooth-
ing strategy adopted for wave front approximation, to iron out any
differential discontinuity along a wave front. It in turn stabilizes the
numerical solution, even in realistically complicated anisotropic
media.
The system of slowness paths and the traveltime field is presented
in 2-D space. Its feasibility is demonstrated using numerical exam-
ples from simple to realistic anisotropic models. It is conceptually
advanced and is also applicable to, for example, crosshole seis-
mic tomography. However, as seismic anisotropy is generally a 3-D
phenomenon, further development is needed for general anisotropic
media within proper 3-D earth models.
ACKNOWLEDGEMENTS
The author is grateful to the sponsors of the Centre for Reser-
voir Geophysics, Imperial College London, for supporting this
research.
REFERENCES
Backus, G.E., 1962. Long-wave elastic anisotropy produced by horizontal
layering, J. geophys. Res., 67, 4427–4440.
Burridge, R., 1976. Some Mathematical Topics in Seismology, Courant
Institute of Mathematical Sciences, New York University.
 by guest on A
ugust 7, 2013
http://gji.oxfordjournals.org/
D
ow
nloaded from
 
8 Y. Wang
Cˇerveny´, V., 1972. Seismic rays and ray intensities in inhomogeneous
anisotropic media, Geophys. J. R. astr. Soc., 29, 1–13.
Cˇerveny´, V., 2001. Seismic Ray Theory, Cambridge University Press.
Engdahl, E.R. & Lee, W.H.K., 1976. Relocation of local earthquakes by
seismic ray tracing, J. geophys. Res., 81, 4400–4406.
Gajewski, D. & Psˇencˇik, I., 1990. Vertical seismic profile synthetics by
dynamic ray tracing in laterally varying layered anisotropic structures, J.
geophys. Res., 95(B7), 11 301–11 315.
Qin, F. & Schuster, G.T., 1993. First-arrival traveltime calculation for
anisotropic media, Geophysics, 58, 1349–1358.
Qin, F., Luo, Y., Olsen, K.B., Cai, W. & Schuster, G.T., 1992. Finite-
difference solution of the eikonal equation along expanding wavefronts,
Geophysics, 57, 478–487.
Rao, Y. & Wang, Y., 2011. Crosshole seismic tomography including the
anisotropy effect, J. geophys. Eng., 8, 316–321.
Sava, P. & Fomel, S., 2001. 3-D traveltime computation using Huygens
wavefront tracing, Geophysics, 66, 883–889.
Sethian, J.A. & Popovici, A.M., 1999. 3D traveltime computation using the
fast marching method, Geophysics, 64, 516–523.
Shearer, P.M. & Chapman, C.H., 1988. Ray tracing in anisotropic media
with a linear gradient, Geophys. J., 94, 575–580.
Slawinski,M.A., 2003. SeismicWaves andRays in ElasticMedia,Pergamon.
Sun, J., Sun, Z. & Han, F., 2011. A finite difference scheme for solving
the eikonal equation including surface topography, Geophysics, 76, T53–
T63.
van Trier, J. & Symes, W.W., 1991. Upwind finite-difference calculation of
traveltimes, Geophysics, 56, 812–821.
Vavrycˇuk, V., 2006. Calculation of the slowness vector from the ray vector
in anisotropic media, Proc. R. Soc. A, 462, 883–896.
Vidale, J.E., 1988. Finite-difference calculation of travel times, Bull. seism.
Soc. Am., 78, 2062–2076.
Vidale, J.E., 1990. Finite-difference calculation of traveltimes in three di-
mensions, Geophysics, 55, 521–526.
Vinje, V., Iversen, E. & Gjøystdal, H., 1993. Traveltime and ampli-
tude estimation using wavefront construction, Geophysics, 58, 1157–
1166.
Wang, Y., 2011. Seismic anisotropy estimated from P-wave arrival times in
crosshole measurements, Geophys. J. Int., 184, 1311–1316.
 by guest on A
ugust 7, 2013
http://gji.oxfordjournals.org/
D
ow
nloaded from
 
