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Abstract: In this article we consider the generalized Erlang risk model and its dual model.
By using a conditional measure-preserving correspondence between the two models we
derive an identity for two interesting conditional probabilities. Applications to the discounted
joint density of the surplus prior to ruin and the deficit at ruin are also discussed.
Keywords: Generalized Erlang risk model; duality; conditional measure-preservation; the
Lundberg fundamental equation; joint density; surplus prior to ruin; deficit at ruin
1. Introduction
Since the publication of the seminal papers [12,13], there have appeared numerous contributions
concerning different extensions of them. When reviewing these two papers we found out that there are
still some nice ideas which have not yet been extensively explored in the current insurance literature,
for instance, the idea of measure-preservation, which played a key role in their derivation. Specifically,
consider a compound Poisson risk model
Z(t) = Z(0) + ct−
N(t)∑
i=1
Xi, t ≥ 0,
where Z(0) ≥ 0 is the deterministic initial reserve, c > 0 is the rate of premium income, and ∑N(t)i=1 Xi
is a compound Poisson process representing the aggregated claim amounts up to time t. By introducing
a dual model of the risk model {Z(t), t ≥ 0} and using the measure-preserving correspondence between
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them, Gerber and Shiu easily proved the generalized Dickson formula based on the following dual
identity (1). Namely, for any x > 0, if ct ≥ x, then
P
(
Z(s) > 0, s ∈ (0, t)∣∣Z(0) = 0, Z(t) = x) = P (Z(s) < x, s ∈ (0, t)∣∣Z(0) = 0, Z(t) = x) . (1)
The above dual identity and its variations turned out to be very important in insurance mathematics; see
[6,7,10,11,16,17] and the references therein. Additionally, in [5] and [25] the idea of rotating the axis
together with the measure-preservation makes it possible to transfer the study of the ruin time into the
study of first passage time. This turns out to be helpful since the study of first passage time is much
easier for the upwards skip-free risk process. We refer to [1,3,21,22] and the references therein for other
related applications of the measure-preservation.
As an important generalization of the compound Poisson risk model, the generalized Erlang risk
model has also been extensively investigated in recent years; see [8,18] and the references therein.
In this article, we aim to discuss various applications of the (conditional) measure-preservation in
the generalized Erlang risk models; we refer to Section 3 for precise definition of the (conditional)
measure-preservation. Since as known some risk models can be seen as "dual" of queueing models, we
hope that the results in this paper will give some insight into more general studies.
Outline of the rest of the article: In Section 2 we introduce the generalized Erlang risk model and its
dual model. Section 3 presents our main results. The principal result, Theorem 2, is concerned with the
equivalence of a conditional probability related to the generalized Erlang risk model and a corresponding
one related to the dual model. As an application of Theorem 2 we show in Theorem 3 our second result,
which extends (1) for a certain Erlang risk model. In Section 4 we discuss some applications of the
principal result to the calculation of the discounted joint density of the surplus prior to ruin and the
deficit at ruin. In Theorem 4 we derive an expression for a crucial matrix function appearing in the
discounted joint density, which could give a probabilistic explanation of the matrix function. We also
provide a new proof for the known result on the discounted joint density. All the proofs are shown in
Section 5.
2. Generalized Erlang risk model and its dual model
Let V be a generalized Erlang(n,λ) distributed random variable with parameter λ = (λ1, · · · , λn),
λi > 0, i ≤ n, i.e., V = W1 + W2 + · · · + Wn, where Wi, i ≤ n are independent exponentials
with parameters λi, i ≤ n, respectively. It is known that the generalized Erlang(n,λ) distribution, as a
special case of phase-type distribution, can also be characterized by (α,B), where α = (α1, · · · , αn) =
(1, 0, · · · , 0) is a row vector andB is an n× n matrix given by
B = (b>1 , b
>
2 , · · · , b>n ) :=

−λ1 λ1 0 · · · 0
0 −λ2 λ2 · · · 0
...
...
...
...
...
0 0 0 · · · −λn
.
Here b>i denotes the transpose of the row vector bi in a normal sense. Moreover, the random variable V
corresponds to the time to absorption of a terminating continuous-time Markov chain {I(t), t ≥ 0} with
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state space Ξ ∪ {0} = {E1, E2, · · · , En, 0}, initial distribution α, and generator
(
B b>
0 0
)
, where
b = (0, · · · , 0, λn) is a row vector of length n. We refer to [2] or [24] for more details on phase-type
distributions and their properties.
Next, let {N(t), t ≥ 0} be a renewal process with arriving epoches τ0 = 0 < τ1 ≤ · · · ≤ τn−1 ≤
τn ≤ · · · < ∞. We call {N(t), t ≥ 0} a generalized Erlang(n,λ) claim-counting process if Vi =
τi−τi−1, i ≥ 1 are independent and generalized Erlang(n,λ) distributed. It is noted that each of Vi, i ≥ 1
corresponds to the time to absorption of a terminating continuous-time Markov chain {I(i)(t), t ≥ 0}.
Denote {J(t), t ≥ 0} to be an underlying state process defined by
J(t) = I(i)(t− τi−1), τi−1 ≤ t < τi.
It follows that {J(t), t ≥ 0} is a continuous-time Markov chain with state space Ξ, initial distribution
α and density matrix (b>1 + b
>, b>2 , · · · , b>n ). Typically, {N(t), t ≥ 0} is also assumed to be a delayed
generalized Erlang(n,λ) claim-counting process, i.e., V1 has a generalized Erlang(i) distribution with
parameters λn−i+1, · · · , λn. In this case, {J(t), t ≥ 0} has initial distribution (0, · · · , 0, 1, 0, · · · , 0),
with 1 the (n − i + 1)th component. More generally, the underlining initial distribution α can be
arbitrarily chosen such that
∑n
i=1 αi = 1; this case will be discussed only in Theorem 3 below.
Now we introduce a (delayed) generalized Erlang(n,λ) risk model given by
X(t) = X(0) + ct−
N(t)∑
i=1
Xi, t ≥ 0, (2)
where X(0) ≥ 0 is the deterministic initial reserve, c > 0 is the rate of premium income, {N(t), t ≥
0} is a (delayed) generalized Erlang(n,λ) claim-counting process, and {Xi, i ≥ 1} is a sequence of
independent and identically distributed positive random variables with common density function p(x),
representing the amounts of successive claims. In addition, we assume that {N(t), t ≥ 0} and {Xi, i ≥
1} are independent, and further suppose that c(1/λ1 + · · ·+ 1/λn) > E (X1) assuring ruin is not certain.
To emphasize the underlining states of the risk process we also write (X(t), J(t)), t ≥ 0 for the (delayed)
generalized Erlang(n,λ) risk process. In the following we focus on the risk model where X(0) = 0.
This case usually plays a fundamental role in the derivations; see, e.g., [12–14] and [23].
Next, we introduce a dual model of the (delayed) generalized Erlang(n,λ) risk model with initial
reserve X(0) = 0. Define
Y (t) = ct−
N˜(t)∑
i=1
Xi, t ≥ 0,
where {N˜(t), t ≥ 0} is a (delayed) generalized Erlang(n, λ˜) claim-counting process with parameter λ˜ =
(λn, · · · , λ1); here "delayed" applies if the first inter-arrival time has a generalized Erlang(i) distribution
with parameters λi, · · · , λ1, and i < n. Similarly as above we construct a underlining state process
{J˜(t), t ≥ 0} from {N˜(t), t ≥ 0}, with state space Ξ˜ = {E˜1, E˜2, · · · , E˜n} := {En, En−1, · · · , E1}.
Then (Y (t), J˜(t)), t ≥ 0 consists of a (delayed) generalized Erlang(n, λ˜) risk process with Y (0) = 0.
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For any t > 0 we define a t-dual process {Yt(s), s ∈ [0, t]} of the generalized Erlang(n,λ) risk process
{X(s), s ≥ 0} as follows:
Yt(s) = X(t−)−X(t− s), s ∈ [0, t].
Clearly, the t-dual process {Yt(s), s ∈ [0, t]} is left-continuous and has right-limits. Denote by
{Yt(s), s ∈ [0, t]} a process, modified from {Yt(s), s ∈ [0, t]}, which is right-continuous and has
left-limits. Obviously, {Yt(s), s ∈ [0, t]} and {Yt(s), s ∈ [0, t]} follow the same probability law.
Furthermore, for any x > 0, {Yt(s), s ∈ [0, t]} conditional on the event (Yt(0) = 0, J(t−) =
Ej, J(0) = Ei, Yt(t−) = x) is the same in law as {Y (s), s ∈ [0, t]} conditional on the event
(Y (0) = 0, J˜(0) = E˜n−j+1, J˜(t−) = E˜n−i+1, Y (t−) = x). Note that hereafter the event (Yt(t−) = x)
can be understood as (Yt(t−) ∈ [x, x + dx]) with dx a positive infinitesimal, so does (Y (t−) = x). In
this sense, we call (Y (t), J˜(t)), t ≥ 0 the dual model of the risk model (X(t), J(t)), t ≥ 0.
3. Results
Before presenting the results we introduce the concept of (conditional) measure-preservation. Let
(Ω,F,P) be a complete probability space, and define two random variables Z1, Z2 on it. Without loss of
generality, we assume that Z1 and Z2 have the same image space (D,B(D)), with D the set of all real
functions with right-continuity and left-limits and B(D) the set of all the Borel sets in D. Denote by
f−1 the inverse mapping of a mapping f . For A,B ∈ B(D), if
P
(
Z−11 (A)
)
= P
(
Z−12 (B)
)
holds, then we say that the set A with respect to Z1 and the set B with respect to Z2 have
measure-preservation. Furthermore, let A1, B1 be another two sets inB(D) such that A1 ⊂ A, B1 ⊂ B.
If
P
(
Z−11 (A1)|Z−11 (A)
)
= P
(
Z−12 (B1)|Z−12 (B)
)
holds, then we say that the set A1 conditional on A (with respect to Z1) and the set B1 conditional on B
(with respect to Z2) have measure-preservation. For simplicity, we say that A1 and B1 are conditional
measure-preserving.
Next, define, for any k ∈ N0, t > 0, x > 0,
wi,j(k, t, x) = P (X(s) > 0, s ∈ (0, t)|X(0) = 0, J(0) = Ei, X(t−) = x, J(t−) = Ej, N(t−) = k) ,
ui,j(k, t, x) = P
(
Y (s) < x, s ∈ (0, t)|Y (0) = 0, J˜(0) = E˜j, Y (t−) = x, J˜(t−) = E˜i, N˜(t−) = k
)
.
The following result is an immediate consequence of the conditional measure-preservation between the
generalized Erlang risk process (X(t), J(t)), t ≥ 0 and its dual process (Y (t), J˜(t)), t ≥ 0.
Theorem 1. Let wi,j(k, t, x), ui,j(k, t, x), k ∈ N0, t > 0, x > 0; i, j = 1, · · · , n be functions defined as
above. Then
wi,j(k, t, x) = un−i+1,n−j+1(k, t, x), k ∈ N0, t > 0, x > 0.
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Moreover, define, for any t > 0, x > 0,
wi,j(t, x)dx = P (X(s) > 0, s ∈ (0, t), X(t−) ∈ [x, x+ dx], J(t−) = Ej|X(0) = 0, J(0) = Ei) ,
ui,j(t, x)dx = P
(
Y (s) < x, s ∈ (0, t), Y (t−) ∈ [x, x+ dx], J˜(t−) = E˜i|Y (0) = 0, J˜(0) = E˜j
)
.
We present below the principal result of this paper.
Theorem 2. Let wi,j(t, x), ui,j(t, x), t > 0, x > 0; i, j = 1, · · · , n be defined as above. Then
λjwi,j(t, x) = λiun−i+1,n−j+1(t, x), t > 0, x > 0. (3)
Our next result gives a generalization of (1) for a certain Erlang risk model.
Theorem 3. Let {X(t), t ≥ 0} be a generalized Erlang(n,λ) risk model with λ1 = λ2 = · · · = λn =
λ > 0. Assume further that the underlining initial distribution is α = (1/n, · · · , 1/n). If ct ≥ x > 0,
then
P
(
X(s) > 0, s ∈ (0, t)∣∣X(0) = 0, X(t) = x) = P (X(s) < x, s ∈ (0, t)∣∣X(0) = 0, X(t) = x) . (4)
Remark 1. Note that the right-hand side of (4) is closely related to the density of the first hitting time
of the Erlang(n,λ) risk model, which has been discussed in [9]. Under some conditions on the claim
sizes and utilizing similar techniques (by inverting Laplace transform) it is possible to derive some exact
formula for (4). Since the calculation is usually technical and it is not the main subject of the paper, we
shall omit it.
4. Discounted joint density of the surplus prior to ruin and the deficit at ruin
One of the key quantities in the study of the generalized Erlang(n,λ) risk model is the discounted
joint density of the surplus prior to ruin and the deficit at ruin f(x, y|0), x, y > 0. It follows from (3.8)
and (3.12) in [23] (see also (8.3) in [14]) that
f(x, y|0) = 1
c
α(V −1e−ΛρxV )b>p(x+ y) (5)
=
λ1λ2 · · ·λn
cn
n∑
j=1
e−ρjx
n∏
k=1,k 6=j
1
ρk − ρj p(x+ y) x > 0, y > 0, (6)
where Λρ = diag(ρ1, ρ2, · · · , ρn) and
V =

∏n
j=2
λj+δ−cρ1
λj−1
· · · λn+δ−cρ1
λn−1
1∏n
j=2
λj+δ−cρ2
λj−1
· · · λn+δ−cρ2
λn−1
1
... · · · ... ...∏n
j=2
λj+δ−cρn
λj−1
· · · λn+δ−cρn
λn−1
1
 (7)
with ρi, i = 1, 2, · · · , n being the roots with positive real parts (assumed to be distinct) of the generalized
Lundberg fundamental equation
n∏
j=1
(λi + δ − cs)− λ1λ2 · · ·λnpˆ(s) = 0. (8)
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Here pˆ(s) =
∫∞
0
e−sxp(x)dx. We refer to [4,15,23] for the derivation and the study of the generalized
Lundberg fundamental equation.
Further, it is noted from [19,20] that the matrix form of the Laplace transform of the first passage
time (to x) of the generalized Erlang(n, λ˜) risk process {(Y (t), J˜(t)), t ≥ 0} is given by R(0;x) =
He−ΛρxH−1 with
H =

1 1 · · · 1
λn+δ−cρ1
λn
λn+δ−cρ2
λn
· · · λn+δ−cρn
λn
... · · · ... ...∏n
j=2
λj+δ−cρ1
λj
∏n
j=2
λj+δ−cρ2
λj
· · · ∏nj=2 λj+δ−cρnλj
 . (9)
Here by definition
(R(0;x))i,j =
∫ ∞
0
e−δtP
(
Y (s) < x, s ∈ (0, t), Y (t−) ∈ [x, x+ cdt], J˜(t−) = E˜j|Y (0) = 0, J˜(0) = E˜i
)
.
Define, for any x > 0 and any i, j = 1, 2, · · · , n,
Ui,j(0;x) =
∫ ∞
0
e−δtP (X(s) > 0, s ∈ (0, t), X(t−) ∈ [x, x+ cdt], J(t−) = Ej|X(0) = 0, J(0) = Ei) ,
and denote U(0;x) = (Ui,j(0;x))ni,j=1.
Theorem 4. With the notation defined above we have, for any x > 0,
V −1e−ΛρxV = U(0;x). (10)
Remark 2. Note that the matrix equivalence (10) yields a probability expression for the crucial quantity
V −1e−ΛρxV appearing in (5).
Remark 3. Making use of the formula forR(0;x) we are able to re-derive the known formula (6), which,
in some sense, shows the power of the duality result given in Theorem 2. Specifically, by definition (see,
e.g., [23])
f(x, y|0)dx =
∫ ∞
0
e−δtP
(
X(s) > 0, s ∈ (0, t), X(t−) ∈ [x, x+ dx], J(t−) = En,
there is a ruin-caused claim in [t, t+ dt]
∣∣∣X(0) = 0, J(0) = E1)p(x+ y).
Since further the event ({X(t), t ≥ 0} has a ruin-caused claim in [t, t + dt]) depends only on the event
(J(t−) = En) and is independent of the other events occurred before time t, we have
f(x, y|0)dx =
∫ ∞
0
e−δtP
(
X(s) > 0, s ∈ (0, t), X(t−) ∈ [x, x+ dx], J(t−) = En∣∣∣X(0) = 0, J(0) = E1)λndtp(x+ y).
Substituting dx by cdt and in view of Theorem 2 we obtain
f(x, y|0) =
∫ ∞
0
e−δt
λ1
λn
P
(
Y (s) < x, s ∈ (0, t), Y (t−) ∈ [x, x+ cdt], J˜(t−) = E˜n
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∣∣∣Y (0) = 0, J˜(0) = E˜1)λn
c
p(x+ y)
= (R(0;x))1,n
λ1
c
p(x+ y). (11)
Moreover, we have, using similar arguments as in [20],
(R(0;x))1,n =
λ2 · · ·λn
cn−1
n∑
j=1
e−ρjx
n∏
k=1,k 6=j
1
ρk − ρj .
Consequently, the formula in (6) is established by inserting the above into (11).
5. Proofs
This section is devoted to the proofs of Theorems 2, 3 and 4 .
We start with a preliminary lemma. Define, for any k ∈ N0, t > 0, x > 0,
wi,j(k, t, x)dx = P
(
X(s) > 0, s ∈ (0, t), X(t−) ∈ [x, x+ dx], J(t−) = Ej,
N(t−) = k|X(0) = 0, J(0) = Ei
)
,
ui,j(k, t, x)dx = P
(
Y (s) < x, s ∈ (0, t), Y (t−) ∈ [x, x+ dx], J˜(t−) = E˜i,
N˜(t−) = k|Y (0) = 0, J˜(0) = E˜j
)
.
Lemma 5. Let wi,j(k, t, x), ui,j(k, t, x), k ∈ N0, t > 0, x > 0; i, j = 1, · · · , n be defined as above. Then
λjwi,j(k, t, x) = λiun−i+1,n−j+1(k, t, x), k ∈ N0, t > 0, x > 0. (12)
Proof: By definition we have that conditionally on (J(0) = Ei) the inter-arrival times Vi, i = 1, 2, · · ·
can be expressed as
V1 = W1,i +W1,i+1 + · · ·+W1,n, Vk = Wk,1 +Wk,2 + · · ·+Wk,n, k = 2, 3, · · · ,
where, for any i = 1, 2, · · · , n, {Wk,i}k∈N are independent exponential random variables with common
parameter λi. Next, let Ak = τk +Wk+1,1 +Wk+1,2 + · · ·+Wk+1,j−1 −W1,i. It follows that
P (X(t−) ∈ [x, x+ dx], J(t−) = Ej, N(t−) = k|X(0) = 0, J(0) = Ei)
= P (Ak +W1,i ≤ t < Ak +W1,i +Wk+1,j) pk∗(ct− x)dx.
By conditional arguments, direct calculations yield that
P (Ak +W1,i ≤ t < Ak +W1,i +Wk+1,j) = λi
λj − λiE
(
e−λi(t−Ak) − eλj(t−Ak)I(Ak≤t)
)
implying thus
P (X(t−) ∈ [x, x+ dx], J(t−) = Ej, N(t−) = k|X(0) = 0, J(0) = Ei)
=
λi
λj − λiE
(
e−λi(t−Ak) − eλj(t−Ak)I(Ak≤t)
)
pk∗(ct− x)dx.
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Using similar arguments, we also obtain that
P
(
Y (t−) ∈ [x, x+ dx], J˜(t−) = E˜n−i+1, N˜(t−) = k|Y (0) = 0, J˜(0) = E˜n−j+1
)
=
λj
λj − λiE
(
e−λi(t−Bk) − eλj(t−Bk)I(Bk≤t)
)
pk∗(ct− x)dx,
where Bk is some random variable which has the same distribution as Ak. Consequently, the claim
follows from Theorem 1 and the fact that
wi,j(k, t, x)dx = P (X(t−) ∈ [x, x+ dx], J(t−) = Ej, N(t−) = k|X(0) = 0, J(0) = Ei)
×wi,j(k, t, x),
ui,j(k, t, x)dx = P
(
Y (t−) ∈ [x, x+ dx], J˜(t−) = E˜i, N˜(t−) = k|Y (0) = 0, J˜(0) = E˜j
)
×ui,j(k, t, x).
This completes the proof. 
Proof of Theorem 2: The claim follows by taking sum from k = 0 to k =∞ in (12). 
Proof of Theorem 3: First note that
P
(
X(s) > 0, s ∈ (0, t)∣∣X(0) = 0, X(t) = x)
=
P
(
X(s) > 0, s ∈ (0, t), X(t) ∈ [x, x+ dx]∣∣X(0) = 0)
P
(
X(t) ∈ [x, x+ dx]∣∣X(0) = 0) . (13)
Since λ1 = λ2 = · · · = λn = λ, both (X(t), J(t)), t ≥ 0 and (X(t), J˜(t)), t ≥ 0 are generalized
Erlang risk model with the underlining initial distribution (1/n, · · · , 1/n), but with different (only in
notation) underlining states Ξ and Ξ˜. Furthermore, we have that the dual process (Y (t), J˜(t)), t ≥ 0 of
(X(t), J(t)), t ≥ 0 follows the same conditional probability law as (X(t), J˜(t)), t ≥ 0 given that the
initial underling state is known (e.g., given J˜(0) = E˜i). In view of Theorem 2
wi,j(t, x) = un−i+1,n−j+1(t, x)
holds for any t > 0, x > 0. Therefore, by noting that P (X(t) 6= X(t−)) = 0 we conclude that
P
(
X(s) > 0, s ∈ (0, t), X(t) ∈ [x, x+ dx]∣∣X(0) = 0)
=
n∑
i=1
n∑
j=1
P
(
J(0) = Ei
∣∣∣X(0) = 0)wi,j(t, x)dx = n∑
i=1
n∑
j=1
1
n
wi,j(t, x)dx
=
n∑
i=1
n∑
j=1
P
(
J˜(0) = E˜n−j+1
∣∣∣X(0) = 0)un−i+1,n−j+1(t, x)dx
= P
(
X(s) < x, s ∈ (0, t), X(t) ∈ [x, x+ dx]∣∣X(0) = 0) .
Consequently, the claim follows by inserting the above formula into (13). This completes the proof. 
Proof of Theorem 4: Denote by AT the transpose of an n × n matrix A with respect to the
counter-diagonal, namely, (AT )i,j = An−j+1,n−i+1. Elementary calculations show that, for any n × n
matrices A and B,
(AB)T = BTAT , (AT )T = A, (A−1)T = (AT )−1.
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Thus,
(V −1e−ΛρxV )T = V T (e−Λρx)T (V −1)T .
Furthermore, in view of (7) and (9) direct calculations yield that
(V T )i,j =
λn
λn−i+1
H i,n−j+1, ((V −1)T )i,j =
λn−j+1
λn
(H−1)n−i+1,j.
Clearly, (e−Λρx)T = diag(e−ρnx, e−ρn−1x, · · · , e−ρ1x). Therefore,
((V −1e−ΛρxV )T )i,j =
λn−j+1
λn−i+1
(H i,n, · · · ,H i,1)(e−Λρx)T ((H−1)n,j, · · · , (H−1)1,j)>
=
λn−j+1
λn−i+1
n∑
k=1
H i,ke
−ρkx(H−1)k,j =
λn−j+1
λn−i+1
(He−ΛρxH−1)i,j
=
λn−j+1
λn−i+1
(R(0;x))i,j.
Consequently, we conclude from Theorem 2 that
(V −1e−ΛρxV )i,j =
λi
λj
(R(0;x))n−j+1,n−i+1
= Ui,j(0;x)
implying (10), and thus the proof is complete. 
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