Abstract. Linear systems in saddle point form are often symmetric and highly indefinite. Indefiniteness, however, is a major challenge for iterative solvers such as Krylov subspace methods. It has been noted by several authors that a simple trick, namely negating the second block row of the saddle point system, leads to an equivalent linear system with a nonsymmetric coefficient matrix A whose spectrum is entirely contained in the right half plane. In this paper we study conditions so that A is diagonalizable with a real and positive spectrum. These conditions are based on necessary and sufficient conditions for positive definiteness of a certain bilinear form, with respect to which A is symmetric. In case the latter conditions are satisfied, there exists a well defined conjugate gradient (CG) method for solving linear systems with A. We give an efficient implementation of this method, discuss practical issues such as error bounds and preconditioning, and present numerical experiments showing the effectiveness of the method.
1. Introduction. Many applications in science and engineering require solving large linear algebraic systems in saddle point form; see [4] for an extensive survey. A typical system matrix is of the form
where A = A T ∈ R n×n is positive definite (A > 0), B ∈ R m×n has rank r ≤ m ≤ n, and C = C T ∈ R m×m is positive semidefinite (C ≥ 0). The matrix in (1.1) is congruent to the block diagonal matrix [A 0; 0 S], where S = −(C + BA −1 B T ), so that −S = −S T ≥ 0. Hence this matrix is indefinite, with n positive and rank(S) negative eigenvalues. Typically, rank(S) is close to m and therefore, unless m is very small, the matrix in (1.1) is highly indefinite. This feature is a major challenge for iterative solvers such as Krylov subspace methods.
It has been noted by several authors (see [4, p. 23 ] for references) that, for solving linear algebraic systems, there is no harm in negating the second block row in (1.1), and using as system matrix
Symmetry has been abandoned but what, if anything, has been gained? First, the matrix A is positive semistable, i.e. all its eigenvalues have nonnegative real parts (even positive real parts in case B has full rank); see, e.g., [4, Theorem 3.6 ] for a proof. Moreover, it can be shown that there exists a "magic" hidden bilinear form with respect to which A is symmetric. As shown in this paper, this bilinear form is a proper inner product, if and only if the spectra of A and C are separated, and the norm of B is small enough. When this is satisfied, A is diagonalizable with nonnegative real eigenvalues. Thus, there exists a conjugate gradient (CG) method for solving linear systems with A. In retrospect, the idea of negating the second block row appears to be natural. If we had B = 0, then A would be positive semidefinite, while the matrix in (1.1) is indefinite. As B rises from zero, the moment comes when the eigenvalues of A are no longer real and/or A is no longer diagonalizable, but, until then, A is a nice matrix.
Some of the theoretical results in this paper, particularly those concerning the definiteness of the bilinear form, generalize previous work in [7] and [5] . In these papers the focus is on cases with C = 0. Moreover, unlike in [7, 5] , we provide an implementation of a CG method for solving linear systems with A. We thereby clarify some subtleties concerning the choice of the inner product for constructing a well defined CG method for A.
The paper is organized as follows. In Section 2 we analyze properties of the matrix A and the bilinear form with respect to which A is symmetric. In Section 3 we construct a CG method for solving linear systems with A, discuss when this method is well defined, and provide an efficient implementation. In Section 4 we discuss some practical issues in the context of our CG method, including the conditioning of the CG inner product matrix, error bounds, and preconditioning. In Section 5 we present some numerical experiments that show the effectiveness of the method. Concluding remarks close the paper.
In this paper I denotes the identity matrix (of appropriate size). The bilinear form defined by a (real) symmetric matrix G is denoted by (u, v) G ≡ v T Gu. In case G is positive definite, this bilinear form is an inner product, and the associated norm is given by u G ≡ (u, u)
G . In case G = I, i.e. the Euclidean inner product and norm, we skip the index and simply write (u, v) and u . A matrix M is called symmetric with respect to a (real) symmetric matrix G, or shortly
Of course, if G = I, we simply write symmetric and definite as usual.
2. Analysis of the matrix A. We consider a matrix A ∈ R (n+m)×(n+m) as in (1.2), with symmetric positive definite A ∈ R n×n , B ∈ R m×n of rank r ≤ m ≤ n, and symmetric positive semidefinite C ∈ R m×m . As shown in [4, Theorem 3.6] , the matrix A is positive semistable, meaning that all eigenvalues of A have nonnegative real parts. In case B has full rank m, the matrix A is positive stable, i.e. all its eigenvalues have positive real parts.
We start with a useful lemma concerning this matrix.
Lemma 2.1. Let the matrix
Proof. Item (1) follows by straightforward computation. Using (1), we see that
which implies (2a) by induction. Using (1) and (2a),
which proves (2b).
Item (1) in Lemma 2.1 shows that A is symmetric with respect to the symmetric indefinite matrix J . Our goal here is to determine whether there exists a symmetric positive definite matrix with respect to which A is symmetric. Our starting point is the relation (2b) in Lemma 2.1. It shows that A is symmetric with respect to any matrix of the form J p(A), where p is any polynomial. As shown by item (2a), any matrix of the form J p(A) is itself symmetric. Therefore it suffices to show conditions under which J p(A) is positive definite. Obviously, when p is of degree zero, this cannot be satisfied. Our ansatz will therefore be a polynomial p of degree one. Without loss of generality we may take the leading coefficient of p to be equal to one, and write our polynomial in the form p(ζ) = ζ − γ, for some yet to be determined parameter γ ∈ R. Hence we ask: When is
a positive definite matrix? The complete answer to this question is given in the following theorem. 
where λ min and λ max denote the smallest and largest eigenvalue, respectively, and
Proof. It is easy to see that M(γ) > 0 holds only if A − γI > 0, or, equivalently, λ min (A) > γ. If this holds, M(γ) is congruent to (A − γI) ⊕ S, where
Therefore, M(γ) is positive definite, if, and only if, λ min (A) > γ and S > 0. The second inequality is equivalent to
The matrix on the right hand side is positive semidefinite, which implies γI
which in turn is equivalent to (2.4).
From Theorem 2.2 we can derive some useful sufficient conditions that make M(γ) positive definite. 
, the right hand side of (2.5) is maximal, and (2.5) reduces to
Proof. A simple computation shows that
3) holds and the right hand side is less than one, which is equivalent to (2.5). The second part follows from another simple computation.
The conditions for positive definiteness of M(γ) yield sufficient conditions so that A is diagonalizable with a positive real spectrum.
Corollary 2.4. If there exists a γ ∈ R so that M(γ) is positive definite, then A has a nonnegative real spectrum and a complete set of eigenvectors that are orthonormal with respect to the inner product defined by M(γ). In case B has full rank, the spectrum of A is real and positive.
Proof. We know that the matrix A is M(γ)-symmetric. If M(γ) is positive definite, then M(γ) defines an inner product, and hence A has real eigenvalues and a complete set of eigenvectors that are orthonormal with respect to this inner product (see, e.g., [8, Chapter IX] ). Moreover, A is known to be positive semistable (positive stable if B has full rank), so that its eigenvalues indeed must be real and nonnegative (real and positive).
Our results above generalize several results that appeared in the literature: Fischer et al. [7] consider A with A = αI > 0 and C = 0. They show that A has a nonnegative real spectrum when 2 B < α, which in this case is equivalent to (2.6). Benzi and Simoncini [5, Section 3] consider (in our notation) a matrix M(γ) with A = A T > 0 and C = 0. In [5, Proposition 3.1] they show that M(γ) is positive definite when 4λ
Condition (2.6) with C = 0 is equivalent to 4 B 2 /λ min (A) < λ min (A). Therefore, (2.6) implies the sufficient condition given in [5, Proposition 3.1].
One of the conditions that make M(γ) symmetric positive definite is λ min (A) > γ > λ min (C), cf. (2.3). Hence, Corollary 2.4 only yields a condition for a (nonnegative) real spectrum of A when the spectra of A and C are separated. This separation appears to be essential, as seen by considering a two by two matrix of the form
This matrix has real eigenvalues (necessarily nonnegative) only when its discriminant (α − η) 2 − 4β 2 is nonnegative. Thus β must vanish if α = η, and, by extension to A, if the spectra of A and C overlap, i.e. λ max (C) ≥ λ min (A), and B = 0, it is most unlikely that the spectrum of A is real.
The discriminant condition we just have derived turns out to be a special case of [5, Proposition 2.5] . In that result the matrix A is assumed to be of the form (1.2) with C = ηI > 0. If A ∈ R 2×2 , then the condition that both eigenvalues of A are real
Next let us consider a more representative matrix
Here λ min (A) = 1, B has full rank, B = |β|, and λ max (C) = 3η. By (2.6), A is diagonalizable with a positive and real spectrum when
For η = 1/12 the above condition is |β| < 3/8 = 0.375, while MATLAB [12] shows that A has five distinct real and positive eigenvalues for |β| as large as 0.405. For larger |β|, A has nonreal eigenvalues. On the other hand, if we choose β = 1/2, then the above condition is not satisfied for any η ≥ 0, and indeed a MATLAB computation reveals that the matrix A is not diagonalizable for η = 0, and has nonreal eigenvalues for η > 0. Therefore, the sufficient condition (2.6) cannot be relaxed, in general.
3. Construction of a conjugate gradient (CG) method. In this section we construct a CG method for solving linear systems with the matrix A.
3.1. The (generic) CG method. As a starting point we consider the following (generic) statement of the CG method based on a given inner product (u, v) G = v T Gu for solving a linear system of the form M x = b.
This algorithm is the unpreconditioned version of the algorithm Omin stated in [2, (4.1a)-(4.1g)]. In case M = M T > 0 and G = M , it corresponds to the classical Hestenes and Stiefel implementation of CG [10] . Its requirements and most important properties are summarized in the following result (see [2] for proofs and further details). Theorem 3.2. Suppose that the matrix G is symmetric positive definite and hence defines an inner product. If the matrix M is G-symmetric and G-definite, then (until convergence) the CG method stated in Algorithm 3.1 has the following properties:
(1) The iterates and residuals satisfy
where
(4) The method is optimal in the G-norm, i.e.
x − x i+1 G = min
where π i+1 denotes the set of polynomials of degree at most i + 1 and with value one at the origin.
When the assumptions of Theorem 3.2 on M and G are satisfied, and hence the assertions (1)-(4) hold, we say that Algorithm 3.1 is well defined for M and G. Remark 3.3. In case M is G-symmetric and G-semi definite (i.e. M is singular), Algorithm 3.1 may still be well defined. However, this will not hold globally for any right hand side b, but just for b ∈ Range(M ), so that a solution of the linear system exists. Details of the CG method for singular matrices are well discussed in [3, Section 11.2.8] .
Note that the numerator of α i in (3.1) contains the unknown solution vector x. Therefore an essential practical requirement for the CG method, that is not mentioned in Theorem 3.2, is that the inner product matrix G must be chosen so that the scalar α i is computable. In the classical CG method of Hestenes and Stiefel, the system matrix M is assumed symmetric positive definite, G = M , and then
which is a computable quantity.
A CG method for A.
From now on we assume that we are given a linear system of the form Ax = b where A is as in (1.2) with A = A T > 0, full rank B, and C = C T ≥ 0. Generalizations of the following algorithms and results may be easily obtained for rank deficient B, cf. Remark 3.3, but here we have opted for a clean rather than the most general presentation.
A CG method for solving this system requires a symmetric positive definite matrix defining an inner product. To make this CG method well defined, the matrix A and the inner product matrix should satisfy the assumptions of Theorem 3.2. Moreover, the inner product matrix must be chosen so that α i is computable. The latter requirement is not satisfied by the matrix M(γ) in (2.2), since for this matrix we cannot evaluate the quantity (x − x i , p i ) M(γ) unless we know the solution vector x. Therefore, even if M(γ) is positive definite, this matrix cannot be used in Algorithm 3.1 to give a computable CG method for solving Ax = b. Remark 3.4. As mentioned above, our problem has been studied previously in [7] (A with A = αI > 0, C = 0) and [5] (A with A = A T > 0, C = 0). In our notation, it is suggested in [7, p. 532] 
To make α i computable, our choice for the inner product will be the matrix M(γ)A. From item (2b) in Lemma 2.1 we know that this matrix is symmetric. The following result gives a sufficient condition when this matrix is positive definite. 
which means that A k is normal with respect to the symmetric positive definite matrix M(γ). A result of Givens [9, Theorem 2] implies that the M(γ)-field of values of A k , i.e. the set of all
is equal to the convex hull of the eigenvalues of A k . Since all eigenvalues of A k are real and positive (cf. Corollary 2.4),
Therefore (M(γ)A k u, u) > 0 for all u = 0, which shows that M(γ)A k is symmetric positive definite.
We now derive expressions for α i and β i+1 in Algorithm 3.1, in case M(γ)A is positive definite and chosen as the inner product matrix. Lemma 3.6. Suppose that the (symmetric) matrix M(γ) is positive definite. Then Algorithm 3.1 is well defined for M = A and G = M(γ)A, and (until convergence) the scalars α i and β i+1 , can be computed as
Proof. Since M(γ) is positive definite, M(γ)A k is symmetric positive definite for all k ≥ 0 (cf. Theorem 3.5). In particular, M(γ)A is symmetric positive definite and hence defines an inner product. Moreover, M(γ)A 2 = (M(γ)A)A is symmetric positive definite, which means that A is both M(γ)A-symmetric and M(γ)A-definite. Therefore, the assumptions of Theorem 3.2 are satisfied, and Algorithm 3.1 with M = A and G = M(γ)A is well defined.
It is easy to see that for i ≥ 0 the denominator of α i in (3.1) is equal to (Ap i , p i ) M(γ) . For i = 0, the numerator of α i is equal to
showing that (3.6) holds for i = 0. For i ≥ 1 we use (3.5) and the orthogonality relation in item (3) of Theorem 3.2 to obtain
which proves (3.6) for i ≥ 1. Note that α i = 0 for i ≥ 0. Next, we consider the numerator of β i+1 , i ≥ 0, in (3.4). Here we use (3.3) and again the orthogonality relation in item (3) of Theorem 3.2 to obtain
Therefore,
which completes the proof.
3.
3. An efficient implementation. In step i of Algorithm 3.1 with M = A and G = M(γ)A, we can compute the scalars α i and β i+1 as shown in (3.6) and (3.7), respectively. We will now show how to replace the M(γ)-inner products by Jbilinearforms. Since M(γ) = J A − γJ , cf. (2.2), we have for all vectors u, v ∈ R n+m ,
and, since A is M(γ)-symmetric,
Hence to compute α i and β i+1 , the main work lies in evaluating the bilinear form (u, v) J , which is not more expensive than evaluating the Euclidean inner product (u, v). Note that we need to have available both Ar i and Ap i . To avoid the necessity of computing both matrix-vector products in every step, we store two additional vectors, namely y i = Ar i and w i = Ap i . The former is computed by multiplying A against r i . The latter is computed via an additional recursion in the following way: Multiplying (3.5) by A yields
The complete algorithm looks as follows. 
Since the denominator of β i+1 is equal to the numerator of α i , this quantity only has to be evaluated once in every step. When these scalars are stored, each step of Algorithm 3.7 requires four evaluations of the bilinear form (u, v) J , compared to two evaluations of the inner product (u, v) G in the (generic) CG method stated in Algorithm 3.1. In addition, Algorithm 3.7 requires two more vectors of storage and one more recurrence, namely (3.16), than Algorithm 3.1. We summarize the theoretical requirements and properties of Algorithm 3.7 in the following result. 4. Practical issues. In this section we discuss several practical issues concerning our CG method in Algorithm 3.7.
The condition number of M(γ).
While Algorithm 3.7 is based on the inner product defined by M(γ)A, we actually compute the scalars α i and β i+1 using the inner product defined by M(γ), cf. (3.6) and (3.7). Therefore it is of interest to estimate κ(M(γ)), the condition number of M(γ), in order to assess the numerical stability of the method. 
Proof. By assumption, the matrix M(γ) permits the factorization
Since (2.5) holds we have ξ > 0, and hence the right hand side is less than one. For any congruence M = F HF T ,
and therefore
which concludes the proof.
The bound (4.1) indicates a relation between κ(M(γ)) and the sufficient condition (2.5) for positive definiteness of M(γ): With larger ξ, the bound on the condition number of M(γ) becomes smaller, and vice versa.
The best choice of γ is the one that minimizes κ(M(γ)), but γ =γ as in Corollary 2.3 is a more accessible substitute. For this choice, and the corresponding value of ξ =ξ, (4.1) implies that
In the special case C = 0, (4.2) simplifies to
In this case, Benzi and Simoncini [5, Corollary 3.2] have estimated κ(M(γ)) as
.
From (2.7), it is easy to see that the denominator on the right hand side is bounded from below by λ min (A) − 2 B , so that the resulting upper bound on the right hand side corresponds to our bound up to a constant factor of two.
Error bounds.
When the matrix M(γ) is positive definite, the CG method in Algorithm 3.7 is optimal in the (M(γ)A)-norm, see item (4) in Theorem 3.2. We know that A is (M(γ)A)-symmetric (cf. Theorem 3.5), and hence A has a complete set of eigenvectors that are orthonormal with respect to the inner product defined by M(γ)A (cf. the proof of Corollary 2.4). Hence we may write
Suppose that x 0 is an initial guess for the solution of Ax = b, and write the initial error as x − x 0 = Yv, for some vector v ∈ R n+m . Then the (M(γ)A)-norm of the ith error satisfies (cf. item (4) in Theorem 3.2)
Here Λ(A) denotes the (real and positive) spectrum of A. The bound (4.3) and its derivation is completely analogous to the standard convergence bound for the classical CG method in case of a symmetric positive definite system matrix M and error minimization in the M -norm. Estimation of the quantity min p∈π i max λ∈Λ(A) |p(λ)| using the eigenvalue distribution of A has been exhaustively done in the literature, see, e.g., [3, Chapter 13] . The important information given by (4.3) is that when the spectrum of A is clustered away from the origin, then fast convergence can be expected. This gives some indication on how to choose a preconditioner.
To get a computable estimate on the error that is minimized in every step, we use that A is (M(γ)A)-symmetric and (M(γ)A)-definite. In this case [1, Corollary 5.2] applies, and shows that
where (r i , r i ) M(γ) is the numerator of α i (and thus available in every step at no extra cost), cf. (3.6), and
Bendixon's Theorem [11, p. 69] yields
Of course, when C is singular, this estimate is useless. Close estimates for the eigenvalues of A may be obtained using parameters computed by the CG method itself. This gives a convergence bound that becomes tighter during the run of the method. We will not discuss this approach here, and refer the interested reader to [1, Section 7] .
We next relate the (M(γ)A)-norm of the error to the Euclidean norm of the residual, which is often used as a stopping criterion for the CG method (even though this quantity is not minimized, and may strongly oscillate during the iteration). Since
where σ min (A) denotes the smallest singular value of A. In particular, for γ =γ as in Corollary 2.3,
We see that if A is not too ill conditioned, then the Euclidean norm of the residual gives a reasonable bound on the (M(γ)A)-norm of the error. 
has full rank, and C = L −1 CL −T is symmetric positive semidefinite. We can therefore apply Corollary 2.3 to A, which shows that this matrix is diagonalizable with real and positive eigenvalues whenever
When α is chosen large enough, this condition is satisfied, even for the trivial block diagonal preconditioner with K = I and L = I, i.e. when (4.6) amounts to a scaling of the saddle point matrix. Therefore we may, at least theoretically, transform by scaling any saddle point matrix of the form (1.1) with A = A T > 0, full rank B, and C = C T ≥ 0, into a matrix of the form (4.6) for which Algorithm 3.7 represents a well defined CG method.
Of course, if B ≫ λ min ( A), then α must be chosen very large, and this might cause numerical problems, or may be incompatible with the application at hand. For example, in case of an equality-constrained optimization problem, where B represents the constraints (see [4, Section 1.1]), scaling with a very large α transforms the original saddle point matrix (in the limit α → ∞) into one that represents an unconstrained problem.
Ultimately, it depends on the properties of the specific application whether scaling can be applied or not. Nevertheless, it is instructive to consider the case of exact block diagonal preconditioning, i.e. A = KK T and −S = LL T . A simple computation shows that in this case
Since C ≥ 0, we have I ≥ B B T , and thus B ≤ 1 and λ max (I − B B T ) ≤ 1. Consequently, 2α B + λ max ( C) ≤ 2α + 1 , leading to the sufficient condition α 2 > 2α + 1, or α 2 − 2α − 1 > 0.
Lemma 4.2. Suppose that the matrix A in (4.6) is the result of exact block diagonal preconditioning as described above. If α > 1 + √ 2, then A is diagonalizable with real and positive eigenvalues.
In the special case C = 0, we have C = 0, and the condition on α simplifies to α > 2, which is the result shown in [5, Section 5.1].
Numerical examples.
In this section we present results of numerical experiments with test problems generated by the MATLAB [12] package Incompressible Flow Iterative Solution Software (IFISS) [13] . We use the driver stokes testproblem of this code with default options to set up a stabilized discretization of a Stokes equations model problem 1 , resulting in a linear system of the form
where A = A T > 0 is of order n = 578, C = C T ≥ 0 is of order m = 256, and, by construction, rank(B) = m − 2 = 254. To agree with the notation used in [6] , we have written out the stabilization parameter 1 4 explicitly. The system matrix is of order n+m = 834 and of rank n+m−1 = 833. However, the system is consistent, and the singularity of the system matrix represents no difficulty for the iterative methods considered here. Other parameters relevant for our context, and computed using MATLAB's eig routine, are: 
(computed using MATLAB's eig and cond). We negate the second block row in (5.1) to obtain
We now apply MATLAB's build-in MINRES algorithm to (5.1) and our Algorithm 3.7 to (5.2) (both with x 0 = 0). The resulting convergence characteristics are shown in 2) using the MATLAB backslash operator). Clearly, Algorithm 3.7 is competitive with MINRES, which is optimal for the linear system (5.1) in the sense that it minimizes the Euclidean norm of the residual over the Krylov subspace generated by the system matrix and the right hand side. In fact, the convergence of the Euclidean residual norms of Algorithm 3.7 slightly outperforms those of MINRES. Note, however, that the Euclidean residual norms of Algorithm 3.7 are not monotonically decreasing; they do not satisfy a minimization property. On the other hand, the (M(γ)A)-norm of the error is monotonically decreasing, and in this example it is very close to the Euclidean residual norm. Moreover, a good estimate of this norm is given by (r i , r i ) M(γ) / (b, b) M(γ) , a quantity that is available at no additional cost during the iteration.
To obtain a larger test example we again use stokes testproblem, but this time we choose the grid parameter 6 in IFISS, resulting in a 64 × 64 grid, and system dimensions n = 8450 and m = 4096. In this case the computation of the exact eigenvalues is rather expensive, and so we only compute estimates in MATLAB:
normest(A) = 3.9965, λ min (A) ≈ 0.0048 (estimated using eigs with maxit=20), normest( 6. Concluding remarks. We have considered the idea of negating the second block row in a saddle point system, which leads to an unsymmetric but positive (semi)definite, rather than symmetric but indefinite system matrix. We have generalized previous results on the definiteness and conditioning of the bilinear form with respect to which the unsymmetric saddle point matrix is symmetric. In particular, we have included the case of a general positive semidefinite block C, while previous authors only considered the case C = 0.
We have derived an efficient CG method for solving the (unsymmetric positive definite) saddle point system. In numerical experiments we have seen that this method can outperform the MINRES method, which so far has been considered the standard solver for (symmetric indefinite) saddle point systems. We have discussed several practical issues concerning our new CG method, including conditioning of the inner product, error bounds, and preconditioning.
Our goal has been to present the theory and the algorithms in a clean and easily readable, rather than most general form. Many options for generalization and further analysis exist, and we hope that these will be explored in the future. In particular, further analysis is needed of the indefinite case, i.e. the practically relevant situation when γ has been chosen to yield an indefinite matrix M(γ). In very large scale applications, where only crude estimates of the relevant eigenvalues are available, such situation is not unlikely to occur.
