In image processing and computer vision, image segmentation plays a fundamental role since it can make images easier to analyze. However, noise is easily introduced into images and brings great challenges to image segmentation. This paper focuses on the segmentation problem of noisy images and proposes an efficient variational level set model based on adaptive local fitted image to handle it. By utilizing normalized local entropy and local means, an adaptive local fitted image is proposed and introduced into the data term to enhance the robustness of the model against noise. Then a penalty term is proposed to reduce the deviation of the adaptive local fitted image from the original image by punishing the difference between them, so as to guarantee the accuracy of segmentation results. Later, the total variational regularization term is introduced into the model, so the level set function can be smoothed and the effect of noise on the active contour can be further reduced. The energy functional of the whole model is convex rigorously, which can reach the minimum and should have good properties in noisy image segmentation. Numerous experiments on synthetic, natural, synthetic aperture radar and oil spill images demonstrate that the proposed model is strongly robust to different types and levels of noise, which indicates its good performance in noisy image segmentation.
I. INTRODUCTION
Image segmentation plays a fundamental and important role in image processing and computer vision, since it makes images easier to analyze [1] - [3] . Large numbers of methods, such as, clustering [4] - [6] , graph-cut [7] - [9] , machinelearning [10] - [12] and active contour [13] - [17] , have been used to solve the problem. However, none of them are universal and it is still a challenge to segment the images with noise, complex background or inhomogeneous intensity accurately.
Active contour models have been widely used because of their desirable advantages which are easy to formulate under the energy minimization framework, incorporate the prior knowledge and provide smooth contours as segmentation results [13] - [17] . According to the representation of contour curve, active contour models can be classified into The associate editor coordinating the review of this manuscript and approving it for publication was Mehul S. Raval . two categories. Parametric active contour models mainly use explicit representation of contour curves to extract object edges, so it has difficulties in handling the topological change of contour curves [13] . Geometric active contour models, also known as level set models, effectively solve this problem by implicitly representing the contour curve as the zero level set of a level set function and evolving the level set function by solving a partial differential equation under the curve evolution theory [15] - [17] .
According to the differences of image features and their combinations in the energy functional, existing level set models can be further classified into several groups: edgebased models [18] - [21] , edge/region-based models [22] , global region-based models [23] , [24] , local region-based models [25] - [28] and global/local region-based models [29] - [31] . Edge-based models, e.g., geodesic active contour (GAC) [14] , distance regularized level set evolution (DRLSE) [18] and weighted level set evolution (WLSE) [21] , use edge feature through an edge stop function based on gradient information to accurately converge to the target edges. However, they are sensitive to noise and have difficulties in handling images with no edges. Region-based models utilize regional descriptors to guide contour curves approaching desirable objects, which show good performance in the presence of no or weak edges. The well-known Chan-Vese (CV) [23] model is a classical global region-based model, which uses global regional descriptor and segment images with two different intensity homogeneous parts successfully, but is difficult to handle images with intensity inhomogeneity or complex background. Through incorporating geodesic curve into the CV model, the Geodesic-aided CV model [22] that combines the edge feature and the regional descriptor can be regarded as an edge/region-based model and raises the performance of the CV model on complex background. Local region-based models, e.g., regional scalable fitting (RSF) [25] , local intensity clustering (LIC) [27] , use local regional descriptors and effectively solve the intensity inhomogeneity problem in image segmentation. However, they are sensitive to the initial contour and fall into local minima easily. Global/local region-based models, such as, local Chan-Vese (LCV) [29] , global and local weighted signed pressure force (G/L WSPF) [31] , solve the problems through combing global and local regional descriptors. However, these models mainly reduce rather than completely solve these problems.
The aforementioned classical models achieve great success in image segmentation. However, their energy functionals are non-convex, so level set functions may fall into local minima and result in unexpected segmentation results. To handle this problem, numerous research results [32] - [36] have been proposed to achieve the global minimum of energy functional. Global Chan-Vese (GCV) [32] compute the global minimum by proposing a convex relaxation method and then global convex segmentation (GCS) [33] implements it through incorporating a weighted total variational term into the GCV model. Lee-Seo (LS) [34] obtains a stationary global minimum by avoiding local minima through using two shifted Heaviside function into the CV model. Recently, convex variational level set (GCoV) [35] and indirectly regularized variational level set model (IRLSM) [36] have been proposed, whose energy functional can be proved convex rigorously and provide a specific global minimum.
Noise is easily introduced into the image, which brings great challenges to image segmentation [37] . Generally speaking, it may affect the gradient information of traditional edge-based models and result in poor segmentation results. Recent edge-based models, e.g., improved DRLSE [20] and weighted DRLSE [37] , introduce local statistical information (e.g., local fitting mean, local fitting variance, local entropy and local standard deviation) into their energy functional, respectively, which raise their performance in noisy image segmentation. Noise in region-based models may affect the data term which drives active contour toward desired objects, so it is important to select a proper data term in noisy image segmentation. Xie et al. [38] presents an improved local region-based model for noisy image segmentation by defining a data fitting energy based on the difference between the local average intensity and the global intensity mean. Niu et al. [39] presents a novel region-based model by introducing a local similarity factor, which can extract the object boundary accurately while guaranteeing certain noise robustness. Wu et al. [40] proposes a novel region-based model by incorporating kernel metric and fuzzy logic, which can detect the boundaries precisely and work well on the images in the presence of noise, outliers and low contrast. Liu et al. [41] proposes a robust variational model through involving the kernel metric based on the Gaussian radial basis function, which can adaptively emphasize the contribution close to the mean intensity value inside (or outside) the evolving curve. Liu et al. [42] proposes a binary level set variational model to segment the images with impulse noise, in which the contour is implicitly represented by a binary level set function and the energy functional is consists of a data term defined by L 1 -norm metric, a regularization term defined by Dirichlet energy of level set function and a penalty term punishing the deviation of level set function from binary function.
In this paper, we propose a variational level set model based on an adaptive local fitted image to handle the segmentation problem of noisy images. We first propose an adaptive local fitted image based on the normalized local entropy and local means, and use it in the data term to enhance the robustness of the model against noise. Then, to reduce the deviation of the adaptive local fitted image from the original image, a penalty term is proposed to punish the difference between them, which guarantees the accuracy of segmentation results. Later, the total variational regularization term is introduced to smooth the level set function and further reduce the effect of noise. Whole energy functional of the proposed model is convex rigorously, so it can reach the minimum in theory and shall have good performance in noisy image segmentation. Numerous experiments on synthetic, natural, synthetic aperture radar (SAR) and oil spill images demonstrate that the proposed model is strongly robust to different types and levels of noise and manifests good performance in noisy image segmentation. The sections of this manuscript are organized as follows: some related works are introduced in section 2; the principle of the proposed model is illustrated in section 3; experimental results and discussions are shown in section 4; and a summary of this manuscript is given in section 5.
II. RELATED WORK A. CHAN-VESE MODEL
Let I be an image and C be a contour which separates the image domain into two parts: 1 = inside(C) and 2 = outside(C). When the contour C is implicated as the zero level of level set function, the well-known C-V model [23] can be expressed as the minimization of the following energy functional
where λ i , µ, ν are positive parameters, c i is the average intensity in the image subregion i , ϕ is a level set function,
is Heaviside function, and is approximately represented by the following smooth function in the implementation
And the derivative of H ε (·) is
Minimizing the energy functional E CV (ϕ) with respect to the average intensity c i for fixed level set function ϕ, the average intensity c i can be obtained as
The C-V model can effectively segment binary (approximately) images within no or weak object edges. It is also insensitive to noise and initialization because of using the global image information. However, it is very difficult to handle images with intensity inhomogeneity. Additionally, if images have high level noise, its energy functional may also fall into local minima so as to result in unexpected segmentation results.
B. REGIONAL SCALABLE FITTING MODEL
To overcome the difficulties of intensity inhomogeneity in image segmentation, Li et al. [25] proposed the RSF model through utilizing the local image information by introducing a kernel function. Let C be a contour separating the image domain of image I into two parts: 1 = inside(C) and 2 = outside(C), when it is implicitly represented as the zero level set, the whole energy functional of the RSF model is defined as follows
where λ i , ν, µ are positive constant coefficients, f i (x) is the fitting value that approximates image intensity in i , M i (ϕ) and H (·) are the same function as those in section II.A, G σ (x − y) is the two dimensional Gaussian kernel function with scale parameter σ and is defined as
Minimizing the energy functional E RSF (ϕ, f 1 , f 2 ) with respect to the fitting values f i (x) for fixed function ϕ, the fitting values f i (x) can be obtained as
VOLUME 8, 2020 The fitting values f i (x) can be seen as the weighted averages of image intensities with G σ (x − y) as the weighted assigned to each intensity I (y) at y. Because of the property that the Gaussian kernel G σ (x − y) decreases drastically to zero as y goes away from x, roughly speaking, the kernel function G σ (x − y) is effectively zero when |x − y| > 3σ , so the contribution of intensity I (y) to the fitting values f i (x) decreases and approaches to zero as the point y goes away from the center point x, and only the intensities in the neighborhood {y : |x − y| < 3σ } are dominant in the fitting values f i (x).
The RSF model effectively solves the problem of intensity inhomogeneity and can segment the images with intensity inhomogeneity well. However, its segmentation result is sensitive to the initial contour and its active contour fall into local minima easily.
C. LOCAL IMAGE FITTED MODEL
Based on the assumption that a given image I can be simply reconstructed by the internal region mean m 1 and the external region mean m 2 in a local region, the local image fitted (LIF) model is proposed in [26] by utilizing the local fitted image with the local intensity averages m i , and the LIF energy is defined as below
where I LFI (x) is the local fitted image as the approximation of the given image I (x) in a local region, and is given by
where m 1 and m 2 are intensity averages in the local region and is obtained as
where W σ,k is the Gaussian window with standard deviation σ and radius k. By restricting the difference between the local fitted image and the original image, the LIF model achieves a similar segmentation accuracy as the RSF model for images with intensity inhomogeneity. However, it only needs less computational time in the iterative calculation of level set evolution through utilizing the Gaussian filter to smooth the level set function ϕ. But due to the application of the Gaussian smoothing filter, it may ignore some details in the segmentation of image objects, which may result in poor segmentation results, especially when the images have small objects.
D. INDIRECTLY REGULARIZED VARIATIONAL LEVEL SET MODEL
Be composed of a data term for the level set function, a regularization term for an auxiliary function, and a link term between the level set function and the auxiliary function, the whole energy functional of indirectly regularized variational level set model (IRLSM) [36] is defined as below
The first term E D (I , ϕ) on the right side of formula (11) is the data term which separates objects from the background, and its energy functional is defined as
where c 1 and c 2 are constants obtained by minimizing the data term E D (I , ϕ) with fixed ϕ, and can be given by following function
The second term E L (ϕ, ψ) is the link term which can guarantee the level set function ϕ not be far away from the auxiliary function ψ in the iterative process. To measure the similarity between the level set function ϕ and the auxiliary function ψ, the energy functional of the link term E L (ϕ, ψ) is defined as below
The third term E R (ψ) is a direct regularization term for the auxiliary function ψ, so as to penalize the oscillation of the level set function ϕ indirectly by the link term E L (ϕ, ψ), and VOLUME 8, 2020 its energy functional is chosen as
The whole energy functional of (11) has been proved convex in L 2 ( )×W 1,2 ( ) rigorously and the convergence analysis of the alternating minimization algorithm which solves the model has also been demonstrated. Both in theoretical analysis and in experimental verification, the indirect regularization show more advantages over the direct regularization.
Besides, the IRLSM can also handle images with noise, angle or weak edges.
III. THE PROPOSED MODEL A. ADAPTIVE LOCAL FITTED IMAGE
For traditional level set models [23] - [36] , since their energy functionals are mainly based on the single pixel intensity of image, they have difficulties in achieving satisfactory segmentation results for the images corrupted by noise, especially when the noise level is high. In Ref [25] , the intensity of image pixels in a small local region is assumed to be intensity-homogeneous. That is to say, for an arbitrarily given center pixel, the intensity of the pixel in its small neighborhood is very close to that of this center pixel. Thus, the average value of them is also close to the intensity of the center pixel. This implies that local means for a center pixel can be used to replace the intensity of the center pixel in the construction of the energy functional, so as to enhance the robustness of the model against noise. VOLUME 8, 2020 which are internal local mean f i (x), external local mean f o (x) and local mean f g (x) can be achieved depending on this local region set. On the basis of the above assumption, the intensity of the pixel x can be approximately represented by the three local means, and the image I can also be reconstructed by the three local means when x traverses the entire image domain .
Note that the local fitted image I LFI (x) in LIF model [26] has included the internal local mean f i (x) and the external local mean f o (x), so the image I can be approximately reconstructed by I LFI (x) and another local fitted image relating to f g (x). In this paper, an adaptive function is used to obtain the weights of them and then the image I is approximately reconstructed as below (16) where I GFI (x) is the local fitted image relating to f g (x), and this paper selects Gaussian filtering image since it can be achieved by the formula I GFI (x) = K σ (x) * I easily. En nor (x, x ) is the normalized local entropy defined in [37] with following form
where the grey level distribution p(y, x ) is given by
It is easily seen that the weights of the two local fitted images are adaptively determined by the normalized local entropy, so we call the reconstruction image I REC (x) as the adaptive local fitted image. According to the analysis of the normalized local entropy in [37] , both En nor (x) and 1 − En nor (x) can be guaranteed to be positive and the value is within [0, 1]. Therefore, the adaptive local fitted image I REC (x) has following properties:
(1) When the point x locates in the smooth region, the local fitted image I LFI (x) occupies the dominant role in adaptive local fitted image I REC (x). Since the calculation of I LFI (x) is based on the active contour and uses more information of other pixels in the neighborhood of center point x, the image I REC (x) reflects the dynamic information of active contour in time and the probability of the active contour falling into the local minima can be reduced.
(2) When the point x nears an object edge, the local fitted image I GFI (x) plays the dominant role in I REC (x). Because the image I GFI (x) retains more details of the original image through using a compact Gaussian kernel, the active contour will converge to the target edge more accurately.
B. DATA ENERGY TERM BASED ON ADAPTIVE LOCAL FITTED IMAGE
Using the adaptive local fitted image I REC (x) to replace the original image I , we modify the data term of the IRLSM model. Thus, the energy functional for the data term in our model is given as
where λ is a positive weight constant, c 1 and c 2 are constants defined in the IRLSM model [36] and are given by the formula (13) .
Keeping the adaptive local fitted image I REC (x) fixed and referring to the theorem proof in the IRLSM, it is easy to prove that the energy functional in the formula (18) is convex form and the level set function ϕ tends to converge at {−1, 1}. Thus, the energy functional can achieve the global minimum and should have good performances in image segmentation. Due to using the adaptive local fitted image to replace the original image, and the less sensibility of local statistical information to noise than that of single pixel information, the energy functional in the formula (18) should have better performances to segment objects from the background in noisy image segmentation.
Note that if we minimize the energy functional E (I REC (x) , ϕ) with fixed ϕ and I REC (x), the constants c 1 and c 2 should be achieved by the following function
Here, the reason why we use the formula (13) instead of the formula (19) in the calculation of (18) is that we expect to reduce the effects of the error caused by using adaptive local fitted image instead of the original image. The definition in formula (20) clearly shows that when I REC (x) is equals to I or ϕ is equals to 0, the energy functional can achieve the minimum. However, from our observations in experiments, we find that the level set function of pixel points hardly converge at 0 steadily. Conversely, the level set function ϕ strongly tends to converge at {−1, 1} so that ϕ 2 increases and approaches 1. Assumed that the level set function converge at {−1, 1}, the energy functional will degenerate to (I REC (x) − I ) 2 dx since ϕ 2 are equal to 1. Therefore, the minimization of this functional will require that the adaptive local fitted image approaches and equals to the original image. In fact, if we minimize the energy functional under the condition that ϕ 2 increases, the adaptive local fitted image is still required to be as close as possible to the original image. Therefore, the minimization of the energy functional can penalize the difference between adaptive local fitted image and original image, and can further reduce the adverse effects caused by using the adaptive local fitted image instead of the original image. Besides, the energy functional can be proved convex when the adaptive local fitted image I REC (x) is fixed.
D. VARIATIONAL LEVEL SET MODEL BASED ON ADAPTIVE LOCAL FITTED IMAGE
To avoid the oscillation of active contour curves, it is necessary to regularize the level set function in the evolution process of the level set. Several regularization terms, e.g., length regularization term [23] , distance regularized level set evolution term [18] , total variational (TV) regularization term [32] and H 1 regularization term [43] , have been used to solve this problem in level set methods. However, it is noted that they should be chosen and used properly depending on the regularized requirement in practical application. In this paper, the total variational regularization term is chosen as the regularized term because of the following two reasons. One major reason is that it is able to achieve the minimum in theory because its energy functional can be proved convex rigorously. The other reason is that it can more effectively help the proposed data term to reduce the effect of noise. The support for this reason is showed in FIGURE 3, which are segmentation results on a synthetic image when no, H 1 and TV terms are chosen as the regularized term, respectively. Here, we give the energy functional of the TV regularization term as below
Through combining the data energy term E (I REC (x) , ϕ), the penalty term E pen (I REC (x) , I , ϕ) and the total variational regularization term E R (ϕ), a variational level set model is proposed, which should have better performances in noisy image segmentation. The total energy functional of the proposed model is given as
where υ and µ are positive weight constants for the penalty term and the TV regularization term, respectively. Since the energy functional of each term is defined as a convex function and its weight is positive, the total energy functional E (ϕ) is convex according to the properties of convex function in Mathematics. Therefore, it can achieve the global minimum so that the proposed model can provide better segmentation results in noisy image segmentation.
E. NUMERICAL IMPLEMENTATION
Keeping the adaptive local fitted image I REC (x) and the two constants c 1 , c 2 fixed, we minimize the total energy functional E (ϕ) in the calculus of variations with respect to the level set function ϕ, the gradient flow equation of the functional E (ϕ) can be obtained as
where div(·) is the divergence operator. The first term on the right side of formula (23) associates with the data energy term E (I REC (x) , ϕ), which aims to separate objects from the background in level set evolution.
The second term associates with the penalty term E pen (I REC (x) , I , ϕ), which can reduce the adverse effects caused by using the adaptive local fitted image instead of the original image further. The third term associates with the regularized term E R (ϕ), which not only smooths the level set function in the evolution of the level set, but also further reduces the effect of noise on the contour curve under the influence of the first term. However, at the beginning of level set evolution, the level set function should be initialized so as to provide an initial contour curve. In this paper, we initialize level set function as below
where c 0 is a constant and 0 is a subregion of image domain .
In summary, the main steps for the proposed model achieving an image segmentation result can be given as
Step 1: input original image I , initialize level set function by formula (24); Step 2: calculate I GFI (x) by formula I GFI (x) = K σ (x) * I and calculate normalized local entropy by formula (17);
Step 3: calculate m i by formula (10) and then calculate local fitted image I LFI (x) by formula (9);
Step 4: calculate adaptive local fitted image I REC (x) by formula (16);
Step 5: calculate c 1 and c 2 according to formula (13);
Step 6: update level set function according to formula (23);
Step 7: repeat step 3-6 until level set function is stable or total iteration steps reach limit.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, various experiments tested on synthetic, natural, synthetic aperture radar (SAR) and oil spill images are shown to validate the effectiveness and robustness of the proposed model in noisy image segmentation. Classical models, e.g., CV [23] and LS [34] , and the state of the art models, e.g., IRLSM [36] , VMKM [41] , and BLSVM [42] , are taken as baseline models to compare and provide a performance evaluation. All experiments are performed on a computer with 3.30GHz Intel Core i5 CPU and 8GB RAM, purely datadriven and use a same initialized contour curve.
Main parameters for the evaluated models, e.g., data term coefficients λ, λ 1 , λ 2 , regularization (or link) term weights υ, µ, total iteration step N , time steps t, t 1 and parameter of Heaviside function ε, their values are given in TABLE 1. Note that the values mainly refer to their corresponding literature and source codes, and are only used as baseline values. Let us recall that our model is based on the adaptive local fitted image. In fact, it is further determined by the two local fitted images I GFI (x) and I LFI (x). In this paper, the parameter of Gaussian kernel function is set as σ = 1.25 for the local fitted image I GFI (x) and σ = 1.5 for the local fitted image I LFI (x). Besides, the neighborhood size of the normalized local entropy is set as 7 × 7.
Evaluation experiments are first performed on a synthetic image. The accuracy of the segmentation results in the experiments is measured by the percentage of correctly classified pixels. Two objective metrics, e.g., Dice Similarity Coefficient (DSC) [44] and Ratio of Segmentation Error (RSE) [45] , are adopted to provide a performance evaluation for all models. Let S1 represent the true foreground and S2 represent the segmented foreground, the two metrics are defined as where N(·) indicates the number of pixels in the enclosed region and denotes the image domain. The closer the DSC values to 1 and RSE values to 0, the better the segmentation results. A perfect segmentation result will give DSC = 1 and RSE = 0.
To test the robustness of all evaluated models against noise, three types of noise, e.g., Salt & Pepper noise, Gaussian noise (zero mean) and Speckle noise, are added to the synthetic image. Additionally, each type of noise has been added randomly and tested at different levels so as to validate the effectiveness of these models in noisy image segmentation. It can be seen that CV, LS and IRLSM obtain perfect segmentation results when the synthetic image has no noise. Meanwhile, visual segmentation results and objective evaluation values of VMKM, BLSVM and our model are close to those of perfect segmentation. In fact, if we choose more suitable parameters for them, e.g., reducing the value of µ and σ , they also can obtain the perfect segmentation. Both FIGURE 4 and TABLE 2 also indicate that the segmentation results of all evaluated model begin to become poor along with the noise level of the added Salt & Pepper noise increases. The comparison models, e.g., CV, LS and IRLSM cannot avoid the existence of noise points when the noise level is low, and fail to segment the noisy images when the noise level is high. The VMKM model obtains better segmentation results when the noise level is low but provides the worse segmentation results when the noise level is high.
On the contrary, both BLSVM and our model provide desired segmentation results for low noisy images and relatively precise segmentation results for high noisy images.
Since the BLSVM model use median instead of mean, its segmentation results in the experiments are better than ours.
Experimental results when the synthetic image has been added different levels of random Gaussian noise (zero mean) and random Speckle noise are shown in FIGURE 5 and FIGURE 6, respectively. Accurate DSC and RSE values corresponding to the segmentation results are provided in TABLE 3. These experimental results indicate that when the level of Gaussian noise and Speckle noise is very low, e.g., the level of 0.01, all evaluated models provide better segmentation results for the synthetic image. For other noise levels, CV, LS and IRLSM fail to segment the noisy images. In the meantime, both VMKM and BLSVM provide desired segmentation results when the noise level is 0.05 (Gaussian noise) or 0.04 (Speckle noise). Besides, BLSVM provides relatively accurate segmentation results when the noise level is 0.10. But for the remaining noise levels, VMKM and BLSVM fail to segment the noisy images. On the contrary, our model provides desired segmentation results when the noise level is low and relatively accurate segmentation results when the noise level is high.
Above-mentioned experimental results and analysis illustrate that our model effectively segment the images with different kinds and levels of noise, so they can prove the effectiveness and robustness of our model against noise to a certain extent. To validate the effectiveness of our model in noisy image segmentation more comprehensively, a large number of experiments are subsequently performed on natural images [46] , synthetic aperture radar images and oil spill images [42] . And in order to verify the robustness of the model against noise more effectively, same operations as in the synthetic image are implemented on these real images; that is to say, different kinds and levels of noise are also added to these images. Since the ground truth of natural images have been given in [46] , we use DSC [44] to provide the objective performance evaluation for all evaluated models in the experiments of them. FIGURE 7 and FIGURE 8 show visual segmentation results and DSC values for the test natural images, respectively. It is easily seen that our model manifests higher segmentation accuracy for the majority of natural images when they have no noise. According to the object size, the contrast between the object and the background, we divide the real images two sets.
The images in the first set have large objects and relatively obvious contrasts, so the intensities of the added noise contain more levels, especially including several higher levels. The images in the second set mainly have small objects and very low contrasts, so the intensities of the added noise will not be as high as those of the first set. 13 and FIGURE 14 display some visual experimental results for these real images, respectively. As shown in these six figures, CV, LS and IRLSM fail to segment the noisy images when these real images have been influenced by noise. VMKM provides relatively accurate segmentation results when the noise level is low, but its visual segmentation results indicate that these results have several noise points or small noise regions. BLSVM manifests desired segmentation results when the noise level is low or the noise type is Salt & Pepper noise. But for the remaining noise experiments, VMKM and BLSVM also fail to segment the noisy images. On the contrary, both the DSC values and the visual results demonstrate that our model provides desired segmentation results for these real images when the noise level is low. Besides, when the noise level is high, it still provides relatively accurate segmentation results for them.
On the whole, our model provides higher segmentation accuracy and more accurate segmentation results for these real images than the comparison models. However, it should be pointed out that if an image has an obvious intensity inhomogeneity, such as the image of IDs dsc04575, the low DSC values of its segmentation results when the noise level is very high indicate that our model may not provide satisfactory segmentation results under such circumstances.
For the second set of natural images, when they have been added different types and levels of noise, their contrast curves of DSC values and average DSC values are shown in FIGURE 15 , and some visual experimental results are shown in FIGURE 16, FIGURE 17 and FIGURE 18 , respectively. These experimental results clearly show that the segmentation results of our model are better than those of the comparative models in term of both accuracy and vision. These results also confirm a similar conclusion for the second set of natural images as the first set of natural images. However, since the second set of natural images have small object and low contrast, they are more easily to be affected by noise. Therefore, their experimental results are not as accurate as those of the first set of natural images, which also can be validated by DSC values in FIGURE 15 and visual results in FIGURE 16, FIGURE 17 and FIGURE 18 . But for the experimental results of our model, they are still relatively accurate and much better than those of the comparative models. This implies that the effect of noise on the segmentation results of our model is much less than that of the comparative models. Therefore, the effectiveness and the robustness of our model against noise can be further verified. FIGURE 19 , FIGURE 20 and FIGURE 21 demonstrate visual experimental results of four SAR images when they have been added different levels of random Salt & Pepper noise, random Gaussian noise (zero mean) and random Speckle noise, respectively. These segmentation results clearly show that CV, LS, IRLSM and VMKM fail to segment the noisy images while both BLSVM and our model provide relatively accurate segmentation results for them. However, both BLSVM and our model cannot avoid the existence of noise point completely because of the scattering points similar to the object in the background. In fact, because SAR images have been seriously affected by existed severe noise and the additional noise that we have added, their objects are very difficult to segment. But as showed in FIGURE 19, FIGURE 20 and FIGURE 21, the segmentation results achieved by our model are more accurate and relatively acceptable, especially for the third and the fourth SAR images. film, complex noise and blurry boundary, oil spill images are very difficult to detect and segment. In particular, the added noise will make them more difficult to be segmented. The segmentation results in these three figures indicate that BLSVM also cannot provide desired results for these noisy images. On the contrary, our model provides the desired results for the first, the second and the third images, and relatively accurate results for the fourth image.
The experiments performed on synthetic image, natural images, SAR images and oil spill images when they have been added different types and levels of noise demonstrate that our model provides higher segmentation accuracy and more accurate segmentation results for the vast majority of images than the comparative models. More specifically, if the noise level is low, our model can provide desired segmentation results. When the noise level is high, the results of our model are not only the best, more importantly, they are relatively accurate and acceptable. Therefore, these experimental results can prove the robustness of our model against noise and validate the effectiveness of our model in noisy image segmentation, especially in noisy image segmentation with high-level noise.
V. CONCLUSION
In this paper, we propose an efficient variational level set model based on adaptive local fitted images to better segment noisy images. To handle the problem that traditional level set models have difficulties in segmenting noisy images and high noisy images, an adaptive local fitted image based on normalized local entropy and local means is proposed and introduced into the data term to enhance the robustness of the model against noise. To reduce the deviation of adaptive local fitted image from the original image, a penalty term is proposed to punish the difference between them, which effectively guarantee the accuracy of the segmentation result. To smooth the active contour in level set evolution, the total variational regularized term is incorporated into the proposed model. Besides, it further reduces the effect of noise affecting on the contour curve of the proposed model. The whole energy functional of the model is convex rigorously, which can reach the minimum in noisy image segmentation. Numerous experiments on synthetic, natural, synthetic aperture radar and oil spill images show that the proposed model provides more accurate segmentation results for noisy images, especially provides relatively accurate segmentation results for high noisy images. Therefore, these experiments demonstrate that the proposed model is strongly robust to different types and levels of noise, and also validate the effectiveness and robustness of the model against noise.
