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CONVERGENCE TO SELF-SIMILARITY FOR BALLISTIC ANNIHILATION DYNAMICS
RICARDO J. ALONSO, VE´RONIQUE BAGLAND, AND BERTRAND LODS
ABSTRACT. We consider the spatially homogeneous Boltzmann equation for ballistic annihilation in dimen-
sion d > 2. Such model describes a system of ballistic hard spheres that, at the moment of interaction, either
annihilate with probability α ∈ (0, 1) or collide elastically with probability 1 − α. Such equation is highly
dissipative in the sense that all observables, hence solutions, vanish as time progresses. Following a contribu-
tion, by two of the authors, considering well posedness of the steady self-similar profile in the regime of small
annihilation rate α ≪ 1, we prove here that such self-similar profile is the intermediate asymptotic attractor
to the annihilation dynamics with explicit universal algebraic rate. This settles the issue about universality of
the annihilation rate for this model brought in the applied literature.
Keywords. Ballistic annihilation, reacting particles, self-similarity, long-time asymptotic, annihilation rate.
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1. INTRODUCTION
1.1. Physical motivation and setting of the problem. In recent years, the physics community proposed
several kinetic models in order to test the relevance of non-equilibrium statistical mechanics in systems
of reacting particles. Such systems have important applications in different branches of physics and en-
gineering such as surface growth (semiconductors) [20] and coarsening processes (dynamics of traffic).
A common feature of these models is that the dissipative nature of the interactions results in the loss
of collision invariants and leads to tremendous difficulties for the derivation of suitable hydrodynamic
models.
A paradigmatic example of such dissipative models is the one of granular gas dynamics which corre-
sponds to a system of d-dimensional hard-spheres undergoing inelastic collisions. For such a model, the
number of particles and the momentum are conserved, but the kinetic energy is dissipated at each colli-
sion. At the kinetic level, the long-time behavior of granular gases is relatively well-understood, at least,
in a spatially homogeneous setting: in absence of external forcing, the kinetic energy is continuously
decreasing and the solution converges to a singular state described by a Dirac mass, that is, to a complete
rest. Two main questions then arise:
– First, what it the rate of the convergence to zero of the kinetic energy, i.e. how fast a granular
gas is cooling down ? The precise rate of decay of the kinetic energy is known as Haff ’s law and
it has been rigorously proven in [22] for inelastic hard-spheres with constant inelasticity and,
more generally, in [5] for the case of viscoelastic particles.
– Second, can we make a more precise description of the long-time behavior of the gas as it goes
towards the singular limit ? More precisely, due to the diffusive nature of collisions, one expects
some type of intermediate self-similarity, i.e. a non Gaussian homogeneous cooling state. The
existence and uniqueness of such self-similar state has been rigorously obtained in [22, 23],
where it has been proven that in the quasi-elastic regime it is the attractor of any properly
rescaled solution, see [23]. The case of viscoelastic particles is intrinsically different to that of
constant restitution and always produces Gaussian intermediate asymptotic states, see [5].
The present contribution aims to answer similar questions for another example of dissipative sys-
tems, known as probabilistic ballistic annihilation. Such model has been introduced in the 90’s by
[9, 13, 14, 18, 30, 33] and describes a system of d-dimensional elastic hard spheres that interact in the
following way: particles move freely (ballistically) between collisions and, whenever two particles meet
they either annihilate with probability α ∈ [0, 1] (both interacting particles vanish), or they undergo an
elastic collision with probability 1 − α. Interestingly, as the annihilation probability α ranges from zero
to one, the probabilistic ballistic annihilation model will move from describing the dynamic of elastic
hard spheres to describing the dynamic of pure annihilation, which are substantially different. Ballistic
annihilation is considered to be a very accurate model in the whole range α ∈ [0, 1] (including the pure
annihilation case α = 1) in dimension other than one. This conclusion has been reached through ex-
tensive numerical simulations in the aforementioned references. In dimension one, the kinetic approach
has been shown to mistakenly predict the correct dynamic relaxation for the pure annihilation regime in
the case of finite number of point masses (discrete velocities) for initial data due to strong cumulative
correlations. We will therefore in the sequel always consider the case of d-dimensional hard spheres with
d > 2.
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Contrary to granular gases, ballistic annihilation dissipates the density, thus, it does not have natural
collision invariants. As a consequence, the solution to the associated kinetic equation converges to 0 as
time goes to infinity. We aim to answer the two questions raised before:
(Q1) What is the precise rate of decay towards zero of the macroscopic quantities as density and kinetic
energy ?
(Q2) Is the long-time behavior of the solution described by some suitable self-similar profile which would
attract any solution to the associated equation after proper rescaling ?
We will focus on these questions in the regime when α is relatively small, but still order one. This
regime is interpreted as a system of elastic particles colliding many times before annihilating, that is,
particles undergoing significant diffusion due to collisions before annihilating. This is precisely the natu-
ral regime to search for self-similarity. We prove that the model possesses an universal attractor related
to the self-similarity equation, which leads to universal algebraic relaxation rates that can be explicitly
computed. Exact rates are quite expensive to compute as they demand the knowledge of the attractor,
which requires solving the highly nonlinear integro-differential equation (1.5). For this reason, the rate
found in the limit α → 0 is of key relevance. In reference [33] was conjectured that, in particular, the
mass of the solution f(t, ·) to the kinetic equation behaved in the long run asˆ
Rd
f(t, v)dv ∼ t−4d/(4d+1), t→∞
and later in [12] numerical evidence was given supporting this fact. A particular application of the
analysis performed in this work is precisely the rigorous proof of such statement (see Theorem 1.3 and
comments below). Interestingly, the pure annihilation case α = 1 does not enjoy attractors, and long time
relaxation rates depend on the initial configuration as proven in the aforementioned references (for both
continuous and discrete velocity initial data). Furthermore, it is unclear what happens with the system’s
dynamics in the regime where α is relatively large, however, reference [12] shows numerical evidence
that seems to indicate existence of attractors as long as α < 1.
Before discussing in details the results and answers to the above queries, let us precisely describe the
model we are dealing with.
1.2. The equation at stake. In a spatially homogeneous framework, the density of particles f(t, v) with
velocity v ∈ Rd (d > 2) at time t > 0, satisfies the following{
∂tf(t, v) = Bα(f, f)(t, v) := (1 − α)Q(f, f)(t, v)− αQ−(f, f)(t, v) t > 0
f(0, v) = f0(v)
(1.1)
where Q is the quadratic Boltzmann collision operator defined by
Q(g, f)(v) =
ˆ
Rd×Sd−1
|v − v∗| (g′f ′∗ − gf∗) dv∗ dσ,
where we have used the shorthands g = g(v), g′ = g(v′), f∗ = f(v∗) and f ′∗ = f(v
′
∗) with post-collisional
velocities v′ and v′∗ parametrized by
v′ =
v + v∗
2
+
|v − v∗|
2
σ, v′∗ =
v + v∗
2
− |v − v∗|
2
σ, σ ∈ Sd−1. (1.2)
Here above, dσ denotes the normalized Lebesgue measure over Sd−1, i.e
´
Sd−1 dσ = 1.
The above collision operator Q(f, f) splits as Q(f, f) = Q+(f, f) −Q−(f, f) where the gain part Q+
is given by
Q+(f, f)(v) =
ˆ
Rd×Sd−1
|v − v∗|f ′∗f ′ dv∗ dσ,
while the loss part Q− is defined as
Q−(f, f)(v) = f(v)Σf (v), with Σf (v) =
ˆ
Rd
|v − v∗|f∗dv∗. (1.3)
4 RICARDO J. ALONSO, VE´RONIQUE BAGLAND, AND BERTRAND LODS
The Cauchy theory for the above equation has been investigated in a previous contribution [7], and
we refer to the op. cit. for related questions.
In all the present paper, we shall assume that f0 ∈ L13(Rd) is a nonnegative initial datum and that
f(t, ·) ∈ L13(Rd) is the associated solution to (1.1) for a given parameter α ∈ (0, 1). As explained, such
solution f(t, ·) is expected to converge to zero as t→ ∞ and, before reaching such degenerate state, the
solution is expected to become close to a self-similar solution of the form
fH(t, v) = λ(t)ψα(β(t)v), (1.4)
for some scaling functions λ(t) and β(t) and for a given self-similar profile ψα (depending clearly on the
choice of the parameter α). One can then show, see [30, 33, 7], that such a self-similar profile is a
solution to the following stationary Boltzmann equation
Aαψα(ξ) +Bα ξ · ∇ξψα(ξ) = (1 − α)Q(ψα, ψα)(ξ)− αQ−(ψα, ψα)(ξ), (1.5)
where
Aα = −α
2
ˆ
Rd
(
d+ 2´
Rd
ψα(ξ∗) dξ∗
− d |ξ|
2´
Rd
ψα(ξ∗) |ξ∗|2 dξ∗
)
Q−(ψα, ψα)(ξ)dξ, (1.6)
and
Bα = −α
2
ˆ
Rd
(
1´
Rd
ψα(ξ∗) dξ∗
− |ξ|
2´
Rd
ψα(ξ∗) |ξ∗|2 dξ∗
)
Q−(ψα, ψα)(ξ)dξ. (1.7)
Existence of solutions to (1.5) has been proven in [7] for any α smaller than some explicit threshold
value. Moreover, borrowing techniques already used for similar questions in the study of granular gases
[23], uniqueness of the self-similar profile has been established in [8] for a smaller range of parameters
α. Namely,
Theorem 1.1. (Existence and uniqueness of the self-similar profile [7, 8]) There is some explicit 0 <
α0 < 1 such that for any α ∈ (0, α0), for any given ̺ > 0 and E > 0, there exists a unique solution ψα to
(1.5) with mass ̺, energy E and zero momentum, i.e.
ˆ
Rd
ψα(ξ)
 1ξ
|ξ|2
 dξ =
 ̺0
E
 .
Moreover, ψα is smooth and radially symmetric.
By a simple scaling argument, there is no loss of generality in considering the special case in which
̺ = 1 and E = d/2 and, from now on, we will denote by ψα the unique solution to (1.5) that satisfies
ˆ
Rd
ψα(ξ)
 1ξ
|ξ|2
 dξ =
 10
d
2
 . (1.8)
We denote byM(ξ) the Maxwellian distribution with same first moments as ψα, i.e.
M(ξ) = π−d/2 exp(−|ξ|2), ∀ξ ∈ Rd. (1.9)
1.3. Self similar variable. Let us consider a solution f = f(t, v) to (1.1) for some nonnegative initial
datum f0 ∈ L13(Rd). Let us introduce the following ψ(τ, ξ) through
f(t, v) = nf (t)(2Tf (t))
−d/2ψ
(
τ(t),
v − uf(t)√
2Tf(t)
)
(1.10)
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for some suitable scaling function τ : R+ → R+ and with
nf (t) =
ˆ
Rd
f(t, v)dv, nf (t)uf (t) =
ˆ
Rd
f(t, v)vdv,
d nf (t)Tf (t) =
ˆ
Rd
f(t, v)|v − uf (t)|2dv, t > 0.
(1.11)
Notice that the choice of the scaling enforces the following
ˆ
Rd
ψ(τ, ξ)
 1ξ
|ξ|2
 dξ =
 10
d
2
 ∀τ > 0. (1.12)
which ensures the self-similar function ψ(τ) to share the same mass, momentum and energy of the steady
profile ψα. With such a scaling, straightforward computations, see Section 2.2 for details, combined
with the uniqueness of the solutions to both Cauchy problems (1.1) and (1.14) yield to the following
proposition.
Proposition 1.2. Let f0 ∈ L13(Rd) be a nonnegative initial datum with positive mass and temperature
nf0 =
ˆ
Rd
f0(v)dv > 0, Tf0 =
1
dnf0
ˆ
Rd
f0(v)|v − uf0 |2dv > 0,
where uf0 =
1
nf0
´
Rd
f0(v) vdv ∈ Rd. Let f(t, v) denote the unique solution to (1.1) associated to the initial
datum f0. Then, min (nf (t), Tf (t)) > 0 for all t > 0. In addition, introducing the scaling function
τ(t) =
√
2
ˆ t
0
nf (s)
√
Tf (s)ds, ∀t > 0, (1.13)
and defining ψ(τ, ξ) by (1.10), it holds that ψ(τ, ξ) is the unique solution to
∂τψ(τ, ξ) +
(
Aψ(τ)−dBψ(τ)
)
ψ(τ, ξ) +Bψ(τ)divξ
(
(ξ − vψ(τ))ψ(τ, ξ))
= (1− α)Q(ψ, ψ)(τ, ξ) − αQ−(ψ, ψ)(τ, ξ)
(1.14)
with initial datum ψ(0, ξ) = (2Tf0)
d/2n−1f0 f0
(√
2Tf0 ξ + uf0
)
and where Aψ(·),Bψ(·) and vψ(·) are de-
fined by 
Aψ(τ) = −α
2
ˆ
Rd
(
d+ 2− 2|ξ|2)Q−(ψ, ψ)(t, ξ)dξ
Bψ(τ) = −α
2
ˆ
Rd
(
1− 2
d
|ξ|2
)
Q−(ψ, ψ)(τ, ξ)dξ
Bψ(τ)vψ(τ) = −α
ˆ
Rd
ξQ−(ψ, ψ)(τ, ξ)dξ ∈ Rd, ∀τ > 0.
(1.15)
From the previous results, one sees that ψα is a steady solution to (1.14) – independent of the time
variable τ – and for which
Aα := Aψα , Bα := Bψα , and vψα = 0
since, ψα being radially symmetric so is Q−(ψα, ψα).
1.4. Notations. For all r > 0, we denote by D(r) the open disc of C with radius r, i.e. D(r) = {z ∈
C ; |z| < r}. Given two Banach spaces X and Y , we denote by B(X,Y ) the set of linear bounded
operators from X to Y and by ‖ · ‖B(X,Y ) the associated operator norm. If X = Y , we simply denote
B(X) := B(X,X). We denote then by C (X) the set of closed, densely defined linear operators onX and
by K (X) the set of all compact operators in X . For A ∈ C (X), we write D(A) ⊂ X for the domain of A,
N (A) for the null space of A and Range(A) ⊂ X for the range of A. The spectrum of A is then denoted
by S(A) and the resolvent set is ̺(A). For λ ∈ ρ(A), R(λ,A) = (λId−A)−1 denotes the resolvent of A.
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Let us introduce some useful notations for function spaces. For any nonnegative weight function
m : Rd → R+, we define, for all p > 1 and q > 0 the space Lpq(m) through the norm
‖f‖Lpq(m) :=
(ˆ
Rd
|f(ξ)|p〈ξ〉pqm(ξ)dξ
)1/p
,
i.e. Lpq(m) = {f : Rd → R ; ‖f‖Lpq(m) <∞}. We also define, for k ∈ N,
W
k,p
q (m) =
{
f ∈ Lpq(m) ; ∂βξ f ∈ Lpq(m) ∀|β| 6 k
}
with the usual norm,
‖f‖p
W
k,p
q (m)
=
∑
|β|6k
‖∂βξ f‖pLpq(m).
For m ≡ 1, we simply denote the associated spaces by Lpq and Wk,pq .
1.5. Main results. Let us recall that Aα := Aψα , Bα := Bψα . We introduce the nonnegative quantities
aα :=
dBα −Aα
α
, bα :=
(d+ 2)Bα −Aα
α
, α ∈ (0, α0). (1.16)
The following is the main result of the paper.
Theorem 1.3. Assume that f0 is nonnegative, with positive mass and temperature and such that
f0 ∈ H
(5−d)+
2
η (R
d) ∩ L1κ(Rd)
for some η > 4 + d/2 and some κ > max{4 + d/2, d(d− 2)/(d− 1)}, (d > 3). We also assume that f0 has
finite entropy and Fisher information, i.e.ˆ
Rd
f0(v) log f0(v)dv <∞ and
ˆ
Rd
∣∣∇√f0(v)∣∣2dv <∞.
Let f(t, v) be the unique solution to (1.1) associated to the initial datum f0. Then, there exists some t > 0
and some explicit A > 0 such that for any a ∈ (0, A/2), for any ε > 0 there exist some explicit αc ∈ (0, α0)
such that, for all α ∈ (0, αc), there is some C = Cα,ε,f0 > 0 depending on f0 through nf0 , uf0 and Tf0 and
such that ˆ
Rd
|f(t, v)− fα(t, v)| exp
(
a
|v − uf (t)|√
2Tf(t)
)
dv 6 C (1 + t)
−ϑ ∀t > t
where ϑ := 2α(aα+bα) (αaα + µ⋆ − ε), µ⋆ denotes the spectral gap of the linearized operator L0 associated to
the elastic Boltzmann equation in L2(M−1),
fα(t, v) = nf (t)(2Tf (t))
−d/2ψα
(
v − uf (t)√
2Tf(t)
)
, t > 0
with the moments nf (t), Tf (t) and uf (t) satisfying
lognf (t) ≃ −2 aα
aα + bα
log t, logTf (t) ≃ − 4Bα
α(aα + bα)
log t for t→∞ (1.17)
and
lim
t→∞
uf(t) = uf0 +
√
2Tf0
ˆ ∞
0
Bψ(s)vψ(s) exp
(
−
ˆ s
0
Bψ(r)dr
)
ds.
Moreover, for fixed α, the aforementioned rates for nf and Tf are universal.
The above Theorem provides a satisfying answer to the queries (Q1) and (Q2) above:
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– The precise rate of convergence of the density and temperature is described by (1.17) for any
α ∈ (0, αc). Notice that this rate is sharp in the regime of small annihilation since one has (see
Remark 2.7) for α→ 0
2aα
aα + bα
≃ 4d
4d+ 1
,
4Bα
α(aα + bα)
=
2(bα − aα)
aα + bα
≃ 2
4d+ 1
,
which results, for small values of α, in
nf (t) ≃ t− 4d4d+1 , Tf(t) ≃ t− 24d+1 as t→∞ .
These results match the rate of convergence conjectured by physicists in [33, 12] described in
Section 1.1.
– For an initial datum with little regularity requirement, any solution to (1.1) is asymptotically
close to the self-similar profile fα(t, ·). Notice that our statement is quantitative in the sense that
explicit rate of convergence toward zero for the difference f(t, ·)−fα(t, ·) is provided. Such rate
is algebraic and, interestingly, is related to the mass, momentum and energy of the profile ψα
as well as to the spectral gap of the classical (elastic) Boltzmann linearized operator. Observe
also that the convergence is established in L1-space with exponential weight, but such strong
tail is not demanded for the initial datum. This improvement in weight from polynomial to
exponential is obtained by exploiting the instantaneous appearance of exponential moments for
Boltzmann-like equation associated to hard potentials.
– Notice that the answers to both queries (Q1) and (Q2) are related. Indeed, we are not able to
obtain in a direct way the behavior of the moments nf (t),uf (t) and Tf(t) by inspecting just the
moments equations associated to (1.1). Surprisingly, the inspection of these moments equations
just allows us to get the decay of the product nf (t)
√
Tf(t) but not the decay of each term. We
are able to determine the long-time behavior of such moments after exploiting the convergence
of the whole solution f(t, v), see Section 8.
1.6. Strategy of the proof and novelty of the current approach. It appears convenient along the proof
of Theorem 1.3 to rather investigate the solution of the rescaled equation (1.14) because it is conservative.
For such rescaled equation, the main result can be formulated as follows.
Theorem 1.4. Under the Assumptions of Theorem 1.3 on the initial datum f0, let f(t, v) be the unique
solution to (1.1) associated to the initial datum f0 and let ψ(τ, ξ) be the associated rescaled function given
by (1.10). Then, there exists some explicit A > 0 such that for any a ∈ (0, A/2), for any ε > 0 there exist
some explicit αc ∈ (0, α0) such that, for all α ∈ (0, αc)ˆ
Rd
|ψ(τ, ξ) − ψα(ξ)| exp(a|ξ|)dξ 6 Cε(α) exp(−(µ⋆ − ε)τ) ∀τ > 1,
where µ⋆ denotes the spectral gap of the linearized operator L0 associated to the elastic Boltzmann equation
in L2(M−1) and Cε(α) is a positive explicit constant depending on α and ε.
Remark 1.5. There are two noticeable facts in Theorem 1.4:
(1) the rate of convergence is nearly optimal, being as close as desired to the rate of convergence to equi-
librium for the elastic Boltzmann equation O(e−µ⋆t). This is an important contrast with respect to the
results obtained so far in the context of granular gases [23, 32] for which the rate of convergence to
self-similarity is not continuous with respect to the elastic limit. To be more precise, in [23, 32], if
η ∈ (0, 1) denotes the inelasticity parameter, then the decay to the self-similar profile is O(e−c (1−η) t) for
some explicit c > 0. As a consequence, the elastic limit η → 1 yields no relaxation at all, whereas it is
well-known that the solution to the elastic Boltzmann equation converges exponentially fast to equilib-
rium. In Theorem 1.4, in the elastic limit α → 0 one exactly recovers the optimal rate of convergence to
equilibrium of the elastic Boltzmann equation.
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(2) The rate of convergence of the self-similar problem is independent of α. That is, all corresponding
relaxation related to annihilation is hidden in the rescaling. Thus, the self-similarity rescaling becomes
a tool that decouples the annihilation dynamics from the elastic collision dynamics. This is a powerful
tool for analysis.
The strategy we adopt to prove the results combines the spectral analysis of the linearized operator
and the entropy-entropy production method. The introduction of the linearized operator in the rescaled
equation may seem, at first sight, as a bad idea since the rescaled problem (1.14) is non-autonomous.
However, it reveals to be very efficient because, essentially, the rescaled equation is conservative.
Let us try to describe more precisely our approach. In the weighted space
X0 = L
1(̟), ̟(ξ) = exp(a|ξ|)
where a > 0 is some suitable number, we can introduce the linearized operator around the profile ψα as
follows.
Definition 1.6. For any α ∈ (0, α0), introduce the linear operator Lα : D(Lα) ⊂ X0 → X0 by
Lαh(ξ) = (1− α)
[Q(h, ψα)(ξ)+Q(ψα, h)(ξ)] − α[Q−(ψα, h)(ξ) +Q−(h, ψα)(ξ)]
−Aαh(ξ)−Bα ξ · ∇ξh(ξ), ∀h ∈ D(Lα)
with domain D(Lα) given by D(Lα) = W
1,1
1 (̟). We also denote by L0 the elastic linearized operator
L0 : D(L0) ⊂ X0 → X0 given by
L0h = Q(h,M) +Q(M, h), ∀h ∈ D(L0)
with D(L0) = L
1
1(̟) and where M is the unique Maxwellian with same mass, momentum and energy as
ψα given by (1.9).
Then, one can prove that, for α small enough, (Lα,D(Lα)) generates a C0-semigroup {Sα(t) ; t > 0}
in X0 (see Theorem 3.11 for a precise statement) with the following spectral properties and decay.
Theorem 1.7. Let us fix ν′∗ ∈ (0, µ⋆). There exists α⋆ ∈ (0, α0) such that, for any α ∈ (0, α⋆) the operator
Lα : D(Lα) ⊂ X0 → X0 satisfies:
1) The spectrum S(Lα) is such that
S(Lα) ∩ {z ∈ C ; Rez > −ν′∗} = {µ1α, . . . , µd+2α }
where µ1α, . . . , µ
d+2
α are eigenvalues of Lα (not necessarily distinct) of finite algebraic multiplicity.
2) For all µ ∈ (0, ν′∗), there is Cµ > 0 such that∥∥Sα(t)(Id−Pα)∥∥
B(X0)
6 Cµ exp(−µ t) ∀t > 0
where Pα denotes the spectral projection associated to {µ1α, . . . , µd+2α } in X0.
Remark 1.8. The approach to prove the above result is reminiscent to the recent contributions [15, 23, 32]
and consists in a perturbation argument around the elastic limit combined with some abstract enlargement
and factorization arguments as developed in [15].
Remark 1.9. As will be seen later on, the sign of the eigenvalues µiα (i = 1, . . . , d+2) do not play any role in
our subsequent analysis which is an important contrast with respect to the analysis performed in [23] and
[32]. On this point, it is an interesting open question to determine the sign of the eigenvalues µiα. It seems to
be a non trivial problem and the fine asymptotics of µiα for α ≃ 0 would provide an interesting complement
of the above result.
Considering the fluctuations around the equilibrium
h(t, ξ) = ψ(t, ξ)− ψα(ξ), t > 0,
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it can be shown that h satisfies the following quasi-linear equation in mild form, see Section 7.2 for
details,
h(t) = Sα(t)h(t0) +
ˆ t
t0
Sα(t− s)Gα(s) ds, ∀t > t0 > 0, (1.18)
where, roughly speaking,
Gα(s) = Bα(h(s), h(s)) +O(α).
This is where the entropy-entropy production approach enters the game. It is well-known that for elastic
interactions the dissipation of entropy forces, by some kind of La Salle’s principle, the solution of the
Boltzmann equation to become close to equilibrium. An important breakthrough in the study of the
Boltzmann equation has been to make this idea quantitative by using some version of the so-called
Cercignani’s conjecture [35]. This results in explicit estimates on the time needed for any solution to the
Boltzmann equation to fall into a vicinity of the equilibrium.
Even though the above equations (1.1) and (1.14) do not exhibit any dissipation of (relative) entropy
properties, we expect the persistence of the above behavior in the elastic limit. This idea is made rigorous
in Section 7.2 using in a crucial way the fact that the rescaled equation is conservative. We are led to an
estimate of the type: there exists some α‡ small enough such that, for α ∈ (0, α‡) it holds
‖ψ(t)− ψα‖X0 6 ℓ(α) ∀t > T (α)
for some explicit time T (α) > 0 large enough and some function ℓ(α) with limα→0 ℓ(α) = 0. This allows
to sharpen our estimate on Gα(s) yielding
‖Gα(s)‖X0 6 ε(α) ‖h(s)‖X0 , ∀s > t0 > T (α),
where ε(α) → 0 as α→ 0. Unfortunately, this is not enough to obtain the convergence of h(t) to 0 in the
Duhamel representation (1.18) since the semigroup {Sα(t) ; t > 0} does not decay to zero in full generality
(recall we do not know the sign of the eigenvalues µiα). From Theorem 1.7, the decay happens only when
acting on the range of Id−Pα. Because of the highly dissipative behavior of Lα, the precise expression
of the projection Pα seems difficult to obtain. At this point, a crucial role is played by the fact that the
scaling we choose is exactly the one which makes (1.14) conservative. Because of this additional property,
the fluctuation h(t, ξ) have zero mass, momentum and kinetic energy and, as such, satisfies
P0h(t) = 0 ∀t > 0,
whereP0 is the spectral projection on the kernel of the elastic operatorL0. This obvious but fundamental
property together with the fact that, in some sense,
Pα −P0 = O(α)
allows us to prove that, for α small enough,
‖h(t)‖X0 6 C ‖(Id−Pα)h(t)‖X0 ∀t > 0. (1.19)
In other words, it suffices to study the dynamic of Eq. (1.14) in the “orthogonal” space Range(Id−Pα).
However, it is important to emphasize the contrast here with the classical elastic Boltzmann equation:
for such a problem, as well-documented, the nonlinear dynamic occurs exclusively on the “orthogonal”
Range(Id −P0). Here, this is not the case, some part of the nonlinear dynamic still occurs on the space
Range(Pα) but according to the estimate (1.19), such a dynamic is controlled by the one occuring in
Range(Id−Pα).
The combination of these two approaches – spectral analysis and entropy method – is reminiscent
of the work [23] on granular gases and strongly relies on the understanding of the elastic problem
corresponding to α = 0. However, the approach we follow is novel in different aspects:
1. Our approach is global in essence. This contrasts with the approach of [23] (see also [11]) where
local stability estimates (in which exponential convergence is proven for small perturbations of the equi-
librium) are first established and then suitable entropy estimates are used as a tool to pass from local to
global stability. Here, even if we fully exploit the spectral properties of the linearized operator and the
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decay of the associated semigroup, our approach does not rely at all on the study of close-to-equilibrium
solutions to (1.14). We directly prove the global stability without proving first the local one. We insist
here in particular on the fact that the sign of the eigenvalues µ1α, . . . , µ
d+2
α in Theorem 1.7 do not play
any role in our analysis (it is not completely clear actually whether these eigenvalues are nonnegative or
not).
2. Related to this first point, our study of the global stability exploits in a crucial way the fact that the
rescaled equation is fully conservative. In the granular gases case studied in [23], the equation in rescaled
variable does not preserve energy. This is not the case here where (1.14) preserves mass, momentum
and kinetic energy. The price to pay for obtaining a fully conservative equation is that this latter is non-
autonomous. As such, the linearization around steady solution is not completely natural but imposed.
However, as explained previously, dealing with a conservative equation allows us to exploit – in a crucial
way – the fact that the dynamic in the space Range(Pα) is completely controlled by the dynamic in
Range(Id−Pα).
3. By virtue of the point 2, the rate of convergence to equilibrium for the rescaled equation is sharp
in the sense that it allows to recover, in the limit α → 0, the decay to equilibrium for the Boltzmann
equation in O(e−µ⋆t). We already commented on this point in Remark 1.5 explaining the contrast with
the analysis in [23, 32]. Let us emphasize at this point that recovering the sharp decay rate is made
possible again thanks to the conservative form of the rescaled equation and the method described in
point 2 and in the previous paragraph. Such novel approach is the main contribution of our paper which
allows to understand in a better way the role of the linearized operator in the rescaled equation. Let us
also mention that this method is robust enough and applies to the models of granular gases described
earlier (at the price of performing the scaling which exactly preserves the energy).
4. For the entropy-entropy production method, we follow a time-dependent approach initiated in
[6] in the context of granular gases. With respect to this approach, one can see that the regularity
assumptions made on the initial datum are minimal. This comes from an improvement of a well-known
functional inequality obtained by C. Villani that relates the entropy production functional associated to
Q(f, f) to the relative entropy. In [35], an almost linear inequality is derived under some strong (high
order) regularity on f0. Here, we used a version of such an inequality – obtained recently in [4] – where
the functional inequality is far from being linear but for which the regularity on f0 is drastically relaxed.
Namely, we will resort on the following proposition.
Proposition 1.10. For a given function f ∈ L12(Rd) ∩ L2(Rd), letMf denote the Maxwellian function with
the same mass, momentum and energy as f . Assume that there exist K0 > 0, A0 > 0 and q0 > 2 such that
f(v) > K0 exp (−A0 |v|q0) ∀v ∈ Rd. (1.20)
Then, for all δ ∈ (0, 1), there exists a constant λδ(f), depending on δ and on f only through its mass and
energy and upper bounds on A0, 1/K0, ‖f‖2 and ‖f‖L1s , where s = s(q0) > 0 such that
D(f) > λδ(f)
(ˆ
Rd
f(v) log
(
f(v)
Mf (v)
)
dv
)(1+δ)(1+2/d)
where D(f) is the entropy dissipation functional associated to the elastic Boltzmann operator
D(f) = −
ˆ
Rd
Q(f, f)(v) log( f(v)Mf (v)
)
dv.
Notice that, in order to be able to apply the above Proposition to the solution ψ(t) to (1.14), we need
first to prove the appearance of gaussian-like pointwise lower bound for such solutions, see Theorem 6.5.
5. Finally, a novelty of our approach also lies in the control of the Fisher information I(ψ(t)) of the
solution to (1.14). Recall that, for a given nonnegative function f , the Fisher information of f is defined
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as
I
(
f
)
=
1
4
ˆ
Rd
|∇f(ξ)|2
f(ξ)
dξ =
ˆ
Rd
∣∣∇√f(ξ)∣∣2dξ . (1.21)
It is very easy to see that, to obtain a uniform control of the solution ψ(t) in spaces like W1,11 (̟), it is
enough to prove that
sup
t>0
I(ψ(t)) <∞.
We prove that such an estimate is true in Theorem 7.2 under minimal regularity on the initial datum
ψ0, which in dimension say d = 3 is assumed to have finite Fisher information and to lie in H
1(Rd)
(with some algebraic moments). The uniform control of Fisher information for solutions to Boltzmann
like equation seems to be completely new. We mention here the seminal work [34] dealing with the
Boltzmann equation for Maxwell-like collision kernels and for which an algebraic growth of the Fisher
information is obtained. Our approach relies in a heavy way on the appearance of gaussian-like pointwise
lower bounds (Theorem 6.5) and on the precise control on the way the various parameter in these lower
bounds depend on time. We refer to Section 7 for more details on these new estimates. Again, the
method we propose here seems robust enough to apply to a larger variety of kinetic models exhibiting
the appearance of such pointwise lower bounds.
1.7. Organization of the paper. The paper is organized as follows. We describe in Section 2 the evo-
lution of the moments for the nonlinear equation in original variable (1.1). We are able, at this stage,
to obtain only partial results yielding just the decay of the product nf (t)
2 Tf (t). However, this will turn
of paramount importance since such a decay is actually governing the long-time behavior of the time
scaling function τ(t) (see Eq. 1.13). The rest of Section 2 makes rigorous the scaling performed earlier
and provides the proof of Proposition 1.2.
After these two Sections, the paper is divided into three parts: Part 1 of the paper is devoted to
the thorough study of the linearized operator Lα and culminates with the proof of Theorem 1.7. Our
approach to Theorem 1.7 is inspired by the one introduced in [23] and revisited in [15, 32]. It consists,
roughly speaking, in a perturbation argument which exploits the spectral analysis of the linearized elastic
Boltzmann operator L0. In a more precise way, we first use the fact that the spectrum of L0 is well
localized, meaning that it admits a spectral gap in a large class of Sobolev spaces; second, we show that,
for α small enough Lα −L0 is of order O(α) for some suitable norm; finally, to deduce the decay of the
semigroup from the spectral structure of the generator, we need to use some abstract spectral mapping
theorem established in [24]. The decay in X0 is then deduced from that in X1 thanks to an abstract
enlargement and factorization argument as developed in [15].
Part 2 of the paper is devoted to the stability analysis. In Section 6, we develop the time-dependent
entropy-entropy production method. In Section 7, we first obtain uniform bounds on the solution ψ(t, ξ)
to (1.14) – in particular obtaining the important estimate on the Fisher information I(ψ(t)) and then
prove Theorem 1.4. Finally, in Section 8, we turn back to the original variable and prove Theorem 1.3.
The final part of the paper is made of four Appendices which collect several technical results used
in the main core of the paper. In particular, Appendix A gives the proof of two technical results used
in Part 1. Appendix B collect the main properties of the solutions to the rescaled equation (1.14) and,
in particular, the appearance of pointwise lower bounds which is fundamental for the use of the above
Proposition 1.10. Recall here that, for such lower bound, it is important to get a control of the various
constant with respect to time in order to perform our analysis of the Fisher information. In Appendix C,
we prove that the linearized operator (Lα,D(Lα)) is the generator of a C0-semigroup in X0 exploiting
well-known abstract generation results in L1-spaces.
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2. EVOLUTION OF THE MOMENTS FOR THE NONLINEAR EQUATION
We consider here the evolution of macroscopic physically relevant quantities associated to the fully
nonlinear Boltzmann equation that we recall here for convenience{
∂tf(t, v) = (1− α)Q(f, f)(t, v) − αQ−(f, f)(t, v) t > 0
f(0, v) = f0(v) .
(2.1)
This kinetic equation has no conserved macroscopic quantities and density is decreasing to zero. To
be more precise, let us recall that, for any t > 0, the density
nf (t) =
ˆ
Rd
f(t, v)dv,
the momentum uf(t) ∈ Rd and the temperature Tf(t) > 0 are defined respectively by
nf(t)uf (t) =
ˆ
Rd
f(t, v)v dv ∈ Rd and dnf (t)Tf (t) =
ˆ
Rd
f(t, v)|v − uf (t)|2dv.
2.1. Evolution of first moments. We aim here to deduce the precise rate of convergence to zero of the
quantity
Ef (t) = dnf (t)
2Tf(t), ∀t > 0,
and our main result is the following
Theorem 2.1. There exists some explicit α⋆ ∈ (0, 1) such that, for any α ∈ (0, α⋆) and any nonnegative
f0 ∈ L13(Rd), the associated solution f(t, v) to (2.1) satisfies the following:
(c0 + 2 t)
−2
6 dnf (t)
2 Tf(t) 6
(
c1 +
α
2
t
)−2
∀t > 0
for positive constants c0, c1 > 0 depending only on the initial distribution f0 and not on α,
c0 :=
ˆ
Rd
f0(v)|v − uf(0)|dv, c1 := 1√
Ef (0)
.
Let us introduce the moments
Mk(t) =
ˆ
Rd
f(t, v)|v − uf (t)|kdv t > 0, (k > 0).
With such notations, nf (t) =M0(t) and dnf (t)Tf (t) =M2(t) and Ef (t) = M0(t)M2(t).
In all the sequel, we consider a nonnegative initial datum f0 ∈ L13(Rd) and denote by f(t), t > 0 the
associated solution to (2.1). One has the following
Lemma 2.2. One has
d
dt
M0(t) 6 −αM0(t)M1(t) and d
dt
M2(t) 6 −αM0(t)M3(t) ∀t > 0. (2.2)
As a consequence
Ef (t) 6
(
1√
Ef (0)
+
α
2
t
)−2
, ∀t > 0.
Proof. The proof follows from integration of (2.1) and the fact that both density and kinetic energy are
conserved by the Boltzmann operator Q. Therefore, we get
d
dt
nf(t) = −α
ˆ
Rd
Q−(f, f)(t, v)dv, d
dt
M2(t) = −α
ˆ
Rd
Q−(f, f)(t, v)|v − uf (t)|2dv, (2.3)
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so that
d
dt
nf (t) = −α
ˆ
R2d
f(t, v)f(t, v∗)|v − v∗|dv∗ dv
d
dt
M2(t) = −α
ˆ
R2d
f(t, v)f(t, v∗) |v − v∗| |v − uf(t)|2dvdv∗.
According to Jensen’s inequality one hasˆ
Rd
f(t, v∗)|v − v∗|dv∗ > nf(t)|v − uf(t)| ∀t > 0.
Therefore
d
dt
nf (t) 6 −αnf (t)
ˆ
Rd
f(t, v)|v − uf (t)|dv and
d
dt
M2(t) 6 −αnf (t)
ˆ
Rd
f(t, v)|v − uf (t)|
3dv
from which (2.2) follows. To deduce from this the decay of Ef (t), we simply notice that, thanks to (2.2),
d
dt
Ef (t) = M2(t)
d
dt
M0(t) +M0(t)
d
dt
M2(t) 6 −αM0(t)2M3(t) 6 −αEf (t)3/2
where we used that M3(t) >M
−1/2
0 (t)M2(t)
3/2 thanks to Ho¨lder’s inequality. The result follows. 
One sees therefore that, to capture the asymptotic behavior of both nf (t) and Tf (t), it will be necessary
to understand the behavior of larger order moments (typically M3(t)). One begins with recalling the
Povzner’s estimates obtained in [7]. For low order moments, one has the following which comes from a
combination of [7, Lemma 3.1] and [7, Lemma 3.7].
Lemma 2.3. For any k ∈ (0, 1) and any nonnegative mapping Ψ : Rd → R one has
−
ˆ
Rd
Bα(Ψ,Ψ)(v) |v|2kdv 6 −βk(α)
2
ˆ
R2d
Ψ(v)Ψ(v∗)|v − v∗|
(|v|2 + |v∗|2)k dvdv∗
+
1
2
ˆ
R2d
Ψ(v)Ψ(v∗)|v − v∗|
(|v|2k + |v∗|2k) dvdv∗,
where βk(α) = (1− α)̺k with
̺k =
ˆ
Sd−1
(1 + Uˆ · σ
2
)k
+
(
1− Uˆ · σ
2
)kdσ = |Sd−2||Sd−1|21−k
ˆ 1
−1
(1 + t)k
(
1− t2)d−32 dt. (2.4)
To prove Theorem 2.1, we first need to compute the evolution of M1(t):
Lemma 2.4. There exists α⋆ =
̺1/2−1
̺1/2+1
∈ (0, 1) such that, for all α ∈ (0, α∗) the unique solution to (1.1)
satisfies (
1
M1(0)
+ 2t
)−1
6M1(t) ∀t > 0.
Proof. The proof resumes some of the arguments of [7, Lemma 3.7]. Precisely, multiplying Eq. (1.1) by
|v − uf (t)| and integrating over Rd one has
d
dt
M1(t) =
ˆ
Rd
Bα(f, f)(t, v) |v − uf (t)|dv +
ˆ
Rd
f(t, v)∂t|v − uf (t)|dv
=
ˆ
Rd
Bα(f, f)(t, v) |v − uf (t)|dv − u˙f (t) ·
ˆ
Rd
f(t, v)
v − uf (t)
|v − uf (t)|dv.
(2.5)
Using now that
d
dt
(nf (t)uf (t)) = −α
ˆ
Rd
Q−(f, f)(t, v) v dv = n˙f (t)uf (t) + nf (t)u˙f (t)
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together with (2.3) we easily get that
u˙f (t) = − α
nf (t)
ˆ
Rd
Q−(f, f)(t, v)(v − uf (t))dv.
Consequently,∣∣∣∣u˙f(t) · ˆ
Rd
f(t, v)
v − uf (t)
|v − uf (t)|dv
∣∣∣∣ 6 |u˙f(t)|nf (t) 6 α ˆ
Rd
Q−(f, f)(t, v)|v − uf(t)|dv.
Using thatˆ
Rd
Q−(f, f)(t, v)|v − uf(t)|dv =
ˆ
R2d
f(t, v)f(t, v∗)|v − v∗| |v − uf(t)|dvdv∗
6
ˆ
R2d
f(t, v)f(t, v∗) (|v − uf(t)|+ |v∗ − uf (t)|) |v − uf (t)|dvdv∗ =M0(t)M2(t) +M1(t)2
we get from (2.5),
d
dt
M1(t) >
ˆ
Rd
Bα(f, f)(t, v) |v − uf(t)|dv − α
(
M0(t)M2(t) +M1(t)
2
)
. (2.6)
Using Lemma 2.3 with k = 1/2 and Ψ(v) = f(t, v + uf(t)), we obtain thatˆ
Rd
Bα(f, f)(t, v) |v − uf (t)|dv =
ˆ
Rd
Bα(f(t, ·+ uf(t)), f(t, ·+ uf (t)))(v)|v|2kdv
>
1
2
ˆ
R2d
f(t, v + uf (t))f(t, v∗ + uf (t))J (v, v∗)dvdv∗
where
J (v, v∗) = β1/2(α)|v − v∗|
(|v|2 + |v∗|2)1/2 − |v − v∗| (|v|+ |v∗|) .
Since | |v| − |v∗| | 6 |v − v∗| 6 |v|+ |v∗| and
(|v|2 + |v∗|2)1/2 > | |v| − |v∗| | one gets that
J (v, v∗) > β1/2(α) | |v| − |v∗| |2 − (|v|+ |v∗|)2
=
(
β1/2(α) − 1
) (|v|2 + |v∗|2)− 2 (β1/2(α) + 1) |v| |v∗| .
Since ˆ
R2d
f(t, v + uf(t))f(t, v∗ + uf(t))
(|v|2 + |v∗|2) dvdv∗
= 2
ˆ
R2d
f(t, v)f(t, v∗)|v − uf (t)|2dvdv∗ = 2M0(t)M2(t)
while ˆ
R2d
f(t, v + uf(t))f(t, v∗ + uf(t))|v| |v∗|dvdv∗ =
(ˆ
Rd
f(t, v)|v − uf (t)|dv
)2
= M1(t)
2,
we get ˆ
Rd
Bα(f, f)(t, v) |v − uf(t)|dv >
(
β1/2(α) − 1
)
M0(t)M2(t)−
(
β1/2(α) + 1
)
M1(t)
2. (2.7)
Combining this with (2.6) we finally obtain
d
dt
M1(t) >
(
β1/2(α)− α− 1
)
M0(t)M2(t)−
(
β1/2(α) + 1− α
)
M1(t)
2. (2.8)
Now, setting α⋆ =
̺1/2−1
̺1/2+1
, one sees that, for any 0 < α < α⋆, β1/2(α) > 1+α. Moreover, Cauchy-Schwarz
inequality ensures thatM1(t)
2 6M0(t)M2(t) so that (2.8) reads
d
dt
M1(t) >
(
β1/2(α) − α− 1− (β1/2(α) + 1− α)
)
M1(t)
2 = −2M1(t)2 ∀t > 0.
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Integrating this differential inequality gives the result. 
The above inequality yields the optimal rate of convergence.
Proof of Theorem 2.1. Let α ∈ (0, α⋆) be fixed. Using again that M0(t)M2(t) > M21 (t), we deduce from
Lemma 2.4 the lower bound
M0(t)M2(t) >
(
1
M1(0)
+ 2t
)−2
∀t > 0
which gives the conclusion thanks to Lemma 2.2. 
A direct consequence of Theorem 2.1 and Lemma 2.4 is that
M1(t) ∝ (1 + t)−1 as t→∞.
More precisely, one has the following result.
Corollary 2.5. There exists some explicit α⋆ ∈ (0, 1) such that, for any α ∈ (0, α⋆), any nonnegative solution
f(t, v) to (2.1) associated to a nonnegative initial datum f0 ∈ L13(Rd) satisfies the following:
(c0 + 2 t)
−1
6M1(t) 6
(
c1 +
α
2
t
)−1
∀t > 0
for positive constants c0, c1 > 0 depending on the initial distribution f0.
Proof. The lower bound comes from Lemma 2.4 while the upper bound comes from the corresponding
upper bound for M0(t)M2(t) in Theorem 2.1 together with the fact that M1(t) 6
√
M0(t)M2(t). 
2.2. Scaling and self-similarity. Let us recall that we introduced in (1.10) the following rescaled func-
tion ψ(τ, ξ) through
f(t, v) = nf(t)(2Tf (t))
−d/2ψ
(
τ(t),
v − uf (t)√
2Tf(t)
)
, ∀t > 0.
where nf (t), Tf (t) and uf (t) denote the first moments of f(t, ·) defined by (1.11). We give briefly here the
proof of Proposition 1.2 which asserts that, under such scaling, ψ(τ, ξ) is the unique solution to (1.14).
Using (1.10), one gets that, for τ = τ(t) and ξ =
v−uf (t)√
2Tf (t)
,
∂tf(t, v) = nf(t)(2Tf (t))
−d/2τ˙ (t)∂τψ(τ, ξ)
+
(
n˙f (t)(2Tf (t))
−d/2 − dT˙f(t)nf (t)(2Tf (t))−1−d/2
)
ψ(τ, ξ)
− nf (t)(2Tf (t))−
d+2
2 T˙f (t)ξ · ∇ξψ(τ, ξ)− nf (t)(2Tf (t))−
1+d
2 u˙f (t) · ∇ξψ(τ, ξ),
where the dot symbol denotes derivative with respect to t. Moreover, using the scaling properties of
Q±(f, f), one has
Q±(f, f)(t, v) = nf(t)2(2Tf (t))
1−d
2 Q±(ψ, ψ)(τ, ξ),
so that ψ(τ, ξ) satisfies the following equation
Bα(ψ, ψ)(τ, ξ) = nf (t)
−1(2Tf (t))−
1
2 τ˙ (t)∂τψ(τ, ξ)
+
(
n˙f (t)nf (t)
−2(2Tf (t))−1/2 − dT˙f (t)n−1f (t)(2Tf(t))−3/2
)
ψ(τ, ξ)
− T˙f(t)n−1f (t)(2Tf (t))−3/2ξ · ∇ξψ(τ, ξ)− nf (t)−1(2Tf(t))−1u˙f (t) · ∇ξψ(τ, ξ)
for τ = τ(t), ξ =
v−uf (t)√
2Tf (t)
. One sees then that choosing the time scaling function τ in such a way that
τ˙ (t) = nf (t)
√
2Tf(t), ∀t > 0,
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we obtain, finally
∂τψ(τ, ξ) +Aψ(τ)ψ(τ, ξ) +Bψ(τ)ξ · ∇ξψ(τ, ξ) +Vψ(τ) · ∇ξψ(τ, ξ) = Bα(ψ, ψ)(τ, ξ)
with 
Aψ(τ(t)) =
(
n˙f (t)nf (t)
−2(2Tf(t))−1/2 − dT˙f(t)n−1f (t)(2Tf (t))−3/2
)
∈ R
Bψ(τ(t)) = −T˙f(t)n−1f (t)(2Tf (t))−3/2 = n−1f (t)
d
dt
(2Tf(t))
−1/2 ∈ R
Vψ(τ(t)) = −nf (t)−1(2Tf (t))−1u˙f(t) ∈ Rd, ∀t > 0.
(2.9)
Introducing
αaψ(τ) = dBψ(τ) −Aψ(τ), vψ(τ) = − 1
Bψ(τ)
Vψ(τ) ∈ Rd
allows to write the above equation satisfied by ψ(τ, ξ) in divergence form
∂τψ(τ, ξ)− αaψ(τ)ψ(τ, ξ) +Bψ(τ)divξ
(
(ξ − vψ(τ))ψ(τ, ξ)
)
= (1− α)Q(ψ, ψ)(τ, ξ) − αQ−(ψ, ψ)(τ, ξ).
Also, conservation of mass implies that
aψ(τ) =
ˆ
Rd
Q−(ψ, ψ)(τ, ξ)dξ =
ˆ
Rd×Rd
|ξ − ξ∗|ψ(τ, ξ)ψ(τ, ξ∗)dξdξ∗ > 0.
The zero momentum assumption on ψ(τ, ξ) reads
Bψ(τ)vψ(τ) = −α
ˆ
Rd
ξQ−(ψ, ψ)(τ, ξ)dξ ∈ Rd, ∀τ > 0,
while conservation of kinetic energy yields
αaψ(τ) + 2Bψ(τ) =
(
(d+ 2)Bψ(τ) −Aψ(τ)
)
=
2α
d
ˆ
Rd
|ξ|2Q−(ψ, ψ)(τ, ξ)dξ.
One sees easily then that this yields the expressions for Bψ,Aψ and vψ given by (1.15) and the mapping
ψ(τ, ξ) is a solution to (1.14). Notice that a variant of Eq. (1.14) has been introduced and studied in [7]
and we can deduce from [7, Theorem 1.10] that ψ(τ, ξ) is the unique nonnegative solution, belonging to
C([0,∞), L12(Rd)) ∩ L1loc((0,∞), L13(Rd)) to (1.14) with initial condition ψ0.
Remark 2.6. Notice that the coefficients Aψ(τ), and Bψ(τ) do not have definite sign. Furthermore, for the
case of steady solution ψα for which we recall that
Aψα =: Aα, Bψα =: Bα,
it is not clear whether Aα and Bα have a sign. However
aψ(τ) :=
dBψ(τ) −Aψ(τ)
α
=
ˆ
Rd
Q−(ψ, ψ)(τ, ξ) dξ,
bψ(τ) :=
(d+ 2)Bψ(τ) −Aψ(τ)
α
=
2
d
ˆ
Rd
Q−(ψ, ψ)(τ, ξ) |ξ|2dξ
are both nonnegative for any τ > 0. Again, we use the shorthand notations aα = aψα , bα = bψα for the
steady solution ψα.
Remark 2.7. As far as steady solution ψα is concerned, we recall that, according to [8, Theorem 3.1], ψα
converges toM defined by (1.9) as α→ 0. In particular, using the notationsAα instead of Aψα and similar
notations Bα, aα and bα we see that
lim
α→0
aα = a0 :=
ˆ
Rd
Q−(M,M)(ξ) dξ =
√
2π
|Sd−1|
|Sd|
lim
α→0
bα = b0 :=
2
d
ˆ
Rd
Q−(M,M)(ξ) |ξ|2 dξ = 2d+ 1
2d
√
2π
|Sd−1|
|Sd| .
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Hence,
lim
α→0
2aα
aα + bα
=
4d
4d+ 1
, and lim
α→0
2bα
aα + bα
=
4d+ 2
4d+ 1
.
Introducing also
A0 := −
1
2
ˆ
Rd
(
d+ 2− 2|ξ|2
)
Q
−
(M,M)(ξ)dξ, B0 = −
1
2
ˆ
Rd
(
1−
2
d
|ξ|2
)
Q
−
(M,M)(ξ)dξ ,
we see that
lim
α→0+
Aα − αA0
α
= 0 and lim
α→0+
Bα − αB0
α
= 0.
In particular, a0 = dB0 − A0 and b0 = (d+ 2)B0 − A0. Notice also that, since b0 > a0, we get B0 > 0 and
Bα > 0 for α small enough. We will also use repeatedly in the sequel the fact that there exist C > 0 such that
|Aα|+ |Bα| 6 Cα, ∀α ∈ (0, α0),
which can be easily deduced from the fact that supα∈(0,α0) ‖ψα‖L13(Rd) <∞.
Notice that, by virtue of Theorem 2.1, τ(t) behaves for large time like log(1 + t). Of course, the main
interest of the above result is that, in order to deduce the rate of convergence to fα for the solution
f(t, v), it “suffices” to prove the rate of convergence to ψα of the solution ψ(t, ξ). Since Equation (1.14)
conserved both mass and kinetic energy, it will be possible to exploit entropy-entropy productionmethods.
Let us now explicit the first order moments of f(t, v) in terms of quantities involving ψ(τ, ξ).
Lemma 2.8. Under the assumptions and notations of Proposition 1.2, it holds
nf (t) = nf0 exp
(
−α
ˆ τ(t)
0
aψ(s)ds
)
, Tf(t) = Tf0 exp
(
−2
ˆ τ(t)
0
Bψ(s)ds
)
, ∀t > 0.
In particular, the time scaling τ(·) : R+ → R+ is the unique solution with τ(0) = 0 to the following
differential equation
d
dt
τ(t) = nf0
√
2Tf0 exp
(
−α
2
ˆ τ(t)
0
(aψ(s) + bψ(s)) ds
)
, t > 0,
where we recall that α aψ(s) = dBψ(s)−Aψ(s) while αbψ(s) = (d+ 2)Bψ(s)−Aψ(s) > 0 for any s > 0.
Finally, one has
1√
2Tf(t)
uf (t) =
1√
2Tf0
exp
(ˆ τ(t)
0
Bψ(s)ds
)
uf0
+
ˆ τ(t)
0
Bψ(s)vψ(s) exp
(ˆ τ(t)
s
Bψ(r)dr
)
ds, ∀t > 0.
Proof. The proof resorts on the equation (2.9) where the evolution of the moments nf (t), Tf (t) and uf(t)
is related to the definition of Aψ(τ(t)),Bψ(τ(t)) and vψ(τ(t)). Namely, setting for simplicity β(t) =
1√
2Tf (t)
, the first and second identity in (2.9) imply that
Aψ(τ(t)) =
n˙f (t)
nf (t)2
β(t) +
d
nf (t)
β˙(t), Bψ(τ(t)) =
1
nf(t)
β˙(t).
From this,
n˙f (t)
nf (t)2
β(t) = −αaψ(τ(t)), and since 1nf (t)β(t) = 1nf (t)√2Tf (t) =
1
τ˙(t) , we get that
log
nf (t)
nf0
= −α
ˆ t
0
aψ(τ(s))τ˙ (s)ds = −α
ˆ τ(t)
0
aψ(s)ds,
which gives the desired expression for nf(t). Similarly, since
Bψ(τ(t)) = −T˙f (t)n−1f (t)(2Tf (t))−3/2, t > 0,
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we easily obtain that 2τ˙(t)Bψ(τ(t)) = − T˙f (t)Tf (t) , which gives the expression of Tf (t). Finally, using again
that τ˙ (t) = nf(t)
√
2Tf(t) we get the desired differential equation for the time scaling. Introduce now
z(t) = 1√
2Tf (t)
uf (t) = β(t)uf (t). According to the third identity in (2.9),
β(t)u˙f (t) = −τ˙(t)Vψ(τ(t))
so that
z˙(t) = β˙(t)uf (t) + β(t)u˙f (t) =
β˙(t)
β(t)
z(t) − τ˙ (t)Vψ(τ(t)) = τ˙ (t)Bψ(τ(t))z(t) − τ˙(t)Vψ(τ(t)),
where we used that
β˙(t)
β(t) =
nf (t)
β(t) Bψ(τ(t)) = τ˙ (t)Bψ(τ(t)). Thus,
d
dt
[
exp
(
−
ˆ τ(t)
0
Bψ(s)ds
)
z(t)
]
= −τ˙(t)Vψ(τ(t)) exp
(
−
ˆ τ(t)
0
Bψ(s)ds
)
which gives the result. 
Remark 2.9. Notice that, since 2Bψ(s) + α aψ(s) = αbψ(s) for any s > 0, we get
ˆ
Rd
f(t, v)|v − uf(t)|2dv = dnf (t)Tf (t) = dnf0Tf0 exp
(
−α
ˆ τ(t)
0
bψ(s)ds
)
, ∀t > 0.
In all the sequel, we shall assume f0 ∈ L13(Rd) to be given and satisfy the assumptions of Proposition
1.2 and will denote by f(t, v) and ψ(τ, ξ) the associated unique solutions to (1.1) and (1.14) provided by
Proposition 1.2.
Part 1. Spectral analysis of the linearized operator
The scope of this part is to prove Theorem 1.7. We shall consider in the sequel the weight
̟(ξ) = exp(a|ξ|), a > 0. (2.10)
Inspired by [32], we work on the following scales of Banach spaces:
X2 ⊂ X1 ⊂ X0
where
X0 = L
1(̟), X1 = W
1,1
1 (̟), X2 = W
2,1
2 (̟). (2.11)
Recall that the linearized operator associated to Bα around the unique steady state ψα has been defined
in Definition 1.6. We notice that, for any α ∈ (0, α0)
X1 = D(Lα), X2 = D(L
2
α ).
3. PROPERTIES OF THE LINEARIZED OPERATORS Lα AND L0
We investigate in this section general properties of the linearized operators Lα and L0 in general
weighted spaces Wk,1q (̟)
1. We should keep in mind that we are mainly interested in the properties of
the operators in the Banach spaces Xi, i = 0, 1, 2 and shall restrict ourselves to these spaces at some point.
1To avoid too heavy notations, we shall still denote by Lα and L0 the restriction of the above defined operators in the spaces X1
and X2. We adopt the same convention for the associated semigroups and spectral projections in those different spaces. However, one
should always keep in mind the underlying space on which one considers such operators.
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3.1. Elastic limit. A crucial role in our analysis will be played by the fact that, in some suitable sense,
Lα is close to the elastic linearized operator L0 for α ≃ 0. Let us begin with the following lemma.
Lemma 3.1. There exists some explicit a > 0 such that, for all k ∈ N, q > 0, there exists a explicit function
ηk,q : (0, α0)→ R+ with limα→0+ ηk,q(α) = 0 such that
‖ψα −M‖Wk,1q (̟) 6 ηk,q(α) ∀α ∈ (0, α0),
where the weight function̟ is given by̟(ξ) = exp(a|ξ|), a ∈ (0, a).
Proof. According to [8, Theorem 3.1], for all k ∈ N, q > 0,
lim
α→0+
‖ψα −M‖Wk,2q = 0 (3.1)
with some explicit rate of convergence, while, according to [8, Corollary 3.3], there is A > 0 such that
lim
α→0+
‖ψα −M‖L1q(mb) = 0, ∀q > 0, b ∈ [0, A/2)
where mb(ξ) = exp(b|ξ|). Using the following interpolation inequality (see [23, Lemma B.1] where we
recall that̟ = ma)
‖f‖
W
k,1
q (̟)
6 C ‖f‖W8k+7(1+d/2),2 ‖f‖1/8L1(m12a) ‖f‖
3/4
L1(̟)
valid for all f ∈ W8k+7(1+d/2),2(Rd) ∩ L1(m12a), we deduce easily the conclusion. Notice that the above
rate of convergence can be made explicit. 
• From now on, we always assume the weight ̟ to be given by (2.10) for a ∈ (0, a).
On the underlying space Wk,1q (̟), introduce the operator Tα : D(Tα) ⊂ Wk,1q (̟) → Wk,1q (̟)
defined by D(Tα) = W
k+1,1
q+1 (̟) and
Tαh = −Bαdiv(ξ h(ξ)), h ∈ D(Tα).
One sees that the operator Tα is the one responsible for the discrepancy between the domain of L0 and
Lα. Because of this, we set
P0α : D(P0α) ⊂Wk,1q (̟)→Wk,1q (̟)
as P0α = L0 −Lα + Tα with domain
D(P0α) = D(L0) = Wk,11+q(̟).
One has then the following Proposition
Proposition 3.2. For any k ∈ N and any q > 0, there exists some explicit function εk,q : (0, α0)→ R+ with
limα→0+ εk,q(α) = 0 and such that
‖P0αh‖Wk,1q (̟) 6 εk,q(α) ‖h‖Wk,11+q(̟) ∀h ∈W
k,1
1+q(̟). (3.2)
As a consequence,
‖Lαh−L0h‖Wk,1q (̟) 6 εk,q(α) ‖h‖Wk+1,11+q (̟) ∀h ∈W
k+1,1
1+q (̟). (3.3)
Proof. The proof is based upon the well-known estimate for the operatorsQ± associated to hard-potentials
(see Lemma B.3 in Appendix B for a simple proof): for any q > 0, there is some universal positive constant
Cq > 0 such that
‖Q±(g, f)‖L1q(̟) 6 Cq‖g‖L1q+1(̟) ‖f‖L1q+1(̟), ∀f, g ∈ L
1
q+1(̟). (3.4)
Then, since
Lαh(ξ)−L0h(ξ) = Q(h, ψα −M)(ξ) +Q(ψα −M, h)(ξ)
− α [Q+(h, ψα)(ξ) +Q+(ψα, h)(ξ)]− αaαh(ξ)−Bαdiv(ξh(ξ)) (3.5)
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(where we used that αaα = dBα −Aα), one deduces from (3.4) that
‖P0αh‖L1q(̟) 6 2Cq‖h‖L11+q(̟) ‖ψα −M‖L11+q(̟) + 2Cqα ‖h‖L11+q(̟) ‖ψα‖L11+q(̟) + αaα‖h‖L1q(̟).
Using the fact that cq := supα∈(0,α0) ‖ψα‖L11+q(̟) <∞ while there exists a > 0 such that supα∈(0,α0) aα =
a <∞ we get that
‖P0αh‖L1q(̟) 6 (2Cq η0,1+q(α) + 2Cq cqα+ α a) ‖h‖L11+q(̟), ∀h ∈ L
1
1+q(̟)
where η0,1+q(α) is provided by Lemma 3.1. This proves (3.2) for k = 0 with
ε0,q(α) = (2Cq η0,1+q(α) + 2Cq cqα+ αa) .
To prove the result for higher-order derivatives, say for k = 1, one argues as before using the fact that
∇Q±(g, f) = Q±(∇g, f) +Q±(g,∇f).
One obtains then easily from (3.5) that
‖P0αh‖W1,1q (̟) 6 2Cq‖h‖W1,1q+1(̟) ‖ψα −M‖W1,11+q(̟) + 2Cqα‖h‖W1,1q+1(̟) ‖ψα‖W1,11+q(̟)
+ αaα‖h‖W 1,1q (̟).
Setting ε1,q(α) = (2Cq η1,1+q(α) + 2Cq c1,qα+ aα) where η1,1+q(α) is given in Lemma 3.1 and c1,q =
supα∈(0,α0) ‖ψα‖W1,11+q(̟) <∞, we get (3.3) for k = 1. The proof for k > 1 follows along the same paths.
One deduces then (3.3) from (3.2) using the obvious estimate ‖Tαh‖Wk,1q (̟) 6 |Bα|‖h‖Wk+1,11+q (̟). 
3.2. Splitting of Lα. Let us now recall the following splitting of L0 introduced in [28, 32]. For any
δ ∈ (0, 1), we consider Θδ = Θδ(ξ, ξ∗, σ) ∈ C∞(Rd × Rd × Sd−1) which is bounded by 1, which equals 1
on
Jδ :=
{
(ξ, ξ∗, σ) ∈ Rd × Rd × Sd−1, |ξ| 6 δ−1 ; 2δ 6 |ξ − ξ∗| 6 δ−1 ; | cos θ| 6 1− 2δ
}
and whose support is included in Jδ/2 (here above cos θ = 〈 ξ−ξ∗|ξ−ξ∗| , σ〉). We then set
L
S,δ
0 h(ξ) =
ˆ
Rd×Sd−1
[M(ξ′∗)h(ξ′) +M(ξ′)h(ξ′∗)−M(ξ)h(ξ∗)] |ξ − ξ∗|Θδ(ξ, ξ∗, σ)dξ∗dσ
L
R,δ
0 h(ξ) =
ˆ
Rd×Sd−1
[M(ξ′∗)h(ξ′) +M(ξ′)h(ξ′∗)−M(ξ)h(ξ∗)] |ξ − ξ∗| (1−Θδ(ξ, ξ, σ))dξ∗dσ
(3.6)
so that
L0 = L
S,δ
0 + L
R,δ
0 − ΣM
where ΣM denotes both the mapping
ΣM(ξ) =
ˆ
Rd
M(ξ∗)|ξ − ξ∗|dξ∗, ξ ∈ Rd
and the associated multiplication operator. We define then
Aδ(h) := L S,δ0 (h) and B0,δ(h) := L R,δ0 − ΣM
so that L0 = Aδ + B0,δ. Let us recall [15, Lemma 4.16]:
Lemma 3.3. For any k ∈ N and δ > 0, there are two positive constants Ck,δ > 0 and Rδ > 0 such that
supp (Aδf) ⊂ B(0, Rδ) and
‖Aδf‖Wk,2 6 Ck,δ‖f‖L11, ∀f ∈ L11(Rd) (3.7)
This leads to the following splitting of Lα:
Lα = Bα,δ +Aδ
where Bα,δ = B0,δ + [Lα −L0]. One has the following properties of Bα,δ (see [32, Lemma 2.7, 2.8, 2.9]
for a similar result)
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Proposition 3.4. For any k, q > 0, there exists α†k,q > 0, δk,q > 0 and νk > 0 such that
Bα,δ + νk is hypo–dissipative in Wk,1q (̟), ∀α ∈ (0, α†k,q), δ ∈ (0, δk,q)
with D(Bα,δ) = Wk+1,1q+1 (̟) and
Bα,δh = B0,δh− P0αh+ Tαh , h ∈Wk+1,1q+1 (̟).
Remark 3.5. Notice that, for k = 0, the hypo–dissipativity of Bα,δ simply readsˆ
Rd
Bα,δf(ξ)signf(ξ) 〈ξ〉q̟(ξ)dξ 6 −ν0‖f‖L1q+1(̟), ∀f ∈ L
1
q+1(̟)
which means that, for k = 0, Bα,δ is actually dissipative. For k > 1, there exists a norm – denoted by J·K –
which is equivalent to the ‖ · ‖
W
k,1
q (̟)
norm (for which J·K⋆ denotes the norm on the dual space
(
Wk,1q (̟)
)⋆
)
and such that for all f ∈ D(Bα,δ), there exists uf ∈
(
Wk,1q (̟)
)⋆
such that
〈uf , f〉 = JfK2 = Juf K2⋆ and Re〈uf ,Bα,δf〉 6 −νkJfK2
where here 〈· , ·〉 denote the duality bracket between (Wk,1q (̟))⋆ and Wk,1q (̟).
Proof. Notice that the analysis performed in [23] and [32] (in the spatially inhomogeneous case) proves
that, for any k, q > 0, there exist δ > 0 and νk > 0 such that
B0,δ + νk is hypo–dissipative in Wk,1q (̟).
It would be possible to simplify the proof we give using such an estimate. We prefer to give a direct and
full proof of the result. Notice that our proof is a technical adaptation of the one given in [32]. We first
consider the case k = 0. We write Bα,δ(h) =
∑4
i=1 Ci(h) with
C1(h) = −P0αh, C2(h) = L R,δ0 (h), C3(h) = −Bαdiv(ξ h(ξ)), C4(h) = −ΣMh
and correspondingly, ˆ
Rd
Bα,δ(h)(ξ) sign(h(ξ)) 〈ξ〉q̟(ξ) dξ =:
4∑
i=1
Ii(h).
First, it follows from Proposition 3.2 that
I1(h) 6 ‖P0αh‖L1q(̟) 6 ε0,q(α)‖h‖L1q+1(̟),
with lim
α→0+
ε0,q(α) = 0. Now, as in [32, Eq. (2.10)], one has
I2(h) 6 ‖L R,δ0 (h)‖L1q(̟) 6 τ(δ)‖h‖L1q+1(̟),
with lim
δ→0
τ(δ) = 0. Then, since h∇signh = 0, one has
I3(h) = −Bα
ˆ
Rd
div(ξ|h(ξ)|) 〈ξ〉q̟(ξ) dξ = Bα
ˆ
Rd
|h(ξ)|ξ · ∇ (〈ξ〉q̟(ξ)) dξ
Since ξ · ∇ (〈ξ〉q̟(ξ)) = q |ξ|2〈ξ〉q−2̟(ξ) + a〈ξ〉q |ξ|̟(ξ), it is not difficult to see then that there is C > 0
such that
I3(h) 6 C
α
2
(aα + bα)‖h‖L1q+1(̟) 6 αC‖h‖L1q+1(̟).
Finally, it is well-known that there exists some constants σ0, σ1 > 0 such that, for any ξ ∈ Rd,
0 < σ0 6 σ0〈ξ〉 6 ΣM(ξ) 6 σ1〈ξ〉, (3.8)
which leads to
I4(h) 6 −σ0‖h‖L1q+1(̟).
Gathering the previous estimates, one obtainsˆ
Rd
Bα,δ(h)(ξ) sign(h(ξ)) 〈ξ〉q̟(ξ) dξ 6 (ε0,q(α) + αC + τ(δ) − σ0)‖h‖L1q+1(̟). (3.9)
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Let α†0,q ∈ (0, α0) be such that ε0,q(α) + αC < σ0 for all α ∈ [0, α†0,q). We then choose δ0,q small enough
such that, for any δ ∈ (0, δ0,q)
ν0 := − (τ(δ) + ε0,q(α) + αC − σ0) > 0
for all α ∈ [0, α†0,q) and get the result. We now investigate the case k = 1. We consider the norm
JhK = ‖h‖L1q(̟) + η‖∇h‖L1q(̟),
for some η > 0, the value of which shall be fixed later on. This norm is equivalent to the classical
W 1,1q (̟)-norm. We shall prove that for some ν1 > 0, Bα,δ + ν1 is dissipative inW 1,1q (̟) for the norm J·K
and thus hypo-dissipative in W 1,1q (̟). To this end, we considerˆ
Rd
∇(Bα,δh(ξ)) · sign(∇h(ξ)) 〈ξ〉q̟(ξ) dξ
where we used the shorthand notation sign(∇h(ξ)) = (sign(∂ξ1h(ξ)), . . . , sign(∂ξdh(ξ))) . First,
∇(Bα,δh) = ∇(B0,δh) − ∇(P0αh) + ∇(Tαh) = ∇[L R,δ0 h − ΣM(ξ)h] − ∇(P0αh) + ∇(Tαh). (3.10)
It then follows from Proposition 3.2 that
‖∇(P0αh)‖L1q(̟) 6 ε1,q(α)‖h‖W1,1q+1(̟) = ε1,q(α)‖h‖L11+q(̟) + ε1,q(α)‖∇h‖L11+q(̟) (3.11)
with limα→0+ ε1,q(α) = 0. Now,
∇[L R,δ0 h− ΣM(ξ)h] = L R,δ0 (∇h)− ΣM(ξ)∇h+R(h),
where
R(h) = Q(h,∇M) +Q(∇M, h)− (∇Aδ)(h)−Aδ(∇h).
Again as in [32, Eq. (2.10)], one has
‖L R,δ0 (∇h)‖L1q(̟) 6 τ(δ)‖∇h‖L1q+1(̟),
with lim
δ→0
τ(δ) = 0. Then, by (3.8),
−
ˆ
Rd
ΣM(ξ)∇h(ξ) · sign(∇h(ξ)) 〈ξ〉q̟(ξ) dξ = −
ˆ
Rd
ΣM(ξ) |∇h(ξ)| 〈ξ〉q̟(ξ) dξ
6 −σ0 ‖∇h‖L1q+1(̟).
Here above, |∇h(ξ)| =∑di=1 |∂ih(ξ)|. Still, as in [32, p. 1942], an integration by parts leads to
‖(∇Aδ)(h)‖L1q(̟) + ‖Aδ(∇h)‖L1q(̟) 6 Cδ‖h‖L1q(̟),
for some constant Cδ > 0. Hence,
‖R(h)‖L1q(̟) 6 Cδ‖h‖L1q+1(̟).
Therefore,
‖∇[L R,δ0 (h)− ΣM h]‖L1q(̟) 6 Cδ‖h‖L1q+1(̟) + (τ(δ) − σ0) ‖∇h‖L1q+1(̟) (3.12)
with limδ→0+ τ(δ) = 0. Finally,ˆ
Rd
∇(Tαh(ξ))·sign(∇h(ξ)) 〈ξ〉q̟(ξ) dξ = −(d+ 1)Bα
ˆ
Rd
|∇h(ξ)| 〈ξ〉q̟(ξ) dξ
+Bα
ˆ
Rd
|∇h(ξ)| ∇ · (ξ〈ξ〉q̟(ξ)) dξ 6 αC ‖∇h‖L1q+1(̟).
(3.13)
Combining (3.10) with the above estimates (3.11)–(3.13), one obtainsˆ
Rd
∇(Bα,δ(h)) · sign(∇h(ξ)) 〈ξ〉q̟(ξ) dξ
6 (Cδ + ε1,q(α))‖h‖L1q+1(̟) + (ε1,q(α) + αC + τ(δ)− σ0)‖∇h‖L1q+1(̟).
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Hence, combining this estimate with (3.9)
ˆ
Rd
Bα,δ(h)(ξ) sign(h(ξ)) 〈ξ〉q̟(ξ) dξ + η
ˆ
Rd
∇(Bα,δ(h)(ξ)) · sign(∇h(ξ)) 〈ξ〉q̟(ξ) dξ
6 (ε0,q(α) + τ(δ) + αC − σ0 + η (Cδ + ε1,q(α)))‖h‖L1q+1(̟)
+ η (ε1,q(α) + αC + τ(δ) − σ0)‖∇h‖L1q+1(̟).
We now choose δ > 0 and α > 0 small enough so that −λ := ε1,q(α) + αC + τ(δ) − σ0 < 0. Let then
η > 0 be small enough such that ν0 − η (Cδ + ε1,q(α)) > 0. We set ν1 := min {ν0 − η (Cδ + ε1,q(α)), λ}
and we finally obtain
ˆ
Rd
Bα,δ(h) sign(h(ξ)) 〈ξ〉q̟(ξ) dξ + η
ˆ
Rd
∇(Bα,δ(h)) · sign(∇h(ξ)) 〈ξ〉q̟(ξ) dξ
6 −ν1
[
‖h‖L1q+1(̟) + η ‖∇h‖L1q+1(̟)
]
6 −ν1JhK,
which means thatBα,δ+ν1 is hypo-dissipative inW1,1q (̟). We prove the result for higher order derivatives
in the same way. 
Remark 3.6. Notice that, for any ε > 0 and any k, q > 0, a careful reading of the above proof shows that
one can chose νk = σ0 − ε up to choosing α†k,q > 0 and δk,q > 0 small enough.
3.3. Properties on the scale of Banach spaces Xi, i = 0, 1, 2. Let us from now on restrict ourselves
to the scales of Banach spaces X2 ⊂ X1 ⊂ X0 introduced earlier. We begin this section by recalling the
spectral properties of L0 in the spaces Xi, referring to [23] for details.
Theorem 3.7. For i = 0, 1, 2, the operator L0 : D(L0) ⊂ Xi → Xi with domain
D(L0) = W
i,1
i+1(̟)
is such that 0 is an eigenvalue of L0 associated to the null set
N (L0) = Span(M, ξ1M, . . . , ξdM, |ξ|2M).
Moreover L0 admits a positive spectral gap µ⋆ > 0, i.e.
S(L0) ∩ {λ ∈ C ; Reλ > −µ⋆} = {0}
and L0 is the generator of a C0-semigroup {S0(t) ; t > 0} in Xi for which there exists a positive constant
C0 > 0 such that
‖S0(t)h−P0h‖Xi 6 C0 exp(−µ⋆ t)‖h−P0h‖Xi , ∀t > 0, h ∈ Xi
where P0 is the spectral projection of L0 associated to the eigenvalue {0}. Moreover, there exists n0 ∈ N and
C(n0) > 0 such that
‖R(λ,L0)‖B(X2) 6
C(n0)
|λ|n0 , ∀Reλ > −µ⋆. (3.14)
Remark 3.8. Notice that the above projection operator P0 does not depend on the space Xi (i = 0, 1, 2), i.e.
it acts in the same way in each of the spaces W0,10 (̟), W
1,1
1 (̟) and W
2,1
2 (̟). Indeed, setting M0 = M,
Mi(ξ) = ξiM(ξ) (i = 1, . . . , d) and Md+1(ξ) = |ξ|2M(ξ), for any i = 0, 1, 2 and any h ∈ Xi, one has
P0h =
∑d+1
j=0 ηj(h)Mj for some ηj(h) ∈ R. Moreover Range(I − P0) ⊂ Range(L0) from [19, equation
(6.34), p 180] so that
ˆ
Rd
(I−P0)h(ξ)
 1ξj
|ξ|2
 dξ =
 00
0
 ∀j = 1, . . . , d.
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Little algebra, using standard Gaussian computations, allows to determine ηj(h) and we get easily that
η0(h) =
ˆ
Rd
h(ξ)
(
d+ 2
2
− |ξ|2
)
dξ, ηd+1(h) =
ˆ
Rd
h(ξ)
(
2
d
|ξ|2 − 1
)
dξ,
and ηj(h) = 2
ˆ
Rd
h(ξ)ξjdξ for j = 1, . . . , d. Notice in particular that, since all the Mj are smooth, it holds
P0 ∈ B(Xi,Xi+1), for i = 0, 1.
We have the following result whose proof is differed to Appendix C
Proposition 3.9. For i = 0, 1, 2, there exist some explicit δ∗ > 0 and α† > 0 small enough such that, for all
α ∈ (0, α†), δ ∈ (0, δ∗) the operator
Bα,δ : D(Bα,δ) ⊂ Xi → Xi
is the generator of a C0-semigroup {Uα,δ(t) ; t > 0}. Moreover, there exists ν∗ ∈ (µ⋆, σ0) and C > 0 such
that
‖ Uα,δ(t) ‖B(Xi) 6 Ci exp(−ν∗t) ∀t > 0, i = 0, 1, 2.
Remark 3.10. With the notations of Proposition 3.4, one notices simply that Ci is a positive constant which
relates the usual norm to the modified equivalent norm J·K in Xi. Moreover, using Remark 3.6, one also sees
that for α, δ small enough, one has ν∗ arbitrarily close to σ0 (with ν∗ < σ0). By [28], we have µ⋆ < σ0. We
can thus assume that σ0 > ν∗ > µ⋆.
Notice that, since Aδf is compactly supported for any f ∈ L11(Rd), one can deduce easily from (3.7)
that Aδ ∈ B(Wk,1q (̟)) for any k, q > 0. In particular, from the bounded perturbation Theorem, one has
the following
Theorem 3.11. With the notations of Proposition 3.9, for any i = 0, 1, 2 and α ∈ (0, α†) the linearized
operator
Lα : D(Lα) ⊂ Xi → Xi
is the generator of a C0-semigroup {Sα(t) ; t > 0} given by Sα(t) =
∑∞
n=0 V(n)α (t), where2 V(0)α (t) = Uα,δ(t)
and
V(n+1)α (t) =
ˆ t
0
V(n)α (t− s)AδUα,δ(s)ds, n ∈ N, t > 0
where {Uα,δ(t) ; t > 0} is defined in Proposition 3.9 and the above series converges in B(Xi) (i = 0, 1, 2).
For notations convenience, we introduce for any n ∈ N,
T (n+1)α (t) = AδV(n)α (t), ∀t > 0.
Notice that, with the notations of [15, 32], T (n+1)α (t) = (AδUα,δ)∗(n+1) (t).
Proposition 3.12. Let i = 0, 1 be given. Let δ ∈ (0, δ∗) and α ∈ (0, α†) be given as in Proposition 3.9. Then,
for any n ∈ N, there is Cδ,n > 0 such that
‖V(n)α (t)‖B(Xi) 6 Cδ,ntn exp (−ν∗ t) (t > 0),
and
‖T (n+1)α (t)f‖B(Xi,Xi+1) 6 Cδ,n tn exp (−ν∗ t) (t > 0).
2Notice that, for each n ∈ N, the above Dyson-Phillips iterated V
(n)
α (t) depends on δ.We do not explicitly show this dependence
to avoid heavy notation.
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Proof. The proof of the first point is easily obtained by induction. Indeed, it holds true for n = 0 thanks
to Proposition 3.9. Assume it holds true for some n ∈ N. Since Aδ ∈ B(Xi) one has
‖V(n+1)α (t)‖B(Xi) 6
ˆ t
0
∥∥∥V(n)α (t− s)AδUα,δ(s)∥∥∥
B(Xi)
ds
6 Cδ,n‖Aδ‖B(Xi)
ˆ t
0
(t− s)n exp(−ν∗(t− s))‖Uα,δ(s)‖B(Xi)ds
6 CiCδ,n‖Aδ‖B(Xi) exp(−ν∗t)
ˆ t
0
(t− s)nds
so the result is true for V(n+1)α (t) by setting Cδ,n+1 := 1n+1CiCδ,n‖Aδ‖B(Xi).
Since Aδh has compact support for any h, we get Aδ ∈ B(Wk,1q (̟),Wk+1,11+q (̟)) and therefore
‖T (n+1)α (t)‖B(Xi,Xi+1) 6 ‖Aδ‖B(Xi,Xi+1) ‖V(n)α (t)‖B(Xi). The result follows from the first point. 
A simple consequence of this is the following
Lemma 3.13. For any n ∈ N, there exists C(δ, n) > 0 such that, for all i = 0, 1 and all λ ∈ C with
Reλ > −ν∗, it holds
‖[AδR(λ,Bα,δ)]n‖B(Xi,Xi+1) 6 C(δ, n) (Reλ+ ν∗)
−n
. (3.15)
Proof. Using the fact that, for λ ∈ C with Reλ > −ν∗, R(λ,Bα,δ) [AδR(λ,Bα,δ)]k−1 is the Laplace trans-
form of V(k−1)α (t) (which is easily checked by induction argument), we obtain that
[AδR(λ,Bα,δ)]k = AδR(λ,Bα,δ) [AδR(λ,Bα,δ)]k−1 = Aδ
ˆ ∞
0
exp(−λ t)V(k−1)α (t)dt
=
ˆ ∞
0
exp(−λ t)AδV(k−1)α (t)dt =
ˆ ∞
0
exp(−λ t)T (k)α (t)dt.
The result follows then directly from the previous Proposition. 
4. SPECTRAL ANALYSIS IN X1
4.1. Spectral properties of Lα in X1. In all the sequel, we fix δ ∈ (0, δ∗) and simply write
A = Aδ, Bα = Bα,δ, B0 = B0,δ.
We obtain the following whose proof is the same as [32, Lemma 2.16] and is postponed to Appendix A:
Lemma 4.1. For all λ ∈ C\{0} with Reλ > −µ⋆ and all k ∈ N, let
Jα,k(λ) = (Lα −L0)R(λ,L0) [AR(λ,Bα)]k .
Then, for all ν′∗ ∈ (0, µ⋆), there exists rk : (0, α†)→ R+ with limα→0+ rk(α) = 0 and such that
‖Jα,k(λ)‖B(X1) 6 rk(α), ∀λ ∈ Ωk(α) (4.1)
where Ωk(α) = {λ ∈ C ; Reλ > −ν′∗ and |λ| > rk(α)}. Moreover, there exists αk ∈ (0, α†) such that
Id− Jα,k(λ) and λ−Lα are invertible in X1 for any λ ∈ Ωk(α), α ∈ (0, αk) with
R(λ,Lα) = Γα,k(λ)(Id − Jα,k(λ))−1, λ ∈ Ωk(α) (4.2)
where Γα,k(λ) =
∑k−1
j=0 R(λ,Bα) [AR(λ,Bα)]j +R(λ,L0) [AR(λ,Bα)]k . Finally, there exists some positive
constant Ck > 0 such that
‖R(λ,Lα)‖B(X1) 6
Ck
1− rk(α)
k∑
j=0
1
(ν∗ − ν′∗)j
, ∀λ ∈ Ωk(α), α ∈ (0, αk). (4.3)
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Let us fix ν′∗ ∈ (0, µ⋆) and k ∈ N. There exists α†k ∈ (0, αk) such that rk(α) 6 ν′∗ for any α ∈ (0, α†k).
From the previous result, one gets in particular that,
S(Lα) ∩ {λ ∈ C ; Reλ > −ν′∗} ⊂ {z ∈ C ; |z| 6 rk(α)}, ∀α ∈ (0, α†k).
We denote then by Pα the spectral projection in X1 associated to the set
Sα := S(Lα) ∩ {λ ∈ C ; Reλ > −ν′∗} = S(Lα) ∩ {z ∈ C ; |z| 6 rk(α)}.
One can deduce then the following whose proof – similar to that of [32, Lemma 2.17] – is postponed to
Appendix A
Lemma 4.2. For any α small enough, Pα ∈ B(X1,X2). Moreover, there exists some explicit ℓ0 : (0, α†k) →
R
+ such that limα→0+ ℓ0(α) = 0 and
‖Pα −P0‖B(X1) 6 ℓ0(α). (4.4)
From the above result, there exists some explicit α1 ∈ (0, α0) such that
‖Pα −P0‖B(X1) < 1, ∀α ∈ (0, α1).
According to [19, Paragraph I.4.6] (see also [32, Lemma 2.18]), for all α ∈ (0, α1)
dimRange(Pα) = dimRange(P0) = d+ 2
where the last identity is deduced from Theorem 3.7. This leads to the following
Proposition 4.3. Let us fix ν′∗ ∈ (0, µ⋆). There is some explicit α1 ∈ (0, α0) such that, for all α ∈ (0, α1),
the linearized operator Lα : D(Lα) ⊂ X1 → X1 is such that,
S(Lα) ∩ {z ∈ C ; Rez > −ν′∗} = {µ1α, . . . , µd+2α }
where µ1α, . . . , µ
d+2
α are eigenvalues of Lα (not necessarily distinct) with |µjα| 6 rk(α) for j = 1, . . . , d+ 2.
4.2. Semigroup decay in X1. Let us now deduce, from the above results, the decay of the semigroup
associated to Lα in the space X1. This is done thanks to the following quantitative spectral mapping
Theorem which can be deduced from [24, Theorem 2.1] (see more precisely [25] for a slight correction
on the assumptions).
Theorem 4.4. (Quantitative Spectral Mapping Theorem –[24]) Let X be a given Banach space and let
Λ : D(Λ) ⊂ X → X be the generator of a C0-semigroup {SΛ(t) ; t > 0} in X . Assume that Λ can be split as
Λ = A+ B
where B is the generator of a C0-semigroup {SB(t) ; t > 0} on X and A is B-bounded. Assume moreover
that
H1) There exists a∗ ∈ R such that, for all a > a∗ and any ℓ > 0, there exists C = Ca,ℓ > 0 such that∥∥∥SB ∗ (ASB)(∗ℓ) (t)∥∥∥
B(X)
6 C exp(a t) t > 0.
H2) There exists ζ ∈ (0, 1], s ∈ [0, ζ) such that A ∈ B(Xs, X) and there exists n > 1 such that, for all
a > a∗ ∥∥∥(ASB)(∗n) (t)∥∥∥
B(X,Xζ)
6 Cn exp(a t) t > 0
for some positive constant Cn depending only on a, n, ζ and Xs denotes the abstract Sobolev space
associated to Λ.
H3) The spectrum S(Λ) satisfies
S(Λ) ∩ {z ∈ C ; Rez > a∗} ⊂ {z ∈ C ; Rez > a′}
for some a′ > a∗.
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Then, there exists a projector Π ∈ B(X) satisfying
ΛΠ = ΠΛ, Λ1 = Λ|X1 ∈ B(X1), S(Λ1) ⊂ {z ∈ C ; Rez > a∗}
where X1 = Range(Π) and, for any a > a
∗, there exists some positive constant Ca > 0 such that
‖SΛ(t)(Id−Π)‖B(X) 6 Ca exp(a t), t > 0.
We deduce from this the following decay in X1
Proposition 4.5. Let us fix ν′∗ ∈ (0, µ⋆). There exists α⋆ ∈ (0, α0) such that, for any α ∈ (0, α⋆) the
C0-semigroup {Sα(t) ; t > 0} in X1 generated by Lα : D(Lα) ⊂ X1 → X1 satisfies, for all µ ∈ (0, ν′∗)∥∥Sα(t)(Id− Pα)∥∥
B(X1)
6 Cµ exp(−µ t) ∀t > 0
for some positive constant Cµ > 0.
Proof. Let α1 ∈ (0, α0) be such that Proposition 4.3 holds true. Given α ∈ (0, α1), we apply the
above Theorem 4.4 with X = X1 and Λ = Lα. The splitting of Lα has been established in Sec-
tion 3. According to Proposition 4.3, if we set a∗ = −ν′∗, one sees that Hypothesis H3) is met with
a∗ < a′ < min(µ1α, . . . , µ
d+2
α ). Notice also that, for all n ∈ N, SB ∗ (ASB)(∗n)(t) is exactly V(n+1)α (t) so that
Assumption H1) is met thanks to Proposition 3.12 since, for all n ∈ N, tn+1 exp(−ν∗t) 6 C exp(−ν′∗t),
for all t > 0, for some positive constant depending only on n, ν∗, ν′∗. In the same way, for ζ = 1 so that
Xζ = X2 and s = 0 so that Xs = X1 one sees that H2) is met thanks to Proposition 3.12. This proves that
there exists a projectorΠα such that, for all µ ∈ (0, ν′∗)
‖Sα(t)(Id−Πα)‖B(X1) 6 Cµ exp(−µ t).
As well-known, this implies that the spectrum of the generator Lα satisfies
S(Lα) = S(Lα|Range(Id−Πα)) ∪S(Lα|Range(Πα))
and, since S(Lα|Range(Πα)) ⊂ {z ∈ C ; Rez > −ν′∗} according to Theorem 4.4, we see that it coincides
with {µ1α, . . . , µd+2α } and thereforeΠα = Pα. 
5. STABILITY IN X0
We still denote here by {Sα(t) ; t > 0} the C0-semigroup in X0 generated by the linearized operator
Lα. To deduce the decay of the associated semigroup from the above fine properties of the spectrum of
Lα, we shall resort to the following enlargement result which ensures some suitable quantitative spectral
mapping theorem from X1 to X0
Theorem 5.1. (Enlargement result – [15, Theorem 2.13] ) Let E, E be two Banach spaces with E ⊂ E
dense with continuous embedding, and consider L ∈ C (E), L ∈ C (E) with L|E = L and a ∈ R. Assume the
following
A1) L is the generator of a C0-semigroup {U(t) ; t > 0} in E,
S(L) ∩ {λ ; Reλ > a} = {ξ1, . . . , ξk} ⊂ Sd(L)
and L − a is hypo-dissipative on Range(Id − ΠL,a) where ΠL,a is the spectral projection on E
associated to the above set of eigenvalues.
A2) The operator L can be written as
L = A+ B
with A,B ∈ C (E) where A ∈ B(E) and L generates a C0-semigroup {S(t) ; t > 0} in E and such
that
(a) (B − a) is hypo-dissipative on E while A ∈ B(E) and A|E ∈ B(E);
(b) there are constants n ∈ N, Ca > 1, such that∥∥(AS)∗n (t)∥∥
B(E,E) 6 Ca exp(a t), ∀t > 0.
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Then, L is hypo-dissipative on E and there exists some constructive constant C′a > 1 such that
‖S(t)(Id −ΠL,a)‖B(E) 6 C′a tn exp(a t), ∀t > 0
where ΠL,a is the spectral projector of L associated to {ξ1, . . . , ξk} in E .
We are now in position to prove our main result concerning the linearized operator Lα in X0:
Proof of Theorem 1.7. We apply Theorem 5.1 with E = X0, E = X1 and L = Lα|X1 . The spectral
structure of L in X1 is given by Proposition 4.3. From Proposition 4.5, we deduce that, for any µ satisfying
−min(µ1α, . . . , µd+2α ) < µ < ν′∗, the operatorL−µ is hypo-dissipative in Range(Id−Pα) (see [15, Theorem
2.9] for the equivalence between hypo-dissipativity and decay of the semigroup). Again Proposition 3.12
shows that Assumption A2) is met and the conclusion follows. 
As already mentioned, it is not clear whether the above Lemma 4.2 holds true in X0 or not. However,
it appears important for our subsequent analysis to obtain suitable norms of Pα in X0 for small values of
α. This will be done thanks to the following:
Lemma 5.2. With the notations of Lemma 4.2, one has supα∈(0,α†k) ‖Pα‖B(X0,X1) <∞.
Proof. According to [15, Theorem 2.1], for any α ∈ (0, α†k), the restriction of projection operator Pα on
X1 is exactly Pα and, for all j = 1, . . . , d+ 2,
Ker(Lα − µjα)mj = Ker(L− µjα)mj , j = 1, . . . , d+ 2
where mj is the algebraic multiplicity of µ
j
α and, as in the proof of Theorem 1.7, we set L = Lα|X1 .
In particular, the eigenfunctions of Lα associated to µ
j
α belongs to X1. One gets therefore easily that
Pα ∈ B(X0,X1). Using Lemma 4.2 we have that, for all h ∈ X1, limα→0 ‖Pαh − P0h‖X1 = 0 while,
according to Remark 3.8, P0 ∈ B(X0,X1). Since X1 is dense in X0 and Pα|X1 = Pα, this implies
that supα∈(0,α†k) ‖Pαh‖X1 < ∞ for any h ∈ X0 and we get the conclusion thanks to Banach-Steinhaus
Theorem. 
We deduce from this the following
Lemma 5.3. There exists a mapping ℓ1 : (0, α
†
k)→ (0, 1) with limα→0 ℓ1(α) = 0 and
‖(Pα −P0)2‖B(X0) 6 ℓ1(α) ∀α ∈ (0, α†k). (5.1)
In particular, there exists α⋆1 such that, for all α ∈ (0, α⋆1), (Id − (Pα − P0) is invertible in X0 and there
exists C > 0 – independent of α – such that
‖(Id− (Pα −P0))−1‖B(X0) 6 C ∀α ∈ (0, α⋆1).
Proof. Since, for all α ∈ (0, α†k), (Pα −P0)2 = (Pα −P0)Pα + (P0 −Pα)P0, and since, for any h ∈ X1,
‖h‖X0 6 ‖h‖X1 one gets
‖(Pα −P0)2‖B(X0) 6 ‖Pα −P0‖B(X1)‖Pα‖B(X0,X1) + ‖Pα −P0‖B(X1)‖P0‖B(X0,X1)
and, thanks to the previous Lemma and Lemma 4.2, we get (5.1) with ℓ1(α) = Cℓ0(α) where C =
2 supα∈[0,α†k) ‖Pα‖B(X0,X1) < ∞. Now, given δ ∈ (0, 1), there exists α
⋆
1 such that ℓ1(α) 6 δ for all α ∈
(0, α⋆1). Then, from (5.1) and since ‖Pα −P0‖B(X0) 6 2 for any α, we get
‖(Pα −P0)n‖B(X0) 6 2δ
n−1
2 ∀n > 2.
We deduce easily that (Id − (Pα −P0)) is invertible with (Id− (Pα −P0))−1 =
∑∞
n=0 (Pα −P0)n and
‖(Id− (Pα −P0))−1‖B(X0) 6 1 + 2 + 2
∑∞
n=2 δ
n−1
2 6 3 +
√
δ
1−
√
δ
. This proves the result. 
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Part 2. Stability analysis
We establish here the main results concerning the long-time behavior of the solution to (1.14) that we
recall here for the reader convenience:
∂tψ(t, ξ) + (Aψ(t)− dBψ(t)) ψ(t, ξ) +Bψ(t)divξ
(
(ξ − vψ(t))ψ(t, ξ))
= (1− α)Q(ψ, ψ)(t, ξ) − αQ−(ψ, ψ)(t, ξ)
where we recall that ψ(t, ξ) is obtained from the original solution f(t, v) to (1.1) through the scaling
(1.10). As already said, our approach combines the entropy production method with the spectral analysis
performed in the First Part. In all this part, ψ(t, ξ) will be the unique solution to (1.14) obtained through
the scaling (1.10) in Proposition 1.2.
6. ENTROPY PRODUCTION METHOD
Introduce the time-dependent relative entropy
H(t) = H (ψ(t) |M) :=
ˆ
Rd
ψ(t, ξ) log
(
ψ(t, ξ)
M(ξ)
)
dξ, t > 0 (6.1)
where we recall that M denotes the Maxwellian distribution with same mass, momentum and kinetic
energy of ψ(t, ·) and ψα, that is,
M(ξ) = π−d/2 exp (−|ξ|2) , ξ ∈ Rd.
We also introduce the entropy production functional associated to the elastic Boltzmann operator
D0(t) = −
ˆ
Rd
Q(ψ, ψ)(t, ξ) log(ψ(t, ξ)M(ξ)
)
dξ . (6.2)
Lemma 6.1. The evolution of H(t) is given by the following
d
dt
H(t) + (1− α)D0(t) = (dBψ(t)−Aψ(t))H(t) + I1(t) , ∀t > 0 (6.3)
with
I1(t) := −α
ˆ
Rd
Q−
(
ψ, ψ
)
(t, ξ) log
(
ψ(t, ξ)
M(ξ)
)
dξ. (6.4)
Proof. The proof consists simply in multiplying (1.14) by log
(
ψ(t,ξ)
M(ξ)
)
and integrating over Rd. This leads
to
d
dt
H(t) + (1− α)D0(t) = (dBψ(t)−Aψ(t))H(t) + I1(t) +Bψ(t)I2(t)
where
I2(t) = −
ˆ
Rd
∇ξ ·
(
(ξ − vψ(t))ψ(t, ξ)
)
log
(
ψ(t, ξ)
M(ξ)
)
dξ .
One checks, integrating by parts, that I2(t) = 0 since
´
Rd
|ξ|2ψ(t, ξ)dξ = d2 = d2
´
Rd
ψ(t, ξ)dξ. This shows
the result. 
In order to estimate the term I1(t) we need the propagation of the 3rd moment and some Lp Lebesgue
norm. We refer to Appendix B. for a discussion on propagation and creation of moments and the proof of
the following result (also, see [7, Theorem 1.6 and Remark 1.7]).
Lemma 6.2. For any η > 0, there exists some explicit α⋆η ∈ (0, 1) such that for all p ∈ (1,∞) and any
α ∈ (0, α⋆η), if f0 ∈ L13(Rd) ∩ L1η+d−21−θ (R
d) ∩ Lpη(Rd) with
θ =

1
d if p ∈ (1, 2],
d(p−2)+1
d(p−1) if p ∈ [2,∞),
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then
sup
t>0
‖ψ(t)‖Lpη(Rd) 6 max
{
‖ψ0‖Lpη(Rd), Cp,η(ψ0)
}
(6.5)
for an explicit constant Cp,η(ψ0) > 0 depending only on p, d, ‖ψ0‖L13(Rd) and ‖ψ0‖L1
η+ d−2
1−θ
(Rd) but not on α.
Remark 6.3. Notice that the bound obtained in [7, Theorem 1.6 & Remark 1.7] actually depends on α.
However, a careful reading of the proof shows that it depends on α only through the parameter µα such that
inft>0
´
Rd
ψ(t, ξ)|ξ − ξ∗|dξ∗ > µα〈ξ〉. Using that the upper bound on, say, the third-order moment of ψ(t)
is independent of α, Lemma B.2, we deduce from [4, Lemma 2.1] that µα is actually independent of α, i.e.
there exists κ0 > 0 such thatˆ
Rd
ψ(t, ξ)|ξ − ξ∗|dξ∗ > κ0〈ξ〉, ∀ξ ∈ Rd, t > 0 (6.6)
and the bound in (6.5) turns out to be uniform with respect to α. Notice also that the proof in [7] is done for
η = 0. It is straightforward to extend it to η > 0. We provide in the Appendix a full proof in the case p = 2,
which is the one we use in the sequel.
We have all in hands to estimate the term I1(t) defined in Lemma 6.1.
Lemma 6.4. Let f0 ∈ L13(Rd) ∩ Lp(Rd) for some p > 1. Then, there exists a positive constant C depending
only on ‖ψ0‖Lp(Rd) and ‖ψ0‖L13(Rd) such that, for all 0 < α < min(α⋆, α⋆0),
|I1(t)| 6 C α t > 0, (6.7)
Proof. Clearly, there is some positive constant Cd depending only on d such that∣∣∣∣ˆ
Rd
Q−(ψ, ψ)(t, ξ) log ψ(t, ξ)M(ξ) dξ
∣∣∣∣ 6 ˆ
Rd
Q−(ψ, ψ)(t, ξ) |logψ(t, ξ)| dξ + Cd
ˆ
Rd
Q−(ψ, ψ)(t, ξ)(1 + |ξ|2)dξ,
so that
|I1(t)| 6 α ‖ψ(t)‖L11(Rd)
ˆ
Rd
〈ξ〉ψ(t, ξ) |logψ(t, ξ)| dξ + αCd‖ψ(t)‖L11(Rd)‖ψ(t)‖L13(Rd).
Now,ˆ
Rd
〈ξ〉ψ(t, ξ) |logψ(t, ξ)| dξ =
ˆ
|ψ|<1
〈ξ〉ψ(t, ξ) |logψ(t, ξ)| dξ +
ˆ
|ψ|>1
〈ξ〉ψ(t, ξ) |logψ(t, ξ)| dξ
On the one hand, setting Cp = supr>1 r
1−p| log r|2 , we deduce that
ˆ
|ψ|>1
〈ξ〉ψ(t, ξ) |logψ(t, ξ)| dξ 6
√
1 +
d
2
(ˆ
|ψ|>1
ψ(t, ξ) |logψ(t, ξ)|2 dξ
)1/2
6
√
Cp
√
1 +
d
2
‖ψ(t)‖p/2
Lp(Rd)
On the other hand, for β ∈ (0, 1), setting Dβ = supr∈(0,1) rβ | log r|, we haveˆ
|ψ|<1
〈ξ〉ψ(t, ξ) |logψ(t, ξ)| dξ 6 Dβ
ˆ
Rd
〈ξ〉2(1−β)−(1−2β) ψ(t, ξ)1−βdξ
6 Dβ
(
1 +
d
2
)1−β (ˆ
Rd
〈ξ〉−(1−2β)/βdξ
)β
The choice β = 1d+3 , together with propagation of the third moment and Lemma 6.2 yield the result. 
The following technical lemma, refer to Appendix B for a proof, proves the appearance of gaussian-
like pointwise lower bound. Because of the use we make such lower bound later, a precise estimate on
the time rate appearance is needed.
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Theorem 6.5. (Gaussian-like lower bound) Let ψ0 ∈ L13(Rd) ∩ Lp(Rd) for some p > 1. Let 0 < α <
min(α⋆, α
⋆
0) be given. Then, for any t0 ∈ (0, 1) and any ε > 0 there exist some explicit constant c0(α) and
some integer N ∈ N depending on ε, ‖ψ0‖L13 and ‖ψ0‖Lp and α (but not on t0) such that
ψ(t, ξ) > c0(α)t
N
1 exp
(
−c0(α)
(
1 + log
(
1
t0
))
|ξ|2+ε
)
, t > t0 , ξ ∈ Rd. (6.8)
Remark 6.6. It readily follows from Theorem 6.5 that, for any ε > 0,
| logψ(t, ξ)| 6 Cε(1 + log+(1/t))〈ξ〉2+ε + ψ(t, ξ), ξ ∈ Rd, t > 0
for some universal constant Cε > 0. Indeed, for ψ(t, ξ) > 1, we clearly have logψ(t, ξ) 6 ψ(t, ξ) whereas for
ψ(t, ξ) < 1, (6.8) ensures that
− logψ(t, ξ) 6 Cε(1 + log+(1/t))〈ξ〉2+ε.
Theorem 6.7. Assume that f0 ∈ L13(Rd)∩L2(Rd). Given 0 < α < min(α⋆, α⋆0) where α⋆ and α⋆0 are defined
respectively in Theorem 2.1 and Lemma 6.2, the unique solution ψ(t, ξ) to (1.14) satisfies, for all t0 > 0
H(t) = H(ψ(t)|M) 6 CH
(
(1 + t)−1/2 + α1/3
)
∀ t > t0 (6.9)
where the positive constantCH depends explicitly on t0, supt>t0 ‖ψ(t)‖L1s0(Rd) (with s0 > 2 large but explicit)
and ‖ψ0‖L2(Rd).
Proof. Since f0 ∈ L13(Rd) ∩ L2(Rd), for all t0 > 0, according to Proposition 6.5, there exists c0 > 0 such
(6.8) holds true for, say, ε = 1. Then, according to Proposition 1.10, for all t > t0, one has
D0(t) > λ(ψ(t))H3(t)
for λ(ψ(t)) depending only on c0, ‖ψ(t)‖L2 and ‖ψ(t)‖L1s0 for some explicit s0 > 0 related to c0. By virtue
of the creation of moments Lemma B.2 and from Lemma 6.2,
sup
t>t0
‖ψ(t)‖L1s0 6 Cs0(t0), supt>0 ‖ψ(t)‖L
2 6 CL2
for C2 > 0 depending only on ‖ψ0‖L2. In other words, inft>t0 λ(ψ(t)) > λ0 for some positive λ0 depend-
ing only on c0, Cs0(t0), and ‖ψ0‖L2 . This shows that
d
dt
H(t) + (1− α)λ0H3(t) 6 (dBψ(t)−Aψ(t))H(t) + I1(t) ∀t > t0
which, thanks to Lemma 6.4, yields
d
dt
H(t) + (1 − α)λ0H3(t) 6 (dBψ(t)−Aψ(t))H(t) + Cα, ∀t > t0.
Because,
dBψ(t)−Aψ(t) = α
ˆ
Rd
Q−(ψ, ψ)(t, ξ)dξ 6 α ‖ψ(t)‖2L11(Rd) 6 C1α
for some C1 > 0 depending only on ‖ψ0‖L11(Rd) while H(t) 6 C3
(
‖ψ(t)‖2 + ‖ψ(t)‖L12(Rd)
)
for some
positive constant C3, we obtain, using Lemma 6.2 again, the following inequality satisfies by H(t),
d
dt
H(t) + λ0 (1− α⋆)H3(t) 6 C α
for some positive constant C depending only on ‖ψ0‖L2 and ‖ψ0‖L1s0(Rd). Integration of this inequality
yields the desired result. 
7. STABILITY RESULT
We begin this section collecting uniform estimates for ψ(t) in the scale of Banach spaces X0,X1.
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7.1. Uniform bounds on X0 and X1. In all this section, we shall assume that the initial datum f0 is
nonnegative, with positive mass and temperature, and such that
f0 ∈ L13(Rd) ∩ L2(Rd).
By (1.10), we have ψ0(ξ) =
(2Tf0 )
d/2
nf0
f0
(√
2Tf0 ξ + uf0
)
, so that ψ0 ∈ L13(Rd) ∩ L2(Rd).
The following result shows the appearance of exponential moments for the solutions to (1.14). We
refer to Lemma B.2 and subsequent discussion in the Appendix for a proof.
Theorem 7.1. For any α ∈ (0, α⋆), let ψ(t, ξ) be the unique solution to (1.14) with initial datum ψ0. Let
β > 1. Then, there exists A > 0, C > 0 explicit and depending on β, d and
´
Rd
ψ0(ξ)|ξ|3 dξ such thatˆ
Rd
ψ(t, ξ) exp
(
amin{1, tβ}|ξ|)dξ 6 C, ∀ a ∈ (0, A).
In particular, for any α ∈ (0, α⋆),
ψ(t) ∈ X0 , with ‖ψ(t)‖X0 6 C , ∀ t > 1,
with exponential weight
̟(ξ) = exp(a|ξ|), 0 < a < A. (7.1)
It is more intricate to derive uniform bounds on the solution ψ(t, ξ) in the weighted Sobolev space
W 1,11 (̟). Using the estimates on Q+ in weighted spaces provided in [4, Section 4], it would be simple
to prove the propagation of H1(̟) norms. We adopt here a new viewpoint which is based on the
propagation of Fisher information and relies on the pointwise lower bounds (Theorem 6.5). We recall
that Fisher information has been defined in (1.21).
Theorem 7.2. (Uniform bound on the Fisher information) Assume, in additon, that
f0 ∈ L1η(Rd) ∩H
(5−d)+
2
η (R
d) and I(f0) <∞,
for some η > 4 + d/2, d > 2. Then, the unique solution ψ(t) of (1.14) satisfies
sup
t>0
I(ψ(t)) 6 C
for some positive constant C depending on I(ψ0) and the L
1
η ∩H
(5−d)+
2
η -norm of ψ0.
Proof. Let us multiply Equation (1.14) by 1
2
√
ψ(t,ξ)
to get
∂t
√
ψ(t, ξ) +
1
2
Aψ(t)
√
ψ(t, ξ) +Bψ(t)(ξ − vψ(t)) · ∇
√
ψ(t, ξ)
=
1− α
2
√
ψ(t, ξ)
Q+(ψ, ψ)(t, ξ) − 1
2
√
ψ(t, ξ)R(ψ)(t, ξ) ,
where R(ψ)(t, ξ) =
´
Rd
ψ(t, ξ∗)|ξ − ξ∗|dξ∗. Now, given i = 1, . . . , d, let us define g(t, ξ) := ∂ξi
√
ψ(t, ξ), so
that ∂ξi
(
(ξ − vψ(t)) · ∇
√
ψ
)
= (ξ − vψ(t)) · ∇g + g. Then, g(t, ξ) satisfies
∂tg(t, ξ) +
1
2
(
Aψ(t) + 2Bψ
)
g(t, ξ) +Bψ(t)(ξ − vψ(t)) · ∇g(t, ξ) =
=
1− α
2
[
∂ξiQ+(ψ, ψ)(t, ξ)√
ψ(t, ξ)
− g(t, ξ)Q+(ψ, ψ)(t, ξ)
ψ(t, ξ)
]
− 1
2
g(t, ξ)R(ψ)(t, ξ)− 1
2
√
ψ(t, ξ) ∂ξiR(ψ)(t, ξ) .
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Multiplying this equation by g(t, ξ) and integrating over Rd, it follows that
1
2
d
dt
‖g(t)‖2L2 +
1
2
(
Aψ(t) + 2Bψ(t)
)‖g(t)‖2L2 +Bψ(t)ˆ
Rd
(
(ξ − vψ(t)) · ∇g(t, ξ)
)
g(t, ξ) dξ
=
1− α
2
[ ˆ
Rd
g ∂ξiQ+(ψ, ψ)√
ψ
dξ −
ˆ
Rd
g2Q+(ψ, ψ)
ψ
dξ
]
− 1
2
ˆ
Rd
g2R(ψ) dξ − 1
2
ˆ
Rd
g
√
ψ ∂ξiR(ψ) dξ .
Now, integration by parts leads to
´
Rd
((ξ − vψ(t)) · ∇g(t, ξ))g(t, ξ) dξ = − d2‖g(t)‖2L2 andˆ
Rd
g ∂ξiQ+(ψ, ψ)√
ψ
dξ =
1
2
ˆ
Rd
(
∂ξi logψ
)
∂ξiQ+(ψ, ψ)dξ = −
1
2
ˆ
Rd
logψ ∂2ξiQ+(ψ, ψ) dξ .
Moreover, as already observed (see (6.6)), R(ψ)(t, ξ) > κ0〈ξ〉 for some positive κ0 so that
1
2
d
dt
‖g(t)‖2L2 +
1
2
(
Aψ(t) + (2− d)Bψ(t)
)
‖g(t)‖2L2 +
κ0
2
‖g(t)‖2L2
6 −1− α
4
ˆ
Rd
logψ(t, ξ) ∂2ξiQ+(ψ, ψ)(t, ξ) dξ
− 1
2
ˆ
Rd
g(t, ξ)
√
ψ(t, ξ) ∂ξiR(ψ)(t, ξ) dξ .
Moreover, we have that |∂ξiR(ψ)(t, ξ)| 6
´
Rd
ψ(t, ξ)dξ = 1. Thus, we get∣∣∣∣ˆ
Rd
g(t, ξ)
√
ψ(t, ξ) ∂ξiR(ψ)(t, ξ) dξ
∣∣∣∣ 6 ‖g(t)‖L2 .
Furthermore, by the instantaneous appearance of an exponential lower bound (see Theorem 6.5 and the
remark afterwards), we have for any ε > 0
| logψ(t, ξ)| 6 cε(t)〈ξ〉2+ε + ψ(t, ξ), ξ ∈ Rd, t > 0
where cε(t) = Cε(1 + log
+(1/t)) for some universal constant Cε > 0. Thus, using first Cauchy Schwarz
inequality we getˆ
Rd
logψ(t, ξ) ∂2ξiQ+(ψ, ψ)(t, ξ) dξ 6
ˆ
Rd
(
cε(t)〈ξ〉2+ε + ψ(t, ξ)
)∣∣∣∂2ξiQ+(ψ, ψ)(t, ξ)∣∣∣ dξ
6 Cd,ε
(
cε(t) + ‖ψ(t)‖L2
)∥∥∥〈ξ〉2+3ε/2+d/2 ∂2ξiQ+(ψ, ψ)(t, ξ)∥∥∥L2 ∀ t > 0
for some universal positive constant depending on d, ε. Now, using Theorem B.5 we can estimate the last
term as∥∥∥〈ξ〉2+3ε/2+d/2 ∂2ξiQ+(ψ, ψ)(t, ξ)∥∥∥L2 6 ‖Q+(ψ, ψ)(t)‖H22+3ε/2+d/2 6 C(‖ψ‖2Hsη1 + ‖ψ(t)‖2L1η2)
with
η1 :=
8 + d+ 3ε
2
, η2 :=
6 + 3ε+ d
2
, s = 2− (5− d)
+
2
.
Therefore, using the uniform estimates on theHsη1(R
d) and moments we obtain that, for a suitable choice
of ε > 0 small enough and α ∈ (0, α∗0), it holds
d
dt
‖g(t)‖2L2 +
κ0
2
‖g(t)‖2L2 6 C(1 + log+(1/t))‖g(t)‖L2 t > 0,
or, equivalently
d
dt
y(t) +
κ0
4
y(t) 6
C
2
(1 + log+(1/t)), t > 0, with y(t) := ‖g(t)‖L2 .
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Using that the mapping t 7→ 1 + log+(1/t) is integrable at t = 0, simple integration of this differential
inequality implies that supt>0 y(t) 6 C1y(0)+C2 <∞ for some explicit constants C1 and C2. This proves
the result. 
Corollary 7.3. Under the assumptions of Theorem 7.2, the unique solution ψ(t) to (1.14) satisfies the
estimate supt>1 ‖ψ(t)‖X1 <∞, where we recall that X1 = W 1,11 (̟), with weight̟ having rate a < A/2.
Proof. Using Cauchy-Schwarz inequality
ˆ
Rd
|∇ψ(t, ξ)| exp(a/2|ξ|)dξ 6 2
√
I(ψ(t)
(ˆ
Rd
ψ(t, ξ) exp(a|ξ|)dξ
)1/2
6 C , for any a < A , t > 1 .
The boundedness in the last inequality is concluded thanks to Theorem 7.2 and Theorem 7.1. 
7.2. Stability estimate. Using the Csisza´r-Kullback inequality (see [17, Theorem A.2, p. 131]), we
deduce from Theorem 6.7 the following result.
Corollary 7.4. Assume that 0 < f0 ∈ L13(Rd) ∩ L2(Rd) and that 0 < a < min{a,A/2} where a and A are
defined respectively in Lemma 3.1 and Theorem 7.1. There exists some explicit function ℓ : (0, α‡] → R+
with limα→0 ℓ(α) = 0 and some constant C > 0 both depending on the L13 ∩ L2-norm of ψ0 such that, for
any α ∈ (0, α‡) the solution ψ(t, ξ) to (1.14) satisfies
‖ψ(t)− ψα‖L1(ma) 6 ℓ(α) + C(1 + t)−1/4 ∀ t > 1.
where ma(ξ) := exp(a|ξ|).
Proof. Using both Csisza´r-Kullback and Cauchy-Schwarz inequalities, we obtain, for allma(ξ) := exp(a|ξ|)
‖ψ(t)−M‖2L1(ma) 6 ‖ψ(t)−M‖L1(Rd) ‖ψ(t)−M‖L1(m2a)
6
√
2H(ψ(t)|M) ‖ψ(t)−M‖L1(m2a).
Due to Theorem 7.1, choosing a < A/2, gives supt>1 ‖ψ(t) −M‖L1(m2a) < ∞. One deduces from (6.9)
that there exists some constant C > 0 such that
‖ψ(t)−M‖L1(ma) 6 C
(
(1 + t)−1/4 + α1/6
)
, ∀ t > 1 .
Using that ‖ψ(t)−ψα‖L1(ma) 6 ‖ψ(t)−M‖L1(ma)+ ‖M−ψα‖L1(ma), we obtain the conclusion invoking
Lemma 3.1. 
Let us move to a perturbative setting. Set h(t, ξ) := ψ(t, ξ)− ψα(ξ), so that,
∂th(t, ξ) = Lαh(t, ξ) + Bα(h, h)(t, ξ) + [Aα −Aψ(t)]ψ(t, ξ)
+ [Bα −Bψ(t)] ξ · ∇ξψ(t, ξ) +Bψ(t)vψ(t) · ∇ξψ(t, ξ).
As already mentioned, defining vα throughBαvα := −α
´
Rd
ξQ−(ψα, ψα)(ξ)dξ, one sees that vα is equal
to zero since Q−(ψα, ψα) is radially symmetric. Therefore, one can rewrite the evolution as
∂th(t, ξ) = Lαh(t, ξ) + Bα(h, h)(t, ξ) + [Aα −Aψ(t)]ψ(t, ξ)
+ [Bα −Bψ(t)] ξ · ∇ξψ(t, ξ) + [Bψ(t)vψ(t)−Bαvα] · ∇ξψ(t, ξ). (7.2)
Moreover, for any t > 1 we have that h(t, ξ) ∈ X0, and
ˆ
Rd
h(t, ξ)
 1ξ
|ξ|2
 dξ =
 00
0
 , ∀ t > 0.
Let us introduce, for any t > 0
Gα(t, ξ) = Bα(h, h)(t, ξ) + [Aα −Aψ(t)]ψ(t, ξ)
+ [Bα −Bψ(t)] ξ · ∇ξψ(t, ξ) + [Bψ(t)vψ(t)−Bαvα] · ∇ξψ(t, ξ).
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As a consequence, using Duhamel’s formula, where we recall that {Sα(t) ; t > 0} denotes the C0-
semigroup generated by Lα in X0, we can write
h(t) = Sα(t− t0)h(t0) +
ˆ t
t0
Sα(t− s)Gα(s) ds, ∀ t > t0 > 0 . (7.3)
Lemma 7.5. Assume the conditions of Theorem 7.2 for f0 > 0 and take a ∈
(
0, 12 min{a,A/2}
)
and any
t0 > 1. Then,
‖Gα(s)‖X0 6 C‖h(s)‖X0
(
α+ ℓ(α)1/2 + (1 + s)−1/8
)
∀ s > t0.
The constant C > 0 depends on L1η ∩H(5−d)
+/2
η -norm of ψ0, with η > 4 + d/2.
Proof. Denote by C > 0 a constant that may depend on L1η ∩ H(5−d)
+/2
η -norm of ψ0, with η > 4 + d/2,
and that can change from line to line. Using Lemma B.3 in Appendix B
‖Bα(h(s), h(s))‖X0 6 C‖h(s)‖L12(̟)‖h(s)‖L1(̟) ∀s > t0.
Moreover, using Cauchy-Schwarz inequality together with Corollary 7.4, one sees that
‖h(s)‖L12(̟) = ‖h(s)‖L12(ma) 6 C‖h(s)‖
1/2
L1(m2a)
6 C
(
ℓ(α)1/2 + (1 + s)−1/8
)
∀s > t0,
where ma(ξ) := exp(a|ξ|). Therefore,
‖Bα(h(s), h(s))‖X0 6 C
(
ℓ(α)1/2 + (1 + s)−1/8
)
‖h(s)‖X0 ∀s > t0.
It is easy to check that
|Aα −Aψ(s)| 6 α(d+ 2)
2
[
‖Q−(h(s), ψα)‖L12(Rd) + ‖Q−(ψ(s), h(s))‖L12(Rd)
]
6 Cα ‖h(s)‖L13(Rd).
In the same way,
|Bα −Bψ(s)|+ |Bαvα −Bψ(s)vψ(s)| 6 Cα ‖h(s)‖L13(Rd) . (7.4)
Consequently,
‖Gα(s)‖X0 6 C‖h(s)‖X0
(
ℓ(α)1/2 + (1 + s)−1/8 + α ‖ψ(s)‖X0 + α‖ψ(s)‖X1
)
, s > t0 > 1 .
Moreover, under our assumption on f0, by Theorem 7.1 and Corollary 7.3, sups>1 ‖ψ(s)‖X0 6 C and
sups>1 ‖ψ(s)‖X1 6 C. 
The following lemma is crucial to the argument. We use the notations of Lemma 5.3.
Lemma 7.6. There exists some constant C0 > 0 such that
‖h(t)‖X0 6 C0‖(I−Pα)h(t)‖X0 , ∀ t > 1, ∀α ∈ (0, α⋆1),
where α⋆1 is defined in Lemma 5.3.
Proof. Since P0h(t) = 0 for all t > 0, one has
Pαh(t) = (Pα −P0)h(t) and g(t) := (Id−Pα)h(t) = (Id− (Pα −P0))h(t) .
Since Id − (Pα − P0) is invertible for any α ∈ (0, α⋆1) we get from Lemma 5.3 that there exists C0 > 0
independent of α such that
‖h(t)‖X0 6 ‖(Id− (Pα −P0))−1‖B(X0)‖g(t)‖X0 6 C0‖g(t)‖X0 , ∀ t > 1 ,
for any α ∈ (0, α⋆1). This proves the result. 
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Proof of Theorem 1.4. For any α ∈ (0, α⋆1), introduce, as in aforementioned proof ,
g(t) = (I−Pα)h(t), ∀ t > 0.
Applying (I−Pα) to Duhamel’s formula (7.3) and using that Pα commutes with Sα(t) we get
g(t) = Sα(t− t0)g(t0) +
ˆ t
t0
Sα(t− s) (I−Pα)Gα(s) ds, ∀ t > t0.
Using Theorem 1.7 and Lemma 7.5, for all µ ∈ (0, ν′∗) and any t > t0 we have that
‖g(t)‖X0 6 Cµ exp(−µ(t− t0)‖h(t0)‖X0 + Cµ
ˆ t
t0
exp(−µ(t− s))‖Gα(s)‖X0ds
6 Cµ exp(−µ(t− t0))‖h(t0)‖X0 + Cµ
ˆ t
t0
(
α+ ℓ(α)1/2 + (1 + s)−1/8
)
exp(−µ(t− s))‖h(s)‖X0ds.
Using Lemma 7.6, this translates into
‖g(t)‖X0 6 Cµ exp(−µ(t−t0))‖g(t0)‖X0+C0 Cµ
ˆ t
t0
(
α+ ℓ(α)1/2 + (1 + s)−1/8
)
exp(−µ(t−s))‖g(s)‖X0ds.
Thanks to Gronwall’s Lemma, we obtain
‖g(t)‖X0 6 C1 exp(−µt) exp
(
C0 Cµ
(
αt+ ℓ(α)1/2t+
8
7
(1 + t)7/8
))
‖h(t0)‖X0 , ∀ t > t0.
But, one has (1 + t)7/8 6 χ(1 + t) + Cχ, for χ > 0. Hence,
‖g(t)‖X0 6 C exp(−µαt)‖h(t0)‖X0 , ∀ t > t0
with µα = µ − C0Cµ
(
α+ ℓ(α)1/2 + χ
)
. Recall from theorem 1.7 that µ may be chosen arbitrarily close
to µ⋆. Consequently, µα may be chosen arbitrarily close to µ⋆ for α small enough. Using again Lemma
7.6, this gives
‖h(t)‖X0 6 C exp(−µαt)‖h(t0)‖X0 ∀ t > t0,
achieving the proof. 
8. BACK TO THE ORIGINAL VARIABLE
Let us now explain how the above convergence result can be translated in the original variable. Recall
that, from (1.10), the link between the original unknown f(t, v) and the rescaled function ψ(τ, ξ) is given
by
f(t, v) = nf (t)(2Tf (t))
−d/2ψ
(
τ(t),
v − uf(t)√
2Tf(t)
)
where nf (t),uf (t) and Tf (t) denote respectively the mass, momentum and temperature of f(t, ·). Then,
one obtains the following version of Theorem 1.3.
Proposition 8.1. Under the assumption and notations of Theorem 1.3, for any ε > 0 there exist some explicit
αc ∈ (0, α0) and Cε > 0 such that, for any α ∈ (0, αc)
ˆ
Rd
|f(t, v)− fα(t, v)| exp
(
a
|v − uf (t)|√
2Tf (t)
)
dv 6 Cεnf (t) exp (−(µ⋆ − ε)τ(t)) , τ(t) > 1 ,
where
fα(t, v) = nf (t)(2Tf (t))
−d/2ψα
(
v − uf (t)√
2Tf(t)
)
.
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For Proposition 8.1 to be operant, we need to have a better understanding of the behavior, as t→∞,
of the quantities nf (t),uf (t), Tf (t). We mentioned in Section 2 that this seems a difficult task, yet, we
can profit from the exponential convergence of ψ(τ, ξ) towards ψα to obtain estimates for the long-time
behavior of these macroscopic quantities.
Lemma 8.2. With the notations of Theorem 1.3, for any ε > 0 there exist some explicit αc ∈ (0, α0) and
C > 0 depending only on ε and f0 such that, for any α ∈ (0, αc)∣∣Aψ(τ) −Aα∣∣+ ∣∣Bψ(τ) −Bα∣∣+ ∣∣Bψ(τ)vψ(τ)∣∣ 6 C α exp(−(µ⋆ − ε)τ) ∀ τ > 1.
where we recall that Aψ(τ),Bψ(τ) and vψ(τ) are defined in (1.15).
Proof. The result was almost established in Lemma 7.5. Namely, it was proved there that, for all τ > 0∣∣Aψ(τ) −Aα∣∣+ |Bα −Bψ(τ)| + |Bαvα −Bψ(τ)vψ(τ)| 6 Cα‖h(τ)‖L13 = Cα‖ψ(τ) − ψα‖L13 ,
for some positive constant C > 0 depending only on f0. Since vα = 0 and
‖ψ(τ) − ψα‖L13 6 C‖ψ(τ) − ψα‖L1(̟) 6 Cε exp(−(µ⋆ − ε)τ) τ > 1,
the result follows. 
This, combined with Lemma 2.8, translates in the following result.
Proposition 8.3. Under the assumptions of Theorem 1.3, for all ε > 0 and α ∈ (0, αc) one has
τ(t) ≃ 2
α(aα + bα)
log t, as t→∞
and
lognf(t) ≃ −2 aα
aα + bα
log t, and logTf (t) ≃ − 4Bα
α(aα + bα)
log t for t→∞.
Finally, limt→∞ uf (t) = uf0 +
√
2Tf0
ˆ +∞
0
Bψ(s)vψ(s) exp
(
−
ˆ s
0
Bψ(r)dr
)
ds.
Proof. We notice that, from Lemma 8.2, limτ→∞ aψ(τ) = aα and limτ→∞Bψ(τ) = Bα so that, by a
Cesaro-type argument (noticing that both mappings s 7→ aψ(s) and s 7→ Bψ(s) are locally integrable),
lim
t→∞
1
τ(t)
ˆ τ(t)
0
aψ(s)ds = aα, lim
t→∞
1
τ(t)
ˆ τ(t)
0
Bψ(s)ds = Bα.
Then, a direct consequence of Lemma 2.8 is that
nf (t) ≃ nf0 exp (−α aατ(t)) , and Tf (t) ≃ Tf0 exp (−2Bατ(t)) for t→∞ (8.1)
and
uf (t) ≃ uf0 +
√
2Tf0
ˆ +∞
0
Bψ(s)vψ(s) exp
(
−
ˆ s
0
Bψ(r)dr
)
ds as t→∞. (8.2)
Let us note that the above integral converges, at least for α small enough. Indeed, we deduce from (7.4)
that there exists some constant Cα such that
|Bψ(s)vψ(s)| 6 Cα, s > 0.
On the other hand, (7.4) and Theorem 1.4 imply that for fixed α, lims→+∞Bψ(s) = Bα. Moreover, by
Remark 2.7, we have Bα > 0 for α small enough. Thus, taking α small enough, there exists τ0 > 0 such
that
Bψ(s) >
1
2
Bα > 0, s > τ0,
whence the convergence of the integral in (8.2).
The same reasoning as above also shows that
d
dt
τ(t) ≃ cf0 exp
(
−α
2
(aα + bα)τ(t)
)
as t→∞
38 RICARDO J. ALONSO, VE´RONIQUE BAGLAND, AND BERTRAND LODS
where we set cf0 = nf0
√
2Tf0 . An application of de L’Hoˆpital’s rule shows that
lim
t→∞
1
t
exp
(
α
aα + bα
2
τ(t)
)
= cf0α
aα + bα
2
,
that is,
τ(t) ≃ 2
α(aα + bα)
log
(
cf0α
aα + bα
2
t
)
≃ 2
α(aα + bα)
log t as t→∞.
This, combined with (8.1) gives the result. 
Proof of Theorem 1.3. The proof follows directly from Propositions 8.1 and 8.3. It only remains to show
that the rates obtained for nf (t) and Tf (t) in Proposition 8.3 only depend on α. Let us fix ̺ > 0 and
E > 0 and let ψα be the unique solution to (1.5) that has mass ̺, energy E and zero momentum. Let us
denote by Aα,Bα, aα and bα the associated coefficients defined by (1.6), (1.7) and (1.16) where ψα is
replaced with ψα. We deduce from [7, Section 1.2] and Theorem 1.1 that
ψα(ξ) = ̺
(
d̺
2E
)d/2
ψα
(√
d̺
2E
ξ
)
.
Consequently, the scaling properties of Q− lead to
Aα = ̺
√
2E
d̺
Aα, Bα = ̺
√
2E
d̺
Bα, aα = ̺
√
2E
d̺
aα and bα = ̺
√
2E
d̺
bα.
In particular,
Bα
aα + bα
=
Bα
aα + bα
, and
aα
aα + bα
=
aα
aα + bα
.
This proves that the rates in (1.17) depend only on α and not on the mass and energy of ψα. 
Part 3. Appendices
APPENDIX A. PROOFS OF LEMMA 4.1 AND LEMMA 4.2
We collect here the proofs of two fundamental results in Section 4.1. Notations are those introduced
in Sections 3 and 4.
Proof of Lemma 4.1. One has clearly that, for all Reλ > −µ⋆, [AR(λ,Bα)]k ∈ B(X1,X2), R(λ,L0) ∈
B(X2) and Lα −L0 ∈ B(X2,X1) for α ∈ (0, α†) from which
‖Jα,k(λ)‖B(X1) 6 ‖Lα −L0‖B(X2,X1) ‖R(λ,L0)‖B(X2)
∥∥∥[AR(λ,Bα)]k∥∥∥
B(X1,X2)
Using (3.14), (3.15) and (3.3), this yields to a bound
‖Jα,k(λ)‖B(X1) 6 Ck ε1,1(α) |λ|−n0 , ∀Reλ > −ν′∗
for some explicit constant Ck > 0. Choosing then rk(α) = (Ck ε1,1(α))
1
n0+1 , we get (4.1) and clearly
limα→0+ rk(α) = 0. Clearly then, if αk is chosen in such a way that rk(α) < 1 for all α ∈ (0, αk), one sees
that Id− Jα,k(λ) is invertible in X1 for all λ ∈ Ωk(α) with
(Id− Jα,k(λ))−1 =
∞∑
p=0
[Jα,k(λ)]p .
Let us fix then α ∈ (0, αk) and λ ∈ Ωk(α). The range of Γα,k(λ) is clearly included in D(Bα) = D(Lα).
Then, writing Lα = A+ Bα we get
(λ−Lα)Γα,k(λ) = (λ− Bα −A)
k−1∑
j=0
R(λ,Bα) [AR(λ,Bα)]j + (λ−Lα)R(λ,L0) [AR(λ,Bα)]k .
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The first term on the right-hand side is equal to
(λ− Bα −A)
k−1∑
j=0
R(λ,Bα) [AR(λ,Bα)]j =
k−1∑
j=0
[AR(λ,Bα)]j −
k−1∑
j=0
AR(λ,Bα) [AR(λ,Bα)]j
= Id− [AR(λ,Bα)]k
while, writing simply (λ−Lα) as (λ−L0) + (L0 −Lα) the second term is equal to
[AR(λ,Bα)]k + (L0 −Lα)R(λ,L0) [AR(λ,Bα)]k = [AR(λ,Bα)]k − Jα,k(λ).
This proves that
(λ−Lα)Γα,k(λ) = Id− Jα,k(λ)
and shows that Γα,k(λ)(Id − Jα,k(λ))−1 is a right-inverse of (λ−Lα).
To prove that λ−Lα is invertible, it is therefore enough to prove that it is one-to-one. Consider then
the eigenvalue problem
Lαh = λh, h ∈ D(Lα) = W2,12 (̟).
Since D(L0) = W
1,1
2 (̟), one can write this as (λ−L0)h = Lαh−L0h and as such
‖h‖X1 = ‖R(λ,L0)(Lα −L0)h‖X1 6 ε1,1(α) ‖R(λ,L0)‖B(X1) ‖h‖X2
where we noticed that, since λ 6= 0 and Reλ > −µ⋆, λ ∈ ̺(L0) and where we used (3.3). Notice that,
according to Hille-Yoshida Theorem, there exits a constant C0 > 0 such that
‖R(λ,L0)‖B(X1) 6 C0(Reλ+ µ⋆)−1 6 C0(µ⋆ − ν′∗)−1
so that
‖h‖X1 6 C0ε1,1(α)(µ⋆ − ν′∗)−1‖h‖X2 .
Let us now estimate ‖h‖X2. Since Lαh = λh one has (λ− Bα)h = Ah and h = R(λ,Bα)Ah, so that
‖h‖X2 6 ‖R(λ,Bα)‖B(X2) ‖Ah‖X2 6
C2
Reλ+ ν∗
‖Ah‖X2 6
C2 ‖A‖B(X1,X2)
ν∗ − ν′∗
‖h‖X1 6
C2 ‖A‖B(X1,X2)
µ⋆ − ν′∗
‖h‖X1
for some positive constant C2 which gives the equivalence between the norm ‖ · ‖X2 and the modified
equivalent norm J·K obtained in Proposition 3.4. Thus,
‖h‖X1 6 C0ε1,1(α)
C2‖A‖B(X1,X2)
(µ⋆ − ν′∗)2
‖h‖X1
and one sees that, up to reduce α, one can assume that C0ε1,1(α)
C2‖A‖B(X1,X2)
(µ⋆−ν′∗)2
< 1 which implies that
h = 0. This proves that λ−Lα is one-to-one and its right-inverse is actually its inverse.
To estimate now ‖R(λ,Lα)‖B(X1) one simply notices that
‖(Id− Jα,k(λ))−1‖B(X1) 6
∞∑
p=0
‖Jα,k(λ)‖pB(X1) 6
1
1− rk(α) , ∀λ ∈ Ωk(α)
from which
‖R(λ,Lα)‖B(X1) 6
1
1− rk(α) ‖Γα,k(λ)‖B(X1)
and, from the previous estimates of ‖R(λ,Bα)‖B(X1), ‖ [AR(λ,Bα)]j ‖B(X1) and ‖R(λ,L0)‖B(X1) one
checks without difficulty that there exists Ck > 0 such that
‖Γα,k(λ)‖B(X1) 6 Ck
k∑
j=0
(Reλ+ ν∗)−j 6 Ck
k∑
j=0
(ν∗ − ν′∗)−j
from which we get the result. 
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Proof of Lemma 4.2. We use Lemma 4.1 for some suitable k ∈ N and let γk(α) := {z ∈ C ; |z| = rk(α)}
where rk(α) is provided by Lemma 4.1. One has
Pα =
1
2iπ
˛
γk(α)
R(λ,Lα)dλ, P0 = 1
2iπ
˛
γk(α)
R(λ,L0)dλ.
To prove that Pα ∈ B(X1,X2), it suffices to find some suitable estimate on ‖R(λ,Lα)‖B(X1,X2). Notice
that, in the spaceX1, the range ofR(λ,Lα) is indeed X2 which is the domain of Lα (i.e. X2 = D(Lα|X1)).
Therefore, the norm ‖·‖X2 is equivalent to the graph norm of Lα (seen as an operator of X1): there exists
Cα > 0 such that
‖f‖X2 6 Cα (‖f‖X1 + ‖Lαf‖X1) , ∀f ∈ X2.
Then, given λ ∈ γk(α) and g ∈ X1 one has
‖R(λ,Lα)g‖X2 6 Cα (‖R(λ,Lα)g‖X1 + ‖LαR(λ,Lα)g‖X1)
Since LαR(λ,Lα)g = −g + λR(λ,Lα)g and |λ| = rk(α) we get
‖R(λ,Lα)g‖X2 6 Cα ((1 + rk(α))‖R(λ,Lα)g‖X1 + ‖g‖X1) .
Using (4.3), one has ‖R(λ,Lα)‖B(X1) 6 Mk(α) for all λ ∈ γk(α) for some positive constant Mk(α)
depending only on k, α and on ν′∗ − ν∗. This shows that
sup
λ∈γk(α)
‖R(λ,Lα)‖B(X1,X2) := C(k, α) <∞
and this proves the bound on ‖Pα‖B(X1,X2). Let us now prove (4.4). Recall that
Pα −P0 = 1
2iπ
˛
γk(α)
[R(λ,Lα)−R(λ,L0)] dλ
with R(λ,L0)−R(λ,Lα) = R(λ,L0)(L0 −Lα)R(λ,Lα). However, even if for small α, one can make
L0 − Lα small, it appears difficult to obtain bounds on ‖R(λ,L0) − R(λ,Lα)‖B(X1) because of the
domain loss in (3.3). Indeed, such a domain loss would require uniform bound on ‖R(λ,Lα)‖B(X1,X2)
for α ≃ 0 and such bound cannot hold true because the range of R(λ,L0) is not X2. We have then to
proceed in a different way, following the approach of [32, Lemma 2.17]. We apply Lemma 4.1. We simply
write
Gα(λ) =
k−1∑
j=0
R(λ,Bα) [AR(λ,Bα)]j , 0 6 α < α†k
so that Lemma 4.1 reads R(λ,Lα) = Gα(λ)(Id − Jα,k(λ))−1 +R(λ,L0) [AR(λ,Bα]k (Id − Jα,k(λ))−1
while one proves without difficulty that, since L0 = A+ B0, it holds
R(λ,L0) = G0(λ) +R(λ,L0) [AR(λ,B0)]k .
Since λ 7→ R(λ,B0) and λ 7→ R(λ,Bα) are both analytic on D(0, rk(α)), one has˛
γk(α)
Gα(λ)dλ =
˛
γk(α)
G0(λ)dλ = 0. (A.1)
Consequently
P0 =
1
2iπ
˛
γk(α)
R(λ,L0)dλ = 1
2iπ
˛
γk(α)
R(λ,L0) [AR(λ,B0)]k dλ
while
Pα =
1
2iπ
˛
γk(α)
Gα(λ)(Id − Jα,k(λ))−1dλ+ 1
2iπ
˛
γk(α)
R(λ,L0) [AR(λ,Bα)]k (Id− Jα,k(λ))−1dλ
=
1
2iπ
˛
γk(α)
Gα(λ)Jα,k(λ)(Id−Jα,k(λ))−1dλ+ 1
2iπ
˛
γk(α)
R(λ,L0) [AR(λ,Bα)]k (Id−Jα,k(λ))−1dλ
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where we used (A.1) in the first integral. From this, we get
Pα −P0 = 1
2iπ
˛
γk(α)
R(λ,L0)
{
[AR(λ,Bα)]k (Id− Jα,k(λ))−1 − [AR(λ,B0)]k
}
dλ
+
1
2iπ
˛
γk(α)
Gα(λ)Jα,k(λ)(Id − Jα,k(λ))−1dλ
=
1
2iπ
˛
γk(α)
R(λ,L0) [AR(λ,Bα)]k
[
(Id− Jα,k(λ))−1 − Id
]
dλ
+
1
2iπ
˛
γk(α)
R(λ,L0)
{
[AR(λ,Bα)]k − [AR(λ,B0)]k
}
dλ
+
1
2iπ
˛
γk(α)
Gα(λ)Jα,k(λ)(Id − Jα,k(λ))−1dλ
=: I1,α + I2,α + I3,α.
According to (4.1) and arguing as in the proof of (4.3), for any λ ∈ γk(α), the integrand in I3,α is such
that
‖Gα(λ)Jα,k(λ)(Id − Jα,k(λ))−1‖B(X1) 6
rk(α)
1− rk(α)‖Gα(λ)‖B(X1) 6
Ckrk(α)
1− rk(α)
for some positive constant depending on k and on ν
′
∗. Thus, ‖I3,α‖B(X1) = O(rk(α)). In the same way,
since
[
(Id− Jα,k(λ))−1 − Id
]
= Jα,k(λ)(Id−Jα,k(λ))−1, one gets that the integrand of I1,α is such that∥∥∥R(λ,L0) [AR(λ,Bα)]k [(Id− Jα,k(λ))−1 − Id]∥∥∥
B(X1)
6
rk(α)
1− rk(α)‖R(λ,L0) [AR(λ,Bα)]
k ‖B(X1)
and, using (3.15), one gets easily that I1,α = O(rk(α)). Now, concerning the integrand of I2,α, one has
[AR(λ,Bα)]k − [AR(λ,B0)]k =
k−1∑
j=0
[AR(λ,Bα)]j A
(
R(λ,Bα)−R(λ,B0)
)
[AR(λ,B0)]k−j−1
=
k−1∑
j=0
[AR(λ,Bα)]j+1
(
Bα − B0
)
R(λ,B0) [AR(λ,B0)]k−j−1 .
Since k − j − 1 6= 0 for all j ∈ {0, . . . , k − 2}, one can exploit the regularizing effect of A and prove, as
in (3.15) that, for all λ ∈ γk(α),∥∥∥(Bα − B0)R(λ,B0) [AR(λ,B0)]k−j−1∥∥∥
B(X1)
6 ‖Bα − B0‖B(X2,X1) ‖R(λ,B0)‖B(X2) ‖ [AR(λ,B0)]k−j−1 ‖B(X1,X2) 6 Cj,kε1,1(α)
for some positive constant Cj,k where we used (3.3) since Lα −L0 = Bα − B0. Next, for j = k − 1, one
deduces from (3.3) and (3.15) that, for all λ ∈ γk(α),∥∥∥∥[AR(λ,Bα)]k (Bα − B0)R(λ,B0)∥∥∥∥
B(X1)
6
∥∥∥[AR(λ,Bα)]k∥∥∥
B(X0,X1)
‖Bα − B0‖B(X1,X0)‖R(λ,B0)‖B(X1)
6 Ck−1,kε0,0(α)
(A.2)
for some positive constant Ck−1,k > 0. One concludes from this easily that
I2,α = O(ε1,1(α)) +O(ε0,0(α))
and the proof is complete. 
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Remark A.1. It is not clear whether the above Lemma is valid in the space X0. This comes from the fact that
our last estimate (A.2) relies on the estimate of Bα−B0 in B(X1,X0). This explains why we need to work on
the scales of three Banach spaces X2,X1 and X0 and cannot work directly on X0 (and X1 = D(Lα)). This
was already observed in a similar framework in [32] and comes from the fact that the elastic limit α → 0 is
strongly ill-behaved because of the loss of domain induced by the drift term. In particular, it appears difficult
to apply directly the classical spectral perturbation theory developed in [19].
APPENDIX B. MAIN PROPERTIES OF THE SOLUTIONS TO THE RESCALED BOLTZMANN EQUATION
We prove in this Appendix the main properties of the solutions to (1.14) that we used in Section 6.
B.1. Creation and propagation of algebraic and exponential moments. First, we prove the following
evolution for the moments of ψ(t, ξ). We set
ms(t) =
ˆ
Rd
ψ(t, ξ)|ξ|sdξ, ∀ s > 0.
We follow the approach in [1] and introduce, for all s, p > 0
Ss,p(t) =
kp∑
k=1
(
p
k
)(
msk+1(t)ms(p−k)(t) +msk(t)ms(p−k)+1(t)
)
(B.1)
where kp =
[
p+1
2
]
is the integer part of p+12 .
Lemma B.1. Let f0 ∈ L13(Rd) be a given nonnegative initial datum with nf0 , Tf0 > 0. For any α ∈ (0, α⋆),
let ψ(t, ξ) be the unique solution to (1.14). There exists α˜0 ∈ (0, α⋆) such that for α ∈ (0, α˜0), s ∈ (0, 2] and
p0 > 2/s, one has, for any t > 0 and any p > p0 > 2/s,
d
dt
msp(t) 6 (1− α)̺sp/2Ss,p(t)−K1msp+1(t) + α spK2msp(t) + αspdmsp−1(t)
where K1 = 1 − ̺ sp0
2
, ̺k is defined by (2.4) and K2 is a positive constant depending only on d, α0 and´
Rd
ψ0(ξ)|ξ|3 dξ.
Proof. As in [1] (see also [7, Lemma 3.1]), one hasˆ
Sd−1
(|ξ′|2k + |ξ′∗|2k) dσ 6 ̺k (|ξ|2 + |ξ∗|2)k ∀k > 1
where ̺k is defined by (2.4). Notice that the mapping k > 0 7→ ̺k ∈ (0, 1) is decreasing and limk→∞ ̺k =
0. Introduce
βk(α) = (1− α)̺k.
After multiplying (1.14) by |ξ|sp and arguing as in [1] and [7, Lemma 3.1] with k = sp2 , we obtain easily
that
d
dt
msp(t) 6
1
2
β sp
2
(α)
ˆ
Rd×Rd
ψ(t, ξ)ψ(t, ξ∗)|ξ − ξ∗|
((|ξ|2 + |ξ∗|2) sp2 − |ξ|sp − |ξ∗|sp)dξdξ∗
−
(
1− β sp
2
(α)
) ˆ
Rd×Rd
ψ(t, ξ)ψ(t, ξ∗)|ξ − ξ∗| |ξ|spdξdξ∗
+
(
(d+ sp)Bψ(t)−Aψ(t)
)
msp(t) + spBψ(t)vψ(t) ·
ˆ
Rd
ξ|ξ|sp−2ψ(t, ξ) dξ.
Since ψ(t, ξ) has zero momentum and mass one, one hasˆ
Rd
ψ(t, ξ∗)|ξ − ξ∗|dξ∗ >
∣∣∣∣ξ − ˆ
Rd
ψ(t, ξ∗)ξ∗dξ∗
∣∣∣∣ = |ξ|,
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which yields the lower bound:ˆ
Rd×Rd
|ξ|spψ(t, ξ)ψ(t, ξ∗)|ξ − ξ∗|dξdξ∗ > msp+1(t).
One estimates the first integral as in [1] to get
d
dt
msp(t) 6 β sp
2
(α)Ss,p(t)−
(
1− β sp
2
(α)
)
msp+1(t)
+ ((d+ sp)Bψ(t)−Aψ(t))msp(t) + spBψ(t)vψ(t) ·
ˆ
Rd
ξ|ξ|sp−2ψ(t, ξ) dξ.
Now, one checks that
(d+ sp)Bψ(t)−Aψ(t) 6 α sp
d
ˆ
Rd
Q−(ψ, ψ)(t, ξ)|ξ|2dξ 6 α sp
d
(
m3(t) +
d
2m1(t)
)
and ∣∣Bψ(t)vψ(t)∣∣ 6 α ˆ
Rd
Q−(ψ, ψ)(t, ξ)|ξ|dξ 6 α
(
d/2 +m1(t)
2
)
,
which results in
d
dt
msp(t) 6β sp
2
(α)Ss,p(t)−
(
1− β sp
2
(α)
)
msp+1(t)
+
α sp
d
(
m3(t) + (d/2)
3/2
)
msp(t) + αspdmsp−1(t) ,
(B.2)
where we used that m1(t) 6
√
d/2. In particular, for s = 1 and p = 3, one obtains that
d
dt
m3(t) 6 6β 3
2
(α)
(
m1(t)m3(t) + (d/2)
2
)− (1− β 3
2
(α)
)
m4(t)
+
3α
d
(
m3(t) + (d/2)
3/2
)
m3(t) +
3αd2
2
.
Ho¨lder inequality implies that m4(t) >
2
d m3(t)
2 and one deduces that
d
dt
m3(t) 6 −
(
1− β 3
2
(α) − 3α
2
)
2
d
m3(t)
2 +
(
6β 3
2
(α) +
3α
2
)
(d/2)1/2m3(t) +
3 d2
2
(β 3
2
(α) + α) .
Let us fix α˜0 ∈ (0, α⋆) satisfying
α˜0 <
1− ̺3/2
3/2− ̺3/2
.
Then, for α ∈ (0, α˜0), one obtains
d
dt
m3(t) 6 −
(
1− β 3
2
(α˜0)− 3α˜0
2
)
2
d
m3(t)
2 +
(
6̺ 3
2
+
3
2
)
(d/2)1/2m3(t) +
3 d2
2
(̺ 3
2
+ 1) .
This shows that, for α < α˜0, there is an explicit constant M3, depending only on d (and α˜0) such that
sup
t>0
m3(t) 6 max
(
M3,
ˆ
Rd
ψ0(ξ)|ξ|3 dξ
)
. (B.3)
With this, (B.2) becomes, for any α ∈ (0, α˜0),
d
dt
msp(t) 6 β sp
2
(α)Ss,p(t)−
(
1− β sp
2
(α)
)
msp+1(t) + α s pK2msp(t) + αspdmsp−1(t) ,
where K2 only depends on d, α˜0 and m3(0). This proves the result. 
Lemma B.2. Let f0 ∈ L13(Rd) be a given nonnegative initial datum with nf0 , Tf0 > 0. For any α ∈ (0, α⋆),
let ψ(t, ξ) be the unique solution to (1.14). There exists α˜0 ∈ (0, α⋆) such that for α ∈ (0, α˜0) and p > 0,
there exists some constant Cp > 0 depending only on p, nf0 , Tf0 and ‖f0‖L13 such that
mp(t) 6 Cpmax
{
1, t−p
}
for t > 0. (B.4)
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Proof. We know from (B.3) that the third moment of solution ψ(t) is uniformly propagated. Moreover, it
follows from Lemma B.1 that, for any p > 3, mp(t) becomes finite for all positive time. Now, observe that
by Ho¨lder’s inequality
S1,p(t) 6 Cpm1(t)mp(t), mp−1(t) 6 (mp(t))1−1/p and mp+1(t) > (mp(t))1+1/p.
Consequently, we infer from Lemma B.1 that mp(t) satisfies the differential inequality
d
dt
mp(t) 6 C1mp(t)−K1(mp(t))1+1/p + C2(mp(t))1−1/p. (B.5)
Thus, for t ∈ (0, 1], (B.4) follows by comparison with the upper solution x∗ = C/tp of the differential
equation x′ = C1x − K1x1+1/p + C2x1−1/p. Then, once the moment is finite at time t = 1, the same
estimate (B.5) implies that (B.4) holds for t > 1. 
Proof of Theorem 7.1. Introduce, as in [1],
Es(t, z) =
ˆ
Rd
ψ(t, ξ) exp(z|ξ|s)dξ =
∞∑
p=0
msp(t)
zp
p!
, s > 0, z > 0,
and, for n ∈ N
Ens (t, z) =
n∑
p=0
msp(t)
zp
p!
, Ins (t, z) =
n∑
p=0
msp+1(t)
zp
p!
.
We consider here s = 1 and fix n ∈ N. We shall show that there exists a˜ ∈ (0, 1) independent of n such
that, for any a ∈ (0, a˜) and any 0 6 t 6 1, one has
En1 (t, at
β) < 4.
Since this is true for all n ∈ N, this would imply the result for t 6 1. Notice that (B.4) implies that for
a 6 1,
En1 (t, at
β) 6 1 +
n∑
p=1
Cp
t(β−1)p
p!
Since β > 1, there exists t˜ small enough and depending on n such that En1 (t, at
β) < 4 for all a 6 1 and
t ∈ (0, t˜). For p0 > 2/s, by Lemma B.1,
d
dt
n∑
p=p0
mp(t)
(atβ)p
p!
6
n∑
p=p0
̺p/2S1,p(t)
(atβ)p
p!
−K1
n∑
p=p0
mp+1(t)
(atβ)p
p!
+ αK2
n∑
p=p0
mp(t)
(atβ)p
(p− 1)!
+ α d
n∑
p=p0
mp−1(t)
(atβ)p
(p− 1)! + β
n∑
p=p0
mp(t)
aptβp−1
(p− 1)! .
Now, we have
n∑
p=p0
mp(t)
(atβ)p
(p− 1)! =
n−1∑
p=p0−1
mp+1(t)
(atβ)p+1
p!
6 a
n∑
p=0
mp+1(t)
(atβ)p
p!
,
n∑
p=p0
mp−1(t)
(atβ)p
(p− 1)! =
n−2∑
p=p0−2
mp+1(t)
(atβ)p+2
(p+ 1)!
6 a2
n∑
p=0
mp+1(t)
(atβ)p
p!
,
n∑
p=p0
mp(t)
aptβp−1
(p− 1)! =
n−1∑
p=p0−1
mp+1(t)
ap+1tβp+β−1
p!
6 a
n∑
p=0
mp+1(t)
(atβ)p
p!
.
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Choosing a small enough so that aK2 6
K1
4 , a
2d 6 K14 and βa 6
K1
4 we get that
d
dt
n∑
p=p0
mp(t)
(atβ)p
p!
6
n∑
p=p0
̺p/2S1,p(t)
(atβ)p
p!
− K1
4
In1 (t, at
β) +K1
p0−1∑
p=0
mp+1(t)
(atβ)p
p!
6
n∑
p=p0
̺p/2S1,p(t)
(atβ)p
p!
− K1
4
In1 (t, at
β) +
1
t
C˜p0 ,
with C˜p0 =
∑p0−1
p=0
Cp+1
p! , where we used (B.4) and a 6 1. From here, we can then argue exactly as in [1,
Theorem 1] to get the result for t 6 1.
We shall now show that for any a ∈ (0, a˜) and any t > 1, one has En1 (t, a) < 4. Since this is true for
all n ∈ N, this would imply the result for t > 1.
Notice that we have just proved that En1 (1, a) < 4 for all a ∈ (0, a˜). Then, for p0 > 2/s and t > 1, by
Lemma B.1,
d
dt
n∑
p=p0
mp(t)
ap
p!
6
n∑
p=p0
̺p/2S1,p(t)
ap
p!
−K1
n∑
p=p0
mp+1(t)
ap
p!
+ αK2
n∑
p=p0
mp(t)
ap
(p− 1)! + αd
n∑
p=p0
mp−1(t)
ap
(p− 1)! .
Recall that the last two sums are bounded from above by a
∑n
p=0mp+1(t)
ap
p! and a
2
∑n
p=0mp+1(t)
ap
p!
respectively. Thus, for a ∈ (0, a˜), we get
d
dt
n∑
p=p0
mp(t)
ap
p!
6
n∑
p=p0
̺p/2S1,p(t)
ap
p!
− K1
2
In1 (t, a) +K1
p0−1∑
p=0
mp+1(t)
ap
p!
6
n∑
p=p0
̺p/2S1,p(t)
ap
p!
− K1
2
In1 (t, a) +K1C˜p0
with C˜p0 =
∑p0−1
p=0
Cp+1
p! , where we used (B.4). We can then argue exactly as in [1, Theorem 2] to get the
result. 
We end this Appendix with well-known estimates about Q± on the weighted L1-spaces.
Lemma B.3. For any b > 0, set
mb(ξ) = exp(b|ξ|), ξ ∈ Rd.
Then, for any q > 0, there exists Cb,q > 0 such that
‖Q±(h, g)‖L1q(mb) + ‖Q±(g, h)‖L1q(mb) 6 Cb,q‖h‖L1q+1(mb) ‖g‖L1q+1(mb)
and
‖Q±(h, h)‖L1(mb) 6 Cb‖h‖L12(mb) ‖h‖L1(mb).
Proof. Without any loss of generality, one shall assume that h and g are nonnegative. One first notices
that, for any h, g ∈ L1(mb), one has
‖Q+(h, g)‖L1q(mb) = ‖Q+(h, g)mb〈·〉q‖L1 = sup‖ψ‖L∞=1
ˆ
Rd
Q+(h, g)(v)mb(v)ψ(v)〈v〉qdv.
To estimate this last integral, one can assume without loss of generality that h, g, ψ are nonnegative.
Then, using the weak formulation of Q+:ˆ
Rd
Q+(h, g)(v)mb(v)ψ(v)〈v〉qdv =
ˆ
Rd×Rd×Sd−1
h(v)g(v∗)|v − v∗|mb(v′∗)ψ(v′∗)〈v′∗〉q dvdv∗dσ
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where the post-collision velocity v′∗ is defined by (1.2). Clearly |v′∗| 6 |v|+|v∗|, i.e. mb(v′∗) 6 mb(v)mb(v∗)
and 〈v′∗〉q 6 〈v〉q〈v∗〉q. Therefore,ˆ
Rd
Q+(h, g)(v)mb(v)ψ(v)〈v〉qdv 6
ˆ
Rd×Rd
(mb(v)〈v〉q h(v)) (mb(v∗)〈v∗〉qg(v∗)) |v − v∗| dvdv∗.
One recognizes that this last integral is equal to
´
Rd
Q+(mb〈·〉q h,mb〈·〉q g)(v)dv and this proves that
‖Q+(h, g)‖L1q(mb) 6 ‖Q+(mb〈·〉q h,mb 〈·〉q g)‖L1. (B.6)
Then, the estimate follows easily from the well-known boundedness of the bilinear operator Q+ :
L11(R
d) × L11(Rd) → L1(Rd) (see, e.g. [2, Theorem 1]). The proof for Q− is simpler since Q−(h, g)(v) 6
h(v)〈v〉‖g‖L11 for any nonnegative h, g. Thus, ‖Q−(h, g)‖L1q(mb) 6 ‖g‖L11‖h‖L1q+1(mb).
For the quadratic estimate, one notices first that, by virtue of the above estimate,
‖Q−(h, h)‖L1(mb) 6 ‖h‖L11(mb)‖h‖L11 6 Cb ‖h‖L12(mb)‖h‖L1(mb).
Let us now focus on Q+(h, h). From (B.6), it suffices to prove that,
‖Q+(f, f)‖L1 6 C‖f‖L12‖f‖L1, ∀f ∈ L
1
2(R
d). (B.7)
Indeed, applying this with f = hmb would yield the result. Now, using the weak formulation,
‖Q+(f, f)‖L1 = sup
‖ψ‖L∞=1
ˆ
Rd
Q+(f, f)(v)ψ(v)dv
= sup
‖ψ‖L∞=1
ˆ
Rd×Rd×Sd−1
f(v)f(v∗)|v − v∗|ψ(v′∗)dvdv∗dσ
Using |v − v∗| 6 〈v〉〈v∗〉 6 12 〈v〉2 + 12 〈v∗〉2 we get easilyˆ
Rd×Rd×Sd−1
f(v)f(v∗)|v − v∗|ψ(v′∗)dvdv∗dσ 6 ‖f‖L12‖f‖L1‖ψ‖L∞
for any ψ ∈ L∞(Rd). This proves (B.7). 
B.2. Propagation of Lebesgue and Sobolev norms. We start with the proof of Lemma 6.2. As said in
the core of the paper, we provide the proof only for p = 2 since it is the only case we are dealing with.
Proof of Lemma 6.2. Let p = 2 and η > 0 be given. Multiply (1.14) by ψ(t, ξ)〈ξ〉2η and integrate over Rd.
We obtain
1
2
d
dt
‖ψ(t)‖2L2η +
(
Aψ(t)− (d2 + η)Bψ(t)
)
‖ψ(t)‖2L2η + ηBψ(t)‖ψ(t)‖
2
L2η−1
+ ηBψ(t)vψ(t) ·
ˆ
Rd
ψ(t, ξ)2ξ〈ξ〉2η−2dξ
6 (1− α)
ˆ
Rd
〈ξ〉2ηψ(t, ξ)Q+(ψ, ψ)(t, ξ)dξ −
ˆ
Rd
〈ξ〉2ηψ(t, ξ)Q−(ψ, ψ)(t, ξ)dξ.
Recalling that
´
Rd
ψ(t, ξ∗)|ξ − ξ∗|dξ∗ > κ0〈ξ〉 for some explicit κ0 > 0 we getˆ
Rd
〈ξ〉2ηψ(t, ξ)Q−(ψ, ψ)(t, ξ)dξ > κ0‖ψ(t)‖2L2
η+1/2
.
Since moreover there exists a positive constant K > 0 such that
max(|Aψ(t)|, |Bψ(t)|, |Bψ(t)vψ(t)|) 6 Kα
for all α ∈ (0, α0) so that one can choose α⋆η ∈ (0, α0) small enough so that
|Aψ(t)|+ (d2 + 2η)|Bψ(t)|+ η|Bψ(t)vψ(t)| 6
κ0
2
∀t > 0, α ∈ (0, α⋆η). (B.8)
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Then, for all α ∈ (0, α⋆η), it holds
1
2
d
dt
‖ψ(t)‖2L2η +
κ0
2
‖ψ(t)‖2L2
η+1/2
6 (1− α)
ˆ
Rd
〈ξ〉2ηψ(t, ξ)Q+(ψ, ψ)(t, ξ)dξ.
At this stage, we handle the last integral as for the classical Boltzmann equation (see [3, Theorem 1])
and get the result. 
We extend the above result to H1η spaces:
Proposition B.4. Let η > 0. There exists α˜η ∈ (0, 1) such that, for any ψ0 ∈ L13(Rd) with unit mass and
satisfying
ψ0 ∈ L1η+3/2+ d(d−2)d−1 (R
d) ∩ L2η+3/2(Rd) ∩H1η (Rd),
then, the unique solution ψ(t, ξ) to (1.14) with initial condition ψ0 satisfies
sup
t>0
‖ψ(t)‖H1η(Rd) := Cη <∞.
The proof is based on the following regularity estimates for Boltzmann operator due initially to [10]
and extended in [29]
Theorem B.5. For all s > 0 and all η > 0, it holds
‖Q+(g, f)‖
H
s+
d−1
2
η
6 Cd
(
‖g‖Hsη+2 ‖f‖Hsη+2 + ‖g‖L1η+1‖f‖L1η+1
)
.
for some positive constant Cd depending only on the dimension d.
With this in hands, the proof is standard computation:
Proof of Proposition B.4. For any i = 1, . . . , d, set Φ(t, ξ) = ∂ξiψ(t, ξ). It is straightforward to check that
Φ(t, ξ) satisfies
∂tΦ(t, ξ) + (Aψ(t) +Bψ(t)) Φ(t, ξ) +Bψ(t)(ξ − vψ(t)) · ∇ξΦ(t, ξ)
= (1− α)∂ξiQ+(ψ, ψ)(t, ξ) − ∂ξiQ−(ψ, ψ)(t, ξ)
Multiplying by 〈ξ〉2ηΦ(t, ξ) and integrating over Rd we get
1
2
d
dt
‖Φ(t)‖2L2η +
(
Aψ(t) + (1 − d
2
− η)Bψ(t)
)
‖Φ(t)‖2L2η + ηBψ(t)‖Φ(t)‖
2
L2η−1
+ ηBψ(t)vψ(t) ·
ˆ
Rd
ξΦ(t, ξ)2 〈ξ〉2η−2dξ
6 (1− α)
ˆ
Rd
〈ξ〉2ηΦ(t, ξ) ∂ξiQ+(ψ, ψ)(t, ξ)dξ −
ˆ
Rd
〈ξ〉2ηΦ(t, ξ)∂ξiQ−(ψ, ψ)(t, ξ)dξ.
Notice that
∂ξiQ−(ψ, ψ)(t, ξ) = Φ(t, ξ)
ˆ
Rd
ψ(t, ξ∗)|ξ − ξ∗|dξ∗ +Q−(ψ,Φ)(t, ξ)
we get as before thatˆ
Rd
〈ξ〉2ηΦ(t, ξ)∂ξiQ−(ψ, ψ)(t, ξ)dξ > κ0‖Φ(t)‖2L2
η+1/2
+
ˆ
R2d
〈ξ〉2ηΦ(t, ξ)Q−(ψ,Φ)(t, ξ)dξ.
As for (B.8), one can choose α˜η ∈ (0, α0) small enough so that
|Aψ(t)|+ (1 + d
2
+ 2η)|Bψ(t)|+ η|Bψ(t)vψ(t)| 6 κ0
2
∀t > 0, α ∈ (0, α˜η).
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It thus holds, for α ∈ (0, α˜η),
1
2
d
dt
‖Φ(t)‖2L2η +
1
2
κ0‖Φ(t)‖2L2
η+1/2
6 ‖Φ(t)‖L2
η+1/2
‖∂ξiQ+(ψ(t), ψ(t))‖L2
η−1/2
+ ‖Φ(t)‖L2η‖Q−(ψ(t),Φ(t))‖L2η .
At this stage the proof is exactly the same as the one usually used for the Boltzmann equation. Namely,
noticing that
Q−(ψ,Φ)(t, ξ) = ψ(t, ξ)
ˆ
Rd
Φ(t, ξ∗)|ξ − ξ∗|dξ∗ = ψ(t, ξ)
ˆ
Rd
ψ(t, ξ∗)∂ξi |ξ − ξ∗|dξ∗
and
∣∣´
Rd
ψ(t, ξ∗)∂ξi |ξ − ξ∗|dξ∗
∣∣ 6 ´
Rd
ψ(t, ξ∗)dξ∗ = 1 we see that
‖Q−(ψ(t),Φ(t))‖L2η 6 ‖ψ(t)‖L2η .
Using now Theorem B.5 with s = 3−d2 and the uniform propagation of L
2
η+3/2 and L
1
η+1/2-norms, we get
easily to the conclusion. 
B.3. Pointwise lower bounds. We recall the following spreading properties of Q+ in general dimension
d > 3:
Proposition B.6. For any v0 ∈ Rd and any δ > 0, one has
Supp
(Q+(1B(v0,δ) ; 1B(v0,δ))) = B(v0,√2δ).
More precisely, for any 0 < χ < 1, there exists a universal κ0 > 0 such that
Q+
(
1B(v0,δ) ; 1B(v0,δ)
)
> κ0 δ
d+1χd+11
B(v0,(1−χ)
√
2δ) ∀δ > 0, (B.9)
Proof. We just give a sketch of the proof which is well-known [31]. We can assume without loss of
generality that v0 = 0. Let us assume δ = 1. As in [6, Lemma 5.4], we have
Q+(1B(0,1),1B(0,1)) >
|Sd−1|
d+ 1
(√
2
2
)d+1 (
1− 2−1/d
)
1
B
(
0,
√
2
2
).
Let r ∈ (1/2, 1) and ξ ∈ Rd with |ξ| = √2r. Let ε ∈ (0, 1) satisfying ε < 1−r
2+
√
2
and set
Ωε(ξ) =
{
(ξ∗, σ) ∈ Rd × Sd−1; |ξ∗| 6 ε, |(ξ + ξ∗) · σ| 6 ε |ξ + ξ∗|
}
For (ξ∗, σ) ∈ Ωε, one has
|ξ′|2 = |ξ|
2
2
+
|ξ∗|2
2
+
1
2
|ξ − ξ∗| (ξ + ξ∗) · σ 6 r2 + ε
2
2
+
ε
2
(
√
2r + ε)2 6 r + ε(2 +
√
2) < 1,
since r < 1 and ε < 1. Similarly, |ξ′∗| < 1. Since one also has |ξ − ξ∗| >
√
2r − ε, we deduce that
Q+(1B(0,1),1B(0,1))(ξ) > (
√
2r − ε)
ˆ
Ωε
dσdξ∗ > (
√
2r − ε) |S
d−2|
|Sd−1|
ˆ
B(0,ε)
dξ∗
ˆ ε
−ε
(1− s2) d−32 ds
> (
√
2r − ε) |Sd−2| ε
d
d
2ε (1− ε2) d−32 .
Since
√
2r − ε > 3
2+
√
2
r and ε 6 1√
2
, we get that
Q+(1B(0,1),1B(0,1))(ξ) >
6|Sd−2|
d(2 +
√
2)
(
1
2
) d−3
2
r εd+1.
We then conclude as in the proof of [6, Proposition 5.1]. 
Finally, we have the following (see [22])
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Lemma B.7. Fix p ∈ (1,∞]. Let f be nonnegative such thatˆ
Rd
f(ξ)dξ = m,
ˆ
Rd
f(ξ)|ξ|2dξ 6 E <∞, ‖f‖p <∞. (B.10)
Then, there exist v0 ∈ Rd, r and η0 depending only on m,E and ‖f‖p and such that
Q+
(
f,Q+(f, f)
)
> η0 1B(v0, r).
From now we will assume the solution ψ(t, ξ) to (1.14) to be given and fixed. It is clear that there
exists C0 > 0 large enough so that
Q−(ψ, ψ)(t, ξ) 6 C0(1 + |ξ|)ψ(t, ξ), and max (Aψ(t),Bψ(t)) 6 C0 ∀t > 0.
Introduce then
σ(ξ) = C0(1 + |ξ|), Σ(t, ξ) = Aψ(t) + σ(ξ).
Then, one can write (1.14) as
∂tψ(t, ξ) +Bψ(t) (ξ − vψ(t)) · ∇ξψ(t, ξ) + Σ(t, ξ)ψ(t, ξ)
= (1 − α)Q+(ψ, ψ)(t, ξ) + (σ(ξ)ψ(t, ξ) −Q−(ψ, ψ)(t, ξ)) , (B.11)
and, assuming ψ(0, ξ) = ψ0(ξ) > 0, we get σ(ξ)ψ(t, ξ) −Q−(ψ, ψ)(t, ξ) > 0 and
∂tψ(t, ξ) +Bψ(t)(ξ − vψ(t)) · ∇ξψ(t, ξ) + Σ(t, ξ)ψ(t, ξ) > (1− α)Q+(ψ, ψ)(t, ξ). (B.12)
We introduce the characteristic curves associated to the transport operator in (B.12),
d
dt
X(t; s, ξ) = Bψ(t) (X(t; s, ξ)− vψ(t)), X(s; s, ξ) = ξ,
which produces a unique global solution given by
X(t; s, ξ) = ξ exp
(ˆ t
s
Bψ(τ) dτ
)
−
ˆ t
s
Bψ(σ)vψ(σ) exp
(ˆ t
σ
Bψ(τ) dτ
)
dσ. (B.13)
In order to simplify notation let us introduce the evolution family (Sts)t>s>0 defined by[Sts h](ξ) := exp(− ˆ t
s
Σ
(
τ,X(τ ; t, ξ)
)
dτ
)
h
(
X(s; t, ξ)
) ∀t > s > 0, ∀h = h(v).
The evolution family preserves positivity, thus according to (B.12) the solution ψ(t, ξ) to (1.14) satisfies
the following Duhamel inequality
ψ(t, ξ) >
[St0ψ0] (ξ) + (1− α)ˆ t
0
[StsQ+ (ψ(s, ·), ψ(s, ·)) ](ξ)ds. (B.14)
We have the following analogue of [6, Lemma 5.15] where however the characteristic functions are
not contractions anymore. We recall here that there is some positive constant b > 0 depending only on
‖ψ0‖L13 such that
|Bψ(s)| 6 bα and |Bψ(s)vψ(s)| 6 bα, ∀s > 0.
Lemma B.8. For any nonnegative h = h(ξ) > 0 and any t > s > 0, one has[Sts h](ξ) > (λts)d exp (−σ(ξ)uα(t− s)) [T ts h](ξ) (B.15)
where
λts = exp
(
−
ˆ t
s
Bψ(τ)dτ
)
, uα(τ) =
exp(bατ) − 1
bα
, τ > 0
and
[T ts h](ξ) := h(X(s; t, ξ)) for any ξ ∈ Rd.
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Proof. Notice that, for any t > s > 0, exp
(´ t
s
Bψ(τ) dτ
)
6 exp(bα(t − s)), and thus, using (B.13), we
check without difficulty that
|X(τ ; t, ξ)| 6 (1 + |ξ|) exp(bα(t − τ)) − 1, ∀ 0 6 τ 6 t.
Therefore,
Σ
(
τ,X(τ ; t, ξ)
)
6 Aψ(τ) + σ(ξ) exp (bα(t− τ))
) ∀ 0 6 τ 6 t, ∀ξ ∈ Rd.
Integrating this over (s, t) we getˆ t
s
Σ
(
τ,X(τ ; t, ξ)
)
dτ 6
ˆ t
s
Aψ(τ)dτ + σ(ξ)uα(t− s), ∀t > s > 0.
Finally, since Aψ(t)− dBψ(t) 6 0 for all t > 0, we get that
exp
(
−
ˆ t
s
Aψ(τ)dτ
)
>
(
λts
)d
which yields the conclusion. 
We can then prove the analogue of [6, Lemma 5.17]
Lemma B.9. For any nonnegative f = f(ξ) > 0 it holds
T tsQ+
(T s0 f, T sτ Q+(T τ0 f, T τ0 f)) = (λ0τ )d+1(λ0s)d+1 T t0Q+( f ,Q+(f, f)) , (B.16)
for any 0 6 τ 6 s 6 t.
In particular, when f is compactly supported with support included in B(0, ̺) (̺ > 0), then for any t > 0
there exists C(t, ̺) > 0 such that
StsQ+
(Ss0f,SsτQ+(Sτ0 f,Sτ0 f)) > C(t, ̺)T t0Q+ ( f ,Q+(f, f)) , ∀ 0 6 τ 6 s 6 t (B.17)
Proof. The proof is a simple adaptation of that of [6, Lemma 5.17]. The proof of (B.16) is exactly the
same. It relies on the still valid following relation: for any h and any 0 6 τ 6 s
T sτ Q+(h, h) = (λsτ )d+1Q+(T sτ h, T sτ h). (B.18)
For the proof of (B.17), we just recall the main steps. For any t > s > 0, one has using (B.13),
|X(s; t, ξ)| > |ξ| exp
(
−
ˆ t
s
Bψ(τ) dτ
)
−
ˆ t
s
bα exp(bα(σ − s))dσ > λts |ξ| − ebα(t−s) + 1.
If f(v) = 0 for any |v| > ̺, then Stsf(ξ) = 0 for any |ξ| > λst
(
̺+ ebα(t−s) − 1) and (B.15) shows that
Stsf >
(
λts
)d
exp
(
−σ
(
λst
(
̺+ ebα(t−s) − 1
))
uα(t− s)
)
T ts f.
In particular,
Q+
(Sτ0 f,Sτ0 f) > (λτ0)2d exp (−2σ (λ0τ (̺+ ebατ − 1))uα(τ))Q+ (T τ0 f, T τ0 f) .
Now, the support of Q+ (Sτ0 f,Sτ0 f) is included in B
(
0,
√
2λ0τ
(
̺+ ebατ − 1)). Hence, the support of
SsτQ+
(Sτ0 f,Sτ0 f) is included in
B
(
0, λτs
(√
2λ0τ
(
̺+ ebατ − 1)+ ebα(s−τ) − 1)) ⊂ B(0,√2λ0s (̺+ ebαs − 1)) .
Consequently, we get thanks to (B.15), (B.18) and the above estimates that
SsτQ+
(Sτ0 f,Sτ0 f) > C0(s, τ, ̺)Q+ (T s0 f, T s0 f)
with
C0(s, τ, ̺) = (λ
τ
0)
2d
(λsτ )
2d+1
exp
(−2σ (λ0τ (̺+ ebατ − 1))uα(τ))
× exp
(
−σ
(√
2λ0s
(
̺+ ebαs − 1))uα(s− τ)) .
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Since the support of Q+
(Ss0f,SsτQ+(Sτ0 f,Sτ0 f)) is included in B (0, 2λ0s (̺+ ebαs − 1)) it follows that the
one of StsQ+
(Ss0f,SsτQ+(Sτ0 f,Sτ0 f) is included in
B
(
0, λst
(
2λ0s
(
̺+ ebαs − 1)+ ebα(t−s) − 1)) ⊂ B (0, 2λ0t (̺+ ebαt − 1))
Hence,
StsQ+
(Ss0f,SsτQ+(Sτ0 f,Sτ0 f)) > C1(t, s, τ, ̺) T t0Q+(f,Q+(f, f))
with
C1(t, s, τ, ̺) = C0(s, τ, ̺)
(
λts
)d
(λs0)
d (
λ0s
)2(d+1)
exp
(−σ (λ0s (̺+ ebαs − 1))uα(s))
× exp (−σ (2λ0t (̺+ ebαt − 1))uα(t− s))
= (λt0)
d−2λtτλ
t
s exp
(
−σ
(√
2λ0s
(
̺+ ebαs − 1))uα(s− τ))
× exp (−2σ (λ0τ (̺+ ebατ − 1))uα(τ) − σ (λ0s (̺+ ebαs − 1))uα(s))
× exp (−σ (2λ0t (̺+ ebαt − 1))uα(t− s))
Reminding that σ(v) = C0 + C0|v|, one observes that, on the one hand
uα(s− τ) + 2uα(τ) + uα(s) + uα(t− s) 6 5uα(t), 0 6 τ 6 s 6 t,
and, on the other hand,
√
2λ0s
(
̺+ ebαs − 1)uα(s− τ) + 2λ0τ (̺+ ebατ − 1)uα(τ)
+ λ0s
(
̺+ ebαs − 1)uα(s) + 2λ0t (̺+ ebαt − 1)uα(t− s)
6 7uα(t)e
bαt (̺+ bαuα(t)) ,
where we used that λ0s 6 e
bαs 6 ebα t. Now, using that λts > e
−bα (t−s) > e−bα t and setting
C(t, ̺) = exp
(−dbα t− 5C0uα(t)− 7C0uα(t)ebα t (̺+ bαuα(t))) (B.19)
we get the result. 
Proposition B.10. Assume that the initial datum ψ0 ∈ L13(Rd) has mass 1, momentum 0 and kinetic energy
d/2 > 0 and that
ψ0 ∈ Lp(Rd)
for some p > 1. Let ψ(t, ·) be the solution to the rescaled equation (1.14). For any τ1 > 0, there exist R1 > 0
large enough (depending only on ψ0) and µ1 > 0 such that
ψ(t, ·) > µ11B(0,R1)(·) , ∀ t > τ1. (B.20)
Moreover, for any sequence (χk)k ∈ (0, 1) and increasing sequence (τk)k one has
ψ(t, ·) > µk1B(0,Rk) , ∀ t > τk (B.21)
with 
Rk+1 = (1 − χk)
√
2
(
Rk + 1− ebα(τk+1−τk)
)
e−bα(τk+1−τk)
µk+1 = (1 − α)κ0χd+1k µ2k
(
Rk + 1− ebα(τk+1−τk)
)d+1
ΞRk(τk+1 − τk), ∀k ∈ N
(B.22)
where κ0 is the positive constant appearing in (B.9) and we set for any s > 0 and R > 0,
ΞR(s) =
ˆ s
0
exp
(
−dbατ − C0(1 + ebατ (
√
2R+ ebατ − 1))uα(τ)
)
dτ.
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Proof. We describe briefly the main steps of the proof which follows the one of [6, Proposition 5.18] and
[22, Theorem 4.9]. Notice only that, because Bψ(·) has no sign, the characteristic curves X(s; t, ·) are
not contractive and some additional work has to be done in the initialization step.
• Step 1: Initialization. Let t0 > 0 be fixed and define ĝ0(t, ·) = ψ(t0 + t, ·) for t > 0, and G0 = ĝ0(0, ·) =
ψ(t0, ·). Using Duhamel inequality (B.14) one has
ĝ0(t, ·) > (1− α)2
ˆ t
0
ds
ˆ s
0
St+t0s+t0Q+
(Ss+t0t0 G0,Ss+t0τ+t0Q+ (Sτ+t0t0 G0,Sτ+t0t0 G0 )) dτ. (B.23)
For R > 0 large enough, we have G0 > G0 1B(0,R) =: Ĝ0 and
´
Rd
Ĝ0(ξ)dξ > 0. It then follows from
(B.17) that, for any 0 6 τ 6 s 6 t 6 T1,
St+t0s+t0Q+
(Ss+t0t0 G0,Ss+t0τ+t0Q+ (Sτ+t0t0 G0,Sτ+t0t0 G0, )) > CT1T t+t0t0 Q+ (Ĝ0, Q+(Ĝ0, Ĝ0)) ,
with CT1 = inft∈[0,T1] C(t, R) = C(T1, R) where we recall that C(t, R) is given by (B.19). For T1 > 0
small enough, one has CT1 > 1/2 and
ĝ0(t, ·) > (1− α)2 t
2
4
T t+t0t0 Q+
(
Ĝ0, Q+(Ĝ0, Ĝ0)
)
, ∀ 0 6 t 6 T1.
It now follows from Lemma B.7 that there exists v0 ∈ Rd, r0 and η0 depending only on ‖Ĝ0‖L1 , the
energy of ψ0 and ‖ψ0‖Lp such that
Q+
(
Ĝ0, Q+(Ĝ0, Ĝ0)
)
> η01B(v0,r0).
This leads to
ĝ0(t, ξ) > (1− α)2 t
2
4
η0 1B(v0,r0)(X(t0; t+ t0, ξ)) , ∀ 0 6 t 6 T1.
Let ε > 0. For T1 small enough, one has for any t ∈ [0, T1],
ebαt 6 1 +
ε
2
, and (|v0|+ 1)
(
ebαt − 1) 6 ε r0
2(1 + ε)
.
Consequently, as soon as |ξ − v0| 6 r01+ε , one has
|X(t0; t+ t0, ξ)− v0| 6 λt+t0t0 |ξ − v0|+ |v0|
∣∣1− λt+t0t0 ∣∣+ bα ˆ t+t0
t0
λσt0dσ
6 ebαt|ξ − v0|+ |v0|
(
ebαt − 1)+ (ebαt − 1) 6 r0. (B.24)
This means that ĝ0(t, ·) > (1 − α)2 t24 η0 1B(v0, r01+ε ) for all t ∈ (0, T1). Hence, for any t1 ∈ (0, T1/2], it
holds ĝ0(t, ·) > η1 1B(v0,r1) for any t1 6 t 6 T1 with
η1 = (1− α)2 t
2
1
4
η0 and r1 =
r0
1 + ε
. (B.25)
Notice at this stage that an important difference with respect to [6] and [22, Theorem 4.9] is that r1 < r0.
We set ĝ1(t, ·) = ĝ0(t+ t1, ·). We have thus obtained that
ĝ1(t, ·) > η1 1B(v0,r1) , ∀ 0 6 t 6
T1
2
. (B.26)
Using again Duhamel’s inequality (B.14) (recall that ĝ1(t, ·) = ψ(t+ t0 + t1, ·)) one has
ĝ1(t, ·) > (1− α)
ˆ t
0
St+t0+t1τ+t0+t1Q+ (ĝ1(τ, ·), ĝ1(τ, ·)) dτ. (B.27)
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Let χ ∈ (0, 1), the value of which will be fixed later. We now deduce from (B.26), Proposition B.6 and
Lemma B.8 that, for any t ∈ [0, T1/2] and any ξ ∈ Rd,
ĝ1(t, ξ) > (1 − α) η21 rd+11 χd+1κ0
ˆ t
0
(
λt+t0+t1τ+t0+t1
)d
exp(−σ(ξ)uα(t− τ))
1
B(v0,(1−χ)
√
2r1)
(X(τ + t0 + t1; t+ t0 + t1, ξ)) dτ.
Arguing as in (B.24), one obtains, for any 0 6 τ 6 t 6 T1/2 and ξ ∈ Rd,
1
B(v0,(1−χ)
√
2r1)
(X(τ + t0 + t1; t+ t0 + t1, ξ)) > 1
B
(
v0,
(1−χ)√2r1
1+ε
)(ξ).
On the other hand, for any 0 6 t 6 T12 ,
´ t
0
(
λt+t0+t1τ+t0+t1
)d
dτ >
´ t
0
e−dbα(t−τ) dτ > t e−dbαT1/2 so that, for
any t2 ∈ (0, T1/4],
ĝ1(t, ·) > η2 1B(v0,r2), ∀t2 6 t 6 T1/4,
with r2 :=
(1−χ)√2 r1
1+ε and
η2 = (1− α) η21 rd+11 χd+1κ0 exp (−σ (|v0|+ r2)uα(T1/2)) t2 e−dbαT1/2. (B.28)
One chooses now ε and χ small enough such that (1−χ)
√
2
1+ε > 1. Iterating this procedure, one obtains that,
for any k > 1, for any ti ∈ (0, T12i ] (i = 1, . . . , k), there exists ηk such that,
ĝk(t, ·) := ψ
(
t+
k∑
i=0
ti
)
> ηk1B(v0,rk), with rk =
(
(1− χ)√2
1 + ε
)k−1
r1.
Arguing exactly as in [6, 22], there exists some explicit η⋆ > 0 and some arbitrarily small t⋆ > 0, both
independent of the initial choice of t0, such that
ψ(t⋆ + t0, ·) > η⋆1B(0,R).
Notice that t⋆ =
∑k
i=1 ti and η⋆ = ηk where k is large enough in such a way that B(0, R) ⊂ B(v0, rk).
Since t0 > 0 is arbitrary, this proves (B.20) with R1 = R, µ1 = η⋆. For the proof of Theorem 6.5, it will
be important to understand the way µ1 depend on t1. We obtained in Eq. (B.25) that η1 = O(t21) while,
from (B.28), η2 = O(t2η21) for some t2 ∈ (0, T1/4) to be chosen. Iterating this procedure one can check
without difficulty that ηk = O
(
t2
k
1
∏k
i=2 t
2k−i
i
)
and, picking as in [31] ti = t
i
1 (i = 1, . . . , k) one obtains
µ1 = ηk = O
(
tNk1
)
(B.29)
with Nk = 2
k +
∑k
i=2 i2
k−i = 5 2k−1 − (k + 2).
• Second step (Implementation of the induction scheme). For τ1 > 0 and any t > τ1, we get using (B.20)
ψ(t, ·) > (1− α)
ˆ t
τ1
StsQ+
(
ψ(s, ·), ψ(s, ·))ds
> (1− α)µ21
ˆ t
τ1
StsQ+
(
1B(0,R1) , 1B(0,R1)
)
ds. (B.30)
Since the support ofQ+
(
1B(0,R1) , 1B(0,R1)
)
is included inB
(
0,
√
2R1
)
, the one of StsQ+
(
1B(0,R1) , 1B(0,R1)
)
is included in B
(
0, λst (
√
2R1+e
bα(t−s)−1)) ⊂ B(0, ebα(t−s)(√2R1+ebα(t−s)−1)) and we get from (B.15)
and (B.18) that
StsQ+
(
1B(0,R1) , 1B(0,R1)
)
>
(
λts
)2d+1
exp
(− σ(ωR1(t− s))uα(t− s))Q+ (T ts 1B(0,R1) , T ts 1B(0,R1)) ,
where ωR(τ) := e
bατ (
√
2R+ ebατ − 1). Now, since |X(s; t, ξ)| 6 λts|ξ|+ ebα(t−s) − 1, we deduce that
T ts 1B(0,R1) > 1B(0,λstR1(t−s))
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where R1(τ) := R1 + 1− ebατ for any τ > 0. This leads to
StsQ+
(
1B(0,R1) , 1B(0,R1)
)
>
(
λts
)2d+1
exp
(− σ(ωR1(t− s))uα(t− s))Q+ (1B(0,λstR1(t−s)) , 1B(0,λstR1(t−s))) .
Using Proposition B.6, for any χ1 ∈ (0, 1) this can be again bounded from below by
κ0
(
λts
)2d+1
exp
(− σ(ωR1(t− s))uα(t− s))(λst )d+1χd+11 (R1(t− s))d+11B(0,(1−χ1)√2λstR1(t−s))
= κ0
(
λts
)d
exp
(− σ(ωR1(t− s))uα(t− s))χd+11 (R1(t− s))d+11B(0,(1−χ1)√2λstR1(t−s)).
Notice that a difference with respect to [6, Prop. 5.18] is that, here, it is not true that λst > 1 since Bψ(τ)
has no sign. However, one has λst > exp(−bα (t− s)). Using (B.30), one obtains
ψ(t, ·) > (1− α)κ0 µ21 χd+11
ˆ t−τ1
0
(R1(τ))
d+1 exp (−dbα τ − σ(ωR1(τ))uα(τ)) 1B(0,(1−χ1)√2e−bατR1(τ))dτ.
Therefore,
ψ(t, ·) > µ2 1B(0,R2) , ∀ t > τ2 > τ1
with R2 = (1 − χ1)
√
2e−bα(τ2−τ1)
(
R1 + 1− ebα(τ2−τ1)
)
and
µ2 = (1− α)κ0 µ21 χd+11
(
R1 + 1− ebα(τ2−τ1)
)d+1
ΞR1(τ2 − τ1).
Iterating this procedure, we obtain the result. 
With this we can prove Theorem 6.5
Proof of Theorem 6.5. We apply Proposition B.10 to a constant sequence (χk)k and bounded sequence
(τk)k>1. More precisely, let t1 > 0 be fixed and write
τ1 =
t1
2
, τk+1 = τk +
t1
2k+1
∀k > 1.
For any given ε > 0, set χk = ε for all k > 1. One deduces from (B.22) that
Rk =
(√
2(1− ε)
)k−1
R1 exp
−bα t1 k∑
j=2
2−j

+
k−1∑
i=1
(√
2(1− ε)
)k−i
exp
−bα t1 k∑
j=i+1
2−j
(1− ebα t12−i−1) ,
that is
Rk =
(√
2(1 − ε)
)k−1
R1 exp
(
−bα t1
(
1
2
− 1
2k
))
−
k−1∑
i=1
(√
2(1− ε)
)k−i
exp
(
−bα t1
(
1
2i+1
− 1
2k
))(
1− e−bα t12−i−1
)
. (B.31)
It is clear that Rk 6 (
√
2)k−1R1 for any k > 1. On the other hand, since 1 − e−x 6 x for any x > 0, we
deduce that
Rk > (
√
2(1− ε))k−1R1 exp
(
−bαt1
2
)
− bα t1
k−1∑
i=1
(√
2(1− ε)
)k−i
2−i−1 ∀ k > 1.
We finally obtain for any k > 1(√
2(1− ε)
)k−1(
R1e
−bα t12 − (1− ε)bα t1
4(1− ε)−√2
)
6 Rk 6 (
√
2)k−1R1. (B.32)
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Moreover, by definition of ΞR(s), one has easily
ΞRk(τk+1 − τk) >
1
dbα
exp (−C0(1 + ωRk(τk+1 − τk))uα(τk+1 − τk)) (1− exp(−dbα(τk+1 − τk)) ,
where we recall that ωR(τ) = e
bατ (
√
2R+ ebατ − 1). In particular, since τk+1 − τk 6 t1 6 1 one sees that
there is some positive constant c(α) > 0 (independent of t1) such that
1
dbα
(1− exp(−dbα(τk+1 − τk)) > c(α)(τk+1 − τk), ∀k > 1.
Moreover, uα(τk+1 − τk) 6 uα(t1) 6 uα(1) for t1 6 1 and ωRk(τk+1 − τk) 6 ω(√2)(k−1)R1(1) so that
ΞRk(τk+1 − τk) > c(α) (τk+1 − τk) exp
(
−C0(1 + ebα(2k/2R1 + ebα − 1))uα(1)
)
Using (B.22), one gets, as in [6] that for any k > 1,
µk+1 > (1−α)c(α)κ0εd+1 t1
2k+1
(
Rk + 1− ebα t12
−k−1)d+1
exp
(−C0(1 + e2bα)uα(1)) exp(−z(α)2k/2R1)µ2k,
for some explicit z(α) > 0. Arguing as before, we infer from (B.31) that
Rk + 1− ebα t12
−k−1
>
(√
2(1− ε)
)k−1 (
R1e
−bα t12 − (1 − ε)bα t1
4(1− ε)−√2 e
bα
t1
2
)
,
where we used that exp
(−bα t1 ( 12i+1 − 12k )) 6 ebα t12k 6 ebα t12 for any 1 6 i 6 k. Since t1 6 1 we get
exactly as in [6, Prop. 5.18] that
µk+1 > Cα(ε)
t1
2k+1
exp(−z(α)R12
k−1
2 )µ2k
for some positive constant Cα(ε) depending only on α and ε (but not on k or t1). Arguing as in [6] we
get that, for ε > 0 small enough and a0 > 2 there is a positive c0 > 0 depending on α but not t1 so that
ψ(t, ξ) > exp(−c0(1 + log(1/t1))|ξ|a0) ∀|ξ| > R13 ∀t > t1
Now, for |ξ| < R1, we have from (B.20) that
ψ(t, ξ) > µ1 ∀t > τ1 = t1/2.
We get the lower bound (6.8) using also the estimate on µ1 obtained in Proposition B.10 (see (B.29)). 
APPENDIX C. C0-SEMIGROUP GENERATION PROPERTIES
We prove in this section that the operator Bα,δ is the generator of a C0-semigroup in L1(̟) for suitable
choice of α, δ. Recall the notations of Section 3.2. One has, in the underlying L1q(̟),
Lαh = Aδh+ L R,δ0 h− ΣM h− P0αh+ Tαh
with D(Lα) = D(Tα) = W1,1q+1(̟) where
Tαh(ξ) = −Bαdiv(ξ h(ξ)), ∀h ∈W1,1q+1(̟).
Introduce the (anti)-drift operator with absorption
Tαh(ξ) = −ΣM(ξ)h(ξ) + Tαh(ξ), ∀h ∈W1,1q+1(̟).
Notice that, since there are σ0 > 0, σ1 > 0 such that 0 6 σ0〈ξ〉 6 ΣM(ξ) 6 σ1〈ξ〉 for all ξ ∈ Rd, the
domain of Tα coincides with that of Tα. One has then the following elementary result where we recall
that̟(ξ) = exp(a|ξ|), ξ ∈ Rd:
3In the proof of [6], the assumption |ξ| > R1 is missing but is needed
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Lemma C.1. Assuming α > 0 to be small enough so that
σ0 >
√
2aBα > 0,
then the above operator Tα : D(Tα) ⊂ L1q(̟) → L1q(̟) with D(Tα) = W1,1q+1(̟) is the generator of a
nonnegative C0-semigroup {Uα(t) ; t > 0} in L1q(̟) given by
Uα(t)f(ξ) = exp
(
−
ˆ t
0
[
dBα +ΣM
(
ξ e(τ−t)Bα
)]
dτ
)
f(ξ e−tBα), f ∈ L1q(̟), t > 0
such that
‖Uα(t)f‖L1q(̟) 6 exp
(
−
(
σ0√
2
− qBα
)
t
)
‖f‖L1q(̟) ∀t > 0, f ∈ L1q(̟). (C.1)
In particular, {Uα(t) ; t > 0} is a nonnegative contraction semigroup in L1q(̟) as soon as σ0 >
√
2qBα.
Remark C.2. Notice that Tα does not generate a C0-semigroup in L1q(̟). The absorption term here is exactly
what allows to prove that Uα(t) ∈ B(L1q(̟)) for all t > 0.
Proof. Using the characteristics method to solve the evolution problem
∂tg(t, ξ) = Tαg(t, ξ), t > 0, ξ ∈ Rd
with initial datum g(0, ξ) = f(ξ) shows that the only possible candidate to be the C0-semigroup generated
by Tα is indeed {Uα(t) ; t > 0}. Let us show (C.1). There is no loss of generality in assuming f to be
nonnegative. Then,
‖Uα(t)f‖L1q(̟) =
ˆ
Rd
exp(a|ξ|)〈ξ〉q exp
(
−
ˆ t
0
[
dBα +ΣM
(
ξ e(τ−t)Bα
)]
dτ
)
f(ξ e−tBα)dξ
and, setting y = ξe−tBα , we get
‖Uα(t)f‖L1q(̟) 6 e
qtBα
ˆ
Rd
exp
(
a etBα |y|) 〈y〉q exp(− ˆ t
0
ΣM
(
y eτBα
)
dτ
)
f(y)dy.
Now, since ΣM(ξ) > σ0〈ξ〉 > σ0√2 (1 + |ξ|) for all ξ ∈ Rd we get under the assumption that
σ0√
2
>
aBα > 0:
‖Uα(t)f‖L1q(̟) 6 exp
(
− σ0√
2
t+ qtBα
) ˆ
Rd
〈y〉q exp (a etBα |y|) exp(−aBα|y| ˆ t
0
eτBαdτ
)
f(y)dy
6 exp
(
−
(
σ0√
2
− qBα
)
t
)
‖f‖L1q(̟).
This proves the claim. It is not difficult then to prove that {Uα(t) , t > 0} is indeed a C0-semigroup in
L1q(̟). 
Lemma C.3. Let α > 0 be such that σ0 >
√
2aBα > 0. For any q > 0, one has
‖R(λ,Tα)‖B(L1q(̟),L11+q(̟)) 6
1
σ0 − aBα , ∀λ > qBα.
Proof. Given f ∈ L1q(̟) and λ > 0 large enough, we need to compute ‖R(λ,Tα)f‖L11+q(̟). First of all,
since {Uα(t) ; t > 0} is a nonnegative semigroup, R(λ,Tα) is nonnegative and, since the positive cone of
L1q(̟) is generating, it is enough to consider f nonnegative. Set then g = R(λ,Tα)f . One has
(λ+ΣM(ξ))g(ξ) +Bαdiv(ξ g(ξ)) = f(ξ), ξ ∈ Rd.
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Multiplying by 〈ξ〉q̟(ξ) and integrating over Rd we getˆ
Rd
(λ+ΣM(ξ))g(ξ)〈ξ〉q̟(ξ)dξ = ‖f‖L1q(̟) −Bα
ˆ
Rd
div(ξ g(ξ))〈ξ〉q̟(ξ)dξ
= ‖f‖L1q(̟) +Bα
ˆ
Rd
g(ξ)ξ · ∇ (〈ξ〉q̟(ξ)) dξ
Since ξ · ∇ (〈ξ〉q̟(ξ)) = q |ξ|2〈ξ〉q−2̟(ξ) + a〈ξ〉q|ξ|̟(ξ), we getˆ
Rd
(λ +ΣM(ξ))g(ξ)〈ξ〉q̟(ξ)dξ 6 ‖f‖L1q(̟) + qBα‖g‖L1q(̟) + aBα‖g‖L1q+1(̟).
Since ΣM(ξ) > σ0〈ξ〉, we get the estimate
λ‖g‖L1q(̟) + σ0‖g‖L1q+1(̟) 6 ‖f‖L1q(̟) + qBα‖g‖L1q(̟) + aBα‖g‖L1q+1(̟).
Therefore, fixing α > 0 such that σ0 >
√
2aBα > aBα and taking then λ > qBα, we get
‖g‖L1q+1(̟) 6
1
σ0 − aBα ‖f‖L
1
q(̟)
which gives the desired estimate. 
Remark C.4. The above estimate directly yields ‖g‖L1q(̟) 6 1λ−qBα ‖f‖L1q(̟), i.e.
‖R(λ,Tα)‖B(L1q(̟)) 6
1
λ− qBα . (C.2)
Recall the definition of L
R,δ
0 :
L
R,δ
0 h(ξ) =
ˆ
Rd×Sd−1
(1−Θδ)[M(ξ′∗)h(ξ′) +M(ξ′)h(ξ′∗)−M(ξ)h(ξ∗)] |ξ − ξ∗| dξ∗dσ.
One can split L
R,δ
0 into positive and negative parts,
L
R,δ
0 = L
R,δ
0,+ −L R,δ0,−
where
L
R,δ
0,− h(ξ) =
ˆ
Rd×Sd−1
(1−Θδ)M(ξ)h(ξ∗)|ξ − ξ∗| dξ∗dσ =M(ξ)
ˆ
Rd
h(ξ∗)νδ(ξ, ξ∗)dξ∗
with
νδ(ξ, ξ∗) = |ξ − ξ∗|
ˆ
Sd−1
(1−Θδ(ξ, ξ∗, σ))dσ.
One has then the following whose proof is the same as that of [11, Lemma B.1 & Proposition B.2]
Lemma C.5. For any q > 0, there exists κq(δ) > 0 such that limδ→0 κq(δ) = 0 and
‖L R,δ0,+ h‖L1q(̟) 6 κq(δ)‖h‖L1q+1(̟), ∀h ∈ L
1
1+q(̟),
while
L
R,δ
0,− : L
1
q(̟)→ L1q(̟)
is bounded.
Introduce the sum Z0α := L R,δ0,+ + Tα with domain D(Z0α) = D(Tα). Combining both the above
Lemmas, one gets that, as soon as σ0 >
√
2aBα > 0, it holds
‖L R,δ0,+R(λ,Tα)‖B(L1q(̟)) 6
κq(δ)
σ0 − aBα , ∀λ > qBα.
As a consequence, picking δ > 0 small enough so that
κq(δ)
σ0 − aBα < 1
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one deduces that (qBα; +∞) ⊂ ̺(Z0α), and
R(λ,Z0α) = R(λ,Tα)
∞∑
j=0
[
L
R,δ
0,+R(λ,Tα)
]j
, ∀λ > qBα.
In particular, one checks from the above series representation that
‖R(λ,Z0α)‖B(L1q(̟),L11+q(̟)) 6 ‖R(λ,Tα)‖B(L1q(̟),L11+q(̟))
∞∑
j=0
∥∥∥∥[L R,δ0,+R(λ,Tα)]j∥∥∥∥
B(L1q(̟))
6
1
σ0 − aBα
∞∑
j=0
(
κq(δ)
σ0 − aBα
)j
=
1
σ0 − aBα − κq(δ) , ∀λ > qBα.
(C.3)
Notice also that, according to (C.2),
lim
λ→∞
‖R(λ,Z0α)‖B(L1q(̟)) = 0. (C.4)
Introduce then Zα = Z0α − P0α with D(Zα) = D(Z0α). Picking λ > qBα one has
(λ−Zα) = (λ− Z0α) + P0α
and, multiplying from the right by the resolvent R(λ,Z0α), one has
(λ−Zα)R(λ,Z0α) = I + P0αR(λ,Z0α).
Notice that all the operators here are well defined since the range of R(λ,Z0α) is D(Z0α) = D(Zα) (which
makes first the operator on the left-hand-side well defined) and, as such, is included in L1q+1(̟) which
is the domain of P0α. Moreover, from (C.3) and Proposition 3.2
‖P0αR(λ,Z0α)‖B(L1q(̟)) 6 ε0,q(α)‖R(λ,Z0α)‖B(L1q(̟),L1q+1(̟)) 6
ε0,q(α)
σ0 − aBα − κq(δ) .
One can therefore find α small enough so that
‖P0αR(λ,Z0α)‖B(L1q(̟)) < 1, ∀λ > qBα
and, as such, I + P0αR(λ,Zα) becomes invertible and so is (λ − Zα)R(λ,Z0α). This proves that, for
λ > qBα, (λ−Zα) is invertible with
R(λ,Zα) = R(λ,Z0α)
∞∑
j=0
[−P0αR(λ,Z0α)]j .
In particular, according to (C.4), limλ→∞ ‖R(λ,Zα)‖B(L1q(̟)) = 0. Finally, since
Bα,δ = Zα −L R,δ0,−
with L
R,δ
0,− bounded, one deduces easily that λ− Bα,δ is invertible provided λ is large enough so that
‖L R,δ0,− ‖B(L1q(̟))‖R(λ,Zα)‖B(L1q(̟)) < 1.
This, together with the hypo-dissipativity ensures that Bα,δ generates a C0-semigroup.
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