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Abstract Peer review is a key activity intended to preserve the quality and in-
tegrity of scientific publications. However, in practice it is far from perfect.
We aim at understanding how reviewers, including those who have won awards
for reviewing, perform their reviews of software engineering papers to identify both
what makes a good reviewing approach and what makes a good paper.
We first conducted a series of in-person interviews with well-respected reviewers
in the software engineering field. Then, we used the results of those interviews to
develop a questionnaire used in an online survey and sent out to reviewers from
well-respected venues covering a number of software engineering disciplines, some
of whom had won awards for their reviewing efforts.
We analyzed the responses from the interviews and from 175 reviewers who
completed the online survey (including both reviewers who had won awards and
those who had not). We report on several descriptive results, including: 45% of
award-winners are reviewing 20+ conference papers a year, while 28% of non-
award winners conduct that many. 88% of reviewers are taking more than two
hours on journal reviews. We also report on qualitative results. To write a good
review, the important criteria were it should be factual and helpful, ranked above
others such as being detailed or kind. The most important features of papers
that result in positive reviews are clear and supported validation, an interesting
problem, and novelty. Conversely, negative reviews tend to result from papers that
have a mismatch between the method and the claims and from those with overly
grandiose claims.
The main recommendation for authors is to make the contribution of the work
very clear in their paper. In addition, reviewers viewed data availability and its
consistency as being important.
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2 Neil A. Ernst et al.
1 Introduction
Peer review is a critical aspect of scientific practice. Reviewers are the general
gate-keepers for the quality and integrity of publications. While editors and PC
chairs1 are ultimately responsible for publication decisions, it is the reviewers
who spend the most time with a submitted manuscript and who deliver editorial
recommendations to the authors and editors. The roles and responsibilities of the
reviewers may differ according to the venue, the editorial team, and the reviewing
regime, but typically the reviewer feedback is advisory and helps the editor make
an informed decision whether to accept a submitted manuscript.
More than a mere venue gate-keeper, a good reviewer is meant to ensure and
improve the quality of scientific practice. Ideally, the authors of a manuscript are
able to improve it based upon the review feedback, be it in the form of better
presentation, additional related work, different methodological approaches, or by
strengthening data sources. There are numerous perspectives on the proper role
for peer review and what peer review ought to emphasize. We provide an overview
of these perspectives in Section 5. Typically, for technical scientific results, peer
reviewers should comment on the novelty of the work, the soundness and reliability
of the work, and presentation of the work, including readability of figures. These
expectations are summed up in the maxim “is it new, and is it true?” [4].
Even with the importance of peer review described above, it is notoriously
imperfect. One well-known study, the NeurIPS experiment [8], split review com-
mittees in two, having a subset of the papers assessed by parallel program com-
mittees. They then analyzed the degree of consistency in the recommendations
made between the two committees. In a perfect world, we would hope for 100%
consistency, that is, the two independent review committees arrive at the same
decision on each paper. In practice, however, the two committees disagreed on
26% of the papers, the so-called ‘messy middle’. When considering only accepted
papers, this meant (in this case) the two PCs disagreed on 57% of papers! These
papers were neither clear rejects nor clear accepts. This result implies a degree of
randomness to the process which contravenes the stated goals of peer review.
To understand more about how individual peer reviewers work, what ap-
proaches they use, and their underlying worldviews and assumptions, we conducted
an exploratory study. In this study, we sought to understand some of the existing
issues with peer review in software engineering, and ideas for improvement. In
particular, we considered three research questions:
RQ 1 How do reviewers perform their reviews?
RQ 2 What are best practices in reviewing with respect to process, method, and
content?
RQ 3 In the reviewer’s role as an author, what are best practices in paper writing?
To answer these research questions, we first conducted a series of in-person
interviews with well-respected reviewers in the software engineering field. Then, we
used the results of those interviews to develop a questionnaire for an online survey.
We sent out our questionnaire to reviewers from well-respected venues covering a
number of software engineering disciplines, some of whom had won awards for
1 In the following text, unless we specify exactly, we use the word PC chair and editor
interchangeably to mean ‘decision-maker’.
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their reviewing efforts. Section 2 provides more details about our approach. In
this manuscript, we report on the results and discuss their implications. One hope
we associate with our work is to contribute to the ongoing debate on how to further
improve our peer review models in the future.
Our paper’s contributions are a detailed analysis of the way in which peer
reviewers in software engineering operate, and concrete guidance, based on the
responses of these reviewers, for conducting reviews and for writing high-quality
papers.
We additionally disclose our (anonymized) data set as well as other artifacts to
the research community to allow for further exploratory analyses. The replication
package can be found at http://doi.org/10.5281/zenodo.3993654.
2 Research Design: Multi-Study Approach
Our approach began with a set of interviews of selected reviewers followed by
an informal analysis of the interview results. We used this analysis to generate a
more detailed questionnaire for use in a broad online survey of reviewers. We then
performed detailed analyses using coding and statistical and descriptive analyses.
The remainder of this section provides more details on our approach.
We began our study by conducting a series of open-ended interviews with
software engineering researchers who had won awards for their review practices.
We contacted these individuals opportunistically, using personal contacts. Table 1
lists the demographics of the interviewees. Interviews ranged from 45-60 minutes
and followed the script available in our online material (http://doi.org/10.5281/
zenodo.3993654). We used a mixture of phone, videoconferencing, and email to
conduct these interviews. On average, they review 64 papers a year, taking ap-
proximately 150 minutes (2.5 hrs) per review, and they all share that they have
been gradually introduced into peer reviewing by their advisors as PhD students
by co-reviewing manuscripts.
Following the interviews and informal analysis, we created a survey following
guidelines from Kitchenham and Pfleeger [3] and Smith et al. [14]. We then piloted
a survey instrument with 3 respondents. The first 2 respondents helped us refine
the instrument (pre-test) and the last respondent validated how well the instru-
ment answered our research questions. The final instrument used in our online
survey can be taken from the appendix of this manuscript. We solicited contact
information for reviewers from top software engineering venues including the 2017
and 2018 editions of EASE, ESEM, ICSE, FSE, and the editorial boards of JSS,
TSE, TOSEM, and EMSE.
We contacted a total of 985 reviewers. This sample represents a reasonable
proportion of the active reviewers in our field. We do not know the total number
of unique reviewers in the software engineering community. However, if there were
approximately 9000 software engineering authors in 2012 [2], our sample is likely
close to 10% of authors, and of those authors, a substantial number will not be
reviewers (e.g., junior authors or one-off papers).
We sent one reminder email in addition to the initial recruitment email (de-
tailed in the replication package). Of the 985 invitees, 229 clicked on the Qualtrics
link (23.2%). We recorded 201 unique responses (by IP), as well as 2 emailed re-
sponses, out of which we considered 175 responses to include sufficient information
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Table 1 Interview Participant Demographics. RpY: reviews per year; Start: year begun as
reviewer; TpR: time per review in minutes. Note that we removed the year of the award to
support the anonymity of our interviewees.
RpY Start TpR Expertise Award Reviewing medium
P1 50-70 2009 60-120 repository min-
ing, empirical
SE
ICSE Print out
P2 60 2012 180 repository min-
ing, empirical
SE
MSR n/a
P3 100-120 2003 120 empirical studies,
mining, and soft-
ware evolution
ICSE iPad+pencil
P4 60 2006 180-240 architecture, de-
sign
ICSA Annotated pdf for
conference, print out
for journal
P5 100 1996 180 testing, empirical
SE
ICSE Ipad/annotated pdf
P6 30 2006 120 code analysis,
scaling to prac-
tice
ICSME Print out
P7 30-40 2002 60-120 human studies,
qualitative
ICSE Print out, let it sit 1
day. Read all papers
before reviewing
P8 57 2001 180-240 empirical, sur-
veys
SANER Text editor + PDF
to be included in our analysis (we excluded responses that were mostly incomplete
or contained noisy answers). In the remainder of the paper, we structure the results
around the research questions. Most of our analysis relies on descriptive statistics
and manual coding of open-ended questions. We performed the coding without a
reference model and assigned codes to individual categories followed by a simple
categorisation. Two coders individually coded the responses and cross-validated
each other’s work. A different person conducted sanity checks of the coding. Our
replication package includes the survey questions, the raw data from the survey,
and the coding results. Finally, the institutional ethical approval certificate by the
first two authors is available as part of the replication package.
3 Results
In this section, after reporting the demographics of the respondents, we report on
the results for each research questions. Section 4 provides a discussion of those
results.
3.1 Demographics
Overall, we collected answers from 201 respondents. Before proceeding with any
analysis, we checked the completeness of the responses. We consider a response
complete, and kept it in the analysis, if the respondent answered at least 2/3 of
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the questions. Using this threshold, we removed 26 responses, keeping 175 for the
full analysis. Here we report some demographics on the respondents.
First, regarding recognition, 35% of the respondents had received some form
of best reviewer award award (19% for conference reviews, 12% for journal reviews,
and 3% for both). Best reviewer awards are common in most software engineering
research conferences, and typically reward 5-10 reviewers who best helped in the
process (usually with lengthy, detailed, timely reviews). 73% of the respondents
had served as either a conference Program Chair or a journal Editor. These re-
spondents were twice as likely to have received a best reviewer award as the other
respondents.
Second, regarding years of experience, the median experience in reviewing pa-
pers is between 10 and 20 years. Figure 1 shows a large difference between award
recipients and the others, with 36% of recipients reporting more than 20 years of ex-
perience compared with 21% of non-recipients and only 3% of the award recipients
reported less than 4 years of experience compared with 11% of the non-recipients.
11%
32%
36%
21%
3%
23%
38%
36%Award
NoAward
1−4
5−9
10−19
More than 20
0% 10% 20% 30%
Proportion of respondents
Years
Fig. 1 Reported experience in reviewing papers.
Third, regarding knowledge of software engineering topics, Figure 2 shows that
the respondents are knowledgeable of several different aspects of software engineer-
ing, with empirical SE, human aspects, and repository analysis being the most
common. This result reflects our sampled venues such as EASE, TSE, and ICSE.
Finally, in terms of reviewing load, Figure 3 shows award winners tend to do
more conference reviewing (45% review 20+ papers a year) and more reviewing in
general. This result may also be confounded with reviewer experience.
3.2 RQ1: Reviewer Practices
Our first research question How do reviewers perform their reviews? examines the
mechanics of the review process. In this section, we describe the reviewing practices
the respondents follow. We divide these results into three sections, according to the
review process: review invitation, conducting the review, and writing the review.
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35% (61)
5% (8)
2% (3)
11% (19)
78% (137)
38% (67)
13% (22)
22% (39)
21% (37)
35% (62)
27% (48)
33% (57)
21% (36)
Data storage
Concurrency
Deployment and Operations
Human Computer Interaction
Verification
Programming Languages
Other
Requirements Engineering
Testing
Architecture and Design
Repository Analysis
Human Aspects of Software Engineering
Empirical Software Engineering
0% 20% 40% 60% 80%
Proportion comfortable with reviewing that topic
Fig. 2 Topics respondents are comfortable reviewing.
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Fig. 3 Review load distribution for different venues. Rows reflect non-award (top) and award
winning respondents.
Review invitation As noted in the demographics, the respondents are very active
reviewers. For journals, 39% conducted more than 6 per year. For conferences,
57% conducted 11 reviews per year, with 34% doing more than 20 per year.
To understand these heavy reviewing loads, we asked our respondents how
they decide when to accept an invitation to review a paper, join a PC, or bid
on a paper. The commonly accepted practice is to review as much as you are
reviewed. For a typical conference paper submission that receives three reviewers,
one would expect to perform three reviews in return. Thus, a review load of 20
or more conference reviews implies that reviewer may submit 7 or more papers
per year. Figure 4 illustrates the reasons why reviewers accept journal invites.
The most important factors are: their level of interest in the topic and then their
current or anticipated workload. Similar results hold for conference PC invitations.
Unsurprisingly, as reviewers gain experience, the workload impact becomes more
important, and prestige less so.
Understanding Peer Review of Software Engineering Papers 7
Level of interest in article
topic
Current/anticipated workload
Prestige of venue
Review timelines and due date
Personal connection with
requester
Level of interest in venue
Other
1
2
3
4
5
6
7
1−4 5−9 10−19 More than 20
Experience
Mean
Score
Fig. 4 Accepted journal review requests by reviewer experience. Scores reflect mean rank by
survey respondents, 1=most important.
Figure 5 illustrates the reasons reviewers give for bidding on papers as part of
a conference review process. These bids guide paper assignment by the program
chairs. As expected, most respondents look for a match with their expertise. Per-
sonal interest also factors quite high. In some cases, the motivation for bidding
is less clear. While it make sense to use expertise and ability to bid, as one of
the interviewees said, “sometimes I will intentionally select papers that I know are
not going to get in ... [that I know] this is an easy reject because I want to lighten my
reviewing load.P1”.
5% (9)
16% (28)
95% (166)
5% (9)
70% (123)
Affiliations (if non−blinded)
Other:
Authors (if non−blinded)
Personal interest; independent of the field of expertise
Match with your expertise
0% 25% 50% 75%
Number of respondents citing that motivation for bidding
Fig. 5 Motivation for bidding on conference papers.
Conducting the review Concerning the mechanics of reading and reviewing the pa-
per, we examine time, reading approach, and hardware support. First, Figure 6
shows the breakdown of time spent performing reviews. Journal reviews typically
require over 2 hours (including reading paper and writing review), with conference
papers overall taking a bit less time. Because the figures are self-reported, we have
to be cautious with their accuracy because the respondents may not have been
actively performing reviews when responding to the survey.
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12%
88%
1%
7%
36%
56%
5%
29%
50%
16%
Journals Conferences Workshops
0% 25% 50% 75% 0% 25% 50% 75% 0% 25% 50% 75%
Less than 30 mins
30−59 mins
1−2 hours
More than 2 hours
Proportion of respondents
Fig. 6 Time spent on reviews, by venue type.
Second, when asked how often they read a paper, the plurality only do so once
(63% for conferences, 48% for journals). When we examine this result based on
reviewer experience, there is a clear trend that reviewers with more experience
require fewer reads of a paper.
Finally, Figure 7 illustrates the responses to the question about the devices
reviewers use to conduct reviews. Interestingly, award winners prefer to use digital
approaches (e.g., a PDF reader with note support), although some of our inter-
viewees are pen-and-paper adherents, particularly for reviewing while traveling.
Overall 48% prefer printed versions. Reviewer experience does not provide any
additional insight into this result.
3% (3)
15% (17)
26% (30)
56% (64)
5% (3)
38% (23)
23% (14)
34% (21)Award
NoAward
Other
Scroll through the PDF/digital version
and make notes in the margins
Read the digital version and make notes
separately
Print the paper and make notes in the
margins
0% 20% 40%
Proportion of respondents
Fig. 7 Device support for reviews.
Student Involvement in Reviewing When it comes to writing the review itself, we
examined the role of students in peer review. Many interviewees mentioned their
time as a PhD student as the main way they learned how to perform reviews. There
is clearly a training benefit to allowing students to participate. At the same time,
most conferences explicitly say the reason one is asked to join the program com-
mittee is for one’s expertise, and consequently, delegating reviews is not allowed.
Recently, conferences such as ICSE have begun providing explicit guidelines that
allow student feedback, still requiring the invited program committee member to
write the review. MSR this year will use a shadow PC composed of students.
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Our results showed only 24% of respondents absolutely refused to use students
in their reviews. Most (34%) allowed students to review the manuscript separately.
Then they met with the student to reconcile the student’s review and their review.
This approach seems to provide a training opportunity. As one interviewee said:
“we discuss their review so they learn how to do that and if a point comes to my mind
I add it to my own review and add student as the subreviewer” (some conferences
acknowledge sub-reviewers in the proceedings).
Finally, we asked a Likert-scale question about how important it was that
certain aspects appear in one’s submitted peer review. The top four aspects were
listed as soundness, points against, significance, and points in favour, with the
bottom three being grammatical mistakes, bibliography errors, and typographic
mistakes.
3.3 RQ2: Best Practices for Conducting Reviews
For this research question, we focused on understanding the best practices for con-
ducting reviews, with respect to process, method, and content. Within this question,
we examine four topics: how reviewers validate associated artifacts, how they assess
alignment of the research strategy and the stated problem, the characteristics of an
impactful paper, and the characteristics of a good review (both from a reviewer’s
perspective and from an author’s perspective).
Validation of associated artifacts A majority of software engineering research papers
are computational data studies (e.g., a study validating new test approaches) [16].
For these papers, as well as for papers conducting survey research and sampling
(such as this one!), the authors are often recommended to provide replication
packages [5] to support reproducibility. This emphasis has been also a main focus
of the ROSE (Rewarding Open Science in Software Engineering) workshop, which
has appeared at ICSE, FSE, RE, and ICSME2. However, these additional artifacts
increase the review effort because they form part of the paper’s chain of reasoning
and, to some extent, require their own verification during peer review.
Figure 8 shows the distribution of the approaches respondents used to validate
artifacts and claims in papers that include datasets or tools. Overwhelmingly,
the respondents performed some type of validation for tools and artifacts, with
less than 10% indicating a total lack of validation. Most frequently, reviewers
check for availability and consistency when validating artifacts and claims. It is less
common for reviewers to verify the artifacts themselves. Similarly, it is less common
for reviewers to request artifacts that are not provided. One of the interviewees
summed up the current state as follows: “The current way papers are written makes
it difficult to reproduce and thus validate the artefacts. But we would not only need to
change the authors’ culture, but also the reviewers’ culture.”
While the overall distribution is similar between those who have won an award
and those who have not, there are a few noticeable differences. Those who have won
an award are more likely to check for data availability and consistency. Conversely,
those who have not won an award are more likely to try to run the code locally or
to omit the validation completely.
2 http://tiny.cc/rosefest
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33% (38)
8% (9)
65% (74)
36% (41)
25% (29)
12% (14)
14% (16)
4% (4)
25% (15)
7% (4)
74% (45)
52% (32)
26% (16)
13% (8)
8% (5)
5% (3)
Award
NoAward
Other
I carefully calibrate my epistemological
perspective with the authors
I do not validate these artifacts.
I do not review these types of papers
I demand and/or access data/ scripts and
experimental package
I attempt to run the source code/
container etc. on my machine
I check for data consistency
I check for data availability
0% 20% 40% 60%
Number of respondents using that approach
Fig. 8 Validate Artifacts and Claims
Table 2 How Reviewers assess the Quality and/or Validity of a Paper’s Research Method
(showing only selected codes with at least five responses)
Response Code Explanation Count
Rigor Assess rigor, validity of methodology relative to
published literature or standard practice
57
Appropriateness Is the method appropriate 27
Detail Present appropriate level of detail; Transparent
process
20
Validity Discussion of threats to validity 18
Conclusions Do the conclusions follow from the evidence 10
Reproducible Determine if the study is reproducible / replicable 10
Support material Includes support materials (e.g. tools, instru-
ments, scripts, ...)
8
Knowledge Use own knowledge to judge validity 8
Data availability Availability of data 5
Sample Valid sample 5
Alignment of research strategy and problem We asked our respondents in an open-
ended question how they assess the quality of the research method and received a
rich picture with a variety of in total 234 responses. Table 2 summarises the codes
that received at least five responses. While the responses included many detailed
suggestions, most respondents seem to check, simply speaking, whether the choice
of research method fits the problem, is in tune with the established literature,
whether the level of detail in the reporting allows the reader to understand the
research method, and whether the authors clearly describe the threats to validity.
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One exemplary quote summarises that picture: “I compare what’s in the paper
to established guidance for that research method. If the paper deviates from established
guidance, I consider whether the deviation makes sense in this context, and whether the
authors consciously deviated from the norms for good reasons or just don’t know the
difference. I look at the chain of evidence from observation to conclusion and consider
whether it is clear and unbroken. I consider different quality criteria and threats to
validity depending on the type of study and its (often implicit) philosophical position.”
Characteristics of impactful papers Figure 9 shows the distribution of how respon-
dents judge the impact of papers. It is interesting to observe that the top three
characteristics are novelty, relevance, and methodological rigor, which can sometimes
be in conflict with each other. There seems to be a balance between the need for
relevance and scientific rigor, which has also been a perennial discussion in con-
ferences with industry tracks or sessions. It is also interesting that 13% of the
respondents who did not receive an award found empirical validation to be an im-
portant characteristic while none of the respondents who received an award for
reviewing thought this characteristics would be important.
0% (0)
12% (7)
14% (8)
24% (14)
24% (14)
27% (16)
4% (5)
9% (10)
13% (15)
21% (24)
26% (30)
26% (30)
Award
NoAward
Empirical validation
Technological content
Other
Practical relevance
Rigor and methodological soundness
Novelty
0% 10% 20%
Proportion of respondents
Fig. 9 Characteristics of Impactful Papers, Award vs non-Award winning Respondents.
Characteristics of a good review (Reviewer’s perspective) We asked respondents to
rank the importance of characteristics of a good peer review. This question took
the form of a drag-and-drop list in our survey tool. Given a randomized list of
choices, respondents re-ordered them as they wished, with a choice receiving a
score of 1 at the top of the list and 8 at the bottom.
Figure 10 shows the results ordered from the most important characteristic (low-
est number) to the least important characteristic (highest number). While the order
differs slightly between the respondents who received an award and those who did
not, one consistent result is that Factual and Helpful are the most common factors.
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Interestingly, the gap between Helpful and the next answer is much larger than
the gap between any other responses. This result suggests that the top two factors
are clearly more important than the others. A quote from one of the interviewees
provides some additional perspective: “I learned two important lessons: 1) no paper
is perfect, 2) be always constructive in the reviews, meaning do not only point to issues
but explain to the authors how they could deal with each of these issues.”
2.3 2.7
2.9 3
4.2
4.3
4.3
4.4
4.5
4.5
4.6
4.9
4.9 5
7.8 7.8
Other
Kind
Detailed
Proportionate
Thorough
Specific
Helpful
Factual
1 2 3 4 5 6 7 8
Mean rank
Characteristic
Recipient NoAward Award
Fig. 10 Ranked Characteristics of a Good Peer Review. Ranks closer to the left (1) are better.
Characteristics of a good review (Author Perspective) Given that the respondents
are also paper authors themselves, we asked them to describe the most important
aspects of a high quality peer review, from their perspective as an author. This
information provides an additional perspective into the best reviewing approaches.
Based on the coding of the results, we identified four classes of feedback respon-
dents viewed as important. Table 3 provides a breakdown of the responses for the
top two categories of responses. Across both categories, the factors that are most
important focus on reviews being constructive and providing factual, accurate,
and fair comments.
The largest category, with 140 responses, related to the Form and Shape of
the Review. Within this category, the most common type of answer related to
providing constructive criticism. Examples include: “Concrete, specific suggestions
for improvement”, “clear guidance on how to improve the paper”, and “actionable
feedback”. The second most common type of answer in this category related to
providing factual statements. Examples include: “Justified feedback”, “fairness and
factual arguments”, and “comments backed up with factual evidence”.
The second largest category, with 49 responses, related to the Conduct and At-
titude of the review. Within this category, the two most common types of answers
were accuracy and fairness. Examples of the responses we coded as accuracy in-
clude: “Evidence that the reviewer has invested significant time trying to understand
the paper”, “Makes me feel the reviewer understood what I did and why and what the
point is of it all”, and “The reviewer reads the paper carefully”. Examples of the re-
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Table 3 Aspects of High Quality Review
Response Code Explanation Count
Form and Shape of Review 140
Constructive Criticism Review should be constructive and give indicators
for improvement
85
Factual Statements Statements made by the reviewer should be fac-
tual and backed up / justified
27
Clarity The statements and recommendations should be
clear and detailed
13
Transparency The decision / recommendation to chair/editor
should become evident from the statements and
arguments in the review
4
Reasonable Suggestions Suggestions made should be reasonable and feasi-
ble
3
Comprehensiveness Review should be in-depth and reproducible
rather than being a short, non-helpful statement
3
Soundness Review should be sound and coherent 3
Professional Tone Review should be written in a professional, non-
emotional tone
2
Conduct and Attitude 49
Accuracy Reviewer should read the paper carefully, entirely,
and not in a rush
14
Fairness Reviewer should be fair and adequately balance
negative and positive points
14
Expertise Reviewer should have clear expertise on the topic 10
Openness Reviewer should be objective and open to new
ideas that might not fit the reviewer’s belief sys-
tem
8
Focus on Soundness Reviewer should focus on methodological sound-
ness rather than on actual results
2
Honesty Reviewer should be honest about views and ex-
pectations
1
sponses we coded as fairness include: “fairness”, “it should be specific and fair”, and
“objectivity”.
The other categories were much smaller: Overall Process with 4 responses and
Other with 2. This suggests that elements such as timely reviews and helpfulness
for editorial decisions were seen as less important (from the author’s perspective).
Note that because this question used a free-form response, each response could
have produced multiple codes.
3.4 RQ3: Best Practices for Writing Papers
Finally, we were interested in knowing how reviewers would describe a particularly
good paper. To this end, we asked four questions:
1. Describe how you assess a high quality paper.
2. Select one to three characteristics of papers that lead to more negative reviews
from you.
3. Select one to three characteristics of papers that lead to more positive reviews
from you.
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4. If you could make one recommendation to authors to increase acceptance
chances, what would it be?
For questions 2-4, we offered a multiple-choice list of options followed by a
free-text answer option (other).
Characteristics leading to negative reviews. Figure 11 shows the ranking of the char-
acteristics that tend to lead to negative reviews. The highest ranked characteris-
tics include (1) a mismatch of methods with claims raised in the contribution, (2)
overly grandiose claims, (3) a writing style that is hard to follow, (4) a research
methodology which is difficult to understand, and (5) claims which remain unsup-
ported by evidence. Overall, the differences between those characteristics ranked
as important by award winners and the other respondents are rather small.
49% (56)
55% (63)
19% (22)
6% (7)
49% (56)
46% (53)
3% (3)
10% (11)
56% (64)
44% (27)
66% (40)
11% (7)
8% (5)
59% (36)
43% (26)
2% (1)
13% (8)
44% (27)
Award
NoAward
Spelling errors
Other
Topic mismatch
Missing related work
Reasonable claims unsupported by evidence
Difficult to understand methodology
Writing is hard to follow
Overly grandiose claims
Mismatch of method with claims
0% 20% 40% 60%
Proportion of respondents deeming feature leads to negative review
Fig. 11 Characteristics leading to particularly negative reviews.
Characteristics leading to positive reviews. Figure 12 summarizes the ranking of the
characteristics that tend to lead to positive reviews, using reviewer experience
as the independent variable. In this case, the results are a bit more clear. The
highest ranked characteristics is to offer a clear and supported validation followed
by solving an interesting problem, novelty, a clear writing style, and having a high
practical relevance.
Recommendations to authors. Finally, we asked the respondents what recommenda-
tions they would give to authors to increase the chance of acceptance. As Figure 13
shows the picture is very clear (with little differences between having received an
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1% (1)
88% (100)
50% (57)
37% (42)
62% (71)
54% (62)
1% (1)
85% (52)
41% (25)
31% (19)
70% (43)
52% (32)
2% (1)
Award
NoAward
Citations to my work
Other
Industry relevance
Clear writing
Novelty
Interesting problem
Clear and supported validation
0% 25% 50% 75%
Proportion of respondents deeming feature leads to positive review
Fig. 12 Characteristics leading to particularly positive reviews.
award or not). Authors need to make their contribution clear, which is the recom-
mendation of over half of our respondents.
0% (0)
5% (3)
8% (5)
10% (6)
11% (7)
11% (7)
54% (33)
2% (2)
3% (3)
7% (8)
8% (9)
10% (11)
20% (23)
51% (58)
Award
NoAward
Improve basic English grammar and syntax
Make your writing simpler
Show how your results are validated
Other
Make the new result evident
Spend more time writing the paper
Make your contribution clear
0% 20% 40%
Proportion of respondents
Fig. 13 Recommendations by reviewers to increase the chance of acceptance.
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Table 4 Interviewee replication approaches
Code Replication Approach
P1 Rare to run code. Check data against claims in paper for sanity check on methods
chosen.
P2 Check match between raw data and paper claims. Re-run results if script pro-
vided.
P3 Try opening the data (when available) to clarify possible doubts.
P4 Brief sanity check for flaws
P5 Check when data is interesting, or for critical claims or open questions
P6 Is it online? Difficult to use? Don’t actually run it
P7 Check data and scripts available. Do not re-run.
P8 Check data is available, check statistical maturity
4 Discussion
First, we look at how reviewers understand replication issues in papers. Then we
consider new reviewing paradigms. Finally, we turn to practical guidelines for both
authors and reviewers, based on our study results.
4.1 Replication and reproducibility
One question we did not discuss in detail is the role of replication packages. Repli-
cation packages are collections of code and data that aid others in reproducing
the results of the paper [12, 5]. Replication in software engineering is particularly
challenging both for authors to produce and for reviewers to evaluate [5]. In the
context of peer review, a replication package is another artifact that is subject to
review. In cases where the publication venue requires a replication package, then
reviewers must consider it. The extent to which replication packages are reviewed
is unclear. In artifact tracks, which host volunteered replication artifacts from
accepted papers, review is thorough and consists of reproducing the results and
in depth look at code and data. In other tracks, presumably if the paper claims
to support replication, the reviewer should evaluate to what extent replication is
possible. Table 4 summarizes the interviewee responses about their approach to
replication. In general, it is uncommon to actually perform a replication, unless a
very simple script exists to support it.
The results of the survey were similar. The majority of respondents, indepen-
dent of their award status, check for data availability and consistency with the
paper (e.g., that the reported sample size matches). Only a quarter of reviewers
seem to be running code on their machine. A few respondents commented on the
difficulty that a double-blind reviewing model poses for this type of evaluation.
However, there are mechanisms to make double-blind and artifacts work together.3
3 A good tutorial on data disclosure when using a double-blind review process is provided
by Daniel Graziotin: https://tinyurl.com/DBDisclose.
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4.2 Emerging paradigms
There has long been concern over the direction and state of peer review in software
engineering research (and many other research areas). The use of self-archiving
(“preprint”) servers becoming more and more the norm, the idea of open reviews
(where reviewer identity is known), and post-publication peer review are emerging
trends to keep in mind.
Preprint servers like arXiv allow for rapid dissemination of results, well in ad-
vance of what can be a much lengthier process in journal publication. However,
these papers receive only cursory inspection before being deposited on the server,
and should not be relied on until reviewed (although peer review does not guar-
antee quality). Open reviews hold the promise of improving the discourse between
author and reviewer (also by holding reviewers more accountable for their state-
ments and tone), since both parties know each other’s identity. This openness
may lead to more substantial and constructive reviews, at the expense of potential
power imbalances between reviewer and author. Concerning the review paradigms
(Figure 14, we simply asked our participants their preferred reviewing model. Most
of them preferred double-blind, or its extreme version, triple-blind, with only 27%
favoring single-blind, and just 14% fully open.
41% (72)
14% (25)
27% (48)
17% (30)
Fully open (open non−anonymous reviews)
Triple blind (double−blind plus
reviewers are anonymous to each other)
Single blind (reviewers are anonymous to
authors)
Double blind (author identities and
reviewer identities are hidden)
0% 10% 20% 30% 40%
Proportion of respondents
Fig. 14 Preferences for review models
4.3 How to write a good paper
We learned a few lessons for paper authors, based on reviewer responses. Our
overall conclusion is that authors should remember that, like themselves, reviewers
are busy people. This is not to say one should tailor research projects for reviewers,
but experience (and many guides, such as “Writing Science” [10]) concur that a
substantial amount of time should be spent preparing the paper itself, in addition
to the scientific practice leading to its results.
The first lesson we offer, based on the data, is to keep the reviewer interested. This
suggestion is because bidding is done based on ‘personal interest’. Enthusiasm for
a paper and its novelty (in context of related work) were highly ranked as leading
to more positive reviews. We speculate part of the reason for this perception is
because reviewers encounter so many papers a year. The second lesson is support
your claims. Reviewers were highly likely to review papers negatively if support for
claims was missing, or if the method used was poorly matched with the knowledge
claim.
The final advice we offer is to make the contribution clear. This suggestion goes
beyond novelty or validation concerns and (in our interpretation of the responses)
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speaks to clarity and writing style. Reviewers are busy and finding experts is
difficult. A clear and well stated contribution helps reviewers quickly identify the
thrust of the paper. If English is not your first language, or you are not a strong
writer, seeking feedback before submission for peer review may be helpful.
Several respondents expressed weariness with incrementalism, e.g., “Publish
less but more significant contributions” and suggested internal review and re-
flection before submission, when the paper is done, not because the deadline is
approaching.
Finally, we would be remiss if we did not acknowledge a minority of respondents
who expressed a more cynical view, suggesting random chance played an outsized
role in the process.
4.4 How to write a good review
We asked reviewers what they considered as the quality of peer review in the
field of software engineering at the moment of running the survey (2018). Figure
15 highlights that the state is “somewhat good”, according to our respondents.
Award-winners may be slightly more optimistic, but this is likely an artifact of
the random sample. In both cases, respondents are more appreciative of reviews
received in journals, rather than conferences.
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1%
2.2
13%
66%
15%
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2.1
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32%
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2.9
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good
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20%
40%
60%
80%
Agreement
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mean agreement
Fig. 15 Perceived review quality, per venue/awardee. Red line reflects mean rating.
Overall, our respondents identified the form and shape of reviews (their con-
tent) as much more important than the conduct and attitude of the reviewers
themselves. The most important recommendation we gathered from our partici-
pants is to stay constructive. It is of no use to write a review that does not provide
indicators for improvement. Even for a study that is not salvageable, there is an
educational aspect to explaining how the authors could do it right (e.g., follow
community norms, improve clarity, improve the study).
Understanding Peer Review of Software Engineering Papers 19
It is also important that statements included in a review be factual, helpful,
and justified. Examples of this are to point out the precise figure or claim being
criticized and to provide specific references when pointing out missing related
work.
The attitudes of a good reviewer should be accuracy and fairness. Reviewers
should read the paper carefully, entirely, and not in a rush. A reviewer should
be fair and adequately balance negative and positive aspects. Interestingly, our
respondents were less concerned with kindness, which contradicts our unscientific
assessment of the review guidelines provided by program chairs, which often em-
phasize the need to be kind. It is possible being kind is just obvious to the reviewers
who answered our survey, or that they have a thick skin after years of critique.
4.5 Threats to Validity
Construct validity: concerns the measurement of the constructs in a proper way.
The people we chose for the initial interviews introduces bias. Nevertheless we
do not consider this bias a threat for three main reasons: (i) the four of us—
though all working in the area of software engineering—have different backgrounds
and research topics; (ii) the interviewees provided a consistent view on reviewing
with clearly different points of view; (iii) we used the outcomes of the interviews
as a starting point—mediated by the authors—to build the general conceptual
framework underpinning the questionnaire instrument.
Internal validity: concerns the correct definition and conduct of the procedures.
We assume the survey and interview responses are truthful. However, it is possible
that a few options have been under- (or over-) reported. This potential bias is
more likely for socially undesirable (or desirable) behavior. For instance, we had
only one respondent who reported that citations to his/her own work may lead to
a positive review. This response is a clear example of socially undesirable behavior
that might have been under-reported. In our judgment, that item is unique and
we do not have other items linked to socially undesirable behaviors.
Self-reported productivity and effort are potentially biased [19]. Thus, respon-
dents may inflate their estimates of how long a review takes or how many reviews
they perform per year. In the future, we could correct for this potential estimation
error by cross-referencing self-reports with journal statistics from editors. However,
in general, it is “a truth universally acknowledged” in our field that the number
of reviews only increases each year, we judged this risk to be minimal, and in any
case, not germane to our main discussion.
Conclusion validity: refers to drawing correct decisions from the data. In our analy-
sis of the survey results, we did not perform any statistical hypothesis tests because
we still lack a proper theory on peer reviewing in software engineering. Because
of the nature of this study, we comment on proportions and on the ordering of
alternatives. Based on the sample size we can estimate a confidence interval for
proportions that is roughly ±7%. Therefore we avoided considering differences
smaller than such threshold.
External validity: affects the possibility to generalize the results. We gathered the
list of participants from a wide range of software engineering conferences and
journals that cover a broad range of software engineering topics. Therefore, we
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believe we obtained a general picture of the software engineering community. With
our approach it is possible we overlooked peculiarities specific to sub-communities.
The response rate is 23%. However, considering only the responses we included
in the analysis, that figure drops to 18%. We acknowledge this response rate might
limit the representativeness of the software engineering community. However, such
response rates are consistent with most surveys conducted in our discipline. Our
sub-group numbers are quite small (e.g., for those with less than 5 years experi-
ence), so we do not advise generalizing to the wider population. For instance, we
might have missed poor reviewers, if one of the reasons for poor reviews was lack
of time, which might also affect their response to a survey request.
5 Related Work
Peer review has long been of interest to the scientific community. Spier’s paper [15]
on the history of peer review is a fascinating read on its emergence. More recently,
Tennant et al. [17] have examined the more recent history and future directions in
peer review. Emerging trends include the degree of anonymity, the way in which to
reward peer reviewers, and how to reduce bias. In the remainder of this section, we
list a few studies and reports directly related to the field of software engineering.
Those results are in line with a study conducted by Prechelt et al. [7], surveying
the ICSE community on the future of peer review (the open data set is available4).
An early paper by Alan Jay Smith, The Task of the Referee [13], lays out re-
viewer guidelines. Other editors and chairs often encourage better peer review, for
example Rubin [1].
The alternate approach to guidelines for reviewers is to provide guidelines for
authors on how to navigate reviewers. Pre-eminent in software research is the work
of Mary Shaw [11], and the subsequent follow-up by Theisen et al. [18]. As for peer
review practices from the empirical point of view, the study by Prechelt et al. [7]
looked at perspectives on the current state and future of peer review in Software
Engineering. They report on the author perspective on peer reviews. We build on
their work by directly reporting on the reviewer perspectives on peer review, and
what a good review looks like.
5.1 Experience reports and Community Initiatives
The grey literature—blogs, commentaries in journals, editor’s notes, and so on—
are, in our view, still the best current source for explicit guidelines on how to do
peer review. Several eminent scientists have reported on their best practices. As
an example, we point out Alexander Serebrenik, from our community, winner of
multiple best reviewer awards, who summarized his approach in a set of slides5.
We list other references in our replication package.
There are initiatives to improve the quality of peer review. Lutz Prechelt’s
Review Quality Collector tool6 is a measure that integrates with the EasyChair
4 https://figshare.com/articles/Open_Science_Repository_for_On_the_Status_and_
Future_of_Peer_Review_in_Software_Engineering_/5086357
5 https://www.slideshare.net/aserebrenik/peer-reviews-119010210
6 https://reviewqualitycollector.org
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platform to enable tool-assisted assessment of peer review quality. One of us (NE)
used this when acting as PC Chair to collect information on who the best re-
viewers were. The tool supports adjustable criteria and criteria weights, including
timeliness, helpfulness to authors, and helpfulness to PC chairs. The associated
website has a long list of articles on peer review and its trials and tribulations7.
SigSOFT’s peer review initiative [9], orchestrated by Paul Ralph, aims to for-
mulate a collection of guidelines for common research methods, such as survey
research or controlled experiments. At the time of writing this manuscript, the
SIGSOFT guidelines are approaching first draft status. The goal is to ensure re-
viewers understand the current best practices for a particular research method.
Having a set of guidelines for reviewing different research method is complemen-
tary to our focus on what makes a good review, since in our results, reviewer
expertise in the topic and method was seen as vital.
A related effort aims to improve the review process itself, such as with open re-
views and retrospectives. Open reviews (e.g., OpenReviews.net) are post-publication
reviews in which the reviewer’s identity is usually known to the author. The In-
ternational Conference on Software Engineering conducts post-mortems of each
year’s review process. Although primarily focusing on the mechanism for deciding
on paper acceptance, these reports also explain types of papers accepted and what
review information was important in making a decision8.
5.2 Peer Review Criteria
It is common for a peer review request to include some criteria by which the
paper is to be judged. These criteria are particularly important when the paper
is a non-standard (i.e., non-technical research) format. For example, the Empir-
ical Software Engineering Journal allows for Technical Papers and Engineering in
Practice papers. The Journal of Systems and Software accepts technical papers,
New Ideas and Trends, and In Practice papers. The International Conference on
Software Engineering (ICSE) has numerous tracks, including Software in Society,
Software Engineering in Practice, the main technical track, New Ideas and Emerg-
ing Results, Software Engineering Education and Training, and more.
Most conferences have the same or similar reviewing criteria for their research
tracks, typically summarized along the call for papers. The ICSE technical review
criteria, for instance, are available on the conference call for papers. For the 2021
edition, the criteria9 are
– Soundness: The extent to which the paper’s contributions are supported by
rigorous application of appropriate research methods.
– Significance: The extent to which the paper’s contributions are important with
respect to open software engineering challenges.
– Novelty: The extent to which the contribution is sufficiently original and is
clearly explained with respect to the state-of-the-art.
7 http://www.inf.fu-berlin.de/w/SE/ReviewQualityCollectorHome
8 http://www.icse-conferences.org/reports.html
9 https://conf.researchr.org/track/icse-2021/icse-2021-papers#Call-for-Papers
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– Verifiability: The extent to which the paper includes sufficient information to
support independent verification or replication of the paper’s claimed contri-
butions.
– Presentation: The extent to which the paper’s quality of writing meets the high
standards of ICSE [...].
As an example of reviewing criteria for new ideas tracks, here is one extracted
set, from ICSME 2021: Relevance for the conference topics, Novelty, Quality of
presentation/discussion of the idea. Such tracks commonly emphasize the topic
and its novelty over rigorous validation.
Common to most review guidelines are a focus on presentation and clarity of
the paper, adherence to the conference or journal topics, and length. Increasingly
guidelines are also emphasizing the importance of constructive criticism (the Re-
viewer 2 problem [6]) and trying to see what is positive and worthwhile about
the paper (“please look for reasons to accept a paper and to praise authors for
what they did well”). However, we did not find this concern highly ranked in our
dataset.
6 Conclusion
This study conducted an interview and survey-based study to understand some
of the mechanisms by which reviewers in software engineering conduct reviews.
We secured a large cohort of respondents derived from program committee mem-
bers and journal reviewers of the past few years, many of whom have received
recognition for their excellent reviews. Our paper outlined what these respondents
see happening in the peer review world, including a large amount of time spent
on reviews. We then explained the practices common to these respondents, fol-
lowed by some of their tips and beliefs about what should be in a review, and how
paper writers can optimize their paper for reviewers. Most important properties
of a good review are for it to be helpful and factually-based. Finally, while we
initially thought the perceptions and practices of the award-winners would differ
from non-award winners, the results show remarkably few large differences.
Our results are encouraging. Our respondents were generally happy to perform
their work, and saw it as an essential (albeit uncompensated) part of their sci-
entific career. However, problems exist with review workload and subject-matter
expertise, which directly impact the ability of reviewers to continue high-quality
review work.
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7 Appendix - Data analysis
Best Reviewer Questionnaire
Introduction
You are invited to participate in a study entitled ”Identifying Best Practices in Peer Review”
that is being conducted by Neil Ernst, Daniel Mendez, Jeff Carver, and Marco Torchiano.
Purpose and Objectives The purpose of this research project is to survey recognised peer
reviewers in the field of software engineering in order to identify common peer review practices
they share. One goal is to support the research community by better understanding and sharing
good reviewing practices identified through your support.
What is involved
– a 20 minute survey to fill out.
– if you desire, include your email for survey results and followup.
Data Retention and Privacy
– all answers are anonymous and no identifying information is collected. If you do provide
an email, we store it separately from your answers.
– Portions of the data may end up on US hosted servers, such as private Github repositories,
as we collaborate.
Voluntary Participation Your participation in this research must be completely voluntary.
If you do decide to participate, you may withdraw at any time without any consequences or any
explanation. If you do withdraw from the study your data to that point will be used unless you
explicitly state otherwise. You should consult our online consent form (https://docs.google.
com/document/d/e/2PACX-1vSamFvvBuD_Npk_2XP9jnckfY3XRU6IR5Z9IvT5GdAiy7zxxSMhQAXLtGvCNYdupbyKnVgFdbeuz4Dr/
pub).
Contacts Individuals that may be contacted regarding this study include:
– Neil Ernst nernst@uvic.ca
– Daniel Mendez daniel.mendez@tum.de
– Jeffrey Carver carver@cs.ua.edu
– Marco Torchiano marco.torchiano@polito.it
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Demographics
Have you ever received an award or other special recognition as an excellent reviewer? E.g.,
conferences sometimes issue ”distinguished reviewer awards”.
– Yes
– No
[If Yes to previous question] What type of venue was this for?
– Journal
– Conference
Have you ever used peer reviews to make editorial decisions (e.g. PC Chair, Assoc. Editor)?
– Yes
– No
What paper topics in software engineering do you feel most comfortable reviewing? Select all
that apply.
– Architecture and Design
– Concurrency
– Data storage
– Deployment and Operations
– Empirical Software Engineering
– Human Aspects of Software Engineering
– Human Computer Interaction
– Programming Languages
– Repository Analysis
– Requirements Engineering
– Testing
– Verification
– Other
What research strategies do you feel most comfortable reviewing? Select all that apply.
– Laboratory Experiments
– Experimental Simulations
– Judgment Tasks
– Sample Surveys
– Field Experiments
– Field Studies
– Formal Theory
– Computer Simulation
– Other
How many years have you been reviewing scientific papers?
– Less than 1 year
– 1-4 years
– 5-9 years
– 10-19 years
– More than 20 years
How many reviews have you done in the last 12 months? Count reviewing an original article
and a revision as separate reviews. Do not include activities as a PC chair or editor.
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1-5 6-10 11-20 20+
Journals
Conferences
Workshops
Bidding/Selecting Papers to Review
What factors influence your decision to agree to a journal review invitation? Drag the
options to rank from most to least important.
Current/anticipated workload
Level of interest in article topic
Level of interest in venue
Personal connection with requester
Prestige of venue
Review timelines and due date
Other
What factors influence your decision to join a conference Program Committee? Drag the
options to rank from most to least important.
Current/anticipated workload
Level of interest in submission topics
Level of interest in venue
Personal connection with requester
Prestige of venue
Review timelines and due date
Other
What factors influence your decision to bid to review a conference paper? Select all that
apply.
Affiliations (if non-blinded)
Authors (if non-blinded)
Match with your expertise
Personal interest, independent of the field of expertise
Other
Reviewing Practices
How many hours on average do you spend per review, including reading a paper, writing a
review, and entering the review?
Less than
30 mins
30-59
mins
1-2 hours More than
2 hours
Not
applicable
Journals
Conferences
Workshops
When reviewing a paper, which of the following methods is your preferred approach?
– Print the paper and make notes in the margins
– Scroll through the PDF/digital version and make notes in the margins
– Read the digital version and make notes separately
– Other
During the review, how many times do you read the paper in its entirety?
In general, how do you involve students as reviewers (sub-reviewers)? Select all that apply.
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Never, focus
on sections
Once Twice Three or
more times
Journals
Conferences
– Directly copy student review into the review form with no oversight from me
– Revise student review after briefly reading the paper and copy adapted version into the
review form
– Student reviews separately, and we discuss our differences
– Student looks at particular sections
– I don’t allow students to review papers assigned to me.
– Not applicable/Don’t have students
– Other
Judging Paper Content
Place the following sections in order of importance for judging the paper. You can select each
section and move it up and down to reflect your ranking.
Abstract
Introduction
Background
Method
Results
Conclusions
Discussion
Threats to Validity
Other
How do you assess the quality and/or validity of a paper’s research method(s)? E.g., for an
interview study this might mean the paper did member checking. For an experiment quality
might be influenced by the degree of control; for a proof, quality might mean it uses few
unsupported axioms.
Paper Evaluation
Select one to three characteristics of papers that lead to more negative reviews from you.
– Topic mismatch
– Writing is hard to follow
– Overly grandiose claims
– Reasonable claims unsupported by evidence
– Difficult to understand methodology
– Mismatch of method with claims
– Hard to read figures
– Spelling errors
– Missing related work
– Other
Select one to three characteristics of papers that lead to more positive reviews from you.
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– Interesting problem
– Clear writing
– Citations to my work
– Clear and supported validation
– Novelty
– Industry relevance
– Other
In general, what impact do PC guidelines have on your conference reviews?
– Little impact: I pay them little to no attention.
– Moderate impact: I consider the overall aim, but not the detailed templates.
– Big impact: I strive to make my review comply in every way with the PC guidelines.
If you review papers describing datasets or software tools, how do you validate the artifacts
and claims? Select all that apply.
– I check for data availability
– I check for data consistency
– I attempt to run the source code/container etc. on my machine
– I carefully calibrate my epistemological perspective with the authors
– I demand and/or access data, scripts, and experimental package
– I do not validate these artifacts.
– I do not review these types of papers
– Other
Review Tools/Infrastructure
Evaluate the following conference PC chair tools according to how easy they are to use as a
reviewer.
Extremely
easy
Somewhat
easy
Neither
easy nor
difficult
Somewhat
difficult
Extremely
difficult
Never
used
EasyChair
CyberChair
HotCRP
Other
Which of the following reviewing models do you most prefer? Choose one.
– Single blind (reviewers are anonymous to authors)
– Double blind (author identities and reviewer identities are hidden)
– Triple blind (double-blind, plus reviewers are anonymous to each other)
– Fully open (open, non-anonymous reviews)
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Overall Perceptions
For the following statements, do you agree or disagree with how it proposes to recognize
reviewer effort?
Strongly
Agree
Agree Neutral Disagree Strongly
Disagree
No
recog-
nition
needed
Revieweing
is com-
munity
service,
done for its
own sake
The best
reviewers
should be
recognized
with non-
financial
awards
Reviewers
should
be paid
money
Reviewing
is a virtu-
ous cycle,
since re-
viewers are
themselves
authors
A public
listing on a
journal or
conference
website is
sufficient
Other
In your opinion, what is the one characteristic that most determines an impactful scientific
paper?
– Novelty
– Empirical validation
– Technological content
– Practical relevance
– Compliance with standard template for the topic/type of study/community
– Rigor and methodological soundness
– Other
[If you have used peer reviews to make editorial decisions] When editing/PC chairing, what
review property has the most influence on your decision on the paper?
– Thorough critiques
– Specific critiques
– Justified critiques
– Balances critique and praise
– Other
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Extremely
good
Somewhat
good
Neither
good nor
bad
Somewhat
bad
Extremely
bad
Conferences
Journals
The quality of a typical review you see in your discipline is:
If you could make one recommendation to authors to increase acceptance chances, what would
it be?
– Spend more time writing the paper
– Make your writing simpler
– Make your contribution clear
– Make the new result evident
– Explain related work in detail
– Show how your results are validated
– Improve basic English grammar and syntax
– Make figures more legible
– Other
Content of Review
A good peer review is: (order from most to least important)
– Kind uses a friendly or polite tone throughout and phrases all criticism gently)
– Helpful (offers suggestions or ideas for how to make improvements for all or nearly all
points of substantial criticism)
– Factual (provides justification/explanation for all or nearly all points of substantial crit-
icism in such a way that authors are likely able to accept the criticism)
– Thorough (discusses all aspects of the article worth discussing instead of only some of
them)
– Specific (always clear as to what section of the paper a critique applies)
– Proportionate (visibly allocates more weight to important points of criticism and praise
than to unimportant points)
– Detailed (mentions several non-trivial points of criticism and of praise, not only one of
these)
– Other:
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How important is it for you to provide each of the following items in your review?
Extremely
impor-
tant
Very im-
portant
Moderately
impor-
tant
Slightly
impor-
tant
Not at all
impor-
tant
Summary of the
paper
Points in favor /
Pros
Points against /
Cons
Typographic er-
rors
Clarity of pre-
sentation
Clarity of fig-
ures
Grammatical
mistakes
Significance
Soundness
Verifiability /
Reproducibility
Bibliographic
errors
Missing related
work
Closure
Thinking about your role as a paper author, what is the most important aspect of a high
quality peer review?
Is there anything else you would like to share with us?
Would you like to be informed of the results? If so, please enter your email address below.
