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Let 7 be an ergodic transformation on the unit interval with Lebesgue 
measure. Let A be a set of positive measure and let 7A be the induced trans- 
formation on A, hence 74 is ergodic. In [4] it was shown that the sets A such 
that 7An is not ergodic for n > 1 are dense in the measurable sets. On the 
other hand, it was shown that if 7 is measure preserving, then the sets A 
such that 7A is weakly mixing are also dense. Concerning 7a being mixing, 
a class of ergodic measure preserving transformations were constructed and 
it was shown that for a given transformation 7 in the class, there exist sets A 
with measure arbitrarily close to one such that 74 is mixing. 
Our purpose here is to continue the study of the class of transformations 
constructed in [4]. In Section 1 we introduce some notation in order to state 
the construction in [4] in a form that is convenient for our purposes. In 
Section 2 it is shown that for each transformation T in the class, the sets A 
such that 74 is mixing are dense in the measurable sets. This does not depend 
on whether 7 is mixing on the unit interval. It is also shown how the con- 
struction can be utilized to obtain an example of an ergodic measure preserv- 
ing transformation on [0, oo) with the property that the sets of finite measure 
on which the induced transformation is mixing are dense in the class of sets 
with finite measure. In Section 3 a formula for the entropy of the transforma- 
tions in the class is obtained. In particular, each transformation has finite 
positive entropy. The method for constructing generators in Section 3 
suggested a transparent geometric proof of the result due to Parry [7] that 
every aperiodic transformation has a strong generator. This proof is given 
in Section 4. 
1. PRELIMINARIES 
Let (X, 6Y, WZ) be the measure space consisting of the unit interval 
X = [0, 1) with Lebesgue measure. All intervals are assumed to be left- 
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closed and right-open. Given a finite number of disjoint intervals 1r ,..., I* , 
we refer to the ordered set consisting of the intervals as a column C, hence 
c = (I1 )...) Ih) = (Ik : 1 < K < h). 
Let C’ = uk=i Ik . We say C has base Ii , top Ih , and height h. Let 7c be 
defined on C’ - Ih as the composition of the linear maps of Ik onto Ik+l , 
1 < R < h. Thus 
C = (TAXIS : 0 < i < h). 
The domain of ~c is C’ - Ih and the range of 7= is C’ - Il. Note that if the 
intervals in C all have the same width, then ~c is measure preserving on its 
domain. 
Given an interval J C I, we define the subcolumn C, of C as 
C, = (Tag J : 0 < i < h). 
Columns C, and C, are disjoint if C; n C’i = a. Given disjoint columns C, 
and C, , let C, t C, denote the column consisting of the intervals in C, fol- 
lowed by the intervals in C, . If we regard the intervals in a column arranged 
vertically, with Ik+l placed above Ik , then C, * C, corresponds to stacking 
C, above C, . Note that ~c, * c maps the top of C, onto the base of Ca . It is 
easily seen that C, * (C, * ‘Ca) = (C, * C,) * Ca , hence given disjoint 
columns Ci , 1 < i < n, we can define a product column as 
Let C be a column with base [a, b) and top [c, d). Let n 3 2, 
wr = (b - a)/n, and wa = (d - c)/n. We define 11 subintervals of the base as 
Ji = [a + (i - 1) w1 , a + +), 1 <i<n, (1.1) 
and thus obtain n disjoint subcolumns 
Cd = CJi , 1 <i<n. U-2) 
We now stack the n subcolumns in (1.2) to form a column S,C, hence 
s,c = fi cJ,. 
i=l 
(l-3) 
Note that 78 c extends 7c to [c, d - wa). If the intervals in C all have the 
same width, “then the intervals in S,C will all have the same width and the 
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extension will be measure preserving. It 
S,$ = CJi, 1 < i < n, hence 
n 
s,c = n s,,p. r 
ii1 
will be useful to also denote 
Let Cj = (Jj,k : 1 < k < hj) be disjoint columns, I <j < 4. The set 
of these columns is referred to as a tower T (Chaconi[2]). Thus 
Let 
T={Cj:l <j<q}. (1.4) 
T has 
top A(T) = ij 4,h, and base B(T) = fi Ij,I . 
i=l j=l 
Given x E C’i - A(T), we define 
The domain of or is T’ - A(T) and the range of or is T’ - B(T). Note that 
if T’ = X and 7 is an invertible transformation on X that agrees with 7r on 
X - A(T), then TA(T) = B(T). I n ar icular, we shall be concerned with p t 
extending or to a transformation 7 on X by mapping A(T) onto B(T) in a 
piecewise-linear manner. 
Towers TI and T2 are disjoint if Ti n Ti = o . Given T as in (1.4), let 
Dj be a subcolumn of Cj , 1 <j < p. Then {Di : 1 <j < q} is a subtower 
of T. In particular, we can decompose T into n equal disjoint subtowers 
Ti, 1 <i <n, where 
Ti = {S,JJj : 1 <j < q}, 1 <i<n. (1.5) 
Given two disjoint towers TI and T, , each with q columns, let TI * T, be the 
tower obtained by placing corresponding columns of T, above those of TI . 
Thus if 
Ti = {Cisi : 1 <j <q}, i= 1,2, 
then 
TI * T, = {& t C,,, : 1 <j < q}. 
In particular, if C is a given column, then 
W& : 1 <.i < P> 
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is a tower with Q columns. Thus if T is a tower as in (1.4) and c’ n T’ = o , 
then we may stack T above C to obtain a tower C * T, where 
C * T = (Sg,jC : 1 <j < 4) x T. 
We shall now assume that all the intervals in a tower T have the same 
width w(T). In this case 7r is measure preserving on its domain. Note that if 
T is as in (1.4), then 
m(T’) w(T) = 9.. 
If T, is a subtower of T, then we assume the intervals in T, have the same 
width w(T,) and we say T, is a copy of T. 
The construction in [4] may now be described as follows. Let T be as in 
(1.4) with T’ = X. We first cut each column of T into two equal subcolumns 
and place the left subcolumns side by side to form a copy To of T. Thus 
and zu( To) = w( T)/2. We now cut the right subcolumns into q equal sub- 
columns. We form q copies Ti of T, 1 < i < q, by placing side by side q 
subcolumns, one from each of the q sets of q equal subcolumns. Thus 
Ti = {S,,iSs,,C, : 1 d j < q}, 1 <i<q, 
and w( Ti) = w( T)/2q, 1 < i < q. We now place Ti above the ith column in 
T,, to form a tower S(T), hence 
S(T) = fi {S.& * Ti}. (l-5) 
i=l 
Note that S(T) has q2 columns and w(S(T)) = w( T)/2q. The top of T,, is 
A( T,,) and us extends -rr to A( T,,) in a measure preserving manner. Also 
WV)) = A(T) - Wo) and m(A(S(T))) = m(A2(T)) . 
We may also denote S(T) = (Dj : 1 < j < p”}, where 
Q = sm.jcl * s2a.c+1cj 3 1 <jGq, 
L = sm,jc2* szp.v+2cj, l<.j<q, (1.6) 
Di+2-, = s2a.jcp * S2q,2$* 9 1 <j<q. 
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Since lim, m(A(Sn( T))) = 0, we can define a transformation r( 1’) as 
T(T) = lim 7sVtCrj . (1.7) 72 
In [4] it was proven that ~(7) is an ergodic measure preserving transformation. 
It was also shown that if T contains two columns with heights differing by 
one, then T(T) is mixing. In this case we shall say T is an M-tower. 
For notation and definitions concerning entropy, see Rohlin [5]. 
2. INDUCED MIXING 
A topology is defined on CE by the metric d(A, B) = m(AdB). In this 
section we shall prove 
THEOREM 2.1. Let T be a tower and 7 = T(T). Then the sets F E @ such 
that ~~ is mixing are dense in GE 
The proof proceeds by a sequence of lemmas. Let T be given and let F 
be a union of certain intervals from columns in T. We assume F contains 
at least one interval from each column in T. Let TF be the tower consisting 
of the intervals in F, as arranged in the columns in T. We may regard TF 
as the tower induced by T on F. The assumption on F implies T and TF 
have the same number of columns. Note that F may also be considered as a 
union of intervals from each column in S(T), hence S(T), is defined. The 
definition of the S operator, as in (1.6), implies 
LEMMA 2.2. S(T), = S(T,). 
LEMMA 2.3. S”( T)F = S”( TF), n = 1, 2 ,... . 
PROOF. The result holds for n = 1 by Lemma 2.2. Assume 
(1) Sk(T)F = P(T,). 
If V = S”(T), then F is a union of intervals from each column of V, hence 
Lemma 2.2 implies 
(4 W), = Wd 
Now (1) and (2) imply 
P”(T,) = S(P(T,)) = S(P(T),) 
= S(VF) = S(V), = Sk+l(T)p. 
Thus the desired conclusion follows by induction. 
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The transformation ~(2’~) is defined on F as 
LEMMA 2.4. T(T~) = TV. 
PROOF. We need to verify 
(1) T(TF) (4 = +TFW x EF. 
First assume x qk A(T,), hence 
(2) TV,) (4 = $4. 
Since x 4 A( T,), there is a column in T, which contains intervals I and J such 
that x E I and J is the first interval above I. Therefore if T denotes the linear 
map of I onto J, then 
(3) TT+) = T(x) = T(T)F (X). 
Thus (I) follows by (2) and (3) in this case. If x E A(T,), then there 
exists some n such that x q! A(S”( TF)), hence 
(4) T(TF) (x) = TsnWF)(X). 
As in the previous case, it follows that 
(5) TS”(TJ4 = wm)F (4. 
Now it is obvious from (1.7) that T(S”( T)) = T(T), hence (1) follows from (4) 
and (5). 
LEMMA 2.5. lf TF is an M-tower, then TV is mixing. 
PROOF. Since TF is an M-tower, .r(TF) is mixing. Hence the conclusion 
follows by Lemma 2.4. 
PROOF OF THEOREM 2.1. 
Let E E G! and E > 0. Let V denote the class of intervals which appear in 
the columns in S”(T), n = I,2 ,... . It is easily seen that %? contains arbitrarily 
small intervals about each point in X, hence V generates cZ. It follows that 
there exist disjoint intervals Ii E V, 1 < i < K, such that 
We may assume there exists n such that each Ii is an interval in a column in 
S”(T). Otherwise let n be the largest integer such that some Ii appears in 
Sn( T). Then replace each li , j f: i, by the finite number of intervals in P(T) 
whose union is li . We may also assume n is so large that if B, = B(P(T)), 
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then m(B,J < e/4, and if C is any column in S”(T), then nf(C’) < e/4. Let 
C, be a shortest column in S”(T) and let C, be a column obtained by removing 
intervals from another column in 9”(T) as described below. We now define 
F = i, Ii v B, v C; u C; . 
i=l 
Since F 3 B, , F contains at least one interval from each column in S”(T). 
C, is determined so as to guarantee that S”(T), is an M-tower. This is easy 
to do. Since 
it follows that TV is mixing by Lemma 2.5. Lastly, by (1), we have 
It is an open question whether Theorem 2.1 holds for an arbitrary ergodic 
measure preserving transformation 7 on the unit interval. Since the sets A such 
that 74 is weakly mixing are dense in 6l! (Theorem 2, [4]) one can assume that 
7 is weakly mixing to begin with. 
Let r be an ergodic measure preserving transformation on [0, co) and let A 
be a set of finite measure. If Theorem 2.1 is true for the mixing case, then it 
would follow that the sets F C A such that 7AF = 7F is mixing are dense in 
the measurable subsets of A. In particular, it would follow that the sets F 
such that 7p is mixing would be dense in the sets of finite measure. In any case, 
we can construct examples of such transformations 7 as described below. 
Let Tr = T be an M-tower with T,’ = [0, 1). Let T,,, = S(T,). Decom- 
pose [l, 2) into disjoint intervals of length w(T,,,). Form an M-tower T, 
by adding these intervals to the columns of T,,, . This may be done in several 
ways. Then Ti = [0,2) and T=% is defined on [0, 1). Proceeding by induction, 
we obtain a sequence of M-towers {T,} with TA = [0, n) and 7Tn is defined 
on [0, n - 1). Let T = lim, T=- , hence T is defined on [0, co). Each extension 
of 7 is measure preserving, hence 7 is measure preserving. The previous 
results can be utilized to show that 
TV;, = T(T,J = lim T,+(~,) . 
n 
Since -r(T,J is ergodic, in fact mixing, it follows that 7 is ergodic. 
Let p denote Lebesgue measure on [0, a). Let p(A) < 00 and E > 0. 
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Choose n so that p(A n [0, n)) > p(A) - 42. We may now apply Theo- 
rem 2.1 to obtain F C [0, n) such that 
TF = TT;F = T(Tn)F 
is mixing and p(AAF) < E. 
3. ENTROPY 
In this section we shall prove 
THEOREM 3.1. Let T be a tower consisting of q columns with heights hj , 
1 < j < q, and width w(T) = l/Cj”=l hj . The entropy of 7 = T(T) is 
h(7) = w(T) q log q. 
The following results will be utilized in the proof of Theorem 3.1. 
THEOREM A (Abramov [l]). Let -r be measure preserwing and m(A) > 0. 
The entropy of the induced transformation -r4 is h(T,J = h(T)/m(A). 
THEOREM R (Rohlin [6]). Let Z(T) be the class of countablegenerators for T. 
Then 
h(T) = inf{H(f) : 5 E z(T)}. 
We first consider T to be a tower with htj = q, 1 <j < q, and let T = T(T). 
Let 6 be the partition consisting of the intervals in the columns of T. Denote 
f = {Ii,k : 1 <j, K < q} where (Ij,k : 1 < K < q) is thejth column in T. We 
have 
TIj.k = Ii.le+l P 1 <j<q, 1 <h<q. (3.2) 
Let 
5, = q Tit. 
i=o 
If P E 5, , then 
P = f, TiPt , 
i=O 
where Pi E 6, 0 < i < n. Now Q E 5,+r implies 
n+1 
8 = fi@Qi=~ 
=7PnQo, 
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if we identify Pi = Qi+l , 0 < i < n. Thus each set in tn+i is obtained by 
translating a set in f, under 7 and intersecting with a set in <. Let us separate 
the class [ into q2 disjoint subclasses t,( j, k), 1 <i, k < q, where [,(j, k) 
consists of the sets in 6, which are contained in Ijplc . Now (3.2) implies 
L+1(j, k + 1) = exi 49 1 <j<q, 1 <iz<q. (3.3) 
If P E &(i, q), then P C A(T). Hence 7-P C B( 2’). Therefore TP can generate 
at most q sets in tn+r of the form TPn I(j, l), 1 .<j < q. Thus we may 
express f,+,(j, 1) as 
t,+l(j, 1) = () {TP n Ij,l : p E L@, d>, 1 <i<q. (3.4) 
i=l 
It will now be shown that each such P C A(T) does indeed generate q sets, 
each with measure m(P)/q. 
LEMMA 3.5. Ij P E 4,(i, q), 1 < i < q, then 
m(P) m(7P n Ij,l) = ~, 
4 
1 <j<q. 
PROOF. S(T) consists of a copy T,, of T and a copy T, of T, I < k < q, 
above each column in T,, . Denote 
Tl,o = To 
T - Tk , 1,l.k - 1 <k<q. 
Replacing T by S(T), we have S2( T) consisting of a copy S(T),, of S(T) and a 
copy S(T), of S(T), 1 < k < q2, above each column in S(T), . Now S(T), 
consists of a copy T,,, of T and a copy T,,,,, of T, 1 <k < q, above each 
column in T,,, . Furthermore, S(T), consists of a copy T,,,,, of T and a copy 
T 2,3,k of T, 1 < k < q, above each column in T,,,,, . Similarly for S(T), , 
1 < j < q2. Thus we conclude that S2( T) consists of a copy T,,, of T; a copy 
T 3,1,k of T, 1 < k < q, above each column in T,,,; a copy T2,2,k of T, 
1 < k < q2, above each column in the T,,,., copies; and a copy T2,3,k of T, 
1 < k < q3, above each column in the T2,2,k copies. 
Proceeding by induction, we conclude that S”(T) consists of a copy T,,, 
of T and a copy Tn,l,k of T, 1 < k < q2, above each column in the Tn,l-l,k 
copies, 1 <l<2n-1. 
Let P E [,,(i, q), hence P = Ii,, . Let E > 0 and choose u so large that 
m(A(SU( T))) < E. Now consider P distributed in the copies of T which make 
up S”(T). Thus P consists of a finite number of subintervals P, where each 
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P, appears at the top of the ith column in some copy of T. Consider P, such 
that P, $ A(S”(T)). Then rP.+ is the base for the copy of T which is above 
the column containing P, . Thus we have 
Summing over these P, I# A(S”(T)), we conclude 
m(P) 
Since E > 0 is arbitrary, the desired conclusion follows for P E &,(i, q), 
1 < i < q. Now (3.3) implies that if n < q and P E &(i, q), then P = Ii,, . 
Thus the result follows by the previous case. 
We have now shown that if P E f,(i, q), 0 < n < q, then the desired 
conclusion holds. Next note that (3.3) and (3.4) imply 
f,+,( j, 4) = (J (+(7p n Ijsl) : P E f&i 4% 
i=l 
(1) 
Fix P E f,(i, q) and let E > 0. Assume that for sufficiently large u, P consists 
of a set E with m(E) < E and intervals P, $ A(S”(T)). Each P, is the top 
interval in the ith column of a copy of T in S”(T). For n = 0 we have 
E C A(S”( T)). Let I, = rP, n Ij,l . Define Q as 
hence Q E fn+q(j, q) by (1). Now Q consists of TIE n Ij,o and the intervals 
+-l1, where I, is as above. Thus +-i1, is the top interval in thejth column 
of a copy of Tin S”(T). If we only consider Q* = +-l1, $ A(S”(T)), then 
we at most neglect a subset of Q contained in A(S”(T)). Let F be the union 
of +E n Ij,, and this subset of A(,!+( T)). Then for sufficiently large u, Q 
consists of a set F with m(F) < 26, and intervals Q* $ A(S”(T)), each of 
which is the top interval in the jth column of a copy of T in SU( T). 
We now replace j by i, Q by P, and F by E. Thus if P E f,+,(i, q), then P 
consists of a set E with m(E) < 2~, and intervals P, $ A(S”(T)), where 
each P, is the top interval in the ith column of a copy of T in SU( T). There- 
fore rP* is the base of the copy of T above P, , hence 
m(TP*) m(P*) 
m(TP* n Ii.3 = -- = - . 
4 4 
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Summing over these P, $ A(S”( T)), we obtain 
Since E is arbitrary, we obtain the desired result for P E [,+,(i, q), 1 < i 6: q. 
Utilizing (3.3), the result also follows for P E [n+n+l(i, q), 1 < I < q. The 
proof is now completed by induction. 
Let 01 = (01~ ,..., an) be a vector in Iin and let /I = (a ,..., &) be a vector 
in Rm. Let 01* /3 be the vector in Rntm, where 
Let a,( j, k) denote the vector whose coordinates are the measures of the sets 
in 5,( j, k). 
LEMMA 3.6. 
(a) cxa(j,k)=j$j, 1 <j,kGq. 
(b) ci,+l(j, k + 1) = %(j, k), 1 <j < !77 1 G k < 4. 
(4 LY,+l(j, 1) = If 9 , 1 <j<q. 
i=l 
(4 ~,(i, 4 = ( ’ - ,..., -2& q2tn i E Rq”, 4 1 <j,k<q. 
PROOF. (a) is immediate. (b) follows by (3.3) and 7 being measure pre- 
serving. (c) follows by (3.4) and Lemma 3.5. (d) holds for 71 = 0 by (a). 
Assume (d) is true for n. Therefore (c) implies 
(1) 
a,q+l( j, 1) = fi * 
i=l 
( 1 1 =-- - 4 2+n+1 ‘...’ qt+n+1 j E R@+‘, 1 <j<q. 
Now (b) and (d) also imply 
(2) %,,d~> d = %a& a>, 2<1<q. 
Therefore (2) and (c) imply 
(3) ~ng+l(j, 1) = ~+~(i l), 1 <l<q. 
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Hence (3) and (b) imply 
(4) ~~+dj, 4 = cknp+4jj 11, l<j, k<q. 
Thus (d) holds for n + 1 by (4). 
LEMMA 3.7. 




h(T, 5) = + log q. 
h(~, 5) = Iif;” +- H(5,), 
Lemma 3.6(d) implies 
(3) w*) = Pn” ji& log qz+n 
= (2 + n) log q. 
Inserting (3) in (2), we obtain the desired result. 
If we knew 5 was a generator for 7, then Lemma 3.7 would imply 
I(T) = (I/q) log q. However, this seems complicated to verify since it is 
necessary to know which sets are in 4, , not just their measures. In order to 
verify h(7) = (I/q) log q, we shall utilize Theorem R. We first define a 
sequence of generators (t(n)). 
Consider the tower S”( 2’) which consists of q2” columns, each of height q2”. 
Therefore 
w, = w(P(T)) = -L. 
qZ”q2” 
We define t(n) = {GU : II = 0, 1,2 ,... } as follows. Let G, = & , 1 < ti < q2”, 
which are the base intervals in the columns of S”(T). For u = 0, 1,2,..., let 
T” = S”+n(T). Then TU+l consists of a copy T,,u of T” and a copy of T” 
above each column in TOu. We now choose the sets which are the tops of the 
copies T,“, hence 
G v+gs"+l = 4T,"), u = 0, 1, 2 ,... . 
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Let 
Then E(n) is a countable partition of X. 
LEMMA 3.8. 
(4 1in-h fWX4) = U/s) 1% 4. 
(b) t(n) is a generator for 7. 
PROOF. We have 
(2) @4-W) dGu+czzn+d = 2n+u+1 
1 
=q2n+u+l> 
Letting r, = m(G,), (1) and (2) imply 
m 
(3) 
1 < 24 < 42”. 
u = 0, 1, 2 ,... . 
1 3 
r, = 1 - C m(G,) = 1 - q2”wn - -$ = 1 - e . 
u=l 4 
Thus lim, r, = I, hence lim, r, log r, = 0. Now (1) and (2) imply 
YJZn 
W&4 = - rn log rn - C wn log wn - C 2” m(C) log m(K) u=l Y>Q 
= - Y, log r, + & log(qZ”q2R) + f g log 2 
u=l 
l 1 =-y %q+%, 
where lim, E, = 0. Thus lim, H([(n)) = (l/q) log q. 
We now verify 6 = t(n) is a generator for 7. Let C, denote the class of 
intervals in the columns of T". It suffices to show there exist integers i, such 
that 
GA 
(4) ,&y Tit3 c,, u =o, I,... * 
ZL 
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We proceed by induction. For u = 0 we note that Q-~G~ , 0 < i < 2nq, 
1 <j<q2”, are the intervals in the jth column of To. Hence for u = 0 we 
can take i, = 2”q in (4). 
Now assume (4) holds for u. TU+l consists of a copy To” of T” and a copy 
T,of T”, 1 <j<q,, above each column in To”. Here qu is the number of 
columns in T”. The top of Tou is A(Tou) and A(Tou) E [. Let I,,, , 1 < j < 4% ,
be the base intervals of the columns in T”, contained in C, by assumption. 
Let H, be the common height of the columns in T”. Then the interval 
is the top interval in the Zth column of Tou. Therefore 
TJ~ n hl , 1 <i<qu, 
are the base intervals in the copy Tzu of T” which is above the lth column in 
Tou. It follows that the intervals in C,,, are given by 
+Jz n 4.A -H,<i<H,,l <j,l<q,,. 
Thus if suffices to take i %+r = i, + 2H, to conclude (4) holds for u + 1. 
Proof of Theorem 3.1. 
Let T = T(T) correspond to the special case hf = q, I < j < q. Then 
Lemma 3.7, Lemma 3.8, and Theorem R imply 
(1) h(T) = $ log q. 
Note that (1) is the desired result in this case since w(T) = l/q2. Now let 
TI be a tower with q columns and hj = 1, 1 <j < q. Let T, be a tower 
obtained by adding q - 1 intervals to each column in TI . Hence each column 
in T, has height q. Thus (1) implies 
(2) h(T(T,)) = $ log q. 
Now Lemma 2.4 implies 
(3) TV,) = T(&)T; . 
Thus (2), (3), and Theorem A imply 
(4) h(T(T,)) = p 
1 
$%q 





Now let T be as in Theorem 3.1 and let B = B(T). Lemma 2.4 and (4) imply 
(5) h(+“)d = log 4. 
Thus (5) and Theorem A imply 
h(+“N = (log d 
=w(T)qlogq, 
which completes the proof of Theorem 2.1. 
Theorem 2.1 implies that the entropy decreases as the column heights 
increase. Intuitively, this corresponds to slowing down the mixing action 
between columns since it takes longer for intervals in a column to reach the 
top before they break up and mix with intervals in other columns. Also the 
entropy increases as q increases. This corresponds to speeding up the mixing 
as intervals break up faster as q increases. 
4. GENERATOR CONSTRUCTION 
In this section T is an aperiodic transformation which may not be measure 
preserving. However, 7 is invertible, measurable, and nonsingular. We shall 
give a proof of 
THEOREM P (Parry [7]). Every aperiodic transformation 7 has a strong 
generator. 
In order to extend the method in Section 3 for constructing generators, we 
shall first generalize our terminology. Let EI,, 1 < K < h, be disjoint 
measurable sets. The ordered class 
c = (El )...) Eh) = (Elc : 1 < k < h) 
is referred to as a column C. C has base El , top Eh , height h, and 
C’ = i, E, . 
k=l 
We say C is a T-column if TE, = E,,, , 1 < k < h. In this case 
C = (GE1 : 0 < i < h). 
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If C is a T-column and Fr C Er , then 
(TV1 : 0 < i < h) 
is a subcolumn of C. 
Columns C, and C, are disjoint if Ci n CL = P, . Given 4 disjoint columns 
Cj = (Ei,k : 1 < h G hj), 1 <j<q, 
with uj”=r Ci = X, we refer to the set of columns as a tower T, hence 
T={Cj:I <j<q}. 
The 6use of T is B(T) = u& E,,l and the top of T is A(T) = uj”=l Ej,hj . 
If each column in T is a T-column, then T is a T-tower. In this case 
TA(T) = B(T) since 7 is invertible. A subtower of T consists of a set of sub- 
columns of the columns of T. A subtower of T is uniquely determined by a 
subset of B(T). The following result is proven in [3]. 
LEMMA 4.1. Let 7 be aperiodic. Then there exists a sequence of r-towers 
{T”} with B(Tn) r> B(Tn+l), m(B(T”) - B(Tn+l)) > m(B(T”))/2, and T” 
has at most 3” - 2” + 1 columns with minimum height 2” and maximum height 
3”. 
We now apply Lemma 4.1 to prove Theorem P. Let B,, = B( Tn+l), hence 
B, C B(T”). Thus B, is the base of a subtower T,” of Tn. Let A, be the top 
of T,,n, hence A, = A(TOn) C A(Tn). The construction in [3] implies that the 
sets A, , n = 1, 2,..., are disjoint. Now Lemma 4.1 implies 
p+1 
2 ~“4 = X, 
hence rA( Tn+l) = B( Tn+l) implies 
Let {En} be any sequence of sets which generates GY. For each n we define 
certain subsets of A, as 
(2) E,,i = A, n T-~E,, , 0 < i < 3n+1. 
Thus (1) and (2) imply 
(3) 
S”C1 p+1 
ii riEnSi = u +A, n E,, = E,, . 
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Now decompose the Z?n,i to obtain disjoint sets 
i-l 
Gn.1 = En,,  Go = &,i - u G,i, 2 < i < 3”+l. 
j=l 
Let 
and G,=X- fi A,. 
9l=l 
We now have a countable partition 
E = {Go, G,,i : 0 < i < 3”+l, n = 1, 2 ,... }. 
It follows from (3) that 
,1/, Tic 3 6% : n = 1, 2,...}, 
hence 6 is a strong generator for 7. 
Note added in proof: It can be shown that if T is an M-tower, then r(T) 
is mixing of all degrees. Hence Theorem 2.1 holds with mixing replaced by 
mixing of all degrees. In proving Theorem 3.1 we use only h(7) < H(f), 
rather than Theorem R. 
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