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ABSTRACT

Topology optimization,introduced by Bendsoe and Sigmund [1] in 1988 has been a topic of
research in the structural mechanics field for several decades. This technique is commonly used to
optimize system performance of structural components with minimum material usage by varying
the distribution of materials in a given domain. Fluid dynamic topology optimization, a relatively
new research topic uses a method of adding or subtracting materials to a given flow domain to
obtain an optimal flow-path for a given objective function. While the structural TO creates a solid
structure by introducing holes into the domain, fluid TO introduces solid into a flow domain by
creating flow blockage. From a numerical standpoint, by introducing a permeability penalty parameter into the Navier-Stokes equations, a blockage can be simulated, with each individual cell
possessing a value for permeability. The group of cell with maximum values of the permeability
penalty will resemble an impervious solid. This opens up the entire computation domain as the
design space. The number of cells in the design space is equal to the number of design parameters,
which creates a higher degree of freedom optimization problem when compared to other existing optimization approaches. With the recent advancements in additive manufacturing techniques,
possibilities have been opened up for fabrication of unconventional geometries. The aim of the current study is to analyze the application of TO to turbulent flow problems. Many real-world cooling
problems such as those related to electronic circuits and aerospace/power engine components fall
in the category of turbulent flow related heat transfer, due to the high requirements in temperature.
It is key to prevent failure of components while maintaining a high efficiency of cooling.
The first part of this thesis works on establishing the mathematical equations which govern
the optimization problem along with the flow physics. A Lagrangian multiplier method combines
the objective functions and constraints in a single equation using adjoint multipliers. A modified
version of AdjointshapeoptimizationFOAM solver in OpenFOAM with added flow-thermal capabilities has been used. This method is applied to serpentine ducts and a straight rectangular duct
iii

with high aspect ratio. These ducts are commonly found in gas turbine blade internal cooling
circuits and other heat exchanger geometries. Due to the lack of turbulence model permeability
corrections, it is necessary to re-run the CFD simulation with extracted flow-paths and body-fitted
meshes. The post-processing was performed in STAR-CCM+, with the flow path extracted using PARAVIEW. Some post-processed optimum shapes were compared to traditional turbulator
geometries from literature, to understand the degree of improvement in thermal efficiency. Another application was carried out on a U-bend baseline, with the final shape being experimentally
validated using an ABS 3D printer. This is also compared to a channel shape designed using parametric surrogate model-based optimization from the same baseline. The pressure reduction from
TO was 20% higher. The 2020 release of STAR-CCM+ has a level set based TO capability, which
has been used in the current study to compare with the OpenFOAM results from the simplified
U-bend case and high aspect ratio duct. The lessons learnt were finally used to optimize a GE-E 3
airfoil internal cooling passage.
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CHAPTER 1: INTRODUCTION

Various devices with real world application require high efficiency cooling geometries to
function at their best capacities. This include heat sinks in semiconductor circuit boards in electronic devices/electric vehicles, automotive heat exchangers and gas turbine blades/combustion
chambers. Components are known to fail when substantial cooling is absent, resulting in temperatures rising beyond material failure point. At the same time, pumping coolant through a heat
exchanger can result in work consumption from a pump/compressor which can also cause loss in
overall device efficiency. Thus, the ideal cooling channel has to extract enough heat, while also
causing minimum pump power loss. In cases such as gas turbine blade cooling channels, high
speed coolant flow is required to prevent material failures at high firing temperatures. Thus a
turbulent flow regime is observed in these cases, sometimes with the added effect of turbulence
enhancing features such as ribs [6], near wall roughness or wall to wall blockages such as pin-fin
arrays [5]. Turbulent flows are known to aid in heat transfer, while also causing a high friction
pressure loss owing to presence of chaotic flow phenomenon such as eddies. Optimization of such
geometries is important to ensure that the design in tailor made for the given application. CFD
based optimization is a widely preferred approach in the industry, given the expensive nature of
experimental studies in most cases. The effectiveness of an optimum design depends on factors
such as the selection of design variables, design space and cost functions to name a few. Topology
optimization is a high-degree of freedom approach which can get rid of the manual bias occuring
while selecting geometric design variables, since material distribution in the domain is the only design variable. This facilitates the formation of unconventional geometries with potentially superior
heat transfer performance. With the recent advancements in additive manufacturing techniques,
new possibilities have opened up in terms of manufacturing such shapes.

1

Topology Optimization and Fluid Dynamics: Early Publications
Topology optimization, first introduced by Bendsoe and Sigmund [1] in 1988 has been
explored in details for several decades. Sigmund and Maute [8] and Deaton and Grandhi [9]
carried out detailed reviews on this topic. This technique is commonly used to optimize system
performance of structural components with objectives such as minimum material usage by varying
the distribution of materials in a given domain [10, 11]. TO in structural applications have become
a part of modern CAD software packages and other design tools such as FEA (Finite Element
Analysis). Fluid dynamic topology optimization, a relatively new research topic, uses a method of
adding or subtracting materials to a given flow domain to obtain an optimal flow-path for a given
objective function. While the structural TO creates a solid structure by introducing holes into the
domain, fluid TO introduces solid into a flow domain by creating flow blockage(Fig.1.1). The fluid
TO method was first used by Borvall and Peterson [2] in 2003, where Stokes flow scenarios were
studied for calculating channel shapes with minimum power dissipation.
The first application to Navier-Stokes flow was carried out by Gersborg-Hansen et al [12].
A Brinkman model of Darcy’s law was considered for flow through porous medium. While studying the limits of TO problems following Borvall and Petersons’s [2] work, Evgrafov et al. [13]
concluded that porous media optimization problems in Stokes flows are well posed and do not
need any additional restrictions. Wiker [14] and Guest et al. [15] took a different approach, where
domains were split into regions of Stokes flow and porous regions with Darcy flow. Bruns [16]
demonstrated the usage of a volumetric penalty approach for TO in structural, fluid flow and heat
transfer cases. Density dependent penalization was carried out for the NS equations, while density
dependent interpolation was used for calculating thermal conductivity. This approach has been
widely used ever-since in subsequent TO studies.
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Figure 1.1: Comparison between (a)Structural TO (b)Fluid TO by Borvall et al. [2].

Topology Optimization and Heat Transfer
Review studies by Dbouk [3] and Alexandersen et al. [4] effectively summarize a majority
of fluid/heat transfer based TO studies from the last 20 years (Fig.1.2). The statistics divulge that
186 major publications exist in the field of TO, with only 3% of the fluid TO papers falling in the
category of turbulent flows. Dbouk [3] records that ” ..research on TO applied to heat transfer and
fluid dynamics problems is young with several studies that are still too dispersed.”
Most of these studies concentrate on laminar flow scenarios rather than turbulent heat transfer, while the current study explores turbulent flow scenarios. A comsol and MMA (Method of
Moving Asymptotes) method coupling was first carried out by Dede et al [17, 18] on 2D and 3D
heat conduction problems. MMA was developed by Svanberg et al. [19] and [20], as a multiobjective convex optimization technique which is also quite popular in TO problems with con-
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Figure 1.2: Publication statistics for TO studies (a)Dbouk [3] (b)Alexandersen et al. [4]

straints [21], [22]. Such a method has been used in the last chapter of the current study, since
STAR-CCM+ 2020 release has an MMA based TO with a level set approach. Interpolation techniques are necessary to evaluate the conduction coefficient magnitudes at the interface of fluidporous media. SIMP (Solid isotropic material with penalization) and the level-set methods are
most commonly used as interpolation schemes.
Jing et al. [23] and Zhuang et al. [24] were among the earlier works to use level set approaches for boundary specifications. A more recent work by Yaji et al. [25] used a level set
approach, in addition to lattice Boltzmann method(LBM). LBM is a substitute for Navier Stokes
for calculation of velocity and pressure fields, with level set methods used for imposing zero level
boundaries at solid-fluid interfaces [26, 27]. Due to the high degree of freedom of the TO problem,
gradient based methods are the commonly used search algorithms. Yoshimura et al. [28] is a rare
exception who used a Kriging based gradient free method.
According to Dbouk, 23% of all the heat transfer related TO papers are related to conjugate
heat transfer, other categories being heat conduction [29] and fluid flow [30,31]. The first conjugate
heat transfer work was that by Dede [17] in 2009 followed by Yoon [32]. Steady state conduction
with surface convection boundary cases (for electronic applications), generated by TO and manufactured using AM methods were experimentally studied by Dede et al. [18]. Optimized cases
were found to be an improvement compared to the baselines. Sato et al. [33] explored a pareto-front
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based topology optimization method by changing values of weighing variables of power loss and
heat generation to create different designs of a 2D micro-channel heat sink. Lei et al. [34] experimentally tested heat sink designs for natural convection scenarios. Investment casting was used to
fabricate optimized shapes with the help of SLA printed patterns. Optimized shapes were found to
outperform baseline cases. Lazarov et al. [35] performed experiments on additively manufactured
TO shapes for LED lamp cooling, related to natural convection scenarios. These geometries were
found to improve product life compared to existing lattice shapes. Turbulent flow phenomenon was
first tackled by Othmer et al. [30], who used a RANS model with an adjoint solver for 3D, duct
flows. A frozen turbulence model was used, without permeability adjustments in the two equation k-epsilon model. Adjoint TO on turbulent flows was also studied by Kontoleontos et al. [36]
using a Spalhart-Allmaras turbulence model with a permeability correction, without the frozen
turbulence assumptions. Dilgen et al. [37] used a k-epsilon turbulence model with permeability
corrections on 2D and 3D duct problems. This approach was also extended to 2D and 3D forced
convection problems with automatic differentiation. Pietropaoli et al. [38] used the frozen turbulence approach, similar to Othmer [30], for 2D heat transfer and pressure minimization problems.
A 3D square duct channel was used in a subsequent study by the same author [39] for a gas turbine
internal duct cooling scenario. The frozen turbulence approach was also used in the above work,
although the Reynolds numbers were below the turbulent flow regime. A modified eddy-viscosity
based turbulence model was used by Philippi and Jin [40]. This correction in turbulent viscosity
was only taken into account for the regions with partial permeability, which lie in between the solid
and fluid regions (as per the pre-assigned values for solid and fluid regions), since an earlier DNS
study on porous media turbulent flow [41] suggested that pore size is proportional to turbulent viscosity augmentation. The current work uses the frozen turbulence model similar to Othmer, which
is also used by the OpenFOAM solver AdjointshapeoptimizationFOAM.
Efficient cooling of hot gas components are essential to maintain high firing/turbine inlet
temperatures [42–47] which in turn increase the thermodynamic efficiency of gas turbine cycles
5

[48]. Mazur et al. [49] found thermal stresses to be a major cause of crack formations in an
actual gas turbine blade and concluded that blade life can be improved by efficient cooling. The
current study focuses on improving thermal performance of internal cooling channels by utilizing
the flexibility and high degree of freedom of TO. Pressure drop needs to be limited across internal
cooling channels in order to reduce the pumping power loss. Thus, ideally it is essential to maintain
high heat transfer with low pressure drop in such channels. A lot of experimental and numerical
work focuses on improving wall heat transfer with minimum pressure rise for cooling channels
[7, 39, 50, 51]. Internal duct convection cooling is employed in the mid-chord [6] and trailing
regions of gas turbine airfoils [5, 52], and serpentine passages are a commonly used mid-chord
internal duct cooling geometry. Serpentine Ducts consist of straight passes and 180-degree bends
(Ubends). Up to 20% of pressure loss in internal cooling Ducts occur in the U-bends [7], suggesting
that pressure drop optimization of U-bends is an important problem. Pietrapaoli et al. [38] and
Dilgen et al. [37] have attempted to optimize U-bend shapes for pressure minimization using TO.
Both studies showed morphing of the serpentine ducts to reduce flow-separation. The trailing edge
internal cooling problem can be approximated as a high aspect-ratio rectangular channel, the likes
of which have been previously studied for electronic heat sink optimization [37].

U-Bend Optimization
U-bends are crucial to the performance of these channels, since these turns cause formation of counter-rotating Dean vortices [53] which increases turbulent mixing, resulting in high
heat transfer and also high pressure drop. Metgzger [54] performed one of the earlier experimental studies on a U-bend using pressure tap measurements and flow vizualization. Parameters like
turn clearance, radius of turns and channel aspect ratios were found to affect the pressure drop.
Formation of separation bubbles was detected in these channels, the size of which was a direct
contributor to the magnitude of pressure loss. Formation of symmetric counter-rotating Dean vor-
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tices near 180 turns were recorded by Son et al [55] using PIV (Particel Image velocimetry) in a
two pass channel. Strength of the vortices were found to increase from the beginning to the end
of the turn. LDV (Laser Doppler Velocimetry) studies by Liou et al. [56] showed acceleration
of flow near the inner wall and deceleration at the outer wall of the channel. This confirms the
presence of a radial pressure gradient at the turn, which also causes formation of the symmetric
counter-rotating Dean vortexes due to the flow rolling up. Change in divider wall thickness was
found to cause shifts in peak of near wall TKE, explaining the effect wall thickness has on pressure
drop performance. Introduction of turning vanes to bent flow ducts have shown lower pressure
drop in existing literature [57–59]. Chu et al. [57] showed reduction of pressure drop with significant change in separation and re-attachment patterns for stationary and rotating U-bend channels.
Schuler et al. [58] showed that a given combination of multiple turning vanes can cause a 25%
reduction in pressure loss, however wrong positioning of the vanes can also result in increase of
the same. Incompressible RANS studies on 90 degree pipe bends by Valsala et al. [59] showed
that introduction of vanes in channel bends reduces pressure drop by stabilizing flow and reducing
turbulence. It is important to account for numerical studies performed on U-bend channels, since
the current study uses a CFD based approach for design optimization. Various turbulence modeling
techniques used in the past include RANS simulations with Eddy-viscosity models (k- and k-ω)
or Reynolds stress models and high fidelity LES simulations. Sleiti et al. [60] concluded that RSM
models showed better performance compared to RANS models, as anisotropy is taken into account while modeling turbulent fluctuations. LES simulations were found to have good agreement
with experimental LDV data by Sewall et al. [61] from 180deg bend regions. However, the high
computation time of LES simulations deems it unsuitable for use in the current study. Although
Eddy-viscosity models are often found to wrongly predict local turbulent flow phenomenon [62], a
comparitive study between 2-equation eddy viscosity models and RSM models showed that overall pressure drop prediction performance of these models are suitable for optimization problems.
Given the quicker computation time and easier convergence of the k- models, they are a clear
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favorite for design optimization studies.
Nearly 20% of pressure drop in serpentine passage cooling channels happen due to the Ubends [7]. For this reason, optimizing the geometry of these U-bends is key to efficient internal
cooling. Surrogate models based optimization was performed by Verstraete et al. [7] to minimize
pressure drop by changing inner and outer wall shapes, which were parametrized using Bezier
curves. The end-result was a 37% reduction of pressure drop. Experimental validation was performed on this optimized shape and baseline, in a subsequent study [51], using PIV techniques.
Topology optimization was carried out by Ghosh et al. [63] with the goal of minimizing pressure
drop and maximizing heat transfer. Fluid path was altered and curved walls were created at the
bends to minimize separation zones. Similar results were shown by Dilgen et al. [37], where a 2D
U-bend optimization saw about 50% reduction in pressure drop.

Additive Manufacturing and Fabrication of Unconventional Shapes
The recent advances in additive manufacturing has made it possible to fabricate the unconventional optimum shapes formed as a result of TO. Dede et al. [18] used additively manufactured
baseline and optimum geometries from TO to experimentally validate results. Additive manufacturing techniques have been introduced for manufacturing non-structural components of gas
turbines [48]. Ruiz et al. [64] performed X-ray particle tracking experiments to evaluate the velocity fields inside a LAM (Laser Additively Mafufactured) blade leading edge. This design was also
evaluated earlier by Calderon et al. [65].

Aim of Current Study
The present study uses a simplified 3D serpentine passage with an inlet and an exit crosssection of aspect ratio 3:1 [63], with two 180 degree turns. Open source CFD software OpenFOAM
has been used for the current study. OpenFOAM is an object-oriented code which is widely used
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in the industry and academia for solving aerothermal problems. A modified version of the AdjointShapeOptimizationFoam solver from OpenFOAM 5.0 sourcecode, with added aerothermal
optimization capabilities has been used in the current study .
The second geometry of interest is a 3D rectangular duct [66] with an aspect ratio of 8:1,
resembling high aspect ratio trailing edge cooling passages. A number of designs have been generated by changing the weighing factor values for the multi-objective function. A forward CFD
simulation has also been carried out with body fitted meshes using the commercial software STARCCM+, with an attempt to get rid of flow-leakage,post-processing and turbulence modeling error,
for both the shapes. Comparison with traditional shapes shows a higher thermal performance efficiency for the TO case.
For the third case [67], a simple U-bend channel profile has been used from literature [7]
to create a baseline for a TO study for pressure drop minimization. Once converged, the TO study
showed a 50% reduction in pressure drop compared to the baseline. This shape was then postprocessed and a forward CFD was carried out in STAR-CCM+ for correcting turbulence treatment
by introducing mesh refinement. This geometry was then tested experimentally using a 3D printed
shape and compared to the baseline to obtain a 55% improvement in pressure drop. A parametric
spline-curve [68] based optimization was also carried out using a surrogate model based Bayesian
method, which showed a 35% improvement in pressure drop at a much higher computation time.
The last case explores the usage of a commercial solver (STAR-CCM+) for optimizing a
GE-E3 airfoil internal cooling passage. The purpose of this section is to examine to application
of TO to more practical geometries. While the previous cases had straight walls and consistent
stream-wise cross sections, the current baseline flow path has curved walls with cross-section as
per the geometric specifications in the Thulin report [69]. The deficiencies in previous approaches,
like lack of mesh refinement and turbulence modeling corrections in blocked regions have been
addressed in this section. Due to lack of a multi-objective approach in this software, a heat transfer
maximization objective in addition to a pressure drop constraint has been used. The low pressure
9

constraint geometries are seen to have smoothed corners and lesser solid formations at the walls,
when compared to the high pressure drop cases.
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CHAPTER 2: METHODOLOGY

Fig. 2.1 summarizes the steps involved in the process of topology optimization. Based
on a pre-initialized permeability parameter field (α), governing equations involving the momentum,continuity and energy are solved for the ad-joint and primal variables, respectively. At this
point, the sensitivity of the Lagrange multiplier expression is calculated for the given optimization
step. A user defined step is used to update the porosity in each individual cell, thereby updating
the existing flow-path. This process is continued until the pressure loss and temperature change
variables reach a plateau. The steepest gradient method converges whenever a zero sensitivity is
achieved. The final geometry is then post-processed by extracting the minimum blockage fluidpath from the solid.

Figure 2.1: Flow chart for Topology Optimization process
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Figure 2.2: Blockage simulated by material distribution. Porosity distribution(left) and Velocity
contour(right) of the flow field. Areas with higher blockage have lower velocity.

Governing Equations for Primals and Adjoints
Flow penalization is introduced to the problem by including a permeability factor in the
Navier-Stokes equation (Brinkman penalization αu). The higher the permeability factor, the higher
the penalty which reduces the flow to zero, thereby simulating a blockage (Fig.2.2). A zeropermeability value reduces the incompressible Navier-Stokes equation to its generic form for fully
permeable turbulent flows. The value of α (permeability factor) varies from 0, which represents
the fluid domain, to a maximum value of αM ax representing the solid domain. The Navier-Stokes
is solved using the SIMPLE [70] methodology, which uses pressure corrector method to satisfy the
continuity condition. Temperature is calculated as a passive scalar at every inner iteration with the
converged values of the pressure and velocity.
Navier-Stokes Equation:

R1 = (u · ∇)u + ∇(p)/ρ − ∇(2µef f D(u)) + αu = 0

(2.1)

Where D(u) = (∇ u + (∇ u)T )/2. A ”frozen” K-Epsilon turbulence model has been used similar to
Othmer [30]. This approach ignores the turbulent viscosity terms while calculating the sensitivity
for the gradient ascent method and also doesn’t include the permeability correction in the turbu-
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lence models. Phillipi and Jin [40] used a turbulence correction for the intermediate permeability
regions, since it was proven that impermeable flow areas lack any turbulent kinetic energy due to
a lack of bulk flow. An attempt has been made in the current work to study the error from this
approximation by using a refined body fitted mesh in Star-CCM+ for a subsequent simulation. The
standard K-Epsilon model used in the current study can be described as:
C1 
2
2
D(ρ)
= ∇(ρD ∇()) +
(P + C3 k∇U ) − C2 ρ
Dt
k
3
k

(2.2)

While the k equation:
∂(ρk)
2

+ ∇(ρuk) + ∇2 (ρDk ) = ρG − (ρ(∇.u)k) − (ρ )
∂t
3
k

(2.3)

Where, Dµ and D are diffusivity rates, G is TKE production rate and C1=1.42,C2=1.92,C3=0
and Cµ =0.09 are model constants. The above setup was used along with a constant value inlet, zero
gradient outlet and kqr kqRWallFunction, epsilonWallFunction as boundary conditions.
Turbulent viscosity is calculated as:

νt = C µ

k2


(2.4)

While effective viscosity
µef f = ρ(ν + νt )

(2.5)

R2 = ∇(u) = 0

(2.6)

R3 = γ(ρC(u · ∇(T ))) − ∇(K(γ)∇(T )) = 0

(2.7)

Continuity Equation:

Energy equation:
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’γ’ or fluid fraction is introduced as an interpolation variable to calculate heat conduction
coefficient for the conjugate problem. Fluid fraction reaches the maximum value of 1 when a cell
has maximum permeability and a value of 0 suggests minimum permeability or a solid region.

γ = (1 − α/αmax)c1

(2.8)

where ’c1’ is a parameter for tuning the convexity of the optimization problem and hence is
important for the convergence of the steepest gradient algorithm. The current problem uses c1=2.
The heat conduction coefficient can be interpolated in the following manner:

K = γ(Kf − Ks ) + Ks

(2.9)

Lagrangian Multiplier Method
Lagrangian optimization allows the combination of the objective function and the constraints into a single minimization problem. This adjoint approach adds the constraints to the
objective function by means of multipliers called adjoint variables. The primal variables in the
problem are independent of the adjoint variables and can be calculated using each constraint equation. An adjoint lagrangian optimization problem is formulated by using the cost functions as linear
combination of power loss and energy gain across the domain due to heat transfer. The constraints
(R1 , R2 and R3 ) are the Navier-Stokes equations, the continuity equation and the energy equations
respectively. These represent the underlying physics behind the fluid-flow and heat-transfer problem. The adjoint variables ua , pa and Ta are the adjoints for velocity, pressure and temperature
respectively. Hence the lagrangian minimization problem reads like this:
Z
L = F + ua

Z
R1 dΩ + pa
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Z
R2 dΩ + Ta

R3 dΩ

(2.10)

where Ω is the volume domain and dΩ is a differential volume. R1 ,R2 ,R3 are the momentum, continuity and energy equations respectively. Such that,

R1 = R2 = R3 = 0

(2.11)

Lagrange multipliers ua , pa and Ta are the adjoint velocity,pressure and temperature. F is the
objective function, which in this study is a combination of energy gained by heat transfer and total
power lost across the control volume.
Z
F = w1
τ

(p + 21 (ρu · u))
(u · n)dτ − w2
1
(ρu · u))
2

Z
τ

(ρcT )
(u · n)dτ
(ρcT ∗ )

(2.12)

where,
w1 + w2 = 1

(2.13)

Dh 2 ρc
Kf

(2.14)

and,
T∗ =

Where τ is a representation of the boundaries of the domain, Ω is the internal volume of the
domain and n is a normal vector. c (specific heat) and ρ (density) are properties of air. The current
study is based on calculating overall heat-transfer and pressure drop in heat exchangers. Since
the objective functions have been only represented as the summation of pressure and temperature
over the surfaces of the inlet and exit boundaries of the geometry and not in the internal domain,
their contribution is only found in the adjoint boundary conditions. Multiplying factors w1 and w2
are weighing variables which decide the importance of objective functions. A higher value of w1
suggests a higher importance to power loss due to pressure drop, as compared to heat transfer and
vice-versa.
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Adjoint Model
The values of adjoint variables ua ,Ta and pa are also required to calculate the sensitivity of
the problem. The total process takes twice the CPU time as compared to a regular CFD solution,
since for every primal variable equation, there is an addtitional adjoint variable to be solved for.
Adjoint equations can be formulated by finding the derivatives of the Lagrangian with respect to
the primal variables.
dL
dL
dL
=
=
=0
du
dT
dp

(2.15)

The adjoint Navier-Stokes equation is stated as:

ρ(−∇(ua ) · u − (u · ∇)ua ) + ∇(pa ) − ∇(2µef f D(ua )) + α(ua ) + ρc(T a · ∇T ) = 0 (2.16)

Similarly, the adjoint continuity equation:

∇(ua ) = 0

(2.17)

−ρcu · ∇(Ta ) − ∇(K(γ)∇(Ta )) = 0

(2.18)

and the adjoint energy equation:

While the surface integrals from equation 15 can be used to derive the adjoint boundary
conditions as shown below: For inlet and outlet adjoint velocity,

ua + w1 u = 0
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(2.19)

For adjoint Temperature,

ρcTa u + k∇(Ta ) · n + w2 ρcu = 0

(2.20)

For adjoint Pressure,
pa = u · ua + un · uan +

dF
dun

(2.21)

Once the adjoint fields are calculated from the above equations, the values can be plugged
into the sensitivity expression to calculate the gradient used in the steepest descent approach, as
discussed in the next section.

Sensitivity Analysis
The sensitivity of the lagrangian problem can be calculated as a derivative of the lagrangian
with respect to the design variable, the Brinkman penalization factor α. Using a steepest descent
method, the optimization process loops towards a solution. An optimum solution indicates zero
slope of the lagrangian expression with respect to the design variable. The process is halted.
The steepest descent approach adds a user defined step λ to the sensitivity expression at
every outer iteration to drive the solution towards an optimum by updating the porosity values in
each cell. A relaxation factor was multiplied at each step to speed up the convergence. The porosity
update at nth optimization step can be quantified as:

α(n) = α(n − 1) + λ

dL
dα

(2.22)

Where
λ
αmax

= 1.25
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(2.23)

Figure 2.3: Defining Velocity field using the object oriented approach

CFD Model Details
OpenFOAM has an object oriented approach which can enable programming of custom
user defined partial differential equations for solving them using pre-existing solvers in the source
code. This approach is adopted to formulate the adjoint quantities using the analytically derived
adjoint equations. An object oriented programming approach means that a system of classes and
their objects can be used as a means for defining variables and mathematical operations. As mentioned in the OpenFOAM v 5.0 user manual, each variable can be an instance of a particular class.
Each primal variable can be defined using an input file, which contains the initialized field and
boundary conditions to be read by the main solver. At every iteration, the internal field data is
written into the variable file. The main solver is an executable file which contains the series of
commands following the work-flow as shown in Fig.2.1 and operates on the pre-defined mesh.
For instance, definition of primal velocity field can be carried as shown in Fig.2.3. The variable
velocity vector(U) is an object of the class ”volVectorField”. It should also be noted that Vector
and Field are separate classes in the OpenFOAM dictionary, which have been combined to form
a new class. Similarly, Temperature scalar(T) is defined as shown in Fig.2.4, where the class is
”volScalarField” for the object Temperature.
The simplified partial differential equation solving helps in setting up custom solvers, like
the one used in the current study. For example, the energy equation represented in the following
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Figure 2.4: Defining Temperature field using the object oriented approach

Figure 2.5: Format for representation of PDE for primal energy equation.

way:

(ρC(u · ∇(T ))) − ∇(K(γ)∇(T )) = 0

(2.24)

Can be setup to solve in OpenFOAM 5.0 as shown in Fig.2.5. The version of OpenFOAM
5.0 used in the current study lacks a thermal solver for incompressible flows. Hence the thermal
component of the solver had to be included in the pre-existing AdjointshapeoptimizationFOAM
solver code from the repository. Similarly, the adjoint Temperature variable(Ta ) had to be
Finite volume discretization schemes also exist in OpenFOAM for solution of systems of
equations. For the current problem, a GAMG (Geometric agglomerated algebraic multigrid) solver
with a Gauss upwind discretization scheme has been used. The GAMG solver is known to provide
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high speed convergence with algebric coarsening of fine grids as a starting point, to eliminate high
frequency errors.
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CHAPTER 3: SERPENTINE CHANNEL OPTIMIZATION

Baseline Description
The present study uses a simplified 3D serpentine passage with an inlet and an exit crosssection of aspect ratio 3:1, with two 180 degree turns. A constant velocity inlet and a zero pressure
outlet is used to simulate the flow in the given problem. The inlet velocity is 20 m/s with a temperature of 300 K. The inlet conditions translate to a hydraulic diameter based Reynolds number
of 60,000. Top and bottom walls are at 800 K to simulate the hot pressure and suction sides of
the airfoil. The side-walls are treated as adiabatic, since the majority of the heat transfer occurs
towards the heated suction and pressure surfaces in actual blade scenarios. The solid blockage
material was used as copper in this representative study, the properties of which has been shown in
Table3.1.
Table 3.1: Material properties for solid and fluids

Material

Quantity

Value

Air

Density(Kg/m3 )

1.2 (300K), 0.4 (800K)

Air

Specific heat(J/kgK)

1.007 (300K) , 1.093 (800K)

Air

Conductivity(W/mK)

0.026(300K),0.055 (800K)

Copper

Conductivity (W/mK)

386
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Figure 3.1: 3D baseline serpentine channel.

Results and Discussions from Preliminary TO
Results show a change in curvature of the walls of the resultant optimized geometry (Fig.3.2).
Exit temperature is elevated by 41% along with a decrease in pressure drop of 10% for this optimum shape. Fig.3.3 shows a mid-plane section of the optimized geometry with velocity and
temperature contours. This change in U-bend geometry reduces the size of the separated region at
the bend-walls of the flow path, reducing the pressure drop. Existing literature shows presence of
re-circulation zones due to flow detachment at the 180 degree bends cause high pressure drop [54].
Optimization studies aimed at lowering pressure drop also record a change in wall curvature around
these regions [7, 38]. It is further revealed that refining of the mesh to twice the amount of cells resulted in only 3% variation of the optimal value of objective functions (Table 3.2). Smoother walls
are obtained with the usage of a finer mesh. A closer look at the mid-plane velocity profile reveals
leakage of flow into the blocked areas of the domain which should ideally be impermeable solid
regions with zero flow (Fig.3.3). This casts doubt on the TO results along with the absence of wall
treatment and porosity corrections to the turbulence models. To verify this, a forward simulation
has been carried out on the optimum and baseline cases in STAR-CCM+, after post-processing
the optimum shape obtained from TO. The flow path is extracted using a permeability filter which
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selected α values less than 95% of αM ax . A refined mesh (Fig.3.4) with inflation layers is used to
ensure a wall y+ of less than 1 (Fig.3.5). Results for the optimum shape from this re-meshed study
shows 5% improvement in the exit temperature, along with 40% reduction in pressure drop, when
compared to the baseline case simulated in Star-CCM+ (Table 3.3). The thermal performance
efficiency(η) is often used in literature [7] to calculate improvement in thermal performance over
the baseline for the TO optimum shape. Thermal performance efficiency can be defined as:

η = (N u/N uo )/(f /fo )1/3

(3.1)

where, the Nusselt number has been calculated using the following expression:

N u = havg Dh /k

(3.2)

and friction factor has been calculated using the Darcy Weisback equation.

2
f = ∆P/(0.5ρvavg
L/Dh )

(3.3)

The effeciency factor helps to understand the combined effect of pressure drop and heat
transfer on a heat exchanger performance.
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Table 3.2: Mesh size variation for 3D serpentine

Mesh size

∆P/∆Po

Te/Teo

4.1 Million

0.9

1.41

8.2 Million

0.88

1.38

Table 3.3: Comparison of raw OpenFOAM data and Star-CCM+ for serpentine channel case-1

∆P/∆Po

Te /Teo

Openfoam TO

0.9

1.41

Postprocessed Star CCM+

0.45

1.05

Case

Results and Discussions from Updated Penalty Parameter
The TO optimized shape is found to have a 25% higher value of η, deeming it to be a superior shape compared to the baseline, but the initial values of augmentation in exit temperature
and pressure are misleading. To resolve this issue, a new TO simulation was carried out with a 10
times higher value of αM ax =8000. The optimum 3D shape from this simulation (extracted flow
path) can be seen in Fig.3.6 which looks similar to the previous shape in terms of solid blockage
formation at the 180-degree bends. However, optimum objective function values are different in
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Figure 3.2: Optimum fluid flow path for serpentine passage. Sharp corners of channel have been
eliminated with formation of blockage.

Figure 3.3: (a) Mid plane velocity plot and (b) Temperature plot for flow path optimum geometry.
Eliminated areas are seen as low velocity zones.
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Figure 3.4: Parts of the updated mesh in Star-CCM+ (a) Mid-plane (b) Zoomed in view for prism
layers (c) Inlet surface

Figure 3.5: (a) Post processed flow-geometry for Star-CCM+ forward simulation (b) Wally+ values
for updated mesh.
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this instance. Temperature augmentation is only about 5% with a 35% reduction in pressure drop.
Mid-plane slices for this iteration (Fig.3.7) shows low amounts of leakage flow inside the solid
blockage regions. After post-processing the fluid path and re-meshing in Star-CCM+ (Fig.3.10),
a forward simulation is again run, for this iteration, to validate the resulting optimized geometry.
The agreement between raw data and post-processed data is found to be better compared to the
previous iteration, with 10% error in pressure drop augmentation and 2% error in temperature gain
at the exit, when compared to the updated simulation (Table 3.4).The iteration vs objective function
curves can be seen to plateau in Fig.3.9. This confirms the fact that reducing leakage flow inside
penalized regions can add more accuracy to TO results (Fig.3.8). The remaining errors (between
OpenFOAM results for the second iteration and forward CFD in STAR-CCM+) can be attributed to
a lack of wall treatment and minor modifications to geometry from post-processing/smoothing. To
analyze the flow-physics behind optimum performance of the TO design, end-wall Nusselt number
contours (Fig.3.11), mid-plane stream-line slice (Fig.3.12) and wall pressure contours (Fig.3.13)
have been studied. Large flow-separation regions have been observed in the baseline geometries,
which are absent in the optimized case. These separation regions coincide with low end-wall Nusselt number areas (Fig.3.11), which can cause hot-spots in gas turbine blades, leading to blade life
reduction. The quasi-blockage caused due to the recirculation bubbles in the baseline case results
in high velocity regions which have a higher Nusselt number peak compared to the optimum, but
overall Nusselt number is higher by 2.3% for the optimum case. This results in an improvement
in η by 24%. The pressure contours shows radial pressure gradients(perpendicular to the radius
of bend) for both the cases (Fig.3.13), but a significantly higher gradient is visible in case of the
baseline. This explains flow separation at the bend due to highly adverse pressure gradient at the
separating wall in the baseline case.
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Figure 3.6: Optimum flow-path for serpentine passage (second iteration)

Figure 3.7: (a) Velocity distribution in mid-plane (includes solid regions) (b)Temperature distribution for flow-path (excluding solid regions) in mid-plane (second iteration). Lower magnitude in
velocities in the blocked regions indicate more effective penalization compared to previous case.
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Figure 3.8: Permeability vs velocity magnitude displaying the effectiveness of velocity penalization across red line shown in previous figure(a)3D Serpentine, iteration-1 (b)3D Serpentine,
iteration-2

Table 3.4: Comparison of raw OpenFOAM data and Star-CCM+ for serpentine channel case-2

∆P/∆Po

Te /Teo

Openfoam TO

0.35

1.04

Postprocessed Star CCM+

0.45

1.05

Case
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Figure 3.9: Objective function values,volume ratio vs iteration for TO of 3D serpentine channel.
Due to higher weightage on pressure drop compared to heat transfer, the agglomerated objective
function is seen to follow the pressure drop more closely than the temperature.

Figure 3.10: Post processed Optimized flow path for forward simulation in Star-CCM+ (Second
iteration).
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Figure 3.11: End-wall Nusselt number plots for (a) Baseline (b) Optimum geometry (Second iteration)
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Figure 3.12: Stream-line plots of U-bend flow region of (a) Baseline (b) Optimum geometry (second iteration). Separation regions near 180-degree bend are eliminated in the optimum geometry.

Figure 3.13: Wall pressure contours for (a) Baseline (b) Optimum geometry (second iteration).
Steeper contours are seen around the sharp bends in the baseline, which results in flow separation.
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CHAPTER 4: HIGH ASPECT RATIO DUCTS

Baseline Geometry Description
A rectangular duct with an aspect ratio of 8:1 has been chosen for mimicking a simplified
trailing edge region for the gas turbine blade (Fig. 4.1). The larger walls are considered hot, to
mimic pressure and suction sides of the airfoil, with a wall temperature of 1800K and the side
walls are adiabatic. Inlet temperature of the cooling air is 800K with a constant velocity inlet. All
properties of the fluid are taken as those of air at the inlet conditions, and properties of the solid are
that of Inconel. Similar to Dilgen et al [37], a uniformly refined hexahedral mesh has been used
in the current approach using blockmesh utility in OpenFOAM. The 1.2 million cells helped in
resolving the flow near the newly formed solid regions which are unknown before the optimization
process. A mesh refinement study has been carried out before selecting a baseline mesh (Table
4.1). Since refinements cannot be carried out real-time with shape changes in the bulk mesh, the
uniformly-refined structured mesh is more appropriate compared to a wall refined mesh. Baseline

Figure 4.1: Baseline geometry for rectangular duct with aspect ratio 8:1

33

Table 4.1: Grid refinement study shows the variation of pressure drop and exit temperature. The
quantities have been normalized with respect to the case used for optimization studies to show
deviation

∆ P/∆ Po
0.96
0.98
0.99
1.0
1.0
1.005

Te/Teo
0.7
0.88
0.91
0.96
1.0
1.07

cells
0.5 x 106
0.7 x 106
0.9 x 106
1.0 x 106
1.2 x 106
1.4 x 106

Figure 4.2: Effect of variation of weighing factors on exit temperature and pressure. Exit temperatures are seen to increase with higher pressure drop.

wall y+ is less than 5 with the current mesh.

Variation of Weights in Multi-Objective Function
For the current baseline geometry, a uniform inlet velocity boundary condition of 20 m/s is
used , which translates to a hydraulic diameter based Reynolds number of about 24000. The TO
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Figure 4.3: Results for optimized geometry for w1 =0.9 and w2 =0.1. (a)Extracted flow path (b)midplane stream-wise temperature contour and (c)velocity contour (.1 mm from wall)

process is carried out for improvement of heat transfer with minimization of pressure loss. The
weight-age of heat transfer and pressure drop in the combined objective function can be denoted
by the values of w2 and w1 . Increasing value of w1 creates a higher emphasis on pressure drop as
compared to temperature gain, whereas decreasing w1 has the opposite effect on objective functions. Effect of variation of the weighing factors are summarized in Fig.4.2. The different results
obtained as a result of various w2 and w1 have been displayed in Fig.4.3 to 4.11. Distribution of
blockages/low permeability regions are key to the changes in heat transfer performances along with
pressure drop. Near wall and end wall to end wall blockages have been observed in the various
cases, which can be compared to turbulators in traditional internal cooling ducts [5, 6]. Near wall
turbulent kinetic energy plots for all these shapes (Fig.4.4,4.6,4.8,4.10 and 4.12) show high values
are present near such turbulator shapes.
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Figure 4.4: TKE plot for w1 =0.1 and w2 =0.9 (0.2 mm from wall)

Figure 4.5: Results for optimized geometry for w1 =0.6 and w2 =0.4. Extracted flow path (a)velocity
contour (.1 mm from wall) (b) and Mid-plane stream-wise temperature contour (c)

Cases with higher heat transfer and higher pressure drop have larger magnitudes of turbulent kinetic energy peaks. For w1 =0.9 and w2 =0.1, (Fig.4.3) the optimum geometry shows a
combination of wall to wall and near wall turbulators. Mid-plane temperature contour shows the
flow picking up heat with stream-wise location. Near wall velocity contour shows zero velocity
regions coinciding with the solid blockage areas and flow acceleration in the fluid path. For w1 =0.6
and w2 =0.4, (Fig.4.5), the post-processed flow path and near wall velocity profiles show formation
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Figure 4.6: TKE plot for w1 =0.6 and w2 =0.4 (0.2 mm from wall)

Figure 4.7: Results for optimized geometry for w1 =0.3 and w2 =0.7. Extracted flow path (a) Midplane stream-wise temperature contour (b) and velocity contour (perpendicular to flow) (c)

of oblique turbulators which have been shown in various studies [6,71], to enhance convective heat
transfer through turbulence enhancement and formation of secondary structures. These regions of
elevated TKE near the oblique structures can be seen in Fig.4.6. The streamwise slice (Fig.4.5(c))
shows temperature gain of the stream-wise flow as it passes over the impermeable regions.
Further increasing the w2 value to 0.7 results in a branched flow-path (Fig.4.7) with wall to
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Figure 4.8: TKE plot for w1 =0.3 and w2 =0.7 (0.2 mm from wall)

wall blockages occupying a greater portion of the domain. A slice perpendicular to the flow direction displays acceleration of the flow along the blockages to upto 4 times the inlet bulk velocity.
It is noted that the greater acceleration results in TKE peaks (Fig.4.8) compared to the previous
shapes. Previous studies on similar wall-to-wall pin fin turbulators type blockages [5, 72] have
shown correlations between heat transfer and turbulence augmentation. Figures 4.9 and 4.11 show
formation of serpentine channel like structures with the solid blockages reducing the flow-path
to single narrow channels with a high velocities of upto 9 times the inlet bulk velocities in both
cases, for w2 values of 0.75 and 0.8 respectively. Heat transfer and pressure drop are augmented
to a greater extent compared to the previous cases, as higher near-wall TKE magnitudes are also
observed.

Designs with a Mass Penalization
The addition of mass to the baseline design due to turbulator formations may prove to be a
critical factor if mass constraints exist for a particular design. To resolve this issue, an additional
mass penalty has been added into the multi-objective function. The updated objective function can
be written as following :
38

Figure 4.9: Results for optimized geometry for w1 =0.25 and w2 =.75. Extracted flow path (a)
Mid-plane stream-wise velocity contour (b)

Figure 4.10: TKE plot for w1 =0.25 and w2 =0.75 (0.2 mm from wall)
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Figure 4.11: Results for optimized geometry for w1 =0.2 and w2 =0.8. Extracted flow path (a)
Mid-plane stream-wise velocity contour(b)

Figure 4.12: TKE plot for w1 =0.2 and w2 =0.8 (0.2 mm from wall)
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Figure 4.13: Mass penalized optimization : Solid structures formed in flow path. Blue color
representing the cooler solid in the bulk flow, while the hotter the near wall blockage can be seen
in red

Figure 4.14: A stream line plot showing curving streamlines which partially explain the mechanism
behind improved heat transfer in the lattice like structures in yellow. (Flow into the page)

Z
F = w1
τ

(p + 12 (ρu · u))
(u · n)dτ
1
(ρu · u))
2
Z
− w2
τ
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(ρcT )
(u · n)dτ + w3
(ρcT ∗ )

Z
(γ)dΩ (4.1)
Ω

Figure 4.15: Temperature contour in mid-plane slice for mass penalized optimization. (Flow from
top to bottom)

Figure 4.16: Vorticity magnitude in mid-plane slice showing formation of high vorticity structures
from the v-shaped obstacles formed due to mass-constrained optimization. (Flow from top to
bottom)
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Figure 4.17: Vorticity magnitude in 3 stream-wise slices (a)x/Dh=1.78 (b)x/Dh=3.56 and
(c)x/Dh=5.34, perpendicular to the flow direction (flow out of the plane)

Figure 4.18: Iso-surfaces of Q-criterion (in black) displaying coherent vortical structures (a) With
the solid shapes (in orange) (b) without solid shapes

Where w3 is a weight constant for the mass penalty. The solution for this constrained
multi-objective function for w2 = 0.7 and w1 =0.3 is found to be quite different compared to the
unconstrained case 4.7. The number of solid cells (solid mass) is found to be lower by 50%
(Table 4.2). Pressure drop has decreased considerably compared to the unconstrained case at the
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expense of slightly lower temperature enhancement. An intricate network of turbulence promoting
structures are formed along with some v-shaped wall roughness as seen in Fig. 4.13. Wetted area
ratio with respect to a smooth channel has been calculated, and it shows a higher total wetted area
(calculated from surface area of extracted flow-path) for the mass penalized case when compared to
the unconstrained one. The intricate lattice geometry offers a higher wetted area as compared to the
branched channel with roughness on the wall. Thus a high exit temperature is reached with a lower
pressure drop. The stream plot is shown in Fig. 4.14 which focuses on the v-shaped turbulators
with tip clearances at certain locations with respect to the top and bottom walls where the stream
lines are found to climb over/divert. Impingement like effect happens when the flow is diverted
towards the hot walls due to the clearances. A mid-plane slice of this configuration (Fig. 4.15)
shows the bulk flow heating up in the mid-plane slice, due to the presence of v-shaped blockages.
The presence of high vorticity magnitude in the flow around the surface of the v-shaped blockages
is seen in Figs. 4.16 and 4.17 which then get propagated downstream to enhance heat transfer. The
tip clearance regions of the lattice like geometry are responsible for creation of the strong vortices,
as confirmed by iso-surface plot of q-criterion at a magnitude of 107 (Fig.4.18).Q-criterion is an
effective way to identify coherent structures in turbulent flows [73] can be formulated as:

Q = 1/2(|Ω|2 − |S|2 )

(4.2)

Where Ω is the vorticity tensor and S is the rate of strain tensor.
This collection of oblique turbulators bears a resemblance to lattice cooling structures studied by Saha et al [74] and were found to have a higher thermal performance index when compared
to traditional pin-fin shapes in the above study. Introduction of the additional penalty resulted in
formation of structures which were unseen in previous results. This proves that the high degree
of freedom offered by TO can be utilized in a more effective manner with the use of additional
penalties/constraints.
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Table 4.2: Comparison between mass penalized and non-penalized cases

Mass
Constraint ∆ P/∆ Te/Teo
Po

No
Yes

466
68

1.94
1.76

%
solid
cells

Wetted
area
ratio

67
15

1.05
1.77

Post-Processing and Forward Simulation in STAR-CCM+ for Comparison with Conventional
Geometries
Similar to the serpentine case, post-processing and forward simulation in Star-CCM+ has
been carried out on two geometries chosen from the straight channel TO cases. The post-processed
cases have been simulated with isothermal boundary conditions for the end-walls, and adiabatic
conditions for the side-walls. Inlet and exit boundaries have identical conditions as the original
TO baseline. The w1 =0.6 case (Fig. 4.5) and TO with mass penalty (Fig.4.13) have been postprocessed with wall smoothing in the Star-CCM+ surface repair tool, and re-meshing is carried
out with inflation layers. For the w1 =0.6 case, wall y+<1 was obtained with 8 inflation layers
(Fig.4.19) following which an end-wall Nusselt number contour is obtained from the simulation
in Star-CCM+ (Fig.4.20). High Nu values can be seen at the upstream regions of each oblique
turbulator, while a low Nu region can be seen downstream possibly due to flow-detachment as
seen in rectangular rib geometries [6]. The exact procedure is carried out for the mass penalized
TO , which has been re-meshed with 12 inflation layers at the walls. Due to the presence of highfluid acceleration at the tip leakage regions, wall y+ values(Fig.4.21)were higher at some locations
and found to be around 1 for the most part. End-wall Nu contours (Fig. 4.22) shows higher peaks
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Figure 4.19: wall y+ contours (a) and post-processed flow-path for forward simulation in StarCCM+ for mass penalized TO (b).

compared to the previous case. This can be attributed to a more complicated flow-path with wall to
wall blockages and tip-leakage areas. High Nu values can be seen upstream around wall roughness
and also flat wall areas, possibly under the influence of counter-rotating vortex sheets as seen in
Fig.4.16. Near wall TKE plots (Fig.4.23) show high magnitude regions surrounding blockage
areas. The sudden increase in TKE can be seen in light blue and green areas just after the first
blockage downstream to the duct inlet, where a low magnitude of TKE can be seen in deep blue.
For these instances, comparisons of Nusselt number and friction factor is made with traditional turbulators found in literature. These CFD based comparisons are carried out with the
conventional cooling designs scaled to the current aspect ratio (Fig.4.24). Identical boundary conditions as the original TO case are used, with the geometries scaled to the current aspect ratio of
8:1, and a highly resolved mesh with y+ of less than 1. A k-epsilon turbulence model is used,
similar to the TO cases. The following geometries are taken from literature :
Straight and 45 degree rib turbulators from Han et al. [6]: The square channel rib
geometry from this study has been scaled to the high aspect ratio channel. The rib height and pitch
was 0.063 times and 0.63 times the hydraulic diameter of the channel respectively. CFD based
comparisons are also carried out with existing designs of pin-fins and ribbed channels.
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Figure 4.20: End wall Nusselt number contours of forward simulation in Star-CCM+ for TO with
no mass penalty and w1 =0.6 and w2 =0.4.

Figure 4.21: Wall y+ contours (a) Updated body-fitted mesh with inflation layers (b) and Postprocessed flow-path for forward simulation in Star-CCM+ for mass penalized TO (c).

Cylindrical pin fin geometry of Ames et al. [5]: The cylindrical pin-fin geometry used
by Ames et al. has a stream-wise and span wise spacing of 2.5 times the cylinder diameters. The
diameter of each cylinder is equal to 0.5 times the height of the channel. This configuration is
modified for the current baseline case with aspect ratio of 8:1.

47

Figure 4.22: End wall Nusselt number contours of forward simulation in Star-CCM+ for mass
penalized TO.

Table 4.3: Comparison of TE shapes with existing literature

Case
Pin fins [5]
90 deg ribs [6]
45 deg ribs [6]
TO w1 =0.6,w2 =0.4
TO mass penalized

Nu/Nuo
1.83
1.34
1.53
1.18
2.59

f/fo
38
8
7
4
19

η
0.54
0.67
0.79
0.74
0.97

Comparison between the TO cases (Table 4.3) and the above mentioned geometries reveals
that the mass penalized case had the highest Nu and the second highest friction factor value. This
results in a thermal performance efficiency of 0.97, which is highest among all the cases simulated.
Row-averaged stream-wise Nusselt number plots also shows that the mass penalized TO case had
the highest performance.
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Figure 4.23: Near wall (0.2 mm from wall) TKE contours of forward simulation in Star-CCM+ for
mass penalized TO.

Figure 4.24: Conventional geometries scaled to current dimensions (a) pin fins from [5] (b) Straight
ribs (c) inclined ribs at 45 degrees by [6]
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Figure 4.25: Comparison of TO geometries with (a) pin fins from [5] (b) Straight ribs (c) inclined
ribs at 45 degrees by [6]
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CHAPTER 5: TOPOLOGY OPTIMIZATION OF A U-BEND AND
COMPARISON TO BAYESIAN OPTIMIZATION

U-bends are a feature of serpentine channels, which are often used as benchmarks for
turbulence model validation purposes. U-bends are also responsible for around 20% of pressure
drop in serpentine channels [7]. The primary governing factors behind the pressure drop in such
channels, is the formation of separation zones and secondary flows in the form of Dean vortices
[53, 54]. This makes the shape optimization for pressure drop minimization an interesting topic.
As seen in one of the previous chapters, separation zone reduction enabled improvement to thermal
performance of a serpentine channel. This simplified study provides an opportunity to understand
this geometry in more depth, and also carry out experimental studies with 3D printed shapes. To
further understand the effectiveness of TO, a parametric surrogate based Bayesian optimization
method has been used on the same channel, to compare optimization performance of these two
methods.

Methodology for Topology Optimization
Design variable in the current study is permeability, which is possessed by every cell in
the computational domain. The Brinkman penalization factor(α) has been used to represent permeability based on material distribution in each cell. Governing equations solving for the primal
field. A pre-initialized (α) field is used to start the process. The set of governing equations for
the momentum, continuity and energy are solved for the ad-joint and primal variables respectively
using this pre-initialized field, like the previous cases. The difference being, in this instance there
is no temperature related objective function/governing equations. Sensitivity of the problem is calculated using a derivative of the Lagrangian multiplier expression with respect to the permeability
expression. The steepest gradient algorithm is used to update the permeability fields using a user
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defined step. This process is continued in a loop until a stagnation is observed in the final design
and the objective function value. The SIMPLE algorithm has been used to solve the incompressible Navier-Stokes equations. The GAMG (Geometric agglomerated algebraic multigrid) solver
with a Gauss upwind discretization scheme has been used to facilitate the convergence of primal
and adjoint quantities.
The Lagrangian multiplier method has been used in the current approach to set up the
optimization problem, which combines the objective function and constraints into a single equation
by using adjoint variables for each constraint.
Z
L = F + ua

Z
R1 dΩ + pa

R2 dΩ

(5.1)

where Ω is the volume domain and dΩ is a differential volume. R1 ,R2 ,R3 are the momentum, continuity and energy equations respectively. Such that,

R1 = R2 = 0

(5.2)

ua ,pa are the adjoint variables for velocity and pressure respectively. F is the objective
function, which signifies total power lost across the control volume (from inlet to exit).
Z
F =

1
(p + (ρu · u))(u · n)dτ
2
τ

(5.3)

Where τ represents the surface boundaries of the domain, Ω is the internal volume and n is
a normal vector to each surface.
The sensitivity and step formulations with respect to steepest descent gradient look the
same :

α(n) = α(n − 1) + λ
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dL
dα

(5.4)

Where user defined step λ:
λ
αmax

= 1.25

(5.5)

3D Printing and Experimental Setup
The best performing/optimized U-bend shape was extracted from the CFD air-solid, after
the optimization process was complete. The final duct shape was a 3 mm thick shell with 24
counter-bored through holes for measuring pressure drop along a stream-wise location on the end
walls. Similarly, the U-bend baseline was also designed, with concurrent pressure tap locations as
the optimum shape, for comparing pressure data for the two designs. Using an STL file format, the
shapes were additively manufactured in-house, using an Ultimaker 2.0 Extended+ FDM (Fused
Deposition Modelling) printer. This workflow post TO process has been summarized in Fig.5.1. A
layer by layer extrusion approach is used to deposit heated thermoplastic filament from a nozzle in
FDM printers. The filaments are heated to melting point and deposited in layers.
The layer thickness is an operational parameter. In the current application, an ABS filament
was used for making the baseline and optimized channels, with a layer thickness of 0.1 mm. To
complete the experimental setup, a bell-mouth inlet and straight section, along with an exit section
was also 3D printed. These parts were then assembled together with the test section, and attached
to a dump plenum box which connected to a blower (Fig. 5.2). The experimental rig was run at
suction condition, with a pitot tube at the exit of the bell-mouth for flow velocity measurements.
In addition to the 24 pressure measurement locations in the test section, a pressure measurement
was also carried out at the U-bend exit to calculate overall pressure drop.
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Figure 5.1: Flow chart for entire work

Figure 5.2: Experimental setup of suction rig for flow-testing 3D printed U-bend pieces.

Results and Discussion
Topology Optimization in OpenFOAM
The baseline U-bend shape (Fig.5.3) was meshed as a uniformly refined domain, using
the blockmesh utility in OpenFOAM. This way it’s easier to account for material distribution and
newly created solid-fluid interfaces in previously unknown locations. The starting point of the TO
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Figure 5.3: 3D Baseline model of U-bend

process was a solid-free flow domain, with a constant velocity inlet profile of 10 m/s and a zero
pressure outlet. The side and top walls of the geometry were given no-slip boundary conditions.
The optimization process was subsequently carried out similar to the process used in previous
sections. As the solver iterates towards an optimum, a few different instances from the process
have been shown from Fig.5.4 to 5.7.
The flow-path was extracted by choosing the regions with lowest blockage(0-5% of αM ax ).
Low-velocity regions representing blockages are seen in dark blue. For Fig.5.4(a), formations of
solid at the bottom left and right corners is visible. Morphing of the flow geometry is also seen at
those locations in Fig.5.4(b). These low permeability zones are seen to expand to larger portions
in the 4000th optimization iteration (Fig.5.5), with a curvature in the left-wall and rounded corners
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Figure 5.4: Velocity magnitude at mid-plane (a) and Pressure contours of extracted fluid-path (b)
for 1st optimization step.

on the right. Morphing is seen for the flow-path at the inner wall as well. In the more advanced
stage of iteration (Fig.5.6), formations of a vane-like structure is seen to begin on the walls of the
extracted flow-path. Finally, in addition to the rounded inner and outer wall corners, the optimum
geometry (Fig.5.7) has two vane-like solid blockages as seen in both, the mid-plane velocity plot
and the extracted flow path. As seen in the optimization iterations vs exit pressure plot (Fig.5.8),
the process is halted after formation of a flat curve which is seen after the 10000th iteration. A 53%
reduction in pressure drop is obtained, when compared to the benchmark U-bend shape (Fig.5.3).
Since the pressure drop value of this benchmark U-bend was obtained from a simulation carried
out in STAR-CCM+ with polyhedral mesh and inflation layers, post-processing and remeshing of
this extracted flow path was necessary. This has been documented in the next section.
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Figure 5.5: Velocity magnitude at mid-plane (a) and Pressure contours of extracted fluid-path (b)
for 4000th optimization step.

Simulation in STAR-CCM+ after Post Processing Initial TO Results
The exported optimum flow path was found to have rough walls due to the cubic nature
of the initial mesh elements. This can be seen as step like formations in the curved side wall
(Fig.5.9(a)). The surface-repair tool in STAR-CCM+ was used to smooth out similar step-like
features throughout the domain, while retaining the overall shapes of the boundaries. The final
surface (Fig.5.10(a))was now ready for meshing . A polyhedral mesh with 8 prism layers was used
in the STAR-CCM+ automatic mesh tool(Fig.5.10(b)). Final wall y+ as a result of the simulation
was found to be less than 0.2 (Fig.5.10(c)). This re-meshed simulation was carried out using
realizable k-Epsilon turbulence model along with enhanced wall treatment, and identical boundary
conditions as the initial TO baseline. Re-meshing with inflation layers provides the correct wall
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Figure 5.6: Velocity magnitude at mid-plane (a) and Pressure contours of extracted fluid-path (b)
for 8000th optimization step.

treatment to the solid boundaries, which lacks in the TO scenario. As seen in table5.1, a 3%
change in objective function occurs between the raw OpenFOAM case and the post-processed
simulation. Upon confirming the superiority of the TO shape, the 3D printing operation was carried
out(Fig.5.11) to experimentally test the performance of each channel. Further analysis of the CFD
results have been carried out in the next section, with boundary conditions modified to match the
experimental cases.

Experimental Tests and Comparison with CFD
The 3D printed benchmark and optimized shapes were assembled into the flow setup (Fig.
5.2). Flow rate was adjusted according to readings taken from a pitot tube at the downstream
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Figure 5.7: Velocity magnitude at mid-plane (a) and Pressure contours of extracted fluid-path (b)
for 12000th optimization step.

Figure 5.8: Pressure drop vs optimization iteration for entire process.
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Table 5.1: Improvement in objective function before and after post-processing.

Case
% Pressure reduction from benchmark
OpenFOAM TO
53.6
Post-processed STAR-CCM+
50.3

Figure 5.9: Side walls (a) Before (b) after post-processing and smoothing in STAR-CCM+.

region of the bell-mouth inlet. The CFD model was now modified with an added bell-mouth
inlet under suction conditions(Fig.5.12), with pressure probes created at the same location as that
of the experimental piece(Fig.5.13). The mass flow value was adjusted to obtain a velocity of
10 m/s at a probe location in the air-solid, which is identical to the pitot probe location in the
experiment. Table 2 documents the objective function augmentations obtained from experiment
and CFD respectively. The error between CFD and experimental results were found to be within
5% of each other. To understand the reason behind superior performance of the optimum shape,
mid plane velocity(Fig.5.14) and end-wall pressure contours (Fig.5.15) were analyzed. The recirculation region in the downstream of the turn was greatly reduced in case of the optimum shape,
when the two geometries are compared(Fig.5.14). This re-circulation region is formed due to
flow separation occurring at the sharp inner wall turn. The turn also causes a radial pressure
gradient which is seen to be steeper in case of the benchmark(Fig.5.15). This flow acceleration and
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Figure 5.10: Re-meshed post-processed geometry for low wally+ values.

separation at the inner wall can also be seen at the cross-sectional view of velocity and secondary
flow streamlines (Fig.5.16) which also show the counter-rotating Dean vortices. Velocity peaks
at the inner wall for the benchmark case signify flow acceleration which eventually leads to a
separation bubble visible in the U-bend exit. The separation bubble behaves like a quasi blockage,
which causes the bulk flow to speed up downstream of the bend and results in high pressure drop.
An impingement effect also occurs on the outer wall near the bend exit due to acceleration of
the flow in a tangential direction to the inner wall at the bend. The expanded duct in case of the
optimum shape prevents this impingement effect, and acceleration of the flow at the bend due to
contraction of the duct profile at that location helps to suppress the separation bubble. This is in
agreement with previous literature which records that presence of turning vanes reduces pressure
drop by reducing the strength of secondary flow structures and suppressing turbulent mixing. The
mid-plane turbulent kinetic energy (TKE) plots(Fig.5.17) shows higher magnitudes in case of the
benchmark shape, which results in higher losses due to friction. Furthermore, the turning vane
splits up the mass flow at the bend mid-plane, thereby reducing flow acceleration at the turn.
Convex shape of the inner wall of the turning vane ensures that the accelerated flow near the turn
doesn’t impinge on the outer wall, thereby directing the flow towards the channel outlet.
Experimental data from the different stream-wise pressure tap locations have been plotted
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Table 5.2: Improvement in Objective function for experiment and CFD (Uncertainty = 6.5 %)

Case
% Pressure reduction from benchmark
CFD
50.3
Experiment
55

Figure 5.11: Mid-plane cut cross-section of 3D printed optimized U-bend channel.

for the optimum and benchmark geometry respectively, in Figs. 5.18 and 5.19. For the near inner
wall taps (Line-1 Fig.5.13), a more linear pressure drop is observed in case of the optimum case.
Deviation between the benchmark and TO shape is seen from the 4th tap, which is consistent with
the greater flow acceleration for the baseline shape near the inner wall (Fig.5.16(a)). This trend
then continues to a large drop in pressure which occurs at the turn (near Tap-6,Fig.5.18) for the
benchmark case, in close proximity to the flow separation point. Flow acceleration downstream
of the turn causes the pressure to keep dropping, until it is recovered near the exit due to flow
reattachment. This phenomenon is suppressed in case of the optimum shape, due to presence of
a smaller separation bubble, hence resulting in a more linear pressure drop profile. Effect of the
separation bubble is also seen in the tap locations near the outer wall of the benchmark case(Line2, Fig.5.13), where a sudden drop in pressure is observed at the downstream of the turn (Tap
10,11;Fig.5.19) due to impingement of accelerated flow on the outer wall. Besides this sudden
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Figure 5.12: Modified CFD model for matching experimental conditions.

Figure 5.13: Tap location for pressure measurements in 3D printed channel.

drop, the pressure profiles at the outer wall are almost similar for the two shapes. Presence of two
small packets of re-circulation at the upper left and right corners outer wall of the optimum shape
(Fig.5.14) doesn’t appear to contribute greatly to the overall pressure drop, when compared to the
benchmark.
Three different turbulence models were used to compare stream-wise pressure drop data
with experimental cases (Figs.5.20 to 5.23). This helped evaluate the performance of 2-equation
models like k-ω SST and k- and RSM models against the experimental case. For the benchmark
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Figure 5.14: Mid-plane velocity profile with streamlines (a) Benchmark (b) Optimum U-bend.

Figure 5.15: End-wall pressure profile for (a) Benchmark (b) Optimum U-bend.

shape, all the turbulence models fail to catch the minimum pressure point for the near inner wall
taps, compared to the experiment (Fig.5.20, point 8), with the k- model performing the worst.
However, the overall trend and exit pressure are predicted closely by all the models. This can be
attributed to the under-prediction of separation of bubble size, which also under-predicts magnitude of flow acceleration downstream of the bend, thereby resulting in a lower magnitude of local
pressure drop. The opposite is seen in case of the optimum geometry, where the lowest pressure
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Figure 5.16: Velocity magnitudes and secondary stream-lines at 3 cross-sectional planes as seen in
Fig.5.13 (Inner wall:left, Outer wall:right)

Figure 5.17: Mid plane TKE contours (a) Benchmark (b) Optimum. TKE peak in Baseline shape
is seen at the free shear layer region beside the re circulation zone.

drop is over-predicted for the near inner-wall measurements, with the k- model having the closet
prediction. For both the shapes, pressure measurements near the outer walls (Fig. 5.21 and 5.23)
were accurately predicted by all the CFD models due to lack to major flow separation at these
locations. Due to underprediction of the separation bubble size at the inner wall, the minimum
pressure magnitude at the near-outer wall taps for the benchmark case (Fig.5.21, point 11) was
also underpredicted by the CFD models.
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Figure 5.18: Stream-wise pressure comparison between optimum and benchmark shapes for near
inner-wall measurements (Fig.5.13,line 1)

Figure 5.19: Stream-wise pressure comparison between optimum and benchmark shapes for near
outer-wall measurements (Fig.5.13,line 2)

Methodology of Parametric Bayesian Optimization
Problem Definition
A 2D U-bend profile previously used in literature was used as a baseline [7]. This profile
was extruded so that a 2:1 (Width:Height) aspect ratio rectangular channel was created. Two spine
curves were used as the inner and outer walls of the U-bend shape. These curves were parametrized
using the coordinates of the control points. Changing the spatial positions (coordinates) of the
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Figure 5.20: Stream-wise pressure comparison between CFD and experimental data for the benchmark shape near inner wall.(Fig.5.13,line 1)

Figure 5.21: Stream-wise pressure comparison between CFD and experimental data for the benchmark shape near outer wall.(Fig.5.13,line 2)

Figure 5.22: Stream-wise pressure comparison between CFD and experimental data for the optimum shape near inner wall.(Fig.5.13,line 1)
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Figure 5.23: Stream-wise pressure comparison between CFD and experimental data for the optimum shape near inner wall.(Fig.5.13,line 2)

Figure 5.24: Parametrization of baseline design using splines

control points resulted in morphing of the spline curves (Fig.5.24). The shorter inner spline has 3
control points, while the larger outer spline has 5. Subsequently, a 2D design space was created
by varying the ’x’ and ’y’ coordinates of the 8 control points within a bounding box (shown as a
red box in Fig.5.24). This 16 dimensional design space is explained in details in Fig.5.25 . The
range of values for each design variable can be seen in Table 1. This design space was used for an
initial LHS [75] sampling. Each design point in these samples were a combination of the 16 design
parameters which were then fed into a scripted CAD interface in ANSYS Spaceclaim to create a
unique design.
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Figure 5.25: Parametrization of baseline design using splines

Mathematical Background
The current study used a non-parametric regression technique known as Gaussian Processes (GP) [76] where it is assumed that any finite combination of random variables have a jointly
Gaussian distribution. For example, for a function f (x) with the input x , a finite collection of inputs {x1 , x2 , . . . , xT } have the outputs {f (x1 ), f (x2 ), . . . , f (xT )}, which are distributed as jointly
Gaussian by GP assumption:


 f (x1 ) 
 . 
 ..  ∼ N




f (xT )



 



 m(x1 )

..

.


m(xT )

  k(x1 , x1 ) · · · k(x1 , xT )
 
..
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k(xT , x1 ) · · · k(xT , xT )







(5.6)

GPs are completely defined by a mean function:

m(x) , E[f (x)]
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(5.7)

Table 5.3: Range of coordinates for spline construction points (design variables)

Design variable
p1x/Dh
p1y/Dh
p2x/Dh
p2y/Dh
p3x/Dh
p3y/Dh
p4x/Dh
p4y/Dh
p5x/Dh
p5y/Dh
p6x/Dh
p6y/Dh
p7x/Dh
p7y/Dh
p8x/Dh
p8y/Dh

Lower bound
-0.75
3.75
-0.75
5.38
0.00
5.38
3.51
5.38
3.51
3.75
0.75
3.75
0.75
4.31
1.75
3.75

Upper bound
0.00
5.34
0.00
6.37
3.51
6.37
4.26
6.37
4.26
5.38
1.72
4.31
3.51
5.06
2.76
4.69

and a covariance function :

k(x, x0 ) , E[(f (x) − m(x))(f (x0 ) − m(x0 ))]

(5.8)

For a GP prior, the posterior predictive distribution at the test data points is also a Gaussian
distribution [76].

ytst |ytrn , xtrn , xtst ∼ N (µtst , Σtst )

(5.9)

µtst = K(xtst , xtrn )[K(xtrn , xtrn ) + σ 2 I]−1 ytrn

(5.10)

where
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Σtst = K(xtst , xtst ) − K(xtst , xtrn )[K(xtrn , xtrn )
(5.11)
2

−1

+σ I] K(x

trn

tst

,x )

where, xtrn , ytrn are the training data for input and output variables, respectively, and xtst ,
ytst denote the input and output variables for the test data. The noise in the observation outputs
is assumed to be additive, and is modelled using independent and identically distributed Gaussian
distributions with zero mean and variance σ 2 .
Bayesian optimization uses a sequential querying method using active learning, where
posterior prediction of the GPs is updated with new data. Acquisition functions identify the new
candidate points by using an expected improvement function (E.I.). The E.I. strikes a balance
between exploration and exploitation.
The EI acquisition function can be written as the following, according to the formulation
of Mockus et al. [77] and Jones et al. [78], :
EI(x) = (µ(x) − f (x+) − ζ)φ(Z) + σ(x)Φ(Z),
(5.12)
if

σ(x) > 0

and EI(x) = 0

if

σ=0

Where,
Z = ((µ(x) − f (x+ ) − ζ))/σ(x),
(5.13)
if

σ(x) > 0

and Z = 0

if

σ=0

Where, x+ = argmaxxi ∈x1:t f (xi ) is the input for the maximum functional value which
is sampled till i-th iteration . ζ > 0 represents the trade-off between global search and local
optimization. µ(x) and σ(x) are the mean and variance, respectively, which are also predicted by
the GP for the input x. φ stands for the PDF and Φ for the CDF of the standard normal distribution
respectively.
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Application to CFD
A DOE (Design of Experiments) is generated using LHS. Each design point consisting of
the 16 design parameters was then exported into ANSYS Spaceclaim for creating a CFD model.
These initial design points are then meshed and simulated in STAR-CCM+. This whole process
is automated using journal scripts in the CFD code and CAD software, while the optimization
and training routine is carried out using a python script. The output data sets are then used to
train the GP surrogate model. The DOE is followed by the Bayesian update iterations, where a
new design point is generated by the acquisition function for each optimization step. The exploration vs exploitation approach ensured that the search for a global minimum was carried out by
striking a compromise between sampling at unexplored regions in the domain (with high value of
uncertainty) and looking for points with low objective function values. The optimization process
is ended when the computation budget runs out, since it is constrained by the pre-allotted computational budget. Each CFD simulation approximately took 2 hours to complete in a PC with six
core intel core i7 processor (when run on a parallel setting). The total computation budget was
around 170 hours for 60 initial design points and 25 optimization iterations. This process has been
summarized by a flow chart in Fig.5.26.
Initial baseline CFD model for the optimization stage used a constant velocity inlet with a
velocity magnitude of 10 m/s and a zero pressure outlet along with no-slip wall boundary conditions (Fig.5.27). This translated to a Reynolds number of 17000, where ReDh is defined as:

ReD h = ρvavg Dh /µ

(5.14)

A 1.5 million cell mesh was used with 12 inflation layers to ensure a wall y+ value of less
than 1 (Fig.5.28). A k-Epsilon turbulence model was employed with an all y+ wall treatment to
resolve near wall phenomenon in a fine mesh. This mesh was selected after a grid-convergence
study, where the pressure drop change was found to be less than 3% with mesh refinement. Surface
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Figure 5.26: Flow chart for optimization process

Figure 5.27: Baseline flow geometry and boundary conditions for initial DOE and optimization
stages.

averaged pressure monitors were created at the inlet and exit to calculate total pressure drop.

Experimental Methodology and Additive Manufacturing
After completion of the optimization process, the best performing/optimized U-bend shape
was extracted from the CFD air-solid. A 3 mm thick shell was created in CAD post processing
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Figure 5.28: Wall y+ contours (a) and Mesh (b) for baseline cases .

with 25 counter-bored through holes for measuring pressure drop on the end wall along the streamwise location. The same process was undertaken for designing a shell for the U-bend baseline,
with concurrent pressure tap locations as the optimum shape, for comparing local gradients of
pressure for the two designs (Fig.5.29). These shell designs were then exported to an STL format
and additively manufactured in-house, using an Ultimaker 2.0 Extended+ FDM (Fused Deposition
Modelling) printer (Fig.5.30). In FDM printers, a layer by layer extrusion approach is used to
deposit heated thermoplastic filament from a nozzle. These filaments are typically heated to their
melting point and the layer thickness is an operational parameter. In the current application, a ABS
filament was used for making the baseline and optimized channels, with a layer thickness of 0.1
mm. To complete the experimental setup, a bell-mouth inlet and straight section, along with an
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Figure 5.29: Locations of taps in baseline with tap numbers.

exit section was also 3D printed. These parts were then assembled together with the test section,
and attached to a dump plenum box which connected to a blower (Fig.5.2). The experimental
rig was run at suction condition, with a pitot tube at the exit of the bell-mouth for flow velocity
measurements. In addition to the 25 pressure measurement locations in the test section, a pressure
measurement was also carried out at the plenum box exit to calculate overall pressure drop and
also determine reduction in pressure loss from the baseline to the optimum case.

Results and Discussions
Initial CFD for DoE and Optimization
60 initial simulations were run to train the surrogate model with the pressure drop objective function. A search space of 1000 points was created following the initial training. Using the
expected improvement function peaks, Bayesian updates were sampled. Due to the exploration vs
exploitation nature of this sampling, unexplored (high uncertainty) regions as well as low objective function designs were searched for. Sampling at the high-uncertainty regions, in addition to
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Figure 5.30: 3D printed optimum shape with pressure tap locations.

Figure 5.31: DOE and Bayesian updates for the design optimization process. (Optimum design
point in green)

the low-uncertainty regions with favourable objective function values, accounts for the chances of
presence of a global optimum at the relatively un-known regions of the black-box function. The
DOE points can be seen in blue (Fig.5.31), along with the Bayesian update points in red. Normalized bend loss factor values are seen to drop below 1 for most of the optimization points, with the
lowest value for the optimum point visible in green in Fig.5.31. Bend loss factor can be defined as:
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Figure 5.32: Baseline (a) and Optimum (b) shapes of the U-bend geometries

f = ∆P/(0.5ρU 2 )

(5.15)

While, the normalized bend loss factor is the ratio of bend loss factor for design points with
respect to that of the baseline case.

f /f o = ∆P/∆P o

(5.16)

Figure 5.32 shows the baseline and optimum designs. Significant morphing of the inner
and outer walls are evident from this comparison. Initial analysis of mid-plane flow shows a
smaller separation bubble in case of the optimum shape as compared to the baseline (Fig.5.33).
Previous literature records that pressure drop across U-bends are found to be lower when a smaller
separation bubble is created. This separation region also causes high local pressure gradients
(Fig.5.34). Further analysis of flow phenomenon has been carried out in the next section, where
experimental results are compared with a forward CFD simulation.
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Figure 5.33: Baseline (a) and Optimum (b) mid-plane velocity contours.

Figure 5.34: Baseline (a) and Optimum (b) normalized pressure contours at wall

Forward CFD Model for Comparisons with Experimental Study
Since the initial CFD simulations featured a simplified flow-domain with constant velocity
inlet and zero pressure outlet, a revised flow domain was created to accurately match the flow
suction inlet conditions of the experiment. This domain featured the exact CAD model of bellmouth and inlet straight channel in addition to the U-bend test sections (Fig.5.35). The location
of pitot tube used in experiments was re-created with a point probe in the simulation domain to
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Figure 5.35: CFD model of baseline geometry to match experimental conditions

Figure 5.36: Stream line mid plane plots showing re-circulation regions for Baseline (a) and Optimum (b)

exactly match the velocity magnitude at the inlet. The overall flow characteristics for both the
geometries can be studied from the mid-plane stream-line contours in Fig.5.36. The re-circulation
region is visible in downstream region of the U-bend (on the dividing wall) in both cases, with
a bigger separation zone in the baseline case. The experimental data of pressure distributions is
used for comparison with the CFD models (Fig.5.37 to 5.40). Here, 3 different turbulence models
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Figure 5.37: Experimental vs CFD data for baseline case (Line-1)

Figure 5.38: Experimental vs CFD data for optimum case (Line-1)

Figure 5.39: Experimental vs CFD data for baseline case (Line-2)
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Figure 5.40: Experimental vs CFD data for optimum case (Line-2)

Figure 5.41: Experimental data for optimum vs Experimental case (Line-1)

Figure 5.42: Experimental data for optimum vs Experimental case (Line-2)
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were used to compare with experimental results. Out of the 3 turbulence models, k-omega and
RSM models were better at predicting the local trends, however, over all trend and pressure drop
predictions were similar for all 3 models. Overall the trend in stream-wise pressure distribution
was also seen to be similar for both the baseline and optimum cases, with variations in magnitudes.
For the near inner wall measurements (line-1, Fig.5.37 and 5.38), pressure is seen to drop for flow
around the bend, due to flow acceleration and flow separation, before the pressure rises due to reattachment. For the outer wall (line-2, Fig.5.39 and 5.40), the deceleration of the flow at the bend
entry causes a rise in pressure before dropping at the end of the U-bend exit where acceleration
occurs around the bend.
For the baseline case, minimum pressure due to flow separation is under predicted by the
CFD models (points 5-9 in Fig.5.37). A possible reason behind that can be under-prediction of
the re-circulation size. A bigger separation bubble causes higher acceleration of flow due to quasiblockage and hence lower pressure values. Prediction at equivalent locations for the optimized geometry (Fig.5.38) are closer to experimental values. This can be attributed to formation of a smaller
and more restricted re-circulation bubble, which is possibly better predicted. The k-Epsilon model
was again found to under-predict pressure drop, although all 3 models closely matched the pressure
values at the U-bend exit (point 9-10). Pressure values close to the outer wall (Line-2, Fig.5.39
and 5.40) shows better agreement compared to the CFD. For the baseline case, the impingement
effect on the outer wall at the U-bend exit causes a pressure drop which is again under-predicted
by the CFD models. This can also be attributed to the under-prediction of the reattachment zone
size on the inner wall, since the flow acceleration due to the quasi-blockage results in this impingement effect. Experimental studies using PIV by Coletti et al. [51] also concluded that separation
is not accurately predicted by k-Epsilon models. Despite this shortcoming, the k-Epsilon model
was used for optimization due to ease of convergence and fast computation times. Table 2 shows
that the difference between experiment and initial CFD for pressure drop reduction between the
baseline and optimum is 5%. This difference can be attributed to prediction errors, experimen82

tal uncertainty and also wall roughness (since smooth walls were used for CFD). However, if the
results from Deshpande et al. [79] are taken into account, Reynolds numbers have to be higher
than current study, in order to cause significant mis-match between CFD and experiment. Previous roughness studies by Boschetto et al. [80] suggests that for the current operation parameters,
roughness values will lie below 200 µm. This also puts the roughness range of current study well
within the test matrix of Deshpande et al. [79].
The comparison between stream-wise pressure drop for the baseline and optimum cases
(Fig.5.41 and 5.42) shows a few key differences. The pressure drop near the inner wall is lower
for the baseline case presumably due to the acceleration of flow around the flow separation/recirculation bubble region. For line-2, near the outer wall, pressure rises around the bends due
to flow deceleration and then drops at the bend exit due to flow acceleration. The optimization
algorithm changed the geometry by morphing both, the inner and outer walls of the bend, which
alters the flow characteristics significantly. The radius of curvature of the inner wall is changed and
dividing wall thickness is increased, while the outer wall extends outwards to increase width of the
flow duct. This result agrees with observations by Metzger et al. [54], who found a dependence
of dividing wall thickness upon pressure drop. The radial pressure gradient is lower in case of the
optimum geometry, due to which the acceleration of flow in the inner wall is lower, and impinging
effect is avoided on the outer wall at the bend exit. Due to the duct area increasing in the bend and
then reducing at the exit of the bend, the subsequent acceleration causes a reduction of the lateral
size of the separation bubble. The presence of a radial pressure gradient results in formation of a
pair of counter-rotating Dean vortices, which is another contributor to pressure loss in U-bends.
These secondary flows can be seen forming in the 2D stream-line plots of Fig.5.43 at the inlet, midbend and exit planes of the U-bend (Fig.5.29). Comparing these to the Turbulent Kinetic Energy
(TKE) plots (Fig.5.44) in these planes show peaks in TKE at near-wall regions of the inner wall
(for the mid-bend plane) and also core-regions of the vortex pairs. At the bend exit, the baseline
case has the higher TKE peaks in the shear layer, which is sandwiched in middle of the bulk flow
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and the large separation bubble. Thermal performance efficiency (η) values were also calculated
from CFD (k-Epsilon) for the two shapes to understand the effect of shape change on heat transfer
(Wall temperature = 350K, inlet temperature = 300K):

η = (N u/N uo )/(f /fo )1/3

(5.17)

A 13% improvement was noticed for the optimized case, which suggests heat transfer efficiency
was improved by reducing pressure drop across channel. The baseline Nusselt number value was
higher than than the optimum case by 5%. Higher peaks in TKE for the baseline case suggests
presence of greater turbulent mixing due to secondary flows, and also results in higher pressure
drop. Heat transfer is augmented in the bend region due to the presence of these secondary flows
[51]. However, the formation of a separation bubble also results in a low heat transfer region. This
in turn can cause hot-spots and result in reduction of blade life [54]. The size of the separation
bubble being smaller in case of the optimum case thereby causes a positive impact on the heat
transfer, and thus average Nusselt number is only 5% less compared to the baseline. The presence
of separation zones near the outer wall seemingly does not have a big effect on the net pressure
drop for the optimum geometry. Combination of the heat transfer and pressure drop values result in
a higher thermal performance efficiency of the optimum case compared to that of the baseline. In
future works, the simplified approach taken by the current study can be modified for more complex
parametric shapes. A multi-objective approach can also be used to combine pressure drop and heat
transfer as objective functions.
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Table 5.4: Comparison between CFD and experimental data for pressure drop(current study and
Verstraete et al. [7]. Experimental uncertainty of 6.5%)

(1-f /fo ) CFD
0.30

(1-f /fo )Experiment
0.35

Verstraete et al. [7]
0.36

Figure 5.43: Stream line plots with vertical velocity components at 3 cross sections a,b and c
(Fig.5.29) for Baseline (top) and Optimum (bottom). (Inner wall on the left, outer wall on the right
in each frame)

Figure 5.44: Turbulent kinetic energy contours at 3 cross sections a,b and c for Baseline (top) and
Optimum (bottom) (Fig.5.29). (Inner wall on the left, outer wall on the right in each frame)
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CHAPTER 6: TOPOLOGY OPTIMIZATION OF A GE-E3 AIRFOIL
INTERNAL COOLING PASSAGE USING STAR-CCM+

Topology Optimization in OpenFOAM vs STAR-CCM+
The 2020 release of STAR-CCM+ had the TO capability inbuilt for thermal-fluid problems.
To understand the differences between the OpenFOAM and STAR-CCM+ TO approaches, results
have been compared when applied to the same baseline. A 1/4th model of the high aspect ratio
baseline from Chapter 4 has been used for this purpose. The results can be seen in Fig.6.1. The
STAR-CCM+ TO approach uses a level-set based MMA process. The purpose behind this study
was to analyze the applicability of the STAR-CCM+ TO to more complicated baseline geometries,
to take advantage of the more advanced features which make meshing of such shapes easier, along
with more stable adjoint solutions. For instance, a variable step-size method has been adopted to
reduce oscillations in the objective function output Fig.6.2. Features such as user Turbulence correction and Adaptive meshing are also present in STAR-CCM+, which have been demonstrated in
the next section. Due to a lack of multi-objective capability in the STAR-CCM+ TO, a heat transfer
maximization objective was used in addition to a pressure constraint equal to the OpenFOAM TO
case. The solid mass ratio constraint was also used to ensure a similar mass deposition as that of
the OpenFOAM case. As seen in Table 6.1, the pressure drop and exit temperature gains were 6%
and 20% respectively.
Topology Optimization of a GE-E3 Serpentine Cooling Passage
The current section aims to show that TO can be used in a complex real world application,
after the simplified geometries in previous sections. The Thulin [?] report has been used as a
reference for derivation of 3D coordinates of the first stage rotor blade used in the GE-E3 airfoil
(Fig.6.3). A subtraction operation has been carried out in the STAR-CCM+ CAD functionality, to
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Table 6.1: Comparison between OpenFOAM and STAR-CCM+ TO results.

Case
f /fo
OpenFOAM
68
STAR-CCM+ 64

Te /Teo
1.6
1.4

Figure 6.1: High aspect ratio topology optimization(1/4th Model) (a)OpenFOAM solid blockage
geometry (b)STAR-CCM+ solid blockage geometry.

create an internal cooling serpentine channel at the mid-chord region, with curved blade end-walls
(Fig.6.4). A baseline mesh was then created from this channel CAD. The prism layer mesher was
used to resolve near wall phenomenon for a low wall-y+ solution (Fig.6.5). A constant velocity
inlet was used along with a zero pressure exit. This translated to a hydraulic diameter Reynolds
number of 126,000. An inlet temperature of 300 K and wall temperature of 1227 K was used. This
isothermal wall condition is the maximum metal temperature value taken from the Thulin report.
The TO process carried out on the baseline had an objective function of heat transfer maximization, with a pressure loss constraint of 50% of the baseline. The resulting shape can be seen
in Fig.6.6 where the side-wall curvatures are again seen to change in order to reduce the separation
zones in the baseline shape. Upon changing the pressure drop constraints to 100% and 150%, two
different shapes were seen (Fig.6.7) with higher heat transfer rates (Table-6.2). The side-walls
at 180 degree bends also look sharper in these instances, with additional roughness on the end-
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Figure 6.2: Usage of variable step approach to minimize oscillations in Pressure drop objective
output.

Table 6.2: Objective function for each TO case for GE-E3 serpentine passage.

Case f /fo
Case-1 0.56
Case-2 1.06
Case-3 1.44

Heat transfer augmentation
1.36
1.71
1.87

walls to account for higher heat transfer and pressure drop. The roughness and undulations at the
end-walls work like rib-turbulated cooling features seen in literature previously [48].
To tackle the problem of turbulence correction at the solid regions formed as a result of the
optimization process, user turbulent viscosity scaling is employed in the current problem. This feature can artificially scale the viscosity to low values at blockage areas with a user defined function.
For areas with less than 99% fluid volume, the turbulent viscosity is scaled down to 10−10 times its
original value. The effects of the above can be seen in Fig.6.8. Similarly, to improve turbulence
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Figure 6.3: GE-E3 airfoil (a)Cross-section (b)Recreated CAD model from report.

Figure 6.4: GE-E3 airfoil (a)Hollowed out CAD model (b)Baseline serpentine channel created
from the hollow.

treatment at the solid-fluid interfaces, Adaptive Mesh Refinement(AMR) has been used to refine
the mesh locally at fluid-solid interfaces (Fig.6.9).
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Figure 6.5: Baseline mesh created from serptine CAD.

Figure 6.6: GE-E3 airfoil (a)Hollowed out CAD model (b) Baseline serpentine channel created
from the hollow.
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Figure 6.7: GE-E3 airfoil (a)Hollowed out CAD model (b) Baseline serpentine channel created
from the hollow.

Figure 6.8: TKE slice (a)Without the use of user scaled turbulent viscosity (b)With the use of
user scaled turbulent viscosity. The borders in black are seen as interfaces between solid and fluid
zones. Usage of the user defined viscosity results in limited TKE values outside the fluid bounds.
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Figure 6.9: Mesh refinement as a result of AMR (Adaptive Mesh Refinement) at the locations of
solid-fluid interface regions.
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CHAPTER 7: CONCLUSION

In the current work, a multi-objective optimization has been proposed with a compromise
between pressure loss and heat transfer. This method can potentially be utilized to increase thermal
efficiency of cooling passages inside gas turbine blades to improve cycle efficiency, along with
other aero-thermal applications. The solver is first tested on a 3D baseline geometry. 3D serpentine
passages are commonly used in gas turbine blade geometries as internal cooling ducts. The results
show an improvement in heat transfer and a reduction in pressure drop owing to a change in
curvature of the side walls near the 180 degree bends. The velocity contours show flow leaking
into the solid region which is ideally impermeable. To understand the amount of error that this can
cause in addition to lack of wall treatment, a post-processed geometry is created to run a RANS
simulation in Star-CCM+ for comparison with the initial results. Results are found to be off by
40%, although the thermal performance efficiency is improved by 25%. A 10 times higher value
of αM ax is then used to reduce the leakage flow and the discrepancy with the forward simulation
for this case is reduced to about 10 % for the pressure and 1 % for temperature.
The second case is a high aspect ratio rectangular channel commonly present at the thin
trailing edge regions of gas turbine blades. Weighing factors ’w1 ’ and ’w2 ’ have been introduced
to create multiple designs with different pressure drops and exit temperatures. Increasing w2 and
decreasing w1 result in high temperature gain at the exit and pressure drop across the channel.
More complicated shapes are created for the high heat transfer ducts, which also result in higher
magnitudes of TKE. The solid blockages/impermeable regions behave as near wall and wall to
wall turbulators which augment turbulence leading to higher heat transfer and pressure drop. Using mass penalization as an additional objective function result in a lattice like shape, which is
different compared to the case without mass penalty. A lower pressure drop and heat transfer augmentation is obtained along with 50% less solid mass. Post processed geometries are simulated in
STAR-CCM+ for two of the TO cases. These were compared to existing ribs and pin fin turbulator
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geometries in literature. The TO shape with mass penalty is found to have a higher thermal performance efficiency compared to all the cases. A very high degree of freedom is possessed by TO
as compared to parametric optimization methods. Hence the final geometries formed are unconventional and resemble lattice-like branching structures. The best performing geometry is found
to have a thermal performance efficiency of 0.97, which is 18% higher than the best performing
traditional geometry.
The topology optimization method has then been used to optimize flow-path in a U-bend
channel for pressure drop minimization. U-bends are an integral part of serpentine cooling channels which are employed for gas turbine blade cooling. Reducing pressure drop can improve
thermal performance efficiency, in turn improving the thermodynamic cycle efficiency. The TO
shape showed an improvement of 53% compared to a benchmark U-bend used in literature. A
smoothed, post-processed geometry was created after extracting the flow-path from the initial TO
case for re-meshing and simulating in STAR-CCM+. This simulation showed a 3% deviation from
the un-smoothed case. The TO shape showed a rounded inner wall turn along with formation of
two turning vanes near the mid-bend and downstream region of the U-bend. The re-circulation
zone formed downstream of the bend was seen to be reduced for the TO case, due to turbulence
suppression and deviation of flow towards the exit of the channel from the influence of the turning
vanes. Experimental studies were carried out using 3D printed ABS geometries of the TO and
benchmark shapes, where a 5% difference was seen from CFD cases. Eddy viscosity models and
RSM models were found to correctly predict overall trends and pressure drops, despite deviations
at local gradients. Comparison of the TO shape with an in-house parametrized shape optimization
and another case from literature showed an objective function improvement of 14%, which equated
to a higher thermal performance efficiency by 8%. A higher degree of freedom resulted in a more
unconventional shape in case of the TO, and number of iterations required to arrive at an optimum
was found to be significantly smaller for the TO case, since a TO simulation is equivalent to two
regular RANS simulations.
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APPENDIX A: OPENFOAM SOLVER CODE ”THERMALTOPO1”
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/*-------------------------------------------------------------------------=========
\\

/

\\
\\
\\/

/
/

|
F ield

| OpenFOAM: The Open Source CFD Toolbox

O peration

|

A nd

| Copyright (C) 2011-2016 OpenFOAM Foundation

M anipulation

|

----------------------------------------------------------------------------

\*--------------------------------------------------------------------------

#include "fvCFD.H"
#include "singlePhaseTransportModel.H"
#include "turbulentTransportModel.H"
#include "simpleControl.H"
#include "fvOptions.H"
#include "wallFvPatch.H"
template<class Type>
void zeroCells
(
GeometricField<Type, fvPatchField, volMesh>& vf,
const labelList& cells
)
{
forAll(cells, i)
{
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vf[cells[i]] = Zero;
}
}

// * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

int main(int argc, char *argv[])
{
#include "postProcess.H"
#include "setRootCase.H"
#include "createTime.H"
#include "createMesh.H"
#include "createControl.H"
#include "createFields.H"
#include "createFvOptions.H"
#include "initContinuityErrs.H"
#include "initAdjointContinuityErrs.H"

turbulence->validate();

// * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

Info<< "\nStarting time loop\n" << endl;
forAll( mesh.C(), celli)
{
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alpha[celli] = 8000;
}

while (simple.loop())
{
Info<< "Time = " << runTime.timeName() << nl << endl;

laminarTransport.lookup("lambda") >> lambda;
//laminarTransport.lookup("l2") >> l2;
volScalarField alphat = turbulence->nut()/Prt;
//alphat.correctBoundaryConditions();
volScalarField
alphaEff("alphaEff", turbulence->nu()/Pr + alphat);
volScalarField
gamma

= Foam::pow((1-(alpha/alphaMax)),2);

volScalarField Dac
= ((gamma*(alphaEff - DTc)) + DTc) ;
volScalarField ass
= (fvc::grad(T)& U);
volScalarField head

=

(alphaEff - DTc)*(fvc::laplacian(Ta,T));
alpha+=

mesh.fieldRelaxationFactor("alpha")
*(min(max(alpha - lambda*(((Ua & U)2/alphaMax*(1-(alpha/alphaMax))*(head))(m1*2/alphaMax*(1-(alpha/alphaMax)))
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+(alphaMax-2*alpha)*cons),
zeroAlpha), alphaMax)
- alpha);

zeroCells(alpha, inletCells);
//zeroCells(alpha, outletCells);

// Pressure-velocity SIMPLE corrector
{
// Momentum predictor

tmp<fvVectorMatrix> tUEqn
(
fvm::div(phi, U)
+ turbulence->divDevReff(U)
+ fvm::Sp(alpha, U)
==
fvOptions(U)
);
fvVectorMatrix& UEqn = tUEqn.ref();

UEqn.relax();

fvOptions.constrain(UEqn);
solve(UEqn == -fvc::grad(p));
fvOptions.correct(U);
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volScalarField rAU(1.0/UEqn.A());
volVectorField
HbyA(constrainHbyA(rAU*UEqn.H(), U, p));
tUEqn.clear();
surfaceScalarField
phiHbyA("phiHbyA", fvc::flux(HbyA));
adjustPhi(phiHbyA, U, p);

// Update the pressure BCs
to ensure flux consistency
constrainPressure(p, U, phiHbyA, rAU);

// Non-orthogonal pressure corrector loop
while (simple.correctNonOrthogonal())
{
fvScalarMatrix pEqn
(
fvm::laplacian(rAU, p) == fvc::div(phiHbyA)
);

pEqn.setReference(pRefCell, pRefValue);
pEqn.solve();
if (simple.finalNonOrthogonalIter())
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{
phi = phiHbyA - pEqn.flux();
}

}

#include "continuityErrs.H"

// Explicitly relax pressure for momentum corrector
p.relax();

// Momentum corrector
U = HbyA - rAU*fvc::grad(p);
U.correctBoundaryConditions();
fvOptions.correct(U);
}

// Temperature solver

fvScalarMatrix TEqn
(
fvm::ddt(T)
+ gamma*fvm::div(phi,T)
== fvm::laplacian(Dac,T)
);
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TEqn.relax();
TEqn.solve();
TEqn.relax();

//fvScalarMatrix Ta1Eqn
//

(

//

fvm::ddt(Ta)

//

+ fvm::div(-phi,Ta)

//

-fvm::laplacian(Dac,Ta)

//

);

// Ta1Eqn.relax();
//

Ta1Eqn.solve();

//adjoint Ta predictor

fvScalarMatrix TaEqn
(
fvm::ddt(Ta)
+ gamma* fvm::div(-phi,Ta)
==fvm::laplacian(Dac,Ta)
);
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TaEqn.relax();
TaEqn.solve();
sens = (Ua&U) ;

{
// Adjoint Momentum predictor

volVectorField
adjointTransposeConvection((fvc::grad(Ua) & U));

zeroCells(adjointTransposeConvection, inletCells);

tmp<fvVectorMatrix> tUaEqn
(
fvm::div(-phi, Ua)
- adjointTransposeConvection
+ turbulence->divDevReff(Ua)
+ fvm::Sp(alpha, Ua) + 1.2*1005*Ta*fvc::grad(T)
==
fvOptions(Ua)
);
fvVectorMatrix& UaEqn = tUaEqn.ref();
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UaEqn.relax();

fvOptions.constrain(UaEqn);
solve(UaEqn == -fvc::grad(pa)) ;

fvOptions.correct(Ua);

volScalarField rAUa(1.0/UaEqn.A());
volVectorField HbyAa("HbyAa", Ua);
HbyAa = rAUa*UaEqn.H();
tUaEqn.clear();
surfaceScalarField
phiHbyAa("phiHbyAa", fvc::flux(HbyAa));
adjustPhi(phiHbyAa, Ua, pa);

// Non-orthogonal pressure corrector loop
while (simple.correctNonOrthogonal())
{
fvScalarMatrix paEqn
(
fvm::laplacian(rAUa, pa) == fvc::div(phiHbyAa)
);

paEqn.setReference(paRefCell, paRefValue);
paEqn.solve();
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if (simple.finalNonOrthogonalIter())
{
phia = phiHbyAa - paEqn.flux();
}
}

#include "adjointContinuityErrs.H"
// Explicitly relax pressure for adjoint momentum corrector
pa.relax();

// Adjoint momentum corrector
Ua = HbyAa - rAUa*fvc::grad(pa);
Ua.correctBoundaryConditions();
fvOptions.correct(Ua);
}

laminarTransport.correct();
turbulence->correct();
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runTime.write();

const label& patchID1 =
mesh.boundaryMesh().findPatchID("outlet");
const fvPatch& outletPatch =
mesh.boundary()[patchID1];

const label& patchID2 =
mesh.boundaryMesh().findPatchID("inlet");
const fvPatch& inletPatch =
mesh.boundary()[patchID2];

const fvPatchField<scalar>& T =
outletPatch.lookupPatchField
<volScalarField, scalar>("T");

const fvPatchField<scalar>& p =
inletPatch.lookupPatchField
<volScalarField, scalar>("p");

Info << "Average Outlet Temp: "
<< sum(T * T.patch().magSf())
/ sum(T.patch().magSf()) << endl;

Info << "Average Outlet Pressure: "
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<< sum(p * p.patch().magSf())
/ sum(p.patch().magSf()) << endl;

Info<< "ExecutionTime = "
<< runTime.elapsedCpuTime()
<< " s\n\n" << endl;
}

Info<< "End\n" << endl;
return 0;
}

//************************************************************************ /
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[58] Schüler, M., Zehnder, F., Weigand, B., von Wolfersdorf, J., and Neumann, S. O., 2011. “The
effect of turning vanes on pressure loss and heat transfer of a ribbed rectangular two-pass
internal cooling channel”. Journal of turbomachinery, 133(2).
[59] Valsala, R. R., Son, S., Suryan, A., and Kim, H. D., 2019. “Study on reduction in pressure
losses in pipe bends using guide vanes”. Journal of Visualization, 22(4), pp. 795–807.

114

[60] Sleiti, A. K., and Kapat, J. S., 2004. “Comparison Between EVM and RSM Turbulence
Models in Predicting Flow and Heat Transfer in Rib-Roughened Channels”. Vol. Volume 2,
Parts A and B of Heat Transfer Summer Conference, pp. 531–542.
[61] Sewall, E. A., and Tafti, D. K., 2005. “Large Eddy Simulation of Flow and Heat Transfer in
the 180° Bend Region of a Stationary Ribbed Gas Turbine Internal Cooling Duct”. Vol. Volume 3: Turbo Expo 2005, Parts A and B of Turbo Expo: Power for Land, Sea, and Air,
pp. 481–493.
[62] Otto, M., Hodges, J., Gupta, G., and Kapat, J. S. “Vortical structures in pin fin arrays for
turbine cooling applications”. In ASME Turbo Expo 2019: Turbomachinery Technical Conference and Exposition, American Society of Mechanical Engineers Digital Collection.
[63] Ghosh, S., and Kapat, J. S., 2019. “Topology Optimization of Serpentine Channels for Minimization of Pressure Loss and Maximization of Heat Transfer Performance As Applied for
Additive Manufacturing”. Vol. Volume 5B: Heat Transfer of Turbo Expo: Power for Land,
Sea, and Air.
[64] Ruiz, A., Fezzaa, K., Kapat, J., and Bhattacharya, S., 2020. “Measurements of the flow in
the vicinity of an additively manufactured turbine leading-edge using x-ray particle tracking
velocimetry”. Journal of Fluids Engineering, 142(5).
[65] Calderon, L., Curbelo, A., Gupta, G., and Kapat, J. S., 2018. “Adiabatic film cooling effectiveness of a lam fabricated porous leading edge segment of a turbine blade”. In ASME
Turbo Expo 2018: Turbomachinery Technical Conference and Exposition, American Society
of Mechanical Engineers Digital Collection.
[66] Ghosh, S., Mondal, S., Fernandez, E., Kapat, J. S., and Roy, A., 2020. “Shape Optimization
of Pin Fin Arrays Using Gaussian Process Surrogate Models Under Design Constraints”.
Proceedings of the ASME Turbo Expo 2020: Power for Land, Sea, and Air.
115

[67] Ghosh, S., Wardell, R., Mondal, S., Fernandez, E., Ray, A., and Kapat, J., 2021. “Topology
Optimization and Experimental Validation of an Additively Manufactured U-bend Channel”.
Journal of Fluids Engineering, 11.
[68] Ghosh, S., Mondal, S., Wardell, R., Fernandez, E., Kapat, J. S., and Ray, A., 2021. “Optimization of an Additively Manufactured U-Bend Channel Using A Surrogate-Based Bayesian
Method”. Vol. Volume 2D: Turbomachinery — Multidisciplinary Design Approaches, Optimization, and Uncertainty Quantification; Radial Turbomachinery Aerodynamics; Unsteady
Flows in Turbomachinery of Turbo Expo: Power for Land, Sea, and Air. V02DT36A011.
[69] Thulin, R. D., Howe, D. C., and Singer, I. D., 1982. “Energy efficient engine high-pressure
turbine detailed design report”.
[70] Patankar, S., 2018. Numerical heat transfer and fluid flow. CRC press.
[71] Elmore, M., Fernandez, E., and Kapat, J., 2020. “Analysis of heat transfer on turbulencegenerating ribs using dynamic mode decomposition”. International Journal of Heat and
Mass Transfer, 147, p. 118961.
[72] Otto, M., Gupta, G., Tran, P. K., Ghosh, S., and Kapat, J. S., 2021. “Investigation of endwall
heat transfer in staggered pin fin arrays”. Journal of Turbomachinery, 143(2), p. 021009.
[73] Jeong, J., and Hussain, F., 1995. “On the identification of a vortex”. Journal of Fluid Mechanics, 285, p. 69–94.
[74] Saha, K., Guo, S., Acharya, S., and Nakamata, C., 2008. “Heat transfer and pressure measurements in a lattice-cooled trailing edge of a turbine airfoil”. In Turbo Expo: Power for
Land, Sea, and Air, Vol. 43147, pp. 1117–1125.

116

[75] McKay, M. D., Beckman, R. J., and Conover, W. J., 2000. “A comparison of three methods for selecting values of input variables in the analysis of output from a computer code”.
Technometrics, 42(1), pp. 55–61.
[76] Rasmussen, C., and Williams, C., 2005. Gaussian Processes for Machine Learning (Adaptive
Computation and Machine Learning). The MIT Press, Cambridge, MA, USA.
[77] Mockus, J., 1974. “On bayesian methods for seeking the extremum”. In Proceedings of the
IFIP Technical Conference, Springer-Verlag, pp. 400–404.
[78] Jones, D. R., Schonlau, M., and Welch, W. J., 1998. “Efficient global optimization of expensive black-box functions”. Journal of Global Optimization, 13(4), Dec, pp. 455–492.
[79] Deshpande, S., Jonsson, I., and Chernoray, V., 2019. “Effect of Surface Roughness on Aerodynamic Performance of Turbine Rear Structure”. Vol. Volume 1: Aircraft Engine; Fans
and Blowers; Marine; Honors and Awards of Turbo Expo: Power for Land, Sea, and Air.
V001T01A008.
[80] Boschetto, A., Giordano, V., and Veniali, F., 2013. “ Surface roughness prediction in fused
deposition modelling by neural networks”. Int J Adv Manuf Technol, 67, 01, p. 2727–2742.

117

