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a b s t r a c t
In this paper, we show the combined use of analytical and numerical techniques in the
study of bifurcations of equilibria of low-dimensional chaotic problems. We study in detail
different aspects of the paradigmatic Rössler model. We provide analytical formulas for
the stability of the equilibria as well as some of their codimension one, two, and three
bifurcations. In particular,we carry out a complete study of theAndronov–Hopf bifurcation,
establishing explicit formulas for its location and studying its character numerically,
determining a curve of generalized-Hopf bifurcation, where the Hopf bifurcation changes
from subcritical to supercritical. We also briefly study some routes among the different
Andronov–Hopf bifurcation curves and how these routes are influenced by the local
and global bifurcations of limit cycles. Finally, we show the U-shape of the homoclinic
bifurcation curve at the studied parameter values.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The Rössler model [1] is a paradigmatic problem among low-dimensional dynamical systems with chaotic behavior. So,
a large number of articles [2–11] are still being published giving new partial results. However, this problem is not yet fully
understood. The importance of this system, together with the Lorenzmodel, is that, being paradigmatic problems, they have
become test problems for almost all new analytical and numerical techniques in computational dynamics.
The Rössler equations [1] are given by
x˙ = −(y+ z),
y˙ = x+ ay,
z˙ = b+ z(x− c),
(1)
with a, b, c ∈ R, and they are assumed to be positive and dimensionless.
The main goal of the present paper is to show how the use of numerical and analytical techniques can provide complete
qualitative studies for low-dimensional chaotic problems, in particular in the study of bifurcations of equilibria. We focus
our attention on the Rössler system in order to provide complete explicit expressions for the location and stability of the
different equilibria, as well as for the Andronov–Hopf bifurcations. For the complete study of this bifurcation we need
some numerical explorations due to the high complexity in the analysis of the codimension two bifurcations when the
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first Lyapunov coefficient vanishes. Also, we show how the global homoclinic bifurcations give rise to different routes in the
connection via limit cycles between the different bifurcation curves in the space of parameters.
The paper is organized as follows. In Section 2, we provide analytical formulas for the stability of the equilibria. In
Section 3, we present some codimension one, two, and three bifurcations of equilibria [12], in particular, a complete study
of the Andronov–Hopf bifurcation is performed. In Section 4, we study different routes among the Hopf bifurcation curves
and we show the connection among the bifurcation curves of equilibria, limit cycles, and the chaotic and regular regions,
and we show the U-shape of the homoclinic bifurcation curve. Finally, in Section 5, we present some conclusions.
2. Equilibria: location and stability
Some of the first data to obtain in the analysis of a dynamical system are the equilibriumpoints and their bifurcations. The
Rössler equations have two equilibrium points [7] for c2 > 4ab, given by P1 = (−ap1, p1,−p1) and P2 = (−ap2, p2,−p2),
with
p1 := 12

− c
a
−
√
c2 − 4ab
a

, p2 := 12

− c
a
+
√
c2 − 4ab
a

.
If c2 = 4ab, then P1 = P2.
The stability of the equilibrium points can be studied analytically by means of the classical Routh–Hurwitz criterion, but
in the literature there are only partial answers without explicit equations for the stable regions.
Proposition 1. The equilibrium point P1 in the Rössler system is always unstable and P2 is linearly stable iff the parameters a, c
belong to S1 = {(a, c)|a ≤ 1 and c > 2a} or to S2 = {(a, c)|a ∈ (1,
√
2) and c ∈ (2a, 2a/(a2 − 1))}, and the parameter b
satisfies
bH(a, c) ≤ b < bE(a, c), (2)
with
bE(a, c) := c
2
4a
,
bH(a, c) :=
a

2− a4 + ca3 + 2a2 − ca+ c2 + (c − a)√a6 − 4a4 + 2ca3 − 4a2 + c2

2

a2 + 12 .
(3)
Proof. The proof is obtained by using the Routh–Hurwitz criterion (RHC). The RHC applied to a polynomial of degree 3,
x3 + Ax2 + Bx+ C , requires that C > 0, A > 0, and AB > C . Taking the linearized equations around both equilibrium points
permits us to obtain their characteristic polynomials. For P1 and P2, respectively,
q1(x) = x3 + c − 2a− K2 x
2 + 2a+ c − a
2c + (1+ a2)K
2a
x− K ,
q2(x) = x3 + c − 2a+ K2 x
2 + 2a+ c − a
2c − (1+ a2)K
2a
x+ K ,
with K = √c2 − 4ab. The point P1 already fails the condition C > 0 for any value of the parameters.
For P2, wehaveC > 0when the equilibriumpoints exist. ForA > 0, is necessary that c ≥ 2aor (c ∈ (a, 2a) and b < c−a).
The crucial point is the last condition: AB > C . After some algebra, we obtain the necessary and sufficient condition
−2a+ 2b+ 2a2b+ a2c − ac2 − a(c − a)K > 0. For it to hold, first it is necessary that−2a+ 2b+ 2a2b+ a2c − ac2 > 0.
Or, equivalently,
b > b1(a, c) := a(2+ c(c − a))2(1+ a2) .
Also, it is required that
4(1+ a2)2b2 − 4a(2+ 2a2 − a4 − ac + a3c + c2)b+ 4a2(1+ c(c − a)) > 0. (4)
If c < −a3+2√a2 + a4, then condition (4) is satisfied for all b. If c = −a3+2√a2 + a4, then there is a number bH(a, c) such
that condition (4) is true for all b ≠ bH(a, c). Finally, if c > −a3+2
√
a2 + a4, then there are twonumbers bh(a, c) < bH(a, c),
and inequality (4) is satisfied for b < bh(a, c) or b > bH(a, c). But, as bh(a, c) < b1(a, c), the only valid situation is
b > bH(a, c).
If c ∈ (a, 2a), then b1(a, c) < c − a implies that c > a + 2/a > −a3 + 2
√
a2 + a4. So, bH(a, c) exists, and it is greater
than c − a. Therefore, it is necessary that c ≥ 2a(> −a3 + 2√a2 + a4 for positive a).
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Thus, we need c ≥ 2a and max(b1(a, c), bH(a, c)) < b < bE(a, c). But, b1(a, c) < bE(a, c) ⇐⇒ (a, c) ∈ S1 ∪ S2. And
bH(a, c) ≤ bE(a, c) if bH(a, c) exists (with bH(a, c) = bE(a, c) ⇐⇒ c = 2a or c = 2a/(a2−1)). Besides, b1(a, c) < bH(a, c)
in S1 ∪ S2. This fact completes the proof. 
In Fig. 1, we show both surfaces, bH and bE. In picture A, we provide the three regions defined by both surfaces, the region
of linear stability of P2 (R1), the regionwith two unstable equilibrium points (R2), and the regionwithout equilibrium points
(R3). We highlight the curve intersection of both surfaces with green. Two detailed figures for the fixed value of a = 0.2
are shown in plots B and C (a magnification of B). A picture with a larger domain is shown in plot D, with the intersection
of both surfaces on green. In plot E, we show the domain of definition on the (a, c) plane of the stable region R1. Finally, in
plot F1 we show for a = 0.5 the curves bH and bE, and in F2, F3, and F4 we show for fixed values of a the difference bE − bH,
giving us an idea of how close they are when a > 1 approaches the limit value a1 ≡
√
2. Another important remark is that
for a > a1 point P2 is always unstable, and when 1 < a ≤ a1 there is a finite interval on c on which P2 is linearly stable (and
so both surfaces intersect twice for these values of a) and for 0 < a ≤ 1 the interval is unbounded (see plot E).
Fromplots C, F1, F2, F3, and F4we see that both surfaces, bE and bH, are tangent at the intersection points. This affirmation
can be easily proved, since we have the explicit expressions; in fact, it has been practically demonstrated in the proof of
Proposition 1 (also, this is known from the literature [12] about these codimension two points using normal form theory).
Proposition 2. At the limit curves {c = 2a, b = a} and

c = 2a
a2−1 , b = a(a2−1)2

, the surfaces b = bE(a, c) and b = bH(a, c)
are tangent.
3. Local bifurcations of equilibria
In this section, we analyze some of the codimension one, two, and three bifurcations of the equilibria. Clearly, the
conditions of the existence of the equilibria b = bE(a, c) give a surface of fold (saddle–node or tangent) bifurcations.
The above analysis of the stability of the P2 equilibrium point already gives some hints concerning the analysis of the
Andronov–Hopf bifurcation of such a point. This bifurcation gives one mechanism of creation of limit cycles around P2.
In the literature, there are other studies about the Hopf bifurcation of the Rössler system [4,7–9,13–16].
Proposition 3. The equilibrium point P2 presents an Andronov–Hopf bifurcation at the parameter surface
• b = bH(a, c) when c > 2a and a ≤ a0 ≡ 1,
• b = bH(a, c) when 2a < c < 2aa2−1 and a0 < a < a1 ≡
√
2,
where bH(a, c) is defined by (3).
Proof. The conditions for the existence of the Andronov–Hopf bifurcation (after imposing the existence of two conjugate
imaginary roots of the characteristic polynomial) are, on a general third-degree polynomial, that AB = C and B > 0 (which
occurs if AC > 0). In our problem, both conditions only occur for A, C > 0, and so we recover the first two RHC conditions
that give the Andronov–Hopf bifurcation surface. Note that we also have to check the nondegeneracy condition l1(0) ≠ 0
(with l1(0) the first Lyapunov coefficient of the dynamical systemnear equilibrium), but thiswill be studied below to classify
the type of Hopf bifurcation, and the transversality condition is satisfiedwhen the parameters change on crossing the surface
of the Hopf bifurcation (and not tangentially). 
Note that we are in a three-dimensional system, and thus to have an Andronov–Hopf bifurcation it is not necessary to
change the stability properties; therefore P1 can also experience such a bifurcation. By imposing the conditions for the
Andronov–Hopf bifurcation (two imaginary eigenvalues) on P1, and after some tedious algebra, we obtain the proposition.
Proposition 4. The equilibrium point P1 presents an Andronov–Hopf bifurcation at the parameter surfaces
• b = bH(a, c) when−a3 + 2
√
a4 + a2 < c < 2a for a ≤ a1 ≡
√
2,
• b = bH(a, c) when−a3 + 2
√
a4 + a2 < c < 2a
a2−1 for a1 < a ≤ a2 ≡
√
3,
• b = b∗H(a, c) when c > −a3 + 2
√
a4 + a2 for a ≤ a2,
• b = b∗H(a, c) when c > 2aa2−1 for a ≥ a2,
where bH(a, c) is defined by (3) and
b∗H(a, c) :=
a

2− a4 + ca3 + 2a2 − ca+ c2 − (c − a)√a6 − 4a4 + 2ca3 − 4a2 + c2

2

a2 + 12 .
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Fig. 1. Domain of stability of the P2 equilibrium point.
The point a1 ≡
√
2 is given by the intersection of the curves c = 2a and c = 2a
a2−1 , and a2 ≡
√
3 of the curves
c = 2a
a2−1 and c = −a3+2
√
a4 + a2 in the (a, c) plane. The point a0 ≡ 1was defined previously for the point P2. With these
curves and points we can establish different regions in the (a, c) plane, depending on the existence or not of Andronov–Hopf
bifurcations. In Fig. 2, we show in the picture on the top all the different possibilities. The color codes are as follows: yellow
when there is a value of bwith aHopf bifurcation of P1 and another one of P2, green for two values of bwith aHopf bifurcation
of P1, blue for one value of b with a Hopf bifurcation of P1, and white for no Hopf bifurcations at any value of b. In region A
(0 < a ≤ a0), there are Andronov–Hopf bifurcations for both equilibria and, once a is fixed, the interval on the parameter
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Fig. 2. (Top)Domain of existence on theplane (a, c)of theAndronov–Hopf bifurcations of the P1 and P2 equilibriumpoints. (Bottom) Schematic possibilities
for fixed values of a of the Andronov–Hopf bifurcation curves.
c is unbounded. In the magnification of region A with fixed a, we show the curve b = bE(a, c) in red, which in the upper
part defines the region without equilibria. The tangent intersections of bE and bH or b∗H are pointed out with a red circle and
a black star. In region A, there is just one intersection point. At this point, both equilibria are the same, and there are two
branches of Andronov–Hopf bifurcations, one for each equilibrium. In green is the one for P2 and in blue is that for P1. Note
that both branches are unbounded. In region B (a0 < a < a1), there are also Andronov–Hopf bifurcations for both equilibria
but, once a is fixed, the interval of the parameter c is unbounded for P1 but is bounded for P2, because now there are two
tangent intersections. In the magnification of region B, once a is fixed, we see two tangent intersections giving a bounded
interval in c for the bifurcation. The interval decreases in size when a grows, and at a = a1 both intersection points overlap,
and there is no Andronov–Hopf bifurcation for P2. In regions C (a1 < a < a2) and D (a2 < a), there is an Andronov–Hopf
bifurcation just for P1. In region C, once a is fixed, there are two values of bwhere the bifurcation occurs in the green region
of the top plot of Fig. 2. In region D, there is just one value in all the region.
The study of the type of Andronov–Hopf bifurcation (subcritical or supercritical) is determined by the sign of the
first Lyapunov coefficient l1(0) of the dynamical system near equilibrium. There are several approaches to compute this
coefficient, such as the Bautin formula [17] or the one used here [12]. By writing our differential system, after a translation
of the equilibrium point to the origin, as x˙ = A0x+ 12B(x, x) with B(x, y) a bilinear form that gives the quadratic terms, we
obtain [12]
l1(0) = 12ω0 Re
−2⟨p, B(q, A−10 B(q, q¯))⟩ + ⟨p, B(q¯, (2iω0In − A0)−1B(q, q))⟩ ,
where q ∈ C3 is a unitary complex eigenvector of A0 corresponding to the eigenvalue iω0, and p is an adjoint eigenvector
(A⊤0 p = −iω0p) satisfying ⟨p, q⟩ = p¯⊤q = 1. If l1(0) is positive then the Andronov–Hopf bifurcation is subcritical, and if
l1(0) is negative then the Andronov–Hopf bifurcation is supercritical. As an analytical study of l1 is too cumbersome, for this
problem we have done a numerical study by computing l1(0) for a grid of 1000 × 1000 parameter values on the rectangle
(a, c) ∈ [0, 2.25] × [0, 5]. In Fig. 3, we present the numerical values of l1(0). The surface on the top is the surface of the
Andronov–Hopf bifurcation for P2, and the color texture is the value of l1(0). In this case, the value is always negative, and
thus the Hopf bifurcation is supercritical. The surface on the bottom is the surface of the Andronov–Hopf bifurcation for P1.
In this case, the value can be positive (subcritical Hopf) or negative, and there is a curve of points where l1(0) = 0, which is
a curve of a codimension two bifurcation: the generalized-Hopf or Bautin bifurcation [12]. The curve is pointed out with a
black curve on the bottom surface. The small plots on the right of Fig. 3 provide the view of the domain of the surfaces on the
(a, c) plane. Note that the surface for P1 has a loop, and in one region (the region with green color on top plot of Fig. 2) there
are two values of b with an Andronov–Hopf bifurcation. At the points of the generalized-Hopf bifurcation, it is interesting
to compute also the second Lyapunov coefficient l2(0) [12]. Our numerical simulations give negative values of l2(0) at any
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Fig. 3. Andronov–Hopf bifurcation surfaces using as the color texture the first Lyapunov coefficient l1(0).
Fig. 4. Curve of the generalized-Hopf bifurcation.
point of the generalized-Hopf bifurcation for a ∈ [0, 2.25], and therefore there are no more degeneracies in this interval.
The numerical results permit us to provide a conjecture concerning the behavior of the Andronov–Hopf bifurcation.
Conjecture 5. The equilibrium point P2 presents a supercritical Andronov–Hopf bifurcation at the parameter surface given
by Proposition 3. The equilibrium point P1 has a curve of generalized-Hopf bifurcation that divides the parameter surface
b = b∗H(a, c) given by Proposition 4 into two regions, one of subcritical and the other of supercritical Andronov–Hopf bifurcations.
In Fig. 4, we show the computed curve of the generalized-Hopf bifurcation. A mean-squares approximation of the values
of the points of the curve (the parameter b is obtained from Proposition 4) is given by
c(a)GH ≃ 0.242 · a4 − 1.215 · a3 + 1.376 · a2 + 1.432 · a+ 0.0717, a ∈ [0, 2.25], ‖error‖2 = 0.057. (5)
The surfaces for P1 and P2 coincide when they intersect tangentially with bE, and since this is when both equilibria
collide we have a curve of another codimension two bifurcation, in this case, as the third eigenvalue is zero (the spectrum
along this curve is {0,±i√2− a2}, a ∈ [0, a1 ≡
√
2)), a fold-Hopf bifurcation (also called a saddle-Hopf, zero-Hopf, or
Gavrilov–Guckenheimer bifurcation). The equations of this curve are
c = 2a, b = a, for a ∈ [0, a1),
and its plot on the (a, c) plane is the green straight line in the top plots of Figs. 2 and 3. There is another intersection
curve, when the Andronov–Hopf bifurcation surfaces for P1 or P2 touch bE (but not both at the same time), giving a curve
of equilibrium points with two zero eigenvalues. This defines another codimension two bifurcation, the Bogdanov–Takens
(BT) or double-zero bifurcation, with equations for both equilibria given by
c = 2a
a2 − 1 , b =
a
(a2 − 1)2 , for a ∈ [a0,+∞),
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Fig. 5. Bifurcation curves over MLE–OFLI2 diagrams on the (c, b) plane for the parameter a = 0.3.
and its plot is the pink curve on the top plots of Fig. 3. In the interval a ∈ [a0, a1), it corresponds to a BT bifurcation of
P2; and, for a ∈ [a1,+∞), to P1. Along the BT curve, the spectrum is given by {0, 0, a(a2 − 2)/(a2 − 1)}. Note that, at the
BT and fold-Hopf bifurcations, the surfaces of the fold and Hopf bifurcations, bE and bH, are tangential, as predicted by the
theory [12] (and by Proposition 2).
The intersection of the Bogdanov–Takens and the fold-Hopf bifurcations give rise to a set of parameters (a, b, c) =
(
√
2,
√
2, 2
√
2) of a bifurcation of codimension three, a triple-zero bifurcation [18] (TZ in Fig. 3).
Finally, we remark that the fold-Hopf bifurcation of three-dimensional vector fields generically [12,19,20] shows
Shilnikov bifurcations of equilibria [21], which is a complicated homoclinic phenomenon that may cause the birth of
Shilnikov strange attractors. We also note that the BT bifurcations also indicate the presence of a branch of homoclinic
bifurcations [21] (see the next section for an example).
4. Regular and chaotic regions, connections of bifurcation curves
In [10], the authors develop a complete study of the local and global bifurcations of limit cycles. Besides, they study the
different regions in the three-parametric spacewhere chaotic behaviormay be expected. This was done using themaximum
Lyapunov exponent (MLE) [22] and the OFLI2 Chaos Indicator [23] (see [10] for details). We remark that a positive value of
the MLE is usually associated with a chaotic behavior for bounded orbits.
Here we add to the MLE–OFLI2 diagrams some bifurcation curves, as done in Fig. 5, that have been computed using
AUTO [24] and MATCONT [25]. In the picture, the MLE–OFLI2 results are coded in black for the regular region and in a
scale of orange for the chaotic region, whereas shown in white is the escape region which corresponds to escape orbits
for the chosen initial conditions. Note that the figure is on the (c, b) plane for a = 0.3, which corresponds to region A of
Fig. 2. We have calculated different bifurcation curves of equilibria and limit cycles. For the equilibria we show the fold or
saddle–node bifurcation (SN) (given by equation b = bE) and the Andronov–Hopf bifurcation curves for the points P1 and
P2, and also the fold-Hopf codimension two point (FH) located at the point (b, c) = (0.3, 0.6). Between the SN and the
Hopf-P2 curves we have a region where the P2 equilibrium is stable, and also there is a region without equilibrium points.
For the periodic orbits, we show the curves corresponding to some period-doubling bifurcations (PD), Neimark–Sacker (NS)
bifurcation, saddle–node bifurcation of cycles (LPC), and the codimension two points given by the cusp bifurcation of cycles
(Cusp C) where two branches of LPC bifurcations meet tangentially, the Fold–Neimark–Sacker bifurcation (LPNS) and the
strong resonance 1 : 1 (R1, with triple multiplier 1). Most of the bifurcations occur in the escape region, and so these
bifurcations have a limited influence just for points close to the bifurcated structures, but the rest of the initial conditions
escape to infinity. Note that some of these bifurcation curves coincide with the limits of the different chaotic structures
that we have identified with the MLE–OFLI2 diagram; therefore, a good correspondence is obtained between both of them,
giving us good confidence for the results.
Finally, in Fig. 6, we have computed a homoclinic bifurcation curve of orbits around P2 (HB2) and some local bifurcations
of limit cycles and equilibria on the (a, c) plane for b = 0.2. The point -1- serves as an organization point [10], and it
is a point where a double real determining eigenvalue codimension two point occurs (in this case double real leading
unstable eigenvalues λ2 = λ3 > 0, leading to a saddle to saddle-focus transition). This degenerated case was studied by
Belyakov [26], and there are two bundles each consisting of an infinite number of bifurcation curves of homoclinic orbits
and fold bifurcations of periodic orbits. The bundles extend from the bifurcation point to the saddle-focus region (in our case
to the left). We also show a Bogdanov–Takens (or double-zero) bifurcation point (BT). The diagrams below represent several
routes connecting the different Hopf bifurcation curves. Note that route C begins on the right at a subcritical Andronov–Hopf
bifurcation curve of P1 (point -6-) but finishes on the Homoclinic curve (point -5-) of orbits around P2 (HB2), which is born
at the Bogdanov–Takens codimension two point. Route B is created at a supercritical Hopf curve (point -2-) of P2, bounces
at the saddle–node bifurcation of cycles (LPC) (point -4-), and after going through a period-doubling bifurcation, finishes in
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Fig. 6. Top:Homoclinic bifurcation curve and some local bifurcations of limit cycles and equilibria on the (a, c)plane for b = 0.2. Bottom: routes connecting
the different Hopf bifurcation curves.
the second supercritical Hopf bifurcation of P1, point -3- (each Hopf bifurcation curve corresponds to different equilibria).
The last route, namely route D, starts on the left Hopf curve (point -7-) and is able to reach the other Hopf curve to the right
(point -8-) since it has a value of the parameter c well above the homoclinic curve, so it does not touch the equilibrium point
and continues to the other Hopf bifurcation, where it disappears (note that in this case both Hopf bifurcations correspond
to the same point P1, but one is supercritical, on the left, and the other one subcritical, on the right). This analysis gives us a
complete idea of the connections of cycles between the Hopf bifurcation curves.
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Fig. 7. (A) Type of equilibria on the (a, c) plane for b = 0.2. (B) Transformation of homoclinic orbits to the saddle-focus, P2 , in the Rössler system. The
AUTO L2-norm of the orbit is plotted against the bifurcation parameter a. The turning point terminates two branches: the bottom one corresponds to the
primary homoclinic loop, while the top one corresponds to the secondary loop with an additional round. Homoclinic orbits are sampled at the indicated
points.
According to the Shilnikov results, depending on the magnitudes of the characteristic exponents of the saddle-focus
equilibrium P2, the homoclinic bifurcation can give rise to the onset of either rich complex or trivial dynamics in the
system [21,27,28]. If a homoclinic orbit exists on a saddle-focus equilibrium with eigenvalues λ1,2 = α ± iβ, λ3, with
β ≠ 0, and satisfies the condition | α/λ3 |< 1, there exists a countable number of Smale horseshoes in the vicinity of
the homoclinic orbit. In Fig. 7, we show on the plane (a, c) the character of the equilibrium P2 for b = 0.2 depending on
the type of the eigenvalues (λ1,2 = α ± iβ and λ3 in the case of a saddle-focus or λ1, λ2, λ3 ∈ R) of the Jacobian matrix,
where the region that satisfies the Shilnikov hypothesis is noted. At b = 0.2, the homoclinic orbits belong to the equilibrium
point P2 and only satisfies the Shilnikov hypothesis on P2 in a part of the homoclinic bifurcation curve (see Fig. 7) where
we have homoclinic orbits to a saddle-focus. The (thick black) bifurcation curve in Fig. 7(A) corresponds to a formation of
the primary homoclinic orbit to the saddle-focus, P2, of topological type (1, 2), i.e. with one-dimensional stable and two-
dimensional unstable manifolds, in the Rössler model (1). The cases under considerationmeet the Shilnikov conditions, and
hence the existence of a single homoclinic orbit implies chaotic dynamics in the models within the parameter range in the
presented diagrams. In order to examine the corresponding homoclinic bifurcation curve in detail [11], we plot (Fig. 7(B))
the bifurcation curve in terms of the L2-norm [24] of the homoclinic orbit against the bifurcation values of the parameter a.
For periodic solutions U(t), the L2-norm is defined as
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‖U‖2 =
∫ 1
0
‖U(t)‖2dt,
where the independent variable t is scaled to [0, 1]. This diagram reveals that what appears to be as a single bifurcation
curve has two branches: the bottom one corresponds to the primary homoclinic loop, while the top one corresponds to
the secondary loop with an additional round. This curve has a U-shape, with a very small distance of both branches in the
parametric plane [29].
5. Conclusions
In this paper, we have shown the combined use of analytical and numerical techniques to compute bifurcation curves of
equilibria of simple chaotic systems. The techniques have been applied to the detailed study of different aspects of the
paradigmatic Rössler model. We provide analytical formulas for the stability of the equilibria as well as some of their
codimension one, two, and three bifurcations.
We have carried out a complete study of the Andronov–Hopf bifurcation, establishing explicit formulas for its location
and studying its character numerically, determining a curve of generalized-Hopf bifurcation, where the Hopf bifurcation
changes from subcritical to supercritical.
Wehave also studied some routes among the differentHopf bifurcation curves andhow these routes are influenced by the
local and global bifurcations of limit cycles, namely the fold and period-doubling bifurcations on one side and the existence
of homoclinic orbits on the other. Finally, we have shown the U-shape of the homoclinic bifurcation curve at b = 0.2.
A table with the major qualitative and numerical results summarized is given below.
EP Property Result
P1 Always unstable Proposition 1
P2 Linearly stable in some cases Proposition 1
P1 Andronov–Hopf bifurcation Proposition 4
P2 Andronov–Hopf bifurcation Proposition 3
P1 Andronov–Hopf bifurcation is supercritical or
subcritical
Conjecture 5
P2 Andronov–Hopf bifurcation is supercritical Conjecture 5
P1 Generalized-Hopf bifurcation curve Eq. (5)
P1, P2 Fold-Hopf bifurcation c = 2a, b = a, for a ∈ [0,
√
2)
P1 Bogdanov–Takens bifurcation c = 2a/(a2−1), b = a/(a2−1)2, for a ∈ [
√
2,+∞)
P2 Bogdanov–Takens bifurcation c = 2a/(a2 − 1), b = a/(a2 − 1)2, for a ∈ [1,
√
2)
P1, P2 Triple-zero bifurcation (a, b, c) = (
√
2,
√
2, 2
√
2)
P2 +
hom
Belyakov point in homoclinic curve (b = 0.2) (a, b, c) ≈ (1.9910, 0.2, 4.3508)
P2 +
hom
Turning point (U-shape) of the homoclinic curve
(b = 0.2)
(a, b, c) ≈ (0.1798, 0.2, 10.3084)
In this table, we indicate in the first column the corresponding equilibrium point (EP), in the second one the property
that we have found, and in the last column we put where the results relative to that property can be found in the text. If the
result is a numerical result, we put the approximate equation of the curve or the approximate coordinates of the point.
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