Abstract. This paper presents a new method for solving global optimization problems. We use a local technique based on the notion of discrete gradients for finding a cone of descent directions and then we use a global cutting angle algorithm for finding global minimum within the intersection of the cone and the feasible region. We present results of numerical experiments with well-known test problems and with the so-called cluster function. These results confirm that the proposed algorithms allows one to find a global minimizer or at least a deep local minimizer of a function with a huge amount of shallow local minima.
Introduction
Numerical methods for global optimization are very time consuming and could not be applied for high-dimensional non-convex optimization problems. This is the reason why many researches try to use various combinations of global and local search techniques. Strategies based on different combinations of global and local searches can be used. In particular, the following two types of such combinations are used: 1) A local technique is used in order to obtain a stationary point (local minimum). Then a global technique should be applied in order to escape from the obtained stationary point and find a new point which can be used as an initial guess for the new round of local search; (see e.g., [8, 11, 19, 28] Descent methods of local optimization are based on the following idea. Applying a local approximation of an objective function at the point in hand, we need to find a descent direction and then the step-size along this direction. Local approximation of the first order is given by the gradient or by some of its substitutes. The size of the descent can be found by different methods, in particular by global one-dimensional minimization. This approach is good enough for local minimization of functions with a few stationary points, however it does not work properly for functions with many shallow local minima. Indeed, for such a function we are mainly interested in a deep enough local minimum, and a local search usually entraps at a shallow local minimizer or even at a stationary point which is not a local minimizer. Some methods for global optimization are fast enough in small dimensions. This observation gives rise to a completely new combination of local and global technique which is discussed in this paper. Namely, we suggest to apply a global technique for the search for the descent in dimensions higher than one, using a local approximation of the function at the point at hand. This approach is beneficial for minimization of non-smooth functions with many shallow local minima since it allows one to find a deep enough local minimizer and even a global minimizer. It can be also used for minimization of smooth functions.
For application of this approach we need to have a good local approximation of an objective function and a fast enough (in small dimensions) method for a global search. Since we are mainly interested in the minimization of non-smooth function, we consider a special approximation of Clarke subdifferential and quasidifferential given by discrete gradients [3] [4] [5] for a local approximation of the objective function. For a global search we use the cutting angle method [1, 2, 6, 12] ). We propose the algorithm for minimization that is based on the use of discrete gradients and the cutting angle method.
The proposed algorithm was applied to two classes of global optimization problems. One of these classes consists of well-known test problems with smooth objective functions (see [23] ). The other class consists of problems with the objective function of the form
is a finite set of points. Note that f depends on n Á k variables. The function f in Equation (1) is called a cluster function (see, [9] and references therein). Such a function is used in cluster analysis. Many location problems can also be reduced to the minimization of a cluster function (see, for example, [15] ). It is well-known that the cluster function has very many shallow local minima. We suggest a special method for the minimization of a cluster function which allows one to find a good initial point. In order to find such an initial point we need to solve an optimization problem of dimension n with non-smooth and non-convex objective function. We used the proposed algorithm for both the search of an initial point and the minimization of a cluster function.
