ABSTRACT. Motivated by applications to stochastic differential equations, an extension of Hörmander's hypoellipticity theorem is proved for second-order degenerate elliptic operators with non-smooth coefficients. The main results are established using point-wise Bessel kernel estimates and a weighted Sobolev inequality of Stein and Weiss. Of particular interest is that our results apply to operators with quite general first-order terms.
where X 0 ,Y 1 ,Y 2 , . . . ,Y r are real vector fields on R d , f : R d → R and * denotes the formal adjoint with respect to the L 2 (R d , dx) inner product. The goal of this paper is to study regularity of weak solutions v to the equation
on a bounded open subset Ω ⊂ R d where g : R d → R. In the broadest sense, we attempt to do this when f and the coefficients of X 0 ,Y 1 , . . . ,Y r fail to be smooth (C ∞ ) functions on Ω, and the operator L is degenerate elliptic.
Since research on this topic is vast, it is important at the outset to highlight previous work and note how this paper differs. The most evident difference from the seminal papers [7, 8, 22] and the references therein is our framework. As our motivations stem from similar partial differential equations arising in the theory of stochastic differential equations: we assume further regularity in f and the coefficients of X 0 ,Y 1 , . . . ,Y r and we consider non-negative distributional solutions v on Ω of (1.2). Therefore, our initial solution space consists of functions which are not weakly differentiable yet we are afforded the luxury of non-negativity of v. Another difference is that we seek a result in this setting that is strikingly reminiscent of Hörmander's hypoellipticity theorem [10] which can also give (provided the regularity of the coefficients of L permits) further regularity of solutions than Hölder continuity. In particular, we will see that to the vector fields X 0 ,Y 1 , . . . ,Y r , we may associate a family of smooth vector fields F on R d such that if Lie x (F ) = R d for every x ∈ Ω, then there exists S > 0 (which is a strictly increasing function of the level of regularity in the coefficients of L ) and δ > 0 such that for all distributions v of the type described above and all s < S v, L v ∈ H s loc (Ω : R) =⇒ v ∈ H s+δ loc (Ω : R). Notice here that the difference between Hörmander's original result and the one proven here is that the implication above is only valid up to s < S whereas Hörmander's theorem holds for all s ∈ R. This should be expected, as regularity of solutions in general cannot greatly exceed the regularity of the coefficients of the differential operator L governing them.
The two main strengths of our result are:
• We can apply it to situations where X 0 is indispensably needed to generate directions in Lie(F ). To our knowledge, regularity estimates have not been obtained for operators of this form in such generality.
• Because we opt to carry out much of the psuedo-differential calculus in physical space (as opposed to Fourier space), sharper estimates are deduced for the parameter S above. Although we choose not to take this approach, the problem of this paper can be studied probabilistically using the Malliavin calculus. In fact, this stochastic calculus of variations was initiated by Malliavin in [18] to give a probabilistic proof of Hörmander's original result. His program was subsequently carried out in a number of works [2, 3, 17, 15, 16, 19] and, since then, research has largely centered on extensions in a direction different than the one taken in this paper [4, 9, 20] . That being said, however, sufficient conditions for the existence and regularity of probability density functions corresponding to stochastic differential equations have been given before [13, 21] but not in the same light as here. In future work, it may be interesting to take an in-depth look at the problem from this perspective to see if further insight can be made.
It is also important to point out that there are a plethora of special forms of L where our general result does not give optimal regularity of v. For example, if L commutes with certain psuedo-differential operators this can induce (see [26] ) local smoothness of v in a fixed direction which can then imply regularity in others via the relation L v = g. Although we cannot hope to cover all of these cases in the general setting, we layout a framework that can still yield similar results. In particular, from this paper one can extract results for the parabolic operator L − c∂ t , c = 0 constant, as well.
The structure of this document is as follows. In Section 2, we fix notation and state the main results. In the same section, the main results are then applied to a concrete example. Section 3 outlines the proof of the main results and gives some intuition behind the arguments which establish them. In Section 4, we derive pointwise Bessel kernel estimates which are then used indispensably in Section 5, Section 6, and Section 7 to establish the essential Sobolev and commutator estimates. (4) , . . . in the context of various norms to indicate that the supremum has been taken over all derivatives of, respectively, order one, two, three, four, . . ..
THE STATEMENT OF THE
(Ω) denotes the set of non-negative distributions v on Ω. Because L is a linear operator, it suffices to study regularity of v in a small open subset containing the origin. In particular, we assume throughout that 0 ∈ Ω.
Depending on which directions in L are needed to span the tangent space, we will employ one of the following two base regularity assumptions on the coefficients of L :
. ., r each of the following is finite:
Remark 2.1. The assumption that the coefficients of L are both globally defined and compactly supported is solely for convenience.
Remark 2.2. One can replace the weight conditions in (A2) by general Sobolev inequalities (consult Corollary 5.1 and the proof of Theorem 5.2 to see how they are used). These are given as is for concreteness and simplicity.
To define the set of smooth vector fields F in the statement of the main results, let F 0 denote the class of Y ∈ TC ∞ 0 (R d : R) satisfying the following comparison condition: There exists a constant C > 0 such that
It is important to note here that the constant C is independent of u ∈ C ∞ 0 (R d : C). F B 0 denotes the set of ϒ ∈ T B 0 (R d : R) satisfying the same comparison condition. Remark 2.3. The comparison (2.1) mimics subuniticity as introduced by Fefferman and Phong [6] . The same condition has been used to obtain regularity of weak solutions when L is of certain, specific forms. See, for example, [26] .
Theorem 2.1. Suppose that for some
If one of the following two conditions is met:
, Theorem 2.1 b) retains Hörmander's result [10] when the weak solution v of (1.2) belongs to
Remark 2.5. One could think of the decomposition X 0 = X + ϒ as the linearization of the coefficients of X 0 about the origin. That is, one could think of X as being a constant vector field and ϒ as being a vector field which vanishes at 0. Therefore ϒ ∈ F B 0 provided its coefficients vanish sufficiently fast at 0, the speed of which is determined by the vector fields Y 1 , . . . ,Y r through the comparison condition (2.1).
Remark 2.6. In special cases (see [26] ), the conclusions of Theorem 2.1 can be improved if L commutes with certain psuedo-differential operators. In this way, one can extend and even improve the results given here for the parabolic case L − c∂ t , c = 0 constant, since [L − c∂ t , ∂ α t ] = 0 where α ≥ 0 is real. We now give an example to further illustrate the hypotheses and conclusions of Theorem 2.1. In the example, to obtain the compactly supported hypotheses on the coefficients, simply modify them appropriately outside of Ω.
Notice we have Y = (x 2 +y 2 ) 2k ∂ y ∈ F 0 for some integer k > 0 and we may set X = ∂ x in the decomposition X 0 = X +ϒ. It is easy to check that Lie
. By Sobolev embedding, v ∈ C t (Ω : R) for any t > 0 such that 1 +t < 2γ.
AN OUTLINE OF THE ARGUMENT
Here we outline the proof of Theorem 2.1 and give some intuition for why each part should hold under our hypotheses.
Similar to the arguments in [10, 12, 25] , the proof splits into two parts:
• The hypotheses of Theorem 2.1 imply that L is subelliptic in Ω; that is, there exists a δ > 0 such that for any Q ⊂ Ω compact:
. Here δ > 0 is the same constant as above. To see why subellipticity should be even remotely possible, we now prove the simplest bound giving the local smoothing estimates along the directions contained in F 0 . 
for all u ∈ S (R d : C).
Remark 3.1. After an application of the Cauchy-Schwarz inequality on Re(L u, u), notice we gain exactly one derivative along any direction contained in the set F 0 ∪ {Y 1 , . . .,Y r }. If these directions generate a basis, then L is subelliptic in Ω with δ = 1. If not, then we must seek more directions by taking iterated commutators of fields in F 0 or {X } ∪ F 0 . If a spanning set can be obtained in this way under our hypotheses, it will follow that L is subelliptic in Ω with some small parameter δ ∈ (0, 1).
The estimate for Y k u 2 now follows since X 0 + X * 0 + 2 f is a bounded function on R d . By definition of F 0 , the remainder of (3.2) follows immediately.
then subellipticity of L in Ω follows immediately by the arguments in [12] . Part of the novelty here is showing how to obtain subellipticity when Lie x (F 0 ) does not have a basis for some x ∈ Ω (see Example 1). In particular, being able to use X as in Theorem 2.1 to generate these additional directions while enforcing minimal regularity on the coefficients of L is one of our main results.
To show the second part of the argument, we will prove the following bound:
, and s < S where C > 0 is a constant and
, then the right-hand side above is finite, hence so is the left-hand side giving v ∈ H s+δ loc (Ω : R). Intuitively, (3.4) is obtained by replacing δ by s + δ and the L 2 norms by the H s norms in (3.1). To do this replacement, however, one has to do some nontrivial commuting of operators which is especially difficult under these regularity assumptions. Moreover, such commuting is only possible for s < S because a certain number of derivatives (depending on s) must be placed on the coefficients of L .
BITS OF PSUEDO-DIFFERENTIAL CALCULUS
Here we present mixture of tools from psuedo-differential calculus which are used in subsequent sections to prove the main results. To be blunt, there is nothing "new" in this section. In fact, the contents that follow have been well understood in certain circles for quite some time. That being said, however, this section is indispensable both as a clean, collected foundation from which the principal result can be established and as a broad picture of how one can bound various psuedodifferential operators with smooth or rough coefficients.
The section is split into two subsections, the first of which covers the usual psuedo-differential calculus of symbols in Fourier space. We will see that such analysis is most useful in dealing with smooth operators. The second part, therefore, outlines methods more amenable in the treatment of operators with rough coefficients. In essence, the main difference between the two programs is that, in the rough setting, most of the calculus is done in physical space (as opposed to Fourier space) via kernel estimates and integration by parts.
Before proceeding on to the individual subsections, we begin by introducing Bessel's operators B s , s ∈ R, which play a central role throughout the paper. Therefore, let B s :
Since derivatives in physical space transform into powers in Fourier space, B s simply plays the role of a well-behaved derivative of order s ∈ R.
Fundamental to utilizing Bessel's operators effectively is the ability to estimate compositions and commutators of operators with B s for various values of s ∈ R. Depending on the regularity of the coefficients of the operator, to do this one can take one of two paths as now described.
Smooth operators.
In the operator in question has smooth coefficients, one can work exclusively in Fourier space by bounding resulting kernels as in the next proposition.
measurable and satisfies
C := max Ç sup ξ ∈R d R d |K(ξ , η)| dη, sup η∈R d R d |K(ξ , η)| dξ å < ∞.
Then the operator K defined by Ku
Proof. This follows immediately from the Cauchy-Schwarz inequality. See, for example, Lemma 7.2.4 of [25] for a proof.
To apply Proposition 4.1, one needs to control sums and products of the symbols · s in the variables ξ and η. This can be done, though not optimally, using the following elementary inequality.
Proposition 4.2 (Peetre's Inequality). For every s
Proof. This is shown by direct computation (cf. Lemma 7.2.5 of [25] ).
We now state and prove a lemma giving the shortest list of estimates we will need when working with smooth operators. However short the list is, the proofs capture many important elements of the psuedo-differential calculus in Fourier space without requiring the introduction of general symbol classes.
Proof. We prove the inequalities in order. Writing Fu (β ) = B β Fu , note first that
By Proposition 4.2, we see that
decays faster than any polynomial in |ξ −η| as |ξ −η| → ∞, (4.3) follows by Proposition 4.1. For the second inequality, realize by the first inequality that there is a constant C > 0 independent of u such that
(4.4) now clearly follows from Parseval's identity.
For the third inequality, note that
. By the Fundamental Theorem of Calculus and the Cauchy-Schwarz inequality,
Hence by Proposition 4.2, there exists constants C,C ′ > 0 independent of u such that
As before, sinceF(ξ − η) decays faster than any polynomial as |ξ − η| → ∞, we see that by Schur's test
for some constant C > 0. Thus (4.5) now follows from Parseval's identity. Finally, to see why the fourth inequality holds, first write
The estimate for the first term on the right follows from an application of (4.5).
The estimate for the second term follows after applying the second inequality since
Remark 4.1. In the preceding arguments, note how the assumption F, G ∈ S (R d : R) was exploited. Certainly we do not need its full strength, but even if we were to keep careful track of how much decay inF,Ĝ at infinity gives the estimates in the fashion above, the assumptions on F and G produced would not be optimal.
In certain instances, one can do a similar analysis in Fourier space by, in light of Lemma X1 of [14] , either modifying or applying a result of Coifman-Meyer [5] . We, however, found the program in the originating space to be more illuminating and sharp.
In light of the previous remark, we turn our attention to: 4.2. Rough operators. First notice that B −s , s > 0, satisfies the relation (cf. [24] ):
where * denotes convolution and the kernel G s has the integral representation
Moreover for s > 0, the operator B −s and its corresponding kernel G s have the following properties (see [24] for (p1)-(p4) and [1] for the rest):
where
where ∼ denotes asymptotic equivalence;
Each of (p1)-(p9) is paramount to carrying out the calculus in physical space, in the sense that it allows one to do integration by parts and then bound the resulting quantities efficiently. The reader does not need memorize each of these properties; the list is simply to be referred to as necessary.
To afford flexibility later, it is convenient to work more generally with a class of kernels sharing similarities with G s . Therefore, for s > 0 let J s denote the set of functions J s : R d =0 → R which are finite linear combinations of functions of the form
where t > 0, and σ and τ are multi-indices satisfying |σ | − |τ| + t ≥ s. By linearity and the product rule, it is clear that if |σ |−|τ|+s ≥ t > 0 then we have the following closure
Moreover:
(3) For each t ≥ 0, there exist constants s i ≥ s + t and C > 0 such that
Proof. Fix s > 0 and let J s ∈ J s . Clearly by definition and (p2),
. To obtain the remainder of the lemma, let v ≥ 0,t > 0 and |σ | = k be such that v +t − k > 0. We first show that there exists constants
From this, we immediately deduce part (3) of the lemma and see that J s ∈ L 1 (R d : R), thus also finishing the proof of part (1) . To show (4.8), inductively compute derivatives of G t using (p5) and (p9) to see that the following estimate holds
, for some C > 0. Using this estimate, one can then deduce (4.8) by applying the asymptotic formulas contained in (p7) and (p8) case by case.
We have left to verify part (2) of the lemma. To see this, for t ∈ R define
We will first show by induction on k ≥ 1 that if |σ | + |τ| = k, then
where the sum is finite, c υ ∈ R, t υ − |υ| ≥ |σ | − |τ| + t. Consider the case when k = 1. Notice that
Moreover, any ∂ i H t is already in the prescribed form. Now suppose that the statement holds for each 1 ≤ k ≤ k ′ . We show that the statement is also valid for k = k ′ + 1. Consider first x σ D τ H t with |τ| ≥ 1. Then it follows that
where R is in the prescribed form by induction. Also, we may use the inductive assumption to write
where c υ ∈ R, t υ − |υ| ≥ |σ | +t. This now finishes the case when |τ| ≥ 1. If |τ| = 0 and σ = (i 1 , . . . , i k ), then
Now apply the same reasoning as in the case when |τ| ≥ 1 to finish the inductive argument. Part (2) of the lemma now follows by the inductive argument, standard Fourier analysis and (p3).
We conclude the section by proving two basic inequalities needed later. Below, we use the standard trick of assuming smoothness of the coefficients in question and then keep careful track of how estimates depend on various Hölder norms of these coefficients. Later, we will see how we can mollify, take limits, and then control various Sobolev norms that arise using the weighted inequality of Stein and Weiss [23] . Although the right-hand sides of these estimates below may appear puzzling, we must keep them until after mollification.
Recall that Ω ∋ 0 denotes an arbitrary bounded open subset of R d and that the notation g ′ , g ′′ , g ′′′ , g (4) , etc. means that the supremum of the norm in which it appears has been taken over all partial derivatives of order one, two, three, four,... respectively.
Lemma 4.3. Suppose that F, G ∈ S (R d : C). Then there exists a constant C
for all u ∈ S (R d : C). Moreover, for every γ ∈ (0, 1) there exists C 2 > 0 such that
Proof. We prove the inequalities in order. Let δ > 0 be arbitrary. Since 1 + γ > 1, integration by parts gives
We see that by (p3) and the convolution theorem the first term above has L 2 norm bounded by ∂ k (F)u (−1) . Similarly, the second term has L 2 norm bounded by F ∞ u . Since the constants in the estimates are independent of γ > 0, (4.9) now follows.
To obtain (4.10), fix γ > 0 and notice:
Using this expression, integrate by parts a few times to then see that
It is not hard to see that the last six terms above have L 2 norm bounded by
ó for some constant C > 0. For the remaining two terms, first write
Because of the difference ∆ F := F(x) − F(y), we are permitted to use integration by parts once more to see that
The first term above is easily seen to have the desired estimate. For the second and last term, use the norm |F| 1 on the last term and Lemma 4.2 part (3) to obtain
for some J s ∈ J s with s ≥ γ > 0 and some constant C > 0. Standard Fourier analysis then finishes the result.
REDUCING SUBELLIPTICITY TO THE KEY ESTIMATES
In this section, we assume the two estimates claimed in the following lemma and use them to prove L is subelliptic in Ω for some δ > 0. Such estimates arise naturally when attempting to bound commutators with X as in the decomposition X 0 = X + ϒ introduced in Section 2.
Lemma 5.1. Fix α ∈ (1, 2) and let J ∈ J α . Consider the operator M :
Then for all Q ⊂ Ω compact and any number γ ∈ (2 − α, 1), there exist constants C 1 ,C 2 > 0 such that the following estimates are valid for all u ∈ C ∞ 0 (Q : C):
The proof of this lemma constitutes all of Section 7 which is why it is deferred until then. Nevertheless, it illustrates the power of the psuedo-differential calculus in physical space since it can give careful dependence on the smoothness of the coefficients of the vector field V .
To give concrete bounds on the Sobolev norms as in the lemma above, we will employ the following weighted inequality: ≤ C u for all u ∈ C ∞ 0 (Q : C). Remark 5.1. In particular for the right choice of parameters s,t, the action of the kernels can help "erase" certain types of singularities.
We will see in a moment that Corollary 5.1 is a simple consequence of the behavior of the kernel G t near the origin and the following weighted Sobolev inequality [23] .
Proof of Corollary 5.1. Notice by smoothness of G t away from the origin and the formulas (p5), (p7), and (p8), there exists a constant C > 0 independent of u such that
Using the notation in the statement of Theorem 5.1, pick β = t, µ = 0 and note that the corollary now follows since u is compactly supported in Q.
So that we can apply the results above, throughout this section we mollify selected coefficients of L . Fixing ε > 0 and letting ρ ε : R d → [0, ∞) be a smooth mollifier, define
Notice that we did not change f in L ε . This is because it does not play a major role in the arguments here.
If u ∈ C ∞ 0 (R d : C), observe that (A1) gives the following convergences in the L 2 sense as ε ↓ 0:
Moreover, note that mollification remains "well-behaved" in the Lipschitz norm
Since we have already seen that L locally smooths along the directions contained in F 0 , we now show the same is true for the direction determined by the vector field X where
Lemma 5.2. Suppose that X
, and let Q ⊂ Ω be compact. If (A2) is satisfied, then for each γ > 0 there exists a constant C > 0 such that
Proof. Let ε, γ > 0 be arbitrary and write
First realize by (4.9) and the preceding remarks, we have
Thus, by the above,
where the constant is again independent of ε, γ. Using this and applying (4.10), we obtain
where C 2 may depend on γ but not on ε. Putting all estimates together, we find that
To take the limit as ε ↓ 0, first note that by (A2)
In particular, we have that
Since the constants in the inequality above are independent of ε, taking ε ↓ 0 and then applying Proposition 3.1 we find that
for some constant C > 0 independent of u. Applying Corollary 5.1 using the weighted inequalities in (A2) finishes the estimate for X 0 . The bound for X now easily follows as well. 
Theorem 5.2. Let Q ⊂ Ω be compact and γ ∈ (0, 1) be arbitrary, and suppose that (A2) is satisfied. If V k ∈ F k and ε ≤ 2 −k , then there exists a constant C > 0 such that
for all u ∈ C ∞ 0 (Q : C). As discussed previously in Remark 3.2, an immediate consequence of the proof of Theorem 5.2 is the following: 
for all u ∈ C ∞ 0 (Q : C). Hence if we only need fields in Lie(F 0 ) to span the entire tangent space, we only need to employ the weaker base regularity assumption (A1).
Proof of Theorem 5.2.
The proof will be done by induction on k ≥ 0. The case when k = 0 follows by Proposition 3.1. Note, moreover, as a consequence of Lemma 5.2, the case when V k = X is immediate. Therefore, suppose that either
By the inequalities (4.3) and (4.4) and the inductive hypothesis, the first two terms in the last equality above have the required estimate. Thus we have left to bound the final four terms. Note first that
can be estimated as desired by induction and the inequality (4.6), thus leaving
to bound. For these terms, assume first that V ∈ F k−1 , W ∈ F 0 . Then the estimates for
follow by induction, the inequalities (4.4) and (4.6), and Proposition 3.1. Now suppose that V ∈ F k−2 , W ∈ F 1 . By the previous argument and the Jacobi identity, we may suppose that W = X . For the term (X u,
Note that since k ≥ 2, this term has the claimed estimate by Lemma 5.2 and (4.6), leaving (Vu, AX u) − (X u, AVu) to bound. Recall that X 0 = X + ϒ where ϒ ∈ F B 0 . Hence we may write
Substituting the expression above for X into
we realize the terms involving L , ϒ, and f can be bounded as desired as in the case when V ∈ F k−1 , W ∈ F 0 . Thus we have left to estimate 
Since all other terms will have the correct estimate when taking ε ↓ 0, we now focus our attention on the last term
Here we seek to apply Lemma 5.1. First write
Notice M is the finite sum of terms of the required form of Lemma 5.1. Thus, letting
now apply Lemma 5.1 to see that
By (A2), we may exchange derivatives with integration in the convolution terms. Thus, taking the limit as ε ↓ 0 and then applying the weighted inequalities in (A2) finishes the proof.
We now use the previous result to prove that L is subelliptic under the hypotheses of Theorem 2.1.
Theorem 5.3. Suppose either (A1) is satisfied and Lie
Proof. We follow the arguments given on p. 196-197 of [25] . Fix Q ⊂ Ω compact. By hypothesis, for each x ∈ Ω there exist vector fields X x 1 , . . . ,
Considering the matrix A(x, y) with columns X x 1 (y), . . ., X x d (y) we see that for each x ∈ Ω, det(A(x, x)) = 0. In particular since each X x i has smooth coefficients, the set U (x) = {y ∈ Ω : det(A(x, y)) = 0} is non-empty and open. Moreover,
Since Q is compact, we may extract a finite sub-cover U (x 1 ), . . . ,U (x n ) of Q. Hence by Theorem 5.2, there exist smooth vector fields Z 1 , Z 2 , . . . , Z k and constants δ ∈ (0, 1], C > 0 such that
where each a l ∈ C ∞ (Q : R). The result now follows.
PROOF OF THEOREM 2.1 ASSUMING SUBELLIPTICITY
In this section, we prove Theorem 2.1 assuming L is subelliptic in Ω of some parameter δ > 0. Because we need to be able to work with distributions v ∈ D ′ ≥0 (Ω) as opposed to smooth functions, we begin by deriving some auxiliary results involving mollifiers and regularized kernels. dx) . The kernel G ε s will serves as a smooth approximation to G s .
We first need the following proposition:
, the usual convolution theorem does not immediately apply here.
by smoothness of the kernels away from the origin and the asymptotic formulas (p7) and (p8). To compute their Fourier transforms, letting ϕ ∈ S (R d : C) and ε 1 , ε 2 > 0 we make use of the relation
In particular, the right-hand side of (6.1) ap-
To see what happens to the left-hand side, note first that since we have regularized G s and G t we may write
, by the dominated convergence theorem we may take the limit as ε 2 ↓ 0 inside both integrals on the right-hand side above to obtain the desired formula for
The derivation of the formula for ' G t G s follows exactly in the same manner.
By the structure of distributions belonging to D ′ ≥0 (Ω), we recall that (see for example [11] ) any v ∈ D ′ ≥0 (Ω) can be identified with a positive measure m v on Ω through its distributional pairing ·, v ; that is, we have the following for all φ ∈ B 0 (Ω : R):
This is an extremely important observation as it allows for a number of conveniences in this section.
Using the previous proposition, we now show how we plan to bound remainder terms that will arise in various situations. 
Proof. In this proof, C will be used to denote a generic positive constant independent of ε; its value may change from line to line. There are two cases: ⌊s⌋ > |σ | =: k and ⌊s⌋ ≤ |σ | = k. Suppose first that ⌊s⌋ > |σ | = k. Then it follows by Lemma 4.2 that
, finishing the proof in this case. Now suppose that ⌊s⌋ ≤ k = |σ |. Let τ ≤ σ be a multi-index with |τ| = ⌊s⌋ and notice now that since s > ⌊s⌋
By inducting on j 1 = 0, . . ., k − ⌊s⌋, one can integrate by parts to deduce the following estimate
where s l ≥ s − ⌊s⌋. If α − (k − ⌊s⌋) ≥ 0, we can use the same line of reasoning in the first case to establish the result. If, however, α − (k − ⌊s⌋) < 0 first notice that −r := α − (k − ⌊s⌋) > −1. But since m v is a positive measure, we see that for ψ ∈ C ∞ 0 (Ω : [0, ∞)) with ψ ≡ 1 on supp(ϕ):
First observe that
For the remaining term, apply Proposition 6.1 and non-negativity of v to see that for ψ ∈ C ∞ 0 (Ω : [0, ∞)) with ψ ≡ 1 on supp(ϕ):
Note that the penultimate line above follows by smoothness of the kernels away from the origin and the asymptotic formulas (p7) and (p8). This finishes the proof.
Recalling that L = r j=1 Y * j Y j + X + f , we now use the previous lemma to establish the following: 
Proof. Again, C will denote a positive constant independent of ε. Here we write for simplicity
Since f ∈ C s + 0 (R d : R) for all s < s + < s * , we now find by Lemma 6.1 and the correspondence in Fourier space that
Next we turn our attention to bounding sup ε∈(0,1) [X 0 , A ε s ]v . Interpreting derivatives in the weak sense, realize first that
) is such thatη = 1 on supp(η) and sup ε∈(0,1) T ε v < ∞. Since X 0 ∈ TC s + +1 0 (R d : R) for any s < s + < s * , we can do the same Taylor formula trick as in the case of [ f , A ε s ]v above on both remaining terms and conclude that sup 
By linearity, to prove the above it suffices to show
where f , g ∈ C
To show this, it is helpful to apply the product rule all the way through the convolution operator B ε s . For example, we expand each term as follows:
where of course all derivatives are interpreted in the weak sense with respect to the distributional pairing ·, · . Doing this to the full operator we obtain
where sup ε∈(0,1) T ε 0 v < ∞. After integrating by parts and applying Taylor's formula on each term, we obtain the claimed estimate since f , g ∈ C s + +2 0 (R d : R) for any s < s + < S. This finishes the proof of the lemma.
Finally we conclude this section by proving the following result which establishes Theorem 2.1 assuming the estimates of Lemma 5.1 are true.
Theorem 6.1. Under the hypotheses of Theorem 2.1, fix s < S and suppose that
(Ω : R) be arbitrary, our goal is to show that ψv (s+δ ) < ∞ for s < S, s / ∈ Z. Note that we need not show the result for integer values of s. Let k be the smallest non-negative integer strictly larger s and notice by Fatou's lemma applied in Fourier space
Fixing |σ | ≤ k, our goal now is to show that lim sup
We will accomplish this by bounding
where η is any function with η ∈ C ∞ 0 (Ω : [0, 1]) and η ≡ 1 on supp(ψ). Letting A ε s = ψD σ B ε s−k η and using the fact that L is subelliptic of order δ ∈ (0, 1) in Ω, we obtain is more involved and we begin by further decomposing (III) ′′ . Realize by Taylor's formula we have
Using the assumed regularity of Y l,m j and Lemma 6.1, we can obtain the bound the desired bound for R:
Moreover, any terms in the sum above with |τ| ≥ 2 also have the same estimate as
where T satisfies the following bound
for some B ε s which is the sum of terms of the form required in Lemma 6.2. Doing as before with (II), the result now follows by Lemma 6.2.
THE COMMUTATOR ESTIMATES
The goal of this section is to prove Lemma 5.1. Even though the argument establishing this result is long, the idea behind it is basic. First, we will write out the operator [V, M] explicitly, noting it can be decomposed as the sum of operators of a small number of distinct forms. Using the Bessel kernel estimates of Section 4, we will then bound each of these quantities and their commutators with V in the claimed fashion.
Part of the novelty in the following computations is knowing when and how to integrate by parts so that minimal regularity on the vector field V is enforced.
So that the mathematical expressions of this section are compact, for k ≥ 1 and
whenever it is defined. If k = 1, as in Section 4 we will simply write ∆ g instead ofRecycling the notation for J above, observe that each term in
is of one of the following eight general forms
We use the capital letters F and G to emphasize those terms which may depend on the coefficients of V .
Bounding A i u (−β )
. Let β > 0 be such that α + β > 2 and fix γ ∈ (2 − α, 1). We now estimate A i u (−β ) for i = 1, 2, . . ., 8 while keeping careful track of how the constants in the bounds depend on F and G. As in previous arguments, all constants below will depend on Q but not on u ∈ C ∞ 0 (Q : R). Referring to Section 4, Lemma 4.2 is easily seen to imply the following bounds:
where C 1 ,C 2 > 0 are independent of F and G. To bound A 3 u (−β ) first notice
Again, applying Lemma 4.2 we find:
we also obtain the bound:
In a similar fashion, it is not hard to see that where the last equality follows by integration by parts. From this, we see that
where C > 0 is independent of F. Putting the bounds for T 1 u and T 2 u together we see that 
where C 6 > 0 is independent of F. Using the very same process as in the estimate for A 6 u (−β ) , we also obtain the following bounds: Using this expression, it is not hard to obtain the estimate: Unraveling the previous expression further we obtain
From this expression we may deduce the bound 
