Abstract
Introduction
Web services constitute a key technology for providing interoperability among heterogeneous systems and integrating inter-organization applications. Due to the increasing popularity and availability of Web services, the problem of discovering appropriate services to meet the user requirements or compose complex workflow processes is a critical issue [7] . Current standards for describing and locating Web services, such as WSDL and UDDI, focus on syntactic aspects of a service and keyword-based matching. On the other hand, Semantic Web [4] is emerging as a vision to enhance the current Web with machine-processable metadata, giving formal and explicit meaning to the information, thus allowing the vast information available online to be processable not only by humans but also by software agents.
Three main approaches have been proposed for bringing semantics to Web services: OWL-S [5] , WSDL-S [1] and WSMO [17] . The main idea is to use appropriate ontologies to semantically annotate several aspects of a Web service, such as inputs, outputs, preconditions, and effects, as well as non-functional parameters (e.g., QoS aspects), allowing software agents to reason about service descriptions and pursuit a high degree of automation in performing fundamental tasks such as service discovery and composition.
Matchmaking for semantic Web services is based on the use of logic inference to check for equivalence or subsumption relationships between ontology classes. However, given that an exact match is often not possible, a ranking mechanism is required to facilitate the selection of a service that most closely matches the requested capabilities. The ability of a search engine to rank the returned results is essential for two reasons. First, there is potentially a huge number of results partially matching the request. Then, ranking facilitates the location of the most suitable candidates. Second, users often do not have sufficiently clear information needs. Thus, consequent searches may be performed, and the ranking of intermediate results provides useful feedback for refining the search criteria until converging to a search that retrieves the truly requested item(s).
Contributions. In this paper, a mechanism is proposed for ranking semantic Web service advertisements with respect to a servicer request. Specifically, our main contributions are as follows.
• A ranking mechanism is proposed to facilitate the process of semantic Web service discovery, based on assessing the semantic similarity between the request and service parameters.
• Matching is based on the well-known evaluation measures adapted from the area of information retrieval: recall and precision. Both measures are customized and used to express the extent of match between a service request and an advertisement, allowing for the matching function to be asymmetric, so as to distinguish whether the service capabilities are a superset or a subset of the request.
• The matching function considers the semantic information encoded in the domain ontology, including both the class hierarchy and the properties of classes. Thus, it is applicable to both taxonomies and more expressive ontologies, such as OWL [13] ontologies.
• Matching is also performed on service preconditions and effects, apart from input and output parameters.
• The ranking mechanism is flexible and customizable, and may be adapted to support specific application needs or user requirements and preferences.
Outline. The rest of the paper is structured as follows. Section 2 reviews related work. A reference example is introduced in Section 3 to motivate and clarify our approach. The proposed ranking mechanism is presented in Section 4. Section 5 discusses several properties of our approach, while Section 6 concludes the paper.
Related Work
Early works on Web service discovery have concentrated mostly on keyword-based search, with UDDI receiving most attention and becoming the de-facto industry standard. Even though UDDI provides syntactic interoperability and a classification scheme to describe the service functionality, its search capabilities are limited due to the lack of explicit semantics. Therefore, several works have been proposed describing how to efficiently integrate semantic Web service descriptions into the UDDI registry [2, 10, 14, 15, 19] .
The problem of semantic Web service discovery has been investigated in [15] , where four degrees of match are identified, based on the existence of subsumption relationship between concepts contained in the request and the advertisement. In particular, the match is called exact, if the request is equivalent to or direct subclass of the advertisement; plug-in, if the request is subsumed by the advertisement; subsume, if the request subsumes the advertisement; and fail, if there is no subsumption relation. In [11] the last case is further distinguished in intersection, if the intersection of the request and the advertisement is satisfiable, and disjoint, if the two concepts are disjoint. Also, the match is considered exact, only when the two concepts are equivalent. Even though these approaches allow for asymmetry in the matching, by distinguishing between the cases plugin and subsume, they only rank the matches in a discrete scale, according to these identified types, without specifying a way for ranking services within the same type of match.
In [6] a semantic matching algorithm is presented, based on Tversky's feature-based similarity model [20] . The algorithm assesses the similarity between requested and offered inputs or outputs, by means of the proportion of shared properties between the corresponding concepts, instead of using the concept hierarchy. In contrast to the previous approaches, the result of the matching algorithm is a continuous value in the range [0..1]. However, even though the proposed matching function is asymmetric, asymmetry is achieved by assigning a score equal to 1 to one of the two alternative cases, which does not allow to differentiate services within this case, and is also the same score used for an exact match. Furthermore, the algorithm does not consider additional details about the properties of the concepts, such as the existence of property hierarchy or restrictions. Moreover, this approach, as well as the previous ones, do not address the matching of preconditions and effects.
In [8] the authors propose a method for matching OWL-S annotated services, by defining a similarity measure for OWL objects, based on the ratio of common RDF tripples in their descriptions. To measure the information content of a triple, they use the notion of "inferencibility" of a tripple t, which is defined as the number of new RDF tripples that can be generated by applying a set of inference rules to t. Therefore, this approach depends on the considered OWL constructs and set of inference rules. Furthermore, the proposed similarity function is symmetric.
Finally, several works exist addressing the issue of semantic similarity between concepts in a taxonomy. In [16] the notion of information content is used to define the similarity between two concepts. The information content of a concept is defined as the negative logarithm of the probability of encountering an instance of that concept. The similarity between two concepts is then assessed by the information content of their most specific common ancestor. In [12] a domain-independent, information-theoretic definition of similarity is provided, and its applicability in different domains is demonstrated. The similarity between two concepts is measured by the ratio of the amount of information needed to state their commonality and the information needed to fully describe them. These approaches are not directly applicable in our case for three reasons: (a) they rely on the existence of a probabilistic model for the domain; (b) they consider only the concept hierarchy; and (c) they are symmetric. Another semantic similarity function is presented in [18] , which allows similarities to be asymmetric. However, asymmetry is "hard-coded" in the similarity function. Additionally, the similarity function is based on the number of descendants of the compared concepts, and therefore the similarity decreases with the hierarchy depth.
A Reference Example
Assume a simple scenario where the user is interested in watching a movie and is searching for a Web service that, given as input some details about the movie, returns information about available cinemas and showtimes. To semantically describe the request and the service capabilities, a sample ontology is considered, as shown in Figure 1 . The figure displays the class hierarchy. The properties of a class are shown inside brackets. For subclasses, only the additional properties and/or restrictions are displayed. For instance, class P opMovie inherits properties hasT itle, hasDirector and hasActor from class Movie, and also has the additional property hasLeadActor, the range of which is restricted to the class F amousActor. Property hasLeadActor is a subproperty of hasActor.
The service request and advertisements consist of one input parameter, corresponding to the type of movie, and 
Figure 2. Service request and advertisements
two output parameters, corresponding to the type of cinema and showtimes. Each parameter is annotated by specifying its corresponding class in the sample domain ontology, as shown in Figure 2 . Based on the specified annotations, one can notice, for example, that advertisement Adv 1 satisfies only partially the user request, because it deals only with movies from European directors, luxury multiplex cinemas and evening showtimes, while, on the contrary, advertisement Adv 2 is more generic, as it refers to any type of movie, cinema and showtimes.
Ranking Semantic Web Services
In this section, we propose a similarity metric for ranking semantic Web services with respect to a user request. In particular, we consider several types of semantic information available in the ontology in a modular way, and propose the use of recall and precision to measure the degree of match between the request and the advertisement. In what follows, we consider a semantic Web service as a tuple SW S(S IN , S OU T , S P R , S EF ), where S IN and S OU T are two sets of classes in the domain ontology corresponding, respectively, to the service input and output parameters, while S P R and S EF are two sets of logical formulae denoting the service preconditions and effects.
Using recall and precision for matching services
Recall and precision are two widely used measures for evaluating the performance of Information Retrieval systems [3] . Recall is the proportion of relevant material actually retrieved in answer to a search request. Precision is the proportion of retrieved material that is actually relevant. A single measure combining recall and precision is the weighted harmonic mean, a.k.a. the F-measure. The general formula for non-negative real a is:
Choosing a > 1, weights recall more than precision. In the literature, typical values for a are 0.5, 1, and 2.
We revisit the definitions of recall and precision measures for expressing the degree of match between a service request, denoted by the class C R , and a service advertisement, denoted by the class C A . C R and C A refer to service inputs or outputs. In subsection 4.3, we extend the use of recall and precision to cover also preconditions and effects.
For the task of matching a service parameter C A to a request parameter C R , the relevant items are the instances of C R , while the retrieved items are the instances of C A . Thus, recall and precision have the following meaning:
Recall is the proportion of instances of C R that are also instances of C A .
Precision is the proportion of instances of C A that are also instances of C R .
Formally:
The above definitions for recall and precision have the following properties:
• When the request is equivalent to the advertisement, i.e., C R ≡ C A ≡ C R C A , then recall = 1 and precision = 1, meaning that the service capabilities exactly match the user needs.
• When the request is more specific than the advertisement, i.e., C R C A , then C R C A ≡ C R , thus recall = 1 and precision < 1, meaning that the service capabilities are a superset of the user needs.
• When the request is less specific than the advertisement, i.e., C R C A , then C R C A ≡ C A , thus recall < 1 and precision = 1, meaning that the service capabilities are a subset of the user needs.
• When the request and the advertisement overlap, i.e., ¬(C R C A ⊥), then recall < 1 and precision < 1, meaning that some of the service capabilities match some of the user needs.
• Finally, when the request and the advertisement are disjoint, i.e., C R C A ⊥, then recall = 0 and precision = 0, meaning that the service capabilities do not match the user needs.
Observe that our approach allows the degree of match to be specified in a continuous scale, while maintaining a direct correspondence to the types of match established in related work, namely exact, plug-in, subsume, intersection, and disjoint [11, 15] .
Calculating recall and precision
In general, the number of instances of a class is not known. Therefore, the exact values of recall and precision can not be calculated by means of equations (2). Nevertheless, an estimation of recall and precision can be made, by comparing the two classes based on their semantic descriptions and the application ontology.
An ontology consists, at the very least, of a hierarchy of classes. Classes may be described by properties, which may also be hierarchically structured. Further, it is possible to assign value or cardinality restrictions to the properties of a class. In the following, we present a way to estimate the values of recall and precision taking into consideration the above types of semantic information encoded in the ontology. Notice that the derived formulae are actually applied when the type of match is either plug-in, subsume or intersection. When the request and the advertisement are inferred to be equivalent (disjoint), then both recall and precision are equal to one (zero) and no further calculation is needed.
Notation. P (C) denotes the set of properties of a class C. A(C) and A(P ) denote, respectively, the set of superclasses of class C and the set of superproperties of property P . p i (C) refers to the i-th property of class C.
Recall and precision based on the class hierarchy. A common approach for measuring the similarity between two classes in a taxonomy is by means of the ratio of their common ancestors [12, 16] . Given that the number of instances of a class is inversely related to the depth of this class in the hierarchy, i.e., to the number of its superclasses, recall and precision are estimated as follows:
Observe that the values of recall and precision obtained from equations (3) adhere to the properties discussed in subsection 4.1. For example, if C R C A , then A(C R ) ⊇ A(C A ), and therefore recall = 1 and precision < 1. Figure 3(a) displays the values of recall and precision for each input and output parameter of each service advertisement considered in the reference example, with respect to the corresponding parameters of the user request. Notice that we include in the set of superclasses of a class the class itself, but not the root of the class hierarchy (e.g., the class owl:T hing in an OWL ontology). That is, top level classes are considered to be disjoint.
Recall and precision based on class properties. When classes are described by properties, this information can contribute in assessing their degree of similarity. Similarly to the previous case, we can use the ratio of common properties between two classes, as a measure of their similarity. In particular, we can estimate recall and precision by: Figure 3 (b) illustrates the results from equations (4) for the sample services of the reference example. Notice how the values change compared to Figure 3(a) . For instance, the recall between P opMovie and P opMovieEuro is now equal to one, because the two classes share the same properties. Similarly, the precision between P opMovie and Movie is now higher, because their common properties are again considered. Equations (4) are not applicable for the class Showtimes and its subclasses, because no properties are assigned to them.
Property hierarchy. Next, the existence of property hierarchy is considered. In order to calculate the recall and precision between two classes based on their set of properties, we first calculate the recall and precision between their individual properties. The calculation of recall and precision for two properties, w.r.t. the specified property hierarchy, is done similarly to the respective calculation for classes, namely by the ratio of their common superproperties:
The recall and precision between two properties may be used to calculate the recall and precision between two classes. For each property of one class, the property of the other class that has the highest recall or precision, accordingly, is found (if any) and then, the average is estimated by equations (6) . Notice that if no subproperties exist, then equations (6) are equivalent to equations (4). 
For the reference example, considering that hasLeadActor is a subproperty of hasActor, the precision between P opMovie and Movie is: prc(P opM ovie, M ovie) = (1 + 1 + 1 + 0.5)/4 = 0.875
Value restrictions. Often one class extends another not (only) by defining additional properties, but (also) by imposing restrictions on the values of already existing properties. Therefore, we extend equations (5) to account also for the recall and precision between the ranges of the properties. As it is typically the case for aggregating ratios, the geometric mean of the similarity of the properties and the similarity of their ranges is used:
where r(P ) denotes the (possibly restricted) range of property P . It is often the case that two different, unrelated properties have the same (or similar) ranges. However, in such cases the similarity between the ranges of the properties should not be taken into account. Indeed, if the compared properties have no common superproperties, then the geometric mean is zero. The recall and precision between two classes is now derived from equations (6), using equations (7) instead of (5) to calculate the recall and precision of their properties.
For example, considering value restrictions, the recall between P opMovieEuro and P opMovie is:
recall(P opM ovie, P opM ovieEuro)= (1+ √ 1 * 0.5+1+1)/4=0.927 Cardinality restrictions. Apart from restricting the value of a property, it is also possible to restrict its minimum and/or maximum cardinality. With respect to minimum cardinality restrictions, the similarity could be assessed by sub- tracting the minimum cardinalities of the two properties, using zero as the default value. However, this is not applicable for maximum cardinality restrictions, since the upper bound in this case is infinite. To get around this, when a cardinality restriction on a property P is encountered in the calculation, we create a (temporary) subproperty of P and use it to replace this restriction. If both of the compared classes define a cardinality restriction on the same property, the substitute properties are hierarchically structured according to their respective lower and/or upper bounds. That is, assuming two cardinality restrictions on property P, denoted by P max1 min1 and P max2 min2 , if, for instance, min 1 > min 2 and max 1 < max 2 , then the substitute properties will be P 1 P 2 P . The calculation of recall and precision is then done as previously, using equations (6) and (7) .
For example, considering cardinality restrictions, the precision between M ultiplex and Cinema is: precision(M ultiplex, Cinema)=( √ 0.5 * 1+1)/2= 0.85 Figure 4 displays the values of recall and precision for the reference example, based on the properties of the classes, and considering the property hierarchy, as well as value and cardinality restrictions.
Matching preconditions and effects
In the previous section, we have dealt with the matching of input and output parameters. However, a service description consists also of a set of preconditions and effects, which describe the state change produced by the execution of the service. The preconditions of a service is a set of logical formulae, all of which must hold in order for the service to execute successfully. Effects are another set of formulae, which hold after the successful execution of the service. In the following we present how the use of recall and precision is extended for matching between request and ad- to denote, respectively, the sets of preconditions and effects specified by the user and the service.
PRECONDITIONS EFFECTS
Regarding service effects, a service advertisement satisfies the user needs, if all the effects requested by the user are true under the effects provided by the service, i.e.,
We denote by φ Ref the subset of φ Ref containing the effects satisfied by the service. On the other hand, the service may have additional, possibly undesirable, effects. Thus, we need to distinguish between the effects of the service that are actually required to satisfy the request and other "side-effects". We denote by φ Aef the subset of φ Aef containing the effects φ i for which the following holds:
Therefore, we extend the definition of recall and precision for matching service effects as follows:
Recall ef is the proportion of effects requested by the user that are satisfied by the service.
P recision ef is the proportion of service effects required to satisfy the effects requested by the user.
Regarding service preconditions, the only difference is that in order to use the service, the user must provide sufficient conditions to satisfy the service preconditions. Therefore, the preconditions required by the service are considered as relevant, while those provided by the user are considered as retrieved. Thus, using corresponding notation, we have:
Recall pr is the proportion of service preconditions that are satisfied by the user.
P recision pr is the proportion of conditions provided by the user that are needed to satisfy the service preconditions.
To demonstrate the matching process for service preconditions and effects, we extend the reference example, by assuming that the candidate services allow also for ticket reservations. Suppose that the request and service preconditions and effects are as shown in Figure 5(a) , where the logical formulae φ 1 , φ 2 , φ 3 and φ 4 express, respectively, the following conditions: "the user possesses a valid credit card", "the reservation is done 3 days in advance", "the credit card is charged" and "the tickets are reserved". The results are shown in Figure 5 (b).
Combining partial results
The partial results described in the previous two sections are useful for providing a more in-depth analysis of the match between the service request and the service advertisement, allowing for higher control in the selection process and providing useful insight in refining the search criteria. However, an aggregated result is also required, so that a single list of ranked services may be returned to the user. A single measure indicating the degree of match between the user request and the service advertisement is derived by combining the partial results, using appropriate weights to determine the relative emphasis given on each parameter.
The first step is to combine the values of recall and precision obtained by the class hierarchy and the class properties (if any), using the geometric mean:
The results regarding the reference example are illustrated in Figure 6 (a).
Equations (10), as well as (3) and (6), refer to a single input or output parameter. However, a Web service typically has multiple inputs and outputs. In this case, the best match is identified for each parameter, and then the average match over all parameters is returned. That is, if S RI and S AI are the sets of request and service inputs, respectively, then: Matching multiple outputs is done similarly. Notice that a weighted average can be used instead, so that the user may give different emphasis on the various parameters. Figure 6 (b) displays the results for the reference example, aggregating the values of recall and precision for the two output parameters.
Finally, the results from matching inputs, outputs, preconditions and effects are combined, using appropriate weights to determine the relative emphasis of each factor. (12) The weights in equations (11) and (12) reflect the user preferences. That is, a more advanced search interface may be presented to the user, allowing the association to each search parameter (or type of parameters) a degree of importance, indicated in a pre-defined, discrete scale (e.g. "low", "medium", "high"). Also the user may omit some parameter type(s), in which case the corresponding weight is set to zero. For instance, if the user does not specify any preconditions, then w pr = 0.
To obtain a single score for each service advertisement, the values of recall and precision are combined using the F-measure (see equation (1)).
The final results for the reference example are displayed in Figure 7 . For this example, we have assumed that all input and output parameters are considered of equal importance. Outputs and effects are weighted twice as much as inputs and preconditions, i.e. w out = w ef = 2 w in = 2 w pr . The reason for this is that mismatches regarding inputs and preconditions may be resolved by the user, by providing additional information, probably by using the results of other services. For the F-measure, the value α = 2 was selected, so that recall is weighted twice as much as precision.
As shown in Figure 7 , advertisements Adv 2 and Adv 3 provide the best matches, with the first having a slightly higher rank. Indeed, as can be observed from Figures 2 and 5, the capabilities of these services are a superset of the requested capabilities. Adv 2 has a lower precision regarding output parameters (Fig. 6b) , however, this is compensated by a higher precision regarding preconditions (Fig. 5b) . 
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Properties of the Ranking Mechanism
In this section, we discuss several important properties of the presented approach for ranking semantic Web services.
Similar to previous works in this area [15, 11] , the proposed discovery mechanism uses the available semantic information provided by the domain ontology and performs logic inference to estimate the degree of match between the service capabilities and the user request. However, the degree of match is not expressed in a discrete scale, comprising four types of match, but as a continuous value in the range [0..1]. This is important for handling cases where a large number of candidate services provide the same type of match. The use of recall and precision, as measures for the degree of match, allows to provide a ranking of the available services, while, at the same time, maintaining a straightforward correspondence to these established types of match. Another significant advantage of using the recall and precision measures is that they provide an intuitive and modular way to allow for asymmetry, an important requirement for a matching function [6] . Moreover, it is shown how the use of these measures is extended to handle in a uniform way the matching of service preconditions and effects. Finally, as argued in [15] , a requirement for the matching process is to encourage advertisers to be honest with their descriptions. Through the use of recall and precision this is accomplished, as the service provider is obliged to strike a balance between these two factors in order to achieve a high rank.
The assessment of semantic similarity between request and advertisement parameters exploits the semantic information encoded both in the class hierarchy and the properties of the classes, including hierarchy of properties and value or cardinality restrictions. Therefore the proposed method is suitable for both applications relying on a taxonomy, as well as applications employing more expressive on-tologies, such as OWL ontologies. A property of the matching function is that the assessed similarity is higher for concepts residing deeper in the concept hierarchy. For instance, considering two classes C 1 and C 2 , such that C 1 C 2 , |A(C 2 )| = |A(C 2 ) A(C 1 )| = n and |A(C 1 )| = n + k, then the precision between C 1 and C 2 based on the class hierarchy is: precision(C 1 , C 2 ) = n/(n+k) = 1/(1+k/n), which is an increasing function of n. Similar holds for matching based on properties, as well as matching preconditions and effects. The intuition for having this property is that reaching a high depth in the hierarchy means that the search process has reached a high level of granularity and thus differences encountered between the concepts at this level are more likely to be easier to compromise.
The proposed ranking mechanism is flexible and customizable, allowing the consideration of user preferences. This refers to two aspects. First, by means of an advanced search interface, the user may determine the relative importance of each search parameter. Second, apart from presenting a single rank for each candidate service, more detailed results may also be provided (e.g., separate values for recall and precision or the degree of match for specific parameters), to facilitate the user in identifying the most suitable service or refining the search criteria.
A final note concerns the issue of the commitment to a common ontology. We have assumed that the service request and advertisements are annotated using the same ontology. However, committing to a common ontology is not always feasible. Even though the problem of matching Web services without a common ontology has been considered in previous works [6, 7] , we believe that it is an orthogonal issue. Applying ontology mapping techniques [9] , it is possible to identify appropriate mappings between the involved ontologies and define the terms of the one ontology by means of the terms of the other. Once these definitions are available, the matching mechanism can be applied.
Conclusions
In this paper, we have presented a ranking mechanism to facilitate the discovery of semantic Web services. The use of the recall and precision measures has been proposed for determining the degree of match between the service request and advertisement. The matching function is based on assessing the semantic similarity of ontology classes, exploiting both the class hierarchy and the properties of the classes. It is also extended to handle service preconditions and effects.
Future plans include the evaluation of our method in realworld cases, the extension of the matching mechanism to incorporate QoS aspects, and the application of this mechanism to facilitate service composition.
