Abstract : To maintain stable operation of semiconductor fabrication lines, statistical process control (SPC) methods are recognized to be effective. However, in semiconductor fabrication lines, there exist a huge number of process state signals to be monitored, and these signals contain both normally and non-normally distributed data. Therefore, if we try to apply SPC methods to those signals, we need one which satisfies three requirements: 1) It can deal with both normally distributed data, and non-normally distributed data, 2) It can be set up automatically, 3) It can be easily understood by engineers and technicians. In this paper, we propose a new SPC method which satisfies these three requirements at the same time. This method uses similar rules to the Shewhart chart, but can deal with non-normally distributed data by introducing "effective standard deviations". Usefulness of this method is demonstrated by comparing false alarm ratios to that of the Shewhart chart method. In the demonstration, we use various kinds of artificially generated data, and real data observed in a chemical vapor deposition (CVD) process tool in a semiconductor fabrication line.
Introduction
Semiconductor fabrication lines consist of numerous process modules. Moreover, each process module contains complicated processes. Therefore, it is increasingly important to maintain stable operation of the fabrication line by monitoring the process state signals collected from the whole fabrication line.
For this purpose, statistical process control (SPC) methods are recognized to be effective. However, in semiconductor fabrication lines, there exist a huge number of process state signals to be monitored. Therefore, if we try to apply SPC methods to those signals and monitor the whole fabrication lines, we need one which satisfies following three requirements.
The first requirement is that it can deal with not only normally distributed data, but also various kinds of non-normally distributed data. This is because the process state signals in semiconductor fabrication lines contain both normally distributed data, and different types of non-normally distributed data.
The second requirement is that the SPC method can be set up automatically. This is because the number of process state signals is very huge such as several hundred thousands or several ten thousands. Under this situation, if setting up the SPC method requires human operation, huge human resource or extremely long time would be necessary, which makes this trial not realistic.
The third requirement is that engineers and technicians can easily understand the SPC operation. Even if setting up of the SPC method is automated, many engineers and technicians must be involved in the operation of SPC after set up. Therefore, the SPC method needs to be simple and intuitively understandable for engineers and technicians. The most typical, widely recognized, and practical SPC method is the Shewhart chart. This method uses upper and lower control limit set by (average) ±z * (standard deviation), where z is an appropriate constant. This method has an ability of detecting various kind of abnormality such as mean shift, variance increase, and so on. Furthermore, it is simpler and visually understandable compared to other methods referred below. However, if we apply the Shewhart chart method to non-normally distributed data, many false alarms are generated. To solve this problem, following four approaches that can deal with non-normally distributed data have been proposed.
The first approach is based on data transformation [1] - [9] . In this approach, they transform non-normally distributed data to normally distributed data by parameter fitting, and so on. After transforming data to normal distribution, SPC methods based on normal distribution theories such as the Shewhart chart become applicable. However, kinds of non-normal distribution which can be transformed to normal distribution by this approach are limited, and they do not cover all the non-normal distribution observed in semiconductor fabrication lines. Moreover, because some human judgments are necessary in finding transform function, this method can not be fully automated.
The second approach is based on mathematical models of data behavior by using knowledge of process mechanisms, or by extracting mathematical feature of data behavior [10] - [16] . Then an SPC method is applied to the difference between observed data and its predicted data by model. If the data behavior includes dominant non-normal distribution features, and if the mathematical model is precise enough, we can expect that the non-normal distribution features are included in the model. Therefore, we can expect the difference between observed data JCMSI 0004/09/0204-0246 c 2008 SICE and its prediction to be close to the normal distribution. And this means SPC methods based on normal distribution theories become applicable. However, this approach requires a lot of human resource to build the models.
The third approach uses past observations as well as current observations [17] . In this approach, they apply digital filter such as moving average or integration to observation, and apply an SPC method to filter output. By doing this, we can increase detect sensitivity to specific pattern of abnormality. Furthermore, filtered data tends to be more normally distributed than original data. This feature is profitable for dealing with non-normality. However, when original data is strongly nonnormal, filter output can not be turned to normal enough for normal based SPC methods to be applied.
The fourth approach is called non-parametric approach [18] , [19] . This approach provides distribution free SPC methods by introducing robust statistics such as order statistics. However, this approach requires multiple observations which called "subgroup". So, this approach is suitable for the cases where multiple observations are available. But it is not suitable for SPC for process states in semiconductor manufacturing because multiple observations are not available.
As described above, none of the previous approaches can satisfy three requirements stated in the beginning of this section at the same time. Therefore, in this paper, we propose a new SPC method which can satisfy these three requirements at the same time. In this method, we expand the Shewhart chart method for non-normally distributed data by introducing "effective standard deviations". Effective standard deviations in this method are obtained by fitting given data to normal distribution. In fitting, we focus on the largest (or smallest) data of data set because the false alarm ratio in SPC methods is dominated by shape of the tail of distribution. By substituting effective standard deviations for conventional standard deviation, we can realize SPC methods which deal with both normal and non-normal distribution data, and also whose set up can be automated. Moreover, this method can keep the simplicity of the Shewhart chart, because we still can use the conventional (some representative value) ±z * (standard deviation) rule. In this paper, we are mainly focusing on the false alarm ratio in evaluating performance of SPC methods. Moreover, we are focusing on average of false alarm over the whole fabrication line. This is because of a very practical reason. In general, performance of SPC methods consists of two features: the false alarm ratio and the abnormality detection ratio. Naturally, increase of false alarm leads to increase of operation cost of SPC, and decrease of the abnormality detection ratio causes increase of defect risk. But in practice, we are often forced to design an SPC method under constraint of limited operation cost of SPC. In such situations, excess of the false alarm ratio over aimed value becomes a very serious problem to the whole SPC operation. This is not only because the operators can not physically respond to all the false alarms, but also operators lose motivation to respond the alarm, which leads to complete ignorance of the whole SPC system. Therefore, designing an SPC which can be practically operated is very important if we consider the situation that none of the signals in the fabrication line is watched because of many false alarms from non-normally distributed parameters.
In the following part of this paper, in section 2, we explain the algorithm of the proposed method. In section 3, we verify the usefulness of this method by evaluating the false alarm ratio of the cases when the proposed method is applied. In the evaluation, we use various kinds of artificially generated non-normal distributions, and also actual data observed in a chemical vapor deposition (CVD) process tool in a semiconductor fabrication line. In section 4, we discuss issues of actual application of this method, and we conclude the paper in section 5.
Proposed Method
To provide an SPC method which satisfies three requirements at the same time, we propose an algorithm that enables us to calculate control limits for both normally and non-normally distributed parameters automatically using only one criterion. Basically, this algorithm uses the same framework as Shewhart chart method described by Eqs. (1), (2) and (3) shown below.
where UCL : upper control limit LCL : lower control limit z : constant μ : average σ : standard deviation, and μ and σ are obtained by
where n is sample size and x i is the i-th data.
The reason why we selected this method as framework of our proposed method is that it is very simple and easily understandable, and also it is familiar to most of the engineers and technicians in fabrication lines.
But our proposed algorithm tries to estimate standard deviation by a different way than Eq. (3). In this paper, we call this standard deviation "effective standard deviation". After effective standard deviations are obtained, they are substituted for σ in Eq. (1) .
Two ideas are included in our proposed algorithm. The first idea is for dealing with asymmetry of distributions, and the second idea is for dealing with heavier or lighter tails of distributions.
The first idea is that we estimate σ individually for upper and lower sides of distributions, and then calculate control limits by Eq. (4) which is modified from Eq. (1) for this algorithm. : estimated effective standard deviation for lower side The second idea is that we estimate effective standard deviation by approximating tail shape of the distribution as that of normal distribution. This is because in SPC, false alarm ratio is dominated by shape of distribution tail. We chose normal distribution for convenience, but it is accurate enough for our purpose because we are focusing only the tail of the distribution. Furthermore, because outer part of tail is more important in controlling false alarm ratio in SPC, we use only the largest and smallest data in finding the best fit normal distribution. Procedures are described as follows.
For upper side,
where
The largest x. Φ(·) is the cumulative probability function of standard normal distribution which is defined by
and Φ −1 (·) is the inverse of Φ(·). For lower side,σ lower is calculated in the same way as upper side but by replacing Eq. (5) with Eq. (8):
The smallest x. Numerator of Eq. (5) or (8) gives an idea that how far the end of the tail from median of the data. P means how rarely this tail end data appeared in the data. And denominator of Eq. (5) or (8) gives the estimated standardized distance of the tail data from mean if the data set were normally distributed. If the data is normally distributed, value of Eq. (5) or (8) is expected to be close to standard deviation. If tail is heavier than normal distribution, Eq. (5) or (8) gives greater value than standard deviation because the tail end has larger distance from median. We explain this procedure by Fig. 1 . In Fig. 1 (a) , solid diamonds are cumulative probability of given data set x. Histogram of x is shown in Fig. 1 (b) . As we can see from the histogram, x is symmetry but heavy tailed distribution. That feature can be also seen from the fact that cumulative probability plot jumps up (or down) at both ends. Dashed line in Fig. 1 (a) is the cumulative probability plot of a normal distribution whose standard deviation is estimated by our proposed method. As can be seen, this dashed line fits to given data x only at the upper end of the cumulative probability plot. Procedure to find lower effective standard deviation is also similar. As can be seen here, proposed method does nothing but fit given data to a normal distribution focusing only on the maximum (or minimum) data. But as we will describe below, we found that we can obtain practically useful estimate by this method.
Evaluation
To illustrate the functions of proposed algorithm, we show an example in Fig. 2. In Fig. 2 , histogram of a data whose size is 200, which is sampled from a non-normal distribution is shown. Dashed line shows probability density curve of normal distribution fitted by Shewhart chart method described by Eq. (3). Solid thick lines show probability density curve of normal distribution fitted by proposed method. These lines are drawn by Eq. (9) and the effective standard deviations obtained by the procedure explained in section 2. 
where x is data value.
We can see they fit to the histogram the most at both edges. In this section, we apply our proposed method to various kinds of non-normally distributed data, and also to normally distributed data. Then show that average false alarm ratio always stays at almost the same level as the case when we apply Shewhart chart to normally distributed data.
To simulate non-normal distributions seen in semiconductor fabrication lines, we used two types of non-normal distributions. In simulation, we used different sample data size. And also, some real data collected from CVD process tools are used in the evaluation.
For the first type of non-normal distribution, we used mixture of two different normal distributions to simulate heavy-tailed distributions. In this paper, we define D(r, λ) as a distribution which is mixture of N(0, 1 2 ) and N(0, λ 2 ) in the ratio of (1 − r) : r. In Fig. 3 , we show examples of D(r, λ) at r = 0.3, 0.2, 0.1, and λ = 5, 8, 11, and sample size is 200. As shown in Fig. 3 , as r becomes larger, tail becomes thicker, and as λ becomes larger, tail becomes longer. In Fig. 4 , we show time series plot (a) and histogram (b) of a sample data set when r = 0.3, λ = 5.0, and n = 200. In histogram shown in Fig. 4 , we can see that this is a heavy-tailed distribution. In time series plot in Fig. 4 , control limits calculated by Shewhart chart method described by Eq. (1) are shown by dashed lines. Also, control limits calculated by proposed method are shown by solid thick lines. In both methods, z is set to 3. We can see that Shewhart chart method generates many false alarms but proposed method does not.
We also applied proposed method to various kinds of D(r, λ) and obtained average of false alarm ratio. To evaluate abnormality detection performance, we also obtained average of mean shift detection ratio. This performance index was defined as average probability that SPC gives an alarm to one observation when mean of the target distribution has shifted by 2λ. In  Fig. 5 , we show the desirable values of this performance index. This plot was obtained by setting control limits so that the false alarm ratio is equal to 0.0027, which is the false alarm ratio of Shewhart chart applied to normal distribution with z = 3. Procedure of this simulation is explained below. Select r and λ, obtain n of sample data from D(r, λ), calculate control limits, and calculate theoretical false alarm ratio and mean shift detection ratio based on definition of D(r, λ) and calculated control limits. For one combination of r and λ, we repeated 1,000 times of simulations and obtained average false alarm ratio and average mean shift detection ratio by averaging theoretical false alarm ratio and mean shift detection ratio obtained at each time. We set n to 200. We selected 0.1, 0.2, 0.3 as r, and selected 1, 2, . . . , 12 as λ. Then we plotted average false alarm ratios and average mean shift detection ratios in a r-λ plane. In Fig. 6 , we show the results. Note that when λ = 1, D(r, λ) is normal distribution. In Fig. 6 , diamond marker is proposed method, square marker is Shewhart chart method, solid lines are average false alarm ratios, and dashed lines are average mean shift detection ratios. This figure shows that mean shift detection ratio is lower but closer to desirable values with proposed method compared to Shewhart chart method. And also shows that with proposed method false alarm ratio remains almost the same level as that of normal distribution case, while it increases as λ increases with Shewhart chart method. Although proposed method shows lower performance in mean shift detection, we need to note that suppression of false alarm is more important in actual application as we mentioned in section 1. In this sense, this simulation results show that proposed method satisfies our requirement, but Shewhart chart method does not.
We also tested the proposed method with different sample sizes. In Fig. 7 we show results when r is 0.1 and n is 100, 200, 400, 800. We can see that proposed method is robust enough for change of n.
For the second type of distribution, we used log-normal distributions to simulate asymmetric distributions. In this paper, we define E(τ), whose elements x's are distributed by rule described by Eq. (10): 
where w is sampled from N(0, 1 2 ). In Fig. 8, we show examples of histogram of E(τ) at τ = 1.5, 2.0, and 3.0. We note that when τ is close to 1, E(τ) is close to normal distribution. In Fig. 9 , we show time series plot (a) and histogram (b) of a sample data set when τ = 2.0, and n = 200. In time series plot in Fig. 9 , control limits calculated by Shewhart chart method and proposed method are shown by dashed lines and solid thick lines respectively. Value of z is set to 3, which is the same value as we used in Fig. 4 . We can see that Shewhart chart method generates many false alarms but proposed method does not. And also, lower control limit is set too loosely by Shewhart chart method. We also applied proposed method to various kinds of E(τ) and obtained average of false alarm ratios and mean shift detection ratios. For this type of distribution, we defined mean shift detection ratio as probability of detection when distribution mean have shifted by τ 2 − 1 for positive shift, and τ −2 − 1 for negative shift. We selected 1.01, 1.2, 1.4, . . . , 3.0 for τ, and 100, 200, 400, 800 for n. We show results in Fig. 10 . Because this type of distribution is asymmetry, we plot mean shift detection ratio separately. We can see that proposed method is robust enough for change of τ and n. Although mean shift detection ratio is the second priority of proposed method, we can see that it is higher for negative shift with proposed method. This is because control limits are set more severely to light tailed side of distribution with proposed method as we can see in Fig. 9 .
We have also tested our proposed method using various real data observed in our semiconductor fabrication line, and confirmed that it functions as we expected. In this paper, we show examples of the results. We select two parameters as examples of data with strong non-normality. We call them "Parameter A" and "Parameter B" respectively. Both data are taken from a CVD process tool. Sample sizes are both 200, and scales of the data are modified. In Figs. 11 and 12 , we show histogram and time series plot of "Parameter A" and "Parameter B" respectively. In the time series plot, control limits set by Shewhart chart method and proposed method by dashed lines and solid lines respectively. In "Parameter A", we can see that upper and lower control limits are both set too narrow, and that is resulting in many false alarms. But by proposed method, control limits are set suitably. In "Parameter B", upper limit is set too far from distribution tail, and lower limit is set too strictly, which is resulting in many false alarms by Shewhart chart method. But proposed method is setting control limits suitable, i.e. more strictly for upper side, and more loosely for lower side. 
Discussions
In above evaluations, we tested cases with data set size n is greater than 100. Actually, we have to note that proposed method tends to overestimate when sample size n is small, such as less than one hundred. It would be possible that we add some algorithm to compensate this phenomenon according to sample size. But another way is to just wait for sample to increase up to one hundred to apply our proposed method. At least according to our experience, more than one hundred of reference data are already available to almost all parameters in fabrication lines which are waiting for our proposed method to be applied. Therefore, we are selecting latter option for now.
We also discuss about stability of our proposed method. In general, it is known that distribution parameters estimated by methods based on percentile such as proposed method deviate largely. For example, we sampled 200 of data from D(0.1, 5), which is a symmetry but heavy-tailed distribution, and estimated standard deviation by Shewhart chart method and proposed method. In Fig. 13 , we plot the histograms of the estimated standard deviations. As can be seen in this graph, deviation of estimated standard deviation obtained by proposed method is larger than that obtained by Shewhart chart method. But we note that the overall false alarm ratio can be suppressed only by proposed method. Suppose we apply proposed method to several ten thousands of parameters in a whole fabrication line. Then expected overall false alarm ratio would be product of number of parameters and the average false alarm ratio. And suppression of overall false alarm is essential and sufficient for fabrication-wide SPC to be continuously operated as we mentioned in section 1. 
Conclusion
We proposed an SPC method which satisfies three requirements for being applied to semiconductor fabrication lines: 1) It can deal with both normally distributed data, and various kinds of non-normally distributed data, 2) It can be set up automatically, 3) It can be easily understood by engineers and technicians.
For the first requirement, simulation results showed that our proposed method has an equivalent level of the false alarm ratio both for non-normal and normal distribution cases. For the second requirement, we developed a fully automatic method to calculate control limits of this method. For the third requirement, we selected the Shewhart chart method as a framework of the proposed method to keep simplicity.
Based on this method, it is possible to introduce the SPC to the whole fabrication lines. This can significantly contribute to maintain stable operation of fabrication lines.
We need to note that our proposed algorithm is highly sensitive to outliers because it uses only one data at the edge of distribution. Development of automatic outlier detection algorithms which fit to the proposed method is left as our future work. 
