In scientific applications from plasma to chemical kinetics, a wide range of temporal scales can present in a system of differential equations. A major difficulty is encountered due to the stiffness of the system and it is required to develop fast numerical schemes that are able to access previously unattainable parameter regimes
Introduction
We consider the following initial-final value problem for a system of linear ordinary differential equations with discontinuous coefficients Eu (t) + A(t)u(t) = f (t), ∀t ∈ (p k , p k+1 ), k = 0, . . . , K, (1.1) u(p k + 0) − u(p k − 0) = 0, k = 1, . . . , K, (1.2)
where E, B ε are n × n matrices, d is a vector, A(t) is an n × n matrix function and f (t) is a vector function on the interval [0, 1] such that A(t) = a i,j (t) n×n , (1.4) f (t) = (f 1 (t), f 2 (t), . . . , f n (t)) T (1. 5) and {p k } K+1 0
are some numbers which satisfy 0 = p 0 < p 1 < · · · < p K < p K+1 = 1.
The given functions a i,j (t), f i (t) (1 ≤ i, j ≤ n) may not be continuous on the whole interval [0, 1] . Here, we consider the case when they are piecewise continuous. More precisely, we assume that the functions http://www.global-sci.org/jcm Global Science Preprint a i,j (t), f i (t) (1 ≤ i, j ≤ n) have K points of discontinuity of the first kind, t = p k , (0 < p k < 1; k = 1, . . . , K), so that on each subinterval (p k , p k+1 ), (k = 0, . . . , K; p 0 = 0, p K+1 = 1) the functions are smooth and satisfy the conditions Furthermore, we assume that the matrices E ε = diag(ε 1 , ε 2 , . . . , ε n ) and B ε = diag(b 1 , b 2 , . . . , b n ) are diagonal and satisfy the conditions
and
We also suppose that there exists at least one ε j (1 ≤ j ≤ n) such that 0 < |ε j | 1.
(1.9)
Problem (1.1)-(1.3) is then an initial-final value problem for a multi-scale singularly perturbed system of linear ordinary differential equations with discontinuous coefficients. The solution of problem (1.1)-(1.3) may contain initial, final and interior layers at any of the points p k (k = 1, . . . , K). The main goal in this paper is to develop a class of numerical methods, which yield approximate solutions that converge in the maximum norm, uniformly with respect to the singular perturbation parameters, to the exact solution of this problem.
When all of the parameters (ε j , j = 1, . . . , n) are positive, problem (1.1)-(1.3) reduces to the initial value singularly perturbed problem Lu(t) ≡ Eu (t) + A(t)u(t) = f (t), ∀t ∈ (p k , p k+1 ), k = 0, . . . , K, (1.10) u(p k + 0) − u(p k − 0) = 0, k = 1, . . . , K, (1.11) u(0) = d, (1.12) which has been studied in [23] .They proposed a Shishkin piecewise uniform mesh with a classical finite difference scheme to obtain numerical solutions of this problem; a parameter-uniform error estimate was also given.
To motivate the study of the more general initial-final value problem in the paper, it should be noted that a semi-discretization, with respect to variable x, of the following forward-backward parabolic problem
14) 15) with p > 1, σ(x) > 0 can lead to the initial-final singularly perturbed problem (1.1)-(1.3). This is because |x| p ∈ (0, 2 p ) ranges from very small to 2 p . In this paper we construct a parameter-uniform scheme for the initial-final multi-scale singularly perturbed problem(1.1)-(1.3) using the tailored finite point method (TFPM). The TFPM was proposed by Han, Huang and Kellogg in [9] for the numerical solution of singular perturbation problems. The basic idea of the TFPM is to choose, at each mesh point, suitable basis functions based on the local properties of the solutions of the given problem; then to approximate the solution using these basis functions. At each point, the numerical scheme is tailored to the given problem. The TFPM was successfully applied by Han, Huang ,and Kellogg to solve the Hemker problem [9, 11] ; they won the Hemker prize at the international conference BAIL 2008. Later the TFPM was developed to solve the second-order elliptic singular pertubation problem [6, 21] , the first order wave equation [13] , the one-dimension Helmholtz equation with high wave number [5] , second order elliptic equations with rough or highly oscillatory coefficients [10] and so on [7, 8] . For the one dimensional singular perturbation problem the TFPM is close to the method of "exponential fitting" discussed in [1, 3, 16, 20] . The TFPM is also applied to the one-dimensional discrete-ordinate transport equations in [17] .
The TFPM uses the functions that exactly satisfy the PDE as the bases. For the linear ordinary differential equations system under consideration, the bases are exponential functions. The exponential integrator appears for a long time, see the review paper [19] . The new idea in TFPM is to approximate all the coefficients A(t) and f (t) by piecewise contants. Compared with previous magnus integrators [12] and adiabatic integrators [18] developed for the stiff problem or highly oscillatory problems, our approach is simple and proved to possess parameter uniform convergence. More precisely, we can use time steps much larger than the parameters i in (1.7) and achieve stable and accurate results.
The main contribution of this paper is that we construct a tailored finite point method for (1.1)-(1.3), which yields approximate solutions that converge in the maximum norm, uniformly with respect to the singular perturbation parameters, to the exact solution. The parameter-uniform error estimate in the maximum norm is proved analytically as stated in Theorem 4.1. Some numerical experiments that support the theoretical results are presented in section 5.
Existence and uniqueness of solutions to the problem (1.1)-(1.3)
In this section we discuss the existence and uniqueness of solutions to the problem (1.1)-(1.3). On [0, 1] we introduce the following function spaces
Note that the space
and for any v(t) ∈ C
(1) * , * [0, 1], we define the norms
Furthermore, we introduce the following function vector and matrix spaces
10) 12) where the norm v(t) ∞ is the norm in the vector space R n for fixed t ∈ [0, 1]. Similarly we define the norms
3), we then have the following theorem.
, and the following estimate holds
Proof. We first establish the estimate (2.13). Suppose that u
(2.14)
By the continuity of u ε (t) on the interval [0, 1], we can find a point t m ∈ [0, 1], such that
, the estimate follows directly. Otherwise, we consider the case u ε i (t m ) > 0 ( for the case u ε i (t m ) < 0, the proof is similar ). Then we know that
From system (1.1), we obtain
and the estimate follows immediately from (1.6).
(ii) If t m = p k , k = 0, 1, . . . , K + 1, suppose that ε i > 0 ( for the case ε i < 0 , the proof is similar ), If k = 0, then t m = 0, and so, from the initial-final condition (1.3 ), we know that M = u ε i (t m ) = d i , which yields the estimate (2.13). Otherwise, if 0 < k ≤ K + 1, note that, on the interval [p k−1 , p k ], the function u ε i (t) satisfies system (1.1) at the the point t = p k , and so
This completes the proof of the estimate (2.13). Using estimate (2.13), we can now show that Problem (1.1)-(1.3) has a unique solution. To see this we note that the following homogeneous initial-final value problem
has a unique solution u ε (t) = 0. To prove the existence of a solution to problem (1.1)-(1.3), we introduce the following auxiliary initial value problems
By the existence theorem for the initial value problem for the linear ODE system, we know that for problem 1] , and for each integer 1 ≤ j ≤ n, for problem (2.25)-(2.27) there exists a unique solution v
The general solutions of system (1.1) are given by
for arbitrary constants c j , (j = 1, . . . , n).
where V ε (t) is an n × n matrix function. Then equality (2.28) can be rewritten as follows
The vector-valued function u ε (t) given by (2.30) satisfies system (1.1) and the continuity condition (1.2) for any constant vector c. Thus, if we can find a vector c ∈ R n , such that u ε (t) satisfies the initial-final condition (1.3), the existence of a solution to problem (1.1)-(1.3) has been proved. The initial-final condition (1.3) yields
The uniqueness of the solution of problem (1.1)-(1.3) leads to
This implies that for system (2.31) there exists a unique solution c ∈ R n . Then, from (2.30), we obtain a solution of problem (1. 1)-(1.3) .
This completes the proof.
3. An approximation to problem (1.1)-(1.3)
In this section we construct an approximation to problem (
On each subinterval (t l−1 , t l ) the functions a i,j (t), f i (t) are approximated by the constants
Then we introduce the matrix and vector
We also define the approximating matrix and vector functions
It is easy to see that for these approximating functions, the following estimates hold
where c is a constant, independent of h. Now consider the approximate problem
By Theorem 2.1, we know that for problem (3.10)-(3.12) there exists a unique solution u ε h (t), and that the following estimate holds
We introduce the error function r
Combining equality (3.17) and inequalities (3.7)-(3.9),(3.13), we arrive at
where c is a constant independent of h and ε. Applying Theorem 2.1 to problem (3.14)-(3.16), we see that the following error bound holds 
where c is a constant independent of h and E. This shows that the approximate solution u 
It is easy to see that the ODE system (4.2) with constant coefficients has the particular solution
We now construct the general solution v h of the homogeneous ODE system corresponding to (4.2)
be the solution of system (4.5). Then the vector ξ and number λ are the solutions of the eigenvalue problem
Solving the eigenvalue problem (4.7), we obtain the eigenvalues λ 
Then, for each 1 ≤ j ≤ r, there are two independent solutions of the system (4.5) of the form
Furthermore, for each j (2r < j ≤ n), there is one solution of the system (4.5) given by
where
with c l = (c l 1 , . . . , c l n ) T , which is determined by the initial-final condition (4.3). Then we have
with
Furthermore, on each interval [t l−1 , t l ], the expression (4.14) can be written as
The continuity condition (3.12) yields
17)
We then obtain the following tailored finite point scheme
In the special case when the {ε j , j = 1. . . . , n} are all positive, we have B ε = I and the method (4.19)-(4.21), for finding the numerical solution of problem (1.10)-(1.12), is reduced to the following method
This is a one step explicit scheme, which is unconditionally stable. Since the discrete scheme (4.19)-(4.21) is equivalent to the approximate problem (3.9)-(3.11), we attain the following theorem;
(1) * , * [0, 1] and that A(t), f (t) satisfy the conditions (1.3)-(1.9). Then there exists a unique solution {u l l = 0, 1, . . . , L} to problem (4.19)-(4.21) and the following parameter-uniform error estimate holds
This shows that the tailored finite point method yields approximate solutions that are parameter-uniformly convergent with respect to {0 < |ε j | ≤ 1, ∀j = 1. 
Numerical examples
In this section three problems are solved numerically using a tailored finite point method. The first is an initial value problem and the second an initial-final value problem for a singularly perturbed system of ordinary differential equations. The third problem arises from a semi-discretization of a forward-backward parabolic problem. The errors in the numerical solutions for the first two problems, as well as numerical estimates of the parameter-uniform rates of convergence and the parameter-uniform error constants, are given in five tables. In Tables 1, 3 , 5 the errors of the numerical solutions are first calculated by comparing the numerical solutions with the "exact" solutions that are obtained with the finest mesh ∆t = 1/4096. On the other hand, in Tables 2, 4 parameter-uniform estimates of the convergence rates and error constants are computed using the methodology described in [4] . Graphs of the solutions of all three problems are presented in the figures.
Example 1. For t ∈ (0, 1), we solve
for different values of ε 1 , ε 2 and ε 3 . This example appears in [23] and we compare our tailored finite point method with the classical finite difference discretization using a Shishkin piecewise uniform mesh. Both methods are seen to be first order parameter-uniform. Similarly to [23] , let ε 1 = r/16, ε 2 = r/4, ε 3 = r. The numerical solutions of u 1 (t) for different r are displayed in Figure 5 .1. The L ∞ norm of the numerical errors for different r and time step are given in Table 5 .1, where we have used t * l = t l−1 in the formulas (3.3) and (3.4). Parameter-uniform first order convergence for all r can be observed in this table,
The parameter-uniform error parameters p * and C * p * are given by the well-established two-mesh procedure for numerically finding a parameter-uniform error bound of the form 
3) and (3.4), ε1 = r/16, ε2 = r/4, ε3 = r which is described in [4] . The technique uses the two-mesh method, which involves the quantities
For this example the results are given in Table 2 , where it is seen that p * = 0.996 and C * p * = 0.685.
If we use
instead of t * l = t l−1 , the corresponding errors are displayed in Table 5 .3. It can be seen that parameteruniform first order convergence is achieved. However, second order convergence occurs when r is large, while when r decreases, only first order convergence is attained. This is different from the one dimensional neutron transport equation, where with cell averaging of the coefficients, parameter-uniform second order convergence is obtained [17] . The second order parameter-uniform convergence for the neutron transport equation is due to the specific scales of its coefficients. For the general form of problem (1.1)-(1.3) , we can achieve only first order parameter-uniform convergence by using piecewise constant approximations of the coefficients. The computed parameter-uniform error parameters using the two-mesh method are given in Table 3 . Example 2. For a negative ε i , a final value must be imposed in order to preserve the maximum principle. In this example, we solve a system with discontinuous coefficients such that for t ∈ [0, 0.5],
and for t ∈ [(0.5, 1],
with the boundary conditions
This system exhibits initial, final and interface layers, when the |ε i | are small. Similarly to [23] , let ε 1 = r/64, ε 2 = r/16, ε 3 = r/4, ε 4 = r. The numerical solutions of u ε 1 (t) for different r are shown in Figure 5 .2. The results are consistent with first order parameter-uniform convergence, as expected from the theory.
In Table 5 .4, we present the L ∞ norm of the numerical errors for different r and time steps, where we have used t * l = t l−1 in (3.3) and (3.4) . Uniform first order convergence can be observed. .2), and ε1 = r/16, ε2 = r/4, ε3 = r. The last column displays the numerical convergence order by fitting the log-log plot of the errors.
To look at the uniform convergence order, we present in Example 3. In this example, we consider the following semi-discretization of the forward-backward parabolic problem
with p > 0 and
In Figure 5 .3 we show the numerical results for
Initial and final layers in time occur for both p = 1 and p = 10. The layers become more significant and obvious when p is large. We can capture the layers without resolving them (using a lot of nodes in the layer).
Conclusion
A tailored finite point method for a multi-scale singularly perturbed system of linear ordinary differential equations is proposed in this paper. We can give either initial or final values for the ODE system as well as use discontinuous coefficients.
The tailored finite point method yields approximate solutions that converge in the maximum norm, uniformly with respect to the singular perturbation parameters. We prove a parameter-uniform error estimate in the 
