The well-known similarity measures Jaccard, Salton's cosine, Dice and several related overlap measures for vectors are compared. While general relations are not possible to prove, we study these measures on the "trajectories" of the form X a Y  , where 0 a  is a constant and  denotes the Euclidean norm of a vector. In this case, direct functional relations between these measures are proved. For Jaccard we prove that it is a convexly increasing function of Salton's cosine measure, but always smaller than or equal to the latter, hereby explaining a curve, experimentally found by Leydesdorff. All the other measures have a linear relation with Salton's cosine, reducing even to equality, in case 1 a  . Hence for 1 Permanent address Key words and phrases: similarity measure, Jaccard, Salton's cosine measure, Dice, overlap measure 2 equally normed vectors (e.g. for normalized vectors) we, essentially, only have Jaccard's measure and Salton's cosine measure, since all the other measures are equal to the latter.
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ABSTRACT
The well-known similarity measures Jaccard, Salton's cosine, Dice and several related overlap measures for vectors are compared. While general relations are not possible to prove, we study these measures on the "trajectories" of the form X a Y  , where 0 a  is a constant and  denotes the Euclidean norm of a vector. In this case, direct functional relations between these measures are proved. For Jaccard we prove that it is a convexly increasing function of Salton's cosine measure, but always smaller than or equal to the latter, hereby explaining a curve, experimentally found by Leydesdorff. All the other measures have a linear relation with Salton's cosine, reducing even to equality, in case 1 a  . Hence for
I. Introduction
The similarity measures Jaccard, Salton's cosine (briefly cosine), Dice and related overlap measures are best known in their set-theoretic version. Let us repeat the well known definitions which can be found e.g. in the classical monographs Boyce, Meadow and Kraft (1995) , Tague-Sutcliffe (1995) , Grossman and Frieder (1998) , Losee (1988) , Salton and McGill (1987) and Van Rijsbergen (1979) and see also Egghe and Michel (2002, 2003) .
In general one has a universe  from which subsets A, B,… are considered as e.g. in information retrieval (IR) where sets A, B,… are document sets retrieved from queries that were put in an IR system for which  is the entire database. A good similarity measure S measures the degree of similarity between any two subsets A, B of  and hence is a function Jaccard's measure, denoted J, is a symmetric overlap measure defined as follows, for A, B subsets of  , A, B .
Salton's cosine measure, denoted Cos is also symmetrical and is defined as
(note that AB is the geometric average of A and B ). Why this measure is called
Cosine is well-known but will be repeated further on.
Dice's measure, denoted E, is also a symmetric similarity measure and is defined as
(note that now we use the arithmetic average   
Note that 1 2 EE  ; the general formula (5) uses a general convex combination of A and B .
A symmetrical measure, for which we do not have a name, but denoted by N is the following 
In IR, P is the precision if A = ret (the set of retrieved documents) and B = rel (the set of relevant documents) in which case R is called recall. Other interpretations of (10) and (11) in terms of fallout and miss can also be given -see Egghe (2007 Egghe ( , 2008 . Note that E respectively E  are the harmonic, respectively generalized harmonic mean of P and R: The step from the above set-theoretic similarity measures to similarity measures for vectors is taken as follows. Denote
where XY  is the inproduct (sometimes also denoted by X, Y  ; the inproduct is also called the dot product or inner product) of the vectors X and Y . Also 
, the squares of the Euclidean norms of the vectors X and Y . Finally, we also have
In this way, all the above similarity measures (for sets) can be redefined for vectors Since we extensively need these formulae in the sequel we will define them here explicitely.
where we denote, for the sake of simplicity, and in the generalized form
and, finally,
It is clear that general functional relations, using general sums The cloud of points hardly has any thickness, expressing that there should be a functional relationship between J and C. The study of this relation is executed in the next section. We will show that, in all cases where X a Y  ( a0  , a constant) we have a concavely increasing function as in Fig.1 . Also, for a1  we show that the relation is (denote Cos = C)
and we show that this function almost exactly fits the points in Fig.1 . We also show that all functional relations between J and C are below the first bissectrix and that (29) is the highest curve for all a0  . We also give a necessary and sufficient condition for one curve to be above another one, in terms of the a-values. We also present a formula for calculating the distance between two such curves and estimate from The third section is devoted to the relation of the other similarity measures with Cos C  .
There we show that all relations are linear in C and even that all measures are equal with C for a1  (i.e. on XY  ). All straight lines (except two) are below the first bissectrix (being the line of equality between one measure and C, which is the case for a1  , as mentioned above).
The paper ends with some suggestions for further research and some open problems. 
Proof:
This follows readily from Theorem II.2.
We have calculated the values of J, obtained from (32) for increments of C equal to 0.1. The result can be seen in Table 1 . Further to the study of the general function (31) we have the following results.
Propositon II.4:
The function (31) (hence also (32) 
Proof:
This follows readily from (32) To distinguish between the functions (31) for different a we will, in the sequel, denote (31) by 
First note that, for all a, a ' 0  we have that 1 a C 0 a (40) 
Corollary II.6:
For all
for all a0  and a1  .
Proof:
Since a ' 1  is between a and 1 a , for every a1  ,we have that (35) and (36) Further we can also prove the following proposition.
Proposition II.7:
For all a0  we have
for all
and where the inequality  in (43) is strict if and only if a1  .
Proof:
By (33) and that a J (C) C  for all a0  and   C 0,1  . This supports the experimental finding in Leydesdorff (2008) that "the Jaccard index covers a "smaller range" than does the cosine"
where also reference is given to Hamers, Hemeryck, Herweyers, Janssen, Keters and Rousseau (1989) stating that C 2J  in most practical cases. This is, of course a too rough estimation but some support is given by Table 1 (case a1  ).
We close this section on the relation between the Jaccard measure and Salton 
in which all factors are positive, because of (37), (38) and (39).
An elementary calculation shows that (45) increases in C, implying that the largest difference occurs in C1  :
We will now use (45) EE  , this special case will be comprised in the general one for
By (21) and (23) 
III.2 N versus E and C
It is a bit easier to, firstly, compare N with E. We have, by (22) and (24)     
III.4 P and R versus C
(21), (27) and (28) 
R aC 
hence PC  if and only if RC  . Again, for a1  we have P R C .
Remark: It is clear that from the proved relations between any measure and C we can also calculate all other relations between any two measures. It is clear that, in case X a Y  ( a0  a constant), from the linear relations with C we will also obtain linear relations between any two measures (excluding J ).
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IV. Conclusions and suggestions for further research
We defined the similarity measures J (Jaccard), Cos C  (Salton's Cosine), E and E  ((generalized) Dice), N and the overlap measures 1 O , 2 O (symmetric) and P and R (nonsymmetric).
On the "trajectories" X a Y  with a0  constant we studied the relations among these similarity measures and we showed that J is a convexly increasing function of C, hereby presenting a model that explains Fig.1 , given in Leydesdorff (2008) . We even explain that variations of a (up to a factor 2) lead to very small changes in the relation between J and C (explaining the sharp function in Leydesdorff (2008) ).
On the same trajectories we show that all other measures are a linear function of C and we can even prove that they are all equal to C in case a1  .
In the literature one sometimes finds other similarity measures, based on 
