Introduction
Paul Painlevé and his collaborators in the early years and 20th century turned their attention to the classification of second-order differential equations y ′′ = F(z, y, y ′ ), with F being a rational function of y and y ′ , and analytic in z, and all movable singularities of all solutions are poles. The complete result is in the form of a list of approximately fifty representative equations. It was found that, all of these equations have general solutions in terms of classical special functions or elliptic functions, except for six special equations which are called the Painlevé equations [13] . These six equations have a great variety of interesting properties and applications. As said in [20] the Painlevé equations where first found from strictly mathematical considerations, they have recently appeared in a variety of important physical applications including statistical mechanics, plasma physics, nonlinear waves, quantum gravity, quantum field theory, general relativity, nonlinear optics, and fiber optics [10] . Also the Painlevé equations have attracted much interest since they arise as reductions of the soliton equations which are solvable by inverse scattering [6] transform such as the Kortewegde Vries equation, the modified Kortewegde Vries equation, the cylindrical Kortewegde Vries equation, the Boussinesq and Kadomtsev Petviashvili type equations, the nonlinear Schrdinger equation, the sine-Gordon equation, the equations of Einstein type, and so on. Connections are given briefly in [10, 13] . Alternatively the Painlevé equations can be introduced as equations of isomonodromic deformations of auxiliary linear systems of differential equations [5] . In recent years much attention has been tended in studying Painlevé equations (see for example [13, 5] ).
In this work, we consider the second type of the Painlevé equations which is formulated in the form y ′′ = 2y 3 + xy + µ, (1.1) with initial conditions y(0) = 1,
Here, µ is an arbitrary parameter. This equation is applied to model many situations in mathematical physics. In [20] the author show that Eq.(1.1) can be used as a model for describing the electric field in a semiconductor. In [7] the method of analytic continuation is used to find numerical solutions for the problem (1.1) -(1.2) and it will be evident from the graphs of y and y ′ that the polar value of the solutions tend to move toward the origin with increasing µ. Also, making use of the value of y and y ′ in the neighbored of x = 1, estimates of polar values can be obtained [7] . Recently, Dehghan and Shakeri solved problem (1.1) -(1.2) by Adomian decomposition method, homotopy perturbation method, and Legendre Tau method [10] . Also very recently, the authors of [12] solved this problem by homotopy analysis method. In this paper, the solution of the second Painlevé equation is presented by means of two known techniques, Sinc-collocation method and variational iteration method (VIM). In Sinc-collocation method our method consists of reducing the solution of Eq. (1.1) to a set of algebraic equations by expanding y(x) as Sinc functions with unknown coefficients. The properties of Sinc function are then utilized to evaluate the unknown coefficients. Also the VIM is suitable for finding the approximation of the solution without discretization of the problem. This method gives several successive approximations through using the iteration of the correction functional. This paper is organized in the following way: In the next Section, the brief description of the methods and their applications are provided. Section 3 applies these techniques to the second Painlevé equation and presents some numerical examples to show efficiently and applicability of these methods for this problem. Section 4 ends this paper with a brief conclusion. Note that we have computed the numerical results by Maple programming.
Description of the methods

Sinc function properties
The Sinc method is a highly efficient numerical method developed by Frank Stenger, the pioneer of this field, people in his school and others [31] , and it is widely used in various fields of numerical analysis and solution of integral, ordinary differential and partial differential equations [31, 21] . In [4] a Sinc-collocation method for solving linear two-point boundary value problems for second-order differential equations with mixed boundary conditions is presented. Recently there has been work on applications of the Sinc method. In [9, 29, 28] Sinc-collocation method has been extended to handle system of second order boundary value problems, Hallen's integral equation and third-order boundary value problems respectively. Authors of [24, 25] applied Sinc-collocation method for solving Blasius equation and Lane-Emden equation. In [33] wind-driven currents in a sea with a variable Eddy viscosity calculated via a Sinc-Galerkin method. As pointed by [30] , there are several reasons to approximate by Sinc functions. Firstly, they are easily implemented and give good accuracy. Secondly approximation by Sinc functions handles singularities in the problem. The effect of any such singularities will appear in some form in any scheme of numerical solution, and it is well known that polynomial methods do not perform well near singularities. Finally, these kinds of approximation yield both an effective and rapidly convergent scheme for solving the problem and circumvents the instability problems that one typically encounters in some difference methods. It is important to notice that both Sinc-collocation and Sinc-Galerkin methods converge with exponential rate [31] . Sinc function properties are discussed thoroughly in [31] and [21] . In this section an overview of the basic formulation of the Sinc function required for our subsequent development is presented.
The Sinc function is defined on the whole real line, −∞ < x < ∞, by
For h > 0, and k = 0, ±1, ±2, . . . , the translated Sinc functions with evenly spaced nodes are given by
The Sinc functions form an interpolatory set of functions, i.e.,
If a function f (x) is defined on the real axis, then for h > 0 the series
is called the Whittaker cardinal expansion of f whenever this series converges. The properties of Whittaker cardinal expansion have been extensively studied in [21] . These properties are derived in the infinite strip D S of the complex w-plane, where for d > 0,
Approximations can be constructed for infinite, semi-infinite and finite intervals. To construct approximations on the interval (0, 1), which is used in this paper, the eye-shaped domain in the z-plane
is mapped conformally onto the infinite strip D S via
The basis functions on (0, 1) are taken to be the composite translated Sinc functions,
where
.
Thus we may define the inverse images of the real line and of the evenly spaced nodes
and
respectively. The class of functions such that the known exponential error estimates exist for Sinc interpolation is denoted by B(D E ) and is defined in the following.
Definition 2.1. Let B(D E ) be the class of functions F which are analytic in
D E , satisfy ∫ ψ(t+L) |F (z)dz| −→ 0 , t −→ ±∞, where L = { iv : |v| < d ≤ π 2 } ,
and on the boundary of D E , (denoted ∂D E ), satisfy
Interpolation for function in B(D E ) are defined in the following theorem whose proof can be found in [31] . 
where C 2 depends only on F, d and α.
The above expressions show Sinc interpolation on B(D E ) converge exponentially [33] . We also require derivatives of composite Sinc functions evaluated at the nodes. The expressions required for the present discussion are [11] .
(2.5)
, k=j,
. k̸ =j.
(2.7)
Basic concepts of variational iteration method
This method was proposed by Ji-Huan He [14, 15, 16] as a modification of a general Lagrange multiplier method [18] . The VIM does not require specific transformations for nonlinear terms as required by some existing techniques. An elementary introduction of VIM is given in [17] . The main concepts in VIM such as general Lagrange multiplier, restricted variation and correction functional are explained heuristically. Subsequently, the solution procedure is systematically addressed, in particular, for nonlinear oscillators. The VIM plays an important role in recent researches for solving various kinds of problems. see for example [23, 34, 1, 26, 27, 3] and the references therein. See also [22, 19] .
To illustrate the procedure of this approach, we consider the following general differential equation
where L is a linear operator, N a non-linear operator, and g(x) is a known analytical function. According to VIM we can construct a correction functional as follows:
where λ is a general Lagrangian multiplier [18] which can be identified optimally via the variational theory, the subscript n denotes the nth-order approximation,ỹ n is considered as a restricted variation i.e. δỹ n = 0, [14, 15] . The successive approximations y n (x) will be readily obtained upon using the obtained Lagrange multiplier and by using any selective function y 0 (x). In [32] an idea for accelerating the convergence of the resulted sequence to the solution of the problem by choosing a suitable initial term is presented. Consequently, the solution is given by y = lim n→∞ y n . As said in [32] , in some cases VIM converges to Taylors expansion of the method. In this case, an efficient after treatment technique has been proposed for extending the domain of the convergence. In this procedure the Padé approximation has been used to modify the approximate solution of the problem. 
where Obviously by using Eq. (2.5) and Eq. (3.13) we have
To compute u ′ N (x j ) we first differentiate Eq. (3.10) as
Now, by using Eqs. (2.5), (2.6) and (3.13) we get
Similarly by taking the second derivative from Eq. (3.10) and using Eqs. (2.6), (2.7) and (3.13) we obtain 
(3.17) Eq. (3.17) gives 2N +2 nonlinear algebraic equations which can be solved for the unknown coefficients c k and λ by using Newton's method. Consequently y N (x) given in Eq. (3.12) can be calculated.
Using this method with N = 20 and h = 0.7024, the approximation solution of the problem (1.1)-(1.2) for the cases µ = 1, 2 are calculated and the numerical results are reported in Tables 1,2 ,3,4 and Figures 1 and 2 . Then these results are compared with the results given in [7] obtained by the method of continuous analytic continuation and the results obtained by Adomian decomposition method (ADM), homotopy perturbation method (HPM), and Legendre Tau method given in [10] . 
Applying the variational iteration method
In order to solve Eq. (1.1) using the VIM, we consider the correction functional in the following form
To find the optimal value of λ we have
which gives
Therefore we have
These equations yield λ(s) = s − x and the following iteration formula is obtained
We start with initial approximation By the iteration formula (3.19), we have
and so on. After obtaining y 4 (x), we will apply the Padé approximation [2, 8] . Using symbolic software such as Maple, for µ = 1 and µ = 2 we have y 4 (x) [6, 6] respectively. Therefore, we are able to give an approximate solution of the considered problem. Numerical results obtained by this technique are given in Tables 1,2 The given comparison in Tables 1-4 indicate that Sinc-collocation method and VIM coupled with Padé approximation are in good agreement with ADM solution, HPM solution, Legendre Tau solution [10] and the results obtained by the method of continuous analytic continuation [7] . 
Conclusion
In this work we employed the Sinc-collocation method and variational iteration method coupled with Padé approximation, for solving second Painlevé equation. Properties of the Sinc function are utilized to reduce the computation of this problem to some algebraic equations. Also variational iteration method with Padé approximation was employed successfully for solving the second Painlevé equation with given initial conditions. Since VIM does not need to the discretization of the variables, there is no computation round off errors. These methods are computationally attractive and applications are demonstrated through illustrative examples. The obtained results showed that this approach can solve the problem effectively. Also the results are compared with those obtained by the method of continuous analytic continuation [7] and the results obtained by Adomian decomposition method , homotopy perturbation method , and Legendre Tau method given in [10] . The comparison shows that the proposed techniques are in good agreement with these methods.
