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“The oldest and strongest emotion of 
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Resumo 
 
A integração de diversos dispositivos que possuem ao mesmo tempo alguma 
capacidade de computação, comunicação, sensoriamento e atuação com um sistema maior 
como a internet, traz um novo conceito chamado Internet das Coisas. Dentre os desafios desse 
novo paradigma se destacam aqueles ligados a área de redes e comunicação sem fio, onde 
novos protocolos vêm surgindo para lidar com o número massivo de dispositivos que estarão 
conectados e a grande quantidade de dados que serão gerados. Dentre esses protocolos, o 
padrão IEEE 802.11ah é uma das soluções mais recentes para comunicação dos dispositivos 
da Internet das Coisas. Esse protocolo apresenta mecanismos para controle de acesso ao meio 
e economia de energia que dependem do ajuste de parâmetros de configuração para que a rede 
atinja o desempenho esperado. Na literatura, o mecanismo Restricted Access Window (RAW), 
que particiona o canal em janelas de tempo dedicadas a diferentes grupos de dispositivos, é 
amplamente estudado, porém poucos trabalhos consideraram a qualidade de serviço e a 
heterogeneidade do tráfego inerente à Internet das Coisas. Considerando isso, esta dissertação 
analisou o desempenho de uma rede baseada no padrão IEEE 802.11ah com dispositivos de 
diferentes perfis de tráfego em um cenário com grupos de acesso que misturavam esses 
dispositivos e outro com grupos dedicados a um tipo de tráfego. Os resultados mostraram que 
a abordagem de separar os nós em grupos dedicados traz melhoras significativas para as 
principais métricas de qualidade de serviço. Com base nesses resultados, foi proposta uma 
heurística de ajuste dinâmico da duração das partições da RAW que juntamente com a 
estratégia de separar os dispositivos por perfis de tráfego promoveu um menor atraso e 
aumento da vazão principalmente para os dispositivos com maior prioridade de acesso ao 
meio. 
 
 
 
Abstract 
The integration of several devices that have at the same time some computing, 
communication, sensing and acting capabilities with a larger system like internet brings a new 
concept called Internet of Things (IoT). Among challenges of this new paradigm are those 
related to networks and wireless communication where new protocols are emerging to deal 
with massive number of connected devices and the large amount of data. Thus, IEEE 
802.11ah is one of the most recent protocols that appeared as a solution for IoT devices 
communication. This protocol has medium access control and energy saving mechanisms that 
depend on configuration parameters adjustment for network to reach expected performance. 
The Restricted Access Window (RAW) mechanism, which partitions the channel into time 
windows dedicated to different device groups, is widely studied in the literature, however, 
few works deal with Quality of Service (QoS) and the inherent traffic heterogeneity of IoT. 
Taking that into account, this project analyzed the IEEE 802.11ah network performance 
considering different traffic profiles devices in two scenarios: one with devices mixed in 
groups and another with groups dedicated to a specific type of traffic. Results showed that the 
second scenario with dedicated groups can improve some of the main QoS metrics. Based on 
that, we proposed a new dynamic adjust heuristic for RAW slots duration that combined with 
the traffic type segregation strategy is able to decrease the delay and increase the throughput 
mainly for devices with high medium access priority. 
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Capítulo 1 Introdução 
Com os avanços na fabricação de componentes eletrônicos houve uma 
significativa redução no tamanho de sensores e processadores, o que possibilitou que estes 
fossem integrados a diversos objetos do dia-a-dia [1]. 
A integração desses objetos ao meio juntamente com o desenvolvimento e suporte 
de áreas como computação ubíqua [2], aprendizado de máquina e redes de comunicação sem 
fio têm possibilitado a criação de ambientes inteligentes com a capacidade de coletar dados, 
processá-los na nuvem e derivar conhecimento que poderá ser utilizado para prover serviços e 
tornar mais confortável a vida das pessoas [1], [3]. 
Essa grande integração de coisas à internet de forma transparente criou uma nova 
geração de internet, chamada Internet das Coisas [1], [2]. 
Levando em consideração esse contexto, diversos desafios vêm atrelados à 
Internet das Coisas. Dentre os desafios, são de grande interesse da comunidade científica 
aqueles ligados à área de redes e comunicação, com destaque para o gerenciamento do grande 
número de dispositivos conectados, busca por redução no consumo de energia e 
compartilhamento eficiente dos recursos da rede. Nesse cenário, as tecnologias e protocolos 
de comunicação sem fio vêm como elemento chave para conectar os dispositivos à Internet 
das Coisas assim como prover a interação das pessoas com eles.  
Diversos protocolos sem fio surgiram especificamente para essa nova geração de 
internet. Dentre eles, o protocolo IEEE 802.11ah [4], também conhecido como Wi-Fi HaLow 
vem como uma solução interessante para alguns cenários da Internet das Coisas que 
necessitem taxas de transferência mais altas e também longo alcance de sinal 
(aproximadamente 1 km). O HaLow trabalha em 900 MHz e traz mecanismos diferenciados 
de controle de acesso ao meio e de economia de energia. Um dos mecanismos que se 
destacam é o Restricted Access Window (RAW) criado para controlar o acesso ao meio e 
diminuir a probabilidade de colisões de pacotes através da divisão do acesso em janelas 
dedicadas a grupos de dispositivos. Além do RAW, a especificação [4] do protocolo HaLow 
inclui outros dois mecanismos na camada de controle de acesso ao meio, o Enhanced 
Distributed Channel Access (EDCA) e o Target Wake Time (TWT). 
Diversos trabalhos disponíveis na literatura, como  Tian et al. [5], Kim e Yeon [6], 
Šljivo et al. [7], Oyegbola et al. [8], Ali et al. [9], entre outros, avaliaram as características do 
RAW e sugeriram modelos ou algoritmos para ajustar dinamicamente alguns parâmetros, 
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melhorando seu desempenho principalmente em redes de sensores e aplicações de tráfego 
previsível e homogêneo. 
Dos trabalhos que avaliaram o RAW, apenas Oyegbola et al. [8] e Ali et al. [9] 
consideraram a heterogeneidade de dispositivos e os diferentes perfis de tráfego competindo 
pelo acesso ao meio.  No entanto, eles não consideraram o funcionamento simultâneo dos 
mecanismos RAW, EDCA e TWT e a influencia deles na qualidade de serviço (ou QoS, do 
inglês, Quality of Service). Dessa forma, o estudo do RAW em conjunto principalmente com 
o EDCA em cenários que incluem dispositivos com diferentes requisitos de QoS tem grande 
potencial para contribuir para o desenvolvimento do HaLow. 
Adame et al. [10] concluíram por meio da análise de viabilidade e das características 
do HaLow que a definição de diferentes mecanismos de qualidade de serviço será necessária 
para o bom desempenho na comunicação entre os dispositivos e o ponto de acesso. 
Apesar da especificação do protocolo já estar finalizada, esta não aborda sobre 
estratégias de agrupamento de dispositivos e as informações acerca dos mecanismos de QoS 
são limitadas. Além disso, o comportamento do protocolo em cenários com dispositivos da 
Internet das Coisas competindo simultaneamente pelo meio e que possuem diferentes 
modelos de tráfego e diferentes requisitos ainda é pouco conhecido. 
Assim sendo, esta dissertação tem como objetivo combinar a utilização dos 
mecanismos RAW e EDCA e analisar o impacto nas métricas de qualidade de serviço em 
redes IEEE 802.11ah onde dispositivos da Internet das Coisas com diferentes modelos e 
requisitos de tráfego estarão simultaneamente competindo pelo acesso ao meio. Além disso, 
propor formas de agrupamento de dispositivos e técnicas de ajuste dinâmico de parâmetros do 
RAW compatíveis com a especificação do protocolo, de modo a garantir requisitos de QoS de 
aplicações heterogêneas em redes IEEE 802.11ah. Por fim, trazer percepções dos fatores que 
podem limitar a provisão de qualidade de serviço nessas redes. 
 
1.1. Contribuições 
As principais contribuições dessa dissertação são: 
 Análise estatística de desempenho do protocolo IEEE 802.11ah frente a uma 
nova estratégia de agrupamento de dispositivos considerando qualidade de 
serviço; 
 Proposta de uma heurística para ajuste dinâmico das partições dentro da RAW; 
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 Apresentação e análise dos fatores que podem ser limitantes ao provimento de 
qualidade de serviço no protocolo IEEE 802.11ah; 
 Implementações e correções para o módulo IEEE 802.11ah do NS-3; 
 
1.2. Produção Científica 
Os resultados dessa dissertação resultaram na seguinte publicação: 
S. Z. Arnosti e J. F. Borin, “Analyzing QoS metrics in IEEE 802.11ah networks 
with traffic differentiation,”Anais do XXXVII Simpósio Brasileiro de Redes de 
Computadores e Sistemas Distribuídos, 2019, p. 1217. 
 
1.3. Organização 
O restante desta dissertação está organizado da seguinte forma: o Capítulo 2 
engloba a fundamentação teórica e revisão bibliográfica realizada; o Capítulo 3 apresenta os 
principais trabalhos relacionados e alguns de seus resultados; o Capítulo 4 descreve 
detalhadamente o modelo de sistema considerado nos experimentos e traz informações 
técnicas dos parâmetros de simulação, desenvolvimento e análise estatística; no Capítulo 5, a 
Seção 5.2 apresenta os agrupamentos propostos e a Seção 5.2.1 os resultados das simulações; 
a Seção 5.3 apresenta a heurística de ajuste dinâmico de partições e a Seção 5.3.1 discute os 
resultados das simulações. Por fim, o Capítulo 6, conclui a dissertação. 
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Capítulo 2 Fundamentação Teórica 
2.1. Internet das Coisas 
O termo em inglês Internet of Things (IoT) foi utilizado primeiramente em 
meados de 2009 pelo ex-diretor executivo do Auto-ID Center, Kevin Ashton, para definir uma 
próxima geração da internet onde os computadores não dependerão exclusivamente de dados 
gerados pelas pessoas. Ashton defende uma internet onde os computadores tenham 
conhecimento sobre qualquer objeto em diversos ambientes e possam utilizar os dados 
gerados por estes sem a intervenção humana. Dessa forma, será possível rastrear e contar 
qualquer coisa, saber quando um objeto precisa ser substituído ou reparado, reduzindo o 
desperdício, perdas e custos [12], [13]. 
A International Telecommunication Union (ITU) [14] define as chamadas coisas 
como objetos do mundo físico ou virtual que são capazes de serem identificados e integrados 
nas redes de comunicação. Mais recentemente e de forma similar, Silvio Meira [3] definiu as 
coisas como objetos físicos envelopados por uma camada digital, ou seja, que tenham em 
algum grau capacidades simultâneas de computação, comunicação e controle. Estes objetos 
podem ser desde uma simples lâmpada até um veículo. 
A Internet das Coisas traz um novo nível de inovação onde um grande número de 
objetos heterogêneos está interconectado e cada um pode ter um endereço único. Estes objetos 
estão conectados à internet e a comunicação com eles é padronizada por protocolos focados 
no baixo uso de computação e principalmente no baixo consumo de energia [13]. 
Essa conexão entre diferentes objetos e a interação com eles se dá principalmente 
por meio de diferentes tecnologias de comunicação sem fio. Dessa forma, a Internet das 
Coisas cria ambientes mais dinâmicos e inteligentes que afetam diretamente a vida das 
pessoas. Esse novo conceito está sendo empregado em diferentes campos, como a indústria, 
saúde, transporte, segurança, entre outros [1]. 
 
2.2. Ambientes dinâmicos e inteligentes 
Ambientes inteligentes são aqueles capazes de obter conhecimento e aplicá-lo de 
forma a atender as necessidades de um usuário, melhorando e tornando mais dinâmica a 
experiência dele com o ambiente ao seu redor [1]. 
Esses ambientes baseados na Internet das Coisas podem ser categorizados em: 
 Cidades inteligentes; 
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 Casas inteligentes; 
 Sistemas de energia inteligentes; 
 Prédios inteligentes; 
 Sistemas de saúde inteligentes; 
 Indústrias inteligentes. 
Dentre as categorias listadas, destaca-se a cidade inteligente, que agrega todas as 
outras categorias e cujo principal objetivo é desenvolver aplicações que façam uso da enorme 
variedade de dados gerados pelos objetos da Internet das Coisas, o que contribuirá para o 
aumento da qualidade dos serviços públicos e redução dos custos de administração [1], [15], 
[16]. 
A ideia de casas inteligentes contribui para tornar a vida das pessoas mais fácil e 
conveniente. Permite o monitoramento e controle remoto dos sistemas de uma casa assim 
como a automação, por exemplo, do fechamento ou abertura de janelas de acordo com o clima 
[16]. 
Um sistema inteligente de energia é capaz de medir o consumo de casas e prédios 
de forma a prover a quantidade de energia necessária de acordo com o consumo e crescimento 
da população de uma cidade. Além disso, o monitoramento do sistema, preferencialmente em 
tempo real, possibilita a redução de possíveis desastres e, no caso desses, o redirecionamento 
automático de energia de outras fontes [16]. 
Nos prédios inteligentes, o gerenciamento de dispositivos que usam sensores e 
atuadores permite um controle mais eficiente dos sistemas diminuindo o consumo de energia, 
aumentando a segurança e facilitando a manutenção do prédio, uma vez que requisições de 
manutenção poderão ser enviadas às empresas responsáveis sem a intervenção humana [1], 
[15], [16]. 
Através de dispositivos embarcados colocados nos pacientes, o sistema de saúde 
inteligente é capaz de coletar dados e monitorar o estado dos pacientes através de sensores. Os 
dados coletados são enviados pela rede para sistemas de processamento remoto para serem 
analisados e a ação mais adequada ser tomada. Além disso, os médicos responsáveis por 
aqueles pacientes são constantemente informados sobre as condições deles [16]. 
As indústrias inteligentes, por sua vez, poderão realizar tarefas com o mínimo 
possível de intervenção humana. As máquinas e robôs serão capazes de produzir de forma 
mais rápida e precisa baseando-se no transporte, processamento e comunicação. Será possível 
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controlar e monitorar a funcionalidade das máquinas e a produtividade delas pela internet. 
Uma máquina que detecte um problema poderá enviar automaticamente um pedido de 
manutenção ao departamento responsável [16]. 
Este trabalho considera um cenário característico de cidade inteligente onde há 
diversos sensores e câmeras distribuídas pelo ambiente. Cada um dos sensores gera uma 
pequena quantidade de dados, enquanto as câmeras geram tráfego de vídeo caracterizado por 
grandes quantidades de dados.  
 
2.3. Tecnologias e elementos da Internet das Coisas 
Para que o real significado e funcionamento da Internet das Coisas sejam 
compreendidos, os objetos não podem ser apenas considerados sensores e atuadores, eles 
devem também fazer parte de um sistema ou conjunto de plataformas e para isso, alguns 
elementos básicos e tecnologias são necessários [3], [16]. 
O elemento chamado de identificação é crucial, pois permite que cada objeto seja 
identificado unicamente. Esse elemento pode utilizar a tecnologia de Radio Frequency 
Identification (RFID) com métodos como o Eletronic Product Codes (EPC) ou ubiquitous 
Code (uCode) para atribuir um nome ou sigla ao objeto. Esses objetos também são 
endereçados e podem utilizar os protocolos IPv4, IPv6 e 6LoWPAN [17], uma versão do IPv6 
para redes Low Power Wireless Personal Area Network  (WPAN) ou  IEEE 802.15.4, que 
permite a compressão e fragmentação de cabeçalhos IPV6 para que possam ser enviados e 
recebidos nessas redes [16], [18]. 
Mais um dos elementos básicos é a capacidade de reconhecer o ambiente, a 
Internet das Coisas deve ser capaz de coletar dados através dos objetos e enviá-los pela rede 
para bases de dados ou serviços de nuvem onde podem ser analisados para que ações sejam 
tomadas de acordo com o serviço solicitado. Dentre as principais categorias de serviços que 
podem ser solicitados, estão o de identificação, agregação de informações e colaboração na 
tomada de decisões. Esses serviços podem ser realizados a qualquer momento, por qualquer 
usuário em qualquer lugar [16]. 
A semântica é o elemento que se refere à habilidade de obter conhecimento de 
uma forma inteligente, reconhecendo, analisando e modelando os dados de modo a facilitar a 
tomada de decisões e enviar corretamente as solicitações de serviço para as fontes que podem 
fornecê-los [15], [18]. 
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O elemento computação vem apoiado por várias plataformas de hardware que 
podem executar grande parte das aplicações da Internet das Coisas, dentre elas destacam-se o 
Arduino, NodeMCU e Raspberry Pi. Juntamente com elas, estão os sistemas operacionais que 
são peça fundamental para a integração de software e hardware, onde se destacam 
principalmente os sistemas baseados em Linux [16]. 
A comunicação vem como elemento responsável por conectar todos os objetos 
heterogêneos na Internet das Coisas e opera com políticas de economia de energia. Dentre os 
principais protocolos que podem ser utilizados na Internet das Coisas estão o Wi-fi, LoRa, 
Bluetooth Low Energy (BLE), Zigbee, Z-Wave, LTE-A e Sigfox [18].  
 
2.4. Protocolos de comunicação sem fio para a Internet das 
Coisas 
A grande maioria dos protocolos que surgiram para suprir as necessidades de 
comunicação entre dispositivos da Internet das Coisas fazem parte de uma categoria chamada 
Low-Power Wide Area Networks (LPWAN) que visa oferecer uma ampla cobertura de sinal de 
rádio com o menor consumo de energia possível, visto que a maior parte dos dispositivos 
utilizam baterias. Para que seja possível oferecer essas duas características é necessário que 
alguns protocolos utilizem modulações específicas e frequências de rádio menores, além de 
regras mais restritivas de acesso ao meio. Dentre esses protocolos estão o Wi-fi HaLow (IEEE 
802.11ah), LoRa, Sigfox, LTE-M e NB-IoT [18], [19], [20]. 
Outras categorias de protocolos também são utilizadas em alguns cenários de IoT, 
como o Bluetooth Low Energy (BLE) e Zigbee pertencentes à categoria de redes Wireless 
Personal Area Network (WPAN) e o Z-Wave, categorizado como Home Automation Network 
(HAN) [18], [19], [20]. 
As seções seguintes apresentam uma breve descrição dos principais protocolos de 
comunicação sem fio para a Internet das Coisas. 
 
2.4.1. Wi-fi HaLow (IEEE 802.11ah) 
Este protocolo é uma das categorias do padrão Wi-Fi IEEE 802.11 e segue 
esquemas de modulação e codificação da camada física do padrão 802.11ac e ao contrário das 
outras categorias opera em uma faixa de frequência abaixo de 1 GHz, mais especificamente 
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900 MHz. Em ambientes abertos pode alcançar até 1 km com uma largura de banda alta para 
este tipo de aplicação que fica na faixa de 150 kbps. Em distâncias menores e com 
modulações específicas de canal o protocolo pode atingir taxas de 300 kbps a 346 Mbps [19], 
[20]. 
Um destaque da camada de acesso ao meio é o desenvolvimento de um recurso 
chamado RAW que restringe o tempo que um dispositivo pode utilizar o enlace, o que reduz a 
probabilidade de que transmissões de pacotes se sobreponham e também economiza energia 
[21]. Esse protocolo será apresentado mais detalhadamente na Seção 2.5. 
 
2.4.2. LoRa 
A sigla LoRa vem do termo em inglês Long Range. Esse protocolo utiliza 
frequência de operação abaixo de 1 GHz e visa alcançar longas distâncias utilizando 
modulações específicas e taxas extremamente baixas de transferência de dados.  
A comunicação entre dispositivos LoRa utiliza em sua camada física uma técnica 
de modulação de rádio conhecida como Chirp Spread Spectrum (CSS) e outros parâmetros de 
personalização. A camada de acesso ao meio utiliza um protocolo com especificação aberta 
conhecido como LoRaWAN, desenvolvido pela LoRa Alliance
1
. A comunicação entre 
dispositivos pode alcançar dezenas de quilômetros e sua taxa de transferência de dados pode 
chegar a até 50 kbps [19]. 
 
2.4.3. Sigfox 
Uma tecnologia proprietária sem especificação aberta ao público, e desenvolvida 
por uma empresa francesa chamada Sigfox como uma variação dos sistemas para celulares. 
Opera em uma frequência de 868 MHz e divide o espectro em 400 canais de 100 Hz. Cada 
dispositivo pode enviar cerca de 140 mensagens por dia com um tamanho de até 12 bytes a 
uma taxa de 100 bps [19]. 
Devido à baixa frequência utilizada e o modo como foi desenvolvido, o protocolo 
Sigfox pode transmitir sinal a centenas de quilômetros em ambiente rural [19], [20]. 
Por ter uma taxa de transferência de dados extremamente baixa, a utilização desse 
protocolo é interessante para aquisição de dados de longo prazo que não necessitem uma 
análise em tempo real. Por isso, essa tecnologia não é interessante em cenários que dependam 
de um controle remoto de dispositivos [19]. 
                                                             
1 https://www.lora-alliance.org/ 
 
 
22 
 
 
 
2.4.4. Long-Term Evolution Advanced (LTE-A) 
O LTE-A é um conjunto de protocolos de comunicação para redes celulares e uma 
versão aprimorada do LTE, possui uma largura de banda com até 100 MHz, maior cobertura e 
taxa de transmissão, além de atrasos menores [16]. 
A especificação do LTE-A vem sendo estendida para prover uma infraestrutura 
para os dispositivos da Internet das Coisas em cidades inteligentes. As categorias que 
surgiram na última revisão do LTE-A para comunicação do tipo Machine-to-Machine (M2M) 
são chamadas LTE-M e Narrow Band-IoT (NB-IoT) [16], [20]. 
O LTE-M opera na frequência de 1,4 MHz, atinge taxas de transmissão de até 1 
Mbps e cobre distâncias menores que 11 km, dentre as suas principais características está a 
capacidade de reajustar a frequência do canal e o esquema de acesso múltiplo via métodos de 
acesso aleatório. Já o NB-IoT tem taxas baixas de transferência que ficam na faixa de 64 kbps 
a 128 kbps, pode transmitir a distâncias de até 15 km e possui requisitos bem rígidos como: 
dispositivos de complexidade extremamente baixa, melhora de 20 dB no sinal em ambientes 
internos, suporte a um número mínimo de dispositivos por estação base, as baterias dos 
dispositivos NB-IoT devem ter tempo de vida útil em torno de 10 anos e o atraso máximo na 
rede deverá ser de 10 segundos [20]. 
Apesar de o protocolo LTE-A estar bem posicionado para receber a infraestrutura 
de Internet das Coisas, uma vez que atualmente já vem sendo amplamente utilizado nas redes 
celulares, como todos os outros protocolos o LTE-A, deverá lidar com um grande crescimento 
do número de dispositivos, mas principalmente com o massivo aumento do tráfego de dados 
sendo enviados (uplink) [22]. 
 
2.4.5. Bluetooth Low Energy (BLE) 
O bluetooth chegou a sua versão 4.0 e adicionou uma extensão de baixo consumo 
energético, conhecida como BLE. Ao contrário dos outros protocolos para Internet das Coisas 
ele se encaixa em uma categoria chamada de rede de área pessoal (PAN, do inglês, Personal 
Area Network) e já vem sendo utilizado em muitos dispositivos vestíveis, como relógios, 
tênis, óculos, entre outros [18], [23].  
O BLE pode alcançar até 1 Mbps de taxa de transferência de dados e sua 
cobertura chega até 10 m aproximadamente. A camada física desse protocolo utiliza a 
modulação de frequência Frequency Hopping Spread Spectrum (FHSS) e a camada de enlace 
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utiliza uma política de divisão por tempo para acesso ao meio, Time Division Multiple Access 
(TDMA) [19], [23]. 
Dentre outras características, o BLE apresenta rápido pareamento entre 
dispositivos, cerca de 3 ms de período de conexão e define uma topologia de estrela para a 
rede [19], [23]. 
 
2.4.6. Zigbee (IEEE 802.15.4) 
É uma especificação para rádios pequenos e de baixo consumo, sendo mais barato 
que o bluetooth e o Wi-Fi. O Zigbee pode enviar dados a longas distâncias e normalmente é 
utilizado em redes de sensores, onde são colocados vários nós intermediários para formar uma 
rede mesh [18], [19]. 
Essa tecnologia utiliza frequências de rádio isentas de licença e os custos 
operacionais da instalação de dispositivos Zigbee são muito baixos. A especificação do 
protocolo visa melhorar a qualidade de serviço e define a utilização de encriptação AES de 
128 bits na troca de dados [18]. 
 
2.4.7. Z-Wave 
O Z-Wave é um protocolo diferenciado que se encaixa em uma categoria chamada 
HAN. Tem sido utilizado para automação e controle remoto de aplicações em casas e 
pequenos prédios inteligentes [16]. 
A cobertura de sinal desse protocolo chega a até 30 metros na comunicação ponto-
a-ponto. Pode ser utilizado para aplicações que necessitam uma taxa de transmissão muito 
baixa, de 40 kbps a 200 kbps, como controle de lâmpadas, controle de acesso, controle de 
dispositivos para monitoramento de sinais vitais, detecção de incêndio, entre outros. Sua 
camada de controle de acesso ao meio é beneficiada por um mecanismo para evitar colisão de 
pacotes, além disso, é possível habilitar mensagens de reconhecimento (ACKs) para prover 
uma transmissão confiável de dados [16]. 
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2.4.8.  Considerações sobre os protocolos 
As tecnologias como Sigfox e LoRa oferecem uma grande distância de 
transmissão de sinal, porém em detrimento disso tem taxas de transmissão de dados 
extremamente baixas. Por outro lado, o BLE e Zigbee oferecem taxas de transmissão mais 
elevadas, mas ao custo de conseguirem transmitir apenas a alguns metros de distância. 
Nas cidades inteligentes haverá grande demanda por tráfego uplink, ou seja, 
muitos dispositivos desejarão enviar dados e muitas vezes esses dados poderão ser imagens 
que necessitam altas taxas de transmissão ou dados de controle que em cidades normalmente 
precisam ser transmitidos a alguns quilômetros. 
As redes de celulares LTE, apesar de já estarem em operação com altas taxas de 
transmissão e grande cobertura de sinal, foram desenvolvidas baseando-se em tráfego 
downlink. Mecanismos para lidar com o grande aumento do tráfego uplink e ao mesmo tempo 
economizar energia vêm sendo desenvolvidos no conjunto LTE-A.  
Visto isso, o protocolo HaLow vem como uma solução intermediária para 
preencher a necessidade de uma tecnologia que ofereça ao mesmo tempo um alcance de sinal 
estendido e um taxa de transmissão mais alta [24]. Além disso, ele trabalha com faixas de 
frequência isentas de licença, faz parte do conjunto de protocolos Wi-fi IEEE 802.11, 
amplamente utilizados e já consolidados, além de ter nativamente vários mecanismos de 
gerenciamento de acesso ao meio e economia de energia. Pelos motivos apresentados e 
levando em consideração as necessidades da Internet das Coisas, esta dissertação tem como 
foco o protocolo HaLoW (IEEE 802.11ah), e suas características e mecanismos serão mais 
detalhados na próxima seção. 
A Figura 1 ilustra o posicionamento do HaLow comparado aos diversos 
protocolos apresentados. Ele apresenta um aumento considerável no alcance de sinal 
comparado as tecnologias WPAN (Zigbee e BLE) e também na taxa de transferência de dados 
se comparado às outras tecnologias LPWAN (LoRa e Sigfox). 
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2.5. O protocolo IEEE 802.11ah (Wi-Fi HaLow) 
Este protocolo vem como uma extensão ao conjunto de protocolos IEEE 802.11 
com o principal objetivo de apresentar especificações e mecanismos que possam satisfazer os 
requisitos do novo cenário da Internet das Coisas e junto com os outros protocolos que já 
existem contribuir como mais uma solução [25].  
A Seção 2.4.1 apresentou sucintamente as principais características do HaLow. 
Nessa seção, as características da camada física, camada de controle de acesso ao meio, 
mecanismos de economia de energia e outras serão abordadas com mais detalhes. 
 
2.5.1. Casos de uso 
A extensão foi criada baseando-se em três casos de uso principais [25], [26]: 
 Sensores e medidores inteligentes: a ideia do novo protocolo é permitir que 
o conjunto IEEE 802.11 cubra as principais aplicações de Internet das 
Coisas para espaços internos e externos em regiões urbanas e rurais. 
 Agregação de backhaul: nesse caso os pontos de acesso 802.11ah serão 
utilizados como nós intermediários para coletar informações da borda da 
rede e repassá-las ao núcleo onde estão os servidores. Esse uso se torna 
interessante nos casos em que as tecnologias de dispositivos da borda da 
rede (ex.: sensores) não serão capazes de enviar as informações a longas 
Figura 1- Comparativo do protocolo HaLow com os outros protocolos da Internet das Coisas em termos de alcance 
de sinal e taxa de transferência. Adaptado de [24]. 
 
 
26 
 
 
 
distâncias até os servidores remotos ou não terão vazão suficiente para lidar 
com fluxos de vídeo, por exemplo, presentes em sistemas autônomos de 
vigilância. 
 Pontos para extensão de cobertura e diminuição da carga em redes celulares: 
as longas distâncias de transmissão atingidas com o uso de frequências 
abaixo de 1 GHz se tornam interessantes para aumentar a cobertura de 
pontos de acesso que poderão ser utilizados para diminuir ou redirecionar o 
tráfego em redes celulares. 
 
2.5.2. Camada física 
A camada física do protocolo HaLow traz características do padrão IEEE 
802.11ac e, portanto, utiliza para transmissão dos dados a técnica de multiplexação por 
divisão de frequências ortogonais, conhecida como Orthogonal Frequency Division 
Multiplexing (OFDM) [27]. Tal técnica divide a banda em múltiplas portadoras de frequências 
ortogonais, ou seja, sem sobreposição de frequência. Tal ortogonalidade das portadoras 
combinada com a transmissão de dados em sub-fluxos paralelos permite uma taxa de 
transferência elevada com maior resistência a condições ruins do meio, como atenuação de 
sinal, interferência inter-símbolo e interferência causada por múltiplos caminhos. Além disso, 
o protocolo utilizará o método Multiple-Input and Multiple-Output (MIMO) que se tornou um 
elemento essencial desde o surgimento do padrão IEEE 802.11n. Esse método visa utilizar 
múltiplas antenas de recepção e transmissão para explorar a propagação por múltiplos 
caminhos, o que permitiu aumentar significativamente a capacidade de transferência de dados 
das redes sem fio [20], [24], [26], [27]. 
A largura de banda do HaLow pode ir de 1 MHz a 16 MHz, sendo as larguras de 1 
e 2 MHz mandatórias, as outras podem ser utilizadas dependendo das taxas de transferência 
que se deseja atingir [20]. 
Para conseguir prover diferentes taxas de transferência de dados e se adaptar a 
cenários distintos, o HaLow utiliza também 11 conjuntos de modulação e esquemas de 
codificação (MCSs) referenciados como MCS0 a MCS9 e mais um conjunto para o canal de 1 
MHz nomeado MCS10 que visa estender a distancia de transmissão. Além disso, o protocolo 
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utiliza diferentes números de fluxos espaciais (NSS
2
) e diferentes durações do intervalo entre 
transmissões (GI
3
) [20], [26]. 
Os tipos de modulação utilizados incluem o Binary Phase Shift Keying (BSPK), 
que varia a fase da portadora para representar os níveis 0 e 1, o Quadrature Phase Shift 
Keying (QPSK), que funciona de forma semelhante ao BPSK, porém representa dois bits por 
símbolo, e o Quadrature Amplitude Modulation (QAM) nos modos 16-QAM, 64-QAM e 256-
QAM. Na modulação QAM a amplitude e quadratura das portadoras são variadas para 
representar diferentes símbolos, dessa forma o modo 16-QAM, por exemplo, tem 16 símbolos 
e cada um representa um conjunto de 4 bits, o 64-QAM possui 64 símbolos e cada um 
representa um conjunto de 6 bits, e assim por diante [20], [28]. 
O tipo de codificação mandatória utilizada é o Binary Convolutional Coding 
(BCC) e também como opcional o Low Density Parity Check (LDPC). 
Na Tabela 1 é possível observar os diferentes tipos de MCSs e as taxas de 
transferência atingidas para as larguras de bandas mandatórias de 1 MHz e 2 MHz e também 
para a maior largura de banda possível de 16 MHz, utilizando NSS = 1 e GI = 8 µs. 
Tabela 1- MCSs do HaLow para as bandas de 1 MHz, 2 MHz e 16 MHz com NSS=1 e GI=8µs. Baseada em [24] e [26]. 
MCS Modulação 
Taxa de 
informação 
Taxa de transferência (kbps) 
1 MHz 2 MHz 16 MHz 
0 BPSK 1/2 300 650 5850 
1 QPSK 1/2 600 1300 11700 
2 QPSK 3/4 900 1950 17550 
3 16-QAM 1/2 1200 2600 23400 
4 16QAM 3/4 1800 3900 35100 
5 64-QAM 2/3 2400 5200 46800 
6 64-QAM 3/4 2700 5850 52650 
7 64-QAM 5/6 3000 6500 58500 
8 256-QAM 3/4 3600 7800 70200 
9 256-QAM 5/6 4000 N/A 78000 
10 BPSK 1/2 com dupla 
repetição 
150 N/A N/A 
 
                                                             
2 Especifica o número de fluxos de dados simultâneos em um canal que utiliza tecnologia MIMO. 
3 Utilizado após uma transmissão para assegurar que não ocorra sobreposição entre transmissões devido a 
atrasos de propagação. 
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2.5.3. Camada de controle de acesso ao meio 
A camada de controle de acesso ao meio ou Medium Access Control (MAC) traz 
muitas características interessantes para lidar com a natureza de larga escala da Internet das 
Coisas e com os diversos dispositivos que dependerão energeticamente de baterias. 
Para lidar com os inúmeros dispositivos que estarão conectados, o grupo de 
desenvolvimento do HaLow criou um novo modo de identificação dos dispositivos. A nova 
estrutura de identificadores AID (Association IDentifiers) é hierárquica e consiste de quatro 
níveis (página, bloco, sub-bloco e índice do dispositivo). Essa estrutura permite melhorar as 
métricas da rede como a vazão, taxa de colisão e consumo de energia agrupando dispositivos 
com características semelhantes de tráfego, localização, tipo de fonte de energia, entre outros. 
Além disso, o novo identificador AID possui 13 bits, o que permite a associação de até 8191 
dispositivos por ponto de acesso [19], [20], [24].  
Na Internet das Coisas haverá também muita concorrência de acesso às estações 
base e muitos dispositivos com restrições energéticas. Pensando nisso, o grupo de 
desenvolvimento do protocolo criou mecanismos que visam controlar o acesso ao meio, 
economizar energia e prover qualidade de serviço. Dentre os principais destacam-se os 
seguintes, apresentados pelos nomes ou siglas em inglês: TIM segmentation, EDCA, Fast 
Authentication and Association, RAW, TWT e Bidirectional TXOP. 
Na Figura 2 é ilustrada a arquitetura da camada de controle de acesso ao meio 
para um dispositivo que usa o protocolo HaLow, com destaque para os mecanismos de 
provisão de qualidade de serviços. 
 
Figura 2- Arquitetura da camada de controle de acesso ao meio para o protocolo HaLow. Adaptada de [4]. 
*DCF: técnica obrigatória utilizada para evitar colisões em redes baseadas no padrão IEEE 802.11. 
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2.5.3.1. Fast Authentication and Association  
Durante a inicialização da rede de um AP (Access Point) ou mesmo após um 
evento de queda de energia, muitos dispositivos ficam tentando simultaneamente obter 
conexão com o AP. Em um cenário onde poderiam existir milhares de dispositivos tentando 
se conectar, muitas das requisições de autenticação não seriam recebidas pelo AP devido ao 
grande número de colisões de pacotes e o processo de associação poderia levar muito tempo 
[24]. Segundo Khorov et al. [26] levaria cerca de 5 minutos para 100 dispositivos terminarem 
o processo de autenticação. 
Devido a esse problema, o grupo de desenvolvimento criou dois mecanismos para 
obter uma associação e autenticação mais rápidas, um mecanismo centralizado e outro 
descentralizado [24], [26]. 
No centralizado, o AP ajusta um limiar dentro do elemento de controle de 
autenticação em cada beacon de associação. Quando um dispositivo é inicializado, ele gera 
um número aleatório entre 0 e 1022 e envia a requisição de autenticação/associação para o AP 
se o número gerado for menor que o limiar recebido do beacon enviado pelo AP, caso 
contrário o processo é postergado até o próximo beacon. O AP deve ajustar dinamicamente o 
limiar para que todos os dispositivos consigam se associar eventualmente, além disso, a cada 
final de processo o limiar deve ser gerado novamente. 
O mecanismo de autenticação/associação descentralizada se baseia no backoff
4
 
binário exponencial truncado, onde cada intervalo entre os beacons é dividido em partições 
iguais de tempo, o dispositivo seleciona aleatoriamente uma partição e envia a sua requisição 
de associação. 
Ao contrário do HaLow, a maioria dos outros protocolos, como o LTE, baseiam-
se em associação à estação base por acesso randômico ao meio, o que pode aumentar o 
números de colisões em redes com muitos dispositivos e dificultar a associação. 
 
2.5.3.2. Mecanismos para economia de energia 
Nas redes do padrão IEEE 802.11 a ideia principal dos mecanismos de economia 
de energia se baseia na comutação entre dois estados do dispositivo: acordado e em repouso. 
No primeiro estado, o dispositivo pode transmitir e receber dados, enquanto que no segundo o 
módulo de rádio é desligado e ele não pode transmitir e nem receber dados. Quando o 
                                                             
4 Tempo que um dispositivo aguarda antes de realizar uma nova transmissão. 
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dispositivo alterna entre esses dois estados pode-se dizer que ele está no modo de economia 
de energia ou Power Save mode (PS), por outro lado se o dispositivo está sempre acordado, 
então ele está no modo chamado ativo [26]. 
Os dispositivos devem notificar o ponto de acesso (AP) antes que seu modo de 
funcionamento mude. Se um dispositivo está no modo PS, o AP armazena os quadros que 
seriam destinados àquele e para notificar um dispositivo que existem dados armazenados para 
ele o AP inclui no beacon
5
 uma informação chamada Traffic Indication Map (TIM), que é um 
mapa de bits que indica se existem pacotes destinados a um determinado dispositivo [26]. 
Periodicamente o AP envia um beacon com um Delivery Traffic Indication Map 
(DTIM) dizendo se os dispositivos têm pacotes de grupo (broadcast ou multicast) a serem 
recebidos. Esses pacotes são enviados logo após o beacon [26]. 
Depois que um dispositivo acordou para receber o beacon, ele verifica no 
elemento TIM contido naquele se existem pacotes a serem recebidos, se não existirem ele 
retorna para o estado de repouso logo após. Caso contrário, o dispositivo envia um quadro 
chamado PS-Poll (indicação que está pronto para receber os dados) após a transmissão de 
pacotes de grupo e em resposta o AP inicia a transmissão dos pacotes armazenados para 
aquele dispositivo [20], [26]. 
Dentro deste contexto, três tipos de dispositivos são definidos: dispositivo TIM, 
não-TIM e não agendado. Os dispositivos TIM são caracterizados por manipular grande 
volume de dados e esperam pela indicação de que existem dados a serem recebidos e se não 
há eles entram em um estado de repouso. Os dispositivos não-TIM têm o mesmo 
comportamento, porém são utilizados para transmissões periódicas de pouco volume de 
dados. Por fim, os dispositivos definidos como não agendados podem pedir a qualquer 
instante, através de um quadro PS-Poll, para acessarem o canal, o AP então envia ao 
dispositivo o intervalo de tempo ao qual ele poderá ter acesso [20]. 
 
2.5.3.3. TIM segmentation 
Devido ao grande número de dispositivos que estarão associados a um mesmo 
AP, é esperado que haja sobrecarga com relação ao número de requisições de acesso ao canal, 
o que levará os dispositivos a ficarem ativos e consumindo energia enquanto tentam acessar o 
canal [24], [26]. 
                                                             
5 Pacotes transmitidos periodicamente que contêm informações para administração da rede sem fio e também 
para anúncio de presença. 
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Para mitigar o problema, o grupo de desenvolvimento do HaLow criou a 
segmentação do TIM, que permite dividir a informação desse em pedaços menores e 
transmiti-la separadamente. O AP envia periodicamente um beacon DTIM com informações 
sobre como o TIM foi dividido, ou seja, em quantas partições foi dividido, duração de cada 
partição e sua posição com relação ao beacon atual. Dessa forma, o dispositivo consegue 
saber em que momento deverá acordar para receber o beacon que contém o fragmento de TIM 
que indica se ele tem ou não dados para receber. Enquanto não chega o momento de receber o 
beacon, o dispositivo pode ficar em estado de repouso economizando energia [26].  
 
2.5.3.4. Enhanced Distributed Channel Access (EDCA) 
O mecanismo EDCA surgiu em meados de 2005 na especificação [29] do padrão 
IEEE 802.11e, criado para definir mecanismos e parâmetros de qualidade de serviço nas redes 
IEEE 802.11. 
O EDCA foi projetado para prover um acesso distribuído ao meio e tráfego 
diferenciado. Por meio da definição de um menor tempo de transmissão entre quadro (AIFS), 
de quatro categorias de acesso (ACs) e oito filas de prioridades, um pacote de alta prioridade 
tem maior probabilidade de ser enviado do que um de baixa prioridade. Além disso, o EDCA 
provê acesso livre ao canal, ou seja, sem contenção por um período chamado oportunidade de 
transmissão, conhecido pela sigla TXOP. Durante a TXOP, o dispositivo pode enviar quantos 
pacotes for possível pelo período que vem determinado dentro do beacon que recebeu 
anteriormente com os valores para os parâmetros do EDCA [4]. 
Freitag et al. [30] mostraram que em outros padrões do Wi-Fi foi possível 
diminuir significativamente o atraso na entrega de pacotes através do ajuste dinâmico de 
parâmetros do EDCA, como o tamanho da janela em que o dispositivo pode competir pelo 
acesso ao meio e o tempo (TXOP) em que ele pode transmitir vários pacotes sem precisar 
competir pelo meio. 
O protocolo HaLow, dentro do contexto do EDCA, traz também o 
compartilhamento de TXOP, onde um tráfego de menor prioridade pode utilizar a mesma 
oportunidade de transmissão de um tráfego de maior prioridade. Nesse caso, os pacotes em 
uma AC primária são transmitidos primeiro e se sobrar espaço no TXOP uma AC secundária 
poderá também transmitir pacotes. A especificação do protocolo não define quais ACs 
secundárias, ordem ou destinos serão selecionados para entrar nesse compartilhamento, sendo 
esses fatores dependentes de implementação [4]. 
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2.5.3.5. Restricted Access Window (RAW) 
Este mecanismo visa melhorar a eficiência na utilização do meio diminuindo o 
número de colisões de pacotes e também mitigando o problema de nós escondidos quando 
muitos dispositivos estão disputando o acesso ao canal [21], [24].  
A ideia principal do mecanismo é restringir o número de dispositivos que podem 
acessar o canal simultaneamente e espalhar as tentativas de acesso ao longo de um período de 
tempo. Em outras palavras, os dispositivos são divididos em grupos e o AP define uma janela 
de tempo chamada RAW e divide esta em partições, dessa forma apenas os dispositivos 
pertencentes àquela janela podem acessar o meio e apenas no início da sua partição de tempo. 
Cada intervalo de tempo RAW é precedido por um beacon que carrega um RPS (RAW 
Parameter Set) que é um conjunto de parâmetros que definem quais dispositivos pertencem a 
um determinado grupo, início da janela, número de partições e duração de cada partição que 
juntos definem a duração da RAW. Na Figura 3 é ilustrado o funcionamento do mecanismo 
RAW, um dos mais importantes do protocolo HaLow [4], [21], [24]. 
 
Figura 3 - Funcionamento do mecanismo RAW. Baseado em [24]. 
Diferentemente dos outros padrões de IEEE 802.11, para acessar o canal cada 
dispositivo utiliza duas funções de backoff do padrão EDCA que visa prover qualidade de 
serviço. Esses dois estados são utilizados para administrar as transmissões dentro e fora da 
partição RAW, uma vez que as condições para a contenção do meio diferem. Para a primeira 
função, o dispositivo suspende o backoff no início da sua RAW e salva o estado, ao final da 
RAW o dispositivo retoma o backoff do ponto que havia interrompido. Para a segunda função, 
o dispositivo inicia este estado dentro da sua partição contida na RAW e depois o descarta ao 
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final. A Figura 4 ilustra o comportamento e utilização das funções de backoff de um 
dispositivo que pertence ao grupo RAW corrente e de outro que não pertence [24], [26].  
 
Figura 4 - Comportamento das funções de backoff considerando o mecanismo RAW. Baseado em [24]. 
Uma avaliação interessante do mecanismo RAW foi realizada por Le Tian et al. 
[31] em termos de vazão de dados, atraso e eficiência energética para um cenário de 512 
dispositivos com sensores, onde os autores mostraram que o RAW é uma solução eficiente 
para aumentar o desempenho em uma rede densa da Internet das Coisas, uma vez que nos 
experimentos houve um aumento de 70% na vazão de dados, redução de 96% no atraso e de 
99% no consumo de energia dependendo do ajuste dos parâmetros da RAW. Destacaram 
também a importância de se estudar estratégias de ajuste dinâmico para os parâmetros do 
mecanismo que considerem os padrões de tráfego, assim como as condições da rede. 
Em 2017, Le Tian et al. [5] propuseram um algoritmo de agrupamento em tempo 
real para o RAW em condições de tráfego dinâmico. O algoritmo, através da estimação do 
intervalo de transmissão entre pacotes atribui janelas de transmissão aos dispositivos. Na 
avaliação, mostraram que foi possível melhorar o desempenho do protocolo em termos de 
vazão de dados e principalmente quando há dispositivos ocultos na rede. 
Wang et al. [32] por meio do uso de teoria da probabilidade e cadeias de Markov 
mostraram um algoritmo de controle para o mecanismo RAW que visa otimizar a eficiência 
energética durante a fase de uplink através da adaptação da duração do RAW para diferentes 
tamanhos de grupos e números de dispositivos tentando acessar ao mesmo tempo um ponto de 
acesso. 
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2.5.3.6. Target Wake Time (TWT) 
Normalmente um dispositivo em estado de economia de energia (PS) que esteja 
dormindo, ou seja, seu rádio está desligado, acorda para receber beacons do AP e verificar se 
existem dados que precisam ser recebidos. Agindo dessa forma, é difícil fazer com que se 
reduza o consumo de energia sem recusar o recebimento dos beacons [26]. 
Para tratar esse problema a especificação IEEE 802.11ah inclui a ideia do TWT, 
que permite que o AP agende períodos no qual o dispositivo irá acordar para realizar a troca 
de dados. Dessa forma, sabendo o momento em que o dispositivo estará acordado, o AP pode 
antecipar o processamento e separação dos dados, assim quando chegar o período agendado e 
o dispositivo enviar um quadro PS-Poll, o AP poderá iniciar a troca de dados sem atrasos de 
processamento e de acesso ao meio [21], [26]. 
O mecanismo TWT possibilita dessa forma que os dispositivos permaneçam 
longos períodos em estado de repouso e não precisem acordar para receber beacons, o que 
gera grande economia de energia [26]. 
Para configurar o TWT, tanto o AP quanto o dispositivo necessitam iniciar um 
período de acordo em que eles trocam elementos que contém os parâmetros do TWT. Esses 
podem ser interpretados como uma requisição, sugestão, demanda, agrupamento, aceitação, 
entre outros. Dentre os principais parâmetros do TWT estão: o tempo em que o primeiro 
intervalo TWT começa; duração mínima do período de TWT; o intervalo que o dispositivo 
ficará ativo; direção de transmissão (Uplink ou Downlink); identificação do fluxo (um AP 
pode distinguir até oito fluxos de configuração de TWT); canais em que o dispositivo pode 
transmitir durante o período de TWT e se o TWT é implícito ou explícito [4], [26]. 
Para maior proveito do mecanismo e economia de recursos, as informações a 
respeito do próximo TWT podem ser passadas durante a troca de dados corrente (TWT 
implícito) ou podem ser calculadas adicionado um período fixo de tempo ao TWT atual 
(TWT explícito) [21]. 
Os quadros enviados durante o período de TWT não estão protegidos de colisões 
com as estações que utilizam o TIM, o que força o AP a usar um vetor de alocação de rede 
(NAV) ou o mecanismo RAW para proteger separadamente cada TWT, o que pode 
sobrecarregar a rede. Por isso, visando minimizar esse problema, o grupo de desenvolvimento 
sugeriu agrupar os dispositivos TWT e alocar os períodos lado-a-lado no tempo. Como a 
duração do TWT não é fixa, a distância entre TWTs é dependente de implementação, o que 
abre oportunidades para o desenvolvimento de um algoritmo de ajuste dinâmico dessa 
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distância que possa levar em consideração a duração da oportunidade de transmissão, por 
exemplo. 
Na Figura 5 é ilustrado o funcionamento do acesso ao canal e troca de dados 
baseado no recebimento de beacons e outro baseado no mecanismo TWT, esquemas 1 e 2, 
respectivamente.  
 
Figura 5 - Acesso baseado em beacons e via TWT. Sendo, MR = Modo Repouso; ME = Modo Escuta do canal; TD 
= Transmissão de Dados; RD = Recebimento de Dados; UL= Uplink; DL=Downlink. Adaptado de [33]. 
 
2.5.3.7. Bidirectional TXOP 
Pequenos dispositivos que dependem de bateria como fonte de energia têm como 
ponto crítico minimizar seu consumo de energia. O recurso Bidirectional TXOP desenvolvido 
no IEEE 802.11ah permite que um dispositivo e um AP enviem e recebam pacotes separados 
por um período de tempo conhecido como SIFS (Short Inter Frame Space) em uma mesma 
oportunidade de transmissão (TXOP) [21]. 
 
2.6. Considerações finais 
Este capítulo apresentou inicialmente nas seções 2.1 a 2.3 a definição de Internet 
das Coisas e os principais conceitos e tecnologias relacionadas. A Seção 2.4 resumiu e 
comparou os principais protocolos de comunicação sem fio que foram criados para atender os 
requisitos da Internet das Coisas. Por fim, a Seção 2.5 detalhou as características e destacou 
os principais mecanismos de controle de acesso ao meio do protocolo IEEE 802.11ah. 
Dentre esses mecanismos, o RAW, EDCA e TWT buscam prover qualidade de 
serviço. Os trabalhos relacionados que são apresentados nessa dissertação não utilizam 
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simultaneamente dois ou mais desses mecanismos e apenas Oyegbola et al. [8] e Ali et al. [9] 
consideram cenários com tráfegos e dispositivos de diferentes requisitos. Além disso, no caso 
do RAW, a especificação do protocolo não determina técnicas de agrupamento ou ajuste 
dinâmico de parâmetros. Os próximos capítulos focam nestes desafios ainda em aberto na 
literatura.  
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Capítulo 3 Trabalhos relacionados 
Os estudos mais recentes do protocolo IEEE 802.11ah visam principalmente melhorar 
ou criar algoritmos de agrupamento na RAW. Este capítulo destaca alguns deles e suas 
contribuições. 
O trabalho de Tian et al. [5] propõe um algoritmo de agrupamento em tempo real para 
sensores. Na investigação de um valor ótimo de nós que compartilham uma partição RAW, 
eles realizaram um experimento considerando a duração da RAW igual ao intervalo de 
beacon (100 ms). Eles mostraram que ao utilizar uma taxa de transmissão de 0,6 Mbps, para 
pacotes de 64 bytes o número ótimo de nós seria 5 com uma probabilidade de transmissão de 
50% enquanto que para pacotes de 256 bytes o número ótimo de nós seria 3 com uma 
probabilidade de transmissão de 82%. Com base nesses resultados, o algoritmo proposto, 
chamado de TAROA (Traffic-Adaptative RAW Optimization Algorithm), visava ajustar os 
parâmetros da RAW de acordo com as condições correntes de tráfego em uma rede de 
sensores. Nessa rede havia predominância de tráfego uplink, foi assumido que os pacotes 
eram transmitidos em uma frequência conhecida e os nós podiam ultrapassar o tempo máximo 
de transmissão de uma partição, além de que todo o tempo do canal era ocupado pela RAW. 
O TAROA comparado ao EDCA/DCF apresentou melhor desempenho em termos de vazão 
de dados, perda de pacotes, além de maior resiliência a tráfego dinâmico e uma melhor 
escalabilidade em redes densas com 1024 e 2048 nós. Nos experimentos sem nós ocultos, 
com uma carga de tráfego de 1,2 Mbps e aumento do número de nós na rede de 32 para 1024, 
houve uma queda de 32% na vazão quando utilizado apenas o EDCA/DCF e de apenas 7% 
quando utilizado o TAROA. Para perda de pacotes, o EDCA/DCF aumentou em cerca de 
19% enquanto que para o TAROA em apenas 6%. 
Kim e Yeon [6], por sua vez, propuseram um algoritmo para melhorar a qualidade de 
serviço. O mecanismo aumentava a prioridade de transmissão de nós com uma maior 
frequência de colisão na tentativa de acesso ao meio. A primeira partição da RAW era 
reservada para esses nós e a duração dessa partição era ajustada de acordo com o tráfego da 
rede. O principal ganho do algoritmo foi no atraso, que se mostrou cerca de 2,6 vezes menor 
que se utilizado o protocolo IEEE 802.11ah original. 
Šljivo et al. [7] investigaram em termos de vazão de dados, atraso, escalabilidade e 
economia de energia a influência dos mecanismos RAW e TIM segmentation no 
comportamento de um tráfego bidirecional que utilizava o protocolo TCP. Dois cenários 
foram considerados: um apenas com estações que transmitiam fluxos de vídeo e outro apenas 
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com sensores.  Os resultados com o cenário de fluxo de vídeo mostraram que para uma rede 
de 10 a 80 nós, a combinação dos dois mecanismos (RAW e TIM) aumentou a taxa de 
transmissão de dados em pelo menos 10-30% se comparado ao uso apenas do EDCA/DCF. O 
trabalho revelou nos experimentos que o mecanismo de TIM segmentation contribuiu 
principalmente para a escalabilidade da rede e economia de energia. Em redes densas ele 
aumentou a taxa de transferência de dados de 1-15%, além disso, a utilização de 4 grupos 
TIM ou mais permitiu que os nós da rede ficassem mais que 90% do tempo em repouso ao 
custo de aumento no atraso dos pacotes. Os resultados permitiram aos autores concluir que o 
protocolo IEEE 802.11ah poderá suportar um número limitado de estações com tráfego 
legado de internet, mas para isso serão necessárias mais mudanças do que nos outros 
protocolos da família 802.11, uma vez que os mecanismos de controle de acesso ao meio 
podem adicionar maiores atrasos e esgotamento de buffers. 
Oyegbola et al. [8] introduziram um novo algoritmo de controle de acesso ao meio 
chamado CL-MAC (Classified Medium Access Control). O algoritmo possuía um mecanismo 
híbrido de acesso ao meio que continha os esquemas TDMA e CSMA/CA, além disso, 
alocava as partições dentro da RAW de acordo com a prioridade de tráfego e a distância do 
ponto de acesso. Os resultados mostraram que o CL-MAC é melhor que o EDCA em termos 
de vazão de dados para dois perfis de tráfego, um no qual os nós estão a menos de 200 m do 
ponto de acesso e outro no qual os nós estão a mais de 200 m, com ambos trafegando pacotes 
de aplicações de tempo real. Para outros dois perfis semelhantes, porém com aplicações que 
não eram de tempo real, não houve diferença significativa na utilização dos dois mecanismos. 
Mais recentemente, Ali et al. [9] construíram um modelo matemático analítico 
complexo e desenvolveram um simulador baseado em eventos no software Matlab para 
verificar o desempenho da camada de acesso ao meio em uma rede IEEE 802.11ah. As 
simulações tomaram como base uma rede apenas com dispositivos sem requisitos de 
qualidade de serviço e outra rede heterogênea com uma mistura de dispositivos com e sem 
requisitos de QoS. Eles também consideraram que todo intervalo entre beacons era composto 
por partições RAW, ou seja, sem período de acesso livre ao meio.  
Por meio das simulações, observaram que o mecanismo RAW é viável para uma rede 
não saturada. Também concluíram que o protocolo suporta a coexistência de tráfego 
heterogêneo, sendo que o tempo de backoff não impacta severamente uma rede onde há 
apenas tráfego de melhor-esforço. Entretanto, mostraram que apesar do mecanismo RAW 
suportar um grande número de nós sem e com qualidade de serviço, conforme o número de 
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nós e a taxa de chegada de pacotes aumentam, alguns dos nós sem QoS ficam 
impossibilitados de transmitir dentro das partições RAW [9].  
Os autores também perceberam que utilizar apenas partições RAW no intervalo entre 
beacons pode reduzir drasticamente o desempenho da rede uma vez que os nós que ficavam 
impossibilitados de transmitir na partição RAW tinham que esperar um longo tempo por uma 
nova oportunidade de transmissão. Para evitar esse problema, eles sugeriram que uma porção 
daquele intervalo fosse designada a um período livre para todas as estações tentarem o acesso 
ao meio. 
Os trabalhos apresentados propõem melhorias principalmente ao mecanismo RAW e 
trazem importantes percepções dos problemas e soluções que envolvem o grande número de 
dispositivos que estarão presentes na Internet das Coisas e o protocolo IEEE 802.11ah. Até o 
término da revisão bibliográfica deste trabalho, Oyegbola et al. e Ali et.al foram os únicos 
que consideraram a heterogeneidade de tráfego e aspectos de qualidade de serviço. Apesar 
disso, a proposta de Oyegbola et al. não é compatível com a especificação do protocolo e o 
trabalho de Ali et al. considerou apenas um acesso ao meio baseado em partições RAW, sem 
considerar um período de acesso livre ao meio já previsto na especificação.  
Por fim, na Tabela 2 são ilustrados os principais assuntos considerados neste trabalho 
e naqueles apresentados nesta seção. 
Tabela 2 - Comparativo dos assuntos abordados nos trabalhos. 
 Arnosti e 
Borin 
Tian et al. 
Kim e 
Yeon 
Šljivo et al. Oyegbola et al. Ali et al. 
Análise estatística de 
desempenho 
      
Qualidade de serviço 
(QoS) 
      
Considera período 
livre para acesso ao 
meio 
      
Métodos de 
agrupamento na 
RAW 
      
Em conformidade 
com a especificação 
do IEEE 802.11ah 
      
Heurística para acesso 
ao meio 
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Capítulo 4 Modelagem do sistema e Métodos 
As estratégias de agrupamento de dispositivos e a heurística para ajuste dinâmico 
dos parâmetros da RAW propostas nesta dissertação são avaliadas com base em experimentos 
de simulação. Este capítulo apresenta o modelo de sistema considerado e a metodologia de 
simulação utilizada, em detalhes, de modo a permitir o entendimento dos experimentos de 
simulação que serão apresentados e avaliados nas seções 5.2.1 e 5.3.1, bem como a 
reprodutibilidade do estudo. 
 
4.1. Modelo do Sistema 
O sistema consistiu em uma rede composta por sensores e câmeras de vigilância 
aleatoriamente distribuídos em um raio de 100 metros ao redor de um ponto de acesso sem fio 
padrão IEEE 802.11ah. Esse raio permitiu que os nós mantivessem uma condição de 
comunicação boa o suficiente para se associar ao ponto de acesso. Na Figura 6 é ilustrada a 
configuração do sistema. 
 
Figura 6 - Configuração do sistema. 
Os nós do tipo sensor executavam uma aplicação TCP cliente que realizava 
medidas e enviava os dados periodicamente para um servidor TCP conectado ao ponto de 
acesso. Em contrapartida, os nós do tipo câmera executavam uma aplicação UDP cliente que 
verificava por movimento a cada 1 segundo e em caso de detecção enviava um fluxo de vídeo 
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por 10 segundos para um servidor UDP também conectado ao ponto de acesso [11]. A 
utilização de tais aplicações foi inspirada no trabalho de Šljivo et al. [7]. 
Foi utilizado um canal de modulação MCS8 com banda de 2 MHz e um único 
fluxo espacial. Esta modulação foi escolhida por fornecer uma taxa de transmissão de dados 
de 7,8 Mbps, adequada para ambas as aplicações utilizadas [25], [26]. 
Em relação ao mecanismo RAW, foi assumida a configuração de bit zero para as 
partições, o que define um número máximo de 63 partições por RAW (NPR) e 255 para o 
contador de duração da partição (CDP). Considerando tal configuração, a definição do valor 
de NPR neste trabalho segue a regra definida na Equação 1 [11]. 
 𝑁𝑃𝑅 = {
𝑛, 𝑛 < 63
63, 𝑛 ≥ 63
 , (1) 
onde 𝑛 é o número de nós pertencentes a um grupo RAW específico. A duração de uma 
partição é calculada segundo a Equação 2 [4] a qual depende do valor de CDP calculado pela 
Equação 3. 
 𝐷𝑅𝐴𝑊
𝑝𝑎𝑟𝑡 = 500 + (120 ∙ 𝐶𝐷𝑃) , (2) 
 𝐶𝐷𝑃 =  ⌈
𝑇𝑋𝑡𝑜𝑡𝑎𝑙 − 500
120
⌉ , (3) 
onde 𝑇𝑋𝑡𝑜𝑡𝑎𝑙 é a duração total da transmissão de um pacote. 
Para calcular corretamente o valor de 𝑇𝑋𝑡𝑜𝑡𝑎𝑙 é importante considerar a 
transmissão do pacote com todos os cabeçalhos e intervalos na camada física, como 
demonstrado na Equação 4 [7]. 
 𝑇𝑋𝑡𝑜𝑡𝑎𝑙 =  𝐷𝑐 + 𝐷𝑝𝑐 + 𝑆𝐼𝐹𝑆 +  𝐷𝑎𝑐𝑘 , (4) 
onde 𝐷𝑐 é a duração da carga útil, 𝐷𝑝𝑐 é a duração do preâmbulo e cabeçalho (campo de sinal) 
que tem uma duração fixa de 240 µs, 𝑆𝐼𝐹𝑆 é igual a 160 µs, e 𝐷𝑎𝑐𝑘 é a duração da mensagem 
de acknowledgment (ACK), igual a 680 µs. O valor de 𝐷𝑐 é calculado na Equação 5. 
 𝐷𝑐 = 𝑁𝑠𝑖𝑚𝑏  ∙  𝐷𝑠𝑖𝑚𝑏 , (5) 
onde 𝑁𝑠𝑖𝑚𝑏 é o número de símbolos do Código Convolucional Binário (BCC) e 𝐷𝑠𝑖𝑚𝑏 é a 
duração do símbolo na multiplexação por divisão de frequências ortogonais (OFDM) com um 
intervalo de guarda normal, ou seja, 40 µs. 
O 𝑁𝑠𝑖𝑚𝑏 é calculado baseado nas Equações 6 e 7 [7], onde 𝑇𝐵𝑃𝑆 é a taxa de bits 
por segundo, 𝑇𝑋𝑃𝑆 é a taxa de transmissão em bits por segundo da modulação de canal 
escolhida, 𝑁𝐹𝐸 é o número de fluxos espaciais, igual a um neste trabalho, e L é o tamanho do 
pacote em bytes: 
 𝑇𝐵𝑃𝑆 = 𝑇𝑋𝑃𝑆 ∙ 𝑁𝐹𝐸 ∙ (𝐷𝑠𝑖𝑚𝑏  ∙  10
−6 ) , (6) 
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𝑁𝑠𝑖𝑚𝑏 =  ⌈
8 + (𝐿 ∙ 8) + 6
𝑇𝐵𝑃𝑆
⌉ . (7) 
O intervalo de beacon, 𝐵𝑖𝑛𝑡 , foi calculado de acordo com a Equação 8 [11], onde 
𝐷𝑅𝐴𝑊
𝑔𝑟𝑢𝑝𝑜
 é a duração do grupo RAW, calculada na Equação 9 [4]. 
 𝐵𝑖𝑛𝑡 = 2 ∙  𝐷𝑅𝐴𝑊
𝑔𝑟𝑢𝑝𝑜
 , (8) 
 𝐷𝑅𝐴𝑊
𝑔𝑟𝑢𝑝𝑜 = 𝑁𝑃𝑅 ∙  𝐷𝑅𝐴𝑊
𝑝𝑎𝑟𝑡
 . (9) 
 
4.2. Metodologia de Simulação 
O sistema simulado neste trabalho utilizou o simulador de redes NS-3
6
 versão 
3.23 e o módulo 802.11ah
7
 desenvolvido por Tian et al. [24] e estendido em outro trabalho 
[34] desses mesmos autores. Os parâmetros passados para o simulador nos experimentos 
realizados no Capítulo 5, seções 5.2.1 e 5.3.1, estão apresentados na Tabela 3 do Anexo A. 
Para garantir que as simulações fossem independentes para cada número de nós, 
fixou-se a semente geral e variou-se a semente de execução de acordo com as recomendações 
sobre variáveis aleatórias e replicações independentes presentes no manual
8
 do NS-3. Os 
parâmetros de página estão relacionados ao mecanismo de TIM segmentation [4], [7], porém 
como este mecanismo não é foco deste trabalho utilizou-se os parâmetros para configuração 
básica de apenas uma página.  
Os parâmetros de camada física (PHY) e de controle de acesso ao meio (MAC) 
utilizados para os nós são apresentados respectivamente na Tabela 4 e Tabela 5 do Anexo A 
com seus nomes originais em inglês. Para o ponto de acesso, os valores de Tx power e Tx/Rx 
gain são diferentes dos outros nós da rede. Alguns dos parâmetros do modelo de propagação 
(Propagation loss model) são baseados no trabalho de Hazmi et al. [35] e também no 
protótipo de hardware para um rádio de padrão IEEE 802.11ah desenvolvido por Ba et al. 
[36].  
Para promover uma diferenciação de tráfegos foi necessário ativar na MAC o 
suporte à qualidade de serviço (QoS support) e consequentemente o mecanismo EDCA para o 
uso das filas de prioridades e das categorias de acesso, no caso deste trabalho a categoria 
AC_BE (Best effort) e AC_VI (Video) [11]. 
Os principais parâmetros relacionados às aplicações estão descritos na Tabela 6 e 
Tabela 7 do Anexo A. Foram utilizados tamanhos fixos de pacotes nos experimentos da Seção 
                                                             
6 https://www.nsnam.org/ 
7 https://github.com/imec-idlab/IEEE-802.11ah-ns-3 
8 https://www.nsnam.org/docs/manual/html/random-variables.html 
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5.2.1 e tamanhos variados nos experimento da Seção 5.3.1. A escolha dos tamanhos de 
pacotes foi baseada em experimentos realizados por Banos-Gonzales et al. [25]. 
A configuração de cada grupo RAW segue um conjunto de parâmetros (RPS – 
RAW Parameter Set) que são passados em um arquivo como uma das entradas do simulador 
[7]. Tal arquivo pode incluir múltiplos RPS e os parâmetros são descritos na Tabela 8 do 
Anexo A.  
4.3. Desenvolvimentos complementares 
O desenvolvimento de códigos complementares utilizou parte da API do NS-3 
versão 3.23 e foi realizado em linguagem C/C++, nativa do simulador, além da linguagem 
Python
9
. Todo o desenvolvimento foi realizado utilizando a IDE NetBeans 8.0.x em um 
ambiente Linux Ubuntu 16.04/18.04. 
Visto que o módulo do padrão IEEE 802.11ah ainda está em desenvolvimento, 
diversas correções e modificações foram realizadas durante todo o desenvolvimento desse 
trabalho para se chegar ao funcionamento desejado. No parágrafo seguinte são destacadas de 
forma descritiva as principais modificações realizadas visto que os detalhes de implementação 
não são o foco deste trabalho, porém se o leitor desejar é possível obter o código fonte 
modificado do simulador e módulos em https://gitlab.com/serzagit/QoS-802.11ah-NS3, 
disponível para acesso público.  
A princípio, houve a necessidade da criação de mecanismos para geração aleatória 
dos tipos de nós, sendo que um nó tinha probabilidade de 90% de ser um sensor e de 10% de 
ser uma câmera. Segundo o conhecimento dos autores deste trabalho, não há referências que 
indiquem uma proporção adequada, porém acredita-se que esses valores se aproximam 
daqueles que seriam encontrados em cidades inteligentes. 
Além disso, foi necessária a ativação do suporte a qualidade de serviço da camada 
de acesso ao meio e para garantir o uso do mecanismo EDCA, o módulo do protocolo 
802.11ah foi modificado para que fossem inseridos nos pacotes um rótulo de categoria de 
acesso, desse modo, se um nó era identificado como sensor, os pacotes gerados por ele 
recebiam um rótulo QoS AC_BE, enquanto que se o nó era identificado como câmera, os 
pacotes gerados por ele recebiam o rótulo QoS AC_VI. Além disso, uma callback foi 
adicionada à rotina principal para verificar a utilização de tais rótulos. 
Foram definidas duas estratégias de agrupamento que serão apresentadas em mais 
detalhes no Capítulo 5. Uma delas é baseada na ideia de grupos dedicados e distribui os nós 
                                                             
9 https://www.python.org/ 
 
 
44 
 
 
 
de forma igualitária nas RAWs. Para que esta estratégia fosse possível uma modificação foi 
realizada na rotina de configuração da RAW para permitir a distribuição dos nós de acordo 
com o tipo de dispositivo e aceitar intervalos de AIDs mais flexíveis. O Algoritmo 1, também 
foi criado para automatizar a criação do arquivo de entrada que seguia a estrutura do arquivo 
de configuração utilizado pelos desenvolvedores do módulo 802.11ah em [34]. 
 
 
 
 
 
 
 
 
 
 
Posteriormente, utilizando-se da estratégia de grupos RAW dedicados, foi 
desenvolvido um sistema de ajuste dinâmico do tamanho dos slots dentro do grupo RAW 
levando-se em consideração o tamanho médio dos pacotes transmitidos naquele grupo. Para 
isso, foi desenvolvido um sistema de monitoramento dos pacotes com base no sistema de 
estatística preexistente desenvolvido por Tian et al. [34], porém no caso deste trabalho tal 
sistema além de monitorar os pacotes enviados e recebidos no ponto de acesso, calculava uma 
média móvel do tamanho dos pacotes para cada RAW.  
A média calculada era passada para a camada de controle de acesso ao meio do 
ponto de acesso via call-back a cada atualização do valor e armazenada na posição de um 
vetor de médias dos grupos. Dessa forma, o ponto de acesso, antes de enviar um novo beacon 
verificava o vetor para recuperar a média do próximo grupo RAW que ganharia acesso ao 
meio e recalculava o tamanho das partições. 
Por último, foi criado também um sistema para armazenamento, em arquivos de 
texto, dos dados coletados separados por simulação, tipo de nó e métrica, para posterior 
análise. 
 
 
 
 
Início 
 | RPS = número total de RPS 
 | Imprima RPS 
 | Para i=1 até RPS, faça: 
 |  | 𝑅𝐴𝑊𝑔= número total de RAWs para o RPS i 
 |  | Imprima 𝑅𝐴𝑊𝑔 
 |  | Para g=1 até 𝑅𝐴𝑊𝑔 faça: 
 |  |  | Imprima Parâmetros RPS para o 𝑅𝐴𝑊𝑔 (Tabela 8) 
 |  | Fim 
 | Fim 
Fim  
Algoritmo 1 - Construção do arquivo de configuração da RAW. 
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4.4. Análise estatística dos resultados 
As análises estatísticas dos dados foram realizadas utilizando diversas ferramentas 
disponibilizadas em bibliotecas da linguagem R
10
 (dplyr, FSA, rcompanion, ggplot2, etc). 
Por meio da análise gráfica da distribuição dos dados brutos e segundo teste de 
Shapiro-Wilk [37], chegou-se à conclusão de que os dados são enviesados e, portanto não 
seguem uma distribuição normal. Dessa forma, utilizou-se a mediana como parâmetro 
estatístico para melhor representar o conjunto de dados. 
A mediana foi calculada considerando um intervalo de confiança com nível de 
confiança de 95% (α=0,05). Além disso, para testar diferenças entre os conjuntos de amostras, 
foi utilizado o teste não-pareado de Wilcoxon [38], de modo que se definiu neste trabalho as 
seguintes hipóteses para o teste: 
{
𝐻0: 𝑁ã𝑜 ℎá 𝑑𝑖𝑓𝑒𝑟𝑒𝑛ç𝑎 𝑒𝑛𝑡𝑟𝑒 𝑎𝑠 𝑒𝑠𝑡𝑟𝑎𝑡é𝑔𝑖𝑎𝑠 𝑢𝑡𝑖𝑙𝑖𝑧𝑎𝑑𝑎𝑠
𝐻1: 𝐻á 𝑑𝑖𝑓𝑒𝑟𝑒𝑛ç𝑎 𝑒𝑛𝑡𝑟𝑒 𝑎𝑠 𝑒𝑠𝑡𝑟𝑎𝑡é𝑔𝑖𝑎𝑠 𝑢𝑡𝑖𝑙𝑖𝑧𝑎𝑑𝑎𝑠         
 
O teste de Wilcoxon tem como resultado um p-valor que se for menor que α 
(0,05) então rejeita-se a hipótese nula (𝐻0) e aceita-se a hipótese alternativa (𝐻1) concluindo 
dessa forma que existe diferença significativa entre as amostras das estratégias utilizadas, caso 
contrário, conclui-se que não existe diferença significativa. 
 
4.5. Considerações finais 
Este capítulo apresentou o modelo do sistema que representa um cenário genérico 
em um contexto de Internet das Coisas. Além disso, detalhou equações, apresentou 
parâmetros utilizados nas simulações e alguns pontos chaves do desenvolvimento para 
permitir a reprodução dos experimentos.  
Os métodos de análise estatística foram considerados no capítulo seguinte e 
possibilitaram verificar de forma precisa as diferenças entre as amostras de controle e da 
estratégia proposta. O Capítulo 5 apresenta as estratégias e os resultados das simulações. 
  
                                                             
10 https://www.r-project.org/ 
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Capítulo 5 Estratégias propostas e Resultados das simulações 
5.1. Considerações iniciais 
Neste capítulo, as estratégias de agrupamento na RAW e também a de ajuste 
dinâmico das partições serão apresentadas, assim como os resultados e resumos dos dados 
brutos coletados de replicações das simulações que foram projetadas para avaliar as propostas.  
A Seção 5.2 apresentará duas estratégias de agrupamento na RAW, a primeira, 
considerada como baseline é chamada de Grupos Misturados (GM), onde os nós são 
aleatoriamente alocados nas partições e a segunda chamada de Grupos Dedicados (GD) os nós 
são separados em grupos por perfis de tráfego ou tipo de aplicação. A GD visa lidar com o 
problema de agrupamento na RAW quando existem dispositivos na rede com diferentes perfis 
de tráfego. A Seção 5.2.1 apresenta uma análise comparativa das estratégias a partir dos 
resultados obtidos via simulação.  
A Seção 5.3 apresentará a heurística de ajuste dinâmico de partições na RAW 
proposta para atacar o problema de se encontrar um tamanho ótimo de partição durante o 
funcionamento da rede. Como baseline foi considerada uma estratégia com agrupamento GD 
e partições de tamanhos fixos; a heurística também utilizará GD, porém com o mecanismo de 
ajuste dinâmico de duração das partições. A Seção 5.3.1 apresenta uma análise comparativa 
da heurística proposta e da heurística de baseline com base em resultados de simulação. 
Para avaliar as estratégias e a heurística proposta foram consideradas as seguintes 
métricas: atraso fim-a-fim, jitter (variação do atraso), perda de dados/pacotes e também a 
vazão total de dados ou throughput total. 
Para cada métrica analisada, os resultados são apresentados em gráficos separados 
para sensores (a) e câmeras (b) e estes devem ser visualizados individualmente. O eixo das 
abscissas sempre traz o número de nós utilizados na simulação, sendo que a cada nova 
execução de uma rede com número diferente de nós, eles eram criados com probabilidade de 
90% de serem sensores e de 10% de serem câmeras. O eixo das ordenadas traz os valores da 
métrica que está sendo analisada. As linhas traçadas entre os pontos representam tendências 
para cenários com diferentes números de nós e as barras traçadas sobre os pontos representam 
o intervalo de confiança da mediana. 
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5.2. Estratégias de agrupamento na RAW 
Dentro de uma RAW existem partições onde a soma da duração dessas determina 
a duração da janela que não pode ser maior que o período entre beacons. Um nó da rede 
alocado em uma dessas partições tem acesso exclusivo ao canal e o período de transmissão 
pode ser limitado ao fim da partição ou não. 
Visto essas características, surgiram estratégias de agrupamento que visam 
melhorar e tornar mais eficiente a utilização da RAW uma vez que a especificação não 
determina algoritmos para alocação de nós ou criação de grupos.  
Os trabalhos presentes na literatura que propõem essas estratégias, não 
consideram a heterogeneidade dos dispositivos e do tráfego na Internet das Coisas, além da 
competição simultânea pelo acesso ao meio. Em geral avaliam cenários com dispositivos de 
mesmas características e de tráfego previsível. 
Em virtude disso, foram propostas e avaliadas duas estratégias de agrupamento na 
RAW que consideram o tipo de dispositivo dentro de um grupo e um período livre, onde 
qualquer nó da rede pode tentar acessar o canal. São elas: Grupos Misturados (GM), onde 
sensores e câmeras são aleatoriamente distribuídos dentro dos grupos; Grupos Dedicados 
(GD) onde sensores e câmeras são colocados em grupos diferentes e dedicados ao tipo de 
aplicação. 
A Figura 7 e Figura 8 ilustram as estratégias GM e GD, respectivamente. 
 
Figura 7 - Estratégia de agrupamento GM, onde sensores e câmeras estão misturados dentro das RAWs. 
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Figura 8 - Estratégia de agrupamento GD, onde os sensores estão igualmente distribuídos nas primeiras nove 
RAWs (𝑅𝐴𝑊1 𝑎 𝑅𝐴𝑊9) e as câmeras estão na última RAW (𝑅𝐴𝑊10). 
Na estratégia GM, os nós foram misturados e igualmente divididos em um 
número de grupos RAW. A duração das partições dentro da RAW para sensores (𝑡𝑠) e 
câmeras (𝑡𝑐) foi calculada considerando a duração da transmissão do maior pacote, nesse 
caso, o pacote gerado pela aplicação de câmera. Qualquer tamanho menor de slot 
impossibilitaria a transmissão de pacotes das câmeras. Além disso, a especificação do padrão 
IEEE 802.11ah determina que as partições dentro de uma mesma RAW devem ter a mesma 
duração, sendo assim, 𝑡𝑠 = 𝑡𝑐 na GM [4] [11]. 
Na estratégia GD, os nós foram divididos em grupos dedicados de acordo com o 
tipo de aplicação, uma vez que o protocolo fornece mecanismos para os dispositivos 
informarem qual o tipo de aplicação que estão executando. A duração das partições da RAW 
para os grupos de sensores foi calculada baseada na duração da transmissão de um pacote de 
sensor, enquanto que para o grupo de câmeras foi baseada na duração da transmissão de um 
pacote de câmera [11]. 
A duração do intervalo entre beacons para ambas as estratégias é dada por 𝐵𝑖𝑛𝑡. 
No entanto, para a estratégia GM, a cada intervalo de beacons, o período livre tem a mesma 
duração da RAW e para GD o período livre tem duração de 𝐵𝑖𝑛𝑡 − 𝐷𝑅𝐴𝑊
𝑔𝑟𝑢𝑝𝑜
 [11]. 
Foram realizados experimentos para verificar o desempenho da rede quando 
dispositivos com perfis de tráfego diferentes estão misturados em um mesmo grupo RAW e 
também quando existem grupos RAW dedicados para cada perfil de aplicação. A próxima 
seção apresenta os resultados de simulações considerando essas estratégias. 
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5.2.1. Análises das simulações 
Para os primeiros experimentos foram realizadas dez replicações, também foram 
comparadas as duas estratégias de agrupamento e utilizados tamanhos fixos de pacotes e de 
partições da RAW. 
No Anexo B, Tabela 9 e Tabela 10, o leitor pode encontrar em números os 
resultados obtidos nas simulações para cada métrica e para cada número de nós nas duas 
estratégias. 
 
Figura 9- Atraso mediano dos pacotes para sensores (a) e câmeras (b). 
(a): * não difere estatisticamente, resultados de p-valor 0,059(640); 0,679(1280). 
A Figura 9, gráfico (a), ilustra o atraso mediano dos pacotes para o nós do tipo 
sensor. A utilização da estratégia GD apresentou um atraso mediano menor do que GM 
quando simulado para 80, 160 e 320 nós, mas não apresentou diferença estatística para 640 e 
1280 nós. Com 80 nós pode-se notar a maior diferença entre as estratégias, com uma mediana 
de 90 ms para GM e de 19 ms para GD uma queda de 78,9%. O comportamento de aumento 
do atraso com o aumento do número de nós foi observado por Tian et al. [5] em uma rede 
com apenas sensores e por Ali et al. [9] em uma rede mista, ambos sem períodos de 
competição livre pelo acesso ao meio. Nesta dissertação, o comportamento se mostra similar 
utilizando uma rede com dispositivos de diferentes perfis de tráfego e também utilizando 
períodos livres de competição pelo acesso ao meio. 
* 
* 
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A Figura 9, gráfico (b), ilustra o atraso mediano para os nós do tipo câmera. Nesse 
caso, a estratégia GD mostrou uma significativa redução no atraso de 84,2%, 41,3% e 23,3% 
para 80, 160 e 320 nós, respectivamente. Por outro lado, nota-se uma inversão do gráfico para 
as simulações com 640 e 1280 nós e nesses casos é importante lembrar que mais de um nó 
pode ser alocado a uma mesma partição, visto que havia um número maior de nós na rede do 
que partições disponíveis nas RAW e exclusivamente no caso de 1280 nós, ao menos dois 
dispositivos eram alocados por partição; tal fenômeno faz com que os nós da rede passem a 
competir pelo meio não só nos períodos livres, mas também dentro das partições. 
No caso da estratégia GM, a utilização de uma partição de duração maior, ou seja, 
com a duração da transmissão do maior pacote, possibilita que mais de um sensor consiga 
acesso ao meio dentro de uma partição, o que consequentemente diminui a competição nos 
períodos livres e pode reduzir o atraso para as câmeras. Junto a este fato, as câmeras também 
podem competir pelo acesso ao meio com os sensores dentro das partições visto que eles estão 
misturados nos grupos RAW, dessa maneira, por terem maior prioridade de acesso ao meio, 
conseguem mais oportunidades de transmissão.  
De modo contrário, isso não ocorre com a utilização da estratégia GD, pois os nós 
são alocados em grupos de acordo com o tipo de aplicação e dessa forma as câmeras 
competem apenas com câmeras dentro das partições do grupo de câmeras. Além disso, as 
partições na RAW são ajustadas para ter duração da transmissão de um pacote do tipo daquele 
grupo e desse modo, se um nó não consegue acesso na sua partição então só terá outra 
oportunidade de transmitir no período livre ou na próxima ocorrência de sua partição.  
Em complemento, como observado por Ali et al. [9], o aumento da taxa de 
chegada de pacotes causa um aumento na competição pelo meio e consequentemente o 
aumento do tempo de backoff  para os nós de baixa prioridade é muito maior que para os nós 
com alta prioridade. Sendo assim, os nós em uma categoria de acesso ao meio prioritária têm 
uma maior oportunidade de transmissão e desse modo em uma rede heterogênea e saturada, os 
nós com menor prioridade sofrem uma diminuição drástica na probabilidade de conseguir 
acesso ao meio. 
Portanto, tal inversão do gráfico (b) da Figura 9, também observada na Figura 10 
para a métrica jitter, não representa necessariamente uma melhora de desempenho para a 
estratégia GM, sendo explicada pela alta competição no acesso ao meio somado à saturação 
do sistema e mais oportunidades de transmissão para as câmeras. 
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Figura 10 - Jitter mediano dos pacotes para sensores (a) e câmeras (b). 
(a): * não difere estatisticamente, resultados de p-valor 0,111(160); 0,122(320); 0,588(640). 
Os valores de jitter foram calculados de acordo com a especificação apresentado 
por Schulzrinne [39] e podem ser observados na Figura 10. O jitter mediano para sensores 
apresentou diferença estatística significativa apenas para 80 nós e como no caso da estratégia 
GD as partições são menores, isso leva a períodos livres maiores, sendo assim, com tão 
poucos nós a competição pelo meio é muito baixa e por isso existe essa grande discrepância 
observada entre as estratégias no primeiro ponto do gráfico (a). Tal métrica não é relevante ao 
se considerar aplicações tolerantes a atraso, mas para aplicações de tempo real ela pode ser 
crucial. 
Para as câmeras, um jitter elevado pode significar uma recepção irregular de 
pacotes, perda de informação e consequentemente uma experiência ruim para o receptor. Na 
Figura 10, gráfico(b), observa-se uma queda substancial no jitter para as simulações com 80, 
160 e 320 nós quando utiliza-se a estratégia GD, sendo que no melhor caso, para 80 nós, 
houve uma redução de 85,5%, de 97 ms para 20 ms. 
Os gráficos da Figura 11 apresentam uma importante métrica para se medir a 
qualidade de serviço, nesse caso, a perda de dados/pacotes. Os dispositivos do tipo sensor 
utilizam o protocolo TCP e por isso a perda foi medida em bytes e chamada de “perda de 
dados”, já para as câmeras, como utilizam o protocolo UDP, a perda foi medida em pacotes. 
* 
* 
* 
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Figura 11 - Perda média de dados para sensores (a) e perda média de pacotes para câmeras (b). 
(a): * não difere estatisticamente, resultado de p-valor 0,769(640). 
Observa-se no gráfico (a) da Figura 11 que para 80 e 160 nós a estratégia GM 
perdeu mais bytes que a GD, no entanto, quando o número de nós cresce, ocorre uma 
inversão, onde a GM se mostrou melhor, perdendo menos dados, ou igual a GD no caso de 
640 nós.  
Contrariamente aos sensores, as câmeras apresentam uma queda significativa na 
perda de pacotes utilizando a estratégia GD, como pode-se notar no gráfico (b) da Figura 11. 
No melhor caso, para 80 nós, houve uma diferença de 22,9 pontos percentuais e no pior caso, 
para 1280 nós, de 2,0 pontos percentuais. 
Pela Figura 11 fica evidente também que o sistema está praticamente saturado 
com 640 e 1280 nós. 
O uso de grupos dedicados (GD) para os tipos de nós permitiu que a partição 
fosse ajustada para o tempo necessário para a transmissão do pacote específico daquele grupo 
e consequentemente houve um aumento no tempo dos períodos de competição livre pelo 
acesso ao meio. Sendo assim, considerando o aumento do número de nós, aumentou-se a 
competição pelo acesso ao meio principalmente nos períodos livres e dessa forma como os 
pacotes das câmeras estavam em uma fila de transmissão de maior prioridade, elas tinham 
maior probabilidade de acesso ao meio e acabavam ocupando mais tempo de transmissão, 
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diminuindo a probabilidade de um sensor acessar o meio e levando a um maior descarte de 
pacotes que ficavam muito tempo na fila aguardando para serem transmitidos. 
Ao mesmo tempo, com um período maior de oportunidade de transmissão e maior 
probabilidade de obter acesso ao meio, observa-se no gráfico (b) da Figura 12 que houve 
grande aumento na vazão total de dados para as câmeras em todas as simulações quando 
utilizada a estratégia GD. Mesmo assim, a saturação do meio e o consequente aumento na 
perda de dados/pacotes levou a uma queda da vazão total da rede. Para as câmeras na 
estratégia GD, a maior mediana foi de 1,12 Mbps com 160 nós e a menor foi de 0,85 Mbps 
para 1280 nós, uma queda de aproximadamente 24%. 
 
Figura 12 - Vazão total mediana para sensores (a) e câmeras (b). 
(a): * não difere estatisticamente, resultados de p-valor 0,069(160); 0,081(320); 0,436(640). 
Para os sensores, no gráfico (a), a estratégia GD apresentou um aumento de cerca 
de 224% na vazão total de dados para uma rede com pouco nós, nesse caso, 80. Por outro 
lado, não houve diferença estatística significativa nos resultados das simulações com números 
maiores de nós, apenas nota-se uma tendência de diminuição da vazão total conforme o 
número de nós aumenta. Quando o número de nós é dobrado de 80 para 160, a vazão para os 
sensores cai drasticamente de 31,4 Kbps para 8,6 Kbps na estratégia GD. 
 
 
* 
* 
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5.2.2. Considerações finais 
Esta Seção apresentou os resultados e uma análise dos experimentos de simulação 
realizados com o intuito de verificar o desempenho das duas estratégias de agrupamento, GM 
e GD. Para isso, foram utilizadas as principais métricas para qualidade de serviço.  
Para as câmeras, os resultados mostraram uma melhora significativa nas métricas 
ao utilizar o agrupamento por grupos dedicados (GD), principalmente em redes não saturadas, 
com 80, 160 e 320 nós. Para os sensores, a mesma estratégia reduziu o atraso de pacotes, para 
as outras métricas houve sensível melhora em alguns casos, mas que não foi estatisticamente 
significativa. 
Ao utilizar GD, pôde-se observar que a duração do período livre de acesso ao 
meio aumentou e isso em combinação com o aumento da quantidade total de nós na rede e de 
nós com maior prioridade de acesso ao canal são fatores que podem dificultar a provisão de 
qualidade de serviço para aplicações de menor prioridade. 
A estratégia GM se mostrou inferior ou equivalente a GD em rede de até 320 nós. 
Esta estratégia possibilitou mais oportunidades de acesso ao meio para nós de alta prioridade 
em redes saturadas e menores perdas para os nós de menor prioridade em redes com 320 ou 
mais nós. 
Portanto, pode-se concluir que utilizar GD se mostra vantajoso para aplicações 
com maior prioridade de acesso ao meio, porém não traz resultados satisfatórios para 
aplicações de melhor esforço. 
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5.3. Ajuste dinâmico das partições 
O ajuste dinâmico das partições visa tratar o problema de se encontrar um valor 
ótimo para o tamanho das partições dentro da RAW. 
Pela estrutura de funcionamento da RAW apresentada na Seção 2.5.3.5, pode-se 
observar que utilizar uma duração de partição pequena é vantajoso para garantir atrasos 
menores, porém pode levar a grandes perdas de pacotes uma vez que os nós podem não ter 
tempo suficiente para transmitir um pacote e este acabar sendo descartado das filas de 
transmissão. Em contrapartida, utilizar uma partição grande demais diminui as perdas, mas 
pode ocasionar maiores atrasos. 
Na tentativa de tornar o mecanismo RAW mais flexível, a especificação [4] do 
protocolo possibilita habilitar uma configuração para que o nó possa transmitir além do limite 
de sua partição, porém isso pode prejudicar os nós de menor prioridade de acesso ao meio, 
uma vez que os mais prioritários poderão ocupar maior tempo de transmissão. Além disso, 
define ainda que todas as partições dentro de uma RAW devem ter a mesma duração, o que 
dificulta ainda mais encontrar uma solução ótima para o problema. 
A solução ideal seria que os nós conseguissem transmitir os dados necessários 
sem ultrapassar o limite das partições com a mínima perda possível de tempo, ou seja, 
maximizar a utilização do canal. Lakshmi e Sikdar [40] mostraram que tal problema faz parte 
de um subconjunto dos problemas NP-completo. 
Dessa forma, buscou-se definir uma heurística que engloba a estratégia de 
agrupamento em grupos dedicados do capítulo anterior e monitora o tamanho dos pacotes 
enviados em cada grupo RAW de forma centralizada, ou seja, no ponto de acesso. Em 
complemento, calcula uma média móvel que é utilizada como base para definir a duração das 
partições daquele grupo. 
Como ponto de partida, o algoritmo que define a heurística considera o valor 
inicial de duração das partições como o maior possível de modo que a duração da RAW não 
ultrapassasse o tamanho do intervalo entre beacons. Desse modo, o valor da média móvel é 
utilizado apenas quando o número de amostras acumuladas para o cálculo atinge o valor 
estipulado. 
Depois de calculada a primeira média, a cada novo pacote recebido de um 
determinado grupo a amostra mais antiga é descartada, a mais recente é armazenada e a média 
atualizada. A nova média é passada para a camada de controle de acesso ao meio do ponto de 
acesso que antes de enviar o conjunto de parâmetros (RPS) para definir a RAW, recalcula o 
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tamanho das partições de modo a garantir o mínimo para a transmissão de um pacote com 
aquele tamanho médio, então o próximo beacon é construído e enviado com esse novo RPS 
específico para os nós da próxima RAW. A Figura 13 ilustra a heurística proposta. 
 
Figura 13 - Heurística de ajuste dinâmico das partições. 
  
5.3.1. Análises das simulações 
Em virtude dos resultados apresentados na Seção 5.2.1, o mecanismo de ajuste 
dinâmico da duração das partições foi avaliado em conjunto com a estratégia de Grupos 
Dedicados. As simulações tiveram duração de 180 segundos e foram replicadas 30 vezes para 
cada número de nós. Contrariamente aos experimentos da Seção 5.2.1 que utilizaram tamanho 
fixo dos pacotes, nesses experimentos foram utilizados tamanhos variados gerados 
aleatoriamente dentro das faixas de valores apresentadas na Tabela 6 e Tabela 7 do Anexo A, 
para sensores e câmeras, respectivamente. 
No Anexo B, Tabela 11 e Tabela 12, o leitor pode encontrar em números os 
resultados obtidos nas simulações para cada métrica e para cada número de nós nas duas 
estratégias. 
Os resultados das simulações são apresentados comparando-se o mecanismo 
RAW utilizando partições de tamanho fixo e o mesmo mecanismo utilizando a heurística de 
ajuste dinâmico.  
Para o cenário com partições fixas, definiu-se a duração da partição com sendo 
suficiente para a transmissão do maior pacote possível que seria transmitido no sistema, ou 
seja, da aplicação de câmera.  
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Para o cenário com ajuste dinâmico, o tamanho das amostras para cálculo da 
média móvel baseou-se em testes preliminares, onde se observou que a frequência de 
transmissão do grupo de câmeras por ciclo RAW é aproximadamente dez vezes maior que a 
de um grupo de sensores, por isso, para os experimentos deste trabalho utilizaram-se dez 
pacotes como tamanho da amostra para os grupos de sensores e cem pacotes para o grupo de 
câmeras, a fim de padronizar as taxas de frequência proporcionalmente para cada tipo, de 
forma a tornar o delineamento experimental o mais homogêneo possível. 
 
 
Figura 14 - Atraso mediano dos pacotes para sensores (a) e câmeras (b) utilizando partições de tamanho fixo e 
dinâmico. 
(a): * não difere estatisticamente, resultados de p-valor 0,066(320); 0,295(640); 0,986(1280). 
A Figura 14 ilustra o atraso mediano para sensores, gráfico (a), e para as câmeras, 
gráfico (b). Para os sensores, a utilização do mecanismo de ajuste dinâmico se mostrou 
estatisticamente equivalente ao utilizar partições de tamanho fixo, com exceção aos casos com 
80 e 160 nós. Porém, para as câmeras, nota-se que o ajuste dinâmico de duração das partições 
levou a uma diminuição no atraso fim-a-fim. Para 80 nós houve uma redução de 
aproximadamente 83%, para 160 nós de cerca de 15% e para 320 nós de 18%. Essa redução é 
explicada pelo fato do mecanismo dinâmico ajustar as partições para durações menores, o que 
leva a um aumento do período livre de competição pelo meio, logo os dispositivos do tipo 
câmera por pertencerem a uma categoria de acesso com maior prioridade tem uma maior 
* 
* 
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probabilidade de conseguir acessar o meio ao competir com os sensores e também um maior 
tempo de transmissão.  
A inversão para 640 e 1280 nós ocorre pelos motivos já discutidos na Seção 5.2.1, 
ou seja, a saturação da rede dificulta o acesso ao meio nos períodos livres e ao utilizar 
partições fixas de maior duração no cenário Fixo, mais sensores têm a oportunidade de 
transmitir dentro de uma mesma partição, o que contribui ainda mais para a redução do atraso 
das câmeras nesse caso. 
 
Figura 15 - Jitter mediano dos pacotes para sensores (a) e câmeras (b) utilizando partições de tamanho fixo e 
dinâmico. 
(a): * não difere estatisticamente, resultados de p-valor 0,361(320); 0,289(640); 0,758(1280). 
A Figura 15 mostra o jitter mediano para os cenários testados. No gráfico (a), para 
sensores, nota-se que houve diferença significativa apenas para a simulação com 80 nós, com 
uma redução da mediana de 780 ms para 18 ms. Para 160 e 320 nós, nota-se que houve um 
aumento significativo no jitter utilizando o ajuste dinâmico, porém não houve diferença 
estatística significativa entre os cenários. A queda brusca para as simulações com 640 e 1280 
nós se deve ao fato de que com o aumento da competição pelo meio nos períodos livres, os 
nós só encontram oportunidade de transmissão nas partições da RAW que sempre ocorrem em 
intervalos fixos de tempo, isso somado ao grande número de descartes de pacotes nas filas de 
* 
* 
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transmissão, faz com que os poucos que conseguem ser transmitidos aguardem um tempo 
semelhante na fila e por isso a variação de atraso entre eles permaneceu baixa. 
Para as câmeras, gráfico (b) da Figura 15, o ajuste dinâmico apresentou redução 
significativa do jitter para 80, 160 e 320 nós, onde se comparado com uso de partições de 
tamanho fixo, houve queda de aproximadamente 33%. A redução do jitter para esse tipo de 
dispositivo, com maior prioridade de qualidade de serviço, é essencial quando se utiliza um 
protocolo de transporte não confiável de dados (Ex.: UDP) e também para garantir uma 
recepção regular de informações. 
 
Figura 16 - Perda média de pacotes para sensores (a) e de dados para câmeras (b) utilizando partições de 
tamanho fixo e dinâmico. 
Como se observa na Figura 16, gráfico (a), para 80 e 160 nós, a utilização do 
ajuste dinâmico da duração das partições apresentou significativa melhora, ou seja, houve 
menor perda de informação dos dispositivos do tipo sensor. Contrariamente, para 320, 640 e 
1280, o uso de partições fixas se mostrou vantajoso para os sensores, pois, com o aumento do 
número de câmeras competindo pelo acesso ao meio, uma partição maior representa maior 
probabilidade de acesso ao meio por mais de um sensor dentro de uma mesma partição e 
menor probabilidade de ter sua transmissão cancelada devido a violação do limite de duração 
da partição. 
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Para as câmeras, no gráfico (b) da Figura 16, para todas as simulações houve 
redução da perda de pacotes com a utilização do mecanismo de ajuste dinâmico. No melhor 
caso para 160 nós a perda de pacotes caiu aproximadamente 15 pontos percentuais, de 63,4% 
para 48,1% e no pior caso para 1280 nós, em uma rede com alta densidade de nós, houve 
queda de 95,8% para 95,6%. 
 
Figura 17 - Vazão mediana dos pacotes para sensores (a) e câmeras (b) utilizando partições de tamanho fixo e 
dinâmico. 
(a): * não difere estatisticamente, resultado de p-valor 0,673(1280). 
 O gráfico (a) da Figura 17 ilustra a mediana da vazão total para os sensores em 
cada simulação. Com o aumento do número de nós, a vazão de dados diminui e o uso do 
mecanismo de ajuste dinâmico passa a ter um desempenho equivalente a se usar tamanho fixo 
de partição, principalmente para 1280 nós, onde não há diferença estatística. Por outro lado, 
com um menor número de nós, o uso do mecanismo dinâmico apresenta uma vazão 
consideravelmente maior, sendo que no melhor caso para 80 nós a vazão mediana passou de 
4,54 Kbps para 7,03 Kbps, um aumento de mais de 50%. 
Para as câmeras, no gráfico (b), o comportamento é semelhante ao observado para 
sensores, ou seja, com o aumento do número de nós houve queda da vazão. A utilização do 
mecanismo de ajuste dinâmico apresentou maior vazão em todos os casos. A simulação com 
160 nós apresentou o melhor desempenho ao se utilizar o mecanismo dinâmico, com um 
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aumento da vazão de 0,70 Mbps para 0,99 Mbps. Para 320 nós a vazão aumentou de 0,64 
Mbps para 0,85 Mbps e para 640 de 0,61 para 0,73 Mbps. A melhora menos significativa foi 
com 1280 nós, já com uma rede saturada, onde a vazão aumentou de 0,58 Mbps para 0,61 
Mbps. 
 
5.3.2. Considerações finais 
Esta Seção apresentou os resultados e uma análise dos experimentos de simulação 
realizados para verificar o desempenho da heurística de ajuste dinâmico das partições da 
RAW frente à utilização de partições de tamanho fixo. 
Para os sensores, a utilização de partições fixas se mostrou melhor com relação à 
perda de pacotes. As partições fixas, por serem maiores oferecem maior probabilidade de 
mais de um sensor transmitir dentro delas e sem competição pelo canal. Para as outras 
métricas, como a vazão total houve diferença relevante com 80, 160 e 320 nós, mas não houve 
diferença estatisticamente significativa para atraso e jitter a menos de redes pouco densas e 
com poucos nós de alta prioridade como o cenário com 80 nós. 
Para as câmeras, utilizar o ajuste dinâmico se mostrou mais vantajoso para todas 
as métricas analisadas, mesmo utilizando pacotes de tamanhos variados que se aproximam 
mais de um cenário real. 
Portanto, utilizar a heurística de ajuste dinâmico é uma solução viável para redes 
com menos nós (até 320), uma vez que melhora a qualidade de serviço para os nós de maior 
prioridade de acesso ao canal e se mostra estatisticamente equivalente para nós de menor 
prioridade, sendo que em alguns casos, para esses nós, se mostra sensivelmente melhor que 
utilizar partições fixas. 
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Capítulo 6 Conclusão 
Esta dissertação trouxe a princípio um posicionamento do protocolo IEEE 
802.11ah no futuro da Internet das Coisas e analisou o desempenho dele considerando a 
heterogeneidade de tráfego e dispositivos, além das principais métricas de qualidade de 
serviço.  
Os cenários investigados combinaram dois mecanismos de acesso ao meio, EDCA 
e RAW, dividindo o intervalo entre beacons em um acesso exclusivo via RAW e outro livre 
via EDCA, tal combinação está prevista na especificação [4], mas não tem sido explorada 
pelos trabalhos na literatura.  
Para o primeiro problema abordado nessa dissertação, referente ao agrupamento 
nas RAWs, foi proposta uma estratégia de agrupamento por perfis de tráfego que possibilitou 
definir tamanhos fixos de partições mais próximos das necessidades dos dispositivos daqueles 
grupos. Os resultados dos experimentos de simulação mostraram ganhos significativos nas 
métricas de qualidade de serviço em redes não saturadas se comparado à distribuição aleatória 
e à mistura dos nós na RAW.  
Para o segundo problema de se encontrar um tamanho ótimo de partição na RAW, 
foi proposta uma heurística de ajuste dinâmico das partições baseada no tráfego médio de um 
grupo. As análises estatísticas mostraram que o ajuste dinâmico traz melhoras substanciais 
para a qualidade de serviço principalmente em redes não saturadas e com pacotes de tamanho 
pouco variável. Para algumas métricas, como a vazão de dados, mesmo em uma rede saturada 
foi possível observar uma melhora sensível. 
Para os nós de menor prioridade de acesso ao meio, como os sensores, no 
primeiro problema as estratégias, na maioria dos casos, se mostraram estatisticamente 
equivalentes, assim como no segundo problema. Em contrapartida, pôde-se observar que as 
estratégias propostas, de agrupamento em grupos dedicados e ajuste dinâmico de partições 
melhoram a provisão de qualidade de serviço para os nós mais prioritários, como as câmeras. 
Dessa forma, é possível concluir que combinar o agrupamento por perfis de 
tráfego com o ajuste dinâmico das partições na RAW em redes que possuam dispositivos de 
diferentes categorias de acesso ao meio é um método viável para melhorar as métricas de 
qualidade de serviço e que também está em conformidade com a especificação do protocolo 
IEEE 802.11ah. Em contraste, também se pôde concluir que o aumento do número de 
estações associadas a um ponto de acesso pode ser um fator limitante na provisão de 
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qualidade de serviço principalmente para as estações com menor prioridade de acesso ao 
meio, visto que elas podem ter maior dificuldade para transmitir os pacotes. 
 
6.1. Trabalhos Futuros 
Espera-se que as análises realizadas neste projeto possam inspirar outros projetos 
futuros e sejam relevantes para o planejamento de cidades inteligentes ou até mesmo para 
protótipos já em andamento como o projeto Smart Campus-UNICAMP
11
 que visa implantar o 
conceito de Internet das Coisas de modo a prover uma inteligência no controle de alguns 
serviços no campus como a iluminação pública, circular interno, coleta de pilhas e baterias, 
estacionamentos, entre outros. 
Para trabalhos futuros, com relação ao mecanismo de ajuste dinâmico de partições 
seria interessante realizar experimentos para outros tamanhos de amostras. Além disso, 
modificá-lo para considerar situações em que dois ou mais nós estão competindo pelo acesso 
ao meio dentro da mesma partição e também para utilizar no cálculo da duração não apenas o 
tráfego médio, mas outras métricas como o atraso e a vazão da rede. Outra opção, um pouco 
mais audaciosa e já pensando na utilização de recursos de dispositivos na computação em 
névoa, seria utilizar técnicas de aprendizado de máquina considerando outros fatores além do 
tamanho de pacote para melhor calcular o tamanho de partições ou até mesmo valores de 
outros parâmetros.  
De forma complementar, mecanismos de admissão poderão ser pensados e 
desenvolvidos para melhor priorizar a entrada de dispositivos na rede, visto que um problema 
que afeta o IEEE 802.11ah e poderá afetar outros protocolos na Internet das Coisas é o grande 
número de nós que poderão se associar a um só ponto de acesso.  
 
6.2. Dificuldades encontradas 
A primeira grande dificuldade que surgiu durante o desenvolvimento desse 
projeto foi encontrar definições claras de cenários da Internet das Coisas ou proporções de 
dispositivos que compõem esses cenários e executam diferentes aplicações. 
Uma segunda dificuldade foi ilustrar e descrever de forma concisa o 
funcionamento do mecanismo RAW em conjunto com as estratégias de agrupamento 
utilizadas nas simulações. 
                                                             
11 http://smartcampus.prefeitura.unicamp.br/ 
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Com relação às simulações, o módulo do protocolo IEEE 802.11ah que foi 
utilizado, apesar de já estar incluído no pacote de software do NS-3 a partir da versão 3.23, 
ainda é pouco maduro e possui alguns problemas de execução em simulações com mais de 2 
mil nós com perfis distintos de tráfego. Além disso, a definição dos parâmetros da RAW é 
pouco flexível neste módulo e precisou ser modificada para permitir definições personalizadas 
dos grupos de acesso ao meio. Por fim, muitos recursos da especificação do protocolo, como 
o mecanismo TWT e TXOP Bidirecional ainda estão em desenvolvimento. 
Outro ponto a se destacar sobre o protocolo é que apesar de existir uma 
especificação finalizada desde 2016, esse possui a princípio apenas um trabalho de 
prototipação de hardware que foi desenvolvido por Ba et al. [36] e fornece parâmetros de 
camada física mais precisos e que podem ser utilizados nas simulações do NS-3. 
Com relação aos dados brutos coletados das simulações, por se mostrarem 
enviesados, foi necessário um estudo e aplicação de técnicas de estatística não-paramétrica 
apropriadas para analisar os dados e verificar diferenças relevantes entre os conjuntos de 
amostras de cada estratégia que foi proposta. 
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Anexo A – Parâmetros utilizados para as simulações  
Tabela 3- Parâmetros do simulador. 
Parâmetro Valor [Seção 5.2] Valor [Seção 5.3] 
Tempo de simulação 90 s 180 s 
Semente de execução [1, 10] [1, 30] 
Semente geral 1 
Modulação MCS2_8 
Taxa de transmissão 7,8 Mbps 
Largura de banda 2 MHz 
Raio 100 m 
Período de página 1 
Tamanho de página 31 
Contador de página 0 
 
Tabela 4 - Parâmetros de camada física. 
Parâmetro (PHY) Valor (nós) Valor (ponto de acesso) 
Tx power Start/End 0 dBm 30 dBm 
Tx/Rx gain 0 dB 3 dB 
Frequency 900 Mhz 
Tx power levels 1 dB 
Noise Figure 6,8 dB 
Coding Method BCC 
Propagation loss model LogDistance 
Exponent 3,76 
Reference loss 8,0 dB 
Reference distance 1,0 
Propagation delay model Constant Speed 
Error rate model YansErrorRate 
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Tabela 5 - Parâmetros de camada de controle de acesso ao meio. 
Parâmetro (MAC) Valor 
Access categories AC_BE e AC_VI 
QoS support Habilitado 
Active probing Desabilitado 
Rate control algorithm ConstantRate 
  
AC_BE Queue  
Max delay 400 ms 
Max packet number 400 
  
AC_VI Queue  
Max delay 200 ms 
Max packet number 400 
 
Tabela 6 - Parâmetros da aplicação de sensor 
Parâmetro (Aplic. Sensor) Valor [Seção 5.2] Valor [Seção 5.3] 
Packet size 100 bytes [50, 150] bytes 
Access category AC_BE 
Traffic Interval 1,0 s 
Transport protocol TCP 
Min RTO 500 ms 
Segment size 616 
Delay Ack Count 0 
Data retries 18 
ReTx threshold 2 
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Tabela 7 - Parâmetros e características da aplicação de câmera. 
Parâmetro (Aplic. Câmera) Valor [Seção 5.2] Valor [Seção 5.3] 
Packet size 1500 bytes [500, 1500] bytes 
Access category AC_VI 
Motion verification interval 1,0 s 
Motion duration 10 s 
Motion probability 70 % 
Data rate 128 kb/s 
Transport protocol UDP 
 
Tabela 8 - Conjunto de parâmetros para cada grupo RAW. 
Parâmetro RAW Valor Significado 
RAW control 
0 
O grupo RAW pode ser acessado por qualquer nó 
que esteja alocado nele. 
Cross slot boundary 
0 
Os nós não podem ultrapassar o limite da 
partição. 
Slot format 
0 
Define 6 bits para o número de partições dentro 
de uma RAW (max.: 63 partições) e 8 bits para o 
contador de duração da partição (max.: 255). 
Slot duration count CDP Usado para calcular a duração da partição. 
RAW slot number NPR Número de partições na RAW. 
Page 0 Índice do subconjunto de identificadores (AIDs). 
AID Start 
𝐴𝐼𝐷𝑆 
Nó com o menor identificador alocado no grupo 
RAW. 
AID End 
𝐴𝐼𝐷𝐸 
Nó com o maior identificador alocado no grupo 
RAW. 
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Anexo B – Dados das simulações 
Tabela 9 - Resultados das simulações comparando GM x GD para os nós do tipo sensor. 
 80 160 320 640 1280 
Atraso 
GM 90 ms 291 ms 1720 ms 8030 ms 14100 ms 
GD 19 ms 77 ms 403 ms 5400 ms 13100 ms 
Jitter 
GM 579 ms 790 ms 594 ms 80,5 ms 0 ms 
GD 128 ms 921 ms 734 ms 282 ms 0 ms 
Perda de dados 
GM 7,91 % 32,76 % 51,46 % 78,85 % 85,15 % 
GD 1,81 % 22,83 % 57,49 % 78,79 % 89,37 % 
Vazão 
GM 14,0 Kbps 6,06 Kbps 2,68 Kbps 1,07 Kbps 0,61 Kbps 
GD 31,4 Kbps 8,57 Kbps 3,26 Kbps 0,96 Kbps 0,32 Kbps 
 
Tabela 10 - Resultados das simulações comparando GM x GD para os nós do tipo câmera. 
 80 160 320 640 1280 
Atraso 
GM 101 ms 179 ms 305 ms 206 ms 206 ms 
GD 16 ms 105 ms 234 ms 313 ms 479 ms 
Jitter 
GM 97 ms 239 ms 690 ms 235 ms 176 ms 
GD 20 ms 145 ms 474 ms 822 ms 1200 ms 
Perda de pacotes 
GM 31,41 % 60,22 % 82,49 % 90,54 % 95,33 % 
GD 8,54 % 43,84 % 73,99 % 86,14 % 93,35 % 
Vazão 
GM 0,74 Mbps 0,76 Mbps 0,70 Mbps 0,65 Mbps 0,61 Mbps 
GD 1,07 Mbps 1,12 Mbps 0,99 Mbps 0,96 Mbps 0,85 Mbps 
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Tabela 11- Resultados das simulações utilizando partições de tamanho fixo e a heurística de ajuste dinâmico 
para os nós do tipo sensor. 
 80 160 320 640 1280 
Atraso 
Fixo 40 ms 345 ms 2040 ms 9500 ms 15900 ms 
Dinâmico 14 ms 262 ms 2940 ms 10300 ms 15500 ms 
Jitter 
Fixo 780 ms 2430 ms 2450 ms 830 ms 9,5 ms 
Dinâmico 7 ms 2650 ms 2690 ms 646 ms 18 ms 
Perda de dados 
Fixo 3,01 % 32,17 % 64,65 % 80,10 % 86,26 % 
Dinâmico 0,78 % 27,17 % 68,67 % 84,18 % 87,72 % 
Vazão 
Fixo 4,54 Kbps 3,70 Kbps 2,32 Kbps 1,52 Kbps 0,90 Kbps 
Dinâmico 7,03 Kbps 5,86 Kbps 3,58 Kbps 1,73 Kbps 1,01 Kbps 
 
Tabela 12- Resultados das simulações utilizando partições de tamanho fixo e a heurística de ajuste dinâmico 
para os nós do tipo câmera. 
 80 160 320 640 1280 
Atraso 
Fixo 53 ms 192 ms 299 ms 215 ms 224 ms 
Dinâmico 9 ms 163 ms 244 ms 245 ms 236 ms 
Jitter 
Fixo 59 ms 180 ms 462 ms 232 ms 252 ms 
Dinâmico 12 ms 112 ms 310 ms 382 ms 298 ms 
Perda de 
pacotes 
Fixo 25,85 % 63,36 % 83,31 % 91,33 % 95,83 % 
Dinâmico 13,62 % 48,05 % 77,86 % 89,67 % 95,59 % 
Vazão 
Fixo 0,82 
Mbps 
0,70 
Mbps 
0,64 
Mbps 
0,61 
Mbps 
0,58 
Mbps 
Dinâmico 0,96 
Mbps 
0,99 
Mbps 
0,85 
Mbps 
0,73 
Mbps 
0,61 
Mbps 
 
