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We investigate the extent to which the class of Dirac materials provides general statements about
the behavior of both fermionic and bosonic Dirac quasiparticles in the interacting regime. For both
quasiparticle types, we find common features for the interaction induced renormalization of the
conical Dirac spectrum. This feature motivates us to declare that Dirac materials form a separate
and well-defined group with universal properties. To support this view, we perform a perturbative
renormalization analysis and compute the self-energy for both quasiparticle types with different
interactions and collate previous results from the literature whenever necessary. Guided by the
systematic presentation of our results in Table I, we conclude that long-range interactions generically
lead to an increase of the slope of the single particle Dirac cone, whereas short-range interactions
lead to a decrease. The quasiparticle statistics does not impact the self-energy correction for long-
range repulsion but does affect the behavior of short-range coupled systems, giving rise to different
thermal power-law contributions.
I. INTRODUCTION
The discovery of graphene and other materials with
Dirac nodes has led to a strong interest in materials with
Dirac dispersion in condensed matter physics1–3. Con-
ventional metals are described by well-defined quasipar-
ticles which are low-energy excitations from the Fermi
surface. In a typical d-dimensional metal, the Fermi sur-
face is a (d−1)-dimensional manifold. In Dirac materials,
on the other hand, the locus of points with zero quasi-
particle energy shrinks to d− 2 or d− 3 dimensions due
to some additional symmetries present in the system1,3.
Specifically, for two-dimensional (2D) Dirac materials,
Dirac nodes have to be point objects. The low-energy
quasiparticles around this Fermi point have linear disper-
sion and are described by a massless Dirac-like equation.
Because of the linear dispersion, the quasiparticles be-
have like relativistic particles with an effective speed of
light replaced by the Fermi velocity. Many realizations of
Dirac fermions have been discussed in, for example, the
surface states of topological insulators4–6, nodal super-
conductors7, graphene8 and several artificial electronic
systems9,10. The resulting Dirac cone in the spectrum
is protected by symmetries and is robust under disorder
and interaction. For example, Dirac nodes are protected
by parity and time reversal symmetries in graphene11,
by time reversal and mirror symmetries in topological
insulators4 and by a combination of the C4 rotation and
gauge transformation in the case of d-wave superconduc-
tors in two-dimensional square lattices1. The Dirac nodes
lead to commonly observed universal features of excita-
tions such as the scaling of the Landau levels with the
magnetic field as
√
B11, universal metallic and thermal
conductivities related to the nodal structure of carriers,
suppressed back-scattering1, and Klein tunneling12. The
common properties shared by these systems bring about
the unified concept of Dirac materials as a useful category
for explaining their behavior.
Recently, we are witnessing an upsurge of theoretical
and experimental investigations in bosonic systems pos-
sessing Dirac-like spectra. Plausible physical realizations
of such bosonic Dirac materials range from artificial hon-
eycomb lattices made out of superconducting grains13
to magnets14, photonic and acoustic crystals15,16, and
plasmonic devices17. At the level of the single particle
physics, the band structures of bosonic and fermionic
Dirac materials bear interesting similarities: both have
symmetry protected band crossing points around which
the excitations have linear dispersion parameterized by
a velocity. In the fermionic case, these are typically
low-energy excitations around the Fermi energy at the
Dirac nodes; whereas the bosonic Dirac excitations lie
at a higher energy compared to their ground state (see
Fig. 1).
However, several important questions about this new
class of materials remain unanswered: Is there a universal
behavior of bosonic and fermionic Dirac Materials (Dirac
matter) when interactions are taken into account? What
role does the form of the interaction play? And how
are these results modified at finite temperature? The
first question is particularly important because one might
naively assume that the quasiparticle statistics will have
a strong impact on interacting behavior. Our result in
Sec. III, taken together with the existing literature in the
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FIG. 1. Comparison of the band-structure for non-interacting
Dirac bosons (left panel) vs fermions (right panel). (a) The
energy spectrum for a single magnon excitation induced by
a ferromagnetic Heisenberg model defined on a honeycomb
lattice (see Eq. 14 and Refs.14,18). The magnon can occupy
any state belonging to the two bands which cross each other at
the Dirac points (marked in red and black points). The near
vicinity area of the spectrum around these crossing points can
be effectively described by a Dirac-like Hamiltonian. (b) In
contrast, the Dirac fermionic excitations are described by the
low-lying states from the Fermi energy εF at the Dirac node
within a bandwidth ±W .
field of Dirac materials, allows us to answer these ques-
tions. We find that long-range interactions lead to an
increase in the slope of the non-interacting Dirac cone,
whereas short-range interactions generically decrease this
slope. For Coulomb repulsion, the asymptotic results for
the renormalized fermionic and bosonic Dirac dispersions
are mathematically identical. However, this is not the
case for short-range interactions, where different power-
law corrections in temperature and momentum are ob-
tained for the renormalized dispersions.
The primary purpose of this paper is to analyze the
renormalized dispersions and the induced quasiparticle
lifetimes for the Dirac excitations subject to various
forms of interactions within a weak coupling regime. We
therefore set up our models for : (a) Dirac fermions in-
teracting via an onsite Hubbard repulsion and (b) Dirac
bosons subject to a long-range Coulomb interaction. We
recollect the relevant results obtained in Ref.18 for a
magnonic system in support of our proposal; and conse-
quently, skip any further analysis for Dirac bosons cou-
pled via short-range interaction. In a similar spirit, with-
out including any explicit analysis for the renormalization
of the Dirac fermions subject to long-range interactions
except a few specific cases where detailed derivations are
presented, we rely on the well-known results obtained in
Refs.11,19.
The rest of the paper is structured as follows. We
briefly revisit the free Dirac theory of bosons and
fermions in Sec. II. Sec. III is divided into multiple sub-
sections, where we systematically explore the individual
scenarios as discussed in the previous paragraph. We fi-
nally provide a detailed discussion for our results on the
interacting Dirac matter and conclude in Sec. IV with a
summary in Table I.
II. DIRAC MATTER: NONINTERACTING
QUASIPARTICLES
We begin by revisiting the Dirac theory of non-
interacting quasiparticles. Numerous material specific
realizations of Dirac excitations of both fermionic and
bosonic origin have been observed in the last two decades.
Ref.1 provides an interesting review of various fermionic
Dirac excitations. Since the last decade, bosonic Dirac
excitations have also been investigated in various mate-
rialistic realizations13–17. Band-structures like the ones
shown in Fig. 1 containing Dirac-like nodes or cross-
ing points typically arise from a tight-binding model de-
fined on a non-symmorphic lattice such as honeycomb,
kagome, etc. A generic Hamiltonian, in such a case, can
be written as
H = −t
∑
〈ij〉
c†i cj(b
†
i bj) + h.c.∓ εF (εB)
∑
i
c†i ci(b
†
i bi), (1)
where c†i (b
†
i ) is the creation operator for the fermionic
(bosonic) quasiparticles, like electrons (magnons,
phonons, plasmons, etc.), at site i within the unit cell
of the lattice. t- is the amplitude for the quasiparticle
hopping between the nearest-neighbor sites 〈ij〉. The
lattice constant is assumed to be denoted by a. εF (εB)
denotes the Fermi (an onsite) energy for fermionic
(bosonic) quasiparticles.
For example, in a honeycomb lattice, the Hamiltonian
in Eq. 1 gives rise to band-structures as shown in Fig. 1.
In particular, for magnons (bosonic excitations, t = JS),
one obtains a band-structure as in Fig. 1a (see Ref.18
for the detailed analysis). The onsite energy εB(= 3JS)
accounts for the positivity of the magnonic dispersions,
whereas εF is set as the chemical potential at the Dirac
nodes in case of fermionic excitations. The low-lying
fermionic states, within the bandwidth ±W around the
nodal points (the red/black points in Fig. 1b), are typi-
cally described by an effective Dirac Hamiltonian
Heff '
∑
k
Ψ†kHkΨk; Hk = vDσ · k, (2)
where vD, the slope of the cone, is the Dirac velocity
and the spinor Ψ†k is composed of the states belonging to
the two inequivalent sub-lattices in the honeycomb unit
cell. The Pauli matrices σx,y correspond to a pseudospin
structure arising out of the sub-lattice degrees of freedom.
In contrast, we notice that the Dirac-like bosonic ex-
citations are relatively high-energy states compared to
their fermionic counterpart. As a result, it is sufficient to
focus on the linear conical spectrum (see Fig. 1b) around
the Dirac nodes for the latter case, whereas for bosons
the entire band-structure has to be taken into account
as in Fig. 1a. Algebraic structure of the Dirac equation,
describing the states around these Dirac crossing points,
nevertheless remains identical for both the cases. Clearly,
statistics does not affect the analytical structure of the
single particle band dispersions (see Fig. 1).
3TABLE I. This table summarizes the primary results for various self-energy corrections in the case of interacting Dirac materials
with both type of quasiparticles: fermions and bosons. The self-energy Σ corresponds to the upward region of the band-structure
around the Dirac cone (see Fig. 1). Here, x corresponds to either a single or a combination of the variables – momentum k,
frequency ω or temperature T (in the unit of Boltzmann constant, kB = 1; ~ = 1). Note: The respective referrences for the
known results are provided in the entries where-ever applicable. The fermionic renormalization around Dirac cone for Hubbard
interaction is in stark contrast to the quantum Monte Carlo results reported in Ref.20 The pseudo-relativistic invariance of the
Dirac fermions has been used (where-ever applicable) to deduce the momentum or the frequency dependence of Σ in case of
the Hubbard (short-range) interaction. At zero temperature, the bosonic quasiparticle excitations are absent and hence do not
lead to any interactions. Hence, the self-energy correction is absent in these cases.
Quantity Quasiparticle Long-range interaction Short-range interaction
ReΣ(x)
Fermion
T = 0 k log Λ
k
, ω logω21 ∼-U2max(k3, ω3)
T 6= 0 k log
[
Λ
max(k,T )
]
-max(k3, ω3, T 3)
Boson
T = 0 Zero Zero18
T 6= 0 T log T -T 2 (see Fig. 6)18
ImΣ(x)
Fermion
T = 0 -max(|k|,|ω|)21 -max(k4, ω4)
T 6= 0 -max(|k|, T, |ω|) -max(k4, ω4, T 4)
Boson
T = 0 Zero Zero18
T 6= 0 -T log T -T 2 (see Fig. 7)18
This fact implies that one would expect a similar set
of universal observable features in bosonic Dirac mate-
rials as seen in their fermionic counterparts. Indeed,
Klein-tunneling has been observed in photons possess-
ing Dirac-like dispersions in topological photonic insula-
tors22, a square-root magnetic field dependent Landau
quantization is observed in Dirac phonons23. Hence, at
the single particle level, fermionic and bosonic Dirac sys-
tems can be thought of as the two analogous subsections
of a universal class of materials, which we identify as
Dirac matter.
III. INTERACTING DIRAC MATTER
In the previous section, we laid the foundation of
the universality of non-interacting fermionic and bosonic
Dirac materials. Realizations of similar physical observ-
ables in both the cases led to the notion of Dirac mat-
ter. However, a natural question immediately arises in
this context: how far does this universality extend in
the interacting regime? To answer this, we analyze vari-
ous interacting Dirac systems in the following sections as
mentioned in the introduction.
A. Coulomb repulsion: Fermions
We start with the most popularly studied system:
Dirac fermions interacting via a Coulomb repulsion. An
appropriate physical realization for such a scenario is
graphene. We witnessed an abundance of both theoreti-
cal and experimental investigations in this case, over the
past twenty years (see Refs.11,19,24,25 for details about
graphene). Therefore, without including any explicit
derivations, we recollect the already established results
in this case as (see Ref.24)
Hk ' vD
(
1 +
e2
0vD
log
Λ
k
)
σ · k, (3)
where second term in the bracket corresponds to the
lowest-order (in the dimensionless coupling constant α =
e2/0vD) self-energy correction to the non-interacting
Dirac Hamiltonian (see Eq. 2) for the Coulomb interac-
tion Vq = e2/0q. Here, Λ (∼ 2pi/a) is assumed to be the
ultraviolet cutoff for the momentum. We notice that in-
spite of a considerable change in the renormalized Dirac
velocity as δvD = e2/4pi0 log(Λ/k), the overall Dirac
structure of the Hamiltonian still preserves its form. On
the other hand, the logarithmic divergence as k → 0 im-
4plies that the Dirac velocity increases in the interacting
regime.
This divergence of the renormalized Dirac velocity at
k = 0, however disappears at a finite temperature T as
δvD(k) =
e2
20
log
(
vDΛ
2kBT
)
, (4)
where kB is the Boltzmann constant. The details of
this result is provided in Appendix A. Interestingly, ear-
lier theoretical work26 on two-dimensional parabolic elec-
trons predicted a T 2 log T dependence of renormalized
quasiparticle mass. In contrast, for two dimensional
Dirac fermion systems, we find an apparently unknown
temperature dependence as δvD ∝ log(T ). It is natu-
ral to expect that at low temperature, the Dirac velocity
should renormalize as
δvD(k) ∝ log
(
vDΛ
max{vDk, 2kBT}
)
. (5)
B. Screened Coulomb interaction: Fermions
In the previous section, we noticed that the algebraic
structure of effective Hamiltonian describing the inter-
acting Dirac fermions subject to Coulomb repulsion still
preserves the Dirac structure, although leading to a loga-
rithmic momentum and temperature dependent velocity
correction as in Eq. 3,5. However, the ideal Coulomb re-
pulsion is modified in the presence of impurities and var-
ious other defects, unavoidably present in real samples.
Such screening of Coulomb interaction in two-dimension
has been previously analyzed in Refs.27–29 as
VSC(r) =
e2
0r
{
1− piqTF r
2
[
H0(qTF r)− Y0(qTF r)
]}
, (6)
where qTF = 4e2|µ|/0~2v2D is the Thomas-Fermi wave-
vector, µ is the chemical potential, and H0 and Y0 are
the Struve and Neumann functions. This screening would
naturally modify the renormalized Hamiltonian in Eq. 3.
Following a similar analysis that led to the renormalized
Dirac structure in Eq. 3, we obtain the modified Hamil-
tonian in this case as (see Appendix B for the details of
the derivation)
HSCk ' vD
(
1 +
e2
0vD
log
Λ
k + qTF
)
σ · k. (7)
Again, we observe that the Dirac structure is preserved
as it was in the previous case. The Dirac velocity of
course acquires a similar logarithmic correction; however
the k = 0 divergence disappears even at zero tempera-
ture. Performing a similar analysis as outlined in Ap-
pendix B at finite temperature, we expect a similar mod-
ification to the renormalized Dirac velocity as in Eq. 5
with δvD(k) ∝ log[vDΛ/max{vD(k + qTF ), 2kBT}]. It
becomes evident that the divergence of the Dirac velocity
as in Eq. 3, arises because of the long-range nature of the
unscreened Coulomb interaction. When this true long-
range interaction is modified to an intermediate/short-
range interaction, the divergence disappears as Eq. 7.
In order to understand this feature, we analyze the
renormalization of the non-interacting Dirac Hamiltonian
subject to a Yukawa potential VY (r) = e
2
0r
e−qTF r. In-
deed, performing a calculation similar to the one in Ap-
pendix B, we obtain the renormalized Dirac Hamiltonian
as
HYk ' vD
(
1 +
e2
0vD
log
Λ√
k2 + q2TF
)
σ · k, (8)
where we again notice that the renormalized Dirac veloc-
ity at k = 0 does not diverge due to the presence of the
cut-off qTF , which clearly is related to the finite range of
the Yukawa potential.
C. Onsite Hubbard interaction: Fermions
Following the previous two sections, we understood
that a moderate/long-range interaction (mediated by vir-
tual photons) generically leads to an upward renormal-
ization of the Dirac velocity. To understand whether this
generic feature extends over the entire range of the under-
lying interactions, here we focus on the extreme opposite
limit of an onsite Hubbard repulsion.
For the purpose of this section, we again choose the
honeycomb lattice as a physical system for further anal-
ysis. Of course, any other non-symmorphic lattices (as
mentioned in the Sec. II) can be chosen to analyze the
renormalization of the free Dirac cone. The Hamiltonian
is formulated as
H = −t
∑
〈ij〉,σ
c†iσcjσ + U
∑
i
ni↑ni↓ − F
∑
i,σ
c†iσciσ, (9)
where σ is the spin, and U denotes the strength of the on-
site repulsion on a honeycomb lattice, whereas rest of the
parameters are already described in Eq. 1. At half-filling
the non-interacting quasiparticles are described around
the nodal point, as in Fig. 1b, with a Dirac-like Hamil-
tonian.
Our goal, here, is to understand the modification to
this Dirac structure as one turns on the onsite Hubbard
repulsion. For small U , we obtain the following self-
energy correction (in a second-order perturbative anal-
ysis) to the Hamiltonian as (see Appendix C for the de-
tailed derivation)
Σ(k, ω) =
(
Σ(k, ω) Σ12(k, ω)
Σ21(k, ω) Σ(k, ω)
)
, (10)
where Σ(k, ω) denotes the 2 × 2-matrix self-energy cor-
rection to the Dirac Hamiltonian in Eq. 2. Individual
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FIG. 2. (a) The spectral function A(k, ω) (in the unit of t = 1 in Eq. 9) for the non-interacting fermions on a honeycomb lattice
is shown along the high-symmetry points in the Brillouin zone. The linear Dirac spectrum (with U = 0 in Eq. 9) is highlighted
by the boxed area. (b) The renormalized spectral function A(k, ω) (in the unit of t = 1 in Eq. C15) at zero temperature for
three different strengths of the Hubbard interaction U = 0.2, 0.6, & 0.95 (marked by filled circles) as mentioned in the panel.
(c) The spectral function, at fixed momentum kP (marked by the dotted white line in panel (b)), as function of the energy
(positive valued) for various U values as shown in the panel.
components in the matrix entries are described in the Ap-
pendix C. For weak-coupling regime, the irrelevant spin-
indices are dropped in the notation of the self-energy.
However, before analyzing the self-energy in Eq. 10,
we once again recollect the relevant results from previ-
ous studies (see Refs.30–35): increasing the strength of
the Hubbard interaction leads to a phase-transition at
a critical coupling Uc from a semi-metallic phase (mass-
less Dirac fermions) to an antiferromagnetic Mott insu-
lator. In conventional metal-insulator transition (MIT),
the Fermi velocity and the quasiparticle weight both
drops to zero at such a critical point. However, in this
case, the Dirac velocity remains finite while the quasi-
particle weight drops to zero even at the critical point.
Consequently, it has been argued that the interact-
ing fermions on the honeycomb lattice are effectively de-
scribed by a Dirac-like equation in the weak-coupling
regime (U < Uc). Previous analysis in Ref.35 predicted
a Dirac velocity correction in O(U2). Our subsequent
analysis will focus on determining the algebraic struc-
ture of such modified Dirac equation. To understand the
details of such a correction, we focus on a second order
perturbation theory in U .
The goal now is to analyze the renormalized spectral
function A(k, ω) resulting from the finite self-energy cor-
rection Σ(k, ω). The bare spectral function for the non-
interacting case, i.e. with U = 0 (computed from Eq. C1
in Appendix. C) is shown in Fig. 2a. The linear band
crossing at the Dirac point K is shown within the high-
lighted area in Fig. 2a. Including the Hubbard repulsion
as in Eq. 9 renormalizes this non-interacting Dirac spec-
trum. In order to track the consequent band renormal-
izations, we analyze the spectral function A(k, ω). The
latter is computed from the renormalized Green’s func-
tion matrix G(k, ω) as A(k, ω) = −ImTr [G(k, ω)].
The corresponding renormalized bands are shown in
Fig. 2b for various interaction strengths U at zero tem-
perature (only the highlighted portion of the spectrum
in panel Fig. 2a is considered here). On a closer look,
we observe three separated lines as marked by filled cir-
cles. However, in order to clearly distinguish these three
separated bands, in Fig. 2c we plot the spectral function
A(kP , ω) at a fixed momentum kP (marked by the dot-
ted line in panel (b)) for different frequencies ω within an
energy window from 0.8 eV to 1.2 eV. Indeed we observe
three distinct peaks at three different ω’s. Consequently,
we infer that the band-width gradually decreases as a
function of the coupling U , while keeping the Dirac point
preserved. This feature clearly dictates that the result-
ing renormalized Dirac velocity decreases in the case of
Dirac fermions interacting via an onsite Hubbard repul-
sion. Therefore, this analysis proves that the constant b
predicted in the previous theoretical work35 is negative.
On the other hand, a simple dimensional analysis of our
self-energy components (See Eq. C14) dictates that their
real part follows a k3 power law within the Dirac approx-
imation. To check this, we approximate the frequency ω
to be at the Dirac point and consider only the linear part
of the spectrum εk = vD|k|.
Earlier theoretical work36 on Hubbard model on a hon-
eycomb lattice argued that the quasiparticles remain in
a Fermi liquid phase for weak interaction strength upto a
small temperature window. To check whether this is re-
ally the situation, we first analyze the self-energy compo-
nents at zero temperature. We observe that the diagonal
component Σ(ω) at the Dirac point display a very weak
frequency dependence; whereas the off-diagonal compo-
nent Σ12(ω) at the Dirac point varies strongly with fre-
quency. This frequency variation for the real and imag-
inary parts of Σ12(ω) at the Dirac point are shown in
Fig. 4a,b. The imaginary part of the self-energy for a
fermi liquid is two-dimension typically follows a ω2 log(ω)
behavior21. However, in this case, we recover a non-fermi
liquid behavior of the quasiparticles, as our imaginary
part of the self-energy shows a ω4 dependence for low-
energy quasiparticles around the Fermi energy. To check
this, we fit our numerical results in Fig. 4b to a numerical
ansatz A · ωB with two parameters A and B. We notice
6FIG. 3. The imaginary part (open circles) of the off-diagonal
self-energy Σ12 for the positive part of the frequency ω eval-
uated at the Dirac point at zero temperature for U = 0.6t.
The numerical fit (solid red line) of our result with the ansatz
function ImΣ12(ω) ∼ A · ωB .
that the best fit to the numerical result corresponds to
an exponent B ∼ 4. Motivated by our numerical results,
we predict that the ImΣ12(ω) clearly follows a power law
dependence. We further notice that the other remain-
ing parameter A is estimated to be extremely small in
magnitude. The origin of such small magnitude is pos-
sibly connected to the vanishing quasiparticle density of
states at the Dirac point (Fermi surface). The real part
of the off-diagonal part of the self-energy depends on the
cubic power of the frequency which is obtained via the
Kramers-Kronig transformation.
So far, we discussed the renormalization of the Dirac
spectrum at zero temperature. However, from our discus-
sion in the previous section, we know that such modifica-
tion acquires a non-monotonic temperature dependence
at non-zero temperature (see viz. Eq. 4). Therefore, a
natural question arises in this case: how does the temper-
ature modify such downward trend in the renormalized
Dirac velocity? The temperature evolution of the off-
diagonal component ImΣ12(K, ω = 0) is shown in Fig. 5.
Of course it is very difficult to determine the form of the
(a) (b)
FIG. 4. The real (a) and imaginary (b) part of the off-diagonal
self-energy Σ12 as a function of the frequency ω evaluated at
the Dirac point at zero temperature, for the strength of the
Hubbard repulsion U = 0.6 (in unit of t).
FIG. 5. The variation of the imaginary part of the off-diagonal
self-energy Σ12(K, ω = 0) as a function of temperature. The
Hubbard coupling is taken to be U = 0.6t.
temperature dependence just by examining our numer-
ical result at small temperature. However, at a larger
temperature our result closely resembles a quartic power
law dependence as in Fig. 3. Motivated by this feature,
we predict a similar T 4 temperature dependence for the
imaginary part and a cubic thermal dependence for the
real part of the self-energy via Kramers-Kroning relation.
D. Short-range interactions: Dirac bosons
In the previous sections, we observed that the
Dirac formalism for fermions extends beyond the non-
interacting regime. The low-energy fermionic excitations
are described by a modified Dirac-like Hamiltonian under
the influence of various types of interactions. However,
it still remains to be explored whether a similar univer-
sality holds for the case of Dirac bosons. To answer this,
we follow the analogous strategy as laid out throughout
the previous sections and focus on the various interacting
bosonic systems.
We begin with focusing on the two typical bosonic
Dirac systems: (a) Cooper pairs that are described by
an effective Bose-Hubbard model and (b) interacting
magnons induced by a ferromagnetic Heisenberg model
defined on a honeycomb lattice.
1. Cooper pairs: Extended Hubbard interaction
Earlier theoretical work (see Ref.13), by some of the
present authors, analyzed a physical realization for gran-
ular superconducting network for Dirac-like bosons that
arise from the collective excitations of the cooper pairs.
The corresponding Hamiltonian is described by a Bose-
Hubbard model on a honeycomb lattice as
H = −t
∑
〈ij〉
b†i bj + h.c.+ U
∑
i
(ni − n0)2, (11)
7(b)(a)
FIG. 6. Comparison of the renormalized band-structure of the
interacting Dirac bosons (left panel) vs fermions (right panel)
around the crossing point. (a) The conical Dirac spectrum
(solid line) of the non-interacting spin-wave excitations in a
honeycomb ferromagnet, arising from the Holstein-Primakoff
transformation (HPT) in Eq. 14. The leading higher order
terms of the HPT leads to a short-range interaction result-
ing in a renormalized spectrum (dashed line). Along with a
finite shift in the Dirac point energy the Dirac velocity de-
creases. Reproduced from Ref.18. (b) The bare conical spec-
trum (solid line) of the Dirac fermions renormalizes due to the
long-range interaction leading to an increased Dirac velocity
as illustrated in the modified spectrum (dashed line).
where b†i is a cooper pair creation operator within a su-
perconducting island at site i for the honeycomb lattice.
The former is defined as
b†i =
∑
r∈Gi
c†↑rc
†
↓r, (12)
where the summation in Eq. 12 is over an individual grain
Gi at site i with c†↑r(c†↓r) being the fermionic creation
operator with upward (downward) spin orientation.
The other parameters in Eq. 11 are defined as follows:
(i) t is the hopping amplitude of the pairs between the
sites, (ii) U is an onsite potential, and (iii) n0 denotes
the mean-number of cooper pairs in each grain. The col-
lective excitations of this cooper pair network produce
an energy spectrum similar to the one shown in Fig. 1a.
The two inequvalent modes participating in this excita-
tion spectrum around the crossing point are effectively
described by a Dirac-like Hamiltonian with a velocity
vD =
a
√
3JU
4 with J (=n0t) representing the strength
of the kinetic energy for these modes. However, when a
nearest-neighbour interaction U ′
∑
〈ij〉 ninj is turned on,
the Dirac velocity further modifies. A simple mean-field
analysis predicts that the renormalized Dirac velocity de-
creases as
δvD/vD ≈ −3U
′
2U
, (13)
for U ′ . U  J . Hence, again in this case, the alge-
braic structure of the Hamiltonian describing the states
around the crossing point remains isomorphic to the non-
interacting Dirac Hamiltonian, whereas the Dirac veloc-
ity acquires a quantitative modification.
2. Dirac magnons: Heisenberg interaction
In the previous section, we described that the short-
range interactions lead to a decrease in the renormalized
Dirac velocity of the interacting Dirac boson. However,
one might naturally question the robustness of such a
mean-field analysis. To answer this, we revisit our recent
work18 on the ferromagnetic insulator CrBr3, where Cr3+
spins interact via Heisenberg exchange as
H = −J
∑
〈ij〉
Si · Sj , (14)
where J denotes the strength of the Heisenberg ex-
change interaction between the nearest-neighbour sites
〈ij〉 of a honeycomb lattice. Utilizing Holstein-Primakoff
(HP) transformation, the spin operators Si, in the above
Hamiltonian, can be written in terms of the magnon cre-
ation and annihilation operators corresponding to the
induced spin-wave exciations. The leading order terms
in the Holstein-Primakoff expansion leads to the bosonic
version of the Hamiltonian (see Eq. 1) already discussed
in Sec. II.
The higher order terms following the HP transforma-
tion, essentially leads to an effective model of the Dirac
magnons interacting via a short-range interactions, al-
most similar to nearest-neighbour Hubbard interaction
discussed in the previous section. The resulting renor-
malization of the non-interacting magnons has been stud-
ied in details (within a second-order perturbation theory)
in our recent work18. For the purpose of the recent pa-
per, here we skip the corresponding explicit derivation
and recollect the primary results: (a) the renormalized
spectrum around the Dirac crossing point (see Fig. 6a),
and (b) induced lifetimes of the spin-wave excitations (see
Fig. 7).
We indeed observe that the renormalized Dirac ve-
locity in this case decreases (the slope of the modified
cone (dashed line) is smaller than the slope of bare Dirac
cone (solid line) in Fig. 6a). We further observe that the
magnonic excitations around the Dirac point acquires fi-
nite non-monotonic momentum-dependent lifetimes (see
Fig. 7, please note that lifetime is inversely proportional
to the scattering rates).
(a) (b)
FIG. 7. Scattering rates of the up (a) and down (b) bands of
the spin-wave excitation spectrum (see Fig. 1a), due to the
leading higher order terms of the Holstein-Primakoff trans-
formation of the Heisenberg model in Eq. 14. The rates (in
the units of JS) are shown along the high-symmetry points
in the Brillouin zone of a honeycomb lattice.
8E. Long-range interactions: Dirac bosons
So far, we discussed renormalization behaviour of vari-
ous interacting Dirac systems. The results derived or col-
lected from the existing literature, through out Sec. IIIA
– Sec. IIID already point to an interesting universality
between the fermionic and bosonic Dirac matter: a short-
range interaction typically leads to a decreased Dirac
velocity keeping the algebraic structure of the interact-
ing Dirac Hamiltonian isomorphic to the non-interacting
case. In contrast, the Dirac fermions renormalize via
the influence of a long-range interaction in such a way
that the Dirac velocity increases. Hence, one may ask
whether a similar behaviour is replicated in the case of
Dirac bosons coupled via a long-range type of interaction.
In this section, we focus on a such a situation and an-
alyze the effects of a long-range Coulomb interaction on
the Dirac bosons. At this point, we would like to men-
tion that a physical realization to observe such a situation
is not known until today. Nevertheless, we formulate a
model for charged bosonic quasiparticles interacting via
the long-range Coulomb repulsion on a honeycomb lat-
tice. The corresponding Hamiltonian is written as
H = −t
∑
〈ij〉
b†i bj + 3t
∑
i
b†i bi +
e∗2
0
∑
ij
ninj
|ri − rj | , (15)
where b†i denotes the creation operator for a bosonic ex-
citation with charge e∗, t is hopping amplitude between
nearest-neighbour sites on a honeycomb lattice and the
last term signifies Coulomb interaction between the two
different sites i, j. Motivated by the free spin-wave theory
on a honeycomb lattice (see Heisenberg model discussion
in Sec. IIID), we also introduced an onsite energy 3t in
the model in Eq. 15 so as to constraint the bosonic exci-
tation spectrum positive definite.
In order to analyze the effect of the Coulomb interac-
tion on the bosonic Dirac bands, we rewrite the Hamilto-
nian (Eq. 15) in the diagonal basis and consequently focus
on a subset of all the scattering processes, that are rele-
vant at low temperature. We notice that there are eight
different scattering processes (see Appendix.D for details
of the derivation) that take part for the Coulomb interac-
tion in the diagonal basis. However, as we are interested
in the low temperature dynamics, all of these scattering
channels are not relevant. We assume that one of the
interacting bosons (dk′) is always excited by the ther-
mal energy; and due to low temperature will be occupied
near the bottom of the band-structure as illustrated in
Fig. 1a. The other bosonic excitations can, in principle,
be created anywhere in the band-structure using some
external source (viz. in case of magnons, this external
source could be inelastic neutron scattering). Under this
approximation, we retain only three of all the scattering
channels (see Eq.D4) as
Hint =
∑
q,k,k′
Vq
[
2 cos Φu†k−qd
†
k′+qukdk′+ (16)
i sin Φd†k−qd
†
k′+qukdk′ +
(
2 cos Φ−cos Ψ
4
)
d†k−qd
†
k′+qdkdk′
]
,
where the angles Φ,& Ψ are defined in the Appendix. D.
Assuming the strength of the Coulomb interaction is
small compared to kinetic energy (e∗2/0as < t, where as
is the Born scattering length) , we set up a second order
perturbation theory to analyze the consequent renormal-
ization of the bare Dirac spectrum. The self-energy for
the respective channels are derived in Appendix. D as
Σ(k) ∼=
∑
k′,q
|Vq,k|2b(εdk′)
εk − εk−q − εq + iδ . (17)
We notice that the temperature dependence of the self-
energy for each of the three channels is governed by the
factor
∑
k′ b(ε
d
k′); where the dispersion for the thermally
excited bosons is approximated as εdk′ ≈ 34 t|k′|2 as illus-
trated in Fig. 1a. However, the integral of this Bose-
distribution in two-dimensions leads to a divergent self-
energy contribution following Eq. 17. We notice that this
divergence can be removed if we suitably renormalize our
bosonic Hamiltonian. At first, we evaluate the integral
in arbitrary dimension 2 + , as following
2pi
∫
k′1+dk′
e
3βt
4 k
′2 − 1
(18)
≈ 8pi
3βt
− 4pi log(3βt/4)
3βt
+
pi
[
− 12γ1 + 6 log2(3βt/4) + pi2 − 6γ2
]
18βt
+O
(
2
)
,
where γ1 is Stieltjes constant and γ is the Euler-gamma
function. Here, we have expanded the integral around
 = 0, which appears in Eq. 17. We notice that the
first term diverges for  = 0. However, this divergence
can be removed by suitably renormalizing our original
bare bosons. The finite second term in Eq. 18, governs
the overall temperature dependence of the self-energy for
each of the three channels. At this point, we would
like to mention that the possibility of the formation of
a Bose-Einstein condensate is ignored by assuming that
the relevant temperature is always larger than the cor-
responding condensation temperature (the condensation
temperature for parabolic bosons is absolute zero in two-
dimension). Consequently, we obtain
Σ(k) ≈ 4Tpi
3t
log
[4T
3t
]∑
q
|Vq,k|2
εk − εk−q − εq + iδ . (19)
The momentum-dependent renormalization of the bare
Dirac spectrum is therefore, governed by the integral
in Eq. 19. We would also like to mention that there
9is no true long-range order for bosons in two-dimension
following Mermin-Wagner theorem. Hence, the diverg-
ing self-energy following Eq. 18 is not physical. On the
other hand, within the approximation of our model, we
are only interested in the renormalization of the injected
boson (by external source) following the scattering with
the thermally excited “ghost-boson”. At zero temperature
there are no thermally excited down bosons and conse-
quently, the macroscopic population of the bosons (the
first term in Eq. 18) is not physically relevant in this
model.
Finally, we move on to analyze the specific momentum-
dependence of the self-energy as in Eq. 19. A con-
ventional screened Coulomb interaction (similar to the
one explained in Sec. III B) is incorporated for the
charged bosons. The relevant analysis of the momentum-
dependence of the self-energy is provided in Appendix E;
following which we obtain an increase in the renormal-
ized Dirac velocity. We also find that the Dirac cone is
preserved for a weak Coulomb interaction.
IV. DISCUSSION AND CONCLUSION
In this paper, we present the first systematic study of
the renormalization effects in Dirac materials for various
interactions in the weak coupling regime. More specifi-
cally, our work represents a significant step in developing
a detailed understanding of renormalizations in interact-
ing Dirac materials. The results recored in Table I give
a unified summary of the effect of interactions on the
quasiparticles near the crossing point of Dirac materi-
als. It is clear that the form of the quasiparticle inter-
actions qualitatively affects the velocity renormalization.
Contact or short-range interactions generically lead to a
decrease in the Dirac velocity, whereas long-range inter-
actions (which may be screened or unscreened) generi-
cally give an increase. The quasiparticle statistics – i.e.
whether we are dealing with bosons or fermions - does
affect the power laws fixing the temperature-dependence
of the self-energy corrections for short-range interactions,
but does not influence the logarithmic behavior for the
long-range Coulomb repulsion.
In addition to revisiting the results from previous stud-
ies, here we focused on two primary examples – (i) Dirac
fermions interacting via on-site Hubbard repulsion and
(ii) charged Dirac bosons coupled via Coulomb interac-
tion. In the former case, the quasiparticles exhibit slight
departure from the Fermi liquid properties. In contrast
to the ω2 logω frequency dependence of the imaginary
part of the self-energy for a Fermi liquid, we obtain a
quartic power law frequency-dependent imaginary part.
Of course, it is very difficult to predict such Fermi liquid
properties based on only the numerical results. However,
our analysis definitely dictates a higher power law depen-
dence (in contrast to the conventional quadratic depen-
dence) of the ImΣ(ω) (see Fig. 4). We further predict
a power law (T 3) temperature dependence of the renor-
malized energy using the Kramers-Kronig relations.
On the other hand, renormalized Dirac bosons subject
to a Coulomb interaction acquire a T log T temperature-
dependent self-energy correction. This is stark compari-
son with its fermionic counterpart. We also observed an
overall increase of the Dirac velocity (see Appendix. E)
in the similar manner to the interacting Dirac fermions
(see Fig. 6). The primary purpose of the bosonic analy-
sis in this paper, is to capture the overall trend for the
renormalized band-structure around the Dirac point and
not the specific numerical estimate for the same.
To conclude our results show how the quasiparticles
in Dirac materials are modified by various interactions.
This analysis opens up the possibilities of both slow-
ing and speeding Dirac quasiparticles. Interaction effects
might be engineered and controlled and eventually will
lead to new technological applications, e.g. spintronics,
in heterostructures of van der Waals materials.
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Appendix A: Coulomb repulsion at finite
temperature
In Sec. IIIA, we discussed about the disappearance of
the logarithmic divergence of the Dirac velocity at finite
temperature as in Eq. 4. Here, we outline the details of
the derivation of this result. A generic two-body interac-
tion V (r, r′) can be formulated as
H =
∫
drdr′ψ†rψ
†
r′V (r, r
′)ψr′ψr, (A1)
where ψr is a fermionic field. Eq. A1, which contains four
fermionic fields, can be recasted in terms of two-fermionic
fields by introducing an auxiliary bosonic field φr as
H =
∫
drφrψ
†
rψr +
∫
drdr′
φ†rφr′
V (r, r′)
. (A2)
Eq. A2 is obtained from Eq. A1 using the Hubbard-
Stratonovich transformation. It is important to mention
that the original Hamiltonian in Eq. A1 can be recovered
by integrating out the auxiliary bosonic field φr, which
can be thought of as an instantaneous mediator of the
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exchange interaction V (r, r′) between the two fermionic
fields. The dynamics of φr is governed by its Green’s
function〈
φ†r,tφr′,t′
〉
= V (r, r′), D(q, im) = V (q), (A3)
where D(q, im) is the Green’s function in momentum
space, with V (q) being the Fourier transform of V (r, r′)
with m being the bosonic Matsubara frequency. We now
consider the non-interacting fermionic Green’s function.
Following the Hamiltonian in Eq. 2, we obtain the latter
as
G(k, iωn) =
1
iωn − vDσ · k , (A4)
where ωn is the fermionic Matsubara frequency.
Next, we consider the lowest order (in the dimension-
less coupling α) self-energy correction to the Green’s
function in Eq. A4 as (see Fig.8)
Σ(k, iωn) = − 1
β
∑
ωn,q
G(k+q, iωn+im)D(q, im), (A5)
where β = 1kBT and kB is the Boltzmann constant. Re-
labeling ω′n = m + ωn and q → q − k, we simplify the
integrand as
G(q, iω′n)D(q−k, iω′n− iωn) =
iω′n + vDσ · q
(iω′n)2 − v2Dq2
e2
0|k− q| ,
where V (r, r′) is taken to be the Coulomb interaction.
Now, we compute the frequency summation in Eq. A5 as
1
β
∑
ω′n
iω′n + vDσ · q
(iω′n)2 − v2Dq2
=
1
β
∑
iω′n
1
2
[ 1
iω′n − vDq
+
1
iω′n + vDq
]
+
vDσ · q
(iω′n)2 − v2Dq2
= −1
2
[
f(vDq) + f(−vDq)
]
− 1
2
[e βvDq2 − e− βvDq2
e
βvDq
2 + e−
βvDq
2
]σ · q
q
= −1
2
− 1
2
tanh
βvDq
2
σ · q
q
, (A6)
where f(ε) is the Fermi-Dirac distribution function.
Hence, the self-energy Σ(k, iωn) in Eq. A5 becomes
Σ(k) =
∑
q
(
1 + tanh
βvDq
2
σ · q
q
)
e2
20|k− q| , (A7)
FIG. 8. Hartree-Fock self-energy diagram that leads to
the self-energy expression in Eq. A5 and the consequent
temperature-dependent renormalization of the Dirac velocity
in Eq. 4.
where the irrelevant frequency dependence in the self-
energy has been dropped. The first term in the bracket
in Eq. A7 corresponds to a constant shift in the energy.
Hence, we focus on the second term in the ultraviolet
(large momentum behavior of the integrand in Eq. A7)
regime as (in unit of e2/20)
Σ(k) ∝ kσ
2
·
∫
λdλdθ
(cos θ, sin θ) tanh βvDkλ2√
1 + λ2 − 2λ cos(γ − θ) , (A8)
where the variable λ is defined as λ = q/k. The ex-
change wavevector is written in polar coordinate as q =
q(cos θ, sin θ) and the angle between k and q is γ−θ. For
large q → Λ (where Λ ∼ 2pi/a is the ultraviolet cutoff for
the momentum in honeycomb lattice), the integrand in
Eq. A8 reduces to
Σ(k) ∝ kσ
2
·
∫ Λ
k
λdλdθ
(cos θ, sin θ) tanh βvDkλ2 cos(γ − θ)
λ
=
σ
2
·
∫ Λ
k dλ
λ
tanh
βvDkλ
2
(k cos γ, k sin γ)
====⇒
LargeΛ
σ · k
2
log
(
vDΛ
2kBT
)
. (A9)
Hence, we obtain the self-energy correction (see Eq. 4) as
Σ(k) = e
2
20
log
(
vDΛ
2kBT
)
σ · k.
Appendix B: Hartree-Fock correction: Screened
Coulomb interaction
In this appendix, we outline the derivation of the renor-
malization that led to Eq. 7 and Eq.8 in Sec. IIIB. We first
begin with the Fourier transformation of the screened
Coulomb interaction VSC(r) (see Eq. 6) as
VSC(q) =
e2
0
1
q + qTF
. (B1)
Following the similar Hubbard-Stratonovich transforma-
tion as in Appendix A, we obtain the zero temperature
Green’s function for auxiliary field φr as
D(q, ) =
e2
0
1
q + qTF
. (B2)
Performing a Hartree-Fock analysis (replace the φ-
propagator in Fig. 8 by Eq. B2, we obtain the lowest-
order (in the dimensionless coupling α) self-energy cor-
rection (in the unit of e2/0) as
Σ(k) ∝ σ ·
∫
qdqdθ
(cos θ, sin θ)
|q− k|+ qTF , (B3)
where we wrote the exchange wavevector in polar coor-
dinate as q = q(cos θ, sin θ). Choosing γ − θ as the angle
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(a) (b)
FIG. 9. (a) The honeycomb lattice for the Hubbard model.
Red (blue) symbols signify the inequivalent lattice sites A
(B), with δi’s being its three nearest-neighbour vectors. (b)
The second-order Feynman diagram for the local Hubbard
interaction, with α(β) representing the sub-lattice indices.
between the two wavevectors k and q, we rewrite Eq. B3
as
Σ(k) ∝ k′σ · ∫ λdλ(cos θ,sin θ)dθ√
λ2−2 kλ
k′ cos(γ−θ)+ k
2
k′2 +
qTF
k′
, (B4)
where λ = q/k′ as in the previous case with k′ = k+qTF .
Similarly, for large q → Λ (where Λ ∼ 2pi/a is the ultra-
violet cutoff for the lattice-momentum), the integrand in
Eq. B4 reduces to
Σ(k) ∝ k′σ ·
∫ Λ
k′ λdλ
λ
dθ(cos θ, sin θ)
k
k′
cos(γ − θ)
= σ ·
∫ Λ
k dλ
λ
(k cos γ, k sin γ)
====⇒
LargeΛ
σ · k log
(
Λ
k + qTF
)
. (B5)
Hence, we obtain the self-energy correction (see Eq. 7) as
Σ(k) = e
2
0
log
(
Λ
k+qTF
)
σ · k. Clearly, the finite range of
the screened Coulomb interaction (signaled by non-zero
qTF ) leads to the disappearance of the divergence as in
Eq. 3.
A similar analysis for the Yukawa potential, would then
generate an analogous cutoff in the renormalization as
Σ(k) = e
2
0
log
(
Λ√
k2+q2TF
)
σ · k.
Appendix C: Fermionic second-order perturbation
theory: Hubbard interaction
In this part, we outline the detailed analysis of the
second-order perturbation theory for the half-filled Hub-
bard model on a honeycomb lattice. The tight-binding
Hamiltonian of Eq. 9 can be written in momentum-space
as
H0 = −t
∑
k
(
γka
†
kbk + γ
∗
kb
†
kak
)
, (C1)
where a†k(b
†
k) represents the fermionic creations operator
on sublattice A(B), with γk =
∑
δi
eik·δi . Here δi are the
three nearest-neighbour vectors on the lattice as shown in
Fig. 9a. Rewriting γk = |γk|eiφk , we obtain the Green’s
function in sublattice basis as
G11(k, iωn) = G22(k, iωn) =
1
2
[
1
iωn + εk
+
1
iωn − εk
]
G12(k, iωn) = e
−iφk2
[
cos φk2
iωn + εk
+
i sin φk2
iωn − εk
]
G21(k, iωn) = e
i
φk
2
[
cos φk2
iωn + εk
− i sin
φk
2
iωn − εk
]
, (C2)
where Gαβ (α, β = 1, 2 label the two sublattices A, B)
corresponds to the Green’s function between sublattices
α and β with the dispersion written as εk = |γk| (in unit
of the tight-binding parameter t). The self-energy (upto
second order in U) in sublattice basis then follows from
the Hubbard interaction as
Σ↑,αβ(k, iωn) = δαβ
UT
N
∑
k′
G↓,αα(k′)
− UT
2
N2
∑
k′,k′′
G↑,αν′(k′)G↓αν′′(k′′)
·G↓,να(k′′′)Vν′ν′′βν(k′, k′′, k, k′′′), (C3)
where the momentum conservation at the vertices implies
k′′′ = k′+k′′−k. Here, we used the short-hand notation
as k = (k, iωn). The Hubbard interaction in Eq. C3 has
been rewritten as
Vν′ν′′βν(k
′, k′′, k, k′′′) = Uδν′ν′′δν′βδβν . (C4)
Using Eq. C3 and Eq. C4, the second order self-energy
Σα,β is obtained (see Fig. 9b for the corresponding Feyn-
man diagram) as
Σαβ = U
2T
∑
q
Gαβ(k + q)χαβ(q) (C5)
χαβ(q) = −T
∑
p
Gαβ(p)Gβα(p+ q), (C6)
where the spin-index has been suppressed. The polar-
ization function χαβ(k) corresponds to the bubble shown
in Fig. 9b. Using the sublattice representations of the
Green’s function in Eq. C2, we obtain the four compo-
nents of the polarization function χαβ as
12
χ11(q) = χ22(q) =
1
4
∑
p
[
f(−εp)− f(−εp′)
im + εp′ − εp +
f(−εp)− f(εp′)
im − εp′ − εp +
f(εp)− f(−εp′)
im + εp′ + εp
+
f(εp)− f(εp′)
im + εp′ + εp
]
(C7)
χ12(q) =
∑
p
[
cos
φp
2
cos
φp′
2
f(−εp)− f(−εp′)
im + εp′ − εp + sin
φp
2
sin
φp′
2
f(εp)− f(εp′)
im − εp′ + εp − i cos
φp
2
sin
φp′
2
f(−εp)− f(εp′)
im − εp′ − εp
+ i sin
φp
2
cos
φp′
2
f(εp)− f(−εp′)
im + εp′ + εp
]
(C8)
χ21(q) =
∑
p
[
cos
φp
2
cos
φp′
2
f(−εp)− f(−εp′)
im + εp′ − εp + sin
φp
2
sin
φp′
2
f(εp)− f(εp′)
im − εp′ + εp − i sin
φp
2
cos
φp′
2
f(εp)− f(−εp′)
im + εp′ + εp
+ i cos
φp
2
sin
φp′
2
f(−εp)− f(εp′)
im − εp′ − εp
]
, (C9)
Now, we compute the self-energy, defined in Eq. C5, in
the sublattice basis with the 2× 2- matrix valued polar-
ization function. After performing the summation over
the relevant Matsubara frequencies and utilizing the fol-
lowing identity
[
f(y)− f(x)
][
b(x− y) + f(z)
]
= f(−x)f(y)f(z) + f(x)f(−y)f(−z), (C10)
where f(x)(b(x)) corresponds to the Fermi-Dirac (Bose- Einstein) distributions, we obtain the second order self-
energy Σαβ(k, iωn) in the sublattice basis as
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Σ11(k) = Σ22(k) =
U2
8
∑
p,q
[
f(εp′)f(−εp)f(−εk′) + f(−εp′)f(εp)f(εk′)
iωn + εk′ − εp′ + εp +
f(−εp′)f(−εp)f(−εk′) + f(εp′)f(εp)f(εk′)
iωn + εk′ + εp′ + εp
+
f(εp′)f(εp)f(−εk′) + f(−εp′)f(−εp)f(εk′)
iωn + εk′ − εp′ − εp +
f(−εp′)f(εp)f(−εk′) + f(εp′)f(−εp)f(εk′)
iωn + εk′ + εp′ − εp +
f(εp′)f(εp)f(εk′) + f(−εp′)f(εp)f(−εk′)
iωn − εk′ − εp′ + εp +
f(−εp′)f(−εp)f(εk′) + f(εp′)f(εp)f(−εk′)
iωn − εk′ + εp′ + εp +
f(εp′)f(εp)f(εk′) + f(−εp′)f(−εp)f(−εk′)
iωn − εk′ − εp′ − εp +
f(−εp′)f(εp)f(εk′) + f(εp′)f(−εp)f(−εk′)
iωn − εk′ + εp′ − εp
]
(C11)
Σ12(k) = U
2
∑
p,q
e
i
2 (φp′−φp−φk′ )
[
cos
φk′
2
cos
φp
2
cos
φp′
2
f(εp′)f(−εp)f(−εk′) + f(−εp′)f(εp)f(εk′)
iωn + εk′ − εp′ + εp +
cos
φk′
2
sin
φp
2
sin
φp′
2
f(−εp′)f(εp)f(−εk′) + f(εp′)f(−εp)f(εk′)
iωn + εk′ + εp′ − εp + sin
φk′
2
cos
φp
2
sin
φp′
2
×
f(−εp′)f(−εp)f(εk′) + f(εp′)f(εp)f(−εk′)
iωn − εk′ + εp′ + εp − sin
φk′
2
sin
φp
2
cos
φp′
2
f(εp′)f(εp)f(εk′) + f(−εp′)f(−εp)f(−εk′)
iωn − εk′ − εp′ − εp
− i cos φk′
2
cos
φp
2
sin
φp′
2
f(−εp′)f(−εp)f(−εk′) + f(εp′)f(εp)f(εk′)
iωn + εk′ + εp′ + εp
+ i cos
φk′
2
sin
φp
2
cos
φp′
2
×
f(εp′)f(εp)f(−εk′) + f(−εp′)f(−εp)f(εk′)
iωn + εk′ − εp′ − εp + i sin
φk′
2
cos
φp
2
cos
φp′
2
f(εp′)f(−εp)f(εk′) + f(−εp′)f(εp)f(−εk′)
iωn − εk′ − εp′ + εp
+ i sin
φk′
2
sin
φp
2
sin
φp′
2
f(−εp′)f(εp)f(εk′) + f(εp′)f(−εp)f(−εk′)
iωn − εk′ + εp′ − εp
]
, (C12)
and finally the off-digonal element Σ21(k) is given by
Σ21(k) = U
2
∑
p,q
e
i
2 (φp+φk′−φp′ )
[
cos
φk′
2
cos
φp
2
cos
φp′
2
f(εp′)f(−εp)f(−εk′) + f(−εp′)f(εp)f(εk′)
iωn + εk′ − εp′ + εp +
cos
φk′
2
sin
φp
2
sin
φp′
2
f(−εp′)f(εp)f(−εk′) + f(εp′)f(−εp)f(εk′)
iωn + εk′ + εp′ − εp − sin
φk′
2
sin
φp
2
cos
φp′
2
×
f(εp′)f(εp)f(εk′) + f(−εp′)f(−εp)f(−εk′)
iωn − εk′ − εp′ − εp + sin
φk′
2
cos
φp
2
sin
φp′
2
f(−εp′)f(−εp)f(εk′) + f(εp′)f(εp)f(−εk′)
iωn − εk′ + εp′ + εp
− i cos φk′
2
sin
φp
2
cos
φp′
2
f(εp′)f(εp)f(−εk′) + f(−εp′)f(−εp)f(εk′)
iωn + εk′ − εp′ − εp + i cos
φk′
2
cos
φp
2
sin
φp′
2
×
f(−εp′)f(−εp)f(−εk′) + f(εp′)f(εp)f(εk′)
iωn + εk′ + εp′ + εp
− i sin φk′
2
cos
φp
2
cos
φp′
2
f(εp′)f(−εp)f(εk′) + f(−εp′)f(εp)f(−εk′)
iωn − εk′ − εp′ + εp
− i sin φk′
2
sin
φp
2
sin
φp′
2
f(−εp′)f(εp)f(εk′) + f(εp′)f(−εp)f(−εk′)
iωn − εk′ + εp′ − εp
]
. (C13)
These long expressions for the self-energy in Eq. C11, simplify at zero temperature as
14
Σ(k, ω) =
U2
8
∑
p,q
[
1
ω − εk′ − εp′ − εp + iδ +
1
ω + εk′ + εp′ + εp + iδ
]
(C14)
Σ12(k, ω) = −U2
∑
p,q
[
sin
φk′
2
sin
φp
2
cos
φp′
2
e
i
2 (φp′−φp−φk′ )
ω − εk′ − εp′ − εp + iδ + i cos
φk′
2
cos
φp
2
sin
φp′
2
e
i
2 (φp′−φp−φk′ )
ω + εk′ + εp′ + εp + iδ
]
Σ21(k, ω) = −U2
∑
p,q
[
sin
φk′
2
sin
φp
2
cos
φp′
2
e
i
2 (φp+φk′−φp′ )
ω − εk′ − εp′ − εp + iδ − i cos
φk′
2
cos
φp
2
sin
φp′
2
e
i
2 (φp+φk′−φp′ )
ω + εk′ + εp′ + εp + iδ
]
,
where we relabeled the identical diagonal entries Σ11(k)
and Σ22(k) as Σ(k) and performed the analytical con-
tinuation to real frequency as iωn → ω + iδ. Now, we
focus on the spectral function for this effective two-band
system as
A(k, ω) = −ImTr [G(k, ω)], (C15)
where the matrix Green’s function is defined as
G−1(k, ω) =
(
ω − Σ(k, ω) γk − Σ12(k, ω)
γ∗k − Σ21(k, ω) ω − Σ(k, ω)
)
. (C16)
Appendix D: Bosonic second-order perturbation
theory: Coulomb interaction
In this part, we examine the Hamiltonian (see
Eq. 15) for the Dirac bosons interacting via a long-range
Coulomb interaction. Rewriting the bosonic Hamiltonian
in the diagonal basis we obtain
H =
∑
k
[
εuku
†
kuk + ε
d
kd
†
kdk
]
+Hint, (D1)
Hint =
∑
q,k,k′
Vq
[
a†k−qa
†
k′+qak′ak + b
†
k−qb
†
k′+qbk′bk
+ a†k−qb
†
k′+qbk′ak
]
, (D2)
where a†k(b
†
k) is the creation operator for bosons on sub-
lattice A(B) and u†k(d
†
k) corresponds to bosonic opera-
tors in the diagonal basis with the dispersion ε(u/d)k =
t(3 ± |γk|). Here, γk is identical to the one discussed in
the previous Appendix and Vq = e
∗2
0
1
|q| . The diagonal
and sub-lattice operators are related to each other via
ak =
1√
2
ei
φk
2 (uk + dk)
bk =
1√
2
e−i
φk
2 (−uk + dk) , (D3)
where γk = |γk|eiφk . Next, we rewrite the interacting
Hamiltonian in the diagonal basis to obtain
Hint =
∑
q,k,k′
Vq
[(1
2
cos Φ− 1
4
cos Ψ
)
u†k−qu
†
k′+quk′uk + i sin Φu
†
k−qu
†
k′+quk′dk +
(
1
2
cos Φ− 1
4
cos Ψ
)
u†k−qu
†
k′+qdk′dk
+ i sin Φu†k−qd
†
k′+quk′uk + 2 cos Φu
†
k−qd
†
k′+quk′dk + i sin Φu
†
k−qd
†
k′+qdk′dk +
(
1
2
cos Φ− 1
4
cos Ψ
)
d†k−qd
†
k′+quk′uk
+
(
1
2
cos Φ− 1
4
cos Ψ
)
d†k−qd
†
k′+qdk′dk + h.c.
]
, (D4)
where the two angles are defined as Φ = (φk + φk′ −
φk−q − φk′+q)/2 and Ψ = (φk′+q + φk − φk−q − φk′)/2.
However, not all of these scattering channels are relevant
in the low temperature window due to the kinematic con-
sideration. We compute the correction to the bare Dirac
spectrum within a second-order perturbation theory in
the strength of the Coulomb interaction following the
Feynmann diagram (see Fig.10) and obtain the former
as
Σ(ω,k) =
∑
k′,q
|Vq,k,k′ |2F (k; k′,q)
ω + εk′ − εk−q − εk′+q + iδ ; (D5)
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FIG. 10. The self-energy diagram in the second-order pertur-
bation theory for the Dirac bosons interacting via the long-
range Coulomb interaction.
where Vq,k,k′ is the relevant scattering strength for the
particular channel following Eq.D4 and F (k; k′,q) is the
corresponding thermodynamic factor. The later is ob-
tained after performing the summation over the Matsub-
ara frequency as18
F (k; k′,q) =
[
1 + b(εk−q)
][
1 + b(εk′+q)
]
b(εk′)−
b(εk−q)b(εk′+q)
[
1 + b(εk′)
]
, (D6)
where b(x) corresponds to Bose-Einstein distribution
function. On a closer inspection, we observe that the
first term in the above expression corresponds to the di-
rect scattering process, i.e. where the original boson with
momentum k and the thermal boson with momentum
k′ scatter into bosons with momenta k − q and k′ + q,
whereas the second term to the reverse scattering process.
For very low temperature T  t, the direct scattering
process dominates over the reverse one, and F (k; k′,q)
can be approximated as F (k; k′,q) ≈ b(εdk′). Following
this approximation, the on- shell self-energy further sim-
plifies as
Σ(k) ∼=
∑
k′,q
|Vq,k,k′ |2b(εdk′)
εk − εk−q − εq + iδ . (D7)
At the same time, only three scattering processes among
the eight different scattering channels (see Eq.D4) are
relevant at low temperature due to kinematic considera-
tions. These processes are labeled as u→ u+d, u→ d+d
and d→ d+ d, where an “up” (“down”) boson effectively
scatters with a “ghost-down” boson (thermally excited
bosons around the bottom of the bosonic band-structure
as illustrated in Fig.1a) into an “up” (“down”) and “down”
bosons.
Appendix E: Interacting Dirac bosons: Analysis
In this appendix, we analyze the momentum-
dependence of the the self-energy correction (see Eq. 19)
in details. First of all, the bare Coulomb interaction
for a charged particle always is screened. Hence, we in-
corporate a similar modification (see Sec. III B) to the
potential Vq as V Sq =
e∗2
0
1
q+qTF
. Of course, the phase
factors that emerges as a result of the change of basis
from the sublattice to the diagonal basis as in Eq. D4,
remain same. The scattering rates for the relevant three
channels are shown in Fig. 11a,b (solid lines). Note that
there are two channels for the scattering of “up” bosons
compared to only one channel for “down” bosons. The
scattering rates for the corresponding two channels of
the “up” bosons are added and illustrated in Fig. 11a.
However, the same prescription for the self-energy
(Eq. 19) leads to a negative correction for the down-
band. This feature dictates that the renormalized en-
ergy for the Goldstone modes (down bosons near the Γ
point) becomes negative, which is unphysical. At this
point, we notice that our starting bosonic tight-binding
model (see Eq. 15) corresponds to the collective excita-
tions of some underlying particles such as spins that give
rise to a similar magnon model. Hence, the matrix ele-
ments in Eq. D4 are clearly an effective description and
are not the full theory. We believe that the emergence
of this negative bososnic self-energy is an artifact of such
an incomplete model.
In order to cure such unphysical result, we focus on
understanding the effect of the phase-dependent matrix
elements. The relevant scattering rates for the up and
down band (both with and without the corresponding
phase factors in the matrix elements in Eq.‘D4 are shown
in Fig. 11. The results are plotted only along the Γ
→ K, instead of the full Brillouin zone to illustrate the
renormalization around the Dirac point. The solid lines
are the results of the exact matrix elements derived in
Eq. D4, whereas the dashed lines are the results without
the phase factors. Please note that the screened Coulomb
interaction is not modified in both the cases, only the
phase factors are dropped in the case for Fig. 11b. Apart
from the the overall magnitude, the scattering rates are
almost identical (Note: There is an additional kink in
Fig. 11a for the up-band). This feature dictates that the
phase factors do not play that crucial role in the spe-
cific momentum-dependence of the scattering rates. Mo-
tivated by this fact, we modify the phase dependent part
(a) (b)
FIG. 11. The scattering rates (from Eq. 19 with the screened
Coulomb interaction) for the “up” (a) and “down” (b) bosons
in the unit of e∗4/20t2 as a function of the momenta along the
Γ → K point in the Brillouin zone. Dashed lines – without
the phase-dependent matrix elements; Solid lines – with the
phase-dependent matrix elements. Inset – Magnified illustra-
tion of the solid line in panel (b).
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FIG. 12. The real part of the self-energy (from Eq. 19 with
the screened Coulomb interaction as in Eq. rE1) for the “up”
(solid line) and “down” (dashed line) bosons in the unit of
e∗4/20t
2 as a function of the momenta along the Γ→ K point
in the Brillouin zone.
of all the matrix elements in Eq. D4 as
Vq,k =
e∗2
0
1
q + qTF
[
1− exp
( |k|
λ
)][
1− exp
( |q|
λ
)]
·[
1− exp
( |k− q|
λ
)]
, (E1)
where λ is a constant. Now, we substitute this in Eq. 19
to compute renormalization of the band structure. With-
out aiming for a numerical estimate, we focus here on the
overall trend around the Dirac crossing point.
The real part of the self-energy for the two bands are
consequently computed and illustrated in Fig. 12. Once
again we stress that we do not aim for any numerical es-
timate from our model, but only focus on evaluating the
overall trend of the energy renormalization around the
Dirac crossing point. Fig. 12 clearly dictates that the
Dirac velocity increases for the Coulomb interaction. At
the same time, we observe that the weak Coulomb inter-
action does not open any gap at the Dirac point. This
result is directly comparable to its fermionic counterpart,
where we also observed an increased Dirac velocity and
no gap opening.
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