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MOD-φ CONVERGENCE:
APPROXIMATION OF DISCRETE MEASURES
AND HARMONIC ANALYSIS ON THE TORUS
REDA CHHAIBI, FREDDY DELBAEN, PIERRE-LOÏC MÉLIOT, AND ASHKAN NIKEGHBALI
Abstract. In this paper, we relate the framework of mod-φ convergence to the con-
struction of approximation schemes for lattice-distributed random variables. The point
of view taken here is that of Fourier analysis in the Wiener algebra, allowing the compu-
tation of asymptotic equivalents in the local, Kolmogorov and total variation distances.
By using signed measures instead of probability measures, we are able to construct better
approximations of discrete lattice distributions than the standard Poisson approximation.
This theory applies to various examples arising from combinatorics and number theory:
number of cycles in (possibly coloured) permutations, number of prime divisors (possibly
within different residue classes) of a random integer, number of irreducible factors of a
random polynomial, etc. One advantage of the approach developed in this paper is that
it allows us to deal with approximations in higher dimensions as well. In this setting,
we can explicitly see the influence of the correlations between the components of the
random vectors in our asymptotic formulas.
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1. Introduction
1.1. Poisson approximation of lattice-valued random variables. Consider a se-
quence (Bi)i≥1 of independent Bernoulli random variables, with P[Bi = 1] = pi and
P[Bi = 0] = 1− pi. We set
Xn =
n∑
i=1
Bi.
The Poisson approximation ensures that if the pi’s are small but their sum λn =
∑n
i=1 pi
is large, then the distribution of Xn is close to the distribution of a Poisson random
variable with parameter λn =
∑n
i=1 pi. A first quantitative result in this direction is due
to Prohorov and Kerstan (see [Pro53, Ker64]): if pi = λn for all i ∈ [[1, n]], then
dTV(Xn,P(λ)) :=
∑
k∈N
∣∣∣∣P[Xn = k]− e−λ λkk!
∣∣∣∣ ≤ 2λn .
More generally, with parameters pi that can be distinct and with λn =
∑n
i=1 pi, Le Cam
showed that ∑
k∈N
∣∣∣∣P[Xn = k]− e−λn (λn)kk!
∣∣∣∣ ≤ 2 n∑
i=1
(pi)
2.
This is an immediate consequence of the inequality on total variation distances
dTV(µ1 ∗ µ2, ν1 ∗ ν2) ≤ dTV(µ1, ν1) + dTV(µ2, ν2)
which holds for any probability measures µ1, µ2, ν1, ν2 on Z (cf. [Cam60]). By using
arguments derived from Stein’s method for the Gaussian approximation, Chen and Steele
obtained improved versions of this inequality, e.g.,∑
k∈N
∣∣∣∣P[Xn = k]− e−λn (λn)kk!
∣∣∣∣ ≤ 2 (1− e−∑ni=1 pi)∑ni=1(pi)2∑n
i=1 pi
,
see [Che74, Che75, Ste94]. We also refer to [AGG89] for an extension to possibly depen-
dent Bernoulli random variables, and to [BHJ92] for a survey of the theory of Poisson
approximations.
More generally, consider random variables Xn≥1 whose distributions are supported by
the lattice Zd ⊂ Rd, and which stem from a common probabilistic model. In many cases,
the scaling properties of the model imply that when n is large, Xn can be approximated
by a discrete infinitely divisible law νn, the Lévy exponents of these reference laws being
all proportional:
ν̂n(ξ) :=
∑
k∈Zd
νn(k) e
i〈ξ |k〉 = eλnφ(ξ), λn → +∞.
To go beyond the classical Poisson approximation, one can try in this setting to write
bounds on the total variation distance dTV(Xn, νn), or on another metric which measures
the convergence in law (the local distance, the Kolmogorov distance, the Wasserstein
APPROXIMATION OF DISCRETE MEASURES AND HARMONIC ANALYSIS ON THE TORUS 3
metric, etc.). A convenient framework for this program is the notion of mod-φ convergence
developed by Barbour, Kowalski and Nikeghbali in [BKN09], see also the papers [KN10,
DKN15, JKN11, FMN16, FMN17a]. The main idea is that, given a sequence of random
variables (Xn)n∈N with values in a lattice Zd, and a reference infinitely divisible law φ on
the same lattice, if one has sufficiently good estimates on the Fourier transform of the law
µn of Xn and on the ratio
µ̂n(ξ)
ν̂n(ξ)
= E[eiξXn ] e−λnφ(ξ),
then one can deduce from these estimates the asymptotics of the distribution of Xn:
central limit theorems [BKN09, JKN11], local limit theorems [KN10, DKN15], large de-
viations [FMN16], speed of convergence [FMN17a], etc. In this paper, we shall use the
framework of mod-φ convergence to compute the precise asymptotics of the distance be-
tween the law of Xn and the reference infinitely divisible law, for various distances.
When approximating lattice-distributed random variables, another objective that one
can pursue consists in finding better approximations than the one given by an infinitely
divisible law. A general principle is that, if one allows signed measures instead of positive
probability measures, then simple deformations of the infinitely divisible reference law can
be used to get smaller distances, i.e. faster convergences. In the setting of the classical
Poisson approximation of sums of independent integer-valued random variables, this idea
was used in [BČ02, Theorem 5.1]. We also refer to [Pre83, Kru86, BP96, Ček97, Ček98,
ČM99, BX99, JKK08] for other applications of the signed compound Poisson approxi-
mation (SCP). For mod-Poisson convergent random variables (Xn)n∈N, an unconditional
upper bound on the distance between the law of Xn and a signed measure νn defined
by means of Poisson–Charlier polynomials was proven in [BKN09, Theorem 3.1]. In this
paper, we shall set up a general approximation scheme for sequences of lattice-valued
random variables, which will allow us:
• to obtain signed measure approximations whose distances to the laws of the vari-
ables Xn are arbitrary negative powers of the parameter λn;
• to compute the asymptotics of these distances (instead of an unconditional upper
bound).
Thus, this paper can be regarded as a complement to [BKN09], with an alternative ap-
proach. In [FMN16, Proposition 4.1.1] and [FMN17b], we also used signed measures in
order to approximate mod-φ convergent random variables, but with respect to a continu-
ous infinitely divisible distribution φ, and using a first-order deformation of the Gaussian
distribution.
In the remainder of this introductory section, we recall the main definitions from the
theory of mod-φ convergence, and we explain the general approximation scheme. In
subsequent sections, this approximation scheme will yield the main hypotheses of our
Theorems (Sections 2 and 3), and we shall apply it to various one-dimensional and multi-
dimensional examples coming from probability, analytic number theory, combinatorics,
etc. (Sections 4 and 5). We also present in this introduction the main tool that we shall
use in this paper, namely, harmonic analysis in the Wiener algebra.
1.2. Infinitely divisible distributions and distances between probability mea-
sures. Let us start by presenting the reference infinitely divisible laws and the distances
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between probability distributions that we shall work with. Fix a dimension d ≥ 1. If X
is a random variable with values in Zd, we denote µX its probability law
µX(k1, k2, . . . , kd) = P[X = (k1, k2, . . . , kd)],
and µ̂X its Fourier transform, which is defined on the torus Td = (R/2πZ)d:
µ̂X(ξ) = E[e
i〈ξ |X〉] =
∑
k1,...,kd∈Z
µX(k1, . . . , kd) exp
(
i
d∑
j=1
kjξj
)
.
Assume that the law of X is infinitely divisible. Then the Fourier transform of X writes
uniquely as
µ̂X(ξ) = e
φ(ξ),
where φ is a function that is (2πZ)d-periodic:
∀(n1, . . . , nd) ∈ Zd, φ(ξ1 + 2πn1, . . . , ξd + 2πnd) = φ(ξ1, . . . , ξd).
Moreover, the law µX is supported on Zd and none of its sublattices if and only if the Lévy–
Khintchine exponent φ is periodic with respect to (2πZ)d and none of its sublattices. We
refer to [Sat99] and [SH04, Chapter 2] for details on lattice-distributed infinitely divisible
laws (in the case d = 1); see also the discussion of [FMN16, §3.1]. Throughout this paper,
we make the following assumptions on a reference infinitely divisible law µX :
• µX has moments of order 2;
• and µX is not supported on any sublattice of Zd.
Then, the corresponding Lévy–Khintchine exponent φ is twice continuously differentiable
and one has the Taylor expansion around zero
φ(ξ) = i 〈m | ξ〉 − ξ
tΣξ
2
+ o(|ξ|2),
wherem = E[X ], ξt is the transpose of the column vector ξ, and Σ is the covariance matrix
ofX, which is non-degenerate. Moreover, Re(φ(ξ)) admits a unique non-degenerate global
maximum on [0, 2π]d at ξ = 0.
Remark 1.1. Let (γ ∈ Rd, A ∈ M(d × d,R),Π) be the triplet of the Lévy–Khintchine
representation of the Fourier transform of an infinitely divisible random variable X (cf.
[Sat99, Theorem 8.1]). Then, X is supported on Zd and has a moment of order 2 if and
only if:
(1) A = 0 and γ ∈ Zd;
(2) the Lévy measure Π is supported on Zd and has a second moment.
Example 1.2. With d = 1, suppose that X follows a Poisson distribution P(λ) with pa-
rameter λ. In this case,
φ(ξ) = λ
(
eiξ − 1) = iλξ − λ ξ2
2
+ o(ξ2).
Example 1.3. More generally, fix a random variable Z with values in Z, and consider the
compound Poisson distribution X =
∑P(λ)
i=1 Zi, where the Zi’s are independent copies of
Z, and P(λ) is an independent Poisson variable. One obtains a new infinitely divisible law
with values on the lattice Z, and the corresponding Lévy–Khintchine exponent is
φ(ξ) = λ
(
E[eiξZ ]− 1) = iλE[Z] ξ − λE[Z2] ξ2
2
+ o(ξ2).
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Example 1.4. The previous example is generic if one restricts oneself to infinitely divisible
random variables with values in N = {0, 1, 2, 3, . . .}; see [Kat67, Sam75]. Thus, a random
variable X with values in N is infinitely divisible if and only it admits a representation
X =
P(λ)∑
i=1
Zi
as a compound Poisson distribution. In this representation, the Zi’s are independent
copies of a random variable Z with law
P[Z = j] =
λj
λ
for all j > 0;
and P(λ) is an independent Poisson variable with parameter λ =
∑∞
j=1 λj . Then, another
representation of X is X =
∑∞
j=1 j Uj , where the Uj ’s are independent Poisson variables
with parameters λj. These parameters λj are the solutions of the system of equations
k P[X = k] =
k∑
j=1
λj j P[X = k − j],
and this system provides a numerical criterion of infinite divisibility: X is infinitely di-
visible if and only if the solutions λj are all non-negative.
Given a random variable X on Zd, the general question that we want to tackle is: how
close is the law µ = µX of X to an infinitely divisible law ν with exponent φ? For that
purpose, one can choose different distances between probability measures, the typical ones
being:
• the local distance:
dL(µ, ν) := sup
k∈Zd
|µ({k})− ν({k})| .
• the total variation distance:
dTV(µ, ν) := 2 sup
A⊂Zd
|µ(A)− ν(A)| =
∑
k∈Zd
|µ({k})− ν({k})| .
• and in dimension 1, the Kolmogorov distance:
dK(µ, ν) := sup
k∈Z
|µ([[−∞, k]])− ν([[−∞, k]])| = sup
k∈Z
|µ([[k,+∞]])− ν([[k,+∞]])| ,
where [[a, b]] = {a, a+ 1, a+ 2, . . . , b} denotes an integer interval.
Note that we multiplied the total variation distance by 2 in comparison to the standard
definition. It is well known and immediate to check that
dL(µ, ν) ≤ 2 dK(µ, ν) ≤ dTV(µ, ν)
for any pair of signed measures (µ, ν). The hardest distance to estimate is usually the total
variation distance. Note that all the previous quantities metrize the convergence of signed
measures on Zd with respect to the weak or strong topology. As recalled before in the
Poisson case, many approaches for the estimation of dL, dK and dTV can be found in the
literature, the most popular ones being Stein’s method, coupling methods and semi-group
methods, see [DP86, Ste94]. The use of characteristic functions has long been considered
not so effective, until the remarkable series of papers of Hwang [Hwa96, Hwa98, Hwa99]
(see also [FS09, Section IX.2]). In [Hwa99], Hwang explained how an effective Poisson
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approximation can be achieved assuming the analyticity of characteristic functions. In a
similar spirit, but with much weaker hypotheses, [BKN09] explored this question by using
the notion of mod-φ convergence. Our paper revisits this notion, with the purpose of
showing that the phenomenons at stake find their source in the harmonic analysis of the
torus. While [BKN09] was devoted to the proof of unconditional upper bounds on the
distances dL, dK, dTV, here we shall be interested in the asymptotics of these distances.
1.3. Mod-φ convergent sequences of random variables. We consider an infinitely
divisible law ν of exponent φ on Zd, and a sequence of random variables (Xn)n∈N on
Zd. Following [JKN11, DKN15, FMN16], we say that (Xn)n∈N converges mod-φ with
parameters λn → +∞ and limiting function ψ if
E
[
ei〈ξ |Xn〉
]
= eλnφ(ξ) ψn(ξ)
with
lim
n→∞
ψn(ξ) = ψ(ξ).
The precise hypotheses on the convergence ψn → ψ will be made explicit when needed;
typically, we shall assume it to occur in some space C r(Td) endowed with the norm
‖f‖C r = sup
|α|≤r
sup
ξ∈Td
|(∂αf)(ξ)|.
Let us provide a few examples which should enhance the understanding of this notion, as
well as show its large scope of applications.
Example 1.5. Consider as in Section 1.1 a sum of independent random variables
Xn =
n∑
i=1
Bi,
with Bi following a law B(pi): P[Bi = 1] = 1 − P[Bi = 0] = pi. Let us assume that∑∞
i=1 pi = +∞ and
∑∞
i=1(pi)
2 < +∞. Then, setting λn =
∑n
i=1 pi and µn = µXn,
µ̂n(ξ) =
n∏
i=1
(
1 + pi(e
iξ − 1)) = eλn(eiξ−1) n∏
i=1
(
1 + pi(e
iξ − 1)) e−pi(eiξ−1)
= eλn(e
iξ−1)
n∏
i=1
(
1− (pi(e
iξ − 1))2
2
(1 + o(1))
)
= eλn(e
iξ−1) ψn(ξ)
with ψn(ξ) → ψ(ξ) =
∏∞
i=1
(
1 + pi(e
iξ − 1)) e−pi(eiξ−1). This infinite product converges
uniformly on the circle because of the hypothesis
∑∞
i=1(pi)
2 < ∞. So, one has mod-
Poisson convergence with parameters λn.
The following two examples will later be generalized to the multidimensional setting.
Example 1.6. If σ is a permutation of the integers in [[1, n]], denote ℓ(σ) its number of
disjoint cycles, including the fixed points. We then set ℓn = ℓ(σn), where σn is taken
at random uniformly among the n! permutations of Sn. Using Feller’s coupling (cf.
[ABT03]), one can show that ℓn admits the following representation in law:
ℓn =
n∑
i=1
B
(
1
i
)
,
where the Bernoulli random variables are independent. This representation will also be
made clear by the discussion of §5.3 in the present paper. By the discussion of the
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previous example, (ℓn)n∈N converges mod-Poisson with parameters Hn =
∑n
i=1
1
i
and
limiting function
∞∏
i=1
(
1 +
eiξ − 1
i
)
e−
eiξ−1
i =
1
Γ(eiξ)
eγ (e
iξ−1),
where γ is the Euler–Mascheroni constant γ = limn→∞(Hn − logn) (see [Art64] for this
infinite product representation of the Γ-function, due to Weierstrass). Thus, one can also
say that (ℓn)n∈N converges mod-Poisson with parameters λn = log n and limiting function
ψ(ξ) =
1
Γ(eiξ)
.
Example 1.7. As pointed out in [KN10, JKN11], mod-φ convergence is a common phe-
nomenon in probabilistic number theory. For instance, denote ω(k) the number of distinct
prime divisors of an integer k ≥ 1, and ω(Nn) the number of distinct prime divisors of a
random integer Nn smaller than n, taken according to the uniform law. Then, it can be
shown by using the Selberg–Delange method (cf. [Ten95, §II.5]) that
E[ezω(Nn)] =
1
n
n∑
k=1
ezω(k) = e(log logn)(e
z−1)
(
Ψ(ez) +O
(
1
log n
))
with
Ψ(z) =
1
Γ(z)
∏
p prime
(
1 +
z − 1
p
)
e−
z−1
p ,
and where the remainder O( 1
logn
) is uniform for z in a compact subset of C. Therefore,
one has mod-Poisson convergence at speed λn = log log n, and with limiting function
ψ(ξ) = Ψ(eiξ). This limiting function involves two factors: the limiting function 1
Γ(eiξ)
of
the number of cycles of a random permutation (“geometric” factor), and an additional
“arithmetic” factor
∏
p∈P(1+
eiξ−1
p
) exp(− eiξ−1
p
). This apparition of two limiting factors is
a common phenomenon in number theory [KN10, JKN11].
Let (Xn)n∈N be a sequence of random variables that converges mod-φ with parameters
λn. Informally, ψn(ξ) = E[ei〈ξ |Xn〉] e−λnφ(ξ) measures a deconvolution residue, and mod-φ
convergence means that this residue stabilizes, allowing the computation of equivalents of
d(µn, νn), where
µn = law of Xn;
νn = law of the infinitely divisible law with exponent λnφ
and d is one of the distances introduced in the previous paragraph. This setting will be
called the basic approximation scheme for a mod-φ convergent sequence.
1.4. The Wiener algebra and the general scheme of approximation. As explained
before, we shall be interested in more general approximation schemes, with signed mea-
sures νn that are closer to µn than the basic scheme. When d = 1, the apparition of
signed measures is natural in the setting of the Wiener algebra of absolutely convergent
Fourier series (see [Kah70, Kat04]):
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Definition 1.8. The Wiener algebra A = A (T) is the algebra of continuous functions
on the circle whose Fourier series converges absolutely. It is a Banach algebra for the
pointwise product and the norm
‖f‖
A
:=
∑
n∈Z
|cn(f)|,
where cn(f) denotes the Fourier coefficient
∫ 2π
0
f(eiθ) e−inθ dθ
2π
.
Note that the characteristic function of any signed measure µ on Z belongs to the
Wiener algebra, with
‖µ̂‖
A
=
∑
n∈Z
|cn(µ̂)| =
∑
n∈Z
|µ(n)| = ‖µ‖TV
equal to the total variation norm of the measure. Thus, A is the right functional space
in order to use harmonic analysis tools when dealing with (signed) measures. To the best
of our knowledge, this interpretation of the total variation distance as the norm of A
has not been used before. On the other hand, another important property of the Wiener
algebra is:
Proposition 1.9 (Wiener’s 1
f
theorem). Let f ∈ A . Then f never vanishes on the circle
if and only if 1
f
∈ A .
We refer to [New75] for a short proof of the Wiener theorem. As a consequence, if Xn is
a Z-valued random variable and if ν is an infinitely divisible distribution with exponent
φ, then the deconvolution residue
ψn(ξ) = E[e
iξXn] e−λnφ(ξ)
always belongs to A , so it is a convergent Fourier series ψn(ξ) =
∑∞
k=−∞ ak,n e
ikξ. The idea
is then to replace this residue ψn by a simpler residue χn ∈ A , which after reconvolution
by eλnφ(ξ) yields a signed measure approximating the law of Xn. We are thus lead to:
Definition 1.10. Let (Xn)n∈N be a sequence of random variables in Zd that is mod-φ
convergent with parameters (λn)n∈N. A general approximation scheme for (Xn)n∈N is
given by a sequence of discrete signed measures (νn)n∈N on Zd, such that
µ̂n(ξ) = E[e
i〈ξ |Xn〉] = eλnφ(ξ) ψn(ξ);
ν̂n(ξ) = e
λnφ(ξ) χn(ξ),
with limn→+∞ ψn(ξ) = ψ(ξ) and limn→+∞ χn(ξ) = χ(ξ). Here, the residues ψn, ψ, χn
and χ are functions on the torus Td = (R/2πZ)d that have absolutely convergent Fourier
series, and with χn(0) = χ(0) = 1 (hence, νn(Z
d) = 1). The convergence of the residues
ψn → ψ and χn → χ is assumed to be at least uniform on the torus, that is in the space
of continuous functions C 0(T).
The basic approximation scheme is the case when χn(ξ) = χ(ξ) = 1. The residues χn
and χ will typically be trigonometric polynomials, and they will enable us to enhance
considerably the quality of our discrete approximations.
Example 1.11. An important case of approximation scheme in the sense of Definition 1.10
is the approximation scheme of order r ≥ 1. Suppose that d = 1 and that the functions
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ψn(ξ) can be represented on the torus as absolutely convergent series
ψn(ξ) = 1 +
∞∑
k=1
bk,n (e
iξ − 1)k +
n∑
k=1
ck,n (e
−iξ − 1)k.
The coefficients ak,n of ψn(ξ) =
∑∞
k=−∞ ak,n e
ikξ are related to the coefficients bk,n and ck,n
by the equations
bk,n =
∑
l≥k
(
l
k
)
al,n ; ck,n =
∑
l≥k
(
l
k
)
a−l,n
for all k ≥ 1. Set then
χ(r)n (ξ) = P
(r)
n (e
iξ) = 1 +
r∑
k=1
bk,n (e
iξ − 1)k +
r∑
k=1
ck,n (e
−iξ − 1)k.
The χ(r)n (ξ) are the Laurent polynomials of degree r that approximate the residues ψn
around 0 at order r ≥ 1. Then, if Xn is a random variable with law µn with characteristic
function µ̂n(ξ) = eλnφ(ξ) ψn(ξ), the approximation scheme of order r of µn is given by the
signed measures ν(r)n , with
ν̂
(r)
n (ξ) = e
λnφ(ξ) χ(r)n (ξ).
We shall prove in Section 3 that dL(µn, ν
(r)
n ), dK(µn, ν
(r)
n ) and dTV(µn, ν
(r)
n ) get smaller
when r increases; in particular, ν(r≥1)n is asymptotically a better approximation of µn
than the basic scheme ν(0)n .
One can give a functional interpretation to the approximation schemes of order r ≥ 1.
Denote as before P (r)n the Laurent approximation of order r of ψn, and introduce the shift
operator S on functions f : Z→ C, defined by
(Sf)(k) = f(k + 1).
If ν(r)n is the signed measure with Fourier transform ν̂
(r)
n (ξ) = eλnφ(ξ) P
(r)
n (eiξ), then for any
square-integrable function f : Z→ C, if f̂(ξ) =∑k∈Z f(k) eikξ, then
ν(r)n (f) =
∑
k∈Z
ν(r)n ({k}) f(k) =
1
2π
∫ 2π
0
ν̂
(r)
n (ξ)f̂(ξ) dξ
=
1
2π
∫ 2π
0
ν̂
(0)
n (ξ)P
(r)
n (e
iξ)f̂(ξ) dξ =
1
2π
∫ 2π
0
ν̂
(0)
n (ξ)
̂
(P
(r)
n (S)f)(ξ) dξ
= ν(0)n (P
(r)
n (S)f).
Moreover, the operator P (r)n (S) is a linear combination of discrete difference operators:
P (r)n (S) = id +
r∑
k=1
bk,n (∆+)
k +
r∑
k=1
ck,n (∆−)
k
with (∆k+(f))(j) =
∑k
l=0(−1)k−l
(
k
l
)
f(j + l) and (∆k−(f))(j) =
∑k
l=0(−1)k−l
(
k
l
)
f(j − l).
Therefore:
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Proposition 1.12. In the previous setting, if (ν
(r)
n )n∈N is the approximation scheme of
order r ≥ 1 of a sequence of probability measures (µn)n∈N that is mod-φ convergent, then
for any square-integrable function f ,
ν(r)n (f) = E[(P
(r)
n (S)(f))(Yn)],
where Yn follows an infinitely divisible law with exponent λnφ. Thus, to estimate at order
r the expectation µn(f) = E[f(Xn)]:
(1) one replaces Xn by an infinitely divisible random variable Yn;
(2) and one also replaces the function f by P
(r)
n (S)(f), which is better suited for dis-
crete approximations.
Remark 1.13. Our notion of approximation scheme should be compared to the one of
[Hwa99], which is the particular case where the reference infinitely divisible law is Pois-
sonian, and the residues χn are constant equal to one. One of the main interest of our
approach is that we are able to construct better schemes of approximation, by allowing
quite general residues χn in the Fourier transform of the laws νn that approximate the
random variables Xn. On the other hand, we consider only three distances among those
studied in [Hwa99], but there should be no difficulty in adapting our results to the other
distances, such as the Wasserstein metric and the Hellinger/Matusita metric.
Remark 1.14. The approximation scheme of order r ≥ 1 can be considered as a discrete
analogue of the Edgeworth expansion in the central limit theorem, which is with respect
to the Gaussian approximation, and thus gives results for a different scale of fluctuations
[Pet75, Chapter VI].
1.5. Outline of the paper. Placing ourselves in the setting of a general approximation
scheme, one basic idea in order to evaluate the distances between the distributions µn
and νn is to relate them to the distances between the two residues ψn(ξ) and χn(ξ) in
the Wiener algebra A (Td). In Section 2, we prove various concentration inequalities in
this algebra, and we explain how to use them in order to compute distances between
distributions. In Section 3, we apply these results to obtain asymptotic estimates for
the distances in the general approximation scheme (see our main Theorems 3.3, 3.6 and
3.11). In these two sections, we shall restrict ourselves to the one-dimensional setting,
postponing the more involved computations of the higher dimensions d ≥ 2 to Section 5.
In Section 4, we apply our theorem to various one-dimensional examples of mod-Poisson
convergent sequences:
• In Section 4.1, we explain how to use the general theory with the toy-model of sums
of independent Bernoulli random variables (classical Poisson approximation). The
combinatorics of the approximation schemes of order r ≥ 1 can be encoded in the
algebra of symmetric functions, and we explain this encoding in §4.2, by using the
theory of formal alphabets. The formal alphabets provide a simple description of
the approximation schemes for all the examples hereafter, although none of them
(except the toy-model) come from independent Bernoulli variables.
• In Section 4.3, we study the number of disjoint cycles in a model of random
permutations which generalises the uniform and the Ewens measure (Example
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1.6). The mod-Poisson convergence of this model was proven in [NZ13], and we
compute here the approximation schemes of this model.
• In Section 4.4, we show more generally how to use generating series with algebraico-
logarithmic singularities to construct general approximation schemes of statistics
of random combinatorial objects. We study with this method the number of irre-
ducible factors of a random monic polynomial over the finite field Fq (counted with
or without multiplicity), and the number of connected components of a random
functional graph.
• In §4.5, we consider the number of distinct prime divisors of a random integer
(Example 1.7). We explain how to use the form of the residue ψ(ξ) of mod-
Poisson convergence to construct explicit approximation schemes of the corre-
sponding probability measures, using again the formalism of symmetric functions.
Our approach also allows us to measure the gain of the Poissonian approximation in
comparison to the Gaussian approximation, when one has a sequence of random integers
that behaves asymptotically like a Poisson random variable with a large parameter λn.
In Section 5, we extend our results to the multi-dimensional setting. One of the advan-
tages of the Fourier approach to approximation of probability measures is that it allows
one to deal with higher dimensions with the exact same techniques, although the compu-
tations are more involved. An important difference with the one-dimensional setting is
that the dependence between the coordinates of a mod-φ convergent sequence (Xn)n∈N in
Zd can be read on the asymptotics of the distances from the approximation schemes to the
laws of the random variables. Note that this happens even when the reference infinitely
divisible distribution corresponds to independent coordinates. We provide two examples
of this phenomenon, stemming respectively from the combinatorics of the wreath products
Sn ≀ (Z/dZ) and from the number theory of residue classes of prime numbers.
2. Concentration inequalities in the Wiener algebra
For convenience, until Section 5, we shall focus on the one-dimensional case (d = 1)
and the corresponding torus T = R/2πZ, which we view as the set of complex numbers
of modulus 1. Thus, a function on T will be a function of eiξ with ξ ∈ [0, 2π). For
p ∈ [1,+∞), the space of complex-valued functions on T whose p-powers are Lebesgue
integrable will be denoted L p = L p(T); it is a Banach space for the norm
‖f‖p :=
(∫ 2π
0
|f(eiξ)|p dt
2π
) 1
p
.
For p = +∞, L∞(T) is the space of essentially bounded functions on the torus, with
Banach space norm
‖f‖∞ := ess-supξ∈[0,2π]
∣∣f(eiξ)∣∣ .
In the sequel, we abbreviate sometimes the Haar integral
∫ 2π
0
f(eiξ) dξ
2π
by
∫
T
f(eiξ), or
simply
∫
T
f .
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2.1. Deconvolution residues in the Wiener algebra. Recall that the Wiener algebra
A (T) is the complex algebra of absolutely convergent Fourier series, endowed with the
norm ‖f‖A =
∑
n∈Z |cn(f)|. We shall use the following property of A (T), which is akin
to Poincaré’s inequality for Sobolev spaces (see [Kat04, §6.2]):
Proposition 2.1. There is a constant CH =
π√
3
= 1.814 . . . such that
‖f‖
A
≤ |c0(f)|+ CH‖f ′‖L 2
for all f ∈ A .
Proof. Combining the Cauchy–Schwarz inequality and the Parseval identity, we obtain
‖f‖
A
= |c0(f)|+
∑
n 6=0
1
n
|n cn(f)|
≤ |c0(f)|+
√∑
n 6=0
1
n2
√∑
n 6=0
|n cn(f)|2
≤ |c0(f)|+
√
π2
3
‖f ′‖L 2.
Note that the inequality is sharp, and it implies that the Sobolev space W 1,2(T) of L 2
functions on T with weak derivative in L 2 is topologically included in the Wiener algebra.

Another important tool for the computation of total variation distances is the following
Lemma 2.2. Call deconvolution residue of a signed measure µ on Z by another signed
measure ν on Z the function
δ(ξ) := µ̂(ξ) (ν̂(ξ))−1.
By Wiener’s theorem, if ν̂ never vanishes, which is for instance the case when it is the
Fourier transform of an infinitely divisible law ν [Sat99, Lemma 7.5], then ν̂−1 ∈ A and
the previous deconvolution happens in the Wiener algebra: δ ∈ A . Now, in order to
measure the distance between the law µ of X and a reference law ν, one can adopt the
following point of view, which is common in signal processing. For the deconvolution
residue to be considered as a small noise, δ has to be close to the constant function 1 (the
Fourier transform of the Dirac distribution at zero). In particular, suppose that we are
given a general scheme of approximation of a sequence of random variables (Xn)n∈N by a
sequence of laws (νn)n∈N. Then, with the notation of Definition 1.10, one has a sequence
of deconvolution residues
δn(ξ) =
µ̂n(ξ)
ν̂n(ξ)
,
and the quality of our scheme of approximation will be related to the speed of convergence
of (δn)n∈N towards the constant function 1. More precisely:
Lemma 2.2 (Fundamental inequality for deconvolution residues). Let µ and ν be two
signed measures on Z and δ = µ̂
ν̂
be the deconvolution residue (we assume that ν̂ does not
vanish on T). For any c ∈ A ,
dTV(µ, ν) ≤ ‖c(δ − 1)ν̂‖A + ‖δ − 1‖A ‖(1− c)ν̂‖A .
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Proof.
dTV(µ, ν) = ‖µ̂− ν̂‖A = ‖(δ − 1)ν̂‖A
≤ ‖c(δ − 1)ν̂‖
A
+ ‖(1− c)(δ − 1)ν̂‖
A
≤ ‖c(δ − 1)ν̂‖
A
+ ‖δ − 1‖
A
‖(1− c)ν̂‖
A
. 
In practice, c ∈ A will be a carefully chosen cut function concentrated on regions where
ν̂ is large. So, informally, ν is a good approximation of µ if the deconvolution residue δ:
• is close to 1 where ν̂ is large;
• has a reasonable norm in the Wiener algebra.
Note that the fundamental inequality does rely on the algebra norm of A (T). We now
quantify this idea.
2.2. Estimates of norms in the Wiener algebra. In this paragraph, we fix two dis-
crete measures µ and ν on Z, both being convolutions of an infinitely divisible law with
exponent λφ by residues ψ and χ:
µ̂(ξ) = eλφ(ξ) ψ(ξ);
ν̂(ξ) = eλφ(ξ) χ(ξ).
In Section 3, we shall recover the setting of a general approximation scheme by adding
indices n to this situation. We denote m and σ2 the first two coefficients of the Taylor
expansion of φ around 0:
φ(ξ) = miξ − σ
2ξ2
2
+ o(ξ2).
We then fix an integer r ≥ 0 such that:
(1) the residues ψ and χ are assumed to be (r + 1) times continuously differentiable
on [−ε, ε] for a certain ε > 0;
(2) their Taylor expansion coincides at 0 up to the r-th order:
∀s ∈ [[0, r] , (ψ − χ)(s) (0) = 0.
In this setting, we define the non-negative quantities
βr+1(ε) = sup
ξ∈[−ε,ε]
∣∣(ψ − χ)(r+1)(ξ)∣∣ ;
γ(ε) = sup
ξ∈[−ε,ε]
∣∣φ′′(ξ) + σ2∣∣ ;
M = − sup
ξ∈[−π,π]
(
Re(φ(ξ))
ξ2
)
.
The strict positivity of M as soon as φ is not the constant distribution concentrated at 0
is proven in [FMN16, Section 3]. Note that for any ξ ∈ [−ε, ε], one has
Re(φ(ξ)) =
∫ ξ
θ=0
(ξ − θ) Re(φ′′(θ)) dθ = −σ
2ξ2
2
+
∫ ξ
θ=0
(ξ − θ) Re(φ′′(θ) + σ2) dθ
≤ (γ(ε)− σ
2) ξ2
2
.
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On the other hand, outside the interval [−ε, ε], one can use the inequality Re(φ(ξ)) ≤
−Mξ2.
Theorem 2.3 (Norm estimate). Take ε small enough so that γ(ε) ≤ σ2
2
, and suppose that
λ is large enough so that λ ≥ 2
σ2
. Then:
‖µ̂− ν̂‖
A
≤ ‖ψ − χ‖
A
(
1 + CH
(√
2
πε
+ λ‖φ′‖∞
))
e−
λMε2
4
+
Cr+1 βr+1(ε) (ε
−1 +
√
5(r + 1))
(σ
2
2
λ)
r
2
+ 1
4
,
where Cr+1 is a constant depending only on r:
Cr+1 =
1
(r + 1)!
√
2π
3
Γ
(
r +
3
2
)
.
In order to prove this theorem, we introduce the cut function ξ ∈ T 7→ c(ξ) that is
piecewise linear, vanishes outside of [−ε, ε], and is equal to 1 on [− ε
2
, ε
2
], see Figure 1.
− ε
2
ε
2ε ε
ξ
c(ξ)
Figure 1. The cut-function c(ξ).
Lemma 2.4. Under the assumptions of Theorem 2.3,∥∥(1− c) eλφ∥∥
A
≤
(
1 + CH
(√
2
πε
+ λ‖φ′‖∞
))
e−
λMε2
4 .
Proof. Note that |(1−c(ξ)) eλφ(ξ)| vanishes on [− ε
2
, ε
2
], and is smaller than e−λMξ
2 ≤ e−λMε24
everywhere else. We then use Proposition 2.1:∥∥(1− c) eλφ∥∥
A
≤
∫
T
|1− c| eλRe(φ) + CH
∥∥−c′eλφ + (1− c) λφ′ eλφ∥∥
L 2
≤ e−λMε
2
4 + CH
∥∥c′eλφ∥∥
L 2
+ CH λ‖φ′‖∞
∥∥(1− c) eλφ∥∥
L 2
≤ e−λMε
2
4 + CH ‖c′‖L 2 e−λMε
2
4 + CH λ‖φ′‖∞ e−λMε
2
4
≤
(
1 + CH
(√
2
πε
+ λ‖φ′‖∞
))
e−
λMε2
4 . 
Lemma 2.5. Under the assumptions of Theorem 2.3, we have:∥∥c (ψ − χ) eλφ∥∥
A
≤ Cr+1 βr+1(ε) (ε
−1 +
√
5(r + 1))
(σ
2
2
λ)
r
2
+ 1
4
.
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Proof. Note that the norm ‖·‖
A
is invariant after multiplication by eikξ, k ∈ Z. In partic-
ular, ∥∥c (ψ − χ) eλφ∥∥
A
=
∥∥c(ξ) (ψ(ξ)− χ(ξ)) eλφ(ξ)−iξ⌊λm⌋∥∥
A
,
where ⌊·⌋ denotes the integer part of a real number. Using again Proposition 2.1, we
obtain∥∥c (ψ − χ) eλφ∥∥
A
≤
∫
T
|c (ψ − χ) eλφ|+ CH
∥∥∥(c(ξ) (ψ(ξ)− χ(ξ)) eλφ(ξ)−iξ⌊λm⌋)′∥∥∥
L 2
≤
∫
T
|c (ψ − χ) eλφ|+ CH
∥∥c′ (ψ − χ) eλφ∥∥
L 2
+ CH
∥∥c (ψ − χ)′ eλφ∥∥
L 2
+ CH
∥∥c (ψ − χ) (λφ′ − i⌊λm⌋) eλφ∥∥
L 2
≤ A+B + C +D.
Let us bound separately each term. Recall that
∫∞
−∞ |t|re−t
2
dt =
∫∞
0
u
r−1
2 e−u du = Γ
(
r+1
2
)
for r ≥ 0.
(A) For ξ ∈ [−ε, ε],
|ψ(ξ)− χ(ξ)| ≤ βr+1(ε) |ξ|
r+1
(r + 1)!
;
eλRe(φ(ξ)) ≤ e−λ(σ
2−γ(δ)) ξ2
2 ≤ e−λσ
2 ξ2
4
the last inequality following from the assumptions on ε. Consequently,
A ≤ βr+1(ε)
2π (r + 1)!
∫ ε
−ε
e−
λσ2 ξ2
4 |ξ|r+1 dt = βr+1(ε)
2π (r + 1)! (λ σ
2
4
)
r
2
+1
Γ
(r
2
+ 1
)
≤ βr+1(ε)
2π (r + 1)! (λ σ
2
4
)
r
2
+1
√
Γ
(
r
2
+
3
4
)
Γ
(
r
2
+
5
4
)
≤ βr+1(ε)
(r + 1)! (λ σ
2
2
)
r
2
+1
(
2
π
)1
4
√
1
2π
Γ
(
r +
3
2
)
.
by using the log-convexity of the Gamma function, and the duplication formula
Γ(2z) = 2
2z−1√
π
Γ(z) Γ(z + 1
2
).
(B) Since |c′(ξ)| ≤ 2
ε
on [−ε, ε] and vanishes outside [−ε, ε], one obtains
B ≤ 2CH βr+1(ε)
ε (r + 1)!
(
1
2π
∫ ∞
−∞
e−
λσ2ξ2
2 |ξ|2r+2 dξ
) 1
2
≤ βr+1(ε)
(r + 1)! (λ σ
2
2
)
r
2
+ 3
4
2CH
ε
√
1
2π
Γ
(
r +
3
2
)
.
(C) For ξ ∈ [−ε, ε],
|(ψ − χ)′(ξ)| ≤ βr+1(ε) |ξ|
r
r!
,
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so as before,
C ≤ CH βr+1(ε)
r!
(
1
2π
∫ ∞
−∞
e−
λσ2ξ2
2 |ξ|2r dξ
)1
2
=
CH βr+1(ε)
r! (λ σ
2
2
)
r
2
+ 1
4
√
1
2π
Γ
(
r +
1
2
)
≤ βr+1(ε)
(r + 1)! (λ σ
2
2
)
r
2
+ 1
4
CH (r + 1)√
r + 1
2
√
1
2π
Γ
(
r +
3
2
)
.
(D) Last, for ξ ∈ [−ε, ε], |φ′(ξ)− iµ| ≤ γ(δ) |ξ| ≤ σ2|ξ|
2
, and then,
|(λφ′(ξ)− i⌊λµ⌋)| ≤ λσ
2 |ξ|
2
+ |λµ− ⌊λµ⌋| ≤ λσ
2 |ξ|
2
+ 1.
Therefore,
D ≤ CH βr+1(ε)
(r + 1)!
((
1
2π
∫ ∞
−∞
e−
λσ2ξ2
2 |ξ|2r+2 dξ
) 1
2
+
λ σ2
2
(
1
2π
∫ ∞
−∞
e−
λσ2ξ2
2 |ξ|2r+4 dξ
)1
2
)
≤ CH βr+1(ε)
(r + 1)!
(
1
(λ σ
2
2
)
r
2
+ 3
4
√
1
2π
Γ
(
r +
3
2
)
+
1
(λ σ
2
2
)
r
2
+ 1
4
√
1
2π
Γ
(
r +
5
2
))
.
To conclude, notice that since λ σ
2
2
≥ 1, one can take in each denominator the smallest
power of this quantity, namely, (λ σ
2
2
)
r
2
+ 1
4 . One thus obtains:
A+B + C +D ≤ βr+1(ε)
(r + 1)! (λ σ
2
2
)
r
2
+ 1
4
√
1
2π
Γ
(
r +
3
2
)
×
( 2
π
) 1
4
+ CH
2
ε
+
r + 1√
r + 1
2
+ 1 +
√
r +
3
2

≤ βr+1(ε)
(r + 1)! (λ σ
2
2
)
r
2
+ 1
4
√
2π
3
Γ
(
r +
3
2
)(
1
ε
+
√
5(r + 1)
)
by using on the last line CH = π√3 and
2
√
5(r + 1) ≥ r + 1√
r + 1
2
+
√
r +
3
2
+ 1 +
√
3
π
(
2
π
) 1
4
. 
Proof of Theorem 2.3. We have
‖µ̂− ν̂‖
A
≤ ‖ψ − χ‖
A
∥∥(1− c) eλφ∥∥
A
+
∥∥c (ψ − χ) eλφ∥∥
A
,
and Lemmas 2.4 and 2.5 allow us to control these two terms. 
Note that if ε is fixed and λ goes to infinity, then the dominant term in the norm inequality
is the second one, because the first one decreases exponentially fast. In this case,
dTV(µ, ν) = ‖µ̂− ν̂‖A = O
(
1
λ
r
2
+ 1
4
)
.
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The constant hidden in the O(·) depends only on φ, r, ‖ψ − χ‖A and the parameter
βr+1(ε) introduced before. In particular, if φ is fixed and we look at families of residues
(ψn)n∈N and (χn)n∈N such that the corresponding quantities ‖ψn − χn‖A and βr+1,n(ε)
stay bounded, then one can take a uniform constant in the O(·).
Remark 2.6. One can broaden slightly the scope of Theorem 2.3, if one notes that regard-
ing the residues ψ and χ, one only used the bounds
|ψ(ξ)− χ(ξ)| ≤ βr+1(ε) |ξ|
r+1
(r + 1)!
and |ψ′(ξ)− χ′(ξ)| ≤ βr+1(ε) |ξ|
r
r!
for any ξ ∈ [−ε, ε]. In particular, if one assumes that ψ and χ belong to C 1(T) and that
ψ′(ξ)− χ′(ξ) = βr+1 ξ
r (1 + oξ(1))
r!
in a neighborhood [−ε, ε] of 0, then the previous bounds are satisfied and the conclusions
of Theorem 2.3 hold. We shall use this important remark in §3.3.
3. Asymptotics of distances for a general scheme of approximation
We now consider a general scheme of approximation of a sequence of Z-valued random
variables (Xn)n∈N by a sequence of laws (νn)n∈N, with
µ̂n(ξ) = E[e
iξXn ] = eλnφ(ξ) ψn(ξ) ,
ν̂n(ξ) = e
λnφ(ξ) χn(ξ) ,
limn→∞ ψn(ξ) = ψ(ξ) and limn→∞ χn(ξ) = χ(ξ) as in Definition 1.10. We can immediately
deduce from Theorem 2.3:
Proposition 3.1. Consider a general scheme of approximation such that the convergences
ψn → ψ and χn → χ occur in C 1(T). Then, dTV(µn, νn) → 0 (and as well for dL(µn, νn)
and dK(µn, νn)).
Proof. Taking r = 0 in Theorem 2.3, we have
dTV(µn, νn) = ‖µn − νn‖A = O
(
1
(λn)
1
4
)
,
where the constant in the O(·) depends on ‖ψn−χn‖A and ‖ψn−χn‖C 1 . By Proposition
2.1, both quantities are bounded by a function of ‖ψn − χn‖C 1, which is itself bounded
since ψn − χn → ψ − χ in C 1(T).
For the other distances, we use the inequality dL ≤ 2 dK ≤ dTV. 
If we want to improve on the rate of convergence of the distances to 0, then we need
an additional assumption similar to the hypothesis of Theorem 2.3, namely:
∀n ∈ N, ψn(ξ)− χn(ξ) = βn (iξ)r+1 (1 + oξ(1))
and ψ(ξ)− χ(ξ) = β (iξ)r+1 (1 + oξ(1)) (H1)
with limn→∞ βn = β, and the oξ(1) that converges to 0 as ξ goes to 0, uniformly in n. We
denote this condition by (H1). It is satisfied if, for instance, the convergences ψn → ψ
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and χn → χ occur in C r+1(T), and if the scheme of approximation is the scheme of order
r as defined in Example 1.11. However, this new condition (H1) is a bit more general, as
we do not assume that the residues χn and χ are Laurent polynomials of degree r in eiξ.
In §3.1, §3.2 and §3.3, we shall consider the setting described above, and we shall es-
tablish some exact asymptotic formulas for dL(µn, νn), dK(µn, νn) and dTV(µn, νn). These
formulas generally follow from an application of the Laplace method to an integral repre-
sentation of the distance, but we shall also use Theorem 2.3 in order to get rid of certain
non dominant terms in the asymptotics. In §3.4, we introduce the notion of derived ap-
proximation schemes which involve simpler residues, and under appropriate assumptions,
we extend the results of §3.1-3.3 to these approximation schemes.
3.1. The local distance. Until the end of this section, (Xn)n∈N denotes a sequence that
is mod-φ convergent with parameters (λn)n∈N, and (νn)n∈N is a scheme of approximation
of it, which satisfies the hypothesis (H1). The main tool in the computation of the local
distance dL(µn, νn) is:
Proposition 3.2. The error term being uniform in k ∈ Z, one has
µn({k})− νn({k}) = (−1)
r+1 β√
2π (σ2λn)
r
2
+1
∂r+1
∂αr+1
(
e−
α2
2
)∣∣∣∣
α= k−λnm
σ
√
λn
+ o
(
1
(λn)
r
2
+1
)
.
Proof. The computations hereafter are very similar to those of [FMN16, Section 3], but
they are performed at a different scale for k. We combine the Fourier inversion formula
µn({k})− νn({k}) =
∫
T
(ψn(ξ)− χn(ξ)) eλnφ(ξ) e−ikξ dξ
2π
with the Laplace method. Note that (H1) implies that ψn − χn is bounded on the whole
torus T by some constant C. As a consequence, for any ε > 0, since Re(φ(ξ)) ≤ −Mξ2
with M > 0, one has
1
2π
∣∣∣∣∫
(−π,π)\(−ε,ε)
(ψn(ξ)− χn(ξ)) eλnφ(ξ) e−ikξ dξ
∣∣∣∣ ≤ C exp (λn supξ∈(−π,π)\(−δ,δ) Re(φ(ξ)))
≤ C exp(−λnMε2)
= o
(
1
(λn)
r
2
+1
)
,
this being uniform in k. Then, for ε > 0 small enough, one has the estimate:∫ ε
−ε
(ψn(ξ)− χn(ξ)) eλnφ(ξ) e−ikξ dξ
= βn (1 + oε(1))
∫ ε
−ε
(iξ)r+1 eλnφ(ξ)−ikξ dξ
= β (1 + oε(1))
∫ ε
−ε
(iξ)r+1 eλn(φ(ξ)−imξ) e−i(k−λnm)ξ dξ
=
β
(σ2λn)
r
2
+1
(1 + oε(1))
∫ ε σ√λn
−ε σ√λn
(it)r+1 e
λn
(
φ
(
t
σ
√
λn
)
−φ′(0) t
σ
√
λn
)
e
−itk−λnm
σ
√
λn dt
=
β
(σ2λn)
r
2
+1
(1 + oε(1))
∫ ∞
−∞
(it)r+1 e−
t2
2 e
−itk−λnm
σ
√
λn dt.
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The last step uses the dominated convergence theorem. Indeed, we have the pointwise
convergence:
λn
(
φ
(
t
σ
√
λn
)
− φ
′(0) t
σ
√
λn
)
−→n→∞ −t
2
2
and if ε is small enough so that Re(φ′′(ξ)) < −σ2
2
for all ξ ∈ [−ε, ε], then for every
t ∈ [−ε σ√λn, ε σ
√
λn]:∣∣∣∣eλn(φ( tσ√λn )−φ′(0) tσ√λn )∣∣∣∣ = eλn Re(φ( tσ√λn )−φ′(0) tσ√λn ) ≤ e(supξ∈[−ε,ε]Re(φ′′(ξ))) t22σ2 ≤ e− t24 .
The integrand is therefore dominated by e−
t2
4 |t|r+1. Hence,
µn({k})− νn({k}) = β
2π(σ2λn)
r
2
+1
(∫ ∞
−∞
(it)r+1 e−
t2
2 e
−itk−λnm
σ
√
λn dt
)
+ o
(
1
(λn)
r
2
+1
)
,
with a remainder uniform in k ∈ Z. Last, we use the fact that∫ ∞
−∞
e−
t2
2 e−itα
dt√
2π
= e−
α2
2 ,
is the Fourier transform of the standard Gaussian distribution evaluated at ξ = −α, and
by taking the (r + 1)-th derivative with respect to α, we get:∫ ∞
−∞
(it)r+1 e−
t2
2 e−itα
dt√
2π
= (−1)r+1 ∂
r
∂αr+1
(
e−
α2
2
)
,
hence the claimed result. 
The computation of the local distance amounts then to find the maximum in k ∈ Z of
the previous quantity. Recall that the r-th Hermite polynomial Hr(α) is defined by
Gr(α) =
∂r
∂αr
(
e−
α2
2
)
= (−1)rHr(α) e−α
2
2 .
The local extremas of Gr correspond to the zeros of Hr+1 since
G′r(α) = (−1)r (H ′r(α)− αHr(α)) e−
α2
2 = (−1)r+1Hr+1(α) e−α
2
2 = Gr+1(α).
Denote zr+1 the smallest absolute value of a zero of Hr+1; it is 0 when r is even, and it
can be shown that in any case it corresponds to the global extrema of |Gr|; see [Sze39,
Chapter 6], and Figure 2 for an illustration.
Theorem 3.3. Under the assumptions stated at the beginning of this section (general
scheme of approximation with condition (H1)), one has
dL(µn, νn) =
|β| |Gr+1(zr+2)|√
2π (σ2λn)
r
2
+1
+ o
(
1
(λn)
r
2
+1
)
.
Proof. Denote Zn = {k−λnmσ√λn , k ∈ Z}. The previous discussion shows that
dL(µn, νn) =
|β|√
2π (σ2λn)
r
2
+1
sup
α∈Zn
|Gr+1(α)|+ o
(
1
(λn)
r
2
+1
)
.
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zr+1
α
Gr(α)
Figure 2. The Hermite function G9; it attains its global extremas at the
smallest zeroes of H10.
As n goes to infinity, the set Zn becomes dense in R, and since Gr+1 is a Lipschitz function,
we have in fact
dL(µn, νn) =
|β|√
2π (σ2λn)
r
2
+1
sup
α∈R
|Gr+1(α)|+ o
(
1
(λn)
r
2
+1
)
=
|β| |Gr+1(zr+2)|√
2π (σ2λn)
r
2
+1
+ o
(
1
(λn)
r
2
+1
)
. 
Remark 3.4. The first values of Mr = |Gr(zr+1)| are
M0 = |G0(0)| = 1;
M1 = |G1(1)| = e− 12 = 0.60653 . . . ;
M2 = |G2(0)| = 1;
M3 =
∣∣∣∣G3(√3−√6)∣∣∣∣ = e− 3−√62 (3√6− 6) = 1.38012 . . . ;
M4 = |G4(0)| = 3.
In particular, M2r = (2r − 1)!! = (2r)!2r r! .
3.2. The Kolmogorov distance. To evaluate the Kolmogorov distance between µn and
νn, we use the classical integral formula
µn([[k,+∞]])− νn([[k,+∞]]) =
∫
T
(ψn(ξ)− χn(ξ)) eλnφ(ξ) e
−ikξ
1− e−iξ
dξ
2π
.
Indeed, for any l ≥ k, one has
µn([[k, l]])− νn([[k, l]]) =
l∑
j=k
∫
T
(ψn(ξ)− χn(ξ)) eλnφ(ξ) e−ijξ dξ
2π
=
∫
T
(ψn(ξ)− χn(ξ)) eλnφ(ξ) e
−ikξ − e−i(l+1)ξ
1− e−iξ
dξ
2π
.
Since ψn(ξ)−χn(ξ) = βn (iξ)r+1 (1+o(1)), the quotient ψn(ξ)−χn(ξ)1−eiξ is actually a continuous
function on the torus, hence bounded. The same holds for eλnφ(ξ) = E[eiξYn ], where Yn is
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an infinitely divisible random variable with exponent λnφ. Thus,
f(ξ) =
ψn(ξ)− χn(ξ)
1− eiξ e
λnφ(ξ)
is a bounded continuous function, hence in L 1(T), and by the Riemann–Lebesgue lemma,
one concludes that
lim
l→+∞
∫
T
f(ξ) e−i(l+1)ξ
dξ
2π
= 0.
Since liml→+∞ µn([[k, l]])− νn([[k, l]]) = µn([[k,+∞]])− νn([[k,+∞]]), the integral formula is
indeed shown. It leads to the analogue of Proposition 3.2 for probabilities of half-lines of
integers [[k,+∞]]:
Proposition 3.5. The error term being uniform in k ∈ Z, one has
µn([[k,+∞]])− νn([[k,+∞]]) = (−1)
r β√
2π (σ2λn)
r+1
2
∂r
∂αr
(
e−
α2
2
)∣∣∣∣
α= k−λnm
σ
√
λn
+ o
(
1
(λn)
r+1
2
)
.
Proof. One has the Taylor expansion
ψn(ξ)− χn(ξ)
1− e−iξ =
βn(iξ)
r+1
iξ
(1 + oξ(1)) = βn(iξ)
r (1 + oξ(1)).
Combined with the aforementioned integral formula and with the same Laplace method
as in Proposition 3.2, it yields
µn([[k,+∞]])− νn([[k,+∞]]) = β
(σ2λn)
r+1
2
(1 + o(1))
∫ ∞
−∞
(it)r e−
t2
2 e
−itk−λnm
σ
√
λn dt.
Therefore, one has the same asymptotics as in Proposition 3.2, but with r replacing
r + 1. 
The same argument as in §3.1 gives:
Theorem 3.6. Under the assumptions stated at the beginning of this section (general
scheme of approximation with condition (H1)), one has
dK(µn, νn) =
|β| |Gr(zr+1)|√
2π (σ2λn)
r+1
2
+ o
(
1
(λn)
r+1
2
)
.
Example 3.7. Consider the basic scheme of approximation of a mod-φ convergent sequence
of random variables (Xn)n∈N:
ν̂n(ξ) = e
λnφ(ξ).
Hence, νn is the law of an infinitely divisible random variable Yn with Lévy–Khintchine
exponent λnφ. Then, if µ̂n(ξ) = eλnφ(ξ) ψn(ξ) and ψn(ξ)→ ψ(ξ) in C 1(T), the hypothesis
(H1) is satisfied with r = 0 and βn → β = ψ′(0). Therefore, in this setting,
dL(Xn, Yn) =
|ψ′(0)| e− 12√
2π σ2λn
+ o
(
1
λn
)
;
dK(Xn, Yn) =
|ψ′(0)|√
2π σ2λn
+ o
(
1√
λn
)
.
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The second result should be compared with a computation in [FMN16, Chapter 4], which
ensures that
dK(Xn, Yn) =
|ψ′(0)|√
2π λn
+ o
(
1√
λn
)
if (Xn)n∈N is a sequence of random real numbers that converges mod-Gaussian with pa-
rameters λn, and if (Yn)n∈N is a sequence of random Gaussian variables with means 0 and
variances λn.
3.3. The total variation distance. Before we estimate the total variation distance
between the laws µn and νn, let us make some observations with Proposition 3.2. Assume
again that one has a general scheme of approximation which satisfies the hypothesis (H1).
For any fixed interval I = [a, b], one can write
dTV(µn, νn) =
∑
k∈Z
|µn({k})− νn({k})| ≥
⌊λnm+b σ
√
λn⌋∑
k=⌊λnm+aσ
√
λn⌋
|µn({k})− νn({k})|
≥ |βn|√
2π (σ2λn)
r
2
+1
 ⌊λnm+b σ√λn⌋∑
k=⌊λnm+aσ
√
λn⌋
∣∣∣∣∣(Hr+1(α) e−α22 )α= k−λnm
σ
√
λn
∣∣∣∣∣
+ o( (b− a)
(σ2λn)
r+1
2
)
(RS)
≥ |βn|√
2π (σ2λn)
r+1
2
∫ b
a
∣∣∣Hr+1(α) e−α22 ∣∣∣ dα+ o( (b− a)
(σ2λn)
r+1
2
)
,
by identifying a Riemann sum in (RS). Since this is true for any a and b, and since
Hr+1(α) e
−α2
2 is integrable, we conclude that in general, one has
lim inf
n→∞
(
dTV(µn, νn) (σ
2λn)
r+1
2
)
≥ |β|
∫
R
|Hr+1(α)| e−α
2
2
dα√
2π
.
The goal of this paragraph is to show that, under a slightly stronger hypothesis than
(H1), this inequality is in fact an identity, and that the liminf above is actually a limit.
To this purpose, it is convenient to introduce a third sequence (ρn)n∈N of signed measures,
defined by their Fourier transforms
ρ̂n(ξ) = e
λnφ(ξ)
(
ψn(ξ)− βn (eiξ − 1)r+1
)
.
These signed measures have their values given by:
Lemma 3.8. Denote ν
(0)
n the infinitely divisible discrete law on Z with exponent λnφ. The
signed measure ρn whose Fourier transform is ρ̂n(ξ) = e
λnφ(ξ) (ψn(ξ)− βn (eiξ − 1)r+1) is
given by
ρn({k}) = µn({k})− βn
r+1∑
l=0
(−1)r+1−l
(
r + 1
l
)
ν(0)n ({k − l}).
Proof. One expands the Fourier transform ̂(µn − ρn)(ξ) in powers of eiξ:
̂(µn − ρn)(ξ) = βn
(
eiξ − 1)r+1 ∞∑
m=−∞
ν(0)n ({m}) eimξ
= βn
r+1∑
l=0
∞∑
m=−∞
(−1)r+1−l
(
r + 1
l
)
ν(0)n ({m}) ei(l+m)ξ
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=
∞∑
k=−∞
eikξ
(
βn
r+1∑
l=0
(−1)r+1−l
(
r + 1
l
)
ν(0)n ({k − l})
)
=
∞∑
k=−∞
eikξ (µn({k})− ρn({k})) .
The result follows by identification of the Fourier coefficients. 
Remark 3.9. Suppose in particular that φ(ξ) = eiξ − 1 is the exponent of the Poisson law
P(1). We then have
µn({k})− ρn({k}) = βn
(r+1)∧k∑
l=0
(−1)r+1−l
(
r + 1
l
)
(λn)
k−l e−λn
(k − l)!
= βn ν
(0)
n ({k})
(r+1)∧k∑
l=0
(−1)r+1−l
(
r + 1
l
)
(λn)
−l k!
(k − l)!
= βn ν
(0)
n ({k}) c(r + 1, k, λn),
where c(r + 1, k, λn) is a Poisson–Charlier polynomial, see [Sze39, §2.8.1].
We now assume until the end of this paragraph that all the residues ψn, ψ, χn and χ
are in C 1(T), and that
∀n ∈ N, ψ′n(ξ)− χ′n(ξ) = i(r + 1) βn (iξ)r + i(r + 2) γn (iξ)r+1 (1 + oξ(1))
and ψ′(ξ)− χ′(ξ) = i(r + 1) β (iξ)r + i(r + 2) γ (iξ)r+1 (1 + oξ(1)) (H2)
with limn→∞ βn = β and limn→∞ γn = γ. As in Equation (H1), the oξ(1) tend to 0 as
ξ → 0, uniformly in n. We denote this new condition by (H2). Since ψn(0) = χn(0) =
ψ(0) = χ(0) = 1, it implies by integration that
∀n ∈ N, ψn(ξ)− χn(ξ) = βn (iξ)r+1 + γn (iξ)r+2 (1 + oξ(1))
and ψ(ξ)− χ(ξ) = β (iξ)r+1 + γ (iξ)r+2 (1 + oξ(1))
so in particular (H2) is stronger than (H1). On the other hand, the hypothesis (H2) is
satisfied for instance if the convergences ψn → ψ and χn → χ occur in C r+2(T), and if
the scheme of approximation (νn)n∈N is the scheme of order r as defined in Example 1.11.
Lemma 3.10. Assume that (νn)n∈N is a general approximation scheme of a mod-φ con-
vergent sequence (Xn)n∈N, with the new hypothesis (H2) satisfied. Then, with ρn defined
as in Lemma 3.8,
dTV(ρn, νn) = o
(
1
(λn)
r+1
2
)
.
Moreover, (ρn)n∈N is a new general approximation scheme of (Xn)n∈N, with the hypothesis
(H2) again satisfied, with the same parameter r ≥ 0 and the same sequence (βn)n∈N.
Proof. Denote ψ˜n(ξ) = ψn(ξ)− βn (eiξ − 1)r+1, so that ρ̂n(ξ) = eλnφ(ξ) ψ˜n(ξ). On the one
hand, one has
(ψ˜n − χn)′(ξ) = (ψ′n(ξ)− χ′n(ξ))− i(r + 1) βn eiξ(eiξ − 1)r
= i(r + 2)
(
γn − βn(r + 1)
2
)
(iξ)r+1 (1 + oξ(1))
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by using the Taylor expansion (eiξ−1)r = (iξ)r+ r(iξ)r+1
2
+o(ξr+1). By the remark following
the proof of Theorem 2.3, this is a sufficient condition in order to use the norm inequality
of Section 2, but with parameter r + 1 instead of r. Moreover, the sequence(
γn − βn(r + 1)
2
)
n∈N
is convergent under the hypothesis (H2), hence bounded. As a consequence, the sequence
(ψ˜n − χn)n∈N is bounded in C 1(T), and therefore in A by Proposition 2.1. For the same
reason, one has a uniform bound on the parameters
βr+2,n(ε) = sup
ξ∈[−ε,ε]
∣∣∣(ψ˜n − χn)′(ξ)∣∣∣
|ξ|r+1 .
According to the discussion after Theorem 2.3, we can conclude that
dTV(ρn, νn) = O
(
1
(λn)
r+1
2
+ 1
4
)
= o
(
1
(λn)
r+1
2
)
.
This ends the proof of the first part of the lemma, and for the second part, we can write
ψ′n(ξ)− ψ˜n
′
(ξ) = i(r + 1) βn e
iξ(eiξ − 1)r
= i(r + 1) βn (iξ)
r + i(r + 2)
βn(r + 1)
2
(iξ)r+1 (1 + oξ(1)),
hence the hypothesis (H2) is satisfied. 
The previous Lemma shows that, if under the hypothesis (H2) one wants to obtain
an estimate of dTV(µn, νn) which is a O((λn)−
r+1
2 ), then one can assume without loss of
generality that
ψn(ξ)− χn(ξ) = βn (eiξ − 1)r+1,
with limn→∞ βn = β (in other words, νn = ρn is given exactly by the formula of Lemma
3.8). This is now of course much easier, and one obtains:
Theorem 3.11. Consider a general scheme of approximation (νn)n∈N of a mod-φ conver-
gent sequence of random variables (Xn)n∈N. We also assume that the reference law φ has
a third moment, so that in the neighborhood of 0, φ(ξ) = −σ2ξ2
2
+O(|ξ|3). If the hypothesis
(H2) is satisfied, then
dTV(µn, νn) =
|β|√
2π (σ2λn)
r+1
2
(∫
R
|Gr+1(α)| dα
)
+ o
(
1
(λn)
r+1
2
)
.
Proof. According to the previous discussion, we have to compute the asymptotics of
dTV(µn, νn) = ‖µ̂n − ν̂n‖A = βn
∥∥eλnφ(ξ) (eiξ − 1)r+1∥∥
A
= βn
∑
k∈Z
∣∣∣∣∫
T
eλnφ(ξ) (eiξ − 1)r+1 e−ikξ dξ
2π
∣∣∣∣ .
We can here follow the arguments of [Hwa99, Proposition 1], but in the general case of a
discrete reference measure with Lévy exponent φ (instead of a Poisson distribution).
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Step 1: We remove all the terms k outside the range of the central limit theorem Yn−λnm
σ
√
λn
⇀
NR(0, 1), where Yn follows the infinitely divisible law with exponent λnφ. We claim
that the terms k outside the interval
I = I
(
(λn)
1
7
)
=
[
⌊λnm− σ(λn) 17+ 12 ⌋, ⌊λnm+ σ(λn) 17+ 12 ⌋
]
give an exponentially small contribution to the sum. Indeed, note that
∑
k∈Z
|µn({k})− νn({k})| = βn
∑
k∈Z
∣∣∣∣∣
r+1∑
l=0
(−1)r+1−l
(
r + 1
l
)
ν(0)n ({k − l})
∣∣∣∣∣
=
∑
k∈Z
∣∣((∆−1)◦(r+1)ν(0)n )({k})∣∣
= sup
f :Z→[−1,1]
(∑
k∈Z
(
(∆−1)◦(r+1)ν(0)n
)
({k}) f(k)
)
= sup
f :Z→[−1,1]
(∑
k∈Z
ν(0)n ({k})
{
(∆1)
◦(r+1)f
}
(k)
)
with the notations∆j of discrete derivatives introduced at the end of §1.3. Indeed,
∆1 and∆−1 are adjoint operators on ℓ2(Z). By the central limit theorem, for every
f : Z→ [−1, 1], the sum over terms k outside the interval I is now bounded by
2r+1 P
[∣∣∣∣Yn − λnmσ√λn
∣∣∣∣ ≥ (λn) 17] = o( 1(λn)p
)
for every exponent p,
so it will not contribute in the asymptotics. Therefore,
dTV(µn, νn) = |βn|
∑
k∈I((λn)
1
7 )
∣∣∣∣∫
T
eλnφ(ξ) (eiξ − 1)r+1 e−ikξ dξ
2π
∣∣∣∣+ o
(
1
(λn)
r+1
2
)
.
Step 2: We now estimate the terms with k ∈ I((λn)1/7) with a more careful application
of the Laplace method than in Proposition 3.2. Namely, outside the interval
(−(λn) 17− 12 , (λn) 17− 12 ), one can bound (eiξ− 1)r+1 by |ξ|r+1 and eλnφ(ξ) by e−λnMξ2,
whence ∣∣∣∣∣
∫
(−π,π)\
(
−(λn)
1
7−
1
2 ,(λn)
1
7−
1
2
) eλnφ(ξ) (eiξ − 1)r+1 e−ikξ dξ
∣∣∣∣∣
≤
∫
(−π,π)\
(
−(λn)
1
7−
1
2 ,(λn)
1
7−
1
2
) e−λnMξ2 |ξ|r+1 dξ
≤ 2
(λn)
r+1
2
∫ ∞
(λn)
1
7
e−Mu
2
ur+1 du
which is exponentially small and will not contribute to the asymptotics, even after
multiplication by the number of terms O((λn)
1
2
+ 1
7 ) of the interval I. On the other
26 REDA CHHAIBI, FREDDY DELBAEN, PIERRE-LOÏC MÉLIOT, AND ASHKAN NIKEGHBALI
hand, if k = λnm+ xσ
√
λn, then
1
2π
∫ (λn) 17− 12
−(λn)
1
7−
1
2
eλnφ(ξ) (eiξ − 1)r+1 e−ikξ dξ
=
1
2π
∫ (λn) 17− 12
−(λn)
1
7−
1
2
e−i(k−λnm)ξ−λn
σ2
2
ξ2 (iξ)r+1
(
1 +O((λn)
3
7
− 1
2 )
)
dξ
=
(1 + o(1))
2π (σ2 λn)
r
2
+1
∫ σ(λn) 17
−σ(λn)
1
7
e−ixu−
u2
2 (iu)r+1 du =
(1 + o(1))√
2π (σ2 λn)
r
2
+1
(−1)r+1Hr+1(x) e−x
2
2 ,
the o(1) being uniform in k ∈ I((λn)1/7). Note that we used the hypothesis of
third moment of the reference law φ in order to get the multiplicative error term
1 +O((λn)
3
7
− 1
2 ).
The proof can now be completed by using the same argument of Riemann sums as in the
beginning of this paragraph, and the convergence βn → β. 
Remark 3.12. The first values of Vr =
∫
R
|Gr+1(α)| dα are:
V0 = 2;
V1 = 4 e
− 1
2 ;
V2 = 2 (1 + 4 e
− 3
2 ).
Example 3.13. For the basic scheme of approximation (χn = χ = 1), assume that the
residues ψn converge in C 2(T), which implies hypothesis (H2) with r = 0 and |β| = |ψ′(0)|.
We get the following estimate for the total variation distance between Xn and an infinitely
divisible random variable Yn with exponent λnφ:
dTV(Xn, Yn) =
2 |ψ′(0)|√
2πσ2λn
+ o
(
1√
λn
)
.
Note that this is twice the asymptotic formula for the Kolmogorov distance.
3.4. Derived scheme of approximation with constant residue. To conclude this
section, let us simplify a bit the general setting of approximation of discrete measures
presented in Definition 1.10. Until now, we have worked with measures νn such that
ν̂n(ξ) = e
λnφ(ξ) χn(ξ),
where the residues χn(ξ) converge to a residue χ(ξ), and on the other hand approximate
the residues ψn(ξ) associated to the random variables Xn. For instance, χn(ξ) can be
the Laurent polynomial of degree r in eiξ derived from ψn(ξ) (scheme of approximation
of order r). In this setting, the residues χn(ξ) are usually very good approximations of
the residues ψn(ξ), but on the other hand they vary with n, which is quite a complication
for explicit computations. Hence, for applications, it is simpler to work with a constant
residue χ(ξ) that does not depend on n. This leads to the following definition:
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Definition 3.14. Let (νn)n∈N be a general scheme of approximation of a sequence of
random variables (Xn)n∈N that converges mod-φ with parameters λn. The derived scheme
of approximation with constant residue is the new scheme (σn)n∈N, defined by the Fourier
transforms
σ̂n(ξ) = e
λnφ(ξ) χ(ξ),
where χ(ξ) = limn→∞ χn(ξ) is the limit of the residues of the law νn (with the notations
of Definition 1.10).
Example 3.15. Suppose that νn = ν
(r)
n is the scheme of approximation of order r of (Xn)n∈N
(see Example 1.11), and that the convergence ψn → ψ occurs in C r(T). Then, the derived
scheme with constant residue (σn)n∈N is defined by the Fourier transforms
σ̂n(ξ) = e
λnφ(ξ) P (r)(eiξ),
where P (r)(eiξ) is the Laurent polynomial of degree r associated to the limit ψ of the
mod-φ convergence. Thus, to compute σn(f) with f : Z → C, one can take a random
variable Yn with law of exponent λnφ, and then calculate
E[(P (r)(S)f)(Yn)]
where T = P (r)(S) is a fixed linear operator, which is a finite linear combination of discrete
difference operators. This is clearly convenient for concrete applications.
Informally, if the derived scheme with constant residue (σn)n∈N is sufficiently close to
the initial scheme (νn)n∈N, then the conclusions of Theorems 3.3, 3.6 and 3.11 hold also
for (σn)n∈N (under the appropriate condition (H1) or (H2) for (νn)n∈N). Practically, this
happens as soon as the size of χn − χ is negligible in comparison to negative powers of
λn. More precisely, we have:
Theorem 3.16. Let (νn)n∈N be a general scheme of approximation of a sequence (Xn)n∈N
that is mod-φ convergent. We denote (σn)n∈N the derived scheme with constant residue.
(1) Suppose that (νn)n∈N satisfies the hypothesis (H1). If ‖χn − χ‖∞ = o
(
1
(λn)
r
2+1
)
,
then
dL(µn, σn) =
|β| |Gr+1(zr+2)|√
2π (σ2λn)
r
2
+1
+ o
(
1
(λn)
r
2
+1
)
.
(2) Suppose that (νn)n∈N satisfies the hypothesis (H1). If ‖χ′n − χ′‖∞ = o
(
1
(λn)
r+1
2
)
,
then
dK(µn, σn) =
|β| |Gr(zr+1)|√
2π (σ2λn)
r+1
2
+ o
(
1
(λn)
r+1
2
)
.
(3) Suppose that (νn)n∈N satisfies the hypothesis (H2). If ‖χ′n − χ′‖∞ = o
(
1
(λn)
r
2+
5
4
)
,
then
dTV(µn, σn) =
|β|√
2π (σ2λn)
r+1
2
(∫
R
|Gr+1(α)| dα
)
+ o
(
1
(λn)
r+1
2
)
.
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Proof. In each case, we have to bound the distance between νn and the derived scheme
σn. For the local distance, one has
dL(νn, σn) = sup
k∈Z
∣∣∣∣∫
T
(χn(ξ)− χ(ξ)) eλnφ(ξ) e−ikξ dξ
2π
∣∣∣∣ ≤ ‖χn − χ‖∞ = o( 1(λn) r2+1
)
,
hence the estimate on dL(µn, σn). For the Kolmogorov distance, notice that∣∣∣∣χn(ξ)− χ(ξ)1− e−iξ
∣∣∣∣ ≤ ‖χ′n − χ′‖∞ ∣∣∣∣ ξ1− e−iξ
∣∣∣∣ ≤ π ‖χ′n − χ′‖∞
for any ξ ∈ (−π, π). Therefore,
dK(νn, σn) = sup
k∈Z
∣∣∣∣∫
T
χn(ξ)− χ(ξ)
1− e−iξ e
λnφ(ξ) e−ikξ
dξ
2π
∣∣∣∣ ≤ π‖χ′n − χ′‖∞ = o
(
1
(λn)
r+1
2
)
,
hence the estimate on dK(µn, σn). Last, for the total variation distance, we use Proposition
2.1:
dTV(νn, σn) =
∥∥(χn − χ)(ξ) eλnφ(ξ)∥∥A
≤ ‖χn − χ‖∞ + CH ‖((χn − χ)′(ξ) + λn φ′(ξ) (χn − χ)(ξ)) eλnφ(ξ)‖L 2
≤ π‖χ′n − χ′‖∞ + CH (‖χ′n − χ′‖∞ + λn ‖φ′‖∞ ‖χn − χ‖∞) ‖eλnφ(ξ)‖L 2
≤ ‖χ′n − χ′‖∞
(
π + CH(1 + πλn ‖φ′‖∞) ‖eλnφ(ξ)‖L 2
)
.
Since |eφ(ξ)| ≤ e−Mξ2, we have the estimate ‖eλnφ(ξ)‖L 2 = O( 1(λn)1/4 ), so in the end
dTV(νn, σn) = O
(
‖χ′n − χ′‖∞ (λn)
3
4
)
= o
(
1
(λn)
r+1
2
)
,
whence the estimate on dTV(µn, σn). 
4. One-dimensional applications
In this section, we apply our main Theorems 3.3, 3.6 and 3.11 to various one-dimensional
examples, most of them coming from number theory or combinatorics. In each case,
we compute the exact asymptotics of the distances for the basic approximation scheme,
and for some better approximation schemes, which are derived from the approximation
schemes of order r ≥ 1.
4.1. Poisson approximation of a sum of independent Bernoulli variables. As in
Example 1.5, we consider a sum Xn =
∑n
j=1 B(pj) of independent Bernoulli random vari-
ables, with
∑∞
j=1 pj = +∞ and
∑∞
j=1(pj)
2 < +∞. The corresponding Fourier transforms
are:
µ̂n(ξ) = e
λn(eiξ−1) ψn(ξ) with ψn(ξ) =
n∏
j=1
(1 + pj(e
iξ − 1)) e−pj(eiξ−1).
It is convenient to have an exact formula for the expansion in Laurent series of the
deconvolution residues ψn. Denote
p1,n = 0 and pk≥2,n =
n∑
j=1
(pj)
k.
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One has
ψn(ξ) =
(
n∏
j=1
(1 + pj(e
iξ − 1))
)
e−
∑n
j=1 pj(e
iξ−1)
= exp
(
n∑
j=1
log(1 + pj(e
iξ − 1))− pj(eiξ − 1)
)
= exp
(
n∑
j=1
∞∑
k=2
(−1)k−1
k
(pj(e
iξ − 1))k
)
= exp
( ∞∑
k=1
(−1)k−1
k
pk,n (e
iξ − 1)k
)
.
Denote P the set of integer partitions, that is to say finite non-increasing sequences of
positive integers
L = (L1 ≥ L2 ≥ · · · ≥ Lr > 0).
If L is an integer partition, we denote |L| = ∑ri=1 Li, ℓ(L) = r, and mk(L) the number
of parts of L of size k. We also denote zL =
∏
k≥1 k
mk(L)mk(L)!, which is the size of the
centralizer of a permutation of cycle-type L in the symmetric group S|L|. The previous
power series in eiξ − 1 expands then as
ψn(ξ) =
∑
L∈P
(−1)|L|−ℓ(L)
zL
pL,n (e
iξ − 1)|L|,
where pL,n =
∏ℓ(L)
i=1 pLi,n. Since pn,1 = 0, the sum actually runs over integer partitions
without part equal to 1. In particular, one has
ψn(ξ) = 1− p2,n
2
(eiξ − 1)2 + p3,n
3
(eiξ − 1)3 + o(|ξ|3).
Consider then the basic approximation scheme (ν(0)n )n∈N of the sequence of random vari-
ables (Xn)n∈N, which is mod-Poisson convergent with parameters λn =
∑n
j=1 pj and limit
ψ(ξ) =
∏∞
j=1(1 + pj(e
iξ − 1)) e−pj(eiξ−1). It satisfies the hypothesis (H1) with r = 1 and
βn = −1
2
p2,n ; β = −1
2
p2 = −1
2
∞∑
j=1
(pj)
2.
By Theorems 3.3 and 3.6, if (Yn)n∈N is a sequence of Poisson random variables with
parameters λn, then
dL(Xn, Yn) =
p2
2
√
2π(λn)
3
2
+ o
(
1
(λn)
3
2
)
;
dK(Xn, Yn) =
p2
2
√
2πeλn
+ o
(
1
λn
)
.
The sequence of infinitely divisible laws (ν(0)n )n∈N also satisfies the hypothesis (H2), since
the expansion of ψn(ξ) given before is exact and can be derived term by term. So, one
can apply Theorem 3.11, and
dTV(Xn, Yn) =
2 p2√
2πeλn
+ o
(
1
λn
)
.
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This last estimate should be compared with the unconditional bound
dTV(Xn, Yn) ≤ 2 p2,n
λn
= 2
∑n
j=1(pj)
2∑n
j=1 pj
stemming from the Chen–Stein method. On the other hand, we recover the asymptotic
formula for dTV(Xn, Yn) established by Deheuvels and Pfeifer in [DP86], using only tools
from harmonic analysis (instead of the semi-group method developed in loc. cit.).
We now look at a higher order approximation scheme, namely, the approximation
scheme (ν(2)n )n∈N of order r = 2. It is defined by the Fourier transforms
ν̂
(2)
n (ξ) = e
λn(eiξ−1)
(
1− p2,n
2
(eiξ − 1)2
)
.
Again, the hypotheses (H1) and (H2) are satisfied, this time with r = 2 and
βn =
1
3
p3,n ; β =
1
3
p3 =
1
3
∞∑
j=1
(pj)
3.
So, applying the main theorems of Section 3, we obtain
dL(Xn, ν
(2)
n ) =
(
√
6− 2) p3√
2π e3−
√
6 (λn)2
+ o
(
1
(λn)2
)
;
dK(Xn, ν
(2)
n ) =
p3
3
√
2π (λn)
3
2
+ o
(
1
(λn)
3
2
)
;
dTV(Xn, ν
(2)
n ) =
2(1 + 4e−
3
2 ) p3
3
√
2π (λn)
3
2
+ o
(
1
(λn)
3
2
)
.
Thus, (ν(2)n )n∈N is asymptotically a better approximation scheme than the simple Poisson
approximation (ν(0)n )n∈N. Moreover, if
+∞∑
j=n+1
(pj)
2 = o
(
(λn)
− 9
4
)
= o
( n∑
j=1
pj
)− 9
4
 ,
then all the results of Theorem 3.16 apply, and in the previous estimates one can replace
ν
(2)
n by σ
(2)
n , defined by the Fourier transform
σ̂
(2)
n (ξ) = e
λn(eiξ−1)
(
1−
∑∞
j=1(pj)
2
2
(eiξ − 1)2
)
.
with fixed residue.
Remark 4.1. Performing the same computations as in Lemma 3.8, one can give an exact
formula for ν(2)n ({k}):
ν(2)n ({k}) = e−λn
(λn)
k
k!
(
1 + β
(
1− 2k
λn
+
k(k − 1)
(λn)2
))
,
here with β = −p2,n
2
. At first sight this might look like an important deformation of the
Poisson measure with parameter λn, but note that in the range k = λn(1 + o(1)) where
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the Poisson law ν(0)n = P(λn) has its mass concentrated, one has
1− 2k
λn
+
k(k − 1)
(λn)2
= 1− 2(1 + o(1)) + (1 + o(1)) = o(1).
More generally, assume that the remainder of the series
∑+∞
j=n+1(pj)
2 is asymptotically
smaller than any negative power of λn. If
σ̂
(r)
n (ξ) = e
λn(eiξ−1)
(
r∑
k=0
ek (e
iξ − 1)k
)
,
with
ek =
∑
L partition of size k
without part of size 1
(−1)|L|−ℓ(L)
zL
pL ; pk≥2 =
∞∑
j=1
(pj)
k,
then the sequence of signed measures (σ(r)n )n∈N forms a scheme of approximation of
(Xn)n∈N, with
dL(Xn, σ
(r)
n ) =
|er+1Gr+1(zr+2)|√
2π (λn)
r
2
+1
+ o
(
1
(λn)
r
2
+1
)
;
dK(Xn, σ
(r)
n ) =
|er+1Gr(zr+1)|√
2π (λn)
r+1
2
+ o
(
1
(λn)
r+1
2
)
;
dTV(Xn, σ
(r)
n ) =
∫
R
|er+1Gr+1(α)| dα√
2π (λn)
r+1
2
+ o
(
1
(λn)
r+1
2
)
.
Thus, one can in this setting approximate the law of Xn up to any order (negative power
of λn).
4.2. Poisson approximation schemes and formal alphabets. The description of
the approximation schemes and of the asymptotic estimates for the distances by means
of the parameters pk and ek is actually possible for many other examples of discrete
random variables. Thus, the combinatorics of approximation schemes can be encoded in
the algebra of symmetric functions Sym. From an algebraic point of view, the language
of λ-rings and formal alphabets make this description even more stunning. Denote Sym
the algebra of symmetric functions, that is to say symmetric polynomials in an infinity
of variables {x1, x2, x3, . . .}; we refer to [Mac95, Chapter 1] or [Mél17, Chapter 2] for the
whole discussion of this paragraph. The algebra Sym admits for algebraic basis over C
the power sums
pk≥1 =
∑
i
(xi)
k
and the elementary functions
ek≥1 =
∑
i1<i2<···<ik
xi1xi2 · · ·xik ;
thus, Sym = C[p1, p2, . . .] = C[e1, e2, . . .]. The two bases are related by the identity of
formal series
1 =
(∏
i
(1− txi)
)
exp
(∑
i
log
1
1− txi
)
=
(
1 +
∞∑
k=1
ek t
k
)
exp
( ∞∑
k=1
pk
k
tk
)
,
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which leads to the formula
ek =
∑
L∈Pk
(−1)|L|−ℓ(L)
zL
pL
where Pk is the set of integer partitions of size k, and pL =
∏ℓ(L)
i=1 pLi . This is a particular
case of the Frobenius–Schur formula for Schur functions [Mél17, Theorem 2.32].
A formal alphabet, or specialisation is a morphism of algebras ψ : Sym → C. In
particular, if A = {a1, a2, . . .} is a set of complex numbers with
∑
i |ai| < +∞, then the
map
pk 7→ pk(A) =
∑
i
(ai)
k
can be extended to a morphism of algebras Sym → C, hence a specialisation of Sym (in
this case one can speak of a “true” alphabet for A). Beware that some specialisations are
not of this form: indeed, a formal alphabet can send the power sums pk to an arbitrary
set of values in C. Still, we can agree to use the notation f 7→ f(A) for any specialisation
f 7→ ψ(f) of the algebra Sym. In particular, suppose that A = {a1, a2, . . .} is a set of
complex numbers, but this time with
∑
i |ai| = +∞ and
∑
i |ai|2 < +∞. We then denote
f 7→ f(A) the specialisation
p1(A) = 0 ; pk≥2(A) =
∑
i
(ai)
k.
This definition extends indeed to a unique morphism of algebras Sym → C, although
there is a priori no underlying “true” alphabet. Given two formal alphabets A and B,
one can define new formal alphabets ε(A) and A+B, as follows:
pk(ε(A)) = (−1)k−1 pk(A) ; pk(A+B) = pk(A) + pk(B).
As before, these definitions extend uniquely to new morphisms of algebras Sym → C. If
A and B were true alphabets, then A+B is the true alphabet which is the disjoint union
of A and B. On the other hand, ε is related to a certain involution of the Hopf algebra
of symmetric functions.
Let us now relate the theory of symmetric functions to the approximation schemes of
discrete distributions. Consider a sequence of random integer-valued variables (Xn)n∈N,
whose Fourier transforms write as:
E[eiξXn ] = eλn(e
iξ−1) exp
( ∞∑
k=2
ck,n
k!
(eiξ − 1)k
)
.
The coefficients λn = c1,n and ck≥2,n are called the factorial cumulants of Xn, and the
Poisson random variables are characterized by the vanishing of their factorial cumulants
of order k ≥ 2 (see [DVJ02, Section 5.2]). We associate to these coefficients the following
specialisation of Sym:
p1(An) = 0 ; pk≥2(An) =
(−1)k−1 ck,n
(k − 1)! .
Then, the deconvolution residue ψn(ξ) = E[eiξXn ] e−λn(e
iξ−1) admits the expansion:
ψn(ξ) =
∞∑
k=0
ek(An) (e
iξ − 1)k,
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with e0(An) = 1 and e1(An) = 0. The approximation scheme of order r ≥ 1 is given by
the residue
χ(r)n (ξ) =
r∑
k=0
ek(An) (e
iξ − 1)k.
The reason why this formalism is convenient is that, for all the examples that we shall
look at in this section, the limiting residue
ψ(ξ) =
∞∑
k=0
ek(A) (e
iξ − 1)k,
corresponds to a formal alphabet A which is explicit and which expresses in terms of
“natural” parameters of the random model. These formal alphabets are given by Table 1.
Xn formal alphabet A
sum of independent Bernoulli {p1, p2, p3 . . .}
variables with parameters pj (§4.1)
number of cycles of a random N∗−1
uniform permutation (§4.3)
number of cycles of a random Ewens Θ
permutation with parameter θ (§4.3)
number of connected components (2N+ 1)−1
of a uniform random map (§4.4)
number of distinct irreducible factors N∗−1 + (qdeg I)−1
of a random monic polynomial (§4.4)
number of irreducible factors of a N∗−1 + ε((qdeg I − 1)−1)
random monic polynomial (§4.4)
number of distinct prime divisors N∗−1 + P−1
of a random integer (§4.5)
Table 1. Formal alphabets associated to the mod-Poisson convergent sequences.
In this table we denote A−1 = { 1
a
, a ∈ A} if A is a true alphabet, and
Θ =
{
1,
θ
θ + 1
,
θ
θ + 2
, . . .
}
;
qdeg I =
{
qdeg P , P ∈ I} ;
(qdeg I − 1) = {qdeg P − 1, P ∈ I}
where I is the set of irreducible polynomials over the finite field Fq. Therefore, the
asymptotic behavior of a sequence (Xn)n∈N in Table 1 is entirely encoded in:
• a sequence of parameters (λn)n∈N,
• and a formal alphabet A which in some sense captures the geometric and arithmetic
properties of the model.
In particular, the reader should notice the appearance of two contributions to the formal
alphabet as soon as one studies the problem of factorization of a random element in a
factorial ring.
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4.3. Number of disjoint cycles of a random permutation. In this section, we study
the number ℓn of disjoint cycles of a random permutation σn ∈ Sn. If the permutation σn
is chosen according to the uniform probability measure (Example 1.6), then the discussion
of Section 4.1 applies, with the parameters pj taken equal to 1j , and
λn =
n∑
j=1
1
j
= Hn ≃ log n;
+∞∑
j=n+1
(pj)
2 ≃ 1
n
= o
(
1
(λn)r
)
for every r ≥ 0.
Therefore, if one looks for instance at the derived scheme with constant residue from the
approximation scheme of order r = 2:
σ̂
(2)
n (ξ) = e
Hn(eiξ−1)
(
1− π
2
12
(eiξ − 1)2
)
then
dL(ℓn, σ
(2)
n ) =
(
√
6− 2) ζ(3)√
2π e3−
√
6 (log n)2
+ o
(
1
(logn)2
)
,
and one has similar estimates for the Kolmogorov distance and for the total variation
distance.
One can extend this result to more general models of random permutations, namely,
random permutations σn ∈ Sn under the so-called generalized weighted measures
PΘ,n[σn] =
1
n! hn(Θ)
n∏
k=1
(θk)
mk(σn),
where Θ = (θk)k≥1 is a sequence of non-negative parameters, mk(σ) is the number of
cycles of length k in σ ∈ Sn, and hn(Θ) is the normalization constant so that each PΘ,n is
a probability measure on Sn. If Θ = (θ, θ, . . .) is a constant sequence, then one recovers
the Ewens measures of parameter θ:
Pn[σn] =
θℓ(σn)
θ(θ + 1) · · · (θ + n− 1) .
The generalized weighted measures have been studied previously in [BU09, BU11, BUV11,
EU12, NZ13], and they are related to the quantum Bose gas of statistical mechanics.
Denote as before ℓn = ℓ(σn) =
∑n
k=1mk(σn) the number of disjoint cycles of a random
permutation under the measure PΘ,n. We also introduce the generating series of the
parameter Θ:
gΘ(z) =
∞∑
k=1
θk
k
zk.
Note that exp(gΘ(z)) =
∑∞
n=0 hn(Θ) z
n is the generating series of the partition functions
of the models.
If Θ is the constant sequence equal to θ, then gΘ(z) = θ log( 11−z ). On the other hand,
in this setting, one can represent ℓn as a sum of independent Bernoulli variables (Feller
coupling):
ℓn =
n∑
j=1
B
(
θ
θ + j − 1
)
.
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We can then use the discussion of §4.1, and the mod-Poisson convergence of (ℓn)n∈N with
parameters λn =
∑n
j=1
θ
θ+j−1 ≃ θ log n and limiting residue
ψ(ξ) =
∞∏
j=1
(
1 +
θ
θ + j − 1 (e
iξ − 1)
)
e−
θ
θ+j−1 (e
iξ−1) = eγθ(e
iξ−1) Γ(θ)
Γ(θeiξ)
.
The last formula relies on the infinite product representation 1
Γ(z+1)
= eγz
∏∞
k=1(1+
z
k
) e−
z
k .
More generally, the article [NZ13] shows that if one has a good understanding of the
analytic properties of the generating series gΘ(z), then one can establish the mod-Poisson
convergence of (ℓn)n∈N, with a limiting residue ψ(ξ) similar to the previous expressions.
Thus:
Theorem 4.2 ([NZ13], Lemma 4.1). Assume that gΘ(z) is holomorphic on a domain
∆0(r, R, φ) = {z ∈ C, |z| < R, z 6= r, | arg(z − r)| > φ}
with 0 < r < R and φ ∈ (0, π
2
), see Figure 3.
R
0 r
φ
Figure 3. Domain of analyticity of the generating series gΘ(z).
Suppose moreover that the singularity of gΘ at z = r is logarithmic:
gΘ(z) = θ log
(
1
1− z
r
)
+K +O(|z − r|).
Then, one has the asymptotics
EΘ,n
[
ezℓn
]
= e(θ logn+K)(e
z−1)
(
Γ(θ)
Γ(θez)
+O
(
1
n
))
,
with a uniform remainder on compact subsets of C. Hence, (ℓn)n∈N converges mod-Poisson
with parameters λn = θ logn +K and limit
ψ(ξ) =
Γ(θ)
Γ(θeiξ)
.
Moreover, the convergence of residues ψn → ψ happens in every space C r, with a norm
‖ψn − ψ‖C r which is each time O( 1n).
Note that the last part of the theorem (convergence in every space C r) is an immediate
consequence of the estimate of EΘ,n[ezℓn ], and of the analyticity of all terms in
EΘ,n[e
iξℓn] e−(θ logn+K)(e
iξ−1) = ψn(ξ).
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On the other hand, in the case of the Ewens measure, one has K = 0 and r = 1, and in
the case of the uniform measure, one has moreover θ = 1.
Because of the infinite product representation of Γ(θ)
Γ(θeiξ)
, one can restate Theorem 4.2
as follows. If one looks at a generalized weighted measure with a generating series gΘ(z)
that satisfies the hypotheses of Theorem 4.2, then
E[eiξℓn ] = e(θ(log n+γ)+K)(e
iξ−1)
( ∞∏
j=1
(
1 +
θ(eiξ − 1)
θ + j − 1
)
e−
θ(eiξ−1)
θ+j−1 +O
(
1
n
))
.
Therefore, in this setting, one can deal with the asymptotics of (ℓn)n∈N in the same way
as in §4.1, but with parameters λn = θHn +K, and
p1(Θ) = 0 ; pk≥2(Θ) =
∞∑
j=1
(
θ
θ + j − 1
)k
. (Θ)
Thus, one has the following:
Theorem 4.3. We consider a generalized weighted measure PΘ,n, with a generating series
gΘ(z) which satisfies the hypotheses of Theorem 4.2. For any r ≥ 1, we introduce the
scheme of approximation (σ
(r)
n )n∈N, defined by the Fourier transforms
σ̂
(r)
n (ξ) = e
(θHn+K)(eiξ−1)
(
r∑
k=0
ek(Θ) (e
iξ − 1)k
)
,
where Θ is the specialisation of Sym specified by Equation (Θ). Note that the residue is
equal to 1 for r = 1 (basic scheme of approximation). One has the asymptotics:
dL(ℓn, σ
(r)
n ) =
|er+1(Θ)Gr+1(zr+2)|√
2π (θ log n)
r
2
+1
+ o
(
1
(log n)
r
2
+1
)
;
dK(ℓn, σ
(r)
n ) =
|er+1(Θ)Gr(zr+1)|√
2π (θ logn)
r+1
2
+ o
(
1
(logn)
r+1
2
)
;
dTV(ℓn, σ
(r)
n ) =
∫
R
|er+1(Θ)Gr+1(α)| dα√
2π (θ log n)
r+1
2
+ o
(
1
(logn)
r+1
2
)
.
4.4. Mod-Poisson convergence and algebraico-logarithmic singularities. The dis-
cussion of §4.3 can be extended to any statistic of a random combinatorial object, whose
double generating series admits a certain form of singularity. Suppose given a combina-
torial class, that is to say a sequence C = (Cn)n∈N of finite sets. We write card Cn = |Cn|.
In this paragraph, we shall in particular study the following two examples, cf. [Hwa96,
§5, Example 2] and [FS09, p. 449 and p. 671]:
(1) Fn = F([[1, n]] , [[1, n]]) is the set of maps from the finite set [[1, n]] to itself. It has
cardinality nn.
(2) Pn = (Fq[t])n is the set of monic polynomials of degree n with coefficients in the
finite field Fq, where q = pe is some prime power. It has cardinality qn.
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This is mainly to fix the ideas, and the techniques hereafter can be applied to many other
examples from the aforementioned sources. We consider a statistic X :
⊔
n∈N Cn → N,
and we denote by Xn the random variable obtained by evaluating X on an element of Cn
chosen uniformly at random. We introduce the bivariate generating function
F (z, w) =
∞∑
n=0
zn
n!
∑
c∈Cn
wX(c) =
∞∑
n=0
zn (card Cn)
n!
E[wXn ]
or F (z, w) =
∞∑
n=0
zn
∑
c∈Cn
wX(c) =
∞∑
n=0
zn (card Cn)E[w
Xn].
Suppose that for any w, F (z, w) is holomorphic on a domain ∆0(r(w), R(w), φ), and
admits an algebraico-logarithmic singularity at z = r(w), that writes as
F (z, w) = K(w)
(
1
1− z
r(w)
)α(w) (
log
1
1− z
r(w)
)β(w)
(1 + o(1)).
Then, the coefficient cn(w) of zn in F (z, w) has for asymptotics:
cn(w) =
K(w)
Γ(α(w))
(r(w))−n nα(w)−1 (logn)β(w)
(
1 +O
(
1
logn
))
,
see [FO90b]. Moreover, the O( 1
logn
) is actually a O( 1
n
) if β(w) = 0, or if α(w) = 0 and
β(w) = 1; cf. [Hwa98]. If w stays in a sufficiently small compact subset of C, then one
can take a uniform constant in the O(·), which leads to an asymptotic formula for the
expectations E[wXn ]:
E[wXn ] =
cn(w)
cn(1)
=
K(w)
K(1)
Γ(α(1))
Γ(α(w))
(
r(1)
r(w)
)n
nα(w)−α(1) (logn)β(w)−β(1)
(
1 +O
(
1
logn
))
,
again with a smaller remainder O( 1
n
) if β(w) = 0 for all w. In this paragraph, we shall
concentrate on this particular case; the case β(w) 6= 0 is more commonly observed in
probabilistic number theory, see our next paragraph 4.5.
Example 4.4. If f ∈ Fn = F([[1, n]] , [[1, n]]), the functional graph corresponding to f is the
directed graph G(f) with vertex set [[1, n]], and with edges (k, f(k)), k ∈ [[1, n]]. Since
f is a map, G(f) is a disjoint union of cycles on which trees are grafted, see [FO90a]
and Figure 4. We denote X(f) the number of connected components of the functional
graph G(f). This generalizes the notion of cycle of a permutation. If T = (Tn)n∈N is the
combinatorial class of unordered rooted labeled trees, recall that its generating function
T (z) =
∑∞
n=1
zn
n!
|Tn| is the solution of T (z) = zeT (z), because a rooted tree is constructed
recursively by taking a node and connecting to it a set of trees (also, Cayley’s theorem
gives card Tn = nn−1).
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Figure 4. The functional graph associated to the function f : [[1, 8]] →
[[1, 8]] with word 38471814, here with one connected component.
The class C = (Cn)n∈N of cycles on such trees has generating series
C(z) =
∞∑
n=0
zn
n!
|Cn|
=
∞∑
n=0
∑
k1+···+kr=n
|Tk1| |Tk2| · · · |Tkr |
r n!
(
n
k1, . . . , kr
)
zn
=
∞∑
r=1
1
r
∑
k1,...,kr≥1
|Tk1| · · · |Tkr|
(k1)! · · · (kr)! z
k1+···+kr
=
∞∑
r=1
(T (z))r
r
= log
1
1− T (z) .
On the second line of this computation, the multinomial coefficient comes from the choice
of the repartition of the integers of [[1, n]] into the r different trees, and the factor 1
r
comes
from the fact that r distinct cyclic permutations of the choices yield the same cycle of
trees. Finally, a functional graph is a set of cycles of trees, so,
F (z) =
∞∑
n=0
zn
n!
|Fn| = exp(C(z)) = 1
1− T (z) .
Moreover, counting connected components of functional graphs amounts to count a factor
w for each cycle, hence,
F (z, w) =
∞∑
n=0
zn
n!
∑
f∈Fn
wX(f) = exp(wC(z)) =
(
1
1− T (z)
)w
.
The generating series of rooted trees is classically known to have radius of convergence 1
e
,
and a square-root type singularity at z = 1
e
, see [FO90a, Formula (11)]:
T (z) = 1−
√
2(1− ez) +O(1− ez).
Therefore,
F (z, w) = 2−
w
2
(
1
1− ez
)w
2
(1 + o(1)),
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and the previous discussion applies with K(w) = 2−
w
2 , α(w) = w
2
and β(w) = 0. Conse-
quently,
E[wXn ] = e
1
2
log n
2
(w−1) Γ(
1
2
)
Γ(w
2
)
(
1 +O
(
1
n
))
,
with a remainder that is uniform if w remains on the unit circle. We shall next inter-
pret this result as a mod-Poisson convergence, and deduce from it the construction of
approximation schemes.
Example 4.5. If P ∈ Pn = (Fq[t])n, then it writes uniquely as a product of monic irre-
ducible polynomials, each of these monic irreducible polynomials appearing with a certain
multiplicity. In terms of generating series, introducing the combinatorial class I = (In)n∈N
of monic irreducibles, this can be rewritten as:
P (z) =
∑
P∈P
zdeg P =
∏
P∈I
(1 + zdeg P + z2 deg P + · · · ) =
∏
P∈I
1
1− zdeg P
= exp
(∑
P∈I
log
(
1
1− zdeg P
))
= exp
( ∞∑
k=1
∑
P∈I
zk deg P
k
)
= exp
( ∞∑
k=1
I(zk)
k
)
,
where P (z) =
∑
n≥0 |Pn| zn and I(z) =
∑
n≥1 |In| zn. Similarly, if Y (P ) and Z(P ) are
respectively the number of distinct irreducible factors and the number of irreducible factors
counted with multiplicity for P , then
PY (z, w) =
∑
P∈P
wY (P ) zdeg P =
∏
P∈I
1 + (w − 1)zdeg P
1− zdeg P
= exp
( ∞∑
k=1
∑
P∈I
zk deg P
k
− ((1− w)z
degP )k
k
)
= exp
( ∞∑
k=1
I(zk) (1− (1− w)k)
k
)
and
PZ(z, w) =
∑
P∈P
wZ(P ) zdeg P =
∏
P∈I
1
1− wzdeg P
= exp
( ∞∑
k=1
∑
P∈I
wkzk deg P
k
)
= exp
( ∞∑
k=1
wk I(zk)
k
)
.
Note that P (z) is simply equal to
∑∞
n=0 q
nzn = 1
1−qz . On the other hand, the number |In|
of irreducible monic polynomials of degree n is given by Gauss’ formula
|In| = 1
n
∑
d|n
µ
(n
d
)
qd,
as can be seen by gathering the elements of Fqn according to their irreducible polynomials
over Fq (here, µ is the arithmetic Möbius function). Consequently,
I(z) =
∑
n≥1
|In| zn =
∑
k≥1
∑
d≥1
µ(k)
qd zdk
dk
=
∑
k≥1
µ(k)
k
log
(
1
1− qzk
)
.
We split I(z) into two parts: the first term k = 1 and the remainder
R(z) =
∑
k≥2
µ(k)
k
log
(
1
1− qzk
)
.
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The remainder R(z) is an analytic function in z on the open disk of radius q−1/2, whereas
the first term log 1
1−qz is analytic on the smaller open disk of radius q
−1. It follows that
PY (z, w) =
(
1
1− qz
)w
exp
(
wR(q−1) +
∑
k≥2
I(q−k) (1− (1− w)k)
k
)
(1 + o(1))
PZ(z, w) =
(
1
1− qz
)w
exp
(
wR(q−1) +
∑
k≥2
I(q−k)wk
k
)
(1 + o(1))
in the neighborhood of the singularity z = q−1. These algebraic singularities with expo-
nents α(w) = w and β(w) = 0 lead to the asymptotic formulas
E[wYn ] = e(log n+R(q
−1))(w−1) 1
Γ(w)
exp
(∑
k≥2
(−1)k−1 I(q−k)
k
(w − 1)k
)(
1 +O
(
1
n
))
;
E[wZn ] = e(log n+R(q
−1))(w−1) 1
Γ(w)
exp
(∑
k≥2
I(q−k)
k
(wk − 1)
)(
1 +O
(
1
n
))
.
Thus, if a statistic X of a random combinatorial object has a double generating series
that admits an algebraico-logarithmic singularity, then in many cases one can deduce from
it the mod-Poisson convergence of (Xn)n∈N. We restate hereafter the previous computa-
tions in this framework. We note ϕ(D) the Euler function (number of integers in [[1, D]
that are coprime with D), which satisfies the identity ϕ(D) =
∑
m|D µ(m)
D
m
; and
S(z) =
∑
k≥2
ϕ(k)
k
log
(
1
1− qzk
)
,
which is analytic on the open disk of radius q−1/2.
Theorem 4.6. Let Xn be the number of components of a random map in F([[1, n]] , [[1, n]]),
and Yn and Zn be the numbers of irreducible factors of a random monic polynomial in
(Fq[t])n∈N, counted respectively without and with multiplicity. The sequences of random
variables (Xn)n∈N, (Yn)n∈N and (Zn)n∈N converge mod-Poisson with parameters
λXn =
1
2
(log 2n+ γ) ;
λYn = log n+R(q
−1) + γ;
λZn = log n+ S(q
−1) + γ.
and limiting functions ψX/Y/Z(ξ) =
∑∞
k=0 ek(X/Y/Z) (e
iξ − 1)k, where the parameters
ek(X), ek(Y ) and ek(Z) correspond to the specialisations of Sym:
pk≥2(X) =
∑
n≥1
1
(2n− 1)k ; p1(X) = 0 ;
pk≥2(Y ) = ζ(k) + I(q−k) ; p1(Y ) = 0 ;
pk≥2(Z) = ζ(k) + (−1)k−1
∑
n≥1
|In|
(qn − 1)k ; p1(Z) = 0.
Moreover, in each case, one has ψn(ξ)− ψ(ξ) = O( 1n) uniformly on the cycle.
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Proof. Each time we set w = eiξ in the previous calculations, and we also rewrite the
residue so that it does not involve a power of w − 1 equal to 1.
(1) Number of connected components of a random map. One can write the infinite
products
Γ(1
2
)
Γ(w
2
)
= e
γ
2
(w−1)
∞∏
n=1
1 +
w
2
−1
n
1− 1
2n
e−
w−1
2n = e
γ
2
(w−1)
∞∏
n=1
(
1 +
w − 1
2n− 1
)
e−
w−1
2n
= e(
γ
2
+log 2) (w−1)
∞∏
n=1
(
1 +
w − 1
2n− 1
)
e−
w−1
2n−1
by using the identity
∑∞
n=1
1
2n−1 − 12n = log 2. In the last infinite product, one
recognizes the same form as in §4.1, with parameters pj = 12j−1 .
(2) Number of distinct irreducible factors of a random monic polynomial. One rewrites
the asymptotic formula for E[wYn]:
e(log n+R(q
−1)+γ)(w−1)
( ∞∏
n=1
(
1 +
w − 1
n
)
e−
w−1
n
)(∏
k≥2
(−1)k−1 I(q−k)
k
(w − 1)k
)
= e(log n+R(q
−1)+γ)(w−1)
(∏
k≥2
(−1)k−1 (w − 1)k
k
( ∞∑
n=1
1
nk
+ I(q−k)
))
.
Again we recognize the formula exp
(∑∞
k=1
(−1)k−1(w−1)k
k
pk
)
=
∑∞
k=0 ek (w − 1)k.
(3) Number of irreducible factors of a random monic polynomial, counted with multi-
plicity. The factor Γ(w)−1 is dealt with exactly as in the previous case, so we only
have to deal with exp(
∑
k≥2
I(q−k)
k
(wk − 1)). However,
∑
k≥2
I(q−k)
k
(wk − 1) =
∑
k≥2
k∑
l=1
I(q−k)
k
(
k
l
)
(w − 1)l
=
(∑
k≥2
I(q−k)
)
(w − 1) +
∞∑
l=2
(∑
k≥l
(
k
l
)
I(q−k)
k
)
(w − 1)l.
The coefficient of (w − 1) can be rewritten as follows:
∑
k≥2
I(q−k) =
∑
k≥2
m≥1
µ(m)
m
log
(
1
1− q1−km
)
=
∑
D=km≥2
log
(
1
1− q1−D
) ∑
m|D
m6=D
µ(m)
m
=
∑
D≥2
ϕ(D)− µ(D)
D
log
(
1
1− q1−D
)
= S(q−1)− R(q−1).
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On the other hand, if l ≥ 2, then the coefficient of (w − 1)l rewrites as∑
k≥l
(
k
l
)
I(q−k)
k
=
1
l
∑
k≥l
∑
m≥1
µ(m)
m
(
k − 1
l − 1
)
log
(
1
1− q1−km
)
=
1
l
∑
m,n≥1
µ(m)
nm
qn
∑
k≥l
(
k − 1
l − 1
)
q−k(mn)
=
1
l
∑
D≥1
|ID|
(qD − 1)l
by setting D = nm on the last line. We conclude that the Fourier transform
E[wZn] has asymptotics
e(log n+S(q
−1)+γ)(w−1) exp
( ∞∑
l=2
(
(−1)l−1 ζ(l) +
∑
D≥1
|ID|
(qD − 1)l
)
(w − 1)l
l
)
,
and the term of degree 1 in (w − 1) is separated from the other terms. 
From Theorem 4.6, one can easily construct approximation schemes of the sequences
(Xn)n∈N, (Yn)n∈N and (Zn)n∈N, which yield distances that are arbitrary large negative
powers of log n. For instance, suppose that one wants to approximate the law of Yn by a
signed measure νn, such that dTV(µn, νn) = O( 1(logn)2 ). By Theorem 3.11, we can take the
derived scheme of the approximation scheme of order r = 3, that is to say the sequence
of measures (σn)n∈N with Fourier transforms
σ̂n(ξ) = e
(log n+R(q−1)+γ)(eiξ−1)
(
1− ζ(2) + I(q
−2)
2
(eiξ − 1)2 + ζ(3) + I(q
−3)
3
(eiξ − 1)3
)
.
One has in this situation
dTV(Xn, σn) ≃ 1
(logn)2
(
(ζ(2) + I(q−2))2
8
+
ζ(4) + I(q−4)
4
)(∫
R
|G4(α)| dα√
2π
)
.
Remark 4.7. A central limit theorem for the random variables Yn has been proved by
Rhoades in [Rho09]. Our results immediately yield the speed of convergence of this
analogue on function fields of the Erdös–Kac central limit theorem.
4.5. Number of distinct prime divisors of a random integer. As pointed out in the
introduction, number theory provides another area where the phenomenon of mod-Poisson
convergence is prominent; see in particular the discussion of [FMN16, §7.2]. Consider as
in Example 1.7 the number ω(Nn) of distinct prime divisors of a random integer chosen
uniformly in [[1, n]]. This quantity satisfies the celebrated Erdös–Kac central limit theorem:
ω(Nn)− log logn√
log logn
⇀ NR(0, 1),
where NR(0, 1) denotes a standard one-dimensional Gaussian distribution of mean 0 and
variance 1 (cf. [EK40]). This Gaussian approximation actually comes from a more pre-
cise Poissonian approximation, which can be stated in the framework of mod-Poisson
convergence:
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Theorem 4.8 (Rényi–Turán). Locally uniformly in z ∈ C,
E[ezω(Nn)]
= e(log logn+γ)(e
z−1)
(∏
n∈N
(
1 +
ez − 1
n
)
e−
ez−1
n
∏
p∈P
(
1 +
ez − 1
p
)
e−
ez−1
p +O
(
1
logn
))
.
This formula first appeared in [RT58], and it can be obtained by an application of the
Selberg–Delange method, see [Ten95, Chapter II.5]. It is actually stronger than the prime
number theorem, as it requires a larger zero-free region of the Riemann zeta function than
the line Re(s) = 1. The problem of the rate of convergence in the Erdös–Kac central limit
theorem was already studied by Harper in [Har09] for the Kolmogorov distance to the
Gaussian approximation; and by Barbour, Kowalski and Nikeghbali in [BKN09] for the
three distances to the Poissonian (or signed measure) approximation.
Note that the residue ψ(ξ) =
∏
n∈N∗
(
1 + e
iξ−1
n
)
e−
eiξ−1
n
∏
p∈P
(
1 + e
iξ−1
p
)
e−
eiξ−1
p can be
rewritten as
exp
(∑
k≥2
(−1)k−1 pk(N
∗−1 + P−1)
k
(eiξ − 1)k
)
,
where pk(N∗−1 + P−1) =
∑∞
n=1
1
nk
+
∑
p∈P
1
pk
. Therefore:
Theorem 4.9. For any r ≥ 1, we introduce the scheme of approximation (σ(r)n )n∈N,
defined by the Fourier transforms
σ̂
(r)
n (ξ) = e
(log logn+γ)(eiξ−1)
(
r∑
k=0
ek(N
∗−1 + P−1) (eiξ − 1)k
)
,
where the parameters ek(N
∗−1 + P−1) correspond to the specialisation of Sym:
p1(N
∗−1 + P−1) = 0 ; pk≥2(N∗
−1 + P−1) = ζ(k) +
∑
p∈P
1
pk
.
One has the asymptotic formulas:
dL(ω(Nn), σ
(r)
n ) =
|er+1(N∗−1 + P−1)Gr+1(zr+2)|√
2π (log logn)
r
2
+1
+ o
(
1
(log log n)
r
2
+1
)
;
dK(ω(Nn), σ
(r)
n ) =
|er+1(N∗−1 + P−1)Gr(zr+1)|√
2π (log log n)
r+1
2
+ o
(
1
(log log n)
r+1
2
)
;
dTV(ω(Nn), σ
(r)
n ) =
∫
R
|er+1(N∗−1 + P−1)Gr+1(α)| dα√
2π (log logn)
r+1
2
+ o
(
1
(log log n)
r+1
2
)
.
This theorem allows one to quantify how much better the Poisson approximation is in
comparison to the Gaussian approximation (Erdös–Kac theorem). Indeed, since the case
r = 1 of Theorem 4.9 is the basic scheme of approximation of ω(Nn) by a Poisson random
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variable Yn of parameter λn = log logn + γ, one has:
dK
(
ω(Nn)− log log n− γ√
log log n+ γ
,
P(log logn+γ) − log logn− γ√
log log n+ γ
)
= dK(ω(Nn),P(log logn+γ)) = O
(
1
log log n
)
.
On the other hand, the classical Berry–Esseen estimate for sums of identically distributed
random variables ensures that
dK
(P(log logn+γ) − log log n− γ√
log logn + γ
, NR(0, 1)
)
= O
(
1√
log logn
)
.
Thus, in terms of Kolmogorov distance, the Poisson approximation of the sequence (ω(Nn))n∈N
is at distance O( 1
log logn
), whereas the Gaussian approximation is at distance O( 1√
log logn
).
Similar remarks can be made for the statistics of random combinatorial objects previously
studied.
5. The multi-dimensional case
In this last section, we extend the theoretical results of Sections 2 and 3 to the multi-
dimensional case, that is to say that we are going to approximate the laws of random
variables with values in Zd≥2. Thus, we consider a sequence of random variables (Xn)n∈N in
Zd that converges mod-φ with parameters λn, where φ is an infinitely divisible distribution
with minimal lattice Zd:
µn(ξ) = E
[
ei
∑d
i=1 ξiXn,i
]
= eλn φ(ξ) ψn(ξ1, . . . , ξd),
with limn→∞ ψn = ψ uniformly on the torus. In all the examples that we shall look at,
the law with exponent φ enjoys the factorization property:
φ(ξ) = φ(ξ1, . . . , ξd) =
d∑
i=1
φi(ξi),
where the φj’s are infinitely divisible laws on Z. In other words, if Y is a reference
random variable with law on Zd with Lévy–Khintchine exponent φ, then its coordinates
are independent random variables on the lattice Z. This does not mean at all that the
Xn’s will have independent coordinates. Hence, though we shall see independence of
coordinates by looking at the first order asymptotics of Xn (captured by the infinitely
divisible law φ), the higher order asymptotics will shed light on the non-independence of
the coordinates (this being captured by the limiting residue ψ(ξ), which does not factorize
in general).
As in Section 3, we consider a general approximation scheme (νn)n∈N of (Xn)n∈N with
Fourier transforms
ν̂n(ξ) = e
λnφ(ξ) χn(ξ1, . . . , ξd),
and limn→∞ χn = χ. The goal will be to compute the asymptotics of
dL(µn, νn) = sup
k∈Zd
|µn({k})− νn({k})|;
dTV(µn, νn) =
∑
k∈Zd
|µn({k})− νn({k})|.
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In dimension d ≥ 2, there is no interesting analogue of the Kolmogorov distance (at
least for discrete measures; see [FMN17b] for the case of continuous measures). In §5.1,
we study the multi-dimensional Wiener algebra A (Td), and we establish an estimate of
norms that is similar to our Theorem 2.3 (see Theorem 5.3). In §5.2, we deduce from this
theorem the multi-dimensional analogue of the results of Section 3. Finally, in §5.3 and
§5.4, we study two examples which generalize the ones of Section 4, and stem respectively
from the combinatorics of coloured permutations, and from arithmetic progressions in
number theory.
Let us fix a few standard notation relative to the multi-dimensional setting. The coordi-
nates of a parameter ξ ∈ Td = (R/2πZ)d (respectively, k ∈ Zd) will be denoted (ξ1, . . . , ξd)
(resp., (k1, . . . , kd)). If α ∈ Nd is a multi-index, we denote |α| =
∑d
i=1 αi and
∂αf =
∂|α|f(ξ1, . . . , ξd)
∂ξα11 · · ·∂ξαdd
.
In the same setting, if n = |α|, then the multinomial coefficient (n
α
)
is n!
(α1)!···(αd)! . On the
other hand, if α and β are two d-tuples, we write
〈α | β〉 =
d∑
i=1
αiβi.
We also write α ≤ β if αi ≤ βi for all i ∈ [[1, d] .
5.1. The multi-dimensional Wiener algebra.
Definition 5.1. The multi-dimensional Wiener algebra A = A (Td) is the algebra of
continuous functions on the d-torus whose Fourier series converges absolutely. It is a
Banach algebra for the norm
‖f‖
A
:=
∑
n∈Zd
|cn(f)|,
where cn(f) denotes the Fourier coefficient
cn(f) =
∫ 2π
θ1=0
· · ·
∫ 2π
θd=0
f(eiθ1, . . . , eiθd) e−i
∑d
i=1 niθi
dθ
(2π)d
,
where n = (n1, . . . , nd).
As in the case d = 1, if µ is a (signed) measure on Zd, then its total variation norm is
equal to ‖µ‖TV = ‖µ̂‖A . On the other hand, one has the analogue of Proposition 2.1:
Proposition 5.2. There is a constant CH,d such that, for any f ∈ A (Td),
‖f‖
A
≤ CH,d sup
|α|≤Kd
‖∂αf‖L 2 ,
where K = Kd = ⌊d2⌋ + 1, and L 2 = L 2(Td) is the space of square-integrable functions
on the torus, endowed with the norm
‖f‖L 2 =
√∫ 2π
θ1=0
· · ·
∫ 2π
θd=0
|f(eiθ1, . . . , eiθd)|2 dθ
(2π)d
.
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Proof. Note that Kd ≥ d+12 for any d ≥ 1. We use again the Cauchy–Schwarz inequality
and the Parseval identity:
‖f‖
A
=
∑
n∈Zd
|cn(f)| =
∑
n∈Zd
(
1 +
∑d
i=1(ni)
2
1 +
∑d
i=1(ni)
2
)Kd
2
|cn(f)|
≤
√√√√∑
n∈Zd
(
1
1 +
∑d
i=1(ni)
2
)Kd√√√√∑
n∈Zd
(
1 +
d∑
i=1
(ni)2
)Kd
|cn(f)|2
≤
√√√√√∑
n∈Zd
(
1
1 +
∑d
i=1(ni)
2
)d+1
2
√√√√ ∑
α0+α1+···+αd=Kd
(
Kd
α0, . . . , αd
)∑
n∈Zd
|cn(∂(α1,...,αd)f)|2
≤
√√√√√∑
n∈Zd
(
1
1 +
∑d
i=1(ni)
2
)d+1
2 ∑
α0+α1+···+αd=Kd
(
Kd
α0, . . . , αd
)
sup
|α|≤Kd
‖∂αf‖L 2 ,
hence the result since the series (CH,d)2 under the square root sign is finite. 
This inequality leads to the analogue of Theorem 2.3 in a multi-dimensional setting.
We consider two measures µ and ν on Zd with Fourier transforms
µ̂(ξ) = eλφ(ξ) ψ(ξ);
ν̂(ξ) = eλφ(ξ) χ(ξ)
where φ(ξ) =
∑d
i=1 φi(ξi). We assume φ to have moments at least up to order Kd, and
denote
φi(ξi) = imiξi − σ
2
i ξ
2
i
2
+ o(ξ2i )
the Taylor expansion around 0 of each law on Z with Lévy exponent φi. We fix an integer
r ≥ ⌊d
2
⌋ such that
(1) the residues ψ and χ are (r + 1) times continuously differentiable on Td;
(2) their Taylor expansions at 0 coincide up to order r:
∀|α| ≤ r, (∂α(ψ − χ)) (0) = 0.
A parameter ε ∈ (0, 1) being fixed, we also introduce the non-negative quantities
βr+1(ε) = sup
|α|=r+1
sup
ξ∈[−ε,ε]d
|∂α(ψ − χ)(ε)|;
γ(ε) = sup
i∈[[1,d]]
sup
θ∈[−ε,ε]
|φ′′i (θ) + σ2i |;
M = − sup
i∈[[1,d]]
sup
θ∈[−π,π]
(
Re(φi(θ))
θ2
)
.
The quantity βr+1(ε) allows one to bound any derivative up to order (r + 1) of ψ − χ on
[−ε, ε]d. Indeed, this is obvious for exponents α with |α| = r + 1, and otherwise,
|∂α(ψ − χ)(ξ)| =
∣∣∣∣∫ 1
t=0
d
dt
(∂α(ψ − χ)(tξ)) dt
∣∣∣∣ ≤ d∑
i=1
|ξi|
∣∣∣∣∫ 1
t=0
∂
∂αi
(∂α(ψ − χ)(tξ)) dt
∣∣∣∣ ,
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which leads by descending induction on |α| to the bound
|∂α(ψ − χ)(ξ)| ≤
(
d∑
i=1
|ξi|
)r+1−|α|
βr+1(ε) ≤ (dε)r+1−|α| βr+1(ε)
for any ξ ∈ [−ε, ε]d.
Theorem 5.3. Fix ε ∈ (0, 1) such that γ(ε) ≤ mini∈[[1,d]] σ
2
i
2
. There exist some positive
constants C1(d, c, φ) and C2(d, c, φ), that depend only on d, c and φ, such that
‖µ̂− ν̂‖A
≤ C1(d, c, φ)
(
‖ψ − χ‖
A
λK e−
λMε2
4
ε
+
εr+1 βr+1(ε)
λ
d
4
(√
λ+
1
ε
)K)(
1 +
C2(d, c, φ)√
λ
)
for any ε ∈ (0, 1) and any λ > 0.
Since Proposition 5.2 involves higher order derivatives than Proposition 2.1, in order
to prove Theorem 5.3, we shall use a smoother cut-function than in the proof of Theorem
2.3. Thus, in the following, cd,ε(ξ) =
∏d
i=1 c(
ξi
ε
), where c(x) is a function of one variable
with values in [0, 1], that is of class CKd on R, with c(x) = 0 outside [−1, 1] and c(x) = 1
on [−1
2
, 1
2
]. In particular, cd,ε (respectively, 1− cd,ε) vanishes on [−π, π]d \ [−ε, ε]d (resp.,
on [− ε
2
, ε
2
]d).
Lemma 5.4. Under the assumptions of Theorem 5.3, there exists a constant C(d, c, φ)
such that ∥∥(1− cd,ε) eλφ∥∥A ≤ C(d, c, φ) λKε e−λMε24
(
1 +O
(
1
λ
))
,
where the constant hidden in the O(·) also depends only on d, c and φ.
Proof. We combine Proposition 5.2 with the rules of differentiation of functions of several
variables:∥∥(1− cd,ε) eλφ∥∥A ≤ CH,d sup|α|≤Kd ‖∂α((1− cd,ε) eλφ)‖L 2([−π,π]d\[− ε2 , ε2 ]d
≤ CH,d sup
|α|≤Kd
∑
β≤α
d∏
i=1
(
αi
βi
)
‖∂α−β(1− cd,ε)‖L 2 ‖∂β(eλφ)‖L∞([−π,π]d\[− ε
2
, ε
2
]d)
≤ 2Kd CH,d
(
sup
|γ|≤Kd
‖∂γ(1− cd,ε)‖L 2
)(
sup
|β|≤Kd
‖∂β(eλφ)‖L∞([−π,π]d\[− ε
2
, ε
2
]d)
)
.
Since the Lévy–Khintchine exponent φ is assumed to have the factorization property, for
any multi-index β,
∂β(eλφ) =
d∏
i=1
∂βieλφi(ξi)
∂ξβii
,
and
∂neλφi(θ)
∂θn
= eλφi(θ)
n∑
k=1
Bn,k(λφ
′
i(θ), λφ
′′
i (θ), . . . , λφ
(n−k+1)
i (θ)),
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where Bn,k(x1, . . . , xn+k−1) is the incomplete Bell polynomial of parameters n and k, see
[Bel27]. More precisely,
Bn,k(x1, . . . , xn+k−1) =
∑
m1+m2+···+mn−k+1=k
m1+2m2+···+(n−k+1)mn−k+1=n
n!∏n−k+1
i=1 (i!
mi mi!)
(x1)
m1 · · · (xn−k+1)mn−k+1
|Bn,k(x1, . . . , xn+k−1)| ≤
(
sup
i∈[[1,n+k−1]]
|xi|
)k
S(n, k)
where S(n, k) = Bn,k(1, 1, . . . , 1) is the Stirling number of the second kind. As a conse-
quence, ∣∣∣∣∂neλφi(θ)∂θn
∣∣∣∣ ≤ |eλφi(θ)| Tn(λ‖φi‖Cn(T)) ≤ |eλφi(θ)| Tn(λ‖φ‖Cn(Td)),
where Tn(x) =
∑n
k=1 S(n, k) x
k is the n-th Touchard polynomial, with leading term
S(n, n) xn = xn. Thus,
|∂βeλφ| ≤ |eλφ|
d∏
i=1
∣∣Tβi(λ‖φ‖C βi(Td))∣∣
≤ |eλφ| (λ‖φ‖CK(Td))|β|
(
1 +O
(
1
λ‖φ‖CK(Td)
))
if |β| ≤ Kd. Now, if ξ /∈ [− ε2 , ε2 ]d, then one of the coordinates ξi has modulus larger than
ε
2
, so |eφ(ξ)| ≤ e−Mε24 . We conclude that∥∥(1− cd) eλφ∥∥A
≤ 2Kd CH,d
(
sup
|γ|≤Kd
‖∂γ(1− cd,ε)‖L 2
)
(λ ‖φ‖CK(Td))K e−
λMε2
4
(
1 +O
(
1
λ
))
,
where the constant in the O(·) only depends on d and the exponent φ. Finally, as soon
as γ 6= 0, ∂γ(1− cd,ε) = − 1ε|γ| (∂γcd,1)( ξε), so,
‖∂γ(1− cd,ε)‖L 2 = 1
ε|γ|
√∫
[−ε,ε]d
∣∣∣∣(∂γcd,1)(ξε
)∣∣∣∣2 dξ(2π)d
=
1
ε|γ|−
d
2
√∫
[−1,1]d
|(∂γcd,1)(θ)|2 dθ
(2π)d
= O
(
1
ε|γ|−
d
2
)
.
We conclude by taking the maximal possible value |γ| = Kd, which gives Kd − d2 = 1 if d
is even, and 1
2
if d is odd. 
Lemma 5.5. Under the assumptions of Theorem 5.3, there exists another constant C(d, c, φ)
such that∥∥cd,ε (ψ − χ) eλφ∥∥A ≤ C(d, c, φ) εr+1 βr+1(ε)λ d4
(√
λ+
1
ε
)K (
1 +O
(
1√
λ
))
.
Again, the constant hidden in the O(·) depends only on d, c and φ.
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Proof. The hypothesis on γ(ε) ensures that, for any index i ∈ [[1, d]] and any θ ∈ [−ε, ε],
Re(φ′′i (θ)) ≤ −σ2i /2 and |φ′′i (θ)| ≤ 2σ2i . On the other hand, as in the case d = 1 dealt with
by Lemma 2.5, we can shift phases by S(ξ) = i
∑d
i=1 ξi⌊λmi⌋:∥∥cd,ε (ψ − χ) eλφ∥∥A = ∥∥cd,ε (ψ − χ) eλφ−S∥∥A
≤ CH,d sup
|α|≤Kd
‖∂α(cd,ε (ψ − χ) eλφ−S)‖L 2([−ε,ε]d)
≤ CH,d sup
|α|≤Kd
( ∑
β+γ+δ=α
d∏
i=1
(
αi
βi, γi, δi
)
‖∂βcd,ε ∂γ(ψ − χ)‖L∞([−ε,ε]d)‖∂δeλφ−S‖L 2([−ε,ε]d)
)
.
On the last line, we can bound ‖∂βcd,ε‖L∞([−ε,ε]d) by C(d, c) ε−|β|, and ‖∂γ(ψ−χ)‖L∞([−ε,ε]d)
by βr+1(ε) (dε)r+1−|γ|. Thus,∥∥cd,ε (ψ − χ) eλφ∥∥A
≤ C(d, c) εr+1 βr+1(ε)
(
sup
|α|≤Kd
∑
ρ+δ=α
d∏
i=1
(
αi
ρi, δi
)
ε−|ρ| ‖∂δeλφ−S‖L 2([−ε,ε]d)
)
where C(d, c) is some positive constant depending only on d and the cut function c.
To bound the norms ‖∂δeλφ−S‖L 2([−ε,ε]d), we use the same combinatorics of Bell poly-
nomials as in the previous lemma. Specifically, we have∣∣∣∣∂n(eλφi(θ)−i⌊λmi⌋θ)∂θn
∣∣∣∣ ≤ ∣∣eλφi(θ)∣∣
∣∣∣∣∣
n∑
k=1
Bn,k(λφ
′
i(θ)− i⌊λmi⌋, λφ′′i (θ), . . . , λφ(n−k+1)i (θ))
∣∣∣∣∣ ,
and the variables of the incomplete Bell polynomials that appear are bounded as follows:
|λφ′i(θ)− i⌊λmi⌋| ≤ λ|φ′i(θ)− φ′i(0)|+ |λmi − ⌊λmi⌋|
≤ λ ‖φ′′i ‖L∞([−ε,ε]) |θ|+ 1 ≤ 2λ σ2i |θ|+ 1;
|λφ(r≥2)i (θ)| ≤ λ ‖φ(r)i ‖∞ ≤ λ ‖φ‖Cn(Td),
Rewriting the complete Bell polynomial Bn =
∑n
k=1Bn,k as a sum over integer partitions
of size n, we thus obtain∣∣∣∣∂n(eλφi(θ)−i⌊λmi⌋θ)∂θn
∣∣∣∣
≤ e−λσ
2
i ξ
2
i
4
∑
L partition
of size n
n!∏
i≥1(i!
mi(L)mi(L)!)
(
2λ σ2i |θ|+ 1
)m1(L) (λ ‖φ‖Cn(Td))ℓ(L)−m1(L) .
Consequently,√∫
[−ε,ε]
∣∣∣∣∂n(eλφi(θ)−i⌊λmi⌋θ)∂θn
∣∣∣∣2 dθ2π
≤
∑
L partition
of size n
n! (λ ‖φ‖Cn(Td))ℓ(L)−m1(L)∏
i≥1(i!
mi(L)mi(L)!)
√∫
[−ε,ε]
e−
λ σ2
i
ξ2
i
2 (2λ σ2i |θ|+ 1)2m1(L)
dθ
2π
,
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and each integral under the square root sign is equal to√√√√ 1√
2πλ σ2i
2m1(L)∑
k=0
(
2m1(L)
k
)
(2
√
λσi)k
∫
R
e−
x2
2 |x|k dx√
2π
=
2m1(L)
√
(2m1(L)− 1)!!
(2π)1/4
(λ σ2i )
m1(L)
2
− 1
4
(
1 +O
(
1√
λ
))
.
Thus, the term corresponding to an integer partition L in the previous bound on the norm∥∥∥∥∂n(eλφi(θ)−i⌊λmi⌋θ)∂θn
∥∥∥∥
L 2([−ε,ε])
is of order O(λℓ(L)−
m1(L)
2
− 1
4 ), where the constant in the O(·) can depend only on n and φ.
The integer partitions that maximise the exponent ℓ(L)− m1(L)
2
among those of fixed size
n are those with parts 1 or 2, of the form
L = ( 2, 2, . . . , 2︸ ︷︷ ︸
j parts of size 2
, 1, 1, . . . , 1︸ ︷︷ ︸
n−2j parts of size 1
).
Therefore,∥∥∥∥∂n(eλφi(θ)−i⌊λmi⌋θ)∂θn
∥∥∥∥
L 2([−ε,ε])
≤ 1
(2πλ σ2i )
1
4
⌊n
2
⌋∑
j=0
n! (λ ‖φ‖Cn(Td))j
2j j! (n− 2j)! 2
n−2j√(2n− 4j − 1)!! (λ σ2i )n2−j (1 +O( 1√
λ
))
≤ C(n, φ) λn2− 14
(
1 +O
(
1√
λ
))
,
where C(n, φ) and the constant hidden in the O(·) depend only on n and φ. Finally,∥∥cd,ε (ψ − χ) eλφ∥∥A
≤ C(d, c, φ) ε
r+1 βr+1(ε)
λ
d
4
(
1 +O
(
1√
λ
)) (
sup
|α|≤Kd
(√
λ+
1
ε
)|α|)
≤ C(d, c, φ) ε
r+1 βr+1(ε)
λ
d
4
(√
λ+
1
ε
)Kd (
1 +O
(
1√
λ
))
. 
Proof of Theorem 5.3. As in the one dimensional case, it suffices now to write
‖µ̂− ν̂‖
A
≤ ‖ψ − χ‖
A
∥∥(1− cd,ε) eλφ∥∥A + ∥∥cd,ε (ψ − χ) eλφ∥∥A ,
and to use the two previous lemmas. 
Corollary 5.6. With the assumptions of Theorem 5.3, for any r ≥ ⌊d
2
⌋, there exists a
positive constant C3(r, d, c, φ) such that, if ε > 0 is fixed and λ ≥ 2 is sufficiently large
(chosen according to ε), then
‖µ̂− ν̂‖A ≤ C3(r, d, c, φ) (‖ψ − χ‖A + βr+1(ε))
(log λ)r+1
λ
r
2
+ 1
4
.
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Proof. Set ε = t log λ√
λ
with t > 0. We then have, up to a multiplicative remainder (1+o(1)),
a bound on the norm ‖µ̂− ν̂‖
A
equal to the sum of the two terms:
C1(d, c, φ) ‖ψ − χ‖A
λK+
1
2
− tM
4
t log λ
and C1(d, c, φ) βr+1(ε) (t log λ)r+1 λ
K
2
− r+1
2
− d
4 .
We set t = 1
M
(d+ 2r + 2K + 4), so that the two powers of λ agree. Note that
Kd
2
− r + 1
2
− d
4
=
d
2
+ 1
2
− r + 1
2
− d
4
=
{
− r
2
if d is even,
− r
2
− 1
4
if d is odd.
So,
‖µ̂− ν̂‖
A
≤
{
C3(r, d, c, φ) (‖ψ − χ‖A + βr+1(ε)) (log λ)
r+1
λ
r
2
if d is even,
C3(r, d, c, φ) (‖ψ − χ‖A + βr+1(ε)) (log λ)
r+1
λ
r
2+
1
4
if d is odd.
If d is odd, the claim is proven. Otherwise, notice that if µ and ν are two measures
satisfying the hypotheses of Theorem 5.3 in even dimension d, then
µ+(k1, . . . , kd, kd+1) = µ(k1, . . . , kd)
e−λ λkd+1
(kd+1)!
;
ν+(k1, . . . , kd, kd+1) = ν(k1, . . . , kd)
e−λ λkd+1
(kd+1)!
are signed measures on Zd+1 that again satisfy the hypotheses of Theorem 5.3:
µ̂+(ξ1, . . . , ξd+1) = µ̂(ξ1, . . . , ξd+1) e
λ(eiξd+1−1) = eλΦ(x1,...,xd+1) ψ(ξ1, . . . , ξd);
ν̂+(ξ1, . . . , ξd+1) = ν̂(ξ1, . . . , ξd+1) e
λ(eiξd+1−1) = eλΦ(x1,...,xd+1) χ(ξ1, . . . , ξd),
where Φ(ξ1, . . . , ξd+1) = φ(ξ1, . . . , ξd) + eλ(e
iξd+1−1). Since∥∥∥µ̂+ − ν̂+∥∥∥
A
= ‖µ̂− ν̂‖
A
,
we can apply our result in dimension d+ 1, assuming r ≥ ⌊d+1
2
⌋:
‖µ̂− ν̂‖
A
≤ C3(r, d+ 1, c, φ) (‖ψ − χ‖A + βr+1(ε))
(log λ)r+1
λ
r
2
+ 1
4
.
However, for d even, ⌊d+1
2
⌋ = ⌊d
2
⌋, so the minimum r that one can take is again ⌊d
2
⌋. 
In comparison to the one dimensional case, we lost a logarithmic factor (log λ)r+1 in our
estimate of norms (cf. Theorem 2.3). This will not be a problem for the calculation of
asymptotics of distances.
5.2. Asymptotics of distances in the multi-dimensional setting. As in the one-
dimensional case, a combination of the Laplace method and of the norm estimates given
by Corollary 5.6 yields under appropriate hypotheses the asymptotics of dL(µn, νn) and of
dTV(µn, νn), where (νn)n∈N is a general scheme of approximation of the laws µn of the mod-
φ convergent random variables Xn in Zd. The only difference is that, for the computation
of the total variation distance, we shall need to assume the order of approximation r to
be larger than some minimal value ⌊d
2
⌋.
Until the end of this paragraph, (Xn)n∈N is a sequence of random variables with values
in Zd, which converges mod-φ with parameters λn →∞ and limit residue ψ(ξ1, . . . , ξd). In
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the sequel, we shall write (νn)n∈N a sequence of signed measures on Zd such that ν̂n(ξ) =
eλnφ(ξ) χn(ξ1, . . . , ξd), with limn→∞ χn(ξ1, . . . , ξd) = χ(ξ1, . . . , ξd). The multi-dimensional
analogue of the hypothesis (H1) is:
∀n ∈ N, ψn(ξ)− χn(ξ) =
∑
α1+···+αd=r+1
β(α1,...,αd)n (iξ1)
α1 · · · (iξd)αd (1 + oξ(1));
and ψ(ξ)− χ(ξ) =
∑
α1+···+αd=r+1
β(α1,...,αd) (iξ1)
α1 · · · (iξd)αd (1 + oξ(1)) (H1d)
with limn→∞ βαn = β
α for any choice of index α = (α1, . . . , αd) with |α| = r + 1. On
the other hand, we write in the following ‖x‖2 = ∑di=1(xi)2, Hα(x) = ∏di=1Hαi(xi),
σα =
∏d
i=1(σi)
αi, and finally
k − λnm√
λn σ
=
(
ki − λnmi√
λn σi
)
i∈[[1,d]]
if k ∈ Zd.
Proposition 5.7. Under the assumption (H1d) with any r ≥ 0, one has
µn(k1, . . . , kd)− νn(k1, . . . , kd) = ∑
|α|=r+1
βα
σα
1∏d
i=1(
√
2π σi)
e
− 1
2
∥∥∥ k−λnm√
λnσ
∥∥∥2
Hα
(
k − λnm√
λn σ
) 1
(λn)
r+d+1
2
+ o
(
1
(λn)
r+d+1
2
)
with a remainder that is uniform over Zd.
Proof. The same arguments as in dimension 1 (d-dimensional Fourier inversion formula
and Laplace method) yield
µn(k1, . . . , kd)− νn(k1, . . . , kd)
=
∑
|α|=r+1
βαn
(2π)d
∫
[−ε,ε]d
(
d∏
i=1
(iξi)
αi eλn(φi(iξi)−imiξi) e−i (k−λnmi)ξi
)
dξ
(2π)d
+ o
(
1
(λn)
r+d+1
2
)
=
∑
|α|=r+1
βαn
(2π)
d
2
d∏
i=1
(
1
(
√
λn σi)αi+1
∫
R
(ix)αi e−
x2
2 e
−i
(
ki−λnmi√
λn σi
)
x dx√
2π
)
+ o
(
1
(λn)
r+d+1
2
)
,
and the same Hermite polynomials as in Proposition 3.2 appear. 
Using the same argument of density of the sequence of lattices {k−λnm√
λn σ
, k ∈ Zd} as in
the proof of Theorem 3.3, we conclude that:
Theorem 5.8. Under the hypothesis (H1d), one has
dL(µn, νn)
= sup
x∈Rd
e− ‖x‖22
∣∣∣∣∣∣
∑
|α|=r+1
βαHα(x)
σα
∣∣∣∣∣∣
× 1
(
∏d
i=1
√
2π σi) (λn)
r+d+1
2
+ o
(
1
(λn)
r+d+1
2
)
.
The proof of the multi-dimensional analogue of Theorem 3.11 is a bit more involved,
but the main difficulty was lying in the proof of the norm estimate (Corollary 5.6). In
the following we fix r ≥ ⌊d
2
⌋; then, r + 1 ≥ Kd. The multi-dimensional version of the
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hypothesis (H2) is the following. We assume the residues ψ, ψn, χ and χn to be of class
CKd on Td, with ∂δ(ψn − χn)(0) = ∂δ(ψ − χ)(0) = 0 for any |δ| < Kd. We also assume
that there exist families of coefficients (βαn )|α|=r+1,n∈N and (γ
α
n )|α|=r+2,n∈N, such that for
any multi-index δ with |δ| = Kd,
∂δ(ψn − χn)(ξ) = i|δ|
 ∑
|ρ|=r+1−|δ|
βρ+δn
(ρ+ δ)!
ρ!
(iξ)ρ +
∑
|ρ|=r+2−|δ|
γρ+δn
(ρ+ δ)!
ρ!
(iξ)ρ (1 + oξ(1))

∂δ(ψ − χ)(ξ) = i|δ|
 ∑
|ρ|=r+1−|δ|
βρ+δ
(ρ+ δ)!
ρ!
(iξ)ρ +
∑
|ρ|=r+2−|δ|
γρ+δ
(ρ+ δ)!
ρ!
(iξ)ρ (1 + oξ(1))

(H2d)
with limn→∞ βαn = β
α and limn→∞ γαn = γ
α. Here, given a multi-index α, we write α! =∏
i=1(αi)! and (iξ)
α =
∏d
i=1(iξi)
αi. These hypotheses are satisfied e.g. if the convergences
ψn → ψ and χn → χ occur in C r+2(Td), and if (νn)n∈N is the scheme of approximation
of order r of the sequence of random variables (Xn)n∈N (its definition in dimension d ≥ 2
is similar to the definition in dimension 1 given in Example 1.11, see also the two worked
examples hereafter).
Under the hypothesis (H2d), if one wants to prove a bound on dTV(µn, νn) of order
O((λn)
− r+1
2 ), then one can replace νn with the measure ρn defined by the Fourier transform
ρ̂n(ξ) = e
λnφ(ξ)
ψn(ξ)− ∑
|α|=r+1
βαn
d∏
i=1
(eiξi − 1)αi
 .
Indeed, denoting ψ˜n(ξ) the residue associated to ρn, the hypothesis (H2d) implies that,
for any |δ| ≤ Kd, ∣∣∣∂δ(ψ˜n − χn)(ξ)∣∣∣ ≤ C |ξ|r+2−|δ|
with a constant C that is uniform, and also valid for the derivatives |∂δ(ψ˜ − χ)(ξ)|. This
bound is the only one useful in the proof of Theorem 5.3 and its Corollary 5.6, and
therefore, one can apply Corollary 5.6 with parameter r + 1 instead of r. We thus get
dTV(ρn, νn) = O
(
(log λn)
r+2
(λn)
r+1
2
+ 1
4
)
= o
(
1
(λn)
r+1
2
)
.
From there, the proofs are essentially identical to the one dimensional case (Theorem
3.11), and one obtains:
Theorem 5.9. Consider a general approximation scheme (νn)n∈N of a mod-φ convergent
sequence (Xn)n∈N in Zd. We assume that r ≥ ⌊d2⌋ and that the hypothesis (H2d) is
satisfied. Then,
dTV(µn, νn) =
1
(2π)
d
2 (λn)
r+1
2
∫
Rd
e−
‖x‖2
2
∣∣∣∣∣∣
∑
|α|=r+1
βαHα(x)
σα
∣∣∣∣∣∣ dx
+ o( 1
(λn)
r+1
2
)
.
Last, the discussion of §3.4 holdsmutatis mutandis in the multi-dimensional setting, and if
‖χn−χ‖CKd is asymptotically smaller than any negative power of λn, then one can replace
(νn)n∈N by the derived scheme (σn)n∈N with constant residue and keep the conclusions of
Theorems 5.8 and 5.9.
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5.3. Cycle-type of random coloured permutations. In this section, we study ran-
dom elements of the group of d-coloured permutations:
Gn = Sn ≀ (Z/dZ) = Sn ⋉ (Z/dZ)n .
It can be viewed as the group of complex matrices of size n times n, with one non-zero
coefficient on each row and each column, and these non-zero coefficients belonging to
the group of d-th roots of unity Z/dZ = {1, ω, ω2, . . . , ωd−1}, with ω = e 2ipid . Another
alternative definition is the following:
Gn = {σ ∈ Snd = S(Z/nZ×Z/dZ) | ∀(a, b) ∈ Z/nZ×Z/dZ, σ(a, b+1) = σ(a, b)+(0, 1)}.
From this definition, it appears that a d-coloured permutation is entirely determined by
the images of the elements (a, 0) with a ∈ Z/nZ:
σ(a, 0) = (ρ(a), k(a)) with ρ ∈ Sn = S(Z/nZ).
One then has σ(a, b) = (ρ(a), k(a) + b). In particular, cardGn = n! dn, the factor n!
coming from the choice of ρ ∈ Sn, and the factor dn from the choice of the elements k(a).
Let us identify the conjugacy classes of elements of Gn (we refer to [CSST14, §2.3]).
Suppose that σ2 = τ σ1 τ−1 in Gn, with σi associated to the pair (ρi, ki) ∈ Sn × (Z/dZ)n,
and τ associated to the pair (ν, l). Note that τ−1 = (ν−1,−l ◦ ν−1), this identity coming
from the product rule (ρ1, k1)(ρ2, k2) = (ρ1ρ2, k1 ◦ ρ2 + k2). Then,
(ρ2, k2) = (ν, l)(ρ1, k1)(ν
−1,−l ◦ ν−1)
= (ν, l)(ρ1ν
−1, (k1 − l) ◦ ν−1)
= (νρ1ν
−1, (k1 + l ◦ ρ1 − l) ◦ ν−1),
so in particular ρ1 and ρ2 are conjugated in Sn, so they have the same cycle-type (an
integer partition L of size |L| = n). Then, to determine the conjugacy class of (ρ1, k1),
taking the conjugate of (ρ2, k2) by (ν−1, 0), we can assume that ρ1 = ρ2 = ρ, in which
case
σ1 = (ρ, k1) ; σ2 = (ρ, k2 = k1 + (l ◦ ρ− l)),
that is to say that k2 and k1 differ by a cocyle l ◦ ρ− l. This is possible if and only if, for
every cycle c = (a = ρr(a), ρ(a), ρ2(a), . . . , ρr−1(a)) of ρ ∈ Sn, one has
k1(a) + k1(ρ(a)) + · · ·+ k1(ρr−1(a)) = k2(a) + k2(ρ(a)) + · · ·+ k2(ρr−1(a)).
Indeed, one has
r−1∑
j=0
(l ◦ ρ− l)(ρj(a)) = l(ρr(a))− l(a) = l(a)− l(a) = 0.
In the previous setting, denote Σ(c, k) =
∑r−1
j=0 k(ρ
j(a)), which is an element of Z/dZ.
This quantity depends only on the cycle c, and not on the choice of a representative a of
the corresponding orbit; it allows to one to “color” each cycle of ρ. Then (cf. [CSST14,
Theorem 2.3.5], applied to the abelian case):
Theorem 5.10. Two coloured permutations σ1 = (ρ1, k1) and σ2 = (ρ2, k2) are conjugated
in Gn = Sn ≀ (Z/dZ) if and only if:
(1) the permutations ρ1 and ρ2 have the same lengths of cycles (encoded by an integer
partition L of size n);
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(2) and there is a size-preserving bijection c 7→ ψ(c) between the cycles of ρ1 and ρ2,
such that the colors are also preserved:
Σ(c, k1) = Σ(ψ(c), k2).
Consequently, the conjugacy classes of Gn are labelled by the d-uples of integer partitions
L = (L(1), L(2), . . . , L(d)), such that
∑d
i=1 |L(i)| = n . If σ ∈ Gn is of type L, then the
parts of L(i) are the sizes of the cycles of σ with color i ∈ Z/dZ.
Example 5.11. Consider the following 2-coloured permutation in G8 = S8 ≀ Z/2Z:
σ =
(
38762415, 11010001
)
,
where the first part is the word ρ(1)ρ(2) . . . ρ(8) of the permutation ρ of size 8 underlying
σ, and the second part is the word k(1)k(2) . . . k(8). The three disjoint cycles of ρ are
(1, 3, 7), (2, 8, 5) and (4, 6), and the associated colors are 1+ 0+ 0 = 1, 1+ 1+ 0 = 0 and
1 + 0 = 1. Therefore, the cycle-type of σ is
L(1) = (3, 2), L(2) = (3)
since the sizes of the cycles of color 1 are 3 and 2, and the size of the unique cycle of color
0 is 3. We leave the reader check that the other 2-coloured permutation
σ′ =
(
73864512, 10011100
)
has the same cycle-type ((3, 2), (3)). Therefore, σ and σ′ are conjugated in Gn.
In the following, we denote σn a random uniform element of the wreath product Gn,
and ℓn = (ℓ
(1)
n , ℓ
(2)
n , . . . , ℓ
(d)
n ) the random d-uple of integers that consists in the lengths of
the partitions L(1), . . . , L(d) of the cycle-type of σn. Our goal is to apply the results of the
previous paragraph to these random vectors. To this purpose, it is convenient to construct
a coupling of all the random permutations (σn)n∈N, which generalizes the Feller coupling
in the case d = 1 of the Feller coupling. Algebraically, this amounts to the following:
Lemma 5.12. We consider Gn as a subgroup of Gn+1, by sending a pair
(ρ ∈ Sn, (k1, . . . , kn) ∈ (Z/dZ)n) to the pair (ρ ∈ Sn+1, (k1, . . . , kn, 0) ∈ (Z/dZ)n+1).
Let σn+1 be an element of Gn+1. There exists a unique element σn ∈ Gn, and a unique
coloured transposition
τn = ((j, n+ 1), (0, . . . , 0, α, 0, . . . , 0,−α)) with j ∈ [[1, n+ 1]] ,
and the α ∈ Z/dZ at position j, such that σn+1 = τnσn. Here we agree that the trivial
transposition (n + 1, n+ 1) is the identity permutation; in this case we put α in position
n+ 1, and there is no term −α.
Proof. Denote σn+1 = (ρn+1, (k1, . . . , kn+1)). If ρn = ρn+1 ◦ (j = ρ−1n+1(n+ 1), n+ 1), then
ρn sends n + 1 to n + 1, so it can be considered as a permutation in Sn. We then have
ρn+1 = ρn ◦ (j, n + 1). Set
σn = (ρn, (k1, . . . , kj−1, kj + kn+1, kj+1, . . . , kn)) ∈ Gn.
We then have
σnτn = (ρn, (k1, . . . , kj + kn+1, . . . , kn, 0))((j, n+ 1), (0, . . . , kj, . . . ,−kj))
= (ρn ◦ (j, n + 1), (k1, . . . , 0, . . . , kn, kj + kn+1) + (0, . . . , kj, . . . , 0,−kj))
= (ρn+1, (k1, . . . , kn+1)) = σn+1.
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The unicity of τn comes from a cardinality argument:
cardGn+1
cardGn
= (n+1)d, and this is the
number of d-coloured transpositions ((j, n+ 1), (0, . . . , 0, α, 0, . . . , 0,−α)). 
We denote T (j, α) the coloured transposition of the previous lemma. Then, in order
to construct a random coloured permutation σn ∈ Gn, it suffices to take random inde-
pendent positive integers j1 ≤ 1, j2 ≤ 2, . . . , jn ≤ n, and random independent elements
α1, . . . , αn ∈ Z/dZ, and to consider the product
σn = T (j1, α1) ◦ T (j2, α2) ◦ · · · ◦ T (jn, αn).
We also denote (Fn)n∈N the filtration of probability spaces associated to the sequence of
random coloured permutations (σn)n∈N. The interest of our construction is that one can
easily follow the evolution of the cycle type of σn. More precisely, if jn = n, then to
construct σn, one adds a cycle of length 1 to σn−1, with color αn. Thus, for every color
i ∈ Z/dZ, there is a probability 1
nd
to increase the length ℓ(i) by one unit:
∀i ∈ [[1, d]] , P[ℓn = ℓn−1 + (0, . . . , 0, 1i, 0, . . . , 0)|Fn−1] = 1
nd
.
On the other hand, if jn 6= n, then the multiplication by T (jn, αn) increases by 1 the size
of the cycle containing jn in σn−1, but it does not change its color, because of the terms
αn and −αn that compensate one another. So,
P[ℓn = ℓn−1|Fn−1] = 1− 1
n
.
We have therefore proven that ℓn is a sum of independent increments in Zd, with
P[ℓn − ℓn−1 = 0] = 1− 1
n
; P[ℓn − ℓn−1 = ei] = 1
nd
,
where (ei)i∈[[1,d]] is the canonical basis of the lattice Zd.
As an immediate consequence of the previous discussion, we have:
Theorem 5.13. The sequence of random vectors (ℓn)n∈N converges modulo a d-dimens-
ional Poisson law of exponent φ(ξ) = 1
d
∑d
i=1 (e
iξi − 1), with parameters Hn and limiting
function
ψ(ξ) =
∞∏
n=1
(
1 +
1
nd
d∑
i=1
(eiξi − 1)
)
e−
1
nd
∑d
i=1(e
iξj−1)
= eγ φ(ξ)
1
Γ
(
1
d
∑d
i=1 e
iξi
) .
Proof. Since the increments of ℓn are independent,
E[ei〈ξ | ℓn〉] =
n∏
j=1
(
1 +
1
jd
d∑
i=1
(eiξi − 1)
)
= eHn φ(ξ) ψn(ξ)
where ψn(ξ) is the partial product over indices in [[1, n]] coming from the infinite product
ψ(ξ). 
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In particular, since the Fourier transform of ℓn does not factorize over the coordinates
ξi, the coordinates of ℓn are not independent, though in the asymptotics n → ∞ and at
first order, ℓn looks like a d-uple of independent Poisson variables of parameters Hnd . In
the following, in order to simplify a bit the discussion, we assume d = 2, which already
contains all the subtleties of the general case. We denote (x, y) the coordinates in R2, and
(ξ, ζ) the coordinates in the Fourier space. We can then write:
ψn(ξ, ζ) =
n∏
j=1
(
1 +
1
j
(
eiξ + eiζ
2
− 1
))
e
− 1
j
(
eiξ+eiζ
2
−1
)
=
∞∑
k=0
ek,n
(
eiξ + eiζ
2
− 1
)k
= 1− p2,n
2
(
eiξ + eiζ
2
− 1
)2
+ o(‖(ξ, ζ)‖2)
where the ek,n’s are obtained from the parameters
p1,n = 0 ; pk≥2,n =
n∑
j=1
1
jk
by the same recipe as in Section 4. The scheme of approximation of (ℓn)n∈N of order r = 1
is the Poissonian approximation
ν̂n(ξ, ζ) = e
Hn
(
eiξ+eiζ
2
−1
)
; νn(k, l) = e
−Hn (Hn)
k+l
2k+l k! l!
.
It satisfies the hypotheses (H1d) and (H2d), with β(2,0)n = β
(0,2)
n = −p2,n8 and β(1,1)n = −p2,n4 .
Since H(2,0)(x, y) = x2 − 1, H(1,1)(x, y) = xy and H(0,2)(x, y) = y2 − 1, Theorems 5.8 and
5.9 ensure that
dL(µn, νn) =
π
6 (logn)2
sup
(x,y)∈R2
∣∣∣∣e−x2+y22 (2− (x+ y)2)∣∣∣∣+ o( 1(log n)2
)
;
dTV(µn, νn) =
π
24 log n
(∫
R2
e−
x2+y2
2 |2− (x+ y)2| dx dy
)
+ o
(
1
log n
)
since
∑
|α|=2
βαHα(x)
σα
= −p2
2
((x+ y)2 − 2) = π2
12
(2− (x+ y)2).
−2 −1 0
1
2 −2
0
2
0
1
2
x
y
Figure 5. The function e−
x2+y2
2 |2− (x+ y)2|.
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For the local distance, one checks at once that the maximum of the function f(x, y) =
e−
x2+y2
2 |2− (x+ y)2| is obtained when x = y = 0, so
dL(µn, νn) =
π
3 (logn)2
(1 + o(1)),
see Figure 5. For the total variation distance, a computer algebra system (Sage) yields the
approximate value 12.162 . . . for the integral. As in the one-dimensional case (Example
1.6 and §4.3), one can on the other hand construct better schemes of approximations,
which yield distances smaller than any arbitrary negative power of log n. It is important
to notice that the dependence between the different coordinates of ℓn is directly involved
in these asymptotics of distances.
5.4. Distinct prime divisors counted according to their residue classes. Similar
to the generalisation of §4.3 by the study of random coloured permutations, there is a
natural generalisation of the discussion of §4.5 on distinct prime divisors of a random
integer, which involves residue classes of prime numbers.
Fix an integer a ≥ 2, and denote d = ϕ(a) the cardinality of the multiplicative group
(Z/aZ)∗. This quantity is the usual Euler ϕ-function, and it is equal to the number of
integers in [[1, a]] that are coprime to a. We label the elements of (Z/aZ)∗ as b1, b2, . . . , bd.
If n ∈ N and i ∈ [[1, d] , we denote ωi(n) the number of distinct prime divisors of n that
have residue class bi modulo a:
ωi(n) = card {p ∈ P, p | n and p ≡ bi mod a}.
One then has ∑
i∈(Z/aZ)∗
ωi(n) = ω(n)− card {p ∈ P, p | a and p | n}.
We are interested in the random vector Ω(Nn) = (ω1(Nn), ω2(Nn), . . . , ωd(Nn)), where Nn
is a random integer chosen uniformly in [[1, n]]. In view of the theory developed in the
previous sections, the asymptotics of these vectors are encoded in the multiple generating
series
1
n
n∑
i=1
(z1)
ω1(i)(z2)
ω2(i) · · · (zd)ωd(i).
In number theory, the asymptotics of such quantities are classically related to the behavior
of the Dirichlet series
F (z, s) =
∞∑
n=1
(z1)
ω1(n)(z2)
ω2(n) · · · (zd)ωd(n)
ns
.
In a moment we shall precise these relations, which amount to the so-called Selberg–
Delange method, see [Ten95, Chapter II.5]. Note that, though we want to study a random
vector in Zd≥2, the Dirichlet series written above is not a multiple Dirichlet series.
The main algebraic tool that is required in order to use Selberg–Delange method is the
theory of Dirichlet characters and their L-series, see for instance Chapter II.8 in [Ten95].
In the following we recall the basics of this theory. The space of functions (Z/aZ)∗ → C
is endowed with a Hilbert structure
〈f | g〉 = 1
ϕ(a)
∑
i∈(Z/aZ)∗
f(i)g(i),
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and a Hilbert basis consists of the so-called Dirichlet characters χa,1, . . . , χa,d, which are
the morphisms of (multiplicative) groups χ : (Z/aZ)∗ → C∗. In particular, there are as
many Dirichlet characters as elements of the group (Z/aZ)∗, i.e., d distinct characters.
In the following, we denote χa,1 the trivial character: χa,1(i) = 1 for all i ∈ (Z/aZ)∗.
If χ is a character of (Z/aZ)∗, introduce its L-function
L(χ, s) =
∞∑
n=1
χ(n)
ns
,
where the function χ is extended to Z by
χ(n) =
{
χ(m) if (n, a) = 1 and m ≡ n mod a,
0 if (n, a) > 1.
These functions admit an Euler product representation:
L(χ, s) =
∏
p∈Pa
(
1− χ(p)
ps
)−1
,
where Pa is the set of prime numbers that do not divide a. In particular, L(χa,1, s) is
almost the same as Riemann’s ζ-function:
L(χa,1, s) =
∏
p∈Pa
(
1− 1
ps
)−1
= ζ(s)
∏
p|a
(
1− 1
ps
)
.
Therefore, the L-function associated to the trivial character has abscissa of convergence
1, and can be extended to a meromorphic function on the half-plane Re(s) > 0, with
a single pole at s = 1. On the other hand, for the other characters χa,2, . . . , χa,d, the
corresponding L-functions converge simply towards holomorphic functions on the same
half-plane Re(s) > 0.
We now form the Dirichlet series
F (z, s) =
∑
n≥1
(z1)
ω1(n) · · · (zd)ωd(n)
ns
.
For any choice of parameters z1, . . . , zd ∈ C, the series F (z, s) converges absolutely on the
half-plane Re(s) > 1, as can be seen from the inequality
∑
n≥1
∣∣∣∣(z1)ω1(n) · · · (zd)ωd(n)ns
∣∣∣∣ ≤ ∏
p∈Pa
(
1 +
maxi∈[[1,d]] |zi|
ps − 1
)
.
Given parameters y1, . . . , yd, we set
Gχ(z, s) = F (z, s)
d∏
j=1
L(χa,j , s)
−yi.
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Let us choose the parameters y1, . . . , yd so that the series Gχ(z, s) is an holomorphic
function on Re(s) > 1
2
. If Re(s) > 1, we can write without ambiguity
F (z, s) =
d∏
i=1
∏
p≡bi mod a
(
1 +
zi
ps − 1
)
;
Gχ(z, s) =
d∏
i=1
∏
p≡bi mod a
(
1 +
zi
ps − 1
) d∏
j=1
(
1− χa,j(p)
ps
)yj
=
∏
p∈Pa
((
1 +
zi(p)
ps − 1
) d∏
j=1
(
1− χa,j(bi(p))
ps
)yj)
where i(p) is the unique i ∈ [[1, d]] such that p ≡ bi mod a. The Taylor expansion of the
term corresponding to p ∈ Pa is the previous product is
1 +
1
ps
(
zi(p) −
d∑
j=1
yj χa,j(bi(p))
)
+O
(
1
p2s
)
.
Set yj = 1d
∑d
k=1 zk χa,j(bk). Then, by orthogonality of the Dirichlet characters, one has:
d∑
j=1
yj χa,j(bi) =
1
d
d∑
j,k=1
zkχa,j(bk)χa,j(bi)
= d
d∑
j=1
〈
d∑
k=1
zkbk
∣∣∣∣∣ χa,j
〉
〈χa,j | bi〉
= d
〈
d∑
k=1
zkbk
∣∣∣∣∣ bi
〉
= zi.
Hence, for this choice of parameters, Gχ(z, s) =
∏
p∈Pa (1 +O(p
−2s)), so Gχ(z, d) is an
holomorphic function on Re(s) > 1
2
. Note that y1 = z1+···+zdd . Now, by the previous
discussion on L-series, one can remultiply Gχ(z, s) by
∏
j 6=1L(χa,j , s)
yj , hence:
Proposition 5.14. For any choice of complex parameters z1, . . . , zd, the series
G(z, s) = F (z, s) (ζ(s))−
z1+···+zd
d
has an holomorphic extension on the half-plane Re(s) > 1
2
.
Proof. If L(χa,1, s) = ζa(s) is the partial ζ-function associated to the integer a, then we
shown that F (z, s) (ζa(s))−
z1+···+zd
d is an holomorphic function on Re(s) > 1
2
. It suffices
then to multiply by the missing terms∏
p|a
(
1− 1
ps
) z1+···+zd
d
. 
We can now apply Theorem 3 in [Ten95, Chapter II.5]:
Theorem 5.15. When n goes to infinity,
1
n
n∑
i=1
(z1)
ω1(n) · · · (zd)ωd(n) = (log n)
z1+···+zd
d
−1 G((z1, . . . , zd), 1)
Γ
(
z1+···+zd
d
) (1 +O( 1
log n
))
,
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with a remainder that is locally uniform in the parameters z1, . . . , zd.
As a corollary, the random vectors (Ω(Nn))n∈N of numbers of distinct prime divisors
in each residue class of (Z/aZ)∗ converge mod-φ, where φ(ξ) = 1
d
∑d
j=1(e
iξj − 1). The
parameters of this mod-φ convergence are λn = log logn, and the limiting residue is
ψ(ξ) =
G((eiξ1, . . . , eiξd), 1)
Γ
(
eiξ1+···+eiξd
d
) .
Moreover, the convergence happens at speed O( 1
logn
). As a consequence, one can construct
explicit schemes of approximations of the laws of the vectors (Ω(Nn))n∈N, which yield
distances that are O((log log n)−
p
2 ) with p ≥ 1 arbitrary (see Theorems 5.8 and 5.9). The
first of these schemes is the Poisson approximation:
ν̂n(ξ) = e
(log logn) 1
d
∑d
i=1(e
iξi−1).
Unfortunately, it is then difficult to calculate the constants involved in these asymptotics
of distances. Indeed, there are no simple expression for the values of G((eiξ1, . . . , eiξd), 1)
and its partial derivatives around ξ = 0.
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