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We consider linear combinations of independent identically distributed random 
variables in L, *. In fact, we provide several norm inequalities for sums from a 
larger class of dquidistributed random variables. 0 1989 Academic Press, Inc. 
1. INTRODUCTION 
In this paper we consider the linear span of a sequence of independent 
random variables in the Lorentz space L,,,. One reason for doing so is that 
a similar undertaking for the L, spaces has brought about a revolutionary 
understanding of their Banach space structure (see [17]). Moreover, since 
the first version of this paper was written much progress has been made in 
the study of independent random variables in general rearrangement 
invariant (r.i.) function spaces (see [4, 111). One obvious advantage which 
the J&l spaces have over general r.i. spaces is that it is often possible to 
actually carry out certain interesting calculations. Thus we succeed in 
contrasting the L p,y spaces with the L, spaces in a concrete fashion. The 
knowledgeable reader will recognize that some of the facts which we will 
present are of a general nature and are valid for a wide range of r.i. spaces. 
However, it is precisely those calculations that are specific to L,,, which, to 
us, constitute the main point of the paper. 
Section 2 is devoted to notation and preliminary results. Because Banach 
space techniques might appear to be somewhat eclectic, we have chosen to 
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isolate several known facts (some belonging to folklore) in order to clarify 
the proofs. We feel this will also serve to highlight our own contribution. 
Our main results are presented in Section 3. These consist of several 
norm inequalities for linear combinations of independent identically dis- 
tributed (i.i.d.) random variables in L,,,. Many of our results are proved 
for a wider class of equidistributed random variables, and are best possible 
for that class. The three cases p > 2, p < 2, and p = 2 are handled separately. 
For p > 2 we show that an i.i.d. mean zero sequence always spans a Hilbert 
space, a fact which was first pointed out to us by G. Pisier. For p < 2 the 
results are more complicated because it proved necessary to distinguish 
between the cases q <p and p<q. The case p= 2 turns out to be quite 
unusual and is not yet fully understood; the inequalities for equidistributed 
sequences break down completely here. Nevertheless, some positive results 
are obtained for i.i.d. sequences in L2,q (qc2). 
Section 4 is a brief restatement of our results in terms of the L,,, norm of 
the powers of a measure, a notion that we feel may be of independent 
interest. 
Finally, we thank W. B. Johnson, G. Pisier, and J. Zinn for many helpful 
conversations on this subject. 
2. NOTATION AND PRELIMINARY RESULTS 
Let IAl denote the Lebesgue measure of a measurable subset A of R”. 
Given a real-valued function f we define the distribution off by dkt) = 
I(s: If(s)1 > ?}I, and the decreasing rearrangement offbyf*(t)=inf{s>O: 
d,(s) < t} = d,-‘(r). Note thatf*: [0, 00) + [0, co). We say that a sequence 
(fi)7= I is equidistributed if d, = dJ for all i andj. 
For 0 <p < co, 0 < q < co, and Z= [0, l] or [0, co), the Lorentz function 
space LP,,(Z) is the space of all measurable functions f on Z for which 
Ilf llp,q < co, where 
llfll,,, = ( j,f*W’4tq’p~)“4 (4 < a 1 
(1) 
= sup t”“f *( t) (4= a). te1 
Note that L,,, = L, and that L,, is the space weak-l,. 
For 1 dq<p < co, (1) defines a norm under which L,,, is a 
rearrangement invariant Banach function space; the dual of this space 
can be identified, in the usual pairing, with LPf,4., where l/p-t l/p’ = 
1 = l/q + l/q’. For 1 Gp < q < co, (1) defines a quasi-norm on LP,4, but one 
which is equivalent to the dual space norm obtained from this pairing 
(though this does not affect any of the duality arguments we use). For 
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standard facts about L,, (e.g., that I/jJ,,,, < Ilfll,,,, if q1 < q2) we refer the 
reader to [18]. 
The Lorentz sequence space l,,, consists of all real sequences (a,),“_, for 
which Il(aJll,,, < co, where 
II(u,)~~~,~ = 
i 
f a*q(iq’P - (i- 1)4’p) 
i 
I” (q<a) 
i=l 
= sup illPa* (q=a) 
it 1 
(2) 
and where (a,?) is the decreasing rearrangement of ( Iail). Again, l,,, = I,. 
Throughout we use C to denote a positive, finite constant, whose precise 
value may change from line to line, depending only on the parameters p, q, 
etc. We write A N B when there exists such a constant C so that 
C-‘A< B<CA. 
We now state several facts about L,, which will be used in Section 3. 
Some of these facts are, of course, valid for a wide class of r.i. spaces. The 
reader is referred to [ 13, 143 for any unexplained terminology or 
unreferenced facts. 
Fact 2.1 [7]. Let 1 <p< 01) and 1 <q<co. There is a constant C such 
that the following hold for all f, , . . . . f, in L,,: 
(a) If p < q, then L,,, is a q-concave Banach lattice; that is 
(3) 
(b) If q <p, then L,:, is a q-convex Banach lattice; that is the reverse 
inequality in (3) holds (with, in fact, C = 1). 
(c) If p # 2 and if r = min(p, q, 2), s = max(p, q, 2), then 
Fact 2.2. Let 1 <p < CO, 1 < q < co, and let f,, . . . . f, be independent 
mean zero random variables in LpJO, 11. Then 
llIz,f41p.,-II@, ~fJ2n/I.y 
and, for all scalars (a,) and signs E, = f 1, 
(5) 
(6) 
Fact 2.3 [9]. Let 1 <p < cc and 1 <q < co. Then there exists a 
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sequence (fi),“= r of norm one, independent, mean zero random variables in 
L,,,CO, 11 such that IIC aihllp,y~ Il(ai)/, for all scalars (a,). 
Combining Facts 2.1 and 2.2 one obtains the following estimates for a 
normalized independent mean zero sequence (h) in LP,q[O, 11: 
c-l II(ai C aif, 
II II 
d c Il(&N.. (7) 
P-4 
By Fact 2.3 these estimates are essentially the best possible. We shall show, 
however, that (7) can be greatly improved if the fi’s are assumed to be 
equidistributed. While some of our results do rest crucially on indepen- 
dence (see 3.3 below), several others rely mainly on the square function 
relation (5) and on the fact that the J’s are equibistributed. Accordingly, 
we consider a more general version of (6): a sequence (fi);=, in L,,, is 
called K-unconditional if IIz .siuifi(lp,y < K IIC aJl[,,, for all scalars (a,) and 
all choices of signs si = f 1. The following standard result is a consequence 
of Khinchine’s inequality. 
Fact 2.4. Let 1 <p < co and 1 < q < co. There exists a constant C such 
that if (fi);= r is a K-unconditional sequence in L,,,[O, 11, then 
Moreover, the left-hand inequality is valid even in L,,, [0, 11. 
Givenf,, . . ..f. in Lp,q[O, 11, we define the disjoint sum f = C;=, @fi to be 
any function fin LpJO, co) such that d,= C;=, d,;. For example, we could 
take 
f(t)= i fi(r-i+ l)X[i-l,i)(t). 
i=l 
We shall make essential use of the following result, comparing the square 
function to the disjoint sum. A short proof can be found in [5] where the 
result was extremely useful in describing the subspace structure of 
Lp,,CO, CfJ 1. 
THEOREM 2.1. Let O<p<oz, p#2, and O<q<co. There exists a 
constant C such that 
for O<p<2 (8) 
for any fly . ..L in L,,,CO, 11. 
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Finally, for technical reasons, we must state a minor variation on the last 
result. 
PROPOSITION 2.2. Let 0 <p < 2 and let (ri) be the sequence of 
Rademacher functions on [0, 11. Then there exists a constant C such that 
(10) 
for all fi, . . ..f. in L,,[O, l] (where fi(s)ri(t) is regarded as an element of 
L,,,( co> 11 x co, 11)). 
3. EQUIDISTRIBUTED UNCONDITIONAL SEQUENCES IN L,, 
3.1. The Casep>2 
Our first proposition gives a simple upper estimate. 
PROPOSITION 3.1. Let 2 <p < co and 0 <q < 00. There exists a constant 
C such that if (A.):= , is a normalized equidistributed sequence in Lp,y[O, 11, 
then 
for all scalars (a,). 
Proof. If p <q < co, then the result follows at once from Fact 2.1. We 
may therefore assume that 0 < q <p. Now suppose that fi, . . . . fn are 
equidistributed. Then, by an obvious argument, we may approximate the 
fis by equidistributed simple functions, and so we may assume that there 
exist measure preserving automorphisms ci: [0, l] + [0, l] such that 
Ifi = lfil for 1 <i< n. Fix scalars a,, . . . . a,, and consider the quasi- 
linear map T: L, + L, given by Tf = (C;=, laif (oi)12)“2. Since L, is 
2-convex for 2 < r < co, we have 
So by the Marcinkiewicz interpolation theorem 
provided p > 2. 1 
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COROLLARY 3.2. Let 2 <p < 00 and 0 <q < 00. There exists a constant 
C such that if (fi);=, is a normalized equidistributed K-unconditional 
sequence in Lp,q[O, 11, then 
G CK Il(ai)llz 
P.Y 
for all scalars (a,). 
Proof: Since p>2 there is a constant C such that /lf/,,,> C-I l/f/lz. 
Thus, 
Corollary 3.2 gives an easy proof of a fact first pointed out to us by 
G. Pisier: 
COROLLARY 3.3. Let 2 <p< 00 and 0~ q6 00. Then the closed linear 
span of an i.i.d. mean zero sequence in Lp,y[O, l] is isomorphic to a Hilbert 
space. 
Proof. By Fact 2.2, Corollary 3.2 applies to an i.i.d. mean zero sequence 
(even for q = co). 1 
Remark 1. Note that in the proof of Proposition 3.1 it was not 
necessary for the f% to be equidistributed in the case p <q. But in the case 
q < 2 <p, Fact 2.3 shows that the result would be false, in general, without 
this condition. 
Remark 2. It is well known that any Hilbertian subspace of L,, (p > 2, 
q # 2) is complemented by the orthogonal projection in L,, and also that 
L,,, contains uncomplemented Hilbertian subspaces when p < 2 [ 11. But 
such uncomplemented subspaces cannot be spanned by an i.i.d. sequence 
by the following result: an i.i.d. mean zero sequence (L.) in L,,, (1 <p < co, 
1 < q < co) spans a complemented subspace if and only if (fi) is equivalent 
to the unit vector basis in 1,. We omit the proof, which can be pieced 
together from the proof of the corresponding result for L, (see [Z, 81). 
3.2. The Case p < 2 
Our tirst result is a simple lower estimate which is dual to (11). 
PROPOSITION 3.4. Let 1 <p < 2 and 1 < q < co. There exists a constant C 
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such that if (fi);=, is a normalized equidistributed sequence in Lp,y[O, 11, 
then 
for all scalars (a,):= 1. 
Proof: We use a duality argument in the space L,,,(I& which is defined 
to be the collection of all sequences x = (xi):, in L,,, under the norm 
The dual of LpJ12) can be identified with the space L,,,,J12) under the 
pairing (x, y> = Cg 1 (xi, yi), where x = (xi) E L,,,(l2), Y = (Yi) E LP,,qd12), 
and where (f, g) denotes the usual pairing (see [ 14, p. 473 for a proof). 
Now let fi , . . ..f. be equidistributed and norm one in L,,. We may choose 
g,, . . . . g, equidistributed in L,,,,,, such that 11 gillp,,q, = 1 = (fi, gi) for 
1 6 i < n. Then since p’ > 2, Proposition 3.1 gives 
f, Iail*= $J (aifi, aigi)= ((aifi)r,l, (ai&Y;)l,,) 
i=l 
and the result follows. 1 
We now give some upper estimates; here there is an essential difference 
between the cases q <p and p < q. 
PROPOSITION 3.5. Let 1 <p < 2 and 1 < q < co. There exists a constant C 
such that if (fi);= 1 is a normalized equidistributed sequence in Lp,4, then 
II@, lai.fi12)1’2~~p,q~C Il(ai)llp (P < 9) 
ii($I laifi12)1’2~~p,q~C II(ai)llp.4 (q<P) 
(12) 
(13) 
for all scalars (a,). 
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ProoJ Equation (12) follows at once from Fact 2.1. To establish (13) 
we note that by (8) of Theorem 2.1 it s&ices to show that 
IIC1= 1 aifillp,q G Il(ai)llp,q for a disjointly supported equidistributed 
sequence (fi) in LpJO, cc). This was shown in [3, Lemma 21, but for 
completeness we sketch the calculation below. First observe that if the f;s 
are disjoint and equidistributed, then the distribution of Cfi= I f, is k .a’,, 
and hence IKE:=, fill,,, = CP llfi IIp,y. So by partial summation we obtain 
= II(~i)l llfiIlp,q> 
where the inequality follows from the fact that L,,, is q-convex 
(Fact 2.1(b)). 1 
COROLLARY 3.6. Let 1 <p < 2 and 1 <q < 00. There exists a constant C 
such that if ( fi);= , is a normalized equidistributed K-unconditional sequence 
in Lp,q[O, 11, then 
C-lK-l II(U,) i Uifi II II 6 CK II(ai)llp (P<4) (14) i= 1 P.Y 
C-‘Kpl II(ai) ‘f ajfj II II 6 CKll(ai)llp,q (46P) (15) i= 1 P.Y 
for any scalar (a,):= , . Moreover, these estimates are the best possible. 
Proof The sequence of Rademacher functions shows that both left- 
hand inequalities are best, while a sequence of disjoint equidistributed 
characteristic functions shows that the right-hand side of (15) is best. The 
fact that the right-hand side of (14) cannot be improved (say, by replacing 
it with CK [I(ai)lI is not obvious: it was shown in [6] that there is a 
constant C such that for each n > 1 there exists a disjoint equidistributed 
sequence (fi)l=l satisfying C’ /I(ai) IICyZl Uifillp,q<C Il(Ui)llp for all 
scalars (a,):, , . 1 
Now suppose that (fi)Tcl is an i.i.d. mean zero sequence and that 
1 <p < 2. Then, by the Kolmogorov-Marcinkiewicz Law of Large Num- 
bers, n-“PC;=lfi+O 1 a most surely if and only if fi E L, [ 151. Thus 
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np’lP C;= I fi diverges almost surely if f, E L,,\ L, for p < q. But we do 
have the following positive result: 
COROLLARY 3.7. Let 1 < p < 2 and 1 < q < 00. rf cf,) is an i.i.d, mean 
zero sequence in Lp,9[0, 11, then n-‘lP IIC;,, f,II,,,-0 as n + 00. (In 
particular, n - ‘lp C:=, fi -+ 0 in probability.) 
Proof By a standard argument we may assume that (fi) is an i.i.d. sym- 
metric sequence. Given E > 0 there exists an i.i.d. symmetric sequence (g,) in 
L,[O, l] with llfj-gillp,y<c for all i> 1 (so that (f;-g,)p”,, is also an 
i.i.d. symmetric sequence). Since p < 2 we have 
and by Proposition 3.5 
So, for all n sufficiently large, 
n- IlP II II j,f; dCn”2~“P/l~111m+C~ Ps (l 
<C&. 1 
Corollary 3.7 is not valid for q = co because L,,[O, l] contains an 
isometric copy of f, spanned by independent p-stable random variables. 
The most that can be said for weak-l, is contained in the following 
essentially known result. 
COROLLARY 3.8. Let 1 <p < 2. There exists a constant C such that if (fi) 
is an i.i.d. mean zero sequence in L, m [0, 11, then 
Cm’ Il(ai)llz~ Caifi II II G C II (ai)ll, P. 30 
for all scalars (a,). 
Remark 3. Reversing tne inequalities in (12) and (13) gives lower 
estimates for IIC ai f,ll,,, when p > 2. 
3.3. The Case p = 2 
First we show that the basic inequalities (8) and (9) of Theorem 2.1 
break down in L2,y unless q = 2. This is related to the fact that L,,, is non- 
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locally convex if q # 1 [lo]. It will follow that none of the estimates 
obtained above for equidistributed sequences (e.g., (14) and (15)) are valid 
in L2,q W2). 
By duality it suffices to consider the case 0 < q < 2. In this range L,,, fails 
to be 2-concave: there is an example due to Pisier of an equidistributed 
sequence (fi);= i such that 
(see [7] or [14, Example l.f.19]), and so there can be no lower I,,, 
estimate for any r. The following example shows that there is also no upper 
I,,, estimate available. 
EXAMPLE 3.9. Let 0 <q < 2 and E > 0. Then there exist equidistributed 
characteristic functions (fi)l=, in L,,,[O, l] so that 
Proof: There exists f 2 0 in L2,q[0, 1 ] such that /If I12,q 2 l/c (If 112, and 
we may assume that f = x,7= i kjz,,+ where z,,,~ is the characteristic 
function of the interval [(j- l)/m,j/,], and where each kj6 N. Now set 
n = cJYC, k,’ and k, = 0. For each 1 <j, <m and each i with 1 + C%;’ k,’ < 
2 42 i<c$,kf, setf,=~,,~,,. Then,f=(x,?=, kfz,,i)1’2=(Cy=, IfJ ) , andso 
since II Al 2,q = llgl12 for any characteristic function g. 1 
The next proposition shows that there are nevertheless estimates superior 
to those given by convexity and concavity considerations alone. The proof 
has been omitted since it is like that of Proposition 3.1, but now inter- 
polating between L, _ E and L, + C. 
PROPOSITION 3.10. Let 0 < q < 2 and p1 < 2 <p2. There exists a constant 
C, depending only on p,, p2, and q, such that if (L.):,, is a normalized 
equidistributed sequence in L2,q[0, I], then 
C-’ II(a pz< Ii@, lai.fJ)“2~~2,qbC lI(ar)llpl 
for all scalars (a;):, , . 
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Finally, we consider upper estimates for i.i.d. mean zero sequences in 
L z,y. Here there is a curious distinction to be made between q < 2 and 
q> 2. 
PROPOSITION 3.11. Let q > 2. Suppose that (fi) is an i.i.d. mean zero 
sequence in L,,,[O, 11 such that fi $ L2. Then, l/& IlC?= r fif,lj z,y + co as 
n+c0. 
Proof By Fact 2.2, 
Now lfil’$Ll, and so by the converse to the Strong Law of Large 
Numbers l/n C:=, I~-~f,i’ --+ 00 almost surely. This implies that 
l/n IIZ= 1 lfi1211 I,*/2 + co, and the result follows. 1 
It is perhaps surprising that a positive result can be proved in the case 
q < 2. We deduce this from the following fact about independent random 
variables in the non-locally convex space L,,,. 
PROPOSITION 3.12. Let 0 <q < 1. There exists a constant C such that if 
(fJl= 1 is an i.i.d. sequence, normalized in LI,,[O, 11, then 
II II $, aifi 6 c II (4ll 1,q 1.4 
for all scalars (a,). 
Proof: First note that if q< 1, then Ilf 11, 6 IIf I)I,q and ll(a,)lli < 
II(aiNi,q. Next recall the symmetrization inequality [ 15, p. 2571: if f” is a 
symmetrization off (i.e., f” = f -1 where 7 is an independent copy off ), 
then 
Iilf-PL(f)l a~>162 I(lf”l2~)L 
for all 1, > 0, where p(f) is a median of J Thus, 
llfll I,qG C,(llf-P(f)l! 1.q+ IP(f 
G C,(C2 Ilf”ll I,q + 2 Ilf II 1) 
~C(Ilf"llI,q+ llfll1). (16) 
Now since thefi’s are independent, we may take (C;=, aifi)" =c:= 1 aif':, 
and since C:= 1 ai f ;( t) has the same distribution as C:=, ai f ;( t)r,(u), where 
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(ri(u)) is the sequence of Rademacher functions, we obtain from 
Proposition 2.2 that 
where the last inequality follows from the partial summation calculation 
given in the proof of Proposition 3.5. Combining this with (16) gives 
G COI(ai)II I.~ llf~lli,q + II(a I llfill~) 
G C II(a I,~ llfi II I,~. I 
COROLLARY 3.13. Let 0 < q < 1. If(h) is an i.i.d. mean zero sequence in 
L,,CO, 11, then 
Proof: Combine Proposition 3.12 with the proof of Corollary 3.7. m 
COROLLARY 3.14. Let 0 <q < 2. There exists a constant C such that if 
(fi)l= I is an i.i.d. mean zero sequence, normalized in L2,q[0, 11, then 
II II ig, aifi <C Il(ai)l12,q 2.4 
for all scalars (ai). 
Pro4 IICY= I ai.fl12,y - IIC~= 1 laifil*)ll f($2< ClI(l~i12)ll $2= C ll(ai)ll2,,. 
I 
The last result suggests that the following question may have a positive 
solution, 
QUESTION. Let 0 < q < 2. Is the closed linear span of an i.i.d. sequence in 
L2,g isomorphic to a Hilbert space? 
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4. THE L,,, NORM OF A MEASURE 
Finally, we translate our results on sums of i.i.d. random variables into 
statements about L,,, norms of convolutions of measures. Let M([W) be the 
algebra of finite Bore1 measures on [w in which the product of two measures 
is defined to be their convolution, and define the total mass norm of 
CLEAR) by IIPII = IPI (R) (see C121). 
For O<p<co, O<q<Go, and PEE(R), we define 
= sup t(ljAj {x: (XI b t})“P, 
l>O 
q=co 
(~0 that IIPII~,~ = Ilfll,,, when p is the probability distribution off). 
Propositions 3.1 and 3.5 and Corollary 3.13 imply the following result (in 
which ~1” denotes the nth power of p in M( IR)). These inequalities are 
sharp. 
PROPOSITION 4.1. For 1 <p < co, p #2, and 1 <q< cg, there is a 
constantCsuchthat~f~uE(IW)with~~xd~~~(~)=0,then,forafln~1,we 
have 
IIPL”llp,q 6 cnl’p bll’“- IUp . lIPllp,q~ l<p<2 
IIP”llp,q 6 c & llPll(“-‘)‘p~ lIPllp,y~ 2<p<co. 
Moreover, if p = 2, these inequalities hold provided q < 2 and fail if q > 2. 
Similarly, lower estimates for II $ I/ p,y, for a positive finite measure p, are 
implicit in Proposition 3.4 and Remark 3. 
REFERENCES 
1. G. BENNETT, L. E. DOR, V. GOODMAN, W. B. JOHNSON, AND C. M. NEWMAN, On uncom- 
plemented subspaces of L,, 1 <pi 2, Israe/ J. Math. 26 (1977), 178-187. 
2. M. BRAVERMAN, Complementability of subspaces generated by independent functions in a 
symmetric space, Functional Anal. Appl. 16 (1982), 129-130. 
3. N. L. CAROTHERS, Rearrangement invariant subspaces of Lorentz functions spaces, Israel 
.I. Math. 40 (1981), 217-228. 
4. N. L. CAROTHER~ AND S. J. DILWORTH, Inequalities for sums of independent random 
variables, Proc. Amer. Math. Sot. 104 (1988). 221-226. 
5. N. L. CAROTHERS AND S. J. DILWORTH, Subspaces of L,,,, Proc. Amer. Math. Sot. 104 
(1988), 537-545. 
6. N. L. CAROTHERS AND P. H. FLINN, Embedding $’ in I;,,, Proc. Amer. Math. Sot. 88 
(1983), 523-526. 
RANDOM VARIABLES IN L,,, 159 
7. J. CREEKMORE, Type and cotype in Lorentz L p.4 spaces, Indag. Math. 43 (1981), 145-152. 
8. L. E. DOR AND T. STARBIRD, Projections of L, onto subspaces spanned by independent 
random variables, Composifio Mad 39 (1979), 141-175. 
9. T. FIGEL, W. B. JOHNSON, AND L. TZAFRIRI, On Banach lattices and spaces having local 
unconditional structure with application to Lorentz function spaces, J. Approx. Theory 13 
(1975), 297-312. 
10. R. A. HUNT, On L(p, q) spaces, Enseign. Math. 12 (1966), 249-274. 
11. W. B. JOHNSON AND G. SCHECHTMAN, Sums of independent random variables in 
rearrangement invariant function spaces, preprint, 1986. 
12. Y. KATZNELSON, “Harmonic Analysis,” Dover, New York, 1976. 
13. J. LINDENSTRAUSS AND L. TZAFRIRI, Classical Banach spaces. I. Sequence spaces, in 
“Ergebnisse Math. Grenzgebiete,” Vol. 92, Springer-Verlag, Berlin/Heidelberg/New York, 
1977. 
14. J. LINDENSTRAU~ AND L. TZAFRIRI, Classical Banach spaces. II. Function spaces, 
in “Ergenbnisse Math. Grenzgebiete,” Vol. 97, Springer-Verlag, Berlin/Heidelberg/ 
New York, 1979. 
15. M. LOBVE, Probability theory I, 4th ed., in “Graduate Texts in Mathematics,” Vol. 45, 
Springer-Verlag, New York/Berlin/Heidelberg/Tokyo, 1977. 
16. R. O’NEIL, Integral transforms and tensor products on Orlicz spaces and L(p, q) spaces, 
J. Analyse Math. 21 (1968), l-276. 
17. H. P. ROSENTHAL, On the subspaces of L, (p>2) spanned by sequences of independent 
random variables, Israel J. Math. 8 (1970), 273-303. 
18. E. M. STEIN AND G. WEISS, “Fourier Analysis on Euclidean Spaces,” Princeton Univ. 
Press, Princeton, NJ, 1971. 
19. A. ZYGMUND, “Trigonometric Series I., 11,” 2nd ed., Cambridge Univ. Press, London/ 
New York, 1968. 
