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1. INTRODUCTION 
An i n v e s t i g a t i o n  of t h e m e t h o d s  of s o l v i n g  l a r g e  l i n e a r  
systems would n o t  normally i n c l u d e  a n  i n v e s t i g a t i o n  i n t o  methods of 
f i n d i n g  t h e  r e c i p r o c a l  of a mat r ix  u n l e s s  such r e c i p r o c a l s  were d i -  
r e c t l y  a p p l i c a b l e  t o  t h e  s o l u t i o n .  R e c i p r o c a l  matrices appear  t o  
have l i t t l e  use  i n  s o l v i n g  l a r g e  systems;  and t h e  number of s t e p s  re- 
q u i r e d  f o r  a s o l u t i o n  i s  g r e a t e r  and t h e  avoidance of s m a l l  d i v i s o r s  
i n  t h e  s o l v i n g  p r o c e s s  i s  o f t e n  d i f f i c u l t  and sometimes i m p o s s i b l e .  
N e v e r t h e l e s s ,  t h e r e  is  a t  l e a s t  one good r e a s o n  f o r  i n c l u d i n g  r e c i p r o -  
c a l  m a t r i c e s  i n  t h e  i n v e s t i g a t i o n ;  e v e r y  problem of p r a c t i c a l  i n t e r e s t  
r e q u i r e s  f o r  a complete s o l u t i o n ,  n o t  only t h e  v a l u e s  of t h e  unknowns, 
b u t  a l s o  estimates of t h e  r e l i a b i l i t i e s  of t h e s e  v a l u e s ,  and t h e  re- 
l i a b i l i t i e s  are commonly expressed i n  terms of t h e  elements  of a r e c i p -  
r o c a l  m a t r i x .  That i s ,  i f  t h e  problem r e q u i r e s  t h a t  t h e  v e c t o r  X b e  
found as a f u n c t i o n  of t h e  o b s e r v a t i o n  v e c t o r  Y ,  where: 
Y = f ( X )  , (1) 
a l i n e a r  system of e q u a t i o n s  i s  d e r i v e d  ( i f  f i s  n o t  a l r e a d y  l i n e a r )  
by f i n d i n g  t h e  m a t r i x  
and s o l v i n g ,  i n s t e a d  of (l), t h e  s i m p l e r  e q u a t i o n :  
A : [ w a x ]  (2) 
AY = AAX ( 3 )  
where : 
Y = Y (assumed) + AY 
X = X (assumed) + A X  
( 4 )  
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I f  i s  t h e  g e n e r a l i z e d  r e c i p r o c a l  of A ( r e f .  1,2,3) 
t h e n  
- -1 
A AY = AX 
2 2 
X Y The v a r i a n c e  C of X is re lated t o  t h e  v a r i a n c e  C 0.f Y by 
T 2 __  -! 2 
1 L’ Y C,, = . E ,  ”. (A ) , 
and t h i s ,  ;c.r 
L 
- l -  C y  - I 
g i v e s  
2 
c X  = ( A ~ A ) - ’  
( 5 )  
T -1 Since s e v e r a l  s o l u t i o n  procedures  a l l o w  computation of (A  A) a lmost  
s imul taneous ly  w i t h  computation of AX,  and i n  such a way t h a t  some 
s t e p s  i n  t h e  computat ion are t h e  same f o r  (A A) and AX,  i t  seems 
n a t u r a l  t o  i n c l u d e  an i n v e s t i g a t i o n  of methods of computing ( o r ,  more 
u s u a l l y  [ A  A]  ) when such i n v e s t i g a t i o n  forms a n a t u r a l  p a r t  of t h e  main 
problem . 
T -1 
-1 
T -1 
The theory  of very  l a r g e  l i n e a r  systems i s  a s u b s e t  i n  t h e  
t h e o r y  of l i n e a r  systems.  I t  has  grown r a p i d l y  along w i t h  t h e  growth i n  
s i z e  and speed  of computers a b l e  t o  use  such t h e o r y ,  and now h a s  an ex- 
t e n s i v e  l i t e r a t u r e  of i t s  own. (Appendix I g i v e s  a f a i r l y  complete  b ib-  
l i o g r a p h y  of t h e  l i t e r a t u r e  through 1966; i t  i s  an expanded v e r s i o n  of a 
b i b l i o g r a p h y  submi t ted  p r e v i o u s l y . )  
an i n v e s t i g a t i o n  of l i m i t e d  range l i k e  t h e  p r e s e n t  cannot  hope t o  even 
The s u b j e c t  is, i n  f a c t ,  s o  g r e a t  t h a t  
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start  cover ing  more t h a n  a small p a r t  of t h e  s u b j e c t .  The i n v e s t i -  
g a t i o n  h a s ,  t h e r e f o r e ,  been r e s t r i c t e d  t o  t h o s e  a s p e c t s  of  t h e  sub- 
ject  which appeared most promising of new o r  u s e f u l  r e s u l t s ,  o r  on 
which s o  l i t t l e  work had been done t h a t  f u r t h e r  i n v e s t i g a t i o n  was 
needed t o  f i n d  o u t  what might r e s u l t .  I n  o t h e r  words,  t o  make e f f i -  
c i e n t  use  of t h e  l i m i t e d  e f f o r t  a l l o t t e d ,  t h i s  e f f o r t  w a s  channeled 
i n t o  t h e  i n v e s t i g a t i o n  of a smal l  number of avenues which were r e l a -  
t i v e l y  unexplained b u t  h e l d  some promise of l e a d i n g  t o  u s e f u l  r e s u l t s .  
The avenues chosen f o r  i n v e s t i g a t i o n  were t h e  fo l lowing  . 
1.1 Review and E v a l u a t i o n  of Major Procedures  Now i n  Use 
There i s  a v a s t  v a r i e t y  of procedures  g iven  i n  t h e  l i t e r a t u r e .  
They are most of them v a r i a n t s  of a f e w  major  p r o c e d u r e s ,  and d i f f e r e n c e s  
between v a r i e t i e s  w i t h i n  a major  ca tegory  are s m a l l  when a p p l i e d  t o  a 
g e n e r a l  problem a l though they may be l a r g e  f o r  p a r t i c u l a r  v a r i e t i e s  of 
problems. Hence, t h e  major  v a r i e t i e s  were c l a s s i f i e d ,  i n v e s t i g a t e d ,  and 
e v a l u a t e d  on t h e  b a s i s  of t h r e e  c r i t e r i a :  1) n m b e r  of o p e r a t i o n s  re- 
q u i r e d  f o r  s o l u t i o n ,  2) r a t e  of e r r o r  a c c m u l a t i o n ,  and 3)  ease of com- 
p u t a t i o n  of A . This  p a r t  of t h e  i n v e s t i g a t i o n  i s  d i s c u s s e d  i n  S e c t i o n  - -1 
2 below. 
1 .2  S o l u t i o n  of S i n g u l a r  o r  Poorly Condit ioned Sys tems  
I t  is  w e l l  known t h a t  as  t h e  o r d e r  of a s q u a r e  m a t r i x  ( o r  t h e  
number m of columns i n  an m x n m a t r i x ,  m i n)  i n c r e a s e s ,  t h e  rank of 
t h e  m a t r i x  (which cannot  be g r e a t e r  than  m i n  any c a s e )  h a s  a tendency 
t o  d e c r e a s e  and t h e  c o n d i t i o n  numbers t o  i n c r e a s e  (where c o n d i t i o n  numbers 
are d e f i n e d  and have s i g n i f i c a n c e  f o r  r e c t a n g u l a r  m a t r i c e s ) .  These 
- 3 -  
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t e n d e n c i e s  r e s u l t  from computat ional  and p h y s i c a l  causes ,  n o t  from mathe- 
m a t i c a l  causes .  I n c r e a s i n g  m means i n c r e a s i n g  t h e  number of unknowns AX 
and,  t h e r e b y ,  weakening t h e  geometr ic  s t r u c t u r e  which A d e s c r i b e s .  For 
example, each t i m e  a t r i a n g u l a t i o n  i s  b a r y c e n t r i c a l l y  s u b d i v i d e d  (which 
cor responds  t o  i n c r e a s i n g  m of t h e  m a t r i x )  t h e  t r i a n g l e s  which are ele- 
ments of t h e  s u b d i v i s i o n s  approach a s  a l i m i t  t r i a n g l e s  w i t h  p a r a l l e l  s i d e s .  
The same i s  t r u e  of e lementary s u b d i v i s i o n s ,  ( b u t  n o t  of s i m i l a r i t y  -- pre-  
s e r v i n g  s u b d i v i s i o n ) .  Computat ional ly ,  i n c r e a s e  i n  m i m p l i e s  an i n c r e a s e  
i n  t h e  number of computation o p e r a t i o n s  involved .  Each i n c r e a s e  i n  number 
of o p e r a t i o n s  i n c r e a s e s  t h e  round-off e r r o r  i n  t h e  r e s u l t .  
S ince  n e a r - s i n g u l a r i t y  is  a c o n d i t i o n  which would b e  expec ted  
f r e q u e n t l y  i n  l a r g e  l i n e a r  sys tems,  w e  thought  i t  worthwhile  t o  i n v e s t i -  
g a t e  methods which would g i v e  answers whether t h e  A m a t r i x  was p o o r l y  con- 
d i t i o n e d  o r  even s i n g u l a r .  A procedure f o r  a s s u r i n g  t h a t  a s o l u t i o n  of 
any s q u a r e  l i n e a r  system was der ived  by J .  Hawkins on p u r e l y  t h e o r e t i c a l  
grounds.  A d e s c r i p t i o n  of t h e  procedure comparison w i t h  o t h e r  p r o c e d u r e s ,  
and e v a l u a t i o n  of t h e  Hawkins procedure ,  i s  g iven  i n  S e c t i o n  3 below. 
1.3 The M a t r i x  a s  a Continuous Funct ion  
‘The p r o p e r t i e s  of v e r y  s m a l l  m a t r i c e s  can be worked out  by 
c o n s i d e r i n g  each p o s s i b l e  v a r i a t i o n  of t h e  m a t r i x  e lements .  
of o r d e r  g r e a t e r  t h a n ,  s a y ,  f o u r ,  such an i n v e s t i g a t i o n  procedure  i n v o l v e s  
t o o  many d i f f e r e n t  p o s s i b l e  c a s e s ,  and more g e n e r a l  r u l e s  of behavior  must 
be found. S o  f a r ,  no complete d e s c r i p t i o n  of t h o s e  p r o p e r t i e s  of a m a t r i x  
t h a t  are impor tan t  i n  s o l v i n g  t h e  a s s o c i a t e d  l i n e a r  system h a s  been achieved ,  
i n  f a c t ,  knowledge on t h i s  s u b j e c t  is s t i l l  s k e t c h y .  
For  m a t r i c e s  
A s  o r d e r  of t h e  m a t r i x  
- 4 -  
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grows , however, t h e  p o s s i b i l i t y  a r i s e s  of approximating t h e  m a t r i x  by a 
f u n c t i o n  i n  two v a r i a b l e s  and of us ing  t h e  f u n c t i o n  p r o p e r t i e s  as a des -  
c r i p t i o n  of t h e  m a t r i x  p r o p e r t i e s .  I n  p a r t i c u l a r ,  i f :  
A i j  A(x,y) 
T t h e n  w e  look f o r  t h e  f u n c t i o n  N corresponding t o  (ATA)-’ and t o  (ATA)-’ A . 
That f u n c t i o n  N t h e n  approximately d e s c r i b e s  A-’ , h a s  t h e  same s i n g u l a r i -  
t i e s  and t h e  same e r r o r s .  The work done i s  d e s c r i b e d  i n  S e c t i o n  4 below. 
1 . 4  The Matr ix  A s  a Geometric Object  
S e t s  (of m a t r i c e s )  can be d e f i n e d  i n  such a manner as t o  be 
groups .  Conversely,  any group h a s  a m a t r i x  r e p r e s e n t a t i o n .  F u r t h e r ,  
groups can be i d e n t i f i e d  w i t h  c e r t a i n  geometr ic  s u r f a c e  p r o p e r t i e s  s o  t h a t  
t h e r e  i s  a 1 t o  1 correspondence between classes of groups and c l a s s e s  of 
s u r f a c e s .  Hence, i t  seems reasonable  t o  a s k :  What k i n d  of classes of sur -  
f a c e s  correspond t o  very l a r g e  l i n e a r  sys tems,  and t o  what t o p o l o g i c a l  
t r a n s f o r m a t i o n  does t h e  i n v e r s i o n  of a m a t r i x  cor respond?  I f  t h e s e  ques- 
t i o n s  can b e  found and are computat ional ly  meaningfu l ,  perhaps  a s t u d y  of 
s u r f a c e  p r o p e r t i e s  w i l l  g i v e  v a l u a b l e  i n f o r m a t i o n  about  t h e  p r o p e r t i e s  of 
l a r g e  matrices.  U n f o r t u n a t e l y ,  topology, which i s  t h e  d i s c i p l i n e  concerned 
w i t h  s u r f a c e  p r o p e r t i e s  t h a t  are i n v a r i a n t  under  cont inuous  t r a n s f o r m a t i o n ,  
i s  a v e r y  r e c e n t  development, i s  s t i l l  l a r g e l y  i n t u i t i v e  i n  t h o s e  a r e a s  
which a r e  s i g n i f i c a n t ,  and i s  t r i v i a l  e l sewhere .  One must ,  t h e r e f o r e ,  u s e  
care i n  u s i n g  topology t o  t r a c e  t h e  connec t ion  between m a t r i c e s  and sur -  
f a c e s .  There i s  s t i l l  very much t o  b e  done, and S e c t i o n  5 below d e s c r i b e s  
t h e  problems involved  i n  pushing f u r t h e r  ahead, as w e l l  a s  d e s c r i b i n g  what 
h a s  been done. 
- 5 -  
1.5  S p e c i f i c  Computational D i f f i c u l t i e s  
There i s  no t h e o r e t i c a l  l i m i t  t o  t h e  s i z e  of t h e  system of 
l i n e a r  e q u a t i o n s  t h a t  can b e  s o l v e d .  There are many p r a c t i c a l  l i m i t s ,  
however, and t h e  most impor tan t  of t h e s e  are 1) t h e  amount of t i m e  avail- 
a b l e  f o r  computat ions,  2 )  t h e  number of s i g n i f i c a n t  f i g u r e s  t h a t  can be 
handled i n  a s i n g l e  o p e r a t i o n ,  and 3 )  t h e  ra te  a t  which round o f f  e r r o r s  
accumulate .  These t h r e e  l i m i t a t i o n s  a r e  c o r r e l a t e d  t o  some e x t e n t ;  any 
s o l v a b l e  problem can b e  so lved  t o  any d e s i r e d  p r e c i s i o n  i f  enough t i m e  
i s  a l lowed,  f o r  i n s t a n c e .  One can n e v e r t h e l e s s  f i n d  a number of  f e a t u r e s  
which are common t o  a l l  problems and which can be modi f ied  t o  improve t h e  
s o l u t i o n  procedure  f o r  l a r g e  l i n e a r  systems. One of t h e s e  f e a t u r e s  is  
t h e  number of s i g n i f i c a n t  f i g u r e s  needed p e r  number manipula ted ;  a n o t h e r  
i s  re la t ive  p o s i t i o n s  of zero  and non-zero e lements .  S e c t i o n  6 d i s c u s s e s  
t h e s e  m a t t e r s .  
- 6 -  
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2 .  REVIEW AND EVALUATION OF PROCEDURE FOR SOLUTION OF LINEAR 
SYSTEMS 
2 .1  C l a s s i f i c a t i o n  of Procedures  
The s h a r p e s t  d i s t i n c t i o n  between s o l u t i o n  procedures  is  a f f o r d -  
ed by u s i n g  as c r i t e r i o n  t h e  number of s t e p s  needed t o  arr ive a t  a s a t i s -  
f a c t o r y  s o l u t i o n .  A d i r e c t  procedure i s  one i n  which t h e  number N o  of 
e lementary  o p e r a t i o n s  ( a d d i t i o n ,  s u b t r a c t i o n ,  m u l t i p l i c a t i o n ,  d i v i s i o n )  
needed t o  f i x  A X  t o  a g i v e n  number o f  s i g n i f i c a n t  f i g u r e s  i s  independent  
of t h e  v a l u e s  of AY and A. An i n d i r e c t  procedure i s  one i n  which N o  de- 
pends upon t h e  v a l u e s  of AY and/or  A. The i n d i r e c t  p rocedures  can be 
f u r t h e r  d i s t i n g u i s h e d  a c c o r d i n g l y  as  i n i t i a l  approximate v a l u e s  of AX a r e  
o r  are n o t  r e q u i r e d ,  and accord ingly  as t h e  number of o p e r a t i o n s  can o r  
cannot  be shown t o  b e  f i n i t e .  Some procedures ,  such  as t h a t  of J.Hawkins 
( S e c t i o n  3)  can be shown t o  approach a s o l u t i o n  r e g a r d l e s s  of t h e  a v a i l -  
a b i l i t y  of approximate v a l u e s  f o r  AX; some of t h e  g r a d i e n t  methods,  on 
t h e  o t h e r  hand, r e q u i r e  t h e  approximate v a l u e  of A X  t o  be w i t h i n  a cer -  
t a i n  d i s t a n c e  of t h e  t r u e  v a l u e ,  i f  t h e  sequence of o p e r a t i o n s  i s  t o  g i v e  
convinc ing  r e s u l t s .  (See Table  1) 
These d e f i n i t i o n s  are made on t h e o r e t i c a l  grounds only .  They do 
n o t  c o n s i d e r  t h e  way an a c t u a l  computation procedure  may b e  a f f e c t e d  by 
t h e  c a l c u l a t i n g  machine used.  For i n s t a n c e ,  a l t h o u g h  a l a r g e  class of 
computa t iona l  procedures  can b e  shown t o  c o n s i s t  of convergent  procedues 
f o r  t h e  p a r t i c u l a r  problem: 
T T A AY = A AAX, 
T where (A A) i s  p o s i t i v e  d e f i n i t e  f o r  a real  m a t r i x  A,  t h e  procedures  may 
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I 
I 
I 
I 
I 
I 
I 
I 
i 
I 
1 
i 
I 
I 
I 
I 
I 
I 
I 
CLASSIFICATION OF PROCEDURES 
1. DIRECT PROCEDURES 
1.1 Genera l  
1.1.1 Gauss (Reduction and V a r i a n t s )  
1 .1 .2  I n v e r s i o n  
1.1.3 Enlargement 
1 .2  S p e c i a l  
1 .2 .1  Square  Root Method 
Escalator  and Bordering Plethods 
2. INDIRECT PROCEDURES 
2 . 1  Universally-Convergent Procedures  
2.2 Conditionally-Convergent Procedures  
2 . 2 . 1  Methods Involv ing  Cur ren t  Values Only 
2 . 2 . 2  Methods Using P rev ious  Values 
Tab le  1 
- 8 -  
a c t u a l l y  d i v e r g e  because of t h e  accumulat ion of round-off e r r o r s .  T h i s  
i s  p a r t i c u l a r l y  t r u e  of i t e ra t ive  procedures  where a poor  f i r s t  approxi -  
mat ion may r e s u l t  i n  l a r g e  c o r r e c t i o n  numbers. 
Suppose w e  have : 
t h i s  can always be changed t o  a similar problem w i t h  a s q u a r e  m a t r i x :  
by t h e  mappings 
The m a t r i x  A' i s  i n  f a c t  p o s i t i v e - d e f i n i t e  and, i n  a d d i t i o n ,  symmetric.  
Any problem can,  t h e r e f o r e ,  be converted t o  a problem w i t h  A'  o r  A p o s i -  
t i ve  d e f i n i t e  and symmetric.  I n  most of what f o l l o w s ,  however, i t  w i l l  
o n l y  b e  assumed t h a t  A i s  s q u a r e .  This  assumption does away w i t h  
mn2 mn ( n + l )  m u l t i p l i c a t i o n s  and 7 a d d i t i o n s  which are n o t  r e a l l y  need- 
ed i f  A i s  a l r e a d y  square .  
2 
I t  may be noted  h e r e  t h a t  even convers ion  t o  a s q u a r e  m a t r i x  
b e f o r e  s o l u t i o n  i s  n o t  n e c e s s a r y  accord ing  t o  some procedures  (Creusen, 
1965).  It can be shown, however, t h a t  t h e s e  procedures  are i n  f a c t  mathe- 
m a t i c a l l y  t h e  same as t h e  presquar ing  procedures  i n  t h a t  t h e  A A m a t r i x  
T 
i s  e f f e c t i v e l y  formed d u r i n g  t h e  s o l u t i o n  p r o c e s s .  
The class 1.1 of r e d u c t i o n  methods starts from t h e  complete 
s e t  of l i n e a r  e q u a t i o n s :  
Y = AX 
- 9 -  
By a series of p r e m u l t i p l i c a t i o n s  t h e  e q u a t i o n  i s  t ransformed i n t o  
Y '  = A ' X  
where A '  h a s  a l l  z e r o s  velow t h e  main d i a g o n a l .  The t r a n s p o s e  i s  t h e n  
T taken ,  (Y')T = XT (A') 
and t h i s  brought ,  by a series of  p o s t - m u l t i p l i c a t i o n s ,  down t o  
(Ylf)T = XTI 
This  i s  e s s e n t i a l l y  t h e  family of Gaussian procedures ;  t h e  v a r i o u s  fami ly  
members d i f f e r  i n  t h e  sequence of o p e r a t i o n s ,  i n  t h e  e lements  p l a c e d  on 
t h e  main d i a g o n a l ,  e tc . ,  e tc .  These d i f f e r e n c e s  are f r e q u e n t l y  s i g n i f i -  
c a n t  i n  computat ion,  e s p e c i a l l y  if t h e  computation must b e  done by hand; 
t h e y  are of minor s i g n i f i c a n c e  when computat ion i s  done on a high-speed 
computer,  and are mathemat ica l ly  i n s i g n i f i c a n t .  
Mathematical ly  and computa t iona l ly ,  t h e  r e d u c t i o n  procedure  
can always be made t o  g i v e  a s o l u t i o n ,  r e g a r d l e s s  of t h e  rank of A.  
f o l l o w s  because i f  A i s  of rank  r ,  t h e  e q u a t i o n s  and unknowns can be re- 
This  
o r d e r e d  s o  t h a t :  
nx 1 nx 1 
where A 1 1  i s  non-s ingular .  
i n g  of a r b i t r a r y - v a l u e d  X 2  and t h e  unique set  of v a l u e s  f o r  X1 g o t t e n  
A g e n e r a l  s o l u t i o n  i s  t h e  m (n-r) se t  c o n s i s t -  
by s o l v i n g :  
y1 - A 1 2  x2 = A 1 1  x1 
It can b e  shown t h a t  t h e  procedure d e s c r i b e d  i s  t h e  most e f f i c i e n t  d i r e c t  
- 10 - 
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procedure  u s i n g  only  elementary o p e r a t i o n s  f o r  s o l v i n g  t h e  g e n e r a l  problem. 
This  i m p l i e s  t h a t  i t  i s  a l s o  t h e  most e f f i c i e n t  d i r e c t  p rocedure  when 
t h e  A matrix has  c e r t a i n  s p e c i a l  p r o p e r t i e s  such as symmetry, ant isymmetry,  
e tc .  
Table  2 shows (approximately)  t h e  number of o p e r a t i o n s  and s t o r -  
age s p a c e s  needed f o r  a d i r e c t  s o l u t i o n  of t h e  g e n e r a l  problem i n c l u d i n g  
t h e  s t e p  from mxn t o  nxn matrix. I f  A i s  a l r e a d y  s q u a r e  and symmetric,  
t h e  number of o p e r a t i o n s  r e q u i r e d  f o r  ATA can be dropped. 
s q u a r e ,  however, t h i s  l a s t  number must be m u l t i p l i e d  by some number be- 
tween l and 3, depending on t h e  type of s o l u t i o n  employed. 
I f  i t  is  merely 
I n v e r s i o n  procedures  l i e  l o g i c a l l y  between r e d u c t i o n  procedures ,  
which s t e p  by s t e p  reduce  t h e  s i z e  of t h e  system t o  b e  s o l v e d ,  and e n l a r g e -  
ment procedures  which s t a r t  from a small ,  known s o l u t i o n  and b u i l d  upwards 
from t h a t  p o i n t .  I n  i n v e r s i o n  procedures ,  t h e  t r a n s f o r m a t i o n  from Y t o  
X i s  done a l l  a t  one t i m e  by f i r s t  f i n d i n g  A-’ and t h e n  c a r r y i n g  o u t  t h e  
o p e r a t i o n :  
-1 
A Y = X  
A s  mentioned p r e v i o u s l y ,  t h e  i n v e r s i o n  method as a means of f i n d i n g  X 
need n o t  be cons idered  s e r i o u s l y .  F i r s t ,  i t  can be shown t h a t  i n  g e n e r a l  
t h e  number of o p e r a t i o n s  r e q u i r e d  cannot  be less t h a n  t h e  number r e q u i r e d  
by t h e  d i r e c t  method; i t  w i l l  u s u a l l y  be g r e a t e r .  Second, t h e r e  are many 
s o l u t i o n  procedures  which w i l l  g ive a s o l u t i o n  r e g a r d l e s s  of t h e  “condi-  
t i o n ”  of t h e  m a t r i x .  Because an i n v e r s e  ( o r  r e c i p r o c a l )  m a t r i x  h a s  t h e  
r e c i p r o c a l -  or t h e  de te rminant  of t h e  o r i g i n a l  m a t r i x  as a f a c t o r  of each 
e lement ,  t h e  r e c i p r o c a l  matrix i s  n o t  d e f i n e d  when t h e  d e t e r m i n a n t  D i s  z e r o .  
1 -  
D 
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M e m o r y  
AT A 
m x n  n x m  
A -+ 
ATY 
Y e 7  
x =\7  
TOTAL 
DIRECT PROCEDURE 
( ~ M + ~ ) N + M ~  
2 
N 2  
M+N 
N 
I 
2N3-9N2+13N-6  
6 
_ I N ~ + N )  (M- 1) 
2 
N -N 
2 
2N3-9N2+13N-6 
6 
M(N-1)  
(N-1) (N-2) 
2 
N ~ - N  -
2 
( N2 +3N- 2) M 
2 
+ 2N3-6N2-2N 
6 
T a b l e  2 
- 1 2  - 
X - 
( N ~ + N ) M  i- 
NM l o  
CI 
(N-1) (N-2)  
L 
I L 
(N2+3N)M 
2 
+ 2N3-3N2+N 
6 
N e v e r t h e l e s s ,  r e c i p r o c a l  m a t r i c e s  should  be cons idered  f o r  t h e i r  
own s a k e ,  s i n c e  they are impor tan t  i n  p r o b a b i l i t y  t h e o r y  and w i l l  i n  a l l  
p r a c t i c a l  cases have t o  b e  computed r e g a r d l e s s  of whether  o r  n o t  they  are 
used i n  t h e  s o l u t i o n .  When r e d u c t i o n  procedures  are used f o r  t h e  s o l u t i o n ,  
computat ion of t h e  r e c i p r o c a l  m a t r i x  can c o n v e n i e n t l y  b e  c a r r i e d  a long  a t  
t h e  same t i m e  and by t h e  same procedures .  This  f o l l o w s  because from t h e  
d e f i n i t i o n  of a r e c i p r o c a l  matrix: 
I = AA-l Y 
w e  see t h a t  I and A-'can be  broken up i n t o  column v e c t o r s :  
The e lements  of A-l a r e  s o l v e d  f o r  j u s t  as were t h e  e lements  of X. Na- 
t u r a l l y ,  i f  e x a c t l y  t h e  same procedure were used t h e r e  would b e  n t i m e s  
as many o p e r a t i o n s  r e q u i r e d  a s  i n  s o l v i n g  f o r  X ,  s i n c e  t h e r e  are n col-  
umns A S i n c e  o n l y  one element  of 
I .  is  d i f f e r e n t  from z e r o ,  however, on ly  t h o s e  o p e r a t i o n s  need b e  made 
which re la te  t o  t h e  non-zero element ,  and i t  can be shown t h a t  t h e  num- 
n3 
b e r  of  o p e r a t i o n s  a c t u a l l y  i n c r e a s e s  only  a s  ( a g a i n  approximately)  - 3'  
Hence, s imul taneous  computat ion of X and A can be done e f f i c i e n t l y ,  
e x p e c i a l l y  if computations of t h e  two a r e  i n t e r l a c e d ,  i . e .  i f  t h e  proce- 
d u r e  i s  planned t o  have q u a n t i t i e s  computed i n  one p a r t  used i n  a n o t h e r  
when p o s s i b l e .  Table  3 g i v e s  e s t i m a t e s  of t h e  computa t iona l  c h a r a c t e r -  
i s t i c s  of t h e  ( d i r e c t )  r e d u c t i o n  method and of  t h e  ( d i r e c t )  bior thogon-  
a l i z a t i o n  method f o r  i n v e r t i n g  m a t r i c e s ,  and i n c l u d e s  f o r  comparison t h e  
c h a r a c t e r i s t i c s  of t h e s e  methods and of t h e  i t e r a t i o n  method f o r  s o l v i n g  
t h e  main problem. 
j 
-1 
; t h i s  would be about n4 o p e r a t i o n s .  
j 3 
J 
-1 
Other i n v e r s i o n  procedures  w i l l  b e  d i s c u s s e d  a long  
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MATRIX INVERSION 
Opera t ion  and S t o r a g e  Counts 
Method & Prob. 
Re  duc t i  on 
Y = A x  
Reduct ion 
-1 
A 
Add. & Sub t . l  Mul t i .  
n - (n-l)(2n+5) each 6 
n - (n- l ) (8n- l )  each 6 
Reduct i o n  
A - ~  (Sym. A) 
B i  o r  thog  o n a l  
2n2 (n-1) 
A- 
n - (n-1) (2n-1) 6 
I t e r a t i v e  Y=AX 
p e r  cyc le  
3n 3 
n (n+l)  
0 
E s c a l a t o r  A-l 4n3 1 3  
M a t r i x  Modif. 
A- 
I t e r a t i o n  A-' 
( t o t a l i n g )  
p e r  c y c l e  
3n3 +2n 
n 
3 - (n2-1) 
n (n+l )  
D iv i s  ion1  
%n (n+l )  
'9 (3n-1) 
$n (n+l )  
n2  
0 
2n3 13 
T o t a l  
2n3 
I 
Min. S tg .  
n (n+ l )  
21-12 
b (n+l )  
2n2 
DATA + n 
n2 
n2+2n 
3n2 
The number of d i v i s i o n s  can b e  reduced t o  n i n  every  case by s t o r a g e  of 
approximate r e c i p r o c a l s .  The number of m u l t i p l i c a t i o n s  i s  i n c r e a s e d  ac- 
co rd ing ly .  
Table 3 
I - 1 4  - 
w i t h  t h e  d i s c u s s i o n s  of t h e  procedures  f o r  s o l v i n g  t h e  main problem. 
The s q u a r e  r o o t  o r  Banachiewicz method (Banachiewicz,  1938) 
is  one of a class of d i r e c t  methods des igned  t o  t a k e  advantage  of spe- 
c i a l  m a t r i x  c h a r a c t e r i s t i c s  -- i n  t h i s  case, symmetry. The symmetric 
matrix A i s  s p l i t  up i n t o  t h e  product  of two m a t r i c e s :  
A E BTB 
where b = 0 f o r  i > j .  J u s t  as i n  t h e  Gauss procedure ,  a v e c t o r  K i s  
found from 
i j  
Y = BTK Y 
and X i s  found from 
K = BX 
by t h e  same method. Although twice as many s t e p s  are r e q u i r e d  h e r e  as 
i n  t h e  corresponding Gauss procedure,  t h e  f i r s t  p a r t ,  i n  which B i s  
computed, makes up a t  least p a r t l y  f o r  t h i s .  Here: 
i- 1 
k= 1 
- a - 1 b i i  ii bii 
= j < i  
bi j
A c a r e f u l  a n a l y s i s  of t h e  procedure shows t h a t  t h e  number of o p e r a t i o n s  i s  
a c t u a l l y  somewhat l a r g e r  t h a n  t h e  number of  an  e f f i c i e n t  Gauss procedure .  
T h i s  i s  e s p e c i a l l y  t r u e  i f  t h e  number of s q u a r e  r o o t  o p e r a t i o n s  i s  t u r n e d  
- 15 - 
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i n t o  an  e q u i v a l e n t  ( f o r  t h e  computer) number of m u l t i p l i c a t i o n s  and 
a d d i t i o n s .  Computation of a square r o o t  r e q u i r e s  about  1 5 0 ~ s  on a n  I B M  
7094, w h i l e  a m u l t i p l i c a t i o n  takes  about  5 ~ s .  S i n c e  only n s q u a r e  r o o t s  
are involved ,  however, t h i s  d i f f e r e n c e  i s  i n s i g n i f i c a n t  when l a r g e  sys-  
t e m s  are t o  b e  so lved .  Table  4 shows t h e  e s t i m a t e d  number of o p e r a t i o n s  
involved .  
SQUARE ROOT PROCEDURE 
Add. and Subt .  M u l t i p l i c a t i o n  
1/3 [n3+5n2-4n+31 1/3 [n3+5n2-4n+3] 
S q .  R t .  
n 
D i v i s i o n  
1 / 2  (n2+5n-2) 
Table 4 
2.2 P a r t i t i o n  Procedures  
P a r t i t i o n  procedures  could be c l a s s e d  as r e d u c t i o n  proce- 
d u r e s  s i n c e  they  i n v o l v e  breaking  t h e  main system of e q u a t i o n s  i n t o  
a number of smaller systems each of which i s  more e a s i l y  s o l v a b l e  (or  
has  been s o l v e d ) .  It i s  inc luded  among t h e  i n v e r s i o n  methods because  
t h e  subsystems s e l e c t e d  a r e  independent ,  and non-overlapping, whereas 
t h e  subsystems computed i n  r e d u c t i o n  o r  enlargement  procedures  are 
s u b s e t s  of each o t h e r  ( i n  sequence).  
A s  w i t h  many o t h e r  procedures ,  w e  f i n d  t h a t  t h e  Frobenius- 
Schur lemma (Bodewig, 1959) i s  the b a s i s  f o r  t h e  procedure.  The sys-  
t e m :  
Y = A x  
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i s  p a r t i t i o n e d  i n t o  subsystems: 
I 
I 
I 
I 
I 
I 
8 
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I 
such  t h a t  and 
-1 -1 a E (A22 - A21 A11 A I L 1  
can b e  e a s i l y  computed. Then: 
i s  composed of e lements  
-1 -1 
B21 = A A21 All 
-1 
B22 = A 
(The Frobenius-Schur lemma i s  a s p e c i a l  c a s e  of a l e m m a  a p p l i c a b l e  t o  
p a r t i t i o n i n g  i n t o  an a r b i t r a r y  number of subsystems: 
It can be d e r i v e d  by j u d i c i o u s  a p p l i c a t i o n  of Cramer's r u l e . )  
E v i d e n t l y  p a r t i t i o n  procedures  o f f e r  no p a r t i c u l a r  s a v i n g  i n  
t i m e  o r  s t o r a g e  space.  They are of importance when e i t h e r  some of t h e  
subsystems have a l r e a d y  been solved o r  (what i s  almost  t h e  same t h i n g )  
when t h e  p a r t i t i o n i n g  can be c a r r i e d  o u t  so as t o  make enough of t h e  
- 17 - 
i n t o  z e r o  m a t r i c e s  t h a t  computation t i m e  i s  saved.  I n  a l l  subse-  
Ai j 
quent  d i s c u s s i o n s  i t  w i l l  be  assumed t h a t  t h e  main system has  a l r e a d y  
been s o  p a r t i t i o n e d ,  and t h a t  t h e  system under d i s c u s s i o n  cannot  be use- 
f u l l y  p a r t i t i o n e d  f u r t h e r .  
2 . 3  Enlargement Procedures  
Under t h e  enlargement  ca tegory  of procedures  a r e  grouped t h o s e  
procedures  which s o l v e  a sequence of l i n e a r  systems each  of which i s  a 
p r o p e r  s u b s e t  of t h e  succeeding  system. They are d i s t i n q u i s h e d  i n  t h i s  
way from t h e  r e d u c t i o n  procedures  i n  which t h e  sequence runs t h e  o t h e r  
way, t h e  s i z e  of  t h e  system t o  b e  so lved  being w h i t t l e d  down e v e n t u a l l y  
t o  one e q u a t i o n  i n  one unknown, a f t e r  which, by s u c c e s s i v e  s u b s t i t u t i o n s ,  
t h e  res t  of t h e  system i s  s o l v e d  as a sequence of s i n g l e  e q u a t i o n s  i n  
one unknown. 
Enlargement procedures  are, a long w i t h  p a r t i t i o n  p r o c e d u r e s ,  
b a s e d  on t h e  Frobenius-Schur l e m m a :  
9 - 1  
r A l l  A121 
where,  
The l i n e a r  e q u a t i o n  problem: 
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t h e n  has  t h e  s o l u t i o n :  
where AX1 = Xi - Xi 
and X1 i s  a s o l u t i o n  of 
The above procedure  i s  p a r t i c u l a r l y  s imple  when A,: and X1 a r e  a l r e a d y  
known and when A22 i s  a s c a l a r ;  i n  o t h e r  words,  when X2 c o n s i s t s  of a 
s i n g l e  e lement ,  f o r  i n  t h a t  case A i s  a sca la r ,  i t s  r e c i p r o c a l  is immedi- 
a t e l y  computable,  and t h e  formula f o r  
- 
i AX17 
I I 
can b e  r a p i d l y  e v a l u a t e d .  
This  same procedure  g i v e s ,  of c o u r s e ,  a l s o  t h e  r e c i p r o c a l  
m a t r i x ,  a t  t h e  c o s t  of a d d i t i o n a l  s t o r a g e  s p a c e  and a l i t t l e  b i t  more 
o f  computat ion.  There are numerous v a r i a n t s  of t h i s  procedure  -- t h e  
b o r d e r i n g  and e s c a l a t o r  procedures  a r e  b e s t  known. S e q u e n t i a l  a n a l y s i s  
i s  a l s o  r e l a t e d  t o  t h e  above procedure,  s i n c e  T : e  have: 
where 
- 19 - 
and t h e  o r i g i n a l  problem i s  
A1 1 
A 2 1  - 
X i  + AX, - Y 1  
y 2  - i -  
where 
y1 = A 1 1  x1 
There i s  obvious ly  l i t t l e  d i f f e r e n c e  between r e d u c t i o n  procedures  
a d en1  
cerned.  
rgement procedures  as  f a r  as number of o p e r a t i o n s  r e q u i r e d  i s  con- 
Major d i f f e r e n c e s  occur  i n  t h e  amount of s t o r a g e  s p a c e  needed and 
i n  t h e  t y p e s  of riumerical  checks ( c o n t r o l s )  used on t h e  computat ions.  
There i s  a l s o  a very  c o n s i d e r a b l e  d i f f e r e n c e  i n  t h e  c o n d i t i o n s  under which 
t h e  procedures  can b e  used;  r e d u c t i o n  procedures  must a p p a r e n t l y  s t a r t  
w i t h  t h e  complete system, whereas t h e  enlargement  procedures  can s t a r t  w i t h  
whatever  d a t a  are a v a i l a b l e  and s tep-by-step b u i l d  up t h e  f i n a l  s o l u t i o n  
a s  more d a t a  a r r i v e  and more unknowns are added. This  d i f f e r e n c e  i s  more 
a p p a r e n t  t h a n  real ,  f o r  r e d u c t i o n  procedures  can be  w r i t t e n  t o  compute 
downward from a g iven  system t o  t h e  p r e v i o u s  s m a l l e r  system. 
I t  i s  worth p o i n t i n g  o u t  here t h a t  t h e  enlargement  methods are 
similar t o  t h e  i t e r a t i v e  i n d i r e c t  methods t o  b e  d i s c u s s e d  below. Both 
sets of procedures  s ta r t  from assumed s o l u t i o n s  and work towards a f i n a l  
s o l u t i o n ;  f o r  enlargement  procedures ,  t h e  assumed s o l u t i o n  happens t o  
b e  a l s o  an e x a c t  s o l u t i o n  t o  a s u b s e t  of t h e  e n t i r e  system. Because of 
t h i s  s i m i l a r i t y ,  t h e  enlargement  and i t e r a t i v e  i n d i r e c t  p rocedures  can 
e a s i l y  b e  used t o g e t h e r  on t h e  same problem, o r  t e c h n i q u e s  u s e f u l  t o  one 
s e t  of procedures  can b e  a p p l i e d  t o  t h e  o t h e r .  This  f a c t  h a s  many in-  
t e r e s t i n g  r e s u l t s  which w i l l  b e  d iscussed  i n  g r e a t e r  d e t a i l  i n  a f u t u r e  
r e p o r t .  
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2 . 4  O r t h o p o n a l i z a t i o n  Procedures 
O r t h o g o n a l i z a t i o n  procedures  have f e a t u r e s  l i n k i n g  them t o  
b o t h  d i r e c t  and t o  t h e  i n d i r e c t  p rocedures .  They a r e  c e r t a i n l y  d i r e c t  
p r o c e d u r e s ,  s i n c e  t h e  number of s t e p s  involved  is  independent  of t h e  
v a l u e s  of A ,  Y ,  o r  t h e  s t a r t i n g  va lue  X O .  On t h e  o t h e r  hand, t h e y  s t a r t  
from a n  assumed v a l u e  X o  of X ,  which makes them a k i n  t o  t h e  i n d i r e c t  
methods. The f i n a l  v a l u e ,  X ,  i s  b u i l t  up from X O  i n  a ser ies  of s t e p s  
such  t h a t :  
X = X o  + ki AXi 9 
i 
where t h e  k .  are c o e f f i c i e n t s  and t h e  AX.  are o r t h o g o n a l  w i t h  r e s p e c t  
1 1 
t o  some p r e s e l e c t e d  m a t r i x .  (Note t h e  s i m i l a r i t y  of t h e  procedure  t o  
expans ion  of a f u n c t i o n  i n t o  or thogonal  po lynomia ls ) .  Because of t h e  
o r t h c g o n a l i t y  of t h e  AX one can e a s i l y  show t h a t  1) i 
and t h a t  2)  
k .  AX,  = 0 f o r  i > n 
1 1  
where n i s  t h e  rank  of A.  
The c o n j u g a t e  g r a d i e n t  method i s  an o r t h o g o n a l i z a t i o n  procedure  
i n  which t h e  AX.  and k .  are der ived  from t h e  s u c c e s s i v e  r e s i d u a l s  AY . 
1 1 i 
Yi Axi 
- 2 1  - 
Its  computa t iona l  c h a r a c t e r i s t i c s  a r e  shown i n  Table  5. 
CONJUGATE GRAD I ENT PROCEDURES 
Div. -S t o r a p e  Add. & Subt .  Mu1 t . 
Sing l e  S t e p  6n2+1 8n+7 2n2t5n-4 3n2+7n 2 
Cycle  6n2+1 8n+7 n ( 2n2+5n- 4 )  n ( 3n2+7n) 2n 
Table 5 
Several c h a r a c t e r i s t i c s  of o r t h o g o n a l i z a t i o n  procedures  are of 
imp0 r t an ce . 
1)  Although t h e  procedures  are i n  t h e o r y  a p p l i c -  
a b l e  t o  any non-singular  sys tem,  t h e y  are 
p r a c t i c a l l y  l i m i t e d  t o  systems w i t h  p o s i t i v e  
d e f i n i t e  m a t r i c e s .  S o l u t i o n  of a g e n e r a l  
system i n v o l v e s  a t  some s t a g e  convers ion  t o  
a p o s i t i v e  d e f i n i t e  system, i n t r o d u c i n g  n3/2 
m u l t i p l i c a t i o n s  and n3/2  a d d i t i o n s  (approxi-  
m a t e l y ) .  
2 )  The number of o p e r a t i o n s  i n  an o r t h o g o n a l i -  
z a t i o n  procedure i s  g r e a t e r  t h a n  t h e  number 
i n  a r e d u c t i o n  d i r e c t  p rocedure  by a f a c t o r  
of a t  l eas t  3 i n  t h e  g e n e r a l  case. I t s  use 
must ,  t h e r e f o r e ,  b e  j u s t i f i e d  on grounds 
o t h e r  than  t h a t  of economy of o p e r a t i o n .  Jus-  
t i f i c a t i o n  fol lows from t h e  f a c t  t h a t  t h e  
smaller t h e  d i f f e r e n c e  X - X o ,  t h e  smaller 
are t h e  s u c c e s s i v e  c o r r e c t i o n s  kXi and,  t h e r e -  
f o r e ,  i t  can b e  assumed t h a t  t h e  computat ion 
sequence can b e  se t  up t o  reduce  round-off 
e r r o r  accumulat ion below what i s  encountered  
i n  t h e  r e d u c t i o n  d i r e c t  p rocedures .  It  seems 
r e a s o n a b l e  t o  e x p e c t  t h a t  round-off e r r o r  ac- 
cumulat ion could b e  minimized by s e t t i n g :  
- 22 - 
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and s t a r t i n g  a new c y c l e  i n  an i n d i r e c t :  
p rocedure  such as t h e  Gauss-Seidel.  
2.5 I n d i r e c t  Procedures  
2 .5 .1 Universal ly-Convergent  Procedures  
To r e t a i n  t h e  p r e c i s i o n  of t h e  c l a s s i f i c a t i o n  g i v e n  i n  Table  1, 
a d i s t i n c t i o n  i s  made between those  procedures  which always approach a 
l i m i t  r e g a r d l e s s  of t h e  make-up of t h e  system and t h o s e  procedures  whose 
convergence depends on c h a r a c t e r i s t i c s  of t h e  system, on t h e  i n i t i a l  
s o l u t i o n  assumed, e tc .  A f u r t h e r  d i s t i n c t i o n  could b e  made between n-s tep  
p r o c e d u r e s ,  which t h e o r e t i c a l l y  are complete  a f t e r  n-s teps  (where n i s  
t h e  o r d e r  of t h e  A m a t r i x ) ,  and u n l i m i t e d  s t e p  procedures  which have 
no pre-de terminable  number, of s t e p s  t o  convergence. There are  many p o i n t s  
of s i m i l a r i t y  between t h e  r e d u c t i o n  d i r e c t  p rocedures  and n-s tep methods 
t h a t  t h e s e  are u s e f u l l y  p laced  i n  t h e  e q u i v a l e n c e  ( i n v e r s i o n )  group.  
A s  an  example of t h e  universa l ly-convergent  procedure  t h e  
p r o j e c t i v e  method of J. Hawkins (1967) may b e  c i t e d .  This  procedure  
i s  more f u l l y  d e s c r i b e d  i n  t h e  next  s e c t i o n ,  b u t  i n  s i m p l e s t  terms i t  de- 
f i n e s  t h e  s o l u t i o n  o f :  
Y = A x  
t o  be t h e  c o o r d i n a t e s  of i n t e r s e c t i o n  of a c e r t a i n  p l a n e  w i t h  t h e  perpen- 
d i c u l a r  from t h e  o r i g i n  t o  t h a t  p lane ,  and s o l v e s  f o r  a sequence of 
p l a n e s  and f o o t - p o i n t s .  There a r e  many resemblances between t h e  Hawkins, 
Kacmarz, and Cimmino procedures ,  so i t  may b e  assumed t h a t  t h e  number of 
o p e r a t i o n s  involved  a r e  of t h e  same o r d e r  of magnitude f o r  each.  
6 g i v e s  e s t i m a t e s  of t h e  computat ional  e f f e c t  involved.  
Table  
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2.5.2 C o n d i t i o n a l l y  Convergent Procedures  
A c o n d i t i o n a l l y  convergent procedure i s  one whose convergence 
depends upon t h e  numer ica l  v a l u e s  of t h e  A m a t r i x  e lements .  The univers -  
a l l y  convergent  procedures  d iscussed  above and i n  S e c t i o n  3 w i l l  converge 
a t  l eas t  t o  some v a l u e  of  X r e g a r d l e s s  of t h e  rank  of A o r  i t s  c o n d i t i o n  
numbers. For example, the commonly used Gauss-Seidel and o v e r - r e l a x a t i o n  
me,thods r e q u i r e  f o r  convergence t h a t  A be p o s i t i v e  d e f i n i t e ;  t h i s  i s  a 
severe r e s t r i c t i o n .  The advantages of c o n d i t i o n a l l y  convergent  procedures  
a r e  t h a t :  
1) a l though t h e  number of s t e p s  r e q u i r e d  
t o  arrive a t  an e x a c t  answer i s  i n  
t h e o r y  i n f i n i t e  ( i n  g e n e r a l ) ,  t h e  num- 
b e r  of s t e p s  needed t o  reduce  t h e  de- 
v i a t i o n  from the  e x a c t  answer t o  a 
t o l e r a b l e  value i s  f i n i t e  and may b e  
less t h a n  t h e  number r e q u i r e d  by a di-  
rect  procedure.  
The p r e c i s i o n  of an i n d i r e c t  p rocedure  
i s  l i m i t e d  t o  round-of f e r r o r  accumu- 
l a t i o n .  This  e r r o r  l i m i t  i s ,  however, 
approximately p r o p o r t i o n a l  t o  n 2 /  and 
i s  independent  of t h e  number of s t e p s  
taken .  The round-off e r r o r  l i m i t  f o r  
any d i r e c t  method is  approximately pro- 
p o r t i o n a l  t o  n 4 l 3 .  
s i g n i f i c a n t  f i g u r e s  are l o s t  i n  t h e  in-  
d i r e c t  method because of round-off,  8 
s i g n i f i c a n t  f i g u r e s  could b e  l o s t  s o l v -  
i n g  t h e  same problem w i t h  a d i r e c t  pro- 
cedure.  
I f ,  f o r  example, 4 
3 )  A s  a g e n e r a l  r u l e ,  t h e  amount of s t o r a g e  
s p a c e  ( i n  b i t s )  needed by d i r e c t  methods 
i s  n o t  (except  i n  c e r t a i n  v a r i a n t s  of t h e  
o r t h o g o n a l i z a t i o n  procedures)  l e s s e n e d  by 
any p r i o r  knowledge. 
i n  g e n e r a l ,  a r e  b e n e f i t e d  by us ing  p r i o r  
knowledge -- the number of s t e p s  and 
amount of s t o r a g e  space  needed are b o t h  
diminished.  
I n d i r e c t  p rocedures  , 
- 25 - 
Table  7 shows t h e  minimal computa t iona l  requi rements  f o r  any 
i t e r a t i v e  procedure  f o r  t h e  f i r s t  c y c l e  and f o r  t h e  t o t a l  number of 
c y c l e s  and s t e p s  needed t o  b r i n g  a l l  e lements  of X t o  t h e  r e q u i r e d  
p r e c i s i o n .  
d i r e c t  procedure cannot  b e  less  than  about  n3/3,  a c o n d i t i o n a l l y  convergent  
procedure  can g o  through n / 3  complete c y c l e s  b e f o r e  l o s i n g  t o  d i r e c t  pro- 
cedures  i n e f f i c i e n c y .  Furthermore,  a t  t h i s  p o i n t  i t  w i l l  have l o s t  on ly  
h a l f  as many s i g n i f i c a n t  f i g u r e s  through round-off e r r o r .  
S i n c e  (assuming m=n) t h e  number of o p e r a t i o n s  needed by a 
The advantages of i n d i r e c t  p rocedures  a r e  ba lanced  o r  c a n c e l l e d  
by s e v e r a l  o t h e r  c o n s i d e r a t i o n s .  
I f ,  as i s  u s u a l l y  t h e  c a s e  i n  p r a c t i -  
c a l  problems , t h e  r e c i p r o c a l  m a t r i x  
must b e  computed o r  ATA computed, t h e  
number of o p e r a t i o n s  f o r  t h e  combined 
computation i s  immediately of  t h e  o r d e r  
n 3  r e g a r d l e s s  of whether  o r  n o t  i n d i r e c t  
p rocedures  a r e  used.  
Convergence f o r  many i n d i r e c t  proce- 
d u r e s  i s  guaranteed only  f o r  s p e c i a l  
k i n d s  of m a t r i c e s  -- u s u a l l y  p o s i t i v e  
d e f i n i t e  m a t r i c e s .  The ra te  of con- 
vergence is dependent on t h e  XO i n i t i -  
a l l y  chosen and t o  b e  made reasonably  
l a r g e  may f u r t h e r  r e q u i r e  knowledge 
( u s u a l l y  by computation) of q u a n t i t i e s  
n o t  d i r e c t l y  a c c e s s i b l e  such a s  t h e  A 
m a t r i x  s p e c t r a l  r a d i u s .  
Table  8 shows t h e  computer requi rements  of two common conver- 
gence-condi t iona l  (C. C. ) i n d i r e c t  p rocedures ;  t h e  p o i n t  r e l a x a t i o n  and 
g r a d i e n t  procedures .  A l l  of t h e  procedures  l i s t e d  i n  t h e  t a b l e  could  b e  
c l a s s i f i e d  as r e l a x a t i o n  procedures ,  s i n c e  they are v a r i a n t s  of t h e  same 
e q u a t i o n :  
w 
3 
H 
3 w w 
H 
n 
4: 
3 
W 
c 
E n 
A 
3 
v 
c m + 
E 
N 
+I 
0 
a, 
- 27 - 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
Cn w 
ix 
3 
w 
U 
0 
ffi 
PI 
n 
H a 
E 
u 
W 
.51 a 
i I  3 
E 
u 
P 
1 
rn 
LEl 
TI 
-0 c 
C G  
N 
: : + d  
N I  
G N  
C 
4 
w +  
C N  
G 
I 
I 
- 28 - 
C 
+ 
C 
m 
hl 
hl 
hl :: 
N + 
C 
N 
hl 
4 
+d e + 
C 
N 
u 
C 
a, u 
rn 
al 
u 
a 
VI 
al a 
a, 
a, u 
Cn 
I 
I 
I 
I 
I 
1 
I 
I 
I 
I 
I 
I 
I 
R 
1 
I 
I 
1 
I 
The equat ion:  
+ wY 
r e p r e s e n t s  i n  f ac t ,  t h e  procedures  : 
under- re laxa t ion  
Gauss- S e  i d e l  accord ing  
over-re l a x a t i o n  
U,  D ,  and L are t h e  upper t r i a n g u l a r ,  d i a g o n a l ,  and lower t r i a n g u l a r  compon- 
e n t s  of A. 
C.C. I n d i r e c t  Procedures  are even more v a r i e d  t h a n  t h e  d i r e c t  
methods,  and t h e r e  are i n t e r e s t i n g  r e l a t i o n s  between them. The r e l a t i o n  
of t h e  most impor tan t  of t h e s e  t o  very  l a r g e  systems w i l l  b e  s t u d i e d  i n  more 
d e t a i l  i n  S e c t i o n  6 . .  Some comments a t  t h i s  p o i n t  a r e  n e c e s s a r y .  
1 )  Most procedures  of t h i s  t y p e  r e q u i r e  
t h a t  t h e  m a t r i x  A b e  p o s i t i v e  d e f i n i t e .  
The reason  is g e o m e t r i c a l l y  obvious.  
Success ive  approximations t a k e  one in-  
ward toward t h e  c e n t e r  of a fami ly  of 
s u r f a c e s .  A p o s i t i v e  d e f i n i t e  m a t r i x  
d e f i n e s  a family of h y p e r - e l l i p s o i d s ,  
and t h e r e  i s  no d i f f i c u l t y  i n  proceeding 
t o  t h e  c e n t e r .  I f  t h e  m a t r i x  i s  n o t  pos i -  
t ive  d e f i n i t e ,  t h e  hyper-surfaces  (cor-  
responding , e. g. t o  "hyper"-hyperboloids) 
may d i v e r g e  t o  i n f i n i t y  and s u c c e s s i v e  
approximation d iverge  along w i t h  them. 
This  d i f f i c u l t y  could be overcome, b u t  
p o s s i b l y  o n l y  by modifying t h e  procedure  
t o  t h e  p o i n t  where i t  i s  no l o n g e r  com- 
p e t i t i v e  w i t h  a d i r e c t  procedure.  
2 )  The estimates given i n  Table  8 f o r  o v e r  
and under r e l a x a t i o n  methods do n o t  in -  
c lude  t h e  o p e r a t i o n s  needed f o r  computa- 
t i o n  of w. I f  w i s  computed f o r  maximum 
rate  of convergence t h e  v a l u e  of w which 
minimizes t h e  s p e c t r a l  r a d i u s  ( i  . e. maxi- 
mum e i g e n v a l u e )  of 
- 29 - 
must be found. The p r o c e s s  of f i n d i n g  o r  
e s t i m a t i n g  t h e  s p e c t r a l  r a d i u s  and i t s  mini- 
miz ing  parameter  w can b e  s imple  o r  compli- 
ca t ed .  
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3. THE HAWKINS UNIVERSALLY CONVERGENT I N D I R E C T  PROCEDURE 
The Hawkins' p rocedure  was d e s c r i b e d  i n  a p r e v i o u s  r e p o r t ,  
CR-66-198-1. I t  w a s  d e r i v e d  t o  have a v a i l a b l e  a procedure  t h a t  would 
converge under  a l l  c o n d i t i o n s ,  b u t  e x t e n s i o n  of t h e  p r i n c i p l e s  used i n  
i t  t o  o t h e r  C . C .  i n d i r e c t  procedures  h a s  seemed t o  have promise.  F u r t h e r ,  
i n v e s t i g a t i o n  of t h e  method r e v e a l s  t h a t  i t  h a s  many p o i n t s  of resemblance 
t o  t h e  methods of Kacmarz and of Cimmino (Bodewig, 1959) .  There are d i f -  
f e r e n c e s ,  however, which could be v a l u a b l e .  
Suppose our  l i n e a r  system (of dimension n)  i s :  
Ax = f 
Kacmarz's method is given by: 
k+1  = X~ + "R Ai X 
where 
a R =- (xk Ai - fi)/A: 
U s u a l l y ,  however, A i s  t ransformed beforehand so  t h a t  A? = 1, i n  which case: 
1 
~1 =- (xa Ai - f i )  R 
To p r e p a r e  system (1) f o r  my method, f i r s t  d i v i d e  each e q u a t i o n  
by f i ,  s o  t h a t :  
A! x = 1, 
1 
where 
A; = A i / f i  
I n  m a t r i x  n o t a t i o n :  
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The row v e c t o r s  of A'  d e f i n e  an n-1 d imens iona l  hyper-plane H. I f  P 
i s  t h e  p o i n t  i n  13 whose a s s o c i a t e d  v e c t o r  (from t h e  o r i g i n )  i s  normal 
t o  H ,  then:  
x = PIP2 
Given a p o i n t  x i n  H and a row A! of A ' ,  t h e  method i s  g i v e n  by: R 1 
where 
Where Kacmarz i t e ra tes  w i t h  t h e  same s e t  of  v e c t o r s  ( t h e  Ai), t h e  above 
method creates a new v e c t o r  (x - A.) f o r  each  i t e r a t i o n .  The formula 
f o r  a i s  e s s e n t i a l l y  t h e  same i n  each c a s e .  
R 1  
R 
Suppose from system ( 2 )  w e  form n-1 v e c t o r s :  
Vi = Ai - A I ,  i = 2 , .  . . ,n ( 3 )  
t h e n  t h e  i t e r a t i v e  p r o c e s s  becomes: 
where 
= x  + a  v 
R+ 1 R R i  X 
ct =- x V.lV2 
R R i i  
The p r o c e s s  i n  t h i s  case i s  e x a c t l y  t h e  same as t h a t  of Kacmarz. 
The d i f f e r e n c e  mentioned ea r l i e r  i s  t h a t  now w e  are d e a l i n g  
w i t h  n-1 v e c t o r s  ( t h e  Vi) i n s t e a d  of n ( t h e  Ai). 
vergence depends on t h e  n-1 v e c t o r s  V . Suppose w e  rewrite e q u a t i o n  ( 3 ) ,  
Thus, t h e  ra te  of con- 
i 
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= A i  Ai - A1 vi ( 3 )  ’ 
i’ 
The c o n d i t i o n  of t h e  v e c t o r s  Vi now depend on t h e  n-1 rea l  numbers X 
Hopeful ly ,  a s imple  i t e r a t i v e  technique  can be  found which produces  t h e  
optimum set  of X i . e .  t h e  X which op t imize  t h e  c o n d i t i o n  of t h e  V . 
I n  Table  8 ( S e c t i o n  2.5.2 proceding)  i s  g iven  a comparison of t h o s e  
c h a r a c t e r i s t i c s  of t h e  Kacmarz, Cimmino, and Hawkins p rocedures  which 
are of importance computa t iona l ly .  
i’ i i 
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I 
4 .  THE M A T R I X  AS A CONTINUOUS P R O C E S S  
I n  t h e  p r e l i m i n a r y  r e p o r t  C R - 6 6 - 1 9 8 - 1 ,  a d e s c r i p t i o n  w a s  
g iven  of t h e  i n v e s t i g a t i o n s  made i n t o  d e n s i f i c a t i o n  p r o c e d u r e s .  The 
reasoning  i s  t h a t  as t h e  s i z e  of l i n e a r  systems 
AY = AAX 
i n c r e a s e s  ( i . e .  as t h e  rank of A i n c r e a s e s )  t h e r e  i s  a p o s s i b i l i t y  t h a t  
some of t h e  g r o s s  c h a r a c t e r i s t i c s  of t h e  system can be approximated by 
t h e  analogy:  
There i s  no mathemat ica l  j u s t i f i c a t i o n  f o r  t h i s  assumption,  b u t  t h e r e  i s  
adequate  p h y s i c a l  j u s t i f i c a t i o n .  The p h y s i c a l  meaning of a l l o w i n g  n t o  
i n c r e a s e  i s  t h a t  a very  l a r g e  number of samples ( o b s e r v a t i o n s )  a r e  taken  
from t h e  u n i v e r s e  d e s c r i b e d  by A and t h a t  t h e  number of o b s e r v a t i o n s  and 
t h e  number of c a u s a t i v e  f a c t o r s  keep i n  s t e p .  S i n c e  t h i s  would imply 
t h e  i m p o s s i b i l i t y  of adequate ly  d e s c r i b i n g  t h e  u n i v e r s e  by means of a 
s m a l l  number of v a r i a b l e s ,  p h y s i c s  r e q u i r e s  t h a t  t h e  X v e c t o r  b e  d e s c r i b -  
a b l e  as a f u n c t i o n  of a f i n i t e ,  u s u a l l y  small, number of  v a r i a b l e s .  For 
examples,  t h e  Y v e c t o r  might be a ser ies  of range o r  a n g l e  measurements 
and X t h e  corresponding p o s i t i o n s  o f  a s p a c e  probe o r  s a t e l l i t e ;  Y might  
be t h e  measured c o o r d i n a t e s  of s t a r  images and X t h e  cor responding  s e t  of  
s t a r  p o s i t i o n s ;  Y might b e  d i r e c t i o n  and h e i g h t  measurements of ground 
p o i n t s  and X t h e  s p h e r o i d o c e n t r i c  c o o r d i n a t e s  of t h e s e  p o i n t s ;  e t c . ,  e t c .  
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I n  every  example e x c e p t  perhaps  t h e  second,  i t  i s  obvious t h a t  t h e  X 
v e c t o r  i s  n o t  composed of completely independent  v a r i a b l e s .  Even i n  t h e  
a s t r o m e t r i c  example, t h e  e lements  of X are connected by common membership 
i n  a g l o b u l a r  c l u s t e r  o r  i n  t h e  same a s s o c i a t i o n ,  o r  i n  t h e  same g a l a x y ,  
e tc .  T h e r e f o r e ,  one can j u s t i f y  the  assumption t h a t  when n i s  i n c r e a s e d  
f a r  enough r e l a t i o n s  begin  t o  appear between t h e  e lements  of X.  
N e v e r t h e l e s s ,  t h e r e  a r e  s e r i o u s  o b j e c t i o n s  t o  u s e  of t h i s  
analogy,  and i n v e s t i g a t i o n  i n t o  t h i s  a s p e c t  i s  going on. A s e p a r a t e  re- 
p o r t  w i l l  be  made on t h e  r e s u l t s  of t h e s e  i n v e s t i g a t i o n s .  
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5. INVESTIGATION OF TOPOLOGY OF LARGE MATRICES 
I n  t h e  INTRODUCTION a connect ion w a s  t r a c e d  ( i n  g e n e r a l  terms)  
between m a t r i x  t h e o r y  and topology t h e o r y .  
h e r e  i n  t h e  same s e n s e  as d e f i n e d  i n  Merriam-Webster Second I n t e r n a t i o n -  
a l  D i c t i o n a r y .  It w i l l  never  be used t o  d e s i g n a t e  a p a r t i c u l a r  k i n d  of 
s e t  as i s  sometimes done i n  topology t h e o r y . )  The connec t ion  i s  p o s s i b l e  
because p a r t s  of each t h e o r y  can be d e s c r i b e d  i n t e r m s  of group t h e o r y  
c o n c e p t s .  It can b e  made more c o n c r e t e  a s  f o l i o w s .  
(The term "theory" i s  used 
L e t  A b e  an  no x mg matrix; suppose no 2 mo w i t h  t h e  understand-  
i n g  t h a t  r e s u l t s  f o r  no > m o  apply w i t h  a p p r o p r i a t e  i n t e r c h a n g e  of terms 
of  matrices f o r  which no 
t h e n  o f  column m u l t i p l e s  
6 m g .  By a d d i t i o n  f i r s t  of row m u l t i p l e s  and 
A is  converted t o  t h e  c a n o n i c a l  form: 
7 
0 i 
; r Ell I 
€ 2  2 
0 
I 
1 
! ! i 
! 
i 
I 
E i 
i 
. . . . . . . . . . . . I  
i 
I 
ii 
i 
i j  O I  
i 
b 
! 
where : 
E i s  + 1 o r  0 ,  ii 
i s  0 i f  E i s  0 ,  and bi j ii 
+ 1 o r  0 o t h e r w i s e .  
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The fo l lowing  s t a t e m e n t s  are t h e n  s e l f - e v i d e n t .  
Any m a t r i x  Q (nxmoo) with 
= 0 f o r  j < mg - r ,  and 
f o r  j = k i f  = 0 
'i j 
can t h e n  b e  w r i t t e n  as a m u l t i p l e  o f  
[ A  01 
r x m o  9 
o r ,  i f  [x 01 is  t h a t  submatr ix  of [A 01 c o n t a i n i n g  only  t h e  non-zero rows.jj 
Q = R [i 01 
For many purposes  t h e  matrices [ G I  and [ Q ] ,  where [?I i s  t h e  submatr ix  of 
[ Q ]  w i t h  t h e  columns m > r omitted, mean t h e  same t h i n g ,  i n  which case Q 
i s  g e n e r a l i z e d  t o :  
Q (n x m ;  m i m o l  
Furthermore,  i f  t h e  t r a n s f o r m a t i o n  is l i m i t e d  t o  t h e  t y p e  
-1 A' T AT 
where T i s  a non-s ingular  m a t r i x ,  t h e n  A can b e  t ransformed i n t o  t h e  Jordan  
c o n o n i c a l  form: 
r I 
. .  
~ 0 
A2 0 
. . . . . . . . 
0 
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where t h e  A .  are of  t h e  form: 
1 
T 
'i 
0 : 1 'i 0 0 1 I 1 'i 
w i t h  P e i g e n v a l u e s  a long  t h e  main d i a g o n a l ,  1's a long  t h e  A sub- 
i j , j + l  
d i a g o n a l ,  and z e r o s  everywhere else. I f  A i s  t h e  g iven  mat r ix ,  t h e n  t h e  
number of z e r o  columns i n  t h e  Jordan  c a n o n i c a l  form i s  t h e  B e t t i  number 
of t h e  group g e n e r a t e d  by A; t h e  Tor s ion  c o e f f i c i e n t s  are t h e  p r o d u c t s ;  
71 Pi i = 1 , 2 , . . . , n  
It  can  e a s i l y  be  shown t h a t  two matrices are s i m i l a r  i f ,  and 
on ly  i f ,  they  have t h e  same Betti  numbers and t o r s i o n  c o e f f i c i n e t s .  Now 
a f i n i t e l y - g e n e r a t e d  commutative group can obv ious ly  be  r e p r e s e n t e d  as 
t h e  p roduc t  of 1 )  a number of groups which are n o t  c y c l i c ,  and 2) a 
number of sub-groups which are c y c l i c .  The number of non-cyc l i c  sub- 
g roups  r e q u i r e d  i s  t h e  B e t t i  number; t h e  o r d e r s  of t h e  c y c l i c  groups  are 
t h e  t o r s i o n  c o e f f i c i e n t s ,  and t h e  f i n i t e l y - g e n e r a t e d  group i s  determined 
t o  w i t h i n  an  isomorphism by t h e  Betti-numbers and t o r s i o n  c o e f f i c i e n t s .  
The "obviousness" fo l lows  i f  t h e  A matrix and t h e  matrices d e r i v e d  from 
i t  by s i m i l a r i t y  t r a n s f o r m a t i o n s  are r ega rded  as group r e p r e s e n t a t i o n s .  
R e l a t i n g  s u r f a c e s  and groups i s  s l i g h t l y  more d i f f i c u l t  than  
r e l a t i n g  matrices and groups.  Much of t h e  d i f f i c u l t y  i n  topology theo ry  
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arises from 1) t h e  l a c k  of r i g o r  i n  t h e  t h e o r y ,  and 2 )  from semant ic  d i f -  
f i c u l t i e s  casued by a t t e m p t i n g  t o  have t h e  theo ry  i n c l u d e  v a r i o u s  k inds  
of  n o n - f i n i t e  se t s .  C a r e f u l  a n a l y s i s  o f  t h e  l o g i c a l  s t r u c t u r e  of  topo- 
logy theo ry  shows, however, t h a t  theory i s  r e d u c i b l e  t o  a few concepts  of 
rea l  importance.  
1) It i s  assumed t h a t  any s u r f a c e  of  i n t e r e s t  
can be approximated w e l l  enough by a s e t  
of connected t r i a n g u l a r  s u r f a c e s .  
2) Defin ing  p o i n t  and l i n e  t o  be  d e g e n e r a t e  
forms of a t r i a n g u l a t i o n  can be ex tended  
t o  any number of dimensions.  
3 )  The s u b j e c t  m a t t e r  of  topology i s  l i m i t e d  
by i m p l i c i t  d e f i n i t i o n  t o  t h o s e  p r o p e r t i e s  
of s u r f a c e s  which can be d e s c r i b e d  by 1) a 
s imple  l i s t i n g  of t h e  v e r t i c e s  of  t h e  as- 
s o c i a t e d  t r i a n g u l a t i o n  and 2 )  t h e  r u l e s  f o r  
connec t ing  t h e  v e r t i c e s  and t r i a n g u l a r  s u r -  
f a c e s .  I n  f a c t ,  t h e  t e r m  "sur face1 '  i n  to-  
pology means s i m p l y  a )  a s e t  of p o i n t s  ( i n  
t h e  E u c l i d i a n  sense)  t h a t  are r e l a t e d  t o  
each  o t h e r  by the  g i v e n  a l l o w a b l e  r u l e s  o r  
b)  a s e t  of q u a n t i t i e s  (geomet r i c  o r  mathe- 
m a t i c a l )  which can b e  r e l a t e d  t o  t h e  p o i n t  
set  (1) i n  such a way t h a t  t h e  r u l e s  f o r  (1) 
are n o t  v i o l a t e d .  Combinat ional  topology 
theo ry  ( t h e  theory of s u r f a c e s  as i t  can be 
desc r ibed  as combinat ions of p o i n t s )  f o r  
e s t h e t i c  r easons  s ta r t s  a t  a l e v e l  of gen- 
e r a l i t y  f a r  greater than  can be accommodated 
by t h e  i n e v i t a b l e  r e s t r i c t i o n  t h a t  t h e  sur -  
f a c e  must be  d e s c r i b a b l e  as a set  of symbols 
P .  w i t h  r u l e s  connect ing t h e  symbols.  
1 
I n  view of t h e  proceding  g e n e r a l  remarks d i s c u s s i o n  of t h e  su r -  
face- to-group r e l a t i o n s h i p  w i l l  be  c a r r i e d  ou t  a t  t h e  i n t u i t i v e  level ;  
r i g o r o u s  d e v i a t i o n  of  n o n - t r i v i a l  r e s u l t s  would r e q u i r e  among o t h e r  t h i n 3 s  
a r e v i s i o n  of t h e  b a s i c  t h e o r i e s  of combina t iona l  and set  topology,  and 
t h i s  i s  f a r  o u t s i d e  t h e  scope  of t h e  p r e s e n t  i n v e s t i g a t i o n .  Fur thermore ,  
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a l though t h e  d i s c u s s i o n  w i l l  be i n  terms of t r i a n g u l a r  s u r f a c e s ,  t h e  
d i s c u s s i o n  can apply t o  any dimension by s u b s t i t u t i o n  of s u i t a b l e  terms. 
1)  A s u r f a c e  i s  a s e t  of t r i a n g u l a r  s u r f a c e s  
(TS) which a r e  combined accord ing  t o  cer- 
t a i n  r u l e s .  These i n  e s s e n c e  g i v e  meaning 
t o  l i n e a r  combinations of TS, and such  
combinat ions a r e  c a l l e d  c h a i n s  and denoted 
by Ck where k i s  t h e  (Eucl idean)  dimension 
number of t h e  s u r f a c e s .  That i s ,  a c h a i n  
~k is :  
k where i d e n o t e s  a p a r t i c u l a r  c h a i n  and S j  
i s  a k dimensional  e lement  of t h e  s u r -  
f ace. 
The cha ins  Ck  which "descr ibe"  a par t i -cu-  
l a r  s u r f a c e  form a group. They, t h e r e f o r e ,  
have b a s e s .  
a boundary chain a s s o c i a t e d  w i t h  i t :  
2) 
Furthermore,  each b a s e  Ck has  
k j  sk-l 
= 1 1 a i j  E V  V 
v j  
k- 1 
: 1 biV sv 
V 
i n c i d e n t  w i t h  same o r i e n t a t i o n )  
, i n c i d e n t  w i t h  o p p o s i t e  o r i e n t a -  
i t i o n .  
a r e  n o t  i n c i d e n t  I' i
k- 1 
S 
V 
'c 
Hence, a s u r f a c e  g e n e r a t e s  a sequence of matrices 
Qk whose columns are  l a b e l l e d  by t h e  e lements  of 
t h e  k base  cha in  and t h e  rows by t h e  e lements  of 
t h e  base  of  t h e  k-1 boundary c h a i n ,  and whose ele- 
ments are Ekj . 
V 
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3)  It i s  f a i r l y  obvious,  from t h e  f o r e g o i n g ,  
t h a t  b a s e s  can be chosen f o r  t h e  k c h a i n  
groups  i n  such a way t h a t  t h e  i n c i d e n c e  
matrices have t h e  c o n o n i c a l  form: 
k 
i T1 
i k T 2  
0 .  
0 
I 
b 
k '  
T .  
V 
~ . . . . . . . . . . . 
I 
I 0 
L 
. .  2 
i 
k where t h e  ~i are t h e  t o r s i o n  c o e f f i c i e n t s  
of u n i t y .  The t o r s i o n  c o e f f i c i e n t s  were 
d e s c r i b e d  earlier.  
A t  t h i s  p o i n t ,  t h e r e f o r e ,  w e  have e s t a b l i s h e d  t h e  sought - for  
r e l a t i o n  between s u r f a c e s  and m a t r i c e s ,  and t h i s  connec t ion  w i l l  f o r  t h e  
t i m e  be ing  s u f f i c e .  The n e x t  s t ep  i s  t o  r e l a t e  t h e  c o m p u t a b i l i t y  of a 
l a r g e  system t o  t h e  s u r f a c e s  c h a r a c t e r i z e d  by t h e  t o r s i o n  c o e f f i c i e n t s  
and Bet t i  numbers, t o  see i f  topology theory  can a s s i s t  i n  s i m p l i f y i n g  
t h e  computa t iona l  procedure.  A beginning on t h i s  h a s  been made. I t  i s  
d e s c r i b e d  i n  S e c t i o n  2 of t h e  preceding r e p o r t .  I n  t h a t  r e p o r t ,  t h e  
were d e f i n e d  i n  such a way t h a t  they  gave t h e  amount q u a n t i t i e s  C '  i j '  cij C 
- 
of i n c i d e n c e  between rows i and j o r  between columns i and 3, r e s p e c t i v e -  
l y .  T h e i r  u t i l i t y  i n  e s t i m a t i n g  t h e  c o m p u t a b i l i t y  of a system i s  shown 
f o r  t h e  computation o f :  
B = ATA 
k i n  Table  9 .  The r e l a t i o n s  between (Cr C c . )  t o r s i o n  c o e f f i c i e n t s  T 
and B e t t i  numbers gk w i l l  b e  i n v e s t i g a t e d  t o  see: 
i j '  ij 
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COMPUTATION OF A ~ A  
~~ 
METHOD 
1. 
2. 
3 .  
4 .  
# O  
Ci j '  r cij C 
c -  
Cij  - 
cij - -r - 
-r -c 
C i j '  cij 1 0  
MEMORY IN/ OUT 
(N2+N) (2M+1) 
2 
( N2+N) (M- 1 ) 
2 
I ,  
2 
L 
T a b l e  9 
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X 
(N +N ) M 
2 
(N~+N) E,", 
(NE:. +N)M 
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how f a r  one set  may be computed from 
t h e  o t h e r ;  
how t h e s e  q u a n t i t i e s  change w i t h  in-  
c r e a s i n g  s i z e  of t h e  system; and 
what t h e i r  geometr ic  s i g n i f i c a n c e  i s  
as t h e  s i z e  of t h e  system i n c r e a s e s  
and t h e  matrix is d e n s i f i e d .  
I t  a p p e a r s  a t  p r e s e n t  as i f  t h e  ( C f j ,  CF. )  i s  e a s i e r  t o  use  t h a n  t h e  
( .ck,  f3 ) set and h a s  more computat ional  s i g n i f i c a n c e  ( o r  a t  l ea s t  i s  
1 J  
k 
easier t o  i n t e r p r e t  computa t iona l ly) .  
- 4 3  - 
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6.  COMPUTATION PROCEDURES 
I n  t h e  prev ious  r e p o r t  t h e r e  was a d i s c u s s i o n  of t h e  e f f e c t i v e -  
n e s s  of v a r i o u s  k inds  of i t e r a t i v e  ( i . e .  i n d i r e c t )  p rocedures  f o r  s o l v i n g  
v e r y  l a r g e  sys tems.  The conclus ion  was reached t h a t  t h e  only  i n d i r e c t  
p rocedure  which would f u n c t i o n  e f f i c i e n t l y  i n  g e n e r a l  was one which 1) 
s t a r t e d  o f f  from a reasonably  c l o s e  approximate s o l u t i o n ,  2)  converged 
r e g a r d l e s s  of t h e  "condi t ion"  of t h e  A m a t r i x  of t h e  system, and 3)  made 
u s e  of t h e  r e s u l t s  of preceding  i t e r a t i o n s  t o  improve t h e  r e s u l t s  of t h e  
c u r r e n t  i t e r a t i o n .  Many d e t a i l s  are gone i n t o  i n  t h e  p r e v i o u s  r e p o r t  and 
are n o t  needed h e r e .  An o u t l i n e  of t h e  "optimum" procedure ,  as i t  looks  
a t  p r e s e n t ,  i s  given below t o  show t h e  r e l a t i o n  of t h e  v a r i o u s  p a r t s  of 
t h i s  r e p o r t  t o  t h e  o v e r - a l l  i n v e s t i g a t i o n .  
6 . 1  The L i n e a r  System 
Y = AX 
i s  t o  b e  s o l v e d  f o r  X and f o r  (ATA)-l. 
6 .2  P r e l i m i n a r y  Handling and Computation 
6 .2 .1  The system i s  approximated by cont inuous  f u n c t i o n s  i f  f e a s i b l e  
T -1 
and approximate v a l u e s  of X and (A  A) computed, a long w i t h  such e s t i m a t e s  
of t h e  e r r o r s  i n  X and (A A )  as may e a s i l y  be computed. The dN e r r o r  i n  
N E (ATA)-' 
T -1  
t h a t  i s  caused by e r r o r s  i n  (ATA) E n i s  wel l  known; i t  i s  
=- L _ l  i \ , i\r ?! dn 
i k  j k  kR k R  
dNi 
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To compute [dN] by m a t r i x  procedures  would b e  n o t  on ly  d i f f i c u l t  b u t  foo l -  
i s h  a t  t h i s  s t a g e .  Computation by approximate methods may be f e a s i b l e .  
6.2.2 I f  t h e  r e s u l t s  of 6.2.1 are  f a v o r a b l e ,  t h e  system i s  r e a r r a n g e d  
t o  group z e r o  e lements  and non-zero e lements  i n t o  b l o c k s ,  e t c .  
6.2.3 
6 . 3  The m a t r i x  A A = n i s  computed. 
r C Topologica l  i n v a r i a n t s  on t h e  C i j ,  Ci j  numbers a r e  computed. 
T -  
6 .4  Using an  approximate value of X d e r i v e d  from 6.2.1 o r  from an 
approximate s o l u t i o n  of 
T A y = n X  
where i s  a m a t r i x  d e r i v e d  from n by s u p p r e s s i o n  of e lements  a c c o r d i n g  t o  
a scheme d i c t a t e d  by t h e  numbers d e r i v e d  i n  6 . 2 . 2 ,  a n  i t e r a t i v e  procedure  
i s  s t a r t e d .  
The s u c c e s s i v e  v e c t o r s  X(m) w i l l  c o n t a i n  f ewer  and fewer s i g n i f i c a n t  
f i g u r e s  o r  w i l l  c o n t a i n  a cons tan t  number w i t h  d e c r e a s i n g  maximum mapni- 
tude .  
The i t e r a t i o n  t h e n  procedes  from 6X (m+l) d i r e c t l y  t o  6X (m+k). 
The 6X(m) form a sequence whose v a l u e  a t  s t e p  (m+r) i s  e s t i m a t e d .  
AS m in-  
creases, t h e  v a l u e  of k can be  expected t o  i n c r e a s e  a l s o .  
6 .5  Computation i s  s topped  when a p r e s e t  l i m i t  on some f u n c t i o n  of 
6 X  a n d / o r  6N i s  reached.  
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7. S W A R Y  
I n v e s t i g a t i o n  of procedures  f o r  s o l v i n g  v e r y  l a r g e  l i n e a r  
systems h a s  g o t t e n  t o  t h e  fo l lowing  p o i n t .  
7.1 
any o r d e r  of any rank ,  and w i t h  a r b i t r a r y  s i z e d  c o n d i t i o n  numbers. This  
A procedure h a s  been der ived  f o r  s o l v i n g  a l i n e a r  system f o r  
procedure  may be cons idered  a v a r i a n t  of t h e  Kacmarz and Cimmino procedur-  
es, which has  some advantages i n  computation c h a r a c t e r i s t i c s  and i n  f l e x i -  
b i l i t y .  
7.2 A s t a r t  h a s  been made on t h e  s i m u l a t i o n  of v e r y  l a r g e  systems 
by f u n c t i o n s .  Such s i m u l a t i o n  i s  inadequate  f o r  e x a c t  computat ion b u t  may 
hive a d v m t a g e s  f o r  1) d e r i v i c g  i c i t i a l  approximate s o l u t i o n s  r a p i d l j j  , and 
2)  e s t i m a t i n g  t h e  e f f e c t s  of e r r o r s  i n  t h e  Y and A matrices on t h e  X m a t r i x .  
7 .3  T e n t a t i v e  i d e n t i f i c a t i o n  has  been made of c o m p u t a b i l i t y  c r i t e r i a ,  
r C t h e  Cij  and Cij numbers, which can be used i n  p lanning  t h e  s o l u t i o n  of  v e r y  
l a r g e  l i n e a r  systems.  These numbers have o t h e r  p r o p e r t i e s  which re la te  them 
t o  i n c i d e n c e  m a t r i c e s  and hence t o  geometr ic  s t r u c t u r e s  which can b e  i n v e s t i -  
g a t e d  by topology t h e o r y .  
7.4 A s t u d y  of t h e  computat ional  c h a r a c t e r i s t i c s  of v a r i o u s  known 
procedures  shows t h a t  f o r  s o l u t i o n  of v e r y  l a r g e  l i n e a r  systems an i t e r a t i v e  
procedure  i s  probably  t h e  b e s t .  It is  s u g g e s t e d  t h a t  t h e  most f l e x i b l e  pro- 
cedure ,  which a t  t h e  same t i m e  i s  reasonably e f f i c i e n t ,  would be one involv-  
i n g  t h e  fo l lowing  s t e p s .  
7 .4 .1  An i n i t i a l  approximate s o l u t i o n  i s  o b t a i n e d  by a d i r e c t  method 
o r  by r e p l a c i n g  t h e  system by a b i v a r i a t e  f u n c t i o n .  
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7 . 4 . 2 . 1  I f  t h e  system i s  s i n g u l a r  o r  p o o r l y  c o n d i t i o n e d ,  a univer -  
s a l l y  convergent  procedure  modif ied t o  a l low u s e  of p r o d u c t i o n  sub- 
procedures  may be r e q u i r e d .  
7 . 4 . 2 . 2  I f  t h e  system i s  reasonably w e l l  c o n d i t i o n e d ,  a c o n d i t i o n a l l y  
convergent  i n d i r e c t  ( i t e r a t i v e )  procedure adapted t o  t h e  p a r t i c u l a r  
system b e i n g  s t u d i e d  should  b e  used. 
b e i n g  i n v e s t i g a t e d ;  t h e y  may be r e l a t e d  t o  t o p o l o g i c a l  i n v a r i a n t s  d i s -  
cussed  ear l ie r .  P r e d i c t i v e  procedures  ( a l s o  c a l l e d  semi-iterative o r  
u n i v e r s a l  p rocedures)  a r e  a p p a r e n t l y  s u p e r i o r  t o  o r  a t  least  as good 
as o t h e r  procedures .  
7 . 4 . 3  Where needed, t h e  r e c i p r o c a l  m a t r i x  of t h e  system i s  computed 
i f  p o s s i b l e  a t  t h e  same t i m e  as t h e  s o l u t i o n .  Otherwise r e l e v a n t  por -  
t i o n s  of t h e  s o l u t i o n  are s t o r e d  (on magnet ic  t a p e )  and used i n  a l a te r  
computat ion of t h e  r e c i p r o c a l  m a t r i x .  
7 . 5  Direct s e q u e n t i a l  procedures  a r e  i n f e r i o r  t o  s t r a i g h t  Gaussian 
procedures  o r  i n d i r e c t  p rocedures  except i n  t h o s e  c a s e s  where t h e  s y s t e m  
t o  b e  s o l v e d  i s  n o t  a l l  p r e s e n t  a t  one t i m e  b u t  is  p r e s e n t e d  i n  p a r t s ,  
as i n  t h e  immediate r e d u c t i o n  of c o n t i n u a l l y  a r r i v i n g  d a t a .  Even h e r e ,  
Methods of a d a p t a t i o n  are s t i l l  
t h e  d i r e c t  s e q u e n t i a l  p rocedures  may be i n f e r i o r  t o  i n d i r e c t  p rocedures  
i f  t h e  u l t i m a t e  i n  p r e c i s i o n  i s  wanted. 
7 . 6  Within t h e  l i m i t s  of t h e  amount of t i m e  l e f t ,  f u r t h e r  i n v e s t i -  
g a t i o n  i s  planned t o  procede a long  t h e  fo l lowing  l i n e s .  
7 . 6 . 1  
w i l l  be pushed. 
f o r  computing an a p p r o x i n a t e  s o l u t i o n  of t h e  s y s t e m  and f o r  computing e r r o r  
estimates. 
Study of s i m u l a t i o n  of a l a r g e  system by b i v a r i a t e  f u n c t i o n s  
S p e c i a l  a t t e n t i o n  w i l l  be  g i v e n  t o  u s e  of such f u n c t i o n s  
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7 . 6 . 2  The r e l a t i o n  of t h e  computat ional  c h a r a c t e r i s t i c s  of v e r y  
l a r g e  l i n e a r  systems t o  t o p o l o g i c a l  i n v a r i a n t s  w i l l  b e  pursued.  
7 . 6 . 3  F u r t h e r  e q u a t i o n s  w i l l  be d e r i v e d  f o r  u s e  i n  p r e d i c t i v e  i n d i -  
rect  p r o c e d u r e s ,  and t h e  s o l u t i o n  process  f o r  v e r y  l a r g e  l i n e a r  systems 
f o r m a l i z e d .  
7 . 6 . 4  L i t t l e  a t t e n t i o n  h a s  been p a i d  s o  f a r  t o  t h e  p r o p a g a t i o n  of 
e r r o r s  through t h e  system. This  w i l l  b e  g i v e n  c l o s e  a t t e n t i o n  i n  t h e  
n e x t  phase.  
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