We consider random walk in a space-time random potential, also known as directed random polymer measures, on the planer square lattice with nearest-neighbor steps and general i.i.d. weights on the vertices. We construct covariant cocycles and use them to prove new results on existence, uniqueness/non-uniqueness, and asymptotic directions of semi-infinite polymer measures (solutions to the Dobrushin-Lanford-Ruelle equations). We also prove non-existence of covariant or deterministically directed bi-infinite polymer measures. Along the way, we prove almost sure existence of Busemann function limits in directions where the limiting free energy has some regularity.
Introduction
We study a class of probability measures on nearest-neighbor up-right random walk paths in the two-dimensional square lattice. The vertices of the lattice are populated with i.i.d. random variables called weights and the energy of a finite path is given by the sum of the weights along the path. We assume that these weights are nondegenerate and have finite 2`ε moments, but they are otherwise general. The point-to-point quenched polymer measures are probability measures on admissible paths between two fixed sites in which the probability of a path is proportional to the exponential of its energy. This model is known as the directed polymer with bulk disorder and it was introduced in the statistical physics literature by Huse and Henley [36] in 1985 to model the domain wall in the ferromagnetic Ising model with random impurities. It has been the subject of intense study over the past three decades; see the recent surveys [15, 16, 21] .
Many of our main results concern semi-infinite polymer measures, which we will also call semiinfinite DLR solutions or Gibbs measures to help connect our results to the usual language of statistical mechanics. Semi-infinite polymer measures are probability measures on infinite length admissible up-right paths emanating from a fixed site which are consistent with the point-to-point quenched polymer measures. Some of the natural questions about such measures include whether all such measures must satisfy a law of large numbers (LLN), whether measures exist which satisfy a LLN with any given direction, and under what conditions such measures are unique. Ideally one would like to answer these questions for almost every realization of the environment simultaneously for all directions. This is the third paper to consider these questions in 1+1 dimensional directed polymer models; the recent [29] and [9] address similar questions in related models which have more structure than the models considered here. [29] studies the model first introduced in [53] , which is a special case of the model studied in this paper where the weights have the log-gamma distribution. The authors use the solvability of the model (i.e. the possibility of exact computations) to introduce semi-infinite polymer measures which satisfy a LLN with any fixed direction for that model. As alluded to in the fourth paragraph on page 2283 of [29] , the authors expected their structures and conclusions to generalize. We demonstrate that they do, but in addition to studying more general models, the present paper considers a much wider class of problems than [29] , hence most of the results we discuss are new even in this solvable setting. [9] studies 1+1 dimensional directed polymers in continuous space and discrete time, where the underlying random walk has Gaussian increments. The authors prove that any semi-infinite polymer measure must satisfy a LLN and show existence and uniqueness of such measures with a fixed deterministic direction-but, the event on which this holds depends on the direction chosen. While the model considered in [9] is not solvable, a symmetry in the model inherited from the Gaussian walk leads to a quadratic limiting free energy. This is a critical feature of the model, since the method used in that project relies in an essential way on having a curvature bound for the free energy.
Some of our results, specifically ones concerning existence and uniqueness of semi-infinite polymer measures in deterministic directions, can likely be obtained with the techniques of [9] if one assumes or proves a curvature condition on the limiting free energy, which we will denote by Λ. Proving such a condition is a long-standing open problem. We prefer to avoid a priori curvature assumptions for two reasons: first, most of our theorems are valid under no assumptions on Λ and second, as we will see in Section 4.1, the stochastic process that is our main tool, the Busemann process, is naturally indexed by elements of the superdifferential of Λ, and we believe that understanding the structure of this object without any a priori regularity assumptions might provide a path to proving differentiability or strict concavity of Λ.
We now sketch what we can show about semi-infinite polymers in more detail. Before beginning, we remark that the set of semi-infinite polymer measures is convex and it suffices to study the extreme points. Although most of our theorems apply without a priori assumptions on Λ, they take their nicest form when Λ is both differentiable and strictly concave. This is conjectured to be the case in general. In this case, our results say that except for a single null set of weights all of the following hold. Every extremal measure satisfies a strong LLN (Corollary 3.6). For every direction in U " tpt, 1´tq : 0 ď t ď 1u there is at least one extremal semi-infinite polymer measure with that asymptotic direction (Corollary 3.3). Except for possibly a random countable set of directions, this measure is unique (Theorem 3.10(f)). The directions of non-uniqueness are precisely the directions at which the Busemann process is discontinuous (Theorem 3.10(f)). This set of directions is either always empty or always infinite (Theorem 3.10(c)). The connection between the non-uniqueness set and discontinuities of the Busemann process has not previously been observed. Moreover, this is the first time the countability of this set has been shown in positive temperature.
We do not resolve the question of whether or not the set of non-uniqueness directions is actually empty almost surely. As mentioned above, this is equivalent to the almost sure continuity of the process of Busemann functions viewed as a function of the direction. This latter question can likely be answered for the log-gamma polymer, where it is natural to expect that the distribution of the Busemann process can be described explicitly using positive temperature analogues of the ideas in [24] . It is known that this set is not empty in last-passage percolation (LPP), the zero-temperature version of the polymer model. See Theorem 2.8 and Lemma 5.2 in [27] .
Aside from the problems discussed above, we study a number of natural related questions. For example, based on analogies to bi-infinite geodesics in percolation, it is natural to expect that nontrivial bi-infinite polymer measures should not exist. We are able to prove non-existence of shift-covariant bi-infinite polymer measures and of bi-infinite polymer measures satisfying a LLN with a given fixed direction, but do not otherwise address non-covariant measures. We further study the competition interface, introduced in [29] as a positive-temperature analogue of the object from last-passage percolation. In particular, we prove that the interface satisfies a LLN and characterize its random direction in terms of the Busemann process.
Our results can also be interpreted in terms of existence and uniqueness of global stationary solutions and pull-back attractors of a discrete viscous stochastic Burgers equation. This is the main focus of our companion paper [38] . See also [8] and the discussion in [9] , which focuses on this viewpoint. 1.1. Related works. In his seminal paper [54] Sinai proved existence and uniqueness of stationary global solutions to the stochastic viscous Burgers equation with a forcing that is periodic in space and either also periodic in time or a white noise in time. Later, [30] extended Sinai's proofs to the multidimensional setting. Periodicity was relaxed in [7, 55] , where the random potential was assumed to have a special form (not stationary in space) that ensures localization of the reference random walk near the origin and makes the situation essentially compact so the arguments from [54] could be used. A similar multidimensional model is treated in [7] . See also [23, 31, 37] for zero temperature results using similar methods.
The connection between solving the stochastic viscous Burgers equation and the existence of Busemann limits in related directed polymer models was observed in [39] where they treated the case of strong forcing (high viscosity) or, in statistical mechanics terms, weak disorder (high temperature). See also the Markov chains constructed by Comets-Yoshida [18] , Yilmaz [58] , Section 6 in [49] , and Example 7.7 in [26] . The model we consider is in 1+1 space-time dimensions, which is known to be always in strong disorder [17, 41] .
The recent papers [9] and [29] , mentioned earlier, are more closely related to this work as both study strictly positive temperature polymers in a non-compact setting and in the strong disorder regime.
Currently, there are two major approaches to studying the general structure of infinite and semi-infinite directed polymers in zero or positive temperature. The first approach was introduced by Newman and coauthors [34, 35, 42, 45] in the context of first-passage percolation (FPP). This approach requires control of the curvature of Λ. This property is used to prove straightness estimates for the quenched point-to-point polymer measures. Existence and uniqueness results then come as consequences, as well as existence of Busemann functions, which are defined through limits of ratios of partition functions. This is the approach taken by [9] . See also [3-6, 12-14, 25, 57] for other papers following this approach in zero temperature.
In this paper, we take the other, more recent, approach in which Busemann functions are the fundamental object. The use of Busemann functions to study the structure of semi-infinite geodesics traces back to the seminal work of Hoffman [32, 33] on FPP. Here, we construct covariant cocycles which are consistent with the weights on an extension of our probability space and then use a coupling argument and planarity to prove existence and properties of Busemann functions. The bulk of the work then goes towards using this process of Busemann functions to prove the results about infinite and semi-infinite polymer measures. This program was first achieved in zero temperature by [19, 20] in FPP and [27, 28] in LPP.
In [29] the desired cocycles were constructed using the solvability of the model. In the present paper we build cocycles using weak subsequential Cesàro limits of ratios of partition functions, which is a version of the method Damron and Hanson [19] used in their study of FPP. Our situation requires overcoming some nontrivial technical hurdles not encoutered there which arise due to the path directedness in our model. An alternative approach to producing cocycles based on lifting the queueing theoretic arguments of [43] to positive temperature is also possible. These queueing theoretic results furnished the desired cocycles in [27, 28] . It is noteworthy that the queuing results rely on a specific choice of admissible path increments, while the weak convergence idea seems to work more generally.
1.2.
Organization. Our paper is structured as follows. We start with some notation in Section 2.1 then introduce the model in Section 2.2. Section 2.4 introduces semi-infinite and bi-infinite polymer measures (DLR solutions). Our main results are stated in Section 3. In Section 4 we address existence of covariant cocycles and Busemann functions. Using these cocycles we prove (more general versions of) our main results on semi-infinite DLR solutions in Section 5. In Section 6, we use these results to show non-existence of covariant or deterministically directed bi-infinite DLR solutions. A number of technical results are deferred to the appendix. One such result on almost sure coalescence of coupled random walks in a common random environment, Theorem A.3, may be of independent interest to some readers.
Setting
After establishing some notation, we introduce the quenched polymer measures and the Gibbs measures formulation.
2.1. Notation. Throughout the paper pΩ, F , Pq is a Polish probability space equipped with a group of F -measurable P-preserving transformations T x : Ω Ñ Ω, x P Z 2 , such that T 0 is the identity map and T x T y " T x`y for all x, y P Z 2 . E is expectation relative to P. A generic point in this space will be denoted by ω P Ω. We assume that there exists a family tω x pωq : x P Z 2 u of real-valued random variables called weights such that tω x u are i.i.d. under P, Dp ą 2 : Er|ω 0 | p s ă 8, and Varpω 0 q ą 0. (2.1)
We assume further that ω y pT x ωq " ω x`y pωq for all x, y P Z 2 . An example is the canonical setting of a product space Γ " R Z 2 equipped with the product topology, product Borel σ-algebra S, the product measure P bZ 2 0 with P 0 a probability measure on R, the natural shift maps, and with ω x denoting the natural coordinate projection.
We study probability measures on paths with increments R " te 1 , e 2 u, the standard basis of R 2 . Let U denote the convex hull of R with ri U its relative interior. Write p e " e 1`e2 . For m P Z denote by V m " tx P Z 2 : x¨p e " mu. We denote sequences of sites by x m,n " px i : m ď i ď nq where´8 ď m ď n ď 8. We require throughout that x i P V i . For x P V m and y P V n with m ď n, the collection of admissible paths from x to y is denoted X y
x " tx m,n : x m " x, x n " y, x i´xi´1 P Ru. This set is empty unless x ď y. (x ď y is understood coordinatewise.) The collection of admissible paths from x to level n is denoted X pnq x " tx m,n : x m " x, x i´xi´1 P Ru. The collection of semi-infinite paths rooted (or starting) at x is denoted by X x " tx m,8 : x m " x, x i´xi´1 P Ru and the collection of bi-infinite paths is
x , and X x are compact and therefore separable. The space X can be viewed naturally as V 0ˆt e 1 , e 2 u Z which is separable but not compact. We equip these spaces with the associated Borel σ-algebras X x,y , X x,pnq , X x and X . Given a subset of indices A, we denote by X x,y A , X
x,pnq A , X x A and X A the associated sub σ-algebra generated by the coordinate projections tx i : i P Au. It will at times be necessary to concatenate or split admissible paths. These operations will be denoted via the convention x m,n " x m,k x k,n , where x m,k P X x k xm and x k,n P X xn x k . Note that the upper and lower endpoint x k must match in order for the concatenation to be admissible.
For a σ-algebra B, bB denotes the set of bounded B-measurable functions. The space of probability measures on a metric measure space pΓ, Bq, equipped with the topology of weak convergence, is denoted M 1 pΓ, Bq. Expectation with respect to a measure µ is denoted E µ . For u, v P R 2 we use the notation ru, vs " tsu`p1´sqv : s P r0, 1su and su, vr" tsu`p1´sqv : s P p0, 1qu. The set of extreme points of a convex set C is denoted by ext C.
Finite polymer measures.
For an inverse temperature β P p0, 8q, x P V m , and y P V n , with m, n P Z, and x ď y, the quenched point-to-point partition function and free energy are
We take the convention that Z β x,x " 1 and F β x,x " 0 while Z β x,y " 0 and F β x,y "´8 whenever we do not have x ď y. Similarly, we define the last passage time to be the zero temperature pβ " 8q free energy:
The quenched point-to-point polymer measure is the probability measure on pX y x , X x,y q given by
for a subset A Ă X y x , with the convention that an empty sum is 0. For a tilt (or external field) h P R 2 , n P Z and x P V m with m ď n, the quenched tilted point-to-line partition function and free energy are
We take the convention that Z β,h x,pmq " 1 and F β,h x,pmq " 0 while Z β,h x,pnq " 0 and F β,h x,pnq "´8 if n ă m. Again, we define the point-to-line last passage time to be the zero temperature free energy:
The quenched tilted point-to-line polymer measure is
We will denote by E ω,β x,y the expectation with respect to Q ω,β x,y and similarly E ω,β,h x,pnq will denote the expectation with respect to Q ω,β,h
x,pnq . The random variable given by the natural coordinate projection to level i is denoted by X i . We will frequently abbreviate the event tX m,n " x m,n u by tx m,n u.
2.3.
Limiting free energy. For β P p0, 8s there are deterministic functions Λ β :
These are called shape theorems. The first limit comes from the point-to-point free energy limit (2.3) in [49] and the now standard argument in [44] . The second equality comes from the point-toline free energy limit (2.4) We denote the set of directions dual to h by U β h Ă ri U . In the arguments that follow, the superdifferential of Λ β at ξ P R 2 ,
will play a key role. We also introduce notation for the image of U under the superdifferential map via
The following lemma gives a useful characterization of BΛ β pU q. The proof is a straightforward exercise in convex analysis and can be found in Appendix C.
Concavity implies the existence of one-sided derivatives:
By Lemma 4.7(c) these are the two extreme points of the convex set BΛ β pξq. The collection of directions of differentiability of Λ β will be denoted by
[52, Theorem 25.2] shows that ξ P D β is the same as ∇Λ β pξ`q " ∇Λ β pξ´q. Abusing notation, for ξ P ri U define the maximal linear segments
Although we abuse notation, it should be clear from context whether we are referring to sets indexed by directions or tilts.
We say Λ β is strictly concave at ξ P ri U if U β ξ´" U β ξ`" tξu. The usual notion of strict concavity on an open subinterval of U is the same as having our strict concavity at ξ for all ξ in the interval. Let
Lemma C.1 justifies setting U β e i " te i u for i P t1, 2u, since it implies that the free energy is not locally linear near the boundary.
is either a singleton tξu or equals U β ξ´o r U β ξ`, for some ξ P ri U dual to h. In particular, it is a closed nonempty interval.
With the exception of Section 4.1, our results are for a fixed β ă 8. Therefore, in the rest of the paper, except in Section 4.1, we will assume without loss of generality that β " 1 and will omit the β from our notation.
2.4.
Random polymers as semi-infinite Gibbs measures. Given ω P Ω, integers ℓ ě k ě m, x P V m , and up-right paths x m,k and x ℓ,8 with x m " x and x ℓ ě x k , use the point-to-point quenched measures to define a probability measure κ ω k,ℓ px m,8 , dy m,8 q on pX x , X x q via its integrals of f P bX x :
κ ω k,ℓ is a stochastic kernel from pX x , X x q to pX x , X x pk,ℓq c q; see [50, Section 7.3] . It is also X x pk,ℓq -proper: if g P bX x pk,ℓq c and f P bX x then κ ω k,ℓ pgf q " gκ ω k,ℓ f.
Stochastic kernels push measures forward: ş f dµκ ω k,ℓ " E µ rκ ω k,ℓ f s. Thus, they can be composed and a computation (Appendix C) checks the following. This consistency along with κ ω k,ℓ being X x pk,ℓq -proper mean that the kernels tκ ω k,ℓ : m ď k ď ℓu form a specification. See [50, Definition 7.8] .
Definition 2.3. Given ω P Ω and x P V m , m P Z, a probability measure µ on pX x , X x q is said to be a semi-infinite or rooted Gibbs measure in environment ω rooted at x if for all ℓ ě k ě m and any bounded measurable function on X x we have E µ rf | X x pk,ℓq c s " κ ω k,ℓ f . The set of Gibbs measures (or DLR solutions) in environment ω rooted at x is denoted DLR ω x . Next is a standard characterization of Gibbs measures. See Definition 7.12 and Lemma 7.13 in [50] . For the proof see Appendix C Equations (2.7) are the Dobrushin-Lanford-Ruelle (DLR) equations. Note that the DLR equations only involve the weights tω y : y ě xu. Hence, DLR ω
x " DLR ω x if ω y " ω y for y ě x. We call measurability with respect to σpω v : v ě xq forward-measurability.
The next lemma says that our setting is Markovian. The proof is deferred to Appendix C. The DLR equations (2.7) show that DLR ω x is a closed convex subset of the compact space M 1 pX x , X x q, which we view as a subspace of the complex Radon measures on X x . To see this, note that for y m,n P X yn ym the function x m,8 Þ Ñ 1tx m,n " y m,n u is bounded and continuous on X x . Since X x is a compact Polish space the collection of DLR solutions (being a closed subset) is compact. Since the collection of signed measures on paths equipped with the weak-˚topology is a locally convex Hausdorff topological vector space and the unit ball is metrizible in this setting we can apply Choquet's theorem. By Choquet's theorem [47, Section 3] , each element in DLR ω x is a convex integral mixture of extremal elements of DLR ω x . 2.5. Bi-infinite Gibbs measures. Given ω P Ω and integers m ď n define the stochastic kernel κ ω m,n from pX, X q to pX, X pm,nq c q by: κ ω m,n f px´8 ,8 q " The kernels tκ ω m,n : m, n P Z, m ď nu form a specification. They are also X pm,nq -proper: if g P bX pm,nq c and f P bX then κ ω m,n pgf q " gκ ω m,n f. (2.9) Moreover, they are consistent: κ ω m,n κ ω k,ℓ " κ ω m,n for all n ě ℓ ě k ě m. The proof is identical to that of Lemma 2.2.
Definition 2.6. Given ω P Ω, µ P M 1 pX, X q is said to be a bi-infinite Gibbs measure in environment ω if for all n ě m and any bounded measurable function on X we have E µ rf | X pm,nq c s " κ ω m,n f . We denote the set of bi-infinite Gibbs measures in environment ω by
As in the semi-infinite case, Gibbs measures solve the DLR equations. µpX m,n " x m,n q " µpX m " x m , X n " x n q Q ω xm,xn pX m,n " x m,n q.
The proofs are identical to those of Lemmas 2.4 and 2.5. Due to this last result, measures µ P Ð Ý Ñ DLR ω are also called bi-infinite quenched polymer measures in environment ω. Note that (2.11) is the positive-temperature analogue of the definition of a bi-infinite geodesic in percolation. Naturally, conditioning DLR solutions on passing through a point produces rooted DLR solutions. The proof of the following lemma is a straightforward application of (2.8) and (2.11). Lemma 2.9. Fix ω P Ω. The following hold:
(a) Fix x P V m , m P Z, µ P DLR ω x , and y ě x with y P V n , n ě m. Assume µpX n " yq ą 0. Let µ y be the probability measure on pX y , X y q defined by µ y pX n,ℓ " x n,ℓ q " µpX n,ℓ " x n,ℓ | X n " yq, for any admissible path x n,ℓ starting at x n " y. Then µ y P DLR ω y .
Let µ x be the probability measure on pX x , X x q defined by µ x pX m,n " x m,n q " µpX m,n " x m,n | X m " xq, (2.12) for any up-right path x m,n with x m " x. Then µ x P DLR ω x .
We also study consistent and covariant families of DLR solutions, in the sense of the following two definitions. Definition 2.10. Given ω P Ω we say tΠ x : x P Z 2 u is a family of consistent rooted (or semiinfinite) DLR solutions (in environment ω) if for all x P Z 2 , Π x P DLR ω x and the following holds: For each y P V m , m P Z, x ď y, n ě m, and for each up-right path x m,n with x m " y Π x pX m,n " x m,n | X m " yq " Π y pX m,n " x m,n q.
We will denote the set of such families by Ý ÝÝ Ñ DLR ω .
Define the shift θ z acting on up-right paths by θ z x m,n " z`x m,n .
Definition 2.11. A family tΠ ω x : x P Z 2 , ω P Ωu is said to be a T -covariant family of consistent rooted (or semi-infinite) DLR solutions if for each x P Z 2 , ω Þ Ñ Π ω x is measurable, there exists a full-measure T -invariant event Ω 1 Ă Ω such that for each ω P Ω 1 , tΠ ω
x : x P Z 2 u is consistent in environment ω, and for all z P Z 2 , Π Tzω x´z˝θ´z " Π ω x .
Main results
3.1. Semi-infinite polymer measures. We begin with a definition of directedness. For A Ă R 2 and ξ P R 2 let distpξ, Aq " inf ζPA |ξ´ζ| 1 .
Definition 3.1. For a set A Ă U , a sequence x n P Z 2 is said to be A-directed if |x n | 1 Ñ 8 and the set of limit points of
We say that µ is weakly A-directed if for any ε ą 0
A family of probability measures is said to be weakly/strongly A-directed if each member of the family is. Sometimes we say directed into A instead of A-directed, almost surely directed instead of strongly directed, and directed in probability instead of weakly directed.
When A " tξu is a singleton, weak directedness into A means µ satisfies the weak law of large numbers (WLLN) while strong directedness means the strong law of large numbers (SLLN) holds, with asymptotic direction ξ in either case. We then say that µ satisfies WLLN ξ and SLLN ξ , respectively.
First, we address the existence of directed DLR solutions.
Theorem 3.2. There exists an event Ω exist such that PpΩ exist q " 1 and for every ω P Ω exist and every ξ P U there exists a consistent family in Ý ÝÝ Ñ DLR ω that is strongly U ξ´-directed and a consistent family in Ý ÝÝ Ñ DLR ω that is strongly U ξ`-directed. If ξ R D then for each x P Z 2 the members rooted at
x, from each family, are different.
The following is an immediate corollary. For x P V m , m P Z, two trivial (and degenerate) elements of DLR ω x are given by Π e i x " δ xm,8 with x k " x`pk´mqe i , k ě m, i P t1, 2u. These two solutions are clearly extreme in DLR ω
x . We say that µ P DLR ω x is nondegenerate if it satisfies µpx m,n q ą 0 for all admissible finite paths with x m " x. (3.1) By (2.8) this definition is equivalent to the weaker condition that every point y ě x is accessible, i.e. µpyq ą 0 for all y ě x.
The next lemma states that outside one null set of weights ω, convex combinations of Π e i x are the only degenerate DLR solutions. Lemma 3.4. There exists an event Ω nondeg such that PpΩ nondeg q " 1 and for all ω P Ω nondeg and x P Z 2 , any solution µ P DLR ω x that is not a convex combination of Π e i x , i P t1, 2u, is nondegenerate. The next result is on directedness of DLR solutions. Theorem 3.5. There exists an event Ω dir such PpΩ dir q " 1 and for all ω P Ω dir , all x P Z 2 and any extreme nondegenerate solution Π x P DLR ω x there exists a ξ P ri U such that one of the following three holds:
(a) Π x satisfies WLLN ξ and is strongly U ξ -directed or strongly U ξ -directed,
If ω P Ω nondeg , then Lemma 3.4 says the only extreme degenerate solutions of the DLR equations are Π e i x , i P t1, 2u, which are te i u-directed. Theorem 3.5 shows that if ω P Ω dir , then there are no nondegenerate extreme DLR solutions directed weakly into te 1 u or te 2 u.
Note that when Λ is differentiable on ri U we have U ξ " U ξ˘" U ξ " U ξ for all ξ P U . When Λ is strictly concave at a point ξ we have U ξ " U ξ˘" U ξ " U ξ " tξu. Thus, the following is an immediate corollary.
Corollary 3.6. The following hold.
(a) Assume Λ is differentiable on ri U . For any ω P Ω dir , for all x P Z 2 , any extreme solution in DLR ω x is strongly U ξ -directed for some ξ P U . (b) Assume Λ is strictly concave on ri U . Then for any ω P Ω dir , for all x P Z 2 , any extreme solution in DLR ω x satisfies SLLN ξ for some ξ P U . We next show existence and uniqueness of DLR solutions. Theorem 3.7. Fix ξ P D such that ξ, ξ P D. There exists a T -invariant event Ω 1 rξ,ξs Ă Ω such that PpΩ 1 rξ,ξs q " 1 and for every ω P Ω 1 rξ,ξs and x P Z 2 , there exists a unique weakly U ξ -directed solution Π ξ,ω x P DLR ω x . This Π ξ,ω x is strongly U ξ -directed and for any U ξ -directed sequence px n q the sequence of quenched point-to-point polymer measures Q ω x,xn converges weakly to Π ξ,ω x . The family tΠ ξ,ω
x : x P Z 2 , ω P Ωu is consistent and T -covariant. Our next result shows existence of Busemann functions in directions ξ with ξ, ξ, ξ P D or, equivalently, BΛ β pζq " thu for some h and all ζ P U ξ . Theorem 3.8. Fix ξ P D such that ξ, ξ P D and let thu " BΛ β pξq. There exists a T -invariant event Ω rξ,ξs with PpΩ rξ,ξs q " 1 such that for all ω P Ω rξ,ξs , x, y P Z 2 , and all U ξ -directed sequences x n P V n , the following limits exist and are equal
Additionally, if ζ P D is such that ζ, ζ P D and ξ¨e 1 ă ζ¨e 1 , then for ω P Ω rξ,ξs X Ω rζ,ζs and x P Z 2 , we have B ξ px, x`e 1 , ωq ě B ζ px, x`e 1 , ωq and B ξ px, x`e 2 , ωq ď B ζ px, x`e 2 , ωq.
As a consequence of the above theorem, the unique DLR measures from Theorem 3.7 have a concrete structure, as the next corollary shows. Corollary 3.9. Fix ξ P D such that ξ, ξ P D and ω P Ω 1 rξ,ξs X Ω rξ,ξs . Then Π ξ,ω x is a Markov chain starting at x, with transition probabilities π ξ,ω y,y`e i " e ωy´B ξ py,y`e i ,ωq , y P Z 2 , i P t1, 2u. The family tΠ ξ,ω
x :
In contrast to Theorem 3.7, Theorem 3.2 demonstrated non-uniqueness at points of non-differentiability of Λ. It is conjectured that D " ri U ; if true, then Theorem 3.7 would cover all directions in ri U and there would not exist directions to which the non-uniqueness claim in Theorem 3.2 would apply. The event on which Theorem 3.7 holds, however, depends on the direction chosen. It leaves open the possibility of random directions of non-uniqueness. Our next result says that under a mild regularity assumption, with the exception of one null set of environments, uniqueness holds for all but countably many points in U . The assumption we need for this is: Λ is strictly concave at all ξ R D, or equivalently Λ is differentiable at the endpoints of its linear segments.
The above condition is also equivalent to the existence of a countable dense set D 0 Ă D such that for each ζ P D 0 we also have ζ, ζ P D.
Assume (3.5) and fix such a set D 0 . Using monotonicity (3.4) we define processes B ξ˘p x, x`e i , ωq for ξ P ri U and ω P Ω 1 " Ş ξPD 0 Ω rξ,ξs :
For ω R Ω 1 set U ω x " ∅. Note that for any ω P Ω, U ω x is countable. The following theorem can be viewed as our main result. Its primary content is contained in part III, which shows that the discontinuity set of the Busemann processes ahead of x defined in (3.7) is exactly the set of directions for which uniqueness of DLR solutions rooted at x fails. This connection has not been observed before in the positive or zero temperature literature. As a consequence, we obtain that the set of directions for which uniqueness may fail is countable, which is new in positive temperature. As noted in the introduction, this connection also provides an avenue for answering the question of whether or not on a single event of full measure uniqueness holds simultaneously in all directions. Theorem 3.10. Assume (3.5). There exists an event Ω uniq with PpΩ uni" 1 such that the following hold for all x P Z 2 .
x is supported outside the linear segments of Λ: For any ξ P ri U with ξ ‰ ξ, rξ, ξs X U ω
x " ∅. (c) For any distinct η, ζ P U , Pprη, ζsXU ω 0 " ∅q P t0, 1u. If rη, ζsXri U Ă D and Ptrη, ζsX U ω x " ∅u " 1, then the set of ξ P rη, ζs satisfying P ξ is an accumulation point of U ω 0 u " 1 is infinite and has no isolated points.
II. Directedness of DLR solutions:
(d) For any ω P Ω uniq , every nondegenerate extreme solution is strongly U ξ -directed for some ξ P ri U . The only degenerate extreme solutions are Π e i x , i P t1, 2u. (e) For any ω P Ω uniq and ξ P U any weakly U ξ -directed solution is strongly U ξ -directed.
III. U ω
x and the uniqueness of DLR solutions: (f) For any ω P Ω uniq and ξ P U zU ω x there exists a unique strongly
x is an extreme point of DLR ω x and for any U ξ -directed sequence px n q the sequence Q ω
x,xn converges weakly to Π ξ,ω x . The family tΠ ξ,ω x : x P Z 2 u is consistent. (g) For any ω P Ω uniq and ξ P U ω x there exist at least two extreme strongly U ξ -directed solutions in DLR ω
x . When Λ is strictly concave, i.e. U ξ " tξu for all ξ P U , the above theorem states that outside one null set of weights ω, and except for an ω-dependent set of directions (countable and possibly empty), there is a unique DLR solution in environment ω satisfying WLLN ξ (and in fact SLLN ξ ).
3.2.
The competition interface. An easy computation, done in Appendix C, checks:
x,y is the same as the distribution of the backward Markov chain starting at y and taking steps in t´e 1 ,´e 2 u with transition probabilities
Couple the backward Markov chains tQ ω x,y : y ě xu by a quenched probability measure Q ω x on the space T x of trees that span x`Z 2 . Precisely, for each y P x`Z 2 zt0u choose a parent γpyq " y´e i with probability π x y,y´e i pωq, i P t1, 2u. We denote the random tree by T ω x P T x . For any y ě x there is a unique up-right path from x to y on T ω x . Lemma 3.11 implies that the distribution of this path under Q ω x is exactly the polymer measure Q ω x,y . Fix the starting point to be x " 0. Consider the two (random) subtrees T ω 0,e i of T ω 0 , rooted at e i , i P t1, 2u. Following [29] , define the path φ ω n such that φ ω 0 " 0 and for each n P N and i P t1, 2u, φ ω n´φ ω n´1 P te 1 , e 2 u and tφ ω n`k e i : k P Nu Ă T ω 0,e i . The path tp1{2, 1{2q`φ ω n : n P Z`u threads in between the two trees T ω 0,e i , i P t1, 2u, and is hence called the competition interface. See By Lemma 2.2 in [29] there exists a unique such path and its distribution under Q ω 0 is that of a Markov chain that starts at 0 and has transitions π cif y,y`e i " e´ω y`e i {Z 0,y`e i e´ω y`e 1 {Z 0,y`e 1`e´ω y`e 2 {Z 0,y`e 2 .
The partition functions Z 0,y in [29] include the weight ω y and exclude ω 0 , while we do the opposite. This is the reason for which our formula for π cif is not as clean as the one in [29] . The above says that φ ω n is in fact a random walk in random environment, but with highly correlated transition probabilities. Our next result concerns the law of large numbers.
Theorem 3.12. Assume (3.5). There exists a measurable ξ˚: ΩˆT 0 Ñ ri U and an event Ω cif such that PpΩ cif q " 1 and for every ω P Ω cif :
(a) The competition interface has a strong law of large numbers: such that for all ω P Ω bi,rξ,ξs there is no weakly U ξ -directed measure µ P Ð Ý Ñ DLR ω .
We now turn to non-existence of covariant bi-infinite Gibbs measures. A similar question has been studied for spin systems including the random field Ising model; see [1, 2, 46, 56] .
Definition 3.14.
A T -covariant bi-infinite Gibbs measure or metastate is an M 1 pX, X q-valued random variable µ ω satisfying the following:
A quick proof checks that not only do metastates not exist, but in fact there are no shiftcovariant measures on X. This can be compared to the corresponding result showing non-existence of metastates for the random field Ising model, proven in [56] , where the mechanism is different. 
Shift-covariant cocycles
We now introduce our main tools, cocycles and correctors, and address their existence and regularity properties. (a) (Shift-covariance) P Bpx`z, y`z, ωq " Bpx, y, T z ωq ( " 1.
(b) (Cocycle property) P Bpx, yq`Bpy, zq " Bpx, zq ( " 1.
Remark 4.2. We will also use the term cocycle to denote a function satisfying Definition 4.1(b) only when x, y, z ě u for some u P Z 2 .
As has already been done in the above definition, we will typically suppress the ω from the arguments unless it adds clarity. A shift-covariant cocycle is said to be L p pPq if Er|Bp0, e i q| p s ă 8 for i P t1, 2u.
We are interested in cocycles that are consistent with the weights ω x pωq in the following sense:
For β P p0, 8s, a shift-covariant cocycle B satisfies β-recovery if for all x P Z 2 and P-almost every ω:
Such cocycles are called correctors.
For a shift-covariant L 1 pPq cocycle define the random vector hpBq P R 2 via
where I is the σ-algebra generated by T -invariant events. The next result is a special case of an extension of Theorem A.3 of [29] to the stationary setting. See Appendix B. Alternatively, one could pass through the ergodic decomposition theorem.
The next lemma shows that β-recovering covariant cocycles are naturally indexed by elements of the superdifferential BΛ β pU q. This explains why we only consider cocycles with mean vectors lying in the superdifferential when we construct recovering cocycles in the next subsection. A similar observation in FPP appears in [19, Theorem 4.6] . (a)´hpBq P BΛ β pU q almost surely.
(b) If´ErhpBqs P BΛ β pξq for ξ P U then´hpBq P BΛ β pξq almost surely.
(c) If´ErhpBqs P ext BΛ β pξq for some ξ P U then hpBq " ErhpBqs P-a.s.
Proof. Iterating the recovery property shows that almost surely
Take logs, divide by nβ if β ă 8 and n if β " 8 then send n Ñ 8 to get
The first equality comes by an application of (2.2) and Theorem 4.4 and a fairly standard argument (e.g. the proof of Lemma 2.9 in [49] ). The second equality is (2.4). By Lemma 2.1, the above implieś hpBq P BΛ β pU q. Since Λ β pl phpBqq " 0, we have almost surely ξ¨hpBq`Λ β pξq ď 0 for any ξ P U . If now ξ is such that´ErhpBqs P BΛ β pξq, then again by Lemma 2.1 ξ¨ErhpBqs`Λ β pξq " 0, and therefore we must have ξ¨hpBq`Λ β pξq " 0 almost surely. Again, we deduce that´hpBq P BΛ β pξq almost surely.
If in addition we know that´ErhpBqs P ext BΛ β pξq then we must have hpBq " ErhpBqs almost surely by definition of an extreme point.
Before discussing existence of shift-covariant cocycles, we mention a few more basic properties of the superdifferential BΛ β pU q.
Lemma 4.6. For all ξ P ri U we have ξ¨∇Λ β pξ˘q " Λ β pξq.
Proof. Fix ε ą 0 and let t " pε`ξ¨e 1 q{pξ¨e 1 q and δ " εpξ¨e 1 q{pξ¨e 1`ε q. Then ξ`εe 1 " tpξ´δe 2 q. Rearranging terms and using homogeneity of Λ β we get
Take ε and δ to 0 to get ξ¨∇Λ β pξ`q " Λ β pξq. The other identity is similar.
Lemma 4.7. The superdifferential map has the following properties:
imply that the unique t for which´h`tpe 1`e2 q P BΛ β pU q is given by t " Λ β pl phq. This proves (d). Take ξ, ξ 1 , h, h 1 as in (a). By Lemma 2.1 we have h¨ξ`Λ β pξq " 0. Then 0 " Λ β pl ph 1 q ě h 1¨ξ`Λβ pξq " h¨ξ`Λ β pξq`ph 1´h q¨ξ " ph 1´h q¨ξ. That is, h¨ξ ě h 1¨ξ . Similarly, h¨ξ 1 ď h 1¨ξ1 . Part (a) follows. For example, if h ą h 1 coordinatewise, then we would have h¨ξ 1 ą h 1¨ξ1 , a contradiction. And now if we have at the same time ξ¨e 1 ă ξ 1¨e 1 and h¨e 1 ą h 1¨e 1 , then we would have h¨e 2 ă h 1¨e 2 and hence 0 ě ph´h 1 q¨ξ 1 ą ph´h 1 q¨ξ ě 0, again a contradiction.
Suppose that h n is a Cauchy sequence such that´h n P BΛ β pU q; let h be its limit point in R 2 . By definition, there exist ξ n P U with´h n P BΛ β pξ n q. Since the ξ n lie in a compact set, there is a further subsequence along which ξ n converges to some ξ P U . Since Λ β is continuous on U , we may pass to the limit in (2.5) to see that´h P BΛ β pξq. This shows that BΛ β pU q is closed as well as the last statement in (b). Now suppose that´h P BΛ β pξq for ξ P ri U and take ε ą 0. Let
Then part (d) says that´h ε P BΛ β pU q. Furthermore, taking n Ñ 8 in (2.3) implies that |Λ β pl ph`εe 1 q| " |Λ β pl phq´Λ β pl ph`εe 1 q| ď ε.
The first inequality must be strict for otherwise, if h¨e 1 " h ε¨e1 , then part (a) would imply that h ε¨e2 " h¨e 2 which implies Λ β pl ph`εe 1 q " 0 and hence h ε " h`εe 1 . But then this would imply that h ε¨e1 ą h¨e 1 , a contradiction. A similar reasoning shows that
Furthermore, |h˘ε¨e 2´h¨e2 | " |Λ β pl ph˘εe 1 q| ď ε and part (a) implies that h ε¨e2 ă h¨e 2 and Consider the function f ptq " Λ β pξ`te 1 q, t ě´ξ¨e 1 . This is a concave function and its rightderivative f 1 p0`q at t " 0 exists and equals ∇Λ β pξ`q. Concavity then implies that for all t ě´ξ¨e 1
This means that for ζ P pξ`
Applying Lemma 4.6 this becomes
Homogeneity of Λ β extends this inequality to all of R 2 . This shows that v " ∇Λ β pξ`q satisfies (4.3) and is hence in BΛ β pξq. A similar proof works for ∇Λ β pξ´q.
The definition of BΛ β pξq now implies that r∇Λ β pξ´q, ∇Λ β pξ`qs Ă BΛ β pξq. On the other hand, if v P BΛ β pξq, then for any ε ą 0 we havé
This implies that ∇Λ β pξ`q¨e 1 ď v¨e 1 . Similar inequalities work for e 2 in place of e 1 and also for ∇Λ β pξ´q and give us that v P r∇Λ β pξ`q, ∇Λ β pξ´qs. The first claim in (c) is proved. By concavity, existence of two-sided e 1 and e 2 directional derivatives at a point is equivalent to differentiability at that point; see [52, Theorem 25.2] . For α ą 0, by homogeneity BΛ β pαξq " BΛ β pξq; the second claim in (c) follows from the fact that (by concavity) f defined above and the corresponding function for e 2 have countably many points t where the left and right derivatives disagree.
4.1.
Existence and regularity of shift-covariant correctors. Fix a probability space pΩ, F , Pq as in Section 2.1. Let B 0 be the union of t8u and a dense countable subset of p0, 8q. For β P p0, 8s recall the limiting free energy Λ β from Section 2.3 and let
0 q be equipped with the product topology and product Borel σ-algebra, p G. This space satisfies the conditions in Section 2.
Denote by π Ω the projection map to the Ω coordinate. We will write ω for π Ω pp ωq and the usual ω x for ω x pωq.
The next theorem furnishes the covariant, recovering cocycles used in [27, 28] without the condition Ppω 0 ě cq " 1 which was inherited from queueing theory; see [28, (2.1) ]. In [28] the authors also prove ergodicity of these cocycles. As one can see from the proofs in this paper, ergodicity can be replaced by stationarity without losing the conclusions of [28] . We do not need ergodicity either and so we do not prove it. If necessary, this can be done by redeveloping the queueing theory arguments in positive temperature.
Our construction of cocycles follows ideas from [19] . However, there is a novel technical difficulty stemming from the directedness of the paths, boiling down to a lack of uniform integrability of prelimit Busemann functions. Essentially the same issue is resolved in the zero temperature queueing literature by an argument which relies on Prabhakar's [48] rather involved result showing that ergodic fixed points of the corresponding¨{G{1{8 queue are attractive. Instead, we handle this problem by appealing to the variational formulas for the free energy derived in [26] .
For a subset I Ă Z 2 let I ă " tx P Z 2 : x ě z @z P Iu. Remark 4.10. In the rest of the paper we will construct various full-measure events. By shiftinvariance of P and p P, replacing any such event with the intersection of all its shifts we can assume these full-measure events to also be shift-invariant. This will be implicit in the proofs that follow.
Proof of Theorem 4.8. For β P p0, 8s, h P R 2 , n P N, x P Z 2 , and i P t1, 2u define We also prove the following in Appendix A.1. For each n P N, let N n be uniformly distributed on t1, . . . , nu and independent of everything else. Let P n be its distribution and abbreviate r P n " P b P n with expectation r E n . Define p B β,h n px, x`e i q " B β,h Nn px, x`e i q. Then whenever n ą x¨p e, The first term converges to Λ β pl phq, which equals zero if h P H β by Lemma 2.1. Then the right-hand side is bounded by a finite constant cpx, β, hq. If we denote by P n the law of ω, p B β,h n px, x`e i q : x P Z 2 , i P t1, 2u, β P B 0 , h P H β 0 (¯ induced by r P n on p p Ω, p Gq, then the family tP n : n P Nu is tight. Let p P denote any weak subsequential limit point of this family of measures. p P is then p T -invariant because of (4.12) and the T -invariance of P. We prove next that such a measure satisfies all of the conclusions of the theorem.
Let B β,h px, x`e i , p ωq be the px, i, β, hq-coordinate of p ω P p Ω. Since inequalities (4.16) hold for every n there exists an event p Ω 1 0 (which can be assumed to be p T -invariant) with p Pp p
Due to this monotonicity we can define
Then parts (e) and (f) come immediately. Since (4.15) holds for every n we get the existence of a p T -invariant event p
ωq and for x, y P Z 2 and p ω P p
where x 0,m is any path from x to y with |x k`1´xk | 1 " 1. The sum does not depend on the path we choose, due to (4.19) . Property (4.6) follows. For each n and each A P F, P n pπ Ω pp ωq P Aq " Ppω P Aq. Moreover, for each n and each I Ă Z 2 , the family ω x , p B β,h n px, x`e i q : x P I, β P B 0 , h P H β 0 , i P t1, 2u
( is independent of tω x : x P I ă u. These properties transfer to p P and parts (a) and (b) follow. Again, since (4.12-4.14) hold for each n, there exists a p T -invariant full p P-measure event p Ω coc Ă p Ω 2 0 on which (4.5) and (4.7-4.8) hold. (d) is proved. Recall (4.17) and that the right-hand side converges to Λ β phq´h¨e i "´h¨e i . We have also seen that
Fatou's lemma then implies that B β,h px, x`e i q is integrable under p P and
The reverse inequality is the nontrivial step in this construction. We spell out the argument in the case β ă 8, with the β " 8 case being similar.
Let "´p ErB β,h px, This, inequality (4.20) , and the fact that ξ has positive coordinates imply ¨e i " h¨e i for i " 1, 2.
In other words,
Part (c) follows from this, monotonicity (4.18), and the monotone convergence theorem. Then part (g) follows from monotonicity (4.9) and the fact that for i P t1, 2u, B β,h˘p x, x`e i q have the same mean .
It will be convenient to also define the process indexed by ξ P ri U : We will need two lemmas in what follows.
Lemma 4.13. For each ξ P ri U , there exists an event p Ω tilt,ξ`s uch that p Pp p Ω tilt,ξ`q " 1 and hpB β,ξ`q "´∇Λ β pξ`q on p Ω tilt,ξ`f or all β P B 0 . A similar statement holds for ξ´.
Proof. By (4.4) we have´p ErhpB β,ξ˘q s " ∇Λ β pξ˘q. The claim then follows from Lemma 4.5(c). Proof. Take p ω P Ω coc . Then the claimed limits exist due to the above monotonicity. The second limit follows from the first by recovery (4.7-4.8). Recovery also implies that B β,ξ˘p x, x`e i , p ωq´ω x ě 0. But then
where the last equality follows from Lemma C.1.
As mentioned earlier, in the rest of the paper we assume β " 1 and omit it from the notation. In particular, we write Λ and H instead of Λ 1 and H 1 .
4.2.
Ratios of partition functions. Following similar steps to the proofs of (4.3) of [29] and Theorem 6.1 in [28] we obtain the next theorem. Our more natural definition of the B ξ˘p rocesses makes the claim hold on one full-measure event, in contrast with [28, 29] where the events depend on ξ. Proof. Let D 0 be a countable dense subset of D. Let ξ P ri U and
First, considerx n "x n pξq that is the (leftmost) closest point in V n to nξ. Thenx n {n Ñ ξ as n Ñ 8. Let ζ P D 0 be such that This implies the recursion e B ζ px,yq " e ωx " e B ζ px`e 1 ,yq`eB ζ px`e 2 ,yq ı .
Z NE x,y , x ď y´e 1´e2 , solves the same recursion with the same boundary conditions on y´x P Ne i , i P t1, 2u and therefore Z NE x,y " e B ζ px,yq for all x ď y. Then Z NE
x,xn`e 1`e2 Z NE
x`e 1 ,xn`e 1`e2 " e B ζ px,x`e 1 ,p ωq .
For v with x ď v ď y let Z NE x,y pvq be defined as in (4.23) but with the sum being only over admissible paths that go through v. Apply the first inequality in (C.1) withω such that ω y pωq " ω y for y ďx n , ω y pωq " B ζ py, y`e i , p ωq for y withx n`e1`e2´y P Ne i , i P t1, 2u, v "x n , and u "x n`e1 to get Thus, the second supremum in the above is achieved at η " ξ and the limit is equal to Λpξq. Set η 0 " pξ¨e 1 {ζ¨e 1 qζ P rpξ¨e 1 qe 1 , ξs. For η P rpξ¨e 1 qe 1 , ξs
Rearranging, we have Λpηq`pξ´ηq¨∇Λpζq ď Λpη 0 q`pξ´η 0 q¨∇Λpζq. Hence, the first supremum is achieved at η 0 . But if equality also held for η " ξ, then concavity of Λ would imply that Λ is linear on rη 0 , ξs and hence on rζ, ξs. This cannot be the case since ζ R U ξ . We therefore have Λpη 0 q`pξ´η 0 q¨∇Λpζq ą Λpξq.
This implies that Z NE x,xn`e 1`e2 px n`e2 q{Z NE x,xn`e 1`e2 px n`e1 q Ñ 0 as n Ñ 8. Since Z NE x,xn`e 1`e2 " Z NE
x,xn`e 1`e2 px n`e1 q`Z NE x,xn`e 1`e2 px n`e2 q we conclude that the fraction in (4.24) converges to 1. Consequently, lim nÑ8 Z x`e 1 ,xn Z x,xn ď e´B ζ px,x`e 1 q .
Taking ζ Ñ ξ we get the right-most inequality in the first line of (4.22). The other inequalities come similarly. Next, we prove the full statement of the theorem, namely that (4.22) holds for all sequences x n P V n , directed into U ξ . To this end, take such a sequence and let η ℓ , ζ ℓ P ri U be two sequences such that η ℓ¨e1 ă ξ¨e 1 ď ξ¨e 1 ă ζ ℓ¨e1 , η ℓ Ñ ξ, and ζ ℓ Ñ ξ. For a fixed ℓ and a large n we havē x n pη ℓ q¨e 1 ă x n¨e1 ăx n pζ ℓ q¨e 1 andx n pη ℓ q¨e 2 ą x n¨e2 ąx n pζ ℓ q¨e 2 .
Take n Ñ 8 and apply the already proved version of (4.22) for the sequencesx n pη ℓ q andx n pζ ℓ q to get for each ℓ e´B η ℓ´px, Send ℓ Ñ 8 to get the first line of (4.22). The second line is similar.
Semi-infinite polymer measures
In this section we prove general versions of our main results on rooted solutions, starting with Lemma 3.4.
Proof of Lemma 3.4. Let Ω nondeg be the intersection of the events "
Dn ě k :
ď e´r * over all x, v P Z 2 such that v ě x, r P N, j P t1, 2u, and integers k ě ℓ " pv´xq¨e j . Event Ω nondeg has full P-probability. Indeed, for each r P N PˆDn ě k :
The first equality is because weights are i.i.d. and hence the distribution of the two ratios is the same. The second equality holds because ř n´1 i"0 pω e 1`i e 2´ω ie 2 q is a sum of i.i.d. centered nondegenerate random variables and hence has liminf´8. Fix x P V m , m P Z. Suppose there exists a y P V n , n ě m, with Π x pX n " yq " 0. Then for v ě y with v¨p e " k 0 " Π x pX n " yq ě Π x pX n " y, X k " vq " Π x pX k " vq Q ω x,v pX n " yq. Hence, Π x pX k " vq " 0. This means that Π x t@n ě m : X n¨e1 ď y¨e 1 u`Π x t@n ě m : X n¨e2 ď y¨e 2 u " 1.
Denote the first probability by α. We will show that Π x t@n ě m : X n " x`pn´mqe 2 u " α and Π x t@n ě m : X n " x`pn´mqe 1 u " 1´α. (5.1) If (5.1) holds, then Π x " αΠ e 2 x`p 1´αqΠ e 1 x . Let us now prove (5.1). If α " 0, then also Π x t@n ě m : X n " x`pn´mqe 2 u " 0 " α. If, on the other hand, α ą 0, then either again Π x t@n ě m : X n " x`pn´mqe 2 u " α or there exist k ě m and v ě x with v¨e 1 P p0, y¨e 1 s such that Π x t@n ě k : X n " v`pn´kqe 2 u " δ P p0, αs. Let ℓ " pv´xq¨e 2 . Then v´x " pk´ℓqe 1`ℓ e 2 . For any n ě k
.
For ω P Ω nondeg we have δ ď Z x,v e´r e ř ℓ´1 i"0 ω x`ie 2 for all r P N. Taking r Ñ 8 gives a contradiction. Therefore, (5.2) cannot hold. The first equality in (5.1) is proved. The other one is similar.
Since t@n ě m : X n " x`pn´mqe 3´i u Ă t@n ě m : X n¨ei ď y¨e i u, (5.1) implies that for any ω P Ω nondeg , x P V m , m P Z, Π x P DLR ω x , y P x`Z 2 , and i P t1, 2u we have
x be a nondegenerate solution. Then Π x is a Markov chain with transition probabilities π x y,y`e i pωq " Π x py`e i q Z x,y e ωy Π x pyq Z x,y`e i , y ě x, i P t1, 2u. (5.4)
Proof. Let x P V m and y P V n , n ě m. Fix an admissible path x m,n with x m " x and x n " y. Compute for i P t1, 2u Π x pX n`1 " y`e i | X m,n " x m,n q " Π x pX n`1 " y`e i q Z x,y e ř n i"m ωx i Π x pX n " yq Z x,y`e i e ř n´1 i"m ωx i " Π x pX n`1 " y`e i q Z x,y e ωy Π x pX n " yq Z x,y`e i " Π x pX n`1 " y`e i | X n " yq.
Remark 5.2. The above makes sense even for degenerate solutions. Transitions π x y,y`e i are then only defined at points y ě x that are reachable from x with positive Π x -probability, i.e. such that Π x pyq ą 0. One can check that these transitions keep the chain within this class of points.
Next, we relate nondegenerate DLR solutions in environment ω and cocycles that recover the potential tω x pωqu. for every admissible path x m,n starting at x m " x. This cocycle is uniquely determined by the formula The transition probabilities of Π x are then given by π x y,y`e i pωq " e ωy´Bpy,y`e i q , y ě x, i P t1, 2u. (5.8) When Π x is given we denote the corresponding cocycle by B Πx pu, vq. Conversely, when B is given, we denote the corresponding DLR solution in environment ω (that B recovers) by Π B
x .
Proof of Theorem 5.3. Given a nondegenerate solution Π x P DLR ω x define B via (5.6). Telescoping products check that this is a cocycle. To check recovery write Q ω x,u`e i puq " Z x,u e ωu pZ x,u`e i q´1. Hence, e´B pu,u`e 1 q`e´Bpu,u`e 2 q " e´ω u Π x puq´Π x pu`e 1 qQ ω x,u`e 1 puq`Π x pu`e 2 qQ ω 0,u`e 2 puq" e´ω u Π x puq´Π x pu, u`e 1 P X ‚ q`Π x pu, u`e 2 P X ‚ q¯" e´ω u . This and the cocycle property of B imply (5.6). Using y " x n and solving for e´B px,yq in (5.9) then plugging back into (5.5) gives
which says Π x is a DLR solution in environment ω. Lastly, we prove (5.7). Let k " y¨p e ě m. Then
Then (5.7) follows from this and (5.9). The theorem is proved.
Remark 5.4. We can make sense of the above theorem even for degenerate solutions if we allow cocycle B to take the value 8.
Remark 5.5. The above theorem gives the following interesting fact. If B 1 pu, vq and B 2 pu, vq, u, v ě x, are two cocycles that recover the potential, then for any s P r0, 1s
Bpx, yq "´log`se´B 1 px,yq`p 1´sqe´B 2 px,yq˘a nd Bpu, vq " Bpx, vq´Bpx, uq, u, v ě x is also a cocycle that recovers the potential. This is in fact not limited to a convex combination of two recovering cocycles and works for any convex mixture of them.
The DLR solutions that correspond to cocycles B ξ˘, ξ P ri U , will play a key role in what follows. We will denote these by Π ξ˘,p ω x and the corresponding transition probabilities by π ξ˘,p ω . These transition probabilities do not depend on the starting point x. When B ξ´" B ξ`" B ξ we also write Π ξ,p ω x and π ξ,p ω . In addition to recovering the potential, the B ξ˘c ocycles are also p T -covariant when ξ is deterministic. We next show how these observations relate to the law of large numbers for the corresponding DLR solution. Proof. From equation (5.9) and the shape theorems (2.2) and (4.2) for the free energy and shiftcovariant cocycles we get that p P-almost surely, for all x P Z 2 , all ξ P U , and any sequence x n ě x with x n P V n and x n {n Ñ ξ
Λpξq`hpBq¨ξ.
The large deviation principle follows. Then Borel-Cantelli and strict positivity of I B off of U hpBq imply the directedness claimed in the theorem.
Next, couple Π ξ˘,p ω
x , x P Z 2 , ξ P ri U , pathwise, as described in Section A.1. Denote the coupled up-right paths by X x,ξ˘,p ω m, 8 
When p ω P p Ω coc , the event from Theorem 4.8 on which (4.9) holds, and x P V m , m P Z, paths X x,ξ˘,p ω are ordered: For any ξ, ζ P U with ξ¨e 1 ă ζ¨e 1 and any k ě m, X x,ξ´,p ω k¨e 1 ď X x,ξ`,p ω k¨e 1 ď X x,ζ´,p ω k¨e 1 ď X x,ζ`,p ω k¨e 1 . (5.10)
Theorem 5.7. There exists an event p Ω exist Ă p Ω such that p Pp p Ω exist q " 1 and for every p ω P p Ω exist , x P Z 2 , and ξ P ri U , Π ξ˘,p ω x P DLR ω x and are, respectively, strongly U ξ˘-directed. For i P t1, 2u, the trivial polymer measure Π e i x gives a DLR solution that is strongly U e i -directed. Proof. Let D 0 be a countable subset of ri U that contains all of pri U qzD and a countable dense subset of D. Let
When ξ P D 0 and p ω P p Ω B ξ`X p Ω tilt,ξ`L emma 4.13 says hpB ξ`q "´∇Λpξ`q and then Theorem 5.6 says that Π ξ`,p ω x is strongly U ξ`-directed, for all x P Z 2 . A similar argument works for Π ξ´,p ω x . Now fix ξ P pri U qzD 0 and p ω P p Ω exist . If ξ¨e 1 ă ξ¨e 1 then pick ζ P D 0 X D such that ξ¨e 1 ă ζ¨e 1 ă ξ¨e 1 . Then ξ " ζ. The ordering of paths (5.10) implies that X x,ξ`,p ω k¨e 1 ď X x,ζ,p ω k¨e 1 for all k ě m (there is no need for the˘distinction for ζ P D 0 X D). Since the distribution of the latter path is Π ζ,p ω x and it is strongly U ζ -directed, we deduce that lim nÑ8 n´1X n¨e1 ď ζ¨e 1 " ξ¨e 1 , Π ξ`,p ω x -almost surely.
If ξ P pri U qzD 0 is such that ξ " ξ, then let ε ą 0 and pick ζ P D 0 X D such that ξ¨e 1 ă ζ¨e 1 ď ζ¨e 1 ă ξ¨e 1`ε " ξ¨e 1`ε . This is possible because ∇Λpζq converges to but never equals ∇Λpξq as ζ¨e 1 OE ξ¨e 1 . (Note that ξ P D.) The same ordering argument as above implies Appealing once again to the path ordering, we see now that both Π ξ˘,p ω x are strongly directed into U ξ . Since ξ P D we have U ξ`" U ξ´" U ξ . The theorem is proved. By the ergodic theorem there exists a full p P-measure event p
such that for each p ω P p Ω 3 0 , ξ P pri U qzD, and x P Z 2 there is a y ě x such that B ξ´p y, y`e 1 q ‰ B ξ`p y, y`e 1 q. This implies Π ξ´,p ω
Recall the projection π Ω from p Ω onto Ω. There exists a family of regular conditional distributions µ ω p¨q " p Pp¨| π´1 Ω pωqq and a Borel set Ω reg Ă Ω such that PpΩ reg q " 1 and for every ω P Ω reg , µ ω pπ´1 Ω pωqq " 1. See Example 10.4.11 in [10] . Since
Then PpΩ exist q " 1. We take ω P Ω exist so that µ ω pπ´1 Ω pωq X p Let Π x P DLR ω x be weakly U ξ -directed. Since η k , ζ k P ri U , both nη k ě y and nζ k ě y for large n. Applying (C.1) in the first inequality we have , X n ě y ) " 1.
Since ξ, ξ, ξ P D we have ∇Λpξ´q " ∇Λpξ`q " ∇Λpξq we have B ξ " B ξ " B ξ˘" B ξ . We have shown that Z y`e i ,Xn {Z y,Xn converges in Π x -probability to e´B ξ py,y`e i ,p ωq for every y ě x and i P t1, 2u.
Using any fixed admissible path from x to y and applying the cocycle property of B ξ and the above limit (to the increments of the path) we see that Z y,Xn {Z x,Xn Ñ e´B ξ px,y,p ωq , in Π x -probability.
Thus, bounded convergence and (5.7) imply that B ξ is the cocycle that corresponds to Π x . In other words, Π The covariance and consistency claims follow from the covariance of B ξ " B ξ`a nd the fact that Π ξ,p ω x all use the same transition probabilities π ξ,p ω , regardless of the starting point x, as noted right before the statement of Theorem 5.6. The theorem is proved. Proof. Fix N ą n and an up-right path x n`1,N with Π x px n`1,N q ą 0. Abbreviate A " tx n`1é ! @y ě x : κ x,y`e 1`e2 " 0 or κ y,y`e 1 κ y`e 1 ,y`e 1`e2 " κ y,y`e 2 κ y`e 2 ,y`e 1`e2 ) " 1. On the event in (5.17) π y,y`e i " # κ y,y`e i e ωy i P t1, 2u and y P x`Z 2 such that κ x,y ą 0 1{2 i P t1, 2u and y P x`Z 2 such that κ x,y " 0 define transition probabilities. Let Π κ x be the distribution of the Markov chain X m,8 starting at X m " x and using these transition probabilities.
Note that κ x,x " 1 and if κ x,y ą 0 and π y,y`e i ą 0, then κ y,y`e i ą 0 and κ x,y`e i " κ x,y κ y,y`e i ą 0. This means that the Markov chain stays Π κ x -almost surely within the set ty ě x : κ x,y ą 0u. On the intersection of the two events in (5.17) and (5.18) , if x m,k is an admissible path starting at x and Π κ x px m,k q ą 0, then the above paragraph says κ x,x i ą 0 for each i P tm, . . . , ku and then
Adding over all admissible paths from x to y P V k gives
Putting the two displays together gives
In other words, Π κ x P DLR ω x , Π x -almost surely. The L 1 -convergence implies
where we used (5.7) for the last equality (since Π x is assumed to be nondegenerate). The above, (5.19) , and (5.5) give
Since Π x was assumed to be an extreme point in DLR ω x , we conclude that Π x pΠ κ x " Π x q " 1. Since Π κ x determines κ, this says that κ x,y px Proof of Theorem 3.5. Let p Ω dir " p Ω coc X p Ω exist X p Ω Bus X p Ω e 1 ,e 2 and similarly to (5.12) let Ω dir " Ω nondeg X Ω reg X ω P Ω : µ ω p p Ω dir q " 1 ( . Then PpΩ dir q " 1. Fix ω P Ω dir . There exists p ω P p Ω dir such that π Ω pp ωq " ω.
Take ζ P ri U . For any y ě x we have nζ ě y when n is large enough. Then when X n¨e1 ą tnζ¨e 1 u inequality (C.1) implies ) .
If the limsup on the left is positive then using (5.15) implies e´B Πx py,y`e 2 q ď e´B ζ´p y,y`e 2 ,p ωq`ε . The case of e 1 is similar. Taking ε Ñ 0 we get B Πx py, y`e 1 q ď B ζ´p y, y`e 1 , p ωq and B Πx py, y`e 2 q ě B ζ´p y, y`e 2 , p ωq (5.21) for each y P x`Z 2 and ζ P ri U such that
Couple tΠ x , Π ζ˘,p ω x : ζ P ri U u as described in Section A.1 and denote the coupled paths by X We have already seen that paths X x,ζ˘,p ω are monotone in ζ. Similarly, (5.21) implies that for ζ P ri U satisfying (5.22), we have Since the distribution of X x,ζ´,p ω k is Π ζ´,p ω x and is strongly directed into U ζ´( because p ω P p Ω exist ) we see that for ζ P ri U satisfying (5.22)
1 " suptζ¨e 1 : ζ P ri U and (5.22) holds for ζu. If the above set is empty, then we set ξ 1 " e 2 . Let ξ 1 " ξ 1 . If ξ 1 " e 2 , then ξ 1 " ξ 1 " e 2 as well and we trivially have
Assume ξ 1 ‰ e 2 and take ζ P ri U with ζ¨e 1 ă ξ 1¨e
1 . Observe that we can take ζ arbitrarily close to ξ 1 . Indeed, if ξ 1¨e1 ă ξ 1¨e 1 , then take ξ 1¨e1 ă ζ¨e 1 ă ξ 1¨e 1 to get ζ " ξ 1 " ξ 1 and ζ " ξ 1 . If instead ξ 1 " ξ 1 , then also ξ 1 " ξ 1 " ξ 1 . Now, as ζ Ñ ξ 1 , ∇Λpζ˘q approach but never equal ∇Λpξ 1´q because there is no linear segment of Λ adjacent to ξ 1 on the left. This forces ζ and ζ to converge to ξ 1 .
Fix ε ą 0 and take ζ P ri U with ζ¨e 1 ă ξ 1¨e 1 and ζ¨e 1 ą ξ 1¨e 1´ε . Then (5.22) holds and therefore (5.23) holds too and we have
Take ε Ñ 0 to get (5.24) when ξ 1 ‰ e 2 . A symmetric argument (e.g. exchanging the roles of e 1 and e 2 ) gives
where ξ 2 " ξ 2 and ξ 2 P U is such that
with ξ 2 " e 1 if the set is empty.
(5.24) and (5.25) imply that ξ 1¨e 1 ď ξ 2¨e 1 and ξ 1¨e 1 ď ξ 2¨e1 . For example if ζ P ri U is such that ζ¨e 1 ą ξ 2¨e1 then Fatou's lemma gives
and then ζ¨e 1 ě ξ 1¨e 1 . Also, ξ 1¨e 1 ě ξ 2¨e 1 . To see this take ζ, ζ 1 P ri U with ζ¨e 1 ă ζ 1¨e 1 ă ξ 2¨e 1 . Then Π x pX n¨e1 ě nζ 1¨e 1 q Ñ 1 and hence (5.22) holds and ζ¨e 1 ď ξ 1¨e 1 . Take ζ Ñ ξ 2 . We now consider three cases.
Case (a): If ξ 1 " ξ 1 , then ξ 1 " ξ 1 " ξ 1 , forcing ξ 2 " ξ 1 " ξ 1 . Let ξ " ξ 1 . Weak tξu-directedness holds by the definitions of ξ 1 and ξ 2 , since they equal ξ. Note that ξ " ξ 2 and U ξ " rξ 1 , ξ 2 s " rξ 1 , ξ 2 s. Then strong directedness into U ξ follows from (5.24) and (5.25) . The case ξ 2 " ξ 2 is similar.
Case (b): Assume ξ 1 ‰ ξ 1 and ξ 2 ‰ ξ 2 but ξ 1¨e 1 ď ξ 2¨e 1 ď ξ 1¨e1 . Then set ξ " ξ 1 . We have ξ 2 " ξ and thus ξ 2 " ξ. We also have ξ 1 " ξ and again strong directedness into U ξ follows from (5.24) and (5.25) . The case ξ 2¨e1 ď ξ 1¨e 1 ď ξ 2¨e1 is similar. Case (c): In the remaining case, ξ 1¨e1 ă ξ 2¨e 1 ď ξ 1¨e 1 ă ξ 2¨e1 we have rξ 1 , ξ 2 s " U ξ 1 " U ξ 2 . In this case, Λ is linear on rξ 1 , ξ 2 s and therefore ξ 1 , ξ 2 P D. Let ξ " ξ 1 . The definitions of ξ 2 and ξ 1 give weak directedness into rξ 2 , ξ 1 s Ă rξ 1 , ξ 2 s " U ξ . Strong directedness into U ξ Y U ξ " rξ, ξs " rξ 1 , ξ 2 s follows from (5.24) and (5.25) .
To finish, note that in all three cases ξ P ri U . Indeed, strong directedness into U e 1 would imply (5.22) and thus (5.21) hold for all ζ P ri U . Then Lemma 4.14 would imply B Πx py, y`e 2 q " 8, contradicting nondegeneracy. Strong directedness into U e 2 is argued similarly.
For the rest of the section we assume that (3.5) holds. Then, in Theorem 4.8, we can ask that 1 P B 0 and take H 1 0 to be t´∇Λpξq : ξ P D 0 u, where D 0 is the countable dense subset of ri U from the paragraph following (3.5). Theorem 4.15 then implies that for ξ P D 0 and p ω P p Ω coc X p Ω Bus X p Ω cont,ξ X p Ω cont,ξ , B ξ´" B ξ`" B ξ is a function of tω x pp ωq : x P Z 2 u. This and (4.10) imply that the whole process tB h˘: h P Bu is measurable with respect to S " σpω x : x P Z 2 q Ă F . In other words we do not need the extended space p Ω. For the rest of the section we write ω instead of p ω and more generally drop the hats from our notation. Recall the definition of the countable random set U ω x Ă ri U in (3.7). Lemma 5.11. Assume (3.5) . Fix x P Z 2 . The following hold.
(a) For any η, ζ P ri U , tω P Ω coc : A X U ω x " ∅u is measurable, where A is any of the four intervals rη, ζs, rη, ζr, sη, ζs, or sη, ζr. Also, tω P Ω coc : D X U ω
x " ∅u and tω P Ω coc : |D X U ω x | " 8u are measurable as are tω P Ω coc : η is a right-accumulation point in U ω x u and tω P Ω coc : ζ is a left-accumulation point in U ω x u. (b) For any η, ζ P U , Pprη, ζs X U ω 0 " ∅q P t0, 1u and Pprη, ζs X U ω 0 " ∅q " 1 if and only if P ω P Ω coc : Dξ P rη, ζs X ri U : B ξ`p 0, e 1 , ωq ‰ B ξ´p 0, e 1 , ωq ( ą 0. Proof. Let D 0 be a dense set of points in D. For η, ζ P ri U the event tω P Ω coc :sη, ζr X U ω
x " ∅u can be rewritten as ! ω P Ω coc : Dy P x`Z 2 Di P t1, 2u Dℓ P N @k P N Dξ 0 , ξ 1 P D 0 Xsη, ζr:
|ξ 1´ξ0 | 1 ă 1{k, |B ξ 1 py, y`e i q´B ξ 0 py, y`e i q| 1 ą 1{ℓ
) .
It is therefore measurable. The other cases of the set A can be obtained as decreasing intersections of the one above and are hence measurable too.
Recall that ∇Λpξ`q " ∇Λpξ´q if and only if ξ P D. By Lemma 4.7(a), (b), and (c) this holds if and only if there exist sequences ξ j 1 , ξ j 2 P D 0 with ξ j 1¨e 1 ă ξ¨e 1 ă ξ j 2¨e 1 , lim j ξ j 1 " lim j ξ j 2 " ξ and lim j ∇Λpξ j 1 q " lim j ∇Λpξ j 2 q. The event tω P Ω coc : |D X U ω x | ě mu can then be rewritten as ! ω P Ω coc : Dℓ P N Dy j P x`Z 2 Di j P t1, 2u, j P t1, . . . , mu, @k P N
so it is measurable. m " 1 gives tω P Ω coc : D X U ω x ‰ ∅u. Intersection over all m gives tω P Ω coc : |D X U ω
x | " 8u. The event tω P Ω coc : η is a right-accumulation point in U ω x u is the intersection of the events tU ω
x Xsη, η 1 s " ∅u over η 1 P D 0 with η 1¨e 1 ą η¨e 1 . Similarly for left-accumulation points. Part (a) is proved.
Fix η, ζ P U . Similarly to tω P Ω coc : rη, ζs X U ω x ‰ ∅u, the event E " ω P Ω coc : Dy P Z 2 , Di P t1, 2u, Dξ P rη, ζs X ri U : B ξ`p y, y`e i , ωq ‰ B ξ´p y, y`e i , ωq ( is measurable. It is also shift-invariant and the ergodicity of the distribution of tω x : x P Z 2 u induced by P implies that this event has probability either 0 or 1. It has probability 1 if and only if P Di P t1, 2u, Dξ P rη, ζs X ri U :
But recovery (4.7) implies that B ξ`p 0, e 1 q ‰ B ξ´p 0, e 1 q is equivalent to B ξ`p 0, e 2 q ‰ B ξ´p 0, e 2 q. Therefore, (5.27) holds if and only if (5.26) holds.
If PpEq " 0 then Ptω : rη, ζs X U ω 0 " ∅u " 0, since the latter is a smaller event. On the other hand, if PpEq " 1 then (5.27) holds and ergodicity implies that with P-probability one there is a positive density of sites y such that there exist i P t1, 2u and ξ P rη, ζs X ri U with B ξ`p y, y`e i q ‰ B ξ´p y, y`e i q. In particular, there exist such sites in Z 2 and so rη, ζs X U ω 0 " ∅. Part (b) is proved.
Proof of Theorem 3.10. For ξ P pri U qzD let η " ζ " ξ. Then (4.4) implies (5.26) holds. The first claim in part (a) follows from applying Lemma 5.11, since there are countably many directions of non-differentiability. The second claim, about ξ P D, comes from the continuity in Remark 4.12.
When ξ ‰ ξ condition (3.5) implies that rξ, ξs Ă D and hence ∇Λpζ˘q " ∇Λpξq and B ζ´" B ζ`" B ξ for all ζ P rξ, ξs. Part (b) now follows from Lemma 5.11 with η " ξ and ζ " ξ. (There are countably many ξ with ξ ‰ ξ.)
The first claim in part (c) is the same as the first claim in Lemma 5.11. Fix η and ζ as in the second claim. Define
Note that any point in A is an almost sure (right) accumulation point of U ω 0 . Let ξ 0 P rη, ζs be such that ξ 0¨e1 " sup ξ 1¨e 1 : ξ 1 P rη, ζs and Pprη, ξ 1 s X U ω x " ∅q " 0 ( .
We have Pprη, ξ 1 s X U ω x " ∅q " 1 for all ξ 1 P rη, ξ 0 r. Taking ξ 1 Ñ ξ 0 implies the same claim for rη, ξ 0 r. Since ξ 0 P D, part (a) implies the same holds for rη, ξ 0 s; therefore ξ 0 ‰ ζ. The definition of ξ 0 , the (already proven) first claim in (c), and Ppξ 0 R U ω x q " 1 now imply that ξ 0 P A and so A is not empty.
For any ξ P A and ξ 1 Psξ, ζr there exists ξ 2 Psξ, ξ 1 s such that Pprξ 2 , ξ 1 s X U ω x " ∅q " 1. Otherwise, taking ξ 2 Ñ ξ and using Ppξ P U ω x q " 0 we get a contradiction with ξ P A. The previous paragraph shows that there exists ξ 3 Psξ 2 , ξ 1 r X A. It follows that ξ is an accumulation point of A. (c) is proved.
Let Ω uniq be the intersection of Ω coc X Ω Bus X Ω nondeg X Ω exist X Ω dir with the full-measure event from the already proven parts (a) and (b) and with Ω cont,ξ X Ω cont,ξ for all of Λ's linear segments rξ, ξs, ξ ‰ ξ (if any). Take ω P Ω uniq .
Since ω P Ω nondeg , uniqueness of degenerate extreme solutions comes from Lemma 3.4. Assumption (3.5) implies that
Then strong directedness of nondegenerate extreme solutions follows from Theorem 3.5 (since ω P Ω dir ). This proves part (d).
Consider a solution Π x P DLR ω x that is weakly U ξ -directed for some ξ P U . If ξ " e i for some i P t1, 2u then the paragraph following Theorem 3.5 explains why it must be that Π x " Π e i x . Assume therefore that ξ P ri U . As explained at the end of Section 2.4, applying Choquet's theorem gives the existence of a probability measure ν on DLR ω x such that
Fix η, ζ P ri U such that η¨e 1 ă ξ¨e 1 and ζ¨e 1 ą ξ¨e 1 . Then
The weak U ξ -directedness of Π x implies the left-hand side goes to 1 as n Ñ 8. On the other hand, the strong directedness of extreme DLR solutions, proved in part (d), implies that the probability being integrated on the right-hand side converges to either 0 or 1. It converges to 1 exactly for those Π x that are strongly rη, ζs-directed. Applying bounded convergence we then get ν Π x is strongly rη, ζs-directed ( " 1.
Taking η and ζ to ξ we conclude that
But then this implies that Π x is strongly U ξ -directed and part (e) is proved. Now fix ξ P U zU ω x . Since ω P Ω exist and U ξ´" U ξ`, we already know from Theorem 5.7 that Π ξ,ω
x is a strongly U ξ -directed DLR solution. Let Π x be (possibly another) strongly U ξ -directed DLR solution. If ξ ‰ ξ, then assumption (3.5) implies Λ is linear on rξ, ξs Ă D and ω P Ω cont,ξ implies (5.13 ) and (5.7) applying bounded convergence we deduce that Π x " Π ξ,ω x . The existence and uniqueness claimed in part (f) have been verified. As explained above Lemma 2.9, one can write Π x as a convex integral mixture of extreme measures from DLR ω x . This mixture will then have to be supported on DLR solutions that are all strongly U ξ -directed. Uniqueness then implies that they are all equal to Π x and therefore Π x is extreme.
The weak convergence claim comes similarly to (5.14) . The argument for consistency is similar to the one below (5.14) . (f) is proved.
When ξ P U ω x , Π ξ˘,ω
x are two DLR solutions which, by Theorem 5.7 and (5.28), are both strongly U ξ -directed. The two are different because they are nondegenerate and so if y P x`Z 2 and i P t1, 2u are such that B ξ´p y, y`e i , ωq ‰ B ξ`p y, y`e i , ωq, then passing through y has a positive probability under both Π ξ˘,ω x , and the transitions out of y are different. Since Π ξ˘,ω x are two different U ξ -directed solutions, there must exist at least two different extreme ones. Part (g) is proved and we are done.
We can in fact prove a little bit more than the claim in Theorem 3.10(g). Integrating any of (5.5), (5.7), or (5.9) shows that ş e´B Π x px,vq νpdΠ x q " e´B ξ´p x,y,ωq . Therefore e´B ξ´p x,y,ωq e´B ξ´p y,y`e 1 ,ωq ď e´B ξ´p x,y`e 1 ,ωq and e´B ξ´p x,y,ωq e´B ξ´p y,y`e 2 ,ωq ě e´B ξ´p x,y`e 2 ,ωq .
But the cocycle property of B ξ´s ays the above are in fact equalities. Hence, it must be the case that (5.32) were in fact equalities and therefore B Πx " B ξ´, ν-almost surely. In other words, we have shown that ν " δ Π ξx and therefore Π ξx is extreme. A similar reasoning holds for Π ξx .
Proof of Theorem 3.12. Let D 0 be a countable dense subset of D containing the endpoints of all linear segments of Λ (if any). We define a coupling of certain paths on the tree T ω 0 . Set Ω cif " Ş ζPD 0 pΩ cont,ζ X Ω rζ,ζs q and take ω P Ω cif . For n P N and ζ P D 0 let p X ζ,ω,pnq 0,8
be the up-right path on T ω 0 that goes from 0 to tnζu and then continues by taking, say, e 1 steps. Let p Q ω 0,pnq be the joint distribution of T ω 0 and t p X ζ,ω,pnq 0,8
: ζ P D 0 u, induced by Q ω 0 . By compactness, the sequence p Q ω 0,pnq has a subsequence that converges weakly to a probability measure. Let p Q ω 0 be a weak limit. This is a probability measure on trees spanning Z 2 and infinite up-right paths on these trees, rooted at 0 and indexed by ζ P D 0 . We denote the tree by p T ω 0 and the paths by p X ζ,ω 0,8 . The distribution of p T ω 0 under p Q ω 0 is the same as that of T ω 0 under Q ω 0 . Furthermore, since by Lemma 3.11 for each n P N and ξ P D 0 the distribution of p X ζ,ω,pnq 0,n under Q ω 0 is exactly Q ω 0,tnζu , Theorem 3.7 implies that the distribution of p X ζ,ω 0,8 under p Q ω 0 is exactly Π ζ,ω 0 . One consequence is that p X ζ,ω is U ζ -directed, p Q ω 0 -almost surely and for all ζ P D 0 . We can define a competition interface p φ ω n between the subtrees of p T ω 0 rooted at e 1 and e 2 , and its distribution under p Q ω 0 is then the same as the distribution of the original competition interface φ ω n under Q ω 0 . Since p X ζ,ω is a path on the spanning tree p
for all n P Z`. This in turn implies the event tlim p φ ω n¨e1 {n ě ζ¨e 1 u. Consequently, for all ζ P D 0 ,
A similar argument gives
For ξ P ri U with ξ P D 0 taking D 0 Q ζ Ñ ξ with ζ¨e 1 strictly decreasing makes ζ Ñ ξ. Recall that ω P Ω cont,ξ . Applying the above we get
Applying (5.33) with ζ " ξ we get
Since the liminf is always bounded above by the limsup we get
A similar argument, starting by taking ζ Ñ ξ and applying (5.33) , gives
" e ω 0´B ξ p0,e 1 ,ωq for all ξ P ri U with ξ P D 0 . But for ξ P D 0 we have B ξ pωq " B ξ pωq " B ξ pωq. Hence, all four probabilities in the above two displays equal e ω 0´B ξ p0,e 1 ,ωq . We conclude that for any ξ P D 0
" e ω 0´B ξ p0,e 1 ,ωq .
This implies that ξ˚" lim nÑ8 φ ω n¨e 1 {n exists Q ω 0 -almost surely and its cumulative distribution function is given by (3.8) . Parts (a) and (b) are proved. Part (c) follows because B ξ`i s constant on the linear segments of Λ. For (d) observe that
which vanishes if and only if PtB ξ`p 0, e 1 q " B ξ´p 0, e 2 qu " 1, which holds if and only if ξ P D.
Bi-infinite polymer measures
We now prove Theorem 3.13 and Lemma 3.15, showing non-existence of two classes of bi-infinite polymer measures. The following is the key step in the proof of Theorem 3.13. Proof. By shift-covariance of B, it is enough to deal with the case x " 0. Couple tΠ Bpωq y : y P Z 2 u as described in Section A.1 and denote the coupled paths by X y,ω m,8 , or X y for short, y P V m , m P Z. Let N v " ty ď v : v P X y u. We will call a point z P Z 2 a junction point if there exist distinct u, v P Z 2 such that |N u | " |N v | " 8 and X u and X v coalesce precisely at z.
Suppose now that P b Pp|N 0 | " 8q ą 0. Shift-covariance of B implies that N u pτ v ϑ, T v ωq " N u`v pϑ, ωq. Hence, by the ergodic theorem, with positive P b P-probability there is a positive density of sites v P Z 2 with |N v | " 8.
By Theorem A.3, for P b P-almost every pϑ, ωq and all u, v P Z 2 , X u and X v coalesce. It follows from this and the previous paragraph that with positive P b P-probability there is a positive density of junction points.
For L P N, let J L denote the union of the junction points in r1, Ls 2 together with the vertices of the south-west boundary of r1, Ls 2 , tke i : 1 ď k ď L, i P t1, 2uu, with the property that one of the junction points lies on X ke i . For each junction point z, there are at least two such points on the south-west boundary. Decompose J L into finite binary trees by declaring that the two immediate descendants of a junction point z are the two closest points u, v P J L with the property that z P X u X X v . The leaves of these trees are points in J L which lie on the boundary and the junction points are the interior points of the trees. This tree cannot have more than 2L`1 leaves, but this contradicts that there are on the order of L 2 junction points, since a binary tree has more leaves than interior points. Thus P bPpN 0 ă 8q " 1.
Fix ε ą 0. We now know that Pp|N 0 pϑ, ωq| ă 8q " 1 for P-almost all ω. Then there exists an integer n 0 " n 0 pωq such that P p|N 0 pϑ, ωq| ě nq ă ε for n ě n 0 . The claim follows from the observation that Π B y p0q " Pp0 P X y q ď Pp|N 0 pϑ, ωq| ě nq for y ď 0 with |y| 1 " n.
We can now rule out the existence of polymer Gibbs measures satisfying the law of large numbers in a fixed direction and of metastates.
Proof of Theorem 3.13. Let Ω bi,rξ,ξs " Ω B ξ ,Ó0 X Ω 1 rξ,ξs and take ω P Ω bi,rξ,ξs . Suppose there exists a weakly U ξ -directed µ ω P Ð Ý Ñ DLR ω . Take any x P Z 2 such that c " µ ω pxq ą 0. Fix n ď x¨p e.
If µ ω px | yq ď c{2 for all y P V n with µ ω pyq ą 0, then µ ω py, xq ď cµ ω pyq{2 for all y P V n and adding over y we get c " µ ω pxq ď c{2, which contradicts c ą 0. Hence, there exists a y n ď x such that y n P V n , µ ω py n q ą 0, and µ ω px | y n q ą c{2. But, by Lemma 2.9, µ ω p¨| y n q is a weakly U ξ -directed element of DLR ω yn and, by Theorem 3.7, it must be that µ ω px | y n q " Π ξ,ω yn pxq. But then Π ξ,ω yn pxq ą c{2 for all n, which contradicts Lemma 6. 
This is a contradiction since tX 0 " zu, z P V 0 , form a partition of X.
Appendix A. Coupled RWRE paths with te 1 , e 2 u steps A.1. Path coupling. In this section we construct a coupling of a family of random walks in a random environment (RWRE) with admissible steps te 1 , e 2 u that several arguments in this paper rely on. Let pΩ, F, Pq satisfy the assumptions of Section 2. Let P denote the law of i.i.d. Uniform[0,1] random variables ϑ " tϑpyq : y P Z 2 u on r0, 1s Z 2 , equipped with the Borel σ-algebra and the natural group of coordinate shifts τ x . Define a family of shifts on the product space r0, 1s Z 2ˆΩ indexed by x P Z 2 in the natural way, via r T x pν, ωq " pτ x ν, T x ωq. This shift preserves P b P.
Let A be some index set and let tp α x : x P Z 2 , α P Au be a collection of r0, 1s-valued Fmeasurable random variables. Abbreviate G " te 1 , e 2 u Z 2 . For α P A, construct a random graph g α pϑ, ωq " g α P G, via pϑ, ωq for k ą m. We observe that under P, for fixed α, X x,α m,8 has the law of a quenched RWRE with admissible steps te 1 , e 2 u started from x and taking the step e 1 at site y with probability p α y pωq. Two properties follow immediately.
Corollary A.1. The following hold for any ω P Ω and ϑ P r0, 1s Z 2 .
(a) (Coalescence) If for some α P A, x, y P Z 2 , and n ě maxpx¨p e, y¨p eq we have X x,α,ω n pϑq " X y,α,ω n pϑq, then X x,α,ω k pϑq " X y,α,ω k pϑq for all k ě n. (b) (Monotonicity) Fix x P V m , m P Z, and α 1 , α 2 P A. If p α 1 y pωq ď p α 2 y pωq for all y ě x then X x,α 1 ,ω n pϑq¨e 1 ď X x,α 2 ,ω n pϑq¨e 1 for all n ě m.
The proof of Lemma 4.11 is an example of how we use this coupling.
Proof of Lemma 4.11. It suffices to work with a fixed β P p0, 8q. The case β " 8 comes by taking a limit. Fix n P Z and construct the coupled paths X x,β,h,ω m,8 pϑq, x P V m , m P Z, as above, with
otherwise.
Note that for x P V m , m`1 ă n, and i, j P t1, 2u
x,pnq re i¨Xn s and B h i F β,h
x`e j ,pnq " E ω,β,h x`e j ,pnq re i¨p X n´ej qs. It follows that whenever x P V m , m ă n and i, j P t1, 2u, Then Corollary A.1(a) and planarity imply that
x`e i q ď 0 and B h 3´i B β,h n px, x`e i q ě 0. A.2. Coalescence of RWRE paths. We show that the quenched measures of a general 1+1dimensional random walk with te 1 , e 2 u steps in a stationary weakly elliptic random environment can be coupled so that the paths coalesce. The proof is an easier version of the well-known Licea-Newman [42] argument for coalescence of first-passage percolation geodesics. Notably, the measurability issues which make the Licea-Newman argument somewhat involved in zero temperature vanish in positive temperature due to the extra layer of randomness coming from the coupling.
Let p : Ω Ñ r0, 1s be a measurable function. Assume weak ellipticity:
Construct random variables tX x m,8 : x P V m , m P Zu via the coupling described in Subsection A.1 with p x pωq " ppT x ωq and write P " P b P. Let P ω x (with expectation operator E ω x ) be the distribution (on pZ 2 q Z`) of the corresponding random walk in random environment starting at x. Lemma A.2. Assume (A.1). For P-almost every ω, for all x P Z 2 , P ω x -almost every path crosses all vertical lines to the right of x and all horizontal lines above x.
Proof. By shift-invariance, it is enough to prove the claim for x " 0. For i P t1, 2u let I i be the T e i -invariant σ-algebra. Note that Erlog p | I 1 s ă 0 and Erlogp1´pq | I 2 s ă 0. The ergodic theorem implies then that P´8 ź k"0 ppT ke 1 ωq " 0¯" P´8 ź k"0 p1´ppT ke 2 ωqq " 0¯" 1.
By a union bound, we have that P ! P ω 0 pthe path has at most finitely many e 2 incrementsq ą 0
A similar argument works for the case of finitely many e 1 increments.
Theorem A.3. Assume (A.1). Then P -almost surely, for any u, v P Z 2 there exists an n P Z with X u n,8 " X v n,8 . Proof. The proof comes by way of contradiction. Observe that if X u and X v ever intersect, say X u n " X v n , then we would have X u n,8 " X v n,8 . So suppose P tX u r,8 X X v k,8 " ∅u ą 0 for some u P V r , v P V k , r, k P Z. By Lemma A.2 these paths must cross any vertical line to the right of u and v. Restart the paths from the points where they exit some such vertical line. By stationarity we can assume u " 0 (hence r " 0), X 0 1 " e 1 , v " ke 2 , and X ke 2 k`1 " ke 2`e1 . Thus we have
Again by shift invariance X ie 2 i,8 X X pi`kqe 2 i`k,8 " ∅ for infinitely many i ě 0, with positive probability. Consequently, there exists i ą k such that
Let ℓ " i`k. If X ke 2 k,8 X X ℓe 2 ℓ,8 " ∅ then by planarity X ie 2 i,8 intersects X ℓe 2 ℓ,8 . So we have integers 0 ă k ă ℓ such that P X 0 0,8 X X ke 2`e1 k`1,8 " ∅, X ke 2`e1 k`1,8 X X ℓe 2 ℓ,8 " ∅, X 0 1 " e 1 , X ℓe 2 ℓ`1 " ℓe 2`e1 ( ą 0.
Let τ ℓ P N be the first coordinate of the point where X 0 0,8 first reaches the horizontal line ℓe 2`R`e1 . Let τ 1 e 1 be the point at which X 0 0,8 exits the horizontal line R`e 1 . Then we can also find integers 0 ă m ă n such that P X 0 0,8 X X ke 2`e1 k`1,8 " ∅, X ke 2`e1 k`1,8 X X ℓe 2 ℓ,8 " ∅, X 0 1 " e 1 , X ℓe 2 ℓ`1 " ℓe 2`e1 , τ 1 " m, τ ℓ " n ( ą 0.
The event in the above probability is independent of the variables ϑ pm`1qe 1 ,ne 1 Yϑ e 2 ,pℓ´1qe 2 (where for example ϑ pm`1qe 1 ,ne 1 " tϑ pm`1qe 1 , . . . , ϑ ne 1 u). Since Pp0 ă p ă 1q " 1 we have that P X 0 0,8 X X ke 2`e1 k`1,8 " ∅, X ke 2`e1 k`1,8 X X ℓe 2 ℓ,8 " ∅, X 1 1 " e 1 , X ℓe 2 ℓ`1 " ℓe 2`e1 , τ 1 " m, τ ℓ " n, g x " e 1 for x P rm`1, nse 1 and g x " e 2 for x P r1, ℓ´1se 2 ( ą 0.
Call the above event A 1 . (See Figure A. 1.) On this event, path X ke 2`e1 k`1,8 is shielded by the arrows on the boundary rm`1, nse 1 Y r1, ℓ´1se 2 and by paths X 0 0,8 and X ℓe 2 ℓ,8 and for any u ě 0 with u¨p e " s we have X ke 2`e1 k`1,8 X X u s,8 " ∅. The Burton-Keane lack of space argument [11] furnishes the necessary contradiction. Indeed, by P pA 1 q ą 0 and the ergodic theorem there exists an event A 2 of positive probability such that on A 2 for all large enough L and a small enough fixed δ ą 0, event A 1˝Tz occurs for at least δL 2 points z P r0, Ls 2 such that the rectangles z`r0, nsˆr0, ℓs are pairwise disjoint and lie inside r0, Ls 2 . Then with positive probability we have δL 2 pairwise disjoint paths that start inside r0, Ls 2 . Each of these paths must exit through a boundary point of r0, Ls 2 , but for large enough L the number of boundary points is ă δL 2 . The theorem is proved.
Appendix B. A shape theorem for cocycles
The results in this section extend [29, Theorem A.3] to the stationary setting. The proof is identical once one alters the definitions appropriately. Fix a dimension d P N and let R Ă Z d be an arbitrary finite set of admissible steps that contains at least one nonzero element. Admissible paths x 0,n " px k q n k"0 satisfy x k´xk´1 P R. Let M " | R |. Let G " t ř zPR b z z : b z P Zu be the additive group generated by R. For a shift-covariant L 1 pPq cocycle cpxq " ErBp0, xq | Is is an additive function on the group G and hence there exists a vector mpBq P R d with ErBp0, xq | Is " mpBq¨x for all x P G. This vector is not unique unless R spans R d , but the inner products mpBq¨x, x P G, are well defined. Theorem B.3. Suppose B is a shift-covariant L 1 pPq cocycle and there exists a function V pz, ωq : RˆR Ñ R with V P L such that Bp0, z, ωq ď V pz, ωq for all z P R and P-almost every ω. Then P-almost surely, lim nÑ8 max xPDn |Bp0, xq´mpBq¨x| n " 0.
The rest of this section proves the above theorem.
Lemma B.4. Suppose that B is a shift-covariant L 1 pPq cocycle. Let x P G. Then P-almost surely, ErBp0, xq | I x s " mpBq¨x.
Proof. By shift-covariance and the cocycle property, Bp0, nx, ωq n " ř n´1 i"0 Bpix, pi`1qx, ωq n " ř n´1 i"0 Bp0, x, T ix ωq n .
By Birkhoff's ergodic theorem the limit exists P-almost surely and equals L " ErBp0, xq | I x s. On the other hand, by shift-covariance and the cocycle property, we also have Bp0, nx, T y ωq n " Bpy, y`nx, ωq n " Bpy, 0, ωq n`B p0, nx, ωq n`B p0, y, T nx ωq n .
The left-hand side converges P-almost surely to L˝T y and second term on the right-hand side converges P-almost surely to L. The first term on the right-hand side converges P-almost surely to 0. This implies that the last term must also converge P-almost surely. Since it converges to 0 in probability, its almost sure limit must also be 0. Consequently, we have shown that ErBp0, xq| I x sT y " ErBp0, xq | I x s, which implies that ErBp0, xq| I x s is I-measurable. Therefore ErBp0, xq| I x s " E " ErBp0, xq | I x s | I ‰ " ErBp0, xq | Is " mpBq¨x.
A consequence of the above lemma is that if A Ă Z d and x P A, then Abbreviate Bpx, yq " Bpx, yq´mpBq¨py´xq. Note that B is also a shift-covariant cocycle and that ErBpx, yq | Is " ErBp0, y´xq | Is " 0.
Lemma B.5. Suppose that B is a shift-covariant L 1 pPq cocycle. Let the integers j, r such that 1 ď j ď r ď M be given and let z 1 , . . . , z r P R be distinct. Let g : r0, 1s r Ñ R be a continuous function. Then P-almost surely lim nÑ8 1 n r n´1 ÿ k 1 "0 . . . n´1 ÿ kr"0 gpn´1pk 1 , . . . , k r qqBp0, z j , T k 1 z 1`¨¨¨`kr zr ωq " 0.
Proof. The case g " 1 follows from the multidimensional ergodic theorem [40, Theorem 6.2.8], which in this case says the P-almost sure limit exists and equals ErBp0, z j q | I tz 1 ,...,zru s, and an application of (B.2). The case of a general continuous g comes by the familiar uniform approximation by step functions.
Lemma B.6. Suppose that B is a shift-covariant L 1 pPq cocycle. Let r P t1, 2, . . . , M u be given and let z 1 , . . . , z r P R be distinct. Let 0 ď a i ă b i be given for 1 ď i ď r. Then P-almost surely Bp0, k 1 z 1`¨¨¨`kr z r q n " 0.
Proof. By taking differences and re-indexing, it suffices to consider the case a i " 0 and b i " 1 for all i. We now prove the result by induction on r. To start the induction, note that Let δ ą 0 be given and define a k " kδ{p4M q for k P Z`. For k " pk 1 , . . . , k M q P Z M introduce the notation C n,k " ! M ÿ i"1 s i z i : t na k i u ď s i ă t na k i`1 u ) .
Let K " Z M X r0, 4M {δ`1s M . For any n P N and x P D n , write x " ř M i"1 b i z i with ř M i"1 b i " n and b i P Z`, then take k i minimal such that t na k i u ě b i . This way we obtain a vector kpxq P K such that every point y P C n,kpxq can be reached from x in at most nδ steps.
For each x P D n and each y P C n,kpxq , fix a path x 0,ℓ , ℓ ď δn, from x to y with the property that the steps z 1 , . . . , z M are taken in order. Denote by ρ 0 " maxt|z| 1 : z P Ru. Then we have where N n,k " ś M i"1 pt na k i`1 u´t na k i uq " n M as n Ñ 8. The first term on the right-hand side tends to zero by Lemma B.6 and the second tends to zero after taking n Ñ 8 and then δ Ñ 0 by the hypothesis that V P L. Thus, we have shown that (B.3) holds. Now, for H ‰ I Ă t1, . . . , M u and k " pk i q iPI Ă Z |I| , define C n,I,k " ! ÿ iPI s i z i : t na k i´1 u ď s i ă t na k i u ) For x P D n write x " ř M i"1 b i z i with ř M i"1 b i " n and b i P Z`and let Ipxq " ti : b i ą tna 1 uu. For i P Ipxq choose k i maximal such that ta k i u ď b i . This way we get a vector kpxq P Z M Xr0, 8M {δs M " K such that x can be reached from every point y P C n,Ipxq,kpxq with an admissible path of at most nδ steps.
For each x, y, take a path from y to x such that the steps z j , j P Ipxq are taken in order. Call this path x 0,ℓ . Then where N n,I,k " ś |I| i"1 pt na k j i u´t na k j i´1 uq " n |I| and tj 1 , . . . , j |I| u " I. The same argument as above now gives lim nÑ8 max xPDn Bp0, xq n ď 0.
The theorem is proved.
Appendix C. Auxiliary lemmas
We start with a lemma that gives an analogue of Martin's result [44, Theorem 2.4] on the boundary behavior of the shape function for directed last-passage percolation, in the positive temperature setting. It follows immediately from that result by bounding Λ β above and below using Λ 8 and counting paths.
Lemma C.1. For each β ą 0, as s OE 0 Λ β pse 1`e2 q " Λ β pe 1`s e 2 q " Erω 0 s`2 a s Varpω 0 q`op ? sq.
Proof. For any β we have Λ β pse 1`e2 q " Λ β pe 1`s e 2 q. Using Stirling's formula, we obtain
By path counting and approximating each path by the largest path, we also observe that N´1G 0,t N pe 1`s e 2 q u ď pβN q´1 log Z β 0,t N pe 1`s e 2 q u ď N´1G 0,t N pe 1`s e 2 q u`p βN q´1 logˆN`t N s u N˙.
It follows that Λ 8 pse 1`e2 q ď Λ β pse 1`e2 q ď Λ 8 pse 1`e2 q`β´1 " logp1`sq`s logp1`s´1q ‰ .
The result follows from logp1`sq`s logp1`s´1q " op ? sq as s OE 0 and [44, Theorem 2.4].
Now, we provide the proofs we deferred to this appendix. We begin with the following lemma, which applies the above and explains why in the definition of BΛ β pU q we do not consider the cases h P BΛ β pe 1 q or h P BΛ β pe 2 q and which is used in the proof of Lemma 2.1.
Lemma C.2. BΛ β pe 1 q " BΛ β pe 2 q " ∅.
Proof. Suppose that BΛ β pe 1 q is not empty and let´h P BΛ β pe 1 q. Take ξ " e 1`s e 2 in (2.5). Then sh¨e 2 ď Λ β pe 1 q´Λ β pe 1`s e 2 q.
Observe that Λ β pe 1 q " Λ β pe 2 q " Erω 0 s. Then taking s OE 0 and applying Lemma C.1, we must have h¨e 2 "´8, a contradiction. The other claim is similar.
Proof of Lemma 2.1. Let ξ P ri U satisfy´h P BΛ β pξq. Setting ζ " λξ and using homogeneity, for all λ ą 0 we must have´p 1´λqh¨ξ ď p1´λqΛ β pξq.
Taking λ ą 1 and λ ă 1 and dividing through by p1´λq gives that we must have´h¨ξ " Λ β pξq. For any ζ P R 2 we have h¨ζ`Λ β pζq "´h¨pξ´ζq´pΛ β pξq´Λ β pζqq ď 0.
Taking a supremum over ζ P U gives Λ β pl phq ď 0. Since h¨ξ`Λ β pξq " 0, the supremum is achieved and we must have Λ β pl phq " 0. Conversely, suppose that Λ β pl phq " 0. Then by continuity, there is ξ P U with h¨ξ`Λ β pξq " 0. For any ζ P R 2 zt0u we have h¨ζ`Λ β pζq " |ζ 1 | This implies that´h P BΛ β pξq. But by Lemma C.2 BΛ β pe 1 q and BΛ β pe 2 q are empty, so ξ P ri U . for all x, y P Z 2 with y ě x and any choice of ω P Ω. The first equality in (C.1) comes by applying this repeatedly with y on any up-left path from u to v. The second equality is similar.
