In this paper, first, we establish a sufficient condition for a bipartite graph to be Hamilton-connected. Furthermore, we also give two sufficient conditions on distance signless Laplacian spectral radius for a graph to be Hamiltonconnected and traceable from every vertex, respectively. Last, we obtain a sufficient condition for a graph to be Hamiltonian in terms of the distance signless Laplacian spectral radius of G C .
Hamilton cycle (path) is a cycle (path) that passes through all the vertices of a graph. A graph is Hamiltonian (traceable) if it contains a Hamilton cycle (Hamilton path). And a graph is Hamilton-connected if every two vertices of G are connected by a Hamilton path. A graph is traceable from a vertex x if it has a Hamilton x-path.
Determining whether a given graph is Hamiltonian or not is an old problem in graph theory. This problem is proved to be an NP-hard problem [7] . Many graph theorists are interested in finding sufficient conditions for Hamilton cycles in graphs for a long time. In recent years, graph theorists tried to use spectral graph theory to solve this problem. Of course, there are many sufficient conditions on spectral radius or the signless Laplacian spectral radius for a graph to be Hamiltonian, traceable or Hamilton-connected. In 2003, Krivelevich and Sudakov first proposed a sufficient condition on the spectrum of the adjacency matrix for a regular graph to be Hamiltonian, where the graphs satisfying the given condition are pseudo-random. Some other spectral conditions for Hamilton cycles and paths in graphs have been given in [1, 2, 4, 5, 6, 8, 11, 9, 13, 14] . In this paper, we mainly consider the relationship between distance signless Laplacian spectral radius and the Hamiltonian properties of graphs. In other words, we try to use distance signless Laplacian spectral radius to judge whether a graph is Hamilton-connected or not. And we also give three sufficient conditions in terms of distance signless Laplacian spectral radius of G and one sufficient condition in terms of distance signless Laplacian spectral radius of G C .
Lemmas and Results
Let H t,n−t (t ≥ 1) be a bipartite graph obtained from K n,n−t by adding t vertices which are adjacent to t common vertices with degree n − t in K n,n−t , respectively. As for Lemma 2.1, Moon and Moser in [10] obtained the strict inequality. Ferrara, Jacobson and Powell in [3] characterized maximal nonhamiltonian bipartite graphs.
Lemma 2.1. ( [10, 3] ). Let G = G[X, Y ] be a bipartite graph with minimum degree δ ≥ t (t ≥ 1) and m edges, where
then G is Hamiltonian unless G = H t,n−t .
Lemma 2.2. ([12]). Let G = G[X, Y ] be a bipartite graph on n vertices, then
be a bipartite graph with minimum degree δ ≥ t (t ≥ 1) and m edges, where
Proof. Because |X| = |Y | = n ≥ 2t, G is a bipartite graph with order 2n. By Lemma 2.2,
Combining with the conditions of Theorem 2.3, we get
The proof is complete.
Lemma 2.4. ([12]). Let G be a connected graph on n vertices, then
ρ D (G) ≥ 4σ(G) n ,
with equality holds if and only if G is transmission regular.
Let
Lemma 2.5. ([15]). Let G be a connected graph on n ≥ 5 vertices and m edges with minimum
G is a graph of order n, if X is an eigenvector of Q D (G) corresponding to eigenvalue ρ, then there is a 1-1 map ϕ from V (G) to the entries of X, simply written as X u = ϕ(u) for each u ∈ V (G). X u is also called the value of u given by X. We can find that
for each u ∈ V (G).
Theorem 2.6. Let G be a connected graph on n ≥ 5 vertices with minimum degree δ ≥ 3. If
with equality holds if and only if the maximum distance between v and other vertices in G is at most 2. So, with equality holds if and only if the maximum distance between v and other vertices in G is at most 2. By Lemma 2.4, we get
Then by the conditions of Theorem 2.6, we have
Suppose that G is not Hamilton-connected, by Lemma 2.5, we have G ∈ NP 1 . By direct calculation (see Table 1 ), we obtain that all graphs in
, so we can get a contradiction. As for G = K 3 ∨ (K n−5 + 2K 1 ), let X = (x 1 , x 2 , . . . , x n ) T be the eigenvector corresponding to ρ. By (1), all vertices of transmission n − 1 have the same values given by X, say X 1 ; all vertices of transmission 2n − 5 have the same values given by X, say X 2 . Denote by X 3 the values of the vertices of transmission n + 1 given by X. AssumeX = (X 1 , X 2 , X 3 ) T . Hence, by (1), we have
Transform the above equations into a matrix equation (ρI − A)X = 0, we get
Thus, ρ D (G) is the largest root of the following equation
Let f (x) = x 3 − (5n − 7)x 2 + (8n 2 − 31n + 56)x − 4n 3 + 26n 2 − 82n + 80, then f ′ (x) = 3x 2 − 2(5n − 7)x + 8n 2 − 31n + 56. Let f ′ (x) = 0, we get two roots x 1 and x 2 , such that f ′ (x 1 ) = f ′ (x 2 ) = 0, where Consider f (
< 0 for n ≥ 5 and
Lemma 2.7. ([15]). Let G be a connected graph on n ≥ 4 vertices and m edges with minimum
then G is traceable from every vertex unless G ∈ NP 2 .
Theorem 2.8. Let G be a connected graph on n ≥ 4 vertices with minimum degree δ ≥ 2. If
then G is traceable from every vertex.
Proof. From the proof of Theorem 2.6, we have
n . By the condition of Theorem 2.8, we get
Suppose that G is not traceable from every vertex, by Lemma 2.7, we obtain G ∈ NP 2 . By direct calculation (see Table 2 ), we obtain that all graphs in
, so we can get a contradiction. For G = K 2 ∨ (K n−4 + 2K 1 ), let X = (x 1 , x 2 , . . . , x n ) T be the eigenvector corresponding to ρ. By (1), all vertices of transmission n − 1 have the same values given by X, say X 1 ; all vertices of transmission 2n − 4 have the same values given by X, say X 2 . Denote by X 3 the values of the vertices of transmission n + 1 given by X. AssumeX = (X 1 , X 2 , X 3 ) T . Hence, by (1), we have
Transform the above equations into a matrix equation (ρI − B)X = 0, we get
Thus, ρ D (G) is the largest root of the following equation:
Let g(x) = x 3 − (5n − 6)x 2 + (8n 2 − 28n + 44)x − 4n 3 + 24n 2 − 68n + 64 = 0, then g ′ (x) = 3x 2 − 2(5n − 6)x + 8n 2 − 28n + 44. Let g ′ (x) = 0, we have two values x 1 and x 2 , such that g ′ (x 1 ) = g ′ (x 2 ) = 0, where
Consider g(
< 0 for n ≥ 4 and
, we can get a contradiction. The proof is complete. 
Combining with the condition of Theorem 2.10, we get 2(n − 1) + 4m n ≤ ρ D (G C ) ≤ 3n 2 − n + 10m − 2 2n , so m ≥ n − 1 2 . Then by Lemma 2.9, we can obtain the conclusion.
