Common operational snow cover products based on optical or passive microwave sensors (IMS, MODIS SNOWMAP, NOAA GOES+SSM/I, etc.) provide maps of the snow cover extent or fractional snow cover maps. These snow cover products do not provide the probability of observing snow and its uncertainty. This information is crucial in the context of forecasting water supplies to support efficient electricity. This study's objective is to develop probability maps with ensemble-based systems, where probabilities could be used to flag the onset of spring melt. To achieve this, bagging and majority voting were implemented in the snow-mapping procedure using AVHRR-KLM data of Eastern Canada. This consists in generating 100 versions based on a random variation of the six empirical threshold parameters included in the procedure. The probability of a pixel corresponds to the number of times it was identified as snow, no-snow or cloud.
CONTEXT
Snow is an important source of water supply because the melting of the snow that has settled during winter refills the ground-water table and generates spring floods. Following the snow cover extent in the province of Québec (Canada) is of high interest for authorities responsible for the management of water resources, for instance Hydro-Québec, the main supplier of electricity of the province of Québec [1] . Conventional operational snow cover products based on optical or passive microwave sensors, such as IMS, MODIS SNOWMAP, NOAA GOES+SSM/I, etc., provide binary maps of the snow cover extent (yes/no) or fractional snow cover maps [2] . None of them give the probability of observing the presence of snow and reflecting its uncertainty. Having this kind of information is an asset in the context of forecasting snowmelt water supplies to support efficient electricity production. The present study aims to answer this specific need by developing probability maps that could be used to flag the onset of spring melt. Probability maps are obtained by ensemble-based systems.
Ensemble-based systems allow combination of multiple classifier results to reach a final decision that is presumably the most informed one [3] . Decision-making systems are composed of (1) algorithms for generating the individual components of the ensemble system -the most popular ones being bagging, boosting, Adaboost, stack generalization, and hierarchical mixture-of-experts -and (2) a set of combination rules, including algebraic combination of outputs or voting-based techniques. In this study, bagging and majority voting have been implemented in the snowmapping procedure we developed over Eastern Canada.
METHODOLOGY
The province of Québec (Eastern Canada) is a challenge for mapping the snow cover extent because of the particular snow conditions (a very thick snowpack) and the diversity of vegetation (tundra, taiga, coniferous forests, mixed forest, deciduous forests, wetlands, burns, agricultural and urban zones).
The snow-mapping algorithm developed for this region by [4] [5] [6] 
RESULTS AND DISCUSSION
A classic map and probability maps generated by the ensemble system are shown in Figure 2 .
The ensemble approach shows a performance lower than what is observed for the classic approach. The overall rate of success is 98% for the classic approach. The rate of success for snow is 95%; however, this rate reaches 79% in the Saint-Maurice River boreal forest [6] . Meanwhile, the overall rate of success is 92% for the ensemble approach.
The rate of success for snow is 83%; however, this rate reaches 53% in the Saint-Maurice River boreal forest, which is 26% less than the classic approach [6] . In conclusion, ensemble-based systems are a promising avenue in snow-mapping because they present the probability of observing snow cover on every point of the territory by using multiple classifiers. More work is planned in the future to improve the snow-mapping itself, by redefining its thresholds according to major land uses and air temperature, and by exploring other possibilities of ensemble-based systems to produce a unique enhanced snow cover product.
