Object Tracking Based on Color Information Employing Particle Filter Algorithm by Budi Sugandi et al.
Selection of our books indexed in the Book Citation Index 
in Web of Science™ Core Collection (BKCI)
Interested in publishing with us? 
Contact book.department@intechopen.com
Numbers displayed above are based on latest data collected. 
For more information visit www.intechopen.com
Open access books available
Countries delivered to Contributors from top 500 universities
International  authors and editors
Our authors are among the
most cited scientists
Downloads
We are IntechOpen,
the world’s leading publisher of
Open Access books
Built by scientists, for scientists
12.2%
122,000 135M
TOP 1%154
4,800
4 
Object Tracking Based on Color Information 
Employing Particle Filter Algorithm 
Budi Sugandi, Hyoungseop Kim, Joo Kooi Tan and Seiji Ishikawa 
Graduate School of Engineering, Kyushu Institute of Technology  
Japan 
1. Introduction 
The increasing interest in the object tracking is motivated by a huge number of promising 
applications that can now be tackled in real-time applications. These applications include 
performance analysis, surveillance, video-indexing, smart interfaces, teleconferencing and 
video compression and so on. However, object tracking can be extremely complex and time-
consuming especially when it is done in outdoor environments. Here, we can mention some 
problems of object tracking in outdoor environments such as fake-motion background, 
illumination changes, shadows and presence of clutter. A variety of tracking algorithms 
have been proposed and implemented to overcome these difficulties. They can be roughly 
classified into two categories: deterministic methods and stochastic methods.  
Deterministic methods typically track the object by performing an iterative search for a 
similarity between the template image and the current one. The algorithms which utilize the 
deterministic method are background subtraction (Heikkila & Silven, 1999; Stauffer & 
Grimson, 1999; McIvor, 2000; Liu et al., 2001), inter-frame difference (Lipton et al., 1998; 
Collins et al., 2000), optical flow (Meyer et al., 1998), skin color extraction (Cho et al., 2001; 
Phung et al., 2003) and so on. On the other hand, the stochastic methods use the state space 
to model the underlying dynamics of the tracking system such as Kalman filter (Broida & 
Chellappa, 1986; Arulampalam et al., 2002) and particle filter (Isard & Black, 1998; Kitagawa, 
1996; Gordon et al., 1993; Ristic et al., 2004). Kalman filter is a common approach for dealing 
with target tracking in the probabilistic framework. In a linear-Gaussian model with linear 
measurement, there is always only one mode in the posterior probability density function 
(pdf). The Kalman filter can be used to propagate and update the mean and covariance of 
the distribution of this model (Arulampalam et al., 2002). But it cannot resolve the tracking 
problem when the model is nonlinear and non-Gaussian (Tanizaki, 1987). For nonlinear or 
non-Gaussian problems, it is impossible to evaluate the distributions analytically and many 
algorithms have been proposed to approximate them. The extended Kalman filter can deal 
to this problem, but still has a problem when the nonlinearity and non-Gaussian cannot be 
approximated accurately. To overcome those problems, particle filter has been introduced 
by many researchers and become popular algorithm to estimate the problem of nonlinear 
and non-Gaussian estimation framework. The particle filter, also known as sequential 
Monte Carlo (Kitagawa, 1996), is the most popular approach which recursively constructs 
the posterior pdf of the state space using Monte Carlo integration. It approximates a 
posterior probability density of the state such as the object position by using samples or 
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particles. The probability distribution of the state of the tracked object is approximated by a 
set of particles, which each state is denoted as the hypothetical state of the tracked object 
and its weight. It has been developed in the computer vision community and applied to 
tracking problem and is also known as the Condensation algorithm (Isard & Black, 1998). 
For another particle filter, Bayesian bootstrap filter was introduced (Gordon et al., 1993). 
Although particle filters have been widely used in recent years, they have important 
drawbacks (King & Forsyth, 2000) such as samples are spread around several modes 
pointing out the different hypotheses in the state space. Many improvements have been 
introduced, but there is still much ground to cover. Different approaches have been taken in 
order to overcome these problems. (Nummiaro et al., 2002) used a particle filter based on 
color histograms features. Histograms are robust to partial occlusions and rotations but no 
shape analysis is taken into account. Moreover, no multiple-target tracking is considered 
and complete occlusions are not handled. (Perez et al., 2002) proposed also a particle filter 
based on color histogram. They introduced interesting extension in multiple-part modeling, 
incorporation of background information and multiple targets tracking. Nevertheless, it 
requires an extremely large number of samples and no appearance model updating is 
performed, what usually leads to target loss in dynamic scenes. (Comaniciu et al., 2000) 
proposed to use mean shift in order to track non-rigid object. His work has real time 
capabilities. However, the problem for object tracking with color occurs when the region 
around the object is cluttered and illumination is change. In this way, a color feature based 
tracking does not provide reliable performance because it fails to fully model the target 
especially when occlusion occurs. In another work, (Comaniciu et al., 2003) approach relied 
on gradient-based optimization and color-based histograms. In this case, no dynamic model 
is used therefore no occlusion can be predicted. (Deutscher & Reid, 2005) presented an 
interesting approach called annealing particle filter which aims to reduce the required 
number of samples. However, it could be inappropriate in a cluttered environment. They 
combine edge and intensity measures but they focused on motion analysis, and thus, no 
occlusion handling is explored.  
To overcome the above problems, in this article, we made some improvements on color 
based object tracking and employed it to track a moving object. We proposed an object state 
not only object position but also speed, size, object size scale and appearance condition of 
the object. We applied also target model update condition and adaptive likelihood, ensuring 
the proper tracking object. By applying the appropriate initialization of the sample, we 
successfully track the moving object both known and unknown initial position of the object. 
We utilized the appearance condition and variance of the samples position for the tracking 
purpose without any other object detection methods. The color histogram is utilized as the 
observation model which is measured using Bhattacharyya distance as a similarity 
measurement between target model and the samples. 
The outline of this article is as follows. In section 2, we describe briefly a particle filter 
algorithm. In section 3, our approach employing color particle filter is described in detail. 
We make an extension of our design method for robustness of the tracking method. In 
section 4, we show some experimental results in order to demonstrate the effectiveness of 
our method. Finally, section 5 presents the conclusions of the article. 
2. Particle filter  
2.1 Bayesian filtering framework  
In this sub section, we briefly discuss the Bayesian approach for state estimation (Simon, 
2006). Suppose we have a nonlinear system described by equations, 
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 1 ( , )k k k kx f x ω+ =   
 ( , )k k k ky h x v=  
(1)
 
where, k is the time index, xk is the state, ωk is the process noise, yk is the measurement, and 
vk is the measurement noise, respectively. The function fk(.) and hk(.) are time-varying non-
linear system and measurement equation. The noise sequences {ωk } and{ vk } are assumed to 
be independent and white with known pdf’s. The goal of a Bayesian estimator is to 
approximate the conditional pdf of xk based on measurements y1, y2,…, yk. This conditional 
pdf is denoted as p(xk|yk ). The first measurement is obtained at k = 1, so the initial condition 
of the estimator is the pdf of x0, which can be written as p(x0) = p(x0|y0) since y0 is defined as 
the set of no measurements. Once we compute p(xk|yk ) then we can estimate xk. 
The Bayesian estimator will find a recursive way to compute the conditional pdf p(xk|yk). 
Before we find this conditional pdf, we will find the conditional pdf p(xk|y1:k-1 ). This pdf can 
be calculated as  
 1: 1 1 1 1: 1 1( | ) ( | ) ( | )k k k k k k kp x y p x x p x y dx− − − − −= ∫  (2) 
The second pdf on the right side of the above equation is not available yet, but it is available at 
the initial time (p(x0) = p(x0|y0)). The first pdf on the right side of the above equation is 
available. The pdf p(xk|xk-1) is simply the pdf of the state at time k given a specific state at time 
(k - 1). We know this pdf because we know the system equation fk(.) and we know the pdf of 
the noise ωk. This pdf can be calculated according to dynamical model of the system fk(.) 
Next, we consider a posteriori conditional pdf of xk . We can write this pdf as 
 1: 11:
1: 1
( | ) ( | )
( | )
( | )
k k k k
k k
k k
p y x p x y
p x y
p y y
−
−
=  (3) 
All of the pdf’s on the right side of the above equation are available. The pdf p(yk|xk) is 
available from our knowledge of the measurement equation hk(.) and our knowledge of the 
pdf of the measurement noise vk. The pdf p(xk|y1:k-1) is available from Eq. (2). Finally, the pdf 
p(yk|y1:k-1) is obtained as follows: 
 1: 1 1: 1( | ) ( | ) ( | )k k k k k k kp y y p y x p x y dx− −= ∫  (4) 
Both of the pdf’s on the right side of the above equation are available. The pdf p(yk|xk) is 
available from our knowledge of the measurement equation h(.) and the pdf of vk, and 
p(xk|y1:k-1) is available from Eq. (2). 
Summarizing the development of this section, the recursive equations of the Bayesian state 
estimation filter can be summarized as follows. 
1. The system and measurement equations are given as follows: 
1 ( , )k k k kx f x ω+ =  
( , )k k k ky h x v=  
     where {ωk } and {vk} are independent white noise processes with known pdf’s. 
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2. Assuming that the pdf of the initial state p(x0) is known, initialize the estimator as 
follows: 
p(x0|y0) = p(x0)  
3. For k = 1, 2, …, perform the following. 
a. The a priori pdf is obtained from Eq. (2). 
1: 1 1 1 1: 1 1( | ) ( | ) ( | )k k k k k k kp x y p x x p x y dx− − − − −= ∫  
b. The a posteriori pdf is obtained from Eq. (3) and (4). 
1: 1
1:
1: 1
( | ) ( | )
( | )
( | ) ( | )
k k k k
k k
k k k k k
p y x p x y
p x y
p y x p x y dx
−
−
= ∫  
Analytical solutions to these equations are available only for a few special cases. In 
particular, if f(.) and h(.) are linear, and x0, {ωk}, and {vk} are additive, independent, and 
Gaussian, then the solution is the Kalman filter , otherwise it can be solved by particle filter. 
2.2 Particle filter for object tracking 
The particle filter was invented to numerically implement the Bayesian estimator which 
recursively approximates the posterior distribution using a finite set of weighted samples or 
particles. It has been introduced by many researchers to solve the estimation problem when 
the system is nonlinear and non-Gaussian. The basic idea behind the particle filter is Monte 
Carlo simulation, in which the posterior density is approximated by a set of particles with 
associated weights. As a Bayesian estimator, particle filter has two main steps: prediction 
and update.  Prediction is done by propagating the samples based on the system model. The 
update step is done by measuring the weight of each samples based on the observation 
model. The implementation of particle filter can be described as follows.   
1. Particle initialization.  
Starting with a weighted set of samples at k-1 1 1{x , ; 1 : }
i i
k k i Nπ− − = approximately distributed 
according to p(xk−1|y1:k−1) as initial distribution p(x0), new samples are generated from a 
suitable proposal distribution, which may depend on the previous state and the new 
measurements.  
2. Prediction step.   
Using the probabilistic system transition model p(xk|xk−1), the particles are predicted at time 
k. It is done by propagating each particle based on the transition or system model. 
1 ( , )k k k kx f x ω+ = = p(xk|xk-1)   
3. Update step.   
To maintain a consistent sample, the new importance weights are set to 
 
( ) ( )
( )
1
1
1: 1 1:
y x x x
x x ,
i i i
k k k ki i
k k
k k k
p p
q y
π π −−
−
=  (5) 
It is done by measuring the likelihood of each sample based on the observation model. 
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4. Resample.  
This step is performed to generate a new samples set according to their weight for the next 
iteration. The resample step will decrease the number of the samples with low weight and 
will increase the number of high weight sample. The new particles set is re-sampled using 
normalized weights ikπ  as probabilities. This sample set represents the posterior at time k, 
( )1:xk kp y .  
5. Then, the expectations can be approximated as 
 ( )1:
1
x y x
N
i i
k k k k
i
p π
=
Ε ≅ ∑  (6) 
 
Initialization of the state 
sk for the first frame 
Start
End
Generation of set of N 
particles 
Prediction based on 
system model 
Calculation of histogram 
distance based on 
Bhattacharya distance 
Particle update based on 
particle weight 
Estimation of the state of 
the tracked object 
Resampling of  
Particles  
Target model update 
P
article filter iteratio
n
Prediction 
Update 
Resampling 
 
Fig. 1. Entired flow of procedure 
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3. An approach to robust tracking 
In this article, we proposed an algorithm based on particle filter in conjunction with a color 
feature. The motion of the central point of a bounding box is modeled using first-order 
dynamics model. In this article, the state of the object is defined as s (x ,x ,w ,w ,A )k k k k k k= $ $  
where the components are position, speed, bounding-box size, bounding-box scale and pixel 
appearance, respectively. The observations yk is given by input images Ik. 
3.1 System flow diagram 
In this article, we implement a particle filter in a color model-based framework to track the 
moving objects in outdoor environment. Firstly, the initialization of the samples done in the 
first frame is performed by drawing them randomly on entire scene or drawing them based 
on region where the object is expected to appear.  
Next, the samples are predicted based on a system/transitional model by propagating each 
sample based on this model. The samples update is performed based on the observation 
model. In this article, we use color distribution of the object as the observation model. Then 
using the Bhattacharya distance, the similarity between the color distribution of the target 
and the samples can be measured. Based on the Bhattacharya distance, the weight of each 
sample is measured. The target sate estimation is performed based on the sample’s weight. 
The resampling is performed for the next sample iteration to generate a new samples set. 
During the resample step, samples with a high weight may be chosen several times leading 
to identical copies, while others with relatively low weights may be ignored and deleted. 
And finally, the target model update is performed adaptively based on the best match of the 
target model. The overall flow diagram is shown in Fig. 1. 
3.2 Initialization  
In this article, the initialization of the particles is done on two approaches: (i) samples are 
initialized by putting the samples randomly on entire scene and (ii) by putting the samples 
around the region where the target is expected to appear such as edge of the scene or edge 
of the occluded object.  
 
   
#1 #5 #10 
Fig. 2. Initialization based on the variance of the samples 
On the first approach (Fig. 2), the samples are initialized randomly on entire scene (frame 
#1).  In this approach, we utilize the variance of the samples position to be a parameter of 
object tracking. We determine that the object is begun to track when the variance of the 
samples is below then certain threshold. Fig. 3 shows the variance of the samples position 
for each frame index. From that figure, we can understand that the object has not been 
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Fig. 3. Variance of the samples 
tracked yet before the variance of the sample less than the threshold, although the object 
appeared on the scene. We can see from Fig. 2 that the object is begun to be tracked in frame 
#10 when the variance of the sample position is less than threshold. 
 
   
#1 #9 #25 
Fig. 4. Initialization based on expected region 
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Fig. 5. Appearance of the samples 
On the other hand on the second approach, the object tracking is begun when the samples 
satisfy some special appearance conditions. In this condition, the samples are put around 
the region where the target is expected to appear such as edge of the scene or edge of the 
occluded object.  In this approach, if the target appears, the Bhattacharyya distances (later 
we will discuss it) of samples around the object position should be remarkable smaller than 
the average of sample set. Therefore, the mean value μb and the standard deviation σb of the 
Bhattacharyya distances of all initial samples are firstly calculated as, 
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1
1
1 [ , ]
i
I
b x
i
p q
I
μ ρ
=
= −∑  (7) 
 ( )22
1
1
1 [ , ]
i
I
b x
i
p q
I
σ ρ μ
=
= − −∑  (8) 
and then an appearance condition is defined as, 
 1 [ , ] 2
ix
d p qρ μ σ= − > +  (9) 
indicating a 95[%] confidence that a sample belongs to the object. Here, ρ[pxi ,q] is the 
Bhattacharya distance between the target model and the object. Then, an appearing and 
disappearing threshold T is defined to indicate the quantity of the samples fulfilling the 
appearance condition during initialization. More than T means the target being found and 
starting tracking, contrary situation means the tracker will enter the initialization mode. Fig. 
4 shows the initialization approach (frame #1). The object tracking is begun when the 
appearance condition is fulfilled (frame #9).  The appearance of the samples is shown in Fig. 
5. As presented in that figure, the object is detected and started to be tracked when the 
number of samples appearance more than threshold T.  From that figure also, we can 
understand that object disappear behind the tree. It is shown by the number of samples 
appearance become zero. Thus, using the appearance condition, we not only can detect the 
object but also can predict the occlusion of the object. The predicted occlusion is illustrated 
in Fig. 6. The occlusion is predicted occurs on frame #50.  
 
   
#45 #50 #60 
Fig. 6. Occlusion prediction based on appearance condition 
3.3 Transition/system model 
In this article, we consider the motion of the object as the discrete time 2-dimensional (2D) 
motion with constant velocity assumption. The state vector at a time step k is denoted by sk, 
including position, speed, size and bounding box scale of each sample. For this purpose, we 
model the system based on the following expression. 
1 1 xxˆ x xk k k t ξ− −= + Δ +$ , 
1 xxˆ xk k ξ−= + $$ $ , 
 1 wwˆ w wk k k i t ξ− −= + Δ +$ , (10) 
1 wwˆ wk k ξ−= + $$ $  
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Here, ˆ ˆxˆ ,x , ,k k k kw w$ $ $  are the sample position, speed, bounding box and bounding box scale of 
the state, respectively. The random vectors x x w w, , ,ξ ξ ξ ξ$ $ are Gaussian noise providing the 
system with a diversity of hypotheses. Then, each component of the samples is predicted by 
propagating the samples according to this transition model. 
3.4 Observation model 
The observation model is used to measure the observation likelihood of the samples. Many 
observation models have been built for particle filtering tracking. One of them is a contour 
based appearance template (Isard & Black, 1998). The tracker based on a contour template 
gives an accurate description of the targets but performs poorly in clutter and is generally 
time-consuming. The initialization of the system is relatively difficult and tedious. In 
contrast, color-based trackers are faster and more robust, where the color histogram is 
typically used to model the targets to combat the partial occlusion, and non-rigidity 
(Nummiaro et al., 2002; Perez et al., 2002). 
In this article, the observation model is made based on color information of the target 
obtained by building the color histogram in the RGB color space. This section describes how 
the color features is modeled in a rectangular region R, where R can be a region surrounding 
the object to be tracked or region surrounding one of the hypothetical regions. A color 
histogram is commonly used for object tracking because they are robust to partial occlusion, 
rotation and scale invariant. They are also flexible in the types of object that they can be used 
to track, including rigid and non-rigid object. 
The color distribution is expressed by an m-bins histogram, whose components are 
normalized so that its sum of all bins equals one. For a region R in an image, given a set of n 
samples in R, denoted by X = {xi, i =1, 2, … , n} ∈ R, the m-bins color histogram H(R) = {hj}, (j 
= 1, 2, . . . ,m) can be obtained by assigning each pixel xi to a bin, by the following equation:  
 
( ) X
1
[ ( )]
i
j j i
x
h b x
n
δ
∈
= ∑  (11) 
 
Here b(xi) is the bin index where the color component at xi falls into, and δ is the Kronecker 
delta function.  
To increase the reliability of the target model, smaller weight are assigned to the pixels that 
are further away from region center by employing a weighting function 
 
21       1
( )
   0      
r r
g r
otherwise
⎧ − <⎪= ⎨⎪⎩
 (12) 
 
Here, r is the distance from the center of the region. 
Using this weight, the color histogram { }( )y y 1,...,up p u m= = at location y is calculated as 
 ( )y
y x
x
1
u
I j
p f g h ujaj
δ
⎛ ⎞−⎜ ⎟ ⎡ ⎤⎛ ⎞= −∑ ⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦⎜ ⎟= ⎜ ⎟⎝ ⎠
 (13) 
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where, m is number of bins, I is the number of pixels in the region R, xj is the position of 
pixels in the region R, δ is the Kronecker delta function, a is the normalization factor,  f is the 
scaling factor to ensures that ( )y1 1
m u
u
p= =∑ , and g(.) is weighting function, respectively. 
Fig. 7 shows an example of target histogram at time step k. In subsequent frames, at every 
time k, there are N particles that represent N hypothetical states need to be evaluated. The 
observation likelihood model is used to assign a weight associated to a specific particle (new 
observation) depending on how similar the model histogram q and the histogram p(xt) of 
object in the region described by the ith particle ikx  are. 
The similarity between two color histograms can be calculated using Bhattacharya 
distance 1 [ , ]d p qρ= − , where ( ) ( )
1
[ , ]
m
u u
u
p q p qρ
=
= ∑ . Similar histogram will have a small 
Bhattacharya distance which corresponds to high sample weight. Based on the Bhattacharya 
distance, the weight π(i) of the sample state x(i) is calculated as,  
 ( )( )( )
21( )
exp
22 2
1 x ,1
       exp
22 2
i
di
p q
π πσ σ
ρ
πσ σ
⎛ ⎞⎜ ⎟= ⎜ ⎟⎝ ⎠
⎛ ⎞⎡ ⎤−⎜ ⎟⎣ ⎦= −⎜ ⎟⎜ ⎟⎝ ⎠
 (14) 
 
Where p(x(i)) and q are the color histogram of the samples and target model, respectively. 
During the resample step, samples with a high weight may be chosen several times leading 
to identical copies, while others with relatively low weights may be ignored. 
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(a) target object at time k (b) histogram of a target 
Fig. 7. An example of color histogram distribution of a target model at time k  
3.5 State estimation 
Each of the target state is estimated according their mean estimation as following equation, 
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( )x 1 1 x 1 ˆx (1 )(x x ) xN i ik k k k kitα α π− − == − + Δ + ∑$  
( )w 1 w 1 ˆw (1 )w N i ik k k ki wα α π− == − + ∑  
 1x 1 x
x x
x (1 )x k kk k
t
α α −− ⎛ ⎞−= − + ⎜ ⎟⎜ ⎟Δ⎝ ⎠$ $
$ $  (15) 
1
w 1 w
w
w (1 )w k kk k
w
t
α α −− ⎛ ⎞−= − + ⎜ ⎟⎜ ⎟Δ⎝ ⎠$ $
$ $  
Here, [ ]x x w w, , , 0,1α α α α ∈$ $ denote the adaptation rates. 
3.6 Resample step 
The resample step is performed for the next sample iteration to generate a new samples set. 
During the resample step, samples with a high weight may be chosen several times leading 
to identical copies, while others with relatively low weights may be ignored and deleted. 
The resample step can be done in several different ways. One straightforward way is as the 
following steps [Ristic et al., 2004]. 
1. Generate a random number r that is uniformly distributed on [0, 1]. 
2. Calculate the normalized cumulative probability 
 
( )
(0) ( ) ( 1) ( ) ( )
( )
0,   ,   
i
i i i i k
k k k k k N
k
c
c c c w c
c
− ′= = + =  (16) 
3. By binary search, find the smallest j for which kc r′ ≥  and set the new particle jik kx x=  
 
   
#12 #16 #20 
(a) Using non adaptive likelihood 
   
#12 #16 #20 
(b) Using adaptive likelihood 
Fig. 8. Object tracking using adaptive and non adaptive likelihood 
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3.7 Adaptive likelihood 
The observation likelihood function is very important for the tracking performance of 
particle filter. The reason is that the observation likelihood function determines the weights 
of the particles and determines how the particles are resampled. Resample step is used to 
decrease the number of low-weighted particles and increase the number of particles with 
high weights. The observation likelihood function is expressed in Eq. (14). In this case, the 
observation likelihood function is the only function that contributes to particle’s weight. We 
can rewrite the equation as, 
 
2
( )
exp
22
diπ
σ
⎛ ⎞⎜ ⎟∝ −⎜ ⎟⎝ ⎠
 (17) 
 
here, the σ parameter determines the steepness of the function, i.e. how fast the function will 
decrease when the distance is large (bad particles).  
It is reported that the value of the parameter σ has a major influence on the properties of the 
likelihood (Freeman & Adelson, 1992). Typically, the choice of this value is left as a design 
parameter to be determined experimentally. However, in this article, an adaptive scheme is 
proposed which aims to maximize the information available in the likelihood using the 
Bhattacharya distance d. For this purpose, we define the minimum squared distance 2mind  as 
the minimum distance d2 of the set of distance calculated for all particles. Rearranging the 
likelihood function yields, 
 
2
2
log( )
2
dπ σ∝ −  (18) 
from which we can obtain σ that gives maximum likelihood as, 
 2min
2
2
dσ ∝  (19) 
Fig. 8 shows a comparison the object tracking method using the adaptive and non-adaptive 
likelihood model. Using non adaptive likelihood, the particles with different Bhattacharya 
distance will be assigned with equal weights. As a result, the likelihood function will not 
differentiate the difference between particle with small distance and particle with big 
distance. This condition may assign the bad particles with high weight (Fig. 8 (a)). On the 
other hand, the adaptive likelihood ensures the best particles are assigned with the highest 
weights and the worst ones are assigned with small weight (Fig. 8 (b)).  
3.8 Target model update 
The problem for object tracking with color occurs when the region around the object is 
cluttered, illumination is change and the object appearance is change. In this way, a color 
feature based tracking does not provide reliable performance because it fails to fully model 
the target. To overcome this problem, the adaptive target model is applied based on the best 
match of the color model. However, this is a sensitive task. The target models are only 
updated when two conditions hold: (i) the target is not occluded and (ii) the likelihood of 
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the estimated target’s state suggests that the estimate is sufficiently reliable. In this case, they 
are updated using an adaptive filter 
 1(1 )k q k q estq q pα α−= − +  (20) 
 
where αq ∈[0, 1] is the learning rate that contribute to the updated histogram and pest is 
histogram of the estimated state, respectively. In order to determine when the estimate is 
reliable, the likelihood of the current estimate is computed, πest. The appearance is then 
updated when this value is higher than an indicator of the expected likelihood value and is 
calculated following an adaptive rule 
 1(1 )k u k u estλ α λ α π−= − +  (21) 
 
here λk is expected likelihood, αu ∈[0, 1] is the learning rate and πest is estimated likelihood, 
respectively. This value indicates that the object has to be well matched to the model 
histogram before the update is applied. 
Fig. 9 and Fig. 10 show the comparison of object tracking with and without target model 
update. As shown in Fig. 9, non-adaptive model fail to detect the object properly. However, 
the adaptive model can track the object successfully. It is because, using the adaptive model, 
the target model is always updated based on the best match of the color model. Moreover, 
as shown in Fig. 10, using adaptive model the scale of object appearance is getting adapted 
correctly compare to without using adaptive model. 
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Fig. 9. Object tracking with and without model update 
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Without target model update 
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Fig. 10. Object tracking with model update shows the scale adaptation 
4. Experimental results 
In order to evaluate our proposed method, we have done the experiments using a video 
camera to track the objects in outdoor environment. The experiments are implemented on 
Pentium 4 with 2.54 [GHz] CPU and 512 [MB] RAM. The resolution of each frame is 320x240 
[pixels] image. The color histogram is calculated in RGB space with 8 8 8× ×  [bins]. The 
experimental results are shown in Fig. 11 – Fig. 18. In each experimental result, the white 
dots represent the samples’ distribution, the red dot represents the mean state of the 
samples’ position and the red rectangle represents the bounding box of the tracked object 
used in calculation of the histogram distribution. 
We did the experiments in three conditions. In the first condition, we tracked the moving 
object when the initial position of the object is unknown as shown in Fig. 12. In the second 
condition, we tracked the moving object when the initial position of the object is known as 
shown in Fig. 13 and Fig. 15. In the third condition, we tracked the moving object based on 
the appearance condition including the handling of object occlusion by another object as 
shown in Fig. 16 and Fig. 17.  
4.1 Object tracking with unknown initial position 
In this experiment, we track the moving object when the initial position of the object is 
unknown. We set the initial samples to be uniform distribution in x0∼U(1,320) and 
y0∼U(1,240). The experimental result is shown in Fig. 12. As presented in the figure, initially, 
the samples are distributed uniformly around the scene (frame #1). The object moves from 
left-hand to right-hand side and begin to appear on frame #5, however, the object starts to 
be tracked on frame #10. In this experiment, the variance of the samples’ position 
distribution is utilized to judge whether the object has been tracked.  We consider the object 
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has been tracked by the system when the variance is below 10 and it occurs on the frame 
#10. Fig. 11 shows the variance positions of the samples. We can understand from that 
figure that at the beginning the variance is very high but after some while it decreases below 
the threshold. At that time, we determine that object is being tracked. 
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Fig. 11. Variance of samples’ position 
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Fig. 12. Object tracking with unknown initial position 
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#1 #10 #20 
   
#30 #40 #50 
Fig. 13. Object tracking with known initial position 
4.2 Object tracking with known initial position 
In this experiment, the initial position of the moving object is known. We set the initial 
samples around the initial position of the object i.e. x0∼N(22,3) and y0∼N(145,3). The tracking 
result is presented in Fig. 13. Initially, the samples are distributed around initial position of 
the object. The object moves from left-hand to right-hand side and is tracked from the initial 
position (frame #1). We successfully tracked the object from the initial position until the end 
of the scene. Fig. 14 shows the comparison between true and estimated position of the 
tracked object. From that figure, we obtained the RMSE (root mean square error) of the 
estimated position is about 2.06 for X position and 2.18 for Y position. 
Another result is shown in Fig. 15. Here, we set the initial samples around the initial 
position of the object i.e. x0∼N(65,3) and y0∼N(106,3). The obejct is tracked from the initial 
position. We can observe that the scale of object bounding box is adaptively updated.  It is 
because, in this experiment, the target model is always updated using the adaptive model 
based on the best match of the color model.  
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Fig. 14. True vs. estimate position 
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Fig. 15. Another result of object tracking with known initial position 
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Fig. 16. Object tracking based on appearance condition 
4.3 Object tracking with appearance condition and in the presence of occlusion  
In this experiment, the samples initialize around the expected region where the target is 
most likely to appear, such as image borders and edge of the occluded object (tree). The 
experimental results are shown in Fig.16.  
As presented in Fig. 16, the initial samples are placed at the position where the object is most 
likely to appear, such as image borders and edge of the occluded object (tree) as shown in 
frame #1. The object is started to appear on frame #6, but as the appearance condition is not 
fulfilled, the object is still judged not to be tracked. However, when the appearance 
condition is fulfilled (frame #9), the object starts to be tracked.  
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Fig. 17 shows the object occlusion handling based on appearance condition. As shown in 
that figure, we successfully track the object although the part and full occlusion occur. When 
occlusion occurs, the final mean state estimate is still calculated and the object is still tracked 
(frame #45 – frame #50). On that condition, the update and resample step are not performed 
due to no object color information can be represented the object. The samples are just 
propagated based on the system model and the target model is not updated until no more 
occlusion is detected. The object appears behind the tree (frame #55), due to the fulfilling of 
appearance condition, then the sample update and resample is performed again and the 
object continues to be tracked until the end of the frame. 
The number of samples that fulfill the appearance condition is shown in Fig. 18. As 
presented in that figure, the object is detected and started to be tracked when the number of 
appearance more than 10.  That means the object is detected and tracked when the number 
of samples fulfilling the appearance condition is more than 10 samples. We can see from the 
figure, the number of appearance is started by zero at the initial position. After some while, 
the number of appearance increases due to appearance of the object. Using the threshold 10 
samples appearance, the object starts to be tracked on frame #9 (Fig. 16). The object 
continues to be tracked until it is occluded by tree (Fig. 17 frame #45 – frame #50). At this 
time, the number of samples at appearance condition is dropped to zero. At frame #55, the 
number of samples at appearance condition is higher again. It shows that the object is no 
more occluded by tree. 
 
   
#40 #45 #48 
   
#50 #53 #55 
Fig. 17. Object tracking in the presence of oclusion 
5. Conclusions  
This paper presented a method to track the moving object employing particle filter in 
conjunction with color information in both known and unknown initial position of the object 
and in the presence of occlusion with static object. The robust color likelihood is used to 
evaluate samples properly associated to the target which present high appearance 
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Fig. 18. Number of samples fulfilling the appearance condition 
variability. We rely on Bhattacharya coefficient between target and sample histogram to 
perform this task. Model updating is carried to update the object in the presence of 
appearance change. The problem occlusion by static object can be tackled by prediction 
based on the dynamical model and appearance condition. The performance of the tracking 
algorithm was evaluated by the experiments. The experimental results show the algorithm 
can successfully track the single moving object in the presence of occlusion with static object 
and both known and unknown initial position of the object  
Furthermore, the performance of the objects tracking can be improved in several ways such 
as adding the background modeling information in the calculation of likelihood, detection 
of appearing objects and extend the method to track multiple object in the presence of object 
occlusion and so on. Taking them into consideration could lead to some improvement. 
These are remaining for our future works. 
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