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Abstract
Xorshift128+ is a newly proposed pseudo random number generator (PRNG), which is now
the standard PRNG in a number of platforms. We point out that three-dimensional plots of the
random points generated by the generator have visible structures: they concentrate on particular
planes in the cube. We provide mathematical analysis on this phenomenon. A key-observation
is that the exclusive-or is well-approximated by the arithmetic sum or subtraction with relatively
high probability.
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1. Introduction
Pseudo random number generators (PRNG) are basic tools included in many softwares. Re-
cently introduced xorshift128+ generators [6] became one of the most popular PRNGs. The
xorshift128+ generators pass a stringent test suite TestU01 [2], consume only 128-bit memory,
and are very fast. As a result, some of the xorshift128+ generators are selected as standard gen-
erators in Google V8 JavaScript Engine (https://v8.dev/blog/math-random), and hence
all the browsers based on this engine use xorshift128+. Google Chrome, Firefox and Safari are
a few examples.
It is reported that xorshift128+ fails in tests for F2-linearity in BigCrush, if the order of
the bits in the outputs are reversed [1]. In this manuscript, we point out more visible flaws of
xorshift128+ generators. Figure 1 shows the 3D-plot of the points generated by xorshift128+:
let x1, x2, x3, . . . ∈ [0, 1) be uniform pseudo random real numbers generated by xorshift128+
with parameter (a, b, c) = (23, 17, 26) (this is the standard generator in JavaScript V8 Engine),
then we plot (x3m+1, x3m+2, x3m+3) ∈ [0, 1)3 for m = 0, 1, 2, . . .. We plot 10000 points. The figure
seems quite random.
Then, we magnify the x-axis 222 times: namely, we plot (222x3m+1, x3m+2, x3m+3) if 222x3m+1 ≤
1 and skip if 222x3m+1 > 1. Figure 2 is the 3D-plot of the generated 10000 points which satisfy
the condition 222x3m+1 ≤ 1. The picture seems non-random: points concentrate on several planes.
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Figure 1: xorshift128+ with (a, b, c) = (23, 17, 26) 3D random plots for 10000 points
Such a deviation is hardly found: it is not detected even by BigCrush in TestU01, which is known
to be one of the most stringent statistical test suites for PRNGs. However, such deviation may
ruin a simulation, see Section 3. We explain how we reached to these experiments in Section 2.2,
and give a mathematical explanation on these phenomena in Sections 2.3, 2.4.
y
x
0
z
0 0.2 0.4 0.6 0.8 1
0.2
0.4
0.6
0.8
1
0.2
0.4
0.6
0.8
01
Figure 2: xorshift128+ 3D random plots with x-axis magnified by a factor of 222, for 10000 points. The parameter being
(a, b, c) = (23, 17, 26).
Similar pictures for parameters (a, b, c) = (26, 19, 5) and (21, 23, 28) are in Figure 3. There
are 8 parameter sets passing TestU01 in [6]: (a, b, c) = (23, 17, 26), (26, 19, 5), (23, 18, 5), (41,
11, 34), (23, 31, 18), (21, 23, 28), (21, 16, 37), (20, 21, 11), and each of them shows a similar
pattern.
2. Analysis on xorshift128+
2.1. Description of xorshift128+
Let W be the set of the (unsigned) ω-bit integers. For most cases, ω is 64. For x, y ∈ W, x+ y
means the summation as integers, and for an integer a, ax means the multiplication as integers,
so it may occur that x + y < W, ax < W.
Let F2 = {0, 1} denote the two-element field. Then W is identified with the space of row
vectors Fω2 , where an integer x ∈ W with 2-adic expansion x = xω2ω−1 + · · · + x22 + x1 is
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Figure 3: xorshift128+ with (a, b, c) = (26, 19, 5) (left) and (21, 23, 28) (right) 3D random plots of 10000 points, where
x-axis is multiplied by 222.
identified with (xω, . . . , x1) ∈ Fω2 . For x, y ∈ W, the summation as elements in Fω2 is denoted by
x ⊕ y ∈ W, which is known as the bitwise exclusive-or (xor). Let A, B be ω × ω matrices with
coefficient Fω2 . Then, A ⊕ B denotes the summation as F2-matrices, and xA ∈ W denotes the
multiplication of the ω-dimensional row vector x ∈ W and the ω × ω matrix A over F2.
Let L denote the ω × ω-matrix

0
1 0
1
. . .
. . .
. . .
1 0

. Then, the multiplication x 7→ xL is
(xω, . . . , x2, x1) 7→ (xω−1, . . . , x1, 0), which is the so-called left shift. Thus, for non-negative inte-
ger a, xLa is obtained by a-bit left shift from x. Similarly, let R denote the matrix

0 1
0 1
. . .
. . .
. . . 1
0

,
then x 7→ xR is the right shift. Let I denote the identity matrix of size ω.
From now on, we put ω = 64. The xorshift128+ pseudo random number generator with
parameter (a, b, c) is described as follows. A state consists of two 64-bit words (si, si+1), and the
next state (si+1, si+2) is determined by the recursion
si+2 = si(I ⊕ La)(I ⊕ Rb) ⊕ si+1(I ⊕ Rc). (1)
The initial state (s0, s1) is specified by the user. The output oi at the i-th state (si, si+1) is given by
oi = si + si+1 mod 264.
Here we denote by x mod 264 the non-negative integer smaller than 264 obtained as the remainder
of x divided by 264.
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2.2. Rough approximation by an F2-linear generator
We consider a similar generator to xorshift128+, where the state transition is identical but for
each i the i-th output is replaced with
o′i := si ⊕ si+1.
Since the sequence si, si+1, . . . ∈ W is a solution of the F2-linear recursion (1), the sum o′i satisfies
the same recursion. We introduce the following notation: for x, y ∈ W and 0 ≤ n ≤ ω,
x n= y⇔ (xω, xω−1, . . . , xω−n+1) = (yω, yω−1, . . . , yω−n+1). (2)
Namely, x n=y means that the n most significant bits (MSBs) of x and y coincide. This is an
equivalence relation satisfying that x n=y and x′ n=y′ implies x ⊕ x′ n=x ⊕ y′. Put m := min{b, c}.
Then, since o′i satisfies (1), it holds that
o′i+2
m
=o′i(I ⊕ La) ⊕ o′i+1, (3)
because xRn n=0 holds for any x ∈ W. From now on in this subsection, we use a heuristic:
Heuristic Assumption A. “+ and ⊕ are close to each other.”
This seems over-simplified, but this is the way to reach the above-mentioned experiments
with x-axis magnified. A more accurate analysis will be done in the following subsections.
In the right hand side of (3), the term o′i(I⊕La) = o′i ⊕o′iLa = o′i ⊕ (2ao′i mod 264) is, under the
Assumption A, approximated by (1 + 2a)o′i mod 2
64. Thus, the right hand side of (3) is approx-
imated by (1 + 2a)o′i + o
′
i+1 mod 2
64. Since the i-th output oi of xorshift128+ would be approxi-
mated by o′i , we expect that the triple ((1 + 2
a)oi, oi+1, oi+2) would have correlation. This leads to
the experiment shown in Figure 2, where the picture shows the points 2−64(µo3m+1, o3m+2, o3m+3)
satisfying µo3m+1 ≤ 264 for the parameter set (a, b, c) = (23, 17, 26), by the magnifying factor
µ = 2a−1. The factor (1 + 2a) obtained in the above analysis is replaced with µ = 2a−1, since this
smaller factor is expected to show iteration of the structures. In fact, Figure 2 suggests that the
plane-structures are repeated twice in the direction of x-axis. The left picture in Figure 3, where
a = 26 and µ = 222 (thus µ is roughly 1/16 of 1 + 2a) shows the structure is repeated 16 times in
the direction of x-axis.
2.3. Approximation of exclusive-or by sum and subtraction
For a more detailed analysis, we need a formalization of Assumption A, as follows. First
we analyze a relation between x ⊕ y and ±x ± y, which is actually not used in the analysis of
xorshift128+ but would be helpful to understand the next step analyzing x ⊕ y ⊕ z, which is
necessary to investigate xorshift128+. Let x, y be n-bit unsigned integers. Our claim is that
x ⊕ y with non negligible probability coincides with one of x + y, x − y or y − x, as analyzed
below. The operation x ⊕ y is similar to x + y, except that no carry is reflected. Consequently
x ⊕ y ≤ x + y holds, and the equality holds if and only if no carry occurs. Equivalently, if and
only if (xi, yi) ∈ {(0, 0), (1, 0), (0, 1)} holds for i = 1, 2, . . ., n. Thus, among 4n possibilities of
pairs (x, y), exactly 3n pairs satisfy x ⊕ y = x + y.
Theorem 1 (xor equals sum). Let x =
n∑
i=1
xi2i−1 and y =
n∑
i=1
yi2i−1 be two n-bit integers. We
identify x, y with vectors (xn, . . . , x1), (yn, . . . , y1) ∈ Fn2, respectively. Then x ⊕ y ≤ x + y holds,
and the equality holds if and only if (xi, yi) , (1, 1) holds for i = 1,2,. . ., n. Thus, among 4n
pairs (x, y), 3n pairs satisfy the equality. Similarly, among 4n pairs (x, y), 4 · 3n−1 pairs satisfy the
equality x ⊕ y = x + y mod 2n.
4
Proof. The counting for the pairs satisfying x ⊕ y = x + y follows from the above observation.
For x⊕y = x+y mod 2n, note that the condition “(xi, yi) , (1, 1) for i = 1, . . . , n−1” is necessary
and sufficient.
Another observation is about when the equality
x ⊕ y = x − y
occurs. Again, we do not take modulo 2n for the right hand side. If we compute subtraction x− y
in binary without borrows, we obtain x ⊕ y. There may be borrows, so we have inequality
x ⊕ y ≥ x − y,
with equality holds when no borrow occurs for each digit, or equivalently, the pair of bits (xi, yi)
lies in {(0, 0), (1, 0), (1, 1)} for each i = 1, 2, . . . , n. There are 3n such pair (x, y).
Theorem 2 (xor equals subtraction). Let x, y ∈ Fn2 be as in Theorem 1. We have inequality
x ⊕ y ≥ x − y,
and the equality holds if and only if (xi, yi) , (0, 1) for each i = 1, 2, . . . , n. There are 3n such
pairs. The equality x⊕y = x−y mod 2n holds if and only if (xi, yi) , (0, 1) for each i = 1, . . . , n−1.
There are 4 · 3n−1 such pairs.
Theorem 3. Let X be the set of pairs {(x, y) | x, y ∈ Fn2}, and put
A := {(x, y) ∈ X | x ⊕ y = x + y}
B := {(x, y) ∈ X | x ⊕ y = x − y}
C := {(x, y) ∈ X | x ⊕ y = y − x}.
Then, #X = 4n, #A = #B = #C = 3n, #(A∩ B) = #(B∩C) = #(C ∩A) = 2n, and #(A∩ B∩C) = 1
hold. In particular, #(A ∪ B ∪C) = 3 · 3n − 3 · 2n + 1 holds. Similarly, if we put
A′ := {(x, y) ∈ X | x ⊕ y = x + y mod 2n}
B′ := {(x, y) ∈ X | x ⊕ y = x − y mod 2n}
C′ := {(x, y) ∈ X | x ⊕ y = y − x mod 2n},
then #A′ = #B′ = #C′ = 4 · 3n−1, #(A′ ∩ B′) = #(B′ ∩ C′) = #(C′ ∩ A′) = 4 · 2n−1, and
#(A′ ∩ B′ ∩C′) = 4 hold. In particular, #(A′ ∪ B′ ∪C′) = 4(3 · 3n−1 − 3 · 2n−1 + 1) holds.
Proof. We have
A = {(x, y) ∈ X | (xi, yi) ∈ {(0, 0), (0, 1), (1, 0)} for i = 1, . . . , n}
B = {(x, y) ∈ X | (xi, yi) ∈ {(0, 0), (1, 0), (1, 1)} for i = 1, . . . , n}
C = {(x, y) ∈ X | (xi, yi) ∈ {(0, 0), (0, 1), (1, 1)} for i = 1, . . . , n},
and #A = #B = #C = 3n holds. Since
A ∩ B = {(x, y) ∈ X | (xi, yi) ∈ {(0, 0), (1, 0)} for i = 1, . . . , n},
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#(A ∩ B) = 2n follows, and #(B ∩C) = #(C ∩ A) = 2n is similarly proved. We have A ∩ B ∩C =
{(x, y) ∈ X | (xi, yi) ∈ {(0, 0)} for i = 1, . . . , n}, and see that #(A ∩ B ∩ C) = 1. The equality
#(A ∪ B ∪ C) = 3 · 3n − 3 · 2n + 1 follows from the standard inclusion-exclusion principle.
The statements for A′, B′,C′ follows from a similar argument, where the conditions on the most
significant bits should be neglected.
Example 4. Suppose n = 3, i.e., we consider three-bit precision. Then, among 43 = 64 pairs
(x, y), we showed that at least one of x ⊕ y = x + y, x − y, y − x occurs for 3 · 33 − 3 · 23 + 1 = 58
pairs: only 64 − 58 = 6 exceptions exist. For n = 4, among 256 pairs, 196 pairs satisfy one of
the three relations.
In the analysis of xorshift128+, we do not use the above theorem: it is proved to show that
exclusive-or is close to sum and subtraction, the assumption used in the previous section. For
xorshift128+, we use the following theorem and proposition.
Theorem 5. Let Y be the set of triples of n-bit integers {(u, v,w) | u, v,w ∈ Fn2}. We denote
u = (un, . . . , u1), v = (vn, . . . , v1), and w = (wn, . . . ,w1). Let p, q, r be elements in {1,−1}. Then,
the equality
u ⊕ v ⊕ w = pu + qv + rw
holds if and only if
pui + qvi + rwi ∈ {0, 1}
holds for 1 ≤ i ≤ n. In particular,
Case 1 u ⊕ v ⊕ w = u + v + w holds if and only if the triple (ui, vi,wi) has at most one 1 for each
i. There are four such triples (0, 0, 0), (0, 0, 1), (0, 1, 0), (1, 0, 0) among the eight possible
triples.
Case 2-1 u ⊕ v ⊕ w = −u + v + w holds if and only if the triple (ui, vi,wi) is one of the six triples
(0, 0, 0), (0, 0, 1), (0, 1, 0), (1, 0, 1), (1, 1, 0), (1, 1, 1) for 1 ≤ i ≤ n. Thus among 8n elements
in Y , 6n elements satisfy this.
Case 2-2 the case u⊕ v⊕w = u− v+w is similar to the above, with the first component and the
second component exchanged.
Case 2-3 the case u ⊕ v ⊕ w = u + v − w is similar to Case 2-1, with the first component and the
third component exchanged.
Case 3 Case u ⊕ v ⊕ w = u − v − w occurs if and only if the triple (ui, vi,wi) is one of the four
triples (0, 0, 0), (0, 1, 0), (1, 0, 1), (1, 1, 0) for 1 ≤ i ≤ n. Similar results hold for −u + v −
w,−u − v + w.
The equality
u ⊕ v ⊕ w = pu + qv + rw mod 2n
holds if and only if
pui + qvi + rwi ∈ {0, 1}
holds for 1 ≤ i ≤ n− 1. Thus, if two of p, q, r are 1 and the rest is −1, then 6n−1 triples satisfy the
equality.
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Proof. Assume that u⊕v⊕w = u+v+w. Consider the i-th bit ui, vi, wi. Their summation mod 2
is equal to ui ⊕ vi ⊕ wi. The i-th bit of u + v + w is ui + vi + wi plus the carry from the below. For
i = 1, the equality ui⊕vi⊕wi = ui +vi +wi mod 2 holds. If this summation produces a carry, then
since u2 ⊕ v2 ⊕ w2 , u2 + v2 + w2 + 1 mod 2, it contradicts to the assumption. Thus, there is no
carry at the 1-st bit. Then, because there is no carry, u2⊕ v2⊕w2 = u2 + v2 +w2 mod 2 holds, and
if the right hand side is greater or equal to two, then the carry will destroy the equality of the next
bit in a similar way. Thus, ui + vi +wi ∈ {0, 1} holds for each i. Conversely, if ui + vi +wi ∈ {0, 1}
holds for each i, u ⊕ v ⊕ w = u + v + w holds.
For the case u ⊕ v ⊕ w = u + v − w, similar proof starting at the least significant bit leads to
the condition ui + vi −wi ∈ {0, 1} for each i, since the carry/borrow is at most one, and that breaks
the equality modulo 2 of the next bit if it occurs. Other cases follow similarly.
For the case u ⊕ v ⊕ w = pu + qv + rw mod 264, the proof goes in a similar manner, except
that we should neglect the carry or borrow at the most significant bit.
We prepare some notations used in the next section.
Definition 6. Let n be an integer 1 ≤ n ≤ 64. For a 64-bit integer u, let us denote by [u]n the
64-bit integer having the same n MSBs with u and the rest (64− n) bits being zeroes, and by (u)n
the n-bit integer given by the n MSBs of u. Define ∆n(u) := u− [u]n. This is the integer obtained
from the 64 − n LSBs of u, and hence 0 ≤ ∆n(u) ≤ 264−n − 1. Note that [u ⊕ v]n = [u]n ⊕ [v]n
holds.
2.4. Analysis of the three dimensional correlation in xorshift128+
We consider the consecutive three outputs
x = si + si+1 mod 264
y = si+1 + si+2 mod 264
z = si+2 + si+3 mod 264,
where si+2 and si+3 are determined from (si, si+1) by the recursion (1). We show that (x, y, z)
concentrates on some planes, as follows. We have
z = si+2 + si+3 mod 264
= (si+1(I ⊕ Rc) ⊕ si(I ⊕ La)(I ⊕ Rb)) (4)
+ (si+2(I ⊕ Rc) ⊕ si+1(I ⊕ La)(I ⊕ Rb)) mod 264. (5)
Numbers b and c are no less than 5 in the 8 parameter sets listed in Section 1. Define
m := min{b, c}, and take an integer 1 ≤ n ≤ m. Then u(I + Rb) n=u n=u(I + Rc) holds for any 64-bit
integer u (see the notation (2)). Thus, we have
si+1(I ⊕ Rc) ⊕ si(I ⊕ La)(I ⊕ Rb) n=si+1 ⊕ si(I ⊕ La) (6)
si+2(I ⊕ Rc) ⊕ si+1(I ⊕ La)(I ⊕ Rb) n=si+2 ⊕ si+1(I ⊕ La). (7)
We put
7,n := ∆n(si+1(I ⊕ Rc) ⊕ si(I ⊕ La)(I ⊕ Rb)), (8)
8,n := ∆n(si+2(I ⊕ Rc) ⊕ si+1(I ⊕ La)(I ⊕ Rb)), (9)
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and then 0 ≤ 7,n, 8,n ≤ 264−n − 1 holds. From (6), (7), (8), and (9), we have
si+1(I ⊕ Rc) ⊕ si(I ⊕ La)(I ⊕ Rb) = [si+1(I ⊕ Rc) ⊕ si(I ⊕ La)(I ⊕ Rb)]n
+ ∆n(si+1(I ⊕ Rc) ⊕ si(I ⊕ La)(I ⊕ Rb))
= [si+1 ⊕ si(I ⊕ La)]n + 7,n, and (10)
si+2(I ⊕ Rc) ⊕ si+1(I ⊕ La)(I ⊕ Rb) = [si+2(I ⊕ Rc) ⊕ si+1(I ⊕ La)(I ⊕ Rb)]n
+ ∆n(si+2(I ⊕ Rc) ⊕ si+1(I ⊕ La)(I ⊕ Rb))
= [si+2 ⊕ si+1(I ⊕ La)]n + 8,n. (11)
Thus by (4), (5), (10), and (11) we have
z = si+1(I ⊕ Rc) ⊕ si(I ⊕ La)(I ⊕ Rb) + si+2(I ⊕ Rc) ⊕ si+1(I ⊕ La)(I ⊕ Rb) mod 264
= [si+1 ⊕ si(I ⊕ La)]n + [si+2 ⊕ si+1(I ⊕ La)]n + 7,n + 8,n mod 264
= [si+1 ⊕ si ⊕ siLa]n + [si+2 ⊕ si+1 ⊕ si+1La]n + 7,n + 8,n mod 264
= ([si+1]n ⊕ [si]n ⊕ [siLa]n) + ([si+2]n ⊕ [si+1]n ⊕ [si+1La]n) + 7,n + 8,n mod 264. (12)
Proposition 7. Let (p, q, r) ∈ {1,−1}3, and n ≤ m = min{b, c} ≤ 64. Assume that two equalities
[si+1]n ⊕ [si]n ⊕ [siLa]n = p[si+1]n + q[si]n + r[siLa]n mod 264 (13)
[si+2]n ⊕ [si+1]n ⊕ [si+1La]n = p[si+2]n + q[si+1]n + r[si+1La]n mod 264 (14)
hold in (12). Then
z = py+qx+r ·(2ax mod 264)− p(1,n+4,n)−q(2,n+5,n)−r(3,n+6,n)+7,n+8,n mod 264 (15)
holds for 0 ≤ i,n ≤ 264−n − 1 (i = 1, . . . , 8). Suppose that two of p, q, r are +1 and the rest is −1.
Then, the error term is bounded by
| − p(1,n + 4,n) − q(2,n + 5,n) − r(3,n + 6,n) + 7,n + 8,n| ≤ 4(264−n − 1).
Proof. We put 1,n := ∆n(si+1), 2,n := ∆n(si), 3,n := ∆n(siLa), 4,n := ∆n(si+2), 5,n := ∆n(si+1),
and 6,n := ∆n(si+1La). Then si+1 = [si+1]n + 1,n, si = [si]n + 2,n, siLa = [siLa]n + 3,n, and so on.
From (12), (13), and (14) we have
z = p[si+1]n + q[si]n + r[siLa]n + p[si+2]n + q[si+1]n + r[si+1La]n + 7,n + 8,n mod 264
= p(si+1 − 1,n) + q(si − 2,n) + r((siLa) − 3,n)
+ p(si+2 − 4,n) + q(si+1 − 5,n) + r((si+1La) − 6,n) + 7,n + 8,n mod 264
= p(si+1 + si+2) + q(si + si+1) + r(siLa + si+1La)
− p(1,n + 4,n) − q(2,n + 5,n) − r(3,n + 6,n) + 7,n + 8,n mod 264. (16)
Substitution using x = si + si+1 mod 264, y = si+1 + si+2 mod 264, siLa = 2asi mod 264, and
2ax mod 264 = (siLa + si+1La) mod 264 gives (15).
For the last statement, under the condition that two of p, q, r are +1 and the rest is −1, the
eight i,n have four +1 and four −1 as coefficients, and thus we obtain the bound.
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Corollary 8. If the assumptions of Proposition 7 on si, si+1, si+2 are satisfied and two of p, q, r
are +1 and the rest is −1, then
|z − (q + r · 2a)x − py mod 264| ≤ 4(264−n − 1) (17)
holds, and consequently the point (x, y, z) plotted by xorshift128+ tends to be near the plane
z = (q + r · 2a)x + py mod 264.
Remark 9. The normalized error (where the output range [0, 264) is normalized to [0, 1) by
dividing 264) is bounded by 4(264−n − 1)/264 ≤ 22−n. Thus, for n ≥ 5, concentration on planes
would be visible, since this normalized error bound is 1/8. To obtain a rough estimation of the
distribution of the error term, after normalization, we might regard that i,n are independently
uniformly distributed among [0, 2−n) (although they may not be independent in reality). Since
the error term is the summation of eight such random variables, it is approximated by a normal
distribution with mean 0 (since four plus and four minus in the coefficients) and variance 8 ×
(1/12 ·2−2n) = 2/3 ·2−2n and the standard deviation √2/3 ·2−n. Consequently, a rough estimation
of the probability that the error is smaller than
√
2/3 · 2−n is 68%, using the theory of normal
distribution. Under this assumption, for example if n = 5, the pattern would be clearly visible.
We shall compute the probability that the conditions in Proposition 7 are satisfied when two
of p, q, r are +1 and the rest is −1.
Proposition 10. Suppose that n ≤ min{b, c} ≤ a holds and that the initial seeds s0, s1 are in-
dependently uniformly selected from the set of 64-bit integers. Let two of p, q, r be +1 and the
rest be −1. The probability that the both events (13) and (14) occur for (p, q, r) = (−1, 1, 1)
is (5/8)n−1. The same hold for (p, q, r) = (1, 1,−1). The probability for (p, q, r) = (1,−1, 1)
is (1/2)n−1. Thus, the 3D outputs (x, y, z) of xorshift128+ are near the following planes (in the
sense of Corollary 8 and Remark 9):
• z = (1 + 2a)x − y mod 264 with probability (5/8)n−1,
• z = (1 − 2a)x + y mod 264 with probability (5/8)n−1, and
• z = (−1 + 2a)x + y mod 264 with probability (1/2)n−1.
Remark 11.
1. The condition 5 ≤ min{b, c} ≤ a holds for the eight recommended parameter sets of
xorshift128+ in [6] as stated in §1, and consequently we may take n ≤ 5.
2. For example if n = 5, (5/8)n−1 = 0.15258... and (1/2)n−1 = 0.0625. These probabilities are
rather high.
3. This proposition implies that such concentration to the planes (visualized in Figure 2 for
only small values of x) occur in everywhere in the cube.
Proof. Since the recursion is bijective, for any fixed i, si and si+1 are independent and uniform.
Put u := (si)n, v := (siLa)n, w := (si+1)n, s := (si+1La)n (see Definition 6). Since n ≤ min{b, c} ≤ a
holds, these are independent and uniform. We put t := (si+2)n. By (1) and (6) t = (si+2)n =
(si+1)n ⊕ (si)n ⊕ (siLa)n = u⊕ v⊕w. Then, the results follow from the following proposition.
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Proposition 12. Let n be a positive integer, and u, v,w, s be n-bit integers. Suppose that u, v,w, s
are independently and uniformly randomly distributed. Let two of p, q, r be +1 and the rest be
−1. Put
t := u ⊕ v ⊕ w.
Consider the following two statements.
A1 u ⊕ v ⊕ w = pu + qv + rw mod 2n.
A2 w ⊕ s ⊕ t = pw + qs + rt mod 2n.
Then, the following hold.
1. Case (p, q, r) = (−1, 1, 1) or (1, 1,−1). Then both A1 and A2 hold with probability
(5/8)n−1.
2. Case (p, q, r) = (1,−1, 1). Then, both A1 and A2 hold with probability (1/2)n−1.
Proof.
Case (p, q, r) = (−1, 1, 1). By Theorem 5, A1 holds if and only if (ui, vi,wi) is one of
(0, 0, 0), (0, 0, 1), (0, 1, 0), (1, 0, 1), (1, 1, 0), (1, 1, 1)
for every 1 ≤ i ≤ n − 1. Thus, A1 holds with probability (6/8)n−1. Suppose that A1 holds. We
discuss the conditional distribution of ti. Suppose wi = 0. Then, among the above six, the three
possible cases (0, 0, 0), (0, 1, 0), (1, 1, 0) occur equally probably. Consequently, ti = −ui + vi + wi
is 0 with probability 2/3, and 1 with probability 1/3. Suppose wi=1. Then, the three possible
cases (0, 0, 1), (1, 0, 1), (1, 1, 1) occur equally probably. Consequently, ti = −ui + vi +wi is 0 with
probability 1/3 and 1 with probability 2/3. Then, each of (wi, ti) = (0, 0), (0, 1), (1, 0), (1, 1) oc-
curs with probability 1/2 times 2/3, 1/3, 1/3, 2/3, respectively. Since si is independent, (wi, si, ti)
is one of
(0, 0, 0), (0, 0, 1), (0, 1, 0), (1, 0, 1), (1, 1, 0), (1, 1, 1)
with probability 1/4 · (2/3 + 1/3 + 2/3 + 2/3 + 1/3 + 2/3) = 10/12 = 5/6. Thus, under the
condition that A1 holds, A2 occurs with probability (5/6)n−1. Altogether, both A1 and A2 occur
with probability
(6/8)n−1 · (5/6)n−1 = (5/8)n−1.
Case (p, q, r) = (1,−1, 1). A1 holds if and only if (ui, vi,wi) is one of
(0, 0, 0), (0, 0, 1), (1, 0, 0), (0, 1, 1), (1, 1, 0), (1, 1, 1)
for every 1 ≤ i ≤ n − 1. This occurs with probability (6/8)n−1. Suppose that A1 holds. Sup-
pose wi = 0. Then, the three possible cases (0, 0, 0), (1, 0, 0), (1, 1, 0) occur equally probably, and
ti = ui − vi + wi is 0 with probability 2/3, and 1 with probability 1/3. Suppose wi=1. Then, the
three possible cases (0, 0, 1), (0, 1, 1), (1, 1, 1) occur equally probably, and ti = ui−vi+wi is 0 with
probability 1/3, and 1 with probability 2/3. Then, each of (wi, ti) = (0, 0), (0, 1), (1, 0), (1, 1) oc-
curs with probability 1/2 times 2/3, 1/3, 1/3, 2/3, respectively. Since si is independent, (wi, si, ti)
is one of
(0, 0, 0), (0, 0, 1), (1, 0, 0), (0, 1, 1), (1, 1, 0), (1, 1, 1)
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with probability 1/4 ·(2/3+1/3+1/3+1/3+1/3+2/3) = 8/12 = 2/3. Thus, under the condition
that A1 holds, A2 occurs with probability (2/3)n−1. Thus, both A1 and A2 occur with probability
(6/8)n−1 · (2/3)n−1 = (1/2)n−1.
Case (p, q, r) = (1, 1,−1). A1 holds if and only if (ui, vi,wi) is one of
(0, 0, 0), (0, 1, 0), (1, 0, 0), (0, 1, 1), (1, 0, 1), (1, 1, 1)
for every 1 ≤ i ≤ n − 1. This occurs with probability (6/8)n−1. Suppose that A1 holds. Sup-
pose wi = 0. Then, the three possible cases (0, 0, 0), (0, 1, 0), (1, 0, 0) occur equally probably, and
ti = ui + vi − wi is 0 with probability 1/3, and 1 with probability 2/3. Suppose wi=1. Then, the
three possible cases (0, 1, 1), (1, 0, 1), (1, 1, 1) occur equally probably, and ti = ui+vi−wi is 0 with
probability 2/3, and 1 with probability 1/3. Then, each of (wi, ti) = (0, 0), (0, 1), (1, 0), (1, 1) oc-
curs with probability 1/2 times 1/3, 2/3, 2/3, 1/3, respectively. Since si is independent, (wi, si, ti)
is one of
(0, 0, 0), (0, 0, 1), (1, 0, 0), (0, 1, 1), (1, 1, 0), (1, 1, 1)
with probability 1/4 · (1/3 + 2/3 + 2/3 + 2/3 + 2/3 + 1/3) = 10/12 = 5/6. Thus, under the
condition that A1 holds, A2 occurs with probability (5/6)n−1. Altogether, both A1 and A2 occur
with probability
(6/8)n−1 · (5/6)n−1 = (5/8)n−1.
The other cases (p, q, r) = (1, 1, 1), (1,−1,−1), (−1, 1, 1), (−1,−1, 1) in Proposition 7 can
be analyzed in similar but more complicated arguments, and we omit them. Together with the
analysis in the previous section, we see that the consecutive three outputs (x, y, z) of xorshift128+
tend to lie near eight planes:
z = ±((1 ± 2a)x ± y) mod 264,
which gives an explanation on the visible structure in Figure 2. We compare these planes with
the outputs of xorshift128+.
Figure 4 describes four planes
z = ±(1 + 223)x ± y mod 1
with restriction 0 ≤ x ≤ 1/223, 0 ≤ y ≤ 1. The x-axis is magnified by the factor 223. The other
four planes with coefficient −1+223 are very close to those for 1+223, and so omitted. Each plane
has two connected components in this region. Figure 5 shows the union of these four planes.
Figure 6 shows the outputs of xorshift128+ with parameter (a, b, c) = (23, 17, 26). Let (x, y, z)
be the consecutive outputs in [0, 1)3. We only pick up those with x ≤ 1/223, and plot (223x, y, z).
We repeat this until we obtain 10000 points.
Figure 7 contains both the four planes (Figure 5) and the outputs of xorshift128+ (Figure 6).
This coincidence justifies the approximated analysis done in this section.
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(a) (b)
(c) (d)
Figure 4: Pictures of four planes: (a): z = (1+223)x+y mod 1 , (b): z = (1+223)x−y mod 1, (c): z = −(1+223)x+y mod 1,
(d): z = −(1 + 223)x − y mod 1
3. Failure in Monte Carlo integration
We shall approximate the volume of the rectangular I =
[
0, 0.1/222
)
× [0, 0.1)× [0.45, 0.55) ⊂
[0, 1)3 by Monte Carlo method using xorshift128+ with (a, b, c) = (23, 17, 26). The exact volume
of I is p = 2.384186 · · · × 10−10. We generate N = 7.2× 1012 points in [0, 1)3, counts the number
h of points hitting I. The corresponding p-value is given by the binomial distribution:
P(X ≤ h) =
h∑
i=0
(
N
i
)
pi(1 − p)N−i,
where X is a random variate corresponding to B(n, p). For a comparison, we use a TinyMT127
generator [4, 5, 3] which has a 127-bit state with period 2127 − 1. We iterate this test three
times for each generator, by choosing three random initial values. Table ?? shows the result.
The approximated volumes obtained by xorshift128+ are too small and gives p-values almost 0
(numerically 0), while the values from TinyMT127 seem reasonable.
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Figure 5: The union of four planes in Figure 4
Figure 6: 3D plots by xorshift128+: x-axis magnified by a factor of 223
Figure 7: The union of Figure 5 and Figure 6
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Table 1: Monte Carlo integration by xorshift128+ and TinyMT127
xorshift128+ 1st 2nd 3rd
# of points 1 3 5
volume 1.388889e-13 4.166667e-13 6.944444e-13
p-value 0 0 0
TinyMT127 1st 2nd 3rd
# of points 1739 1696 1719
volume 2.415278e-10 2.355556e-10 2.387500e-10
p-value 0.71 0.31 0.53
4. Comments on choosing pseudo random number generators
Don’t rely on statistical tests in choosing a PRNG. TestU01 effectively rejects defective gen-
erators. However, passing TestU01 does not necessarily mean that the generator is of good
quality. The test suites in TestU01 have many parameters, and although parameters are carefully
chosen, they are just a few tuples among infinitely many combinations of possible parameters.
Better to say, essentially all the tests in TestU01 are designed so that they can reject some
existing PRNGs. Thus, a new kind of recurrence and/or a new kind of output transformation tend
to lead to a PRNG that passes all the test in TestU01 but may be defective. Same thing for any
other existing test suites.
The second author feels that the content of the very paper [6] that proposes xorshift128+
shows some potential defects of xorshift128+, as follows. There are 272 possible parameters for
xorshift128+. Among them, 131 are rejected by SmallCrush, which is a fast compact test suite in
TestU01. Top 10 are selected by the second step done by TestU01 Crush, and 8 finally chosen by
a biggest test suite TestU01 BigCrush. These results say that most of xorshift128+ parameters
give defective generators. It is highly plausible that some modification of TestU01 would be able
to reject the remaining 8 parameters.
We also point out that TestU01 can test only 32-bit generators, and the success of xor-
shift128+ 64-bit generators in TestU01 might be misleading. We wait for 64-bit version of
TestU01.
Another fundamental difficulty lies in the fact that TestU01 includes tests on F2-linearity,
which any generator linear over F2 will fail in. These tests are on the parity of the numbers of
1’s in a chunk of bits. Do the results of these tests matter in usual Monte Carlo simulation? Yes,
if PRNGs are used to simulate some F2-linear models. However, we are skeptical about their
significance in typical simulations.
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