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Evaluation of High-Resolution Satellite Precipitation Products in 
Hydrologic Simulations of Northern Latitude River Basins  
Muhammet Omer Dis, Ph.D. 
University of Connecticut, 2015 
The goal of this research is to develop a framework to improve satellite precipitation applications 
in hydrologic modeling, and is carried out in three parts. First, the multi-scale variability of 
streamflow in the Connecticut River Basin (CRB) (i.e. study area) is captured using the Coupled 
Routing and Excess STorage (CREST) model. This analysis presents a good opportunity to 
enhance and refine the estimation of hydrological processes via the CREST model and 
understand its calibration and validation procedures over northern-latitude basins. It introduces a 
large time frame and focuses on different time resolutions and multiple basin scales (191–25,000 
km2). Available observations are used to assess the accuracy of simulations, determine the spatial 
variability of calibration parameters, and understand the applicability of calibrated parameter 
values applied to interior catchments in order to predict flows at ungauged locations. 
In the second research dimension, multiple high-resolution precipitation products from 
currently available quasi-global satellite algorithms (TRMM-3B42V7, CMORPH, and 
PERSIANN) are investigated in terms of their hydrologic applicability relative to the National 
Weather Service (Stage IV) gauge-adjusted radar-rainfall dataset, which is a novel analysis in 
terms of satellite error propagation issues. Basin-average satellite precipitation and resulting 
streamflow simulations are evaluated for a period of 9 years (2002 through 2010) using as 
reference the Stage IV rainfall and associated CREST-based flow simulations. Error metrics in 
basin-average rainfall and runoff simulations are determined for high values (>90th percentile) 
and overall (>20th percentile), warm vs. cold periods and two temporal aggregations (3 hourly 
and daily). Results show that the TRMM-3B42V7 product, which includes gauge adjustment, is 
  
the most accurate in terms of capturing the high percentile values of precipitation and runoff over 
the study basins. The satellite-alone CMORPH and PERSIANN precipitation products 
consistently underestimated the radar precipitation and reference-driven streamflow simulations. 
The study demonstrated a basin scale dependency of the satellite-precipitation error metrics and 
the precipitation-to-runoff simulation propagation properties of these errors. 
The third part was motivated by the above findings to evaluate the accuracy of return 
period flow estimations using a hydrologic model driven with high-resolution satellite 
precipitation data. Four quasi-global satellite products (TRMM-3B42V7, TRMM-3B42RT, 
CMORPH, and PERSIANN) at 3-hourly/0.25-deg resolution and the National Weather Service 
(Stage IV) gauge-adjusted radar rainfall dataset (representing the reference rainfall) are 
integrated in this study with the CREST model to simulate 3-hourly and daily temporal 
resolution annual peak flows during warm season (May-November) months in CRB. The log-
Pearson type III frequency distribution applied on an 11 year (2002 to 2012) record of annual 
peak flow data is used to derive 1.01-yr, 5-yr, 10-yr, 20-yr and 50-yr return period flows. 
Evaluation against the Stage IV driven simulations shows that the TRMM-3B42V7 product has 
the highest correlation and a slight overestimation in terms of the derived annual maxima flows 
compared to the other satellite products. Each basin exhibits distinct flood frequency curves 
derived from reference precipitation data, which are well captured by the flood frequency 
analyses of the various satellite products driven simulations. With the increasing record length of 
high-resolution satellite products, results from this study can motivate future studies on flood 
frequency analysis of ungauged basins driven by remotely sensed precipitation. 
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1. Executive Summary 
Precipitation is arguably one of the most important parameters controlling the hydrologic 
cycle over land. Flood forecasting, water management and other hydrological applications rely 
principally on the accurate quantification of precipitation at different space-time scales. Given 
the lack of in situ measurements of precipitation over many regions on earth, remote sensing of 
precipitation is the only data source for quantifying spatiotemporal variations of precipitation at 
global scale. However, the uncertainty in satellite precipitation estimation at local scale hampers 
the data’s hydrologic applicability. Previous studies have shown that validation of satellite 
precipitation and understudying their error propagation in hydrological simulations can provide a 
strong basis for motivating uses in hydrological applications (Seyyedi, et al., 2015; Behrangi, et 
al., 2014; Nikolopoulos, et al., 2013; Maggioni, et al., 2013; Bitew & Gebremichael, 2010; 
Shrestha, et al., 2008).  
Arguably, the availability of high-resolution satellite precipitation products provides a 
remarkable advantage for studying flood hydrology and water resources over data poor areas. 
Near-real-time satellite-forced runoff simulations can help to mitigate the damages caused by 
devastating flood hazards, such as the loss of life and property, through early warning systems. 
In addition, contribution of satellite-derived streamflow simulations is an undeniable importance 
to improve hydrologic prediction capability for water management such as water supply and 
improving water quality (Apip, et al., 2010; Hong, et al., 2010; Hong, et al., 2007; Bastiaanssen, 
1998; Kite & Pietroniro, 1996). High spatiotemporal resolution data is available globally as well 
as locally, and this yields to work with various basin sizes at different time scales (Mei, et al., 
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2014; Gao & Liu, 2013; Yong, et al., 2012; Beighley, et al., 2011; Tang, et al., 2010; Pan, et al., 
2010; Hirpa, et al., 2010; Artan, et al., 2007).  
Numerous studies have been carried out in order to improve understanding about satellite-
precipitation products and associated hydrologic applicability over different regions. Hirpa et al. 
(2010) compared the performance of three high-resolution satellite products (TRMM, CMORPH, 
and PERSIANN) in capturing the reference rainfall measurements at different elevations in the 
Ethiopian highland. They concluded that TRMM and CMORPH follow similar trend in elevation 
dependency while PERSIANN considerably underestimates rainfall in high-elevation areas. 
Nikolopoulos et al. (2013) forced a hydrologic model with three satellite products (3B42-V6, 
CMORPH, and PERSIANN-CCS) for a single case study over a mountainous basin in 
northeastern Italian Alps. They found that the satellite-driven streamflow simulations are not 
able to explain the observed hydrologic response during the flash flood event. There is 
significant bias in terms of volume and peak runoff. Moreover, Bitew & Gebremichael (2011) 
claimed that even though satellite precipitation resulting runoff simulations capture the tendency 
and shape of the streamflow observations, they underestimate the large flood peaks. They 
examined performance of satellite-driven flow simulations over two distinctive watersheds areas 
in Ethiopia. They found that increasing watershed area increases the simulation performance and 
dampening the random error in particularly CMORPH precipitation estimates due to additional 
averaging process in larger watersheds.  
Seyyedi et al. (2014) used a distributed hydrologic model forced by TRMM and Global Land 
Data Assimilation reanalysis precipitation datasets to simulate flows over Susquehenna River 
Basin, in Northeast US. They found that TRMM Multisatellite Precipitation Analysis (TMPA) 
3B42 version 7 (TRMM-3B42V7) is better in capturing the flow predictions and suggested the 
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consideration of multiple satellite products. Moreover, Khan et al. (2011) implemented the 
Coupled Routing and Excess Storage (CREST) model with TRMM-based TMPA 3B42 Real-
Time rainfall product for flood inundation mapping in Lake Victoria basin in Africa. They 
showed that TRMM data can be applicable to calibrated hydrologic models with sufficient 
accuracy in predicting spatial flood extends. They suggested the use of ground-based 
observations and multiple remote sensing products to help for further improvements in flood 
monitoring. 
Shrestha et al. (2008) applied a semi-distributed hydrologic model to obtain flow simulations 
with daily satellite rainfall estimates over a catchment located in Nepal. They found significant 
underestimation in the simulated discharges from coarse resolution data and emphasized the 
necessity of high resolution precipitation data in long-term hydrologic simulations. Gourley et al. 
(2011) implemented Hydrology Laboratory Research Distributed Hydrologic Model over a small 
basin (342-km2) in Oklahoma. The calibrated hydrologic model was forced with combinations of 
radar, satellite products, and gauge rainfall data. In the study, they highlighted the importance of 
considering high resolution rainfall during model calibration for the same satellite product (ARS 
Micronet). They also concluded that the TRMM-based (0.25°) simulations are better than the 
PERSIANN-driven (0.04°) simulations. 
Flood frequency analysis requires long data records of flows, which is not typically available 
in poorly gauged basins (Leclerc & Ouarda, 2007; Javelle, et al., 2002). Given the currently 
available long record of high-resolution satellite products we are interested to evaluate potential 
uses of these data in flood frequency analysis as well as in deriving threshold based flood early 
warning techniques. Boughten et al. (1986) presented regional flood frequency techniques for 
application in ungauged watersheds (drainage areas ranging from 0.01 to 10,000 km2) in 
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southeastern Arizona. Awadallah et al. (2011) used jointly limited rainfall records (8-yr) and data 
from TRMM (11-yr) to generate Intensity Duration Frequency (IDF) curves over North-West 
Angola. Cunderlik & Ouarda (2007) examined converging flood duration frequency with the 
rainfall depth duration frequency based on relationships between statistical properties of flood 
and rainfall. This study built upon these studies to investigate uses of streamflow simulations by 
satellite rainfall data for deriving flood frequency maps for basins of various scales. To elucidate 
applicability limitations, the following questions aim to address in this study - 
What is the accuracy of current high-resolution satellite precipitation products in hydrologic 
simulations of northern-latitude river basins? 
What is the basin scale and event severity effect on the satellite-based runoff simulation 
uncertainty? 
What is the skill of satellite-driven flood frequency relative to current radar-rainfall driven 
flood simulations? 
The main objectives of this work are -  
i. Use available observations to assess the accuracy of simulations, determine the spatial 
variability of calibration parameters, and understand the applicability of calibrated parameter 
values applied to interior catchments in order to predict flows at ungauged locations, 
ii. Use the distributed hydrologic model to evaluate the error propagation from the 
precipitation and associated runoff simulations for high resolution multiple satellite-precipitation 
products (TRMM-3B42V7, TRMM-3B42RT, PERSIANN, and CMORPH), and evaluate the 
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error properties for different temporal resolutions and seasonal effects as well as basin scale 
dependency conditions, 
iii. Understand how accurate the current high-resolution satellite precipitation products are 
for deriving flood frequency maps, 
Findings from this study have been organized in following three chapters: 
In chapter 2, calibration and validation of rainfall-runoff hydrologic model, the Coupled 
Routing and Excess Storage (CREST), are carried out over Connecticut River Basin (CRB) at 
various selected observation stream gauges. The auto-calibration routine based on Differential 
Evolution Adaptive Metropolis (DREAM) method is devised to calibrate CREST model over a 
number of watershed areas in CRB based on hourly stream flow data for the period 2005 to 
2007. The algorithm runs to mitigate sum of squared residuals to estimate posterior parameters 
using multiple Markov Chain Monte Carlo chains from prior iterations (Vrugt, et al., 2009). The 
simulations are started with a warm-up period to avoid the melting season and reduce the initial 
condition effect. After optimization of parameters, CREST is validated for a four year period 
(2003-2004 & 2008-2009). The model performance evaluation is based on different metrics, 
including the Nash-Sutchliffe Coefficient of Efficiency (NSCE), Mean Relative Error (MRE), 
Root Mean Square Error (RMSE), and Pearson Correlation Coefficient (PCC). Three nested 
subbasins are considered as ungauged interior catchments. After model is calibrated for the outlet 
of the parent basin, the parameters are fixed, and then CREST is simulated for interior 
catchments.  
In chapter 3, three widely used satellite-precipitation products, TRMM-3B42V7, CMORPH, 
and PERSIANN, are investigated in terms of their use in simulating stream flows for different 
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sub-basins (scales ranging from 191 to 25,000 km2) of CRB using the CREST model. Basin-
average satellite precipitation and resulting stream flow simulations are evaluated for a period of 
9 years (2002 through 2010) using as reference the National Weather Service (Stage IV) gauge-
adjusted radar rainfall and associated CREST-based flow simulations. Error metrics in basin-
average rainfall and runoff simulations determined for high (90th percentile) and low values (20th 
percentile) are compared for the different basin scales, warm/cold periods (Nov-April, May-Oct) 
and two temporal aggregations (3 hourly and daily).  
In chapter 4, 11-year (2002-2012) satellite precipitation products-driven flow simulations are 
obtained from the calibrated model to derive flood frequencies over the CRB. Four quasi-global 
satellite products (TRMM-3B42V7, TRMM-3B42RT, CMORPH, and PERSIANN) and the 
Stage IV rainfall-driven simulations (reference) are integrated with the CREST model to estimate 
annual peak flows over the CRB. May through November period is assigned to assure the 
assumption that homogeneity for the generation mechanism of flood are only affected rainfall 
process. By fitting simulated flood events to a log-Pearson type III frequency distribution, 
streamflow simulations used to estimate peak flow magnitudes in this period for exceedance 
probabilities of 0.99, 0.50, 0.20, 0.10, 0.04, and 0.02 (1.01-yr, 2-yr, 5-yr, 10-yr, 25-yr, and 50-yr 
return periods, respectively). The statistical moment of the distribution namely skew coefficient 
adjusted for generalized skew coefficient and frequency estimates tested for outliers. 
Additionally, the approach is repeated to estimate frequencies for 5th, 25th, 75th, and 95th 
percentiles. The skill of satellite-driven peak flow simulations are evaluated by multiple error 
metrics and flood frequency schemes compared relative to reference for the two temporal 
resolutions over the study basins. Advantage of the study is that the approach relies on remote 
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sensing rainfall data, which are not only more abundant than in situ measurements but also 
applicable to ungauged catchments. 
2. Modeling Warm Season Flows in the Connecticut River Basin using the 
Coupled Routing and Excess Storage Model 
2.1. Introduction 
Rainfall-runoff modeling has a long history; the first hydrologist that used rainfall-runoff 
model was an Irish engineer Thomas James Mulvaney (1822-1892) who published his work in 
1851.  During the last few decades, a number of conceptual and physically-based models have 
been developed and used for simulation of floods (Wang, et al., 2011; Odoni & Lane, 2010; 
Dingman, 2002; Beven, 2000; Chow, et al., 1988; Crawford & Linsley, 1966).  The analysis of 
hydrological model simulations and their spatiotemporal fluctuations can be used as vital tools to 
support management activities such as flood risk management, water supply and improving 
water quality. According to Brakendridge et al. (2003), their study shows that an increasing 
population density has caused a greater risk regarding the natural processes, such as flooding, 
which makes it crucial to identify such risky areas.  Dehotin & Braud (2008) mentioned the 
importance of distributed hydrologic models, indicating that they are valuable mechanisms to 
spatially and realistically study the prediction of water balance components. Hydrologic 
modeling can be employed to evaluate flood mitigation alternatives to flood and drought risks.  
They can be used to evaluate and study the impact of land use on water resources.  Additionally, 
Moriasi et al. (2007) states that hydrological modeling is an essential tool for managing water 
quantity and quality. The spatial structure of distributed hydrological models can inspect and 
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evaluate the heterogeneities of watershed characteristics and its parameters (Dehotin & Braud, 
2008; Refsgaard, 1997). 
Even though distributed models capture sufficient details and realistic catchment 
characteristics, over parameterization can be a problem in calibration.  Dehotin & Braud (2008) 
state the growing of concerns about optimum parameterization.  They indicated that the major 
concern is the contrasting aspects of model complexity versus data availability. Rozalis et al. 
(2010) states that simplicity versus complexity of hydrological models is still a controversial 
subject for better representation of a catchment.  In their study, a simpler model was used with 
minimum number of parameters.  The smaller the number of parameters does not require 
calibration to decrease uncertainty over ungauged areas.  Moreover, Bergstrom (1991) claimed 
an excessive increase in model complexity does not always improve the quality of the results.  
Brandt (1990) supported this statement and further elaborated in his study that going from 
complex to simpler model does not affect model performance.  Thus, using a model with optimal 
complexity relative to data availability and resolution is the key to improving hydrologic 
predictability.  Also, it is worth mentioning that one of the important parameterizations in the 
modeling are the initial conditions and associated parameters sets.  The initial condition of a 
model mostly depends on catchment area, catchment topography, antecedent moisture condition, 
ground water table position and land use.  Hence, for distributed hydrological modeling, 
parameterizations of these initial conditions and its spatial variability are the fundamental factors 
for runoff simulations, especially for extreme rainfall events (Noto, et al., 2008).  The influence 
of initial conditions on the model output reduces with increasing the simulation time period 
(Vrugt, et al., 2009).  Additionally, a spin-up or run-up period can be used to diminish the 
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sensitivity to initial conditions.  In this study a one-year spin up period was used in the model 
simulation.  Therefore, the number of initialization parameters was efficiently reduced. 
Two other significant issues for hydrological modeling are related to calibration and 
validation methodology, specifically the metrics used to analyze and evaluate simulation results 
(Moriasi, et al., 2007; Boyle, et al., 2000; Refsgaard, 1997; Bergstrom, 1991; Beven, 1989).  In 
this study, we evaluated the accuracy of a grid-based distributed hydrologic model, which was 
calibrated and validated in the Connecticut River Basin. The performance of the model related to 
calibration and verification was evaluated using the Nash-Sutchliffe Coefficients of Efficiency 
(NSCE), Mean Relative Error (MRE), Root Mean Square Error (RMSE), and the Pearson 
Correlation Coefficient (PCC), which compared supplemental normalized simulations with 
obtained hourly observations obtained for the basin.  For this analysis, a continuous simulation 
was applied for the hydrological analysis in the Connecticut River Basin using the Coupled 
Routing and Excess Storage (CREST) Hydrological Model. CREST model was selected for this 
study because the model currently represents both a national (Hoedjes, et al., 2014) and global 
flood simulation system (Wang, et al., 2011). Similar to other distributed models, catchments are 
represented as grid cells to simulate spatio-temporal variation of water, energy fluxes, and 
storage. 
One of the purposes of this work is to examine the performance of the CREST model 
with calibrated parameters over interior sub-basin stations. Calibrating a model at a larger scale 
basin and using these parameters to model ungauged locations is one of the popular ways in 
situations where no observations are available. According to Bingeman et al. (2006), a calibrated 
hydrological model based on streamflow data should be applicable on other sub-catchments 
without recalibration of the parameters set. State variables of basin characteristics related to land 
 10 
 
cover and soil texture for a given set of watersheds can be applied to other watersheds that are 
hydrologically similar without extensive recalibration (Motovilov, et al., 1999). Kouwen et al. 
(1993) study also confirmed the fact that a parameter set can effectively transferred between 
watersheds to simulate peak flow without further calibration in southern Ontario. Additionally, 
Xie et al. (2007) transferred calibrated parameters from data-rich areas to data-sparse areas and 
the results showed promising in estimating daily runoff with transferred variables. Hence, 
CREST was calibrated against streamflow observations at sub-basin outlets and was used to 
simulate streamflows based on the same parameter set at its interior nested sub-basins without 
further calibration. 
This case study aims to capture the multi-scale variability of streamflow in the 
Connecticut River Basin using the CREST model following the calibration procedures suggested 
in the literature. Potential impacts of these fluctuations are important for water supplies, during 
the peak seasons of water demand, and mitigating flooding risk associated with peak flows.  This 
study presents an opportunity to enhance and refine the estimation of hydrological processes via 
the CREST model and understand its calibration, parameterization and validation procedures 
over a mid-latitude basin.  The main objectives of this work are: (1) use available observations to 
assess the accuracy of simulations, (2) determine the spatial variability of calibration parameters, 
and (3) understand the applicability of calibrated parameter values applied to interior catchments 
in order to predict flows at ungauged basin locations. Based on the topography and USGS 
observation gauges, the Connecticut River Basin was divided into nine sub-basins for all CREST 
simulations.  Knowledge of the fluctuations and the accuracy of the predictions can assist in 
performing simulations over ungauged locations. For this purpose, three of the sub-basins, which 
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have enough interior locations for ungauged analysis, were further subdivided into sub-
watersheds in order to perform an analysis of parent basin calibration parameter runs.  
The paper is organized as follows. Section 2.2 describes the study area, data, and the 
CREST hydrological model. Section 2.3 provides information regarding the model calibration, 
parameterization and validation with analysis of evaluated statistics. Section 2.4 provides a 
discussion of the results of the hydrological simulation using the CREST model for the 
Connecticut River Basin.  The conclusions and future work are discussed in the section 2.5. 
2.2. Study Region and Data 
The Connecticut River Basin (CRB) is the study basin for this work and the CRB is a major 
river basin in New England. Runoff from the CRB discharges to the Connecticut River.  The 
Connecticut River starts in Quebec Canada and runs through Connecticut (CT), Massachusetts 
(MA), New Hampshire (NH), and Vermont (VT) and empties into Long Island Sound in Old 
Lyme Connecticut.  The total watershed area contributing to the Connecticut River is 
approximately 28,500 km2.  There are approximately 390 towns and cities located within the 
watershed with a total population of approximately 2.3 million people.  The land uses that are 
within the watershed consist of forest, agriculture, residential and water.  Approximately, 79% is 
covered by forested, 11% by agriculture and the remaining area is covered by residential and 
water.  The CT River flows for about 660 km and provides hydroelectric power, is navigable up 
to Windsor Locks, used for irrigation, and is used for recreation (Marshall & Randhir, 2008). 
Instantaneous records of river discharges obtained from nine United States Geological 
Survey (USGS) gauging stations within the Connecticut River Basin were analyzed in this study.  
The location of the gauging stations and their contributing sub-basins are illustrated in Figure 
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2.1. The black dots represent the streamflow gauges, which are labeled with USGS station 
numbers.  The locations of USGS monitoring stations were used to determine the number of sub-
basins based on the location and topography and their watersheds area. Given a particular 
gauging station along with the use of DEM data, we are able to determine the area contributing 
runoff at each station. The data from the nine stream gauges were used to calibrate and verify 
continuous simulations from the CREST model across watersheds with drainage areas ranging 
from 191 to 25,000 km2. 
Zanon et al. (2010) has argued that the flood response could be reasonably well reproduced 
when using high resolution rainfall observations. Even though continuous rain gauge data are 
available for the area, there are several gaps in these data records. As Hirpa et al. (2010) reported 
unequal time period data between observation gauges might affect the certainty of parameter 
estimations. Additionally, Du et al. (2009) have stated that there are many stations in the USA 
that do not have extensive flow records or have limited flow data.  The gauge data measurements 
are available in 5-min, 15-min, and 30-min intervals, with 15-min intervals being the most 
common. Thus, the finer time scale gauge measurements were converted into hourly streamflow 
averages in units of m3/s from January 2002 to December 2009. The input forcing data consists 
of gridded radar-rainfall (mm/h) and Potential Evapotranspiration (PET) (mm/3h) data.  The 
precipitation data was extracted from the WSR-88D Stage IV product obtained from the North 
American Regional Reanalysis.  The Stage IV radar rainfall fields were used to force the model 
at the hourly time step and 4 km spatial grid resolution (Lin & Mitchell, 2005), while PET was 
used to force the model at 3-hourly time steps and 32 km grid resolution (Mesinger, et al., 2005).  
In addition to the radar rainfall and the PET data, High Resolution Digital Elevation Model 
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(DEM) data was used to delineate the various watersheds and to perform river routing of the 
streamflow simulations. 
2.3. Methods of Analysis 
2.3.1. Model 
A raster-based distributed hydrologic model, Coupled Routing and Excess Storage (CREST) 
was implemented over Connecticut River Basin. The CREST model is a hybrid modeling 
strategy, developed by the University of Oklahoma (http://hydro.ou.edu) and NASA SERVIR-an 
acronym meaning to “to serve” in Spanish- Project Team (Wang, et al., 2011). The model is 
spatially distributed rainfall-runoff model dedicated to simulate flow discharges at regional and 
global scales aimed to represent hydrological processes associated with floods and droughts.  
Distributed CREST model can be applicable to almost any kind of hydrological problems and 
provides important advantage over existing models under different land cover and soil type 
scenarios with user defined spatiotemporal resolutions. The CREST model provides water 
managers with information about streamflow amounts that can enable better decision-making 
regarding water resources, floods, and agriculture. 
CREST model uses a combination of DEM, PET, and precipitation input data with different 
user defined spatiotemporal resolutions. The processes modeled include rainfall-runoff 
generation and capacity for cell-to-cell routing, canopy interception, infiltration, evaporation, 
recharge baseflow, sub-grid cell variability of soil moisture storage capacity and routing 
processes at the sub-grid scale. The CREST model has been discussed extensively in previous 
papers (Wang, et al., 2011; Khan, et al., 2011) and details of the model can be found therein.  
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CREST model contains several default parameters.  These parameters have value ranges 
initially specified based on land cover and soil type data.  The definitions of parameters with 
their value ranges for CRB are listed in Table  2.1. The model contains 14 parameters, and three 
of them (related to initial soil conditions) can be adjusted using warm-up period. The initial 
estimates are fine-tuned through calibration procedures utilizing using observational data at 
gauging stations (Crawford & Linsley, 1966). 
2.3.2. Model Calibration and Validation 
CREST model calibration and validation were carried out over Connecticut River Basin at 
various selected observation stream gauges (Figure  2.2). Bergstrom (1991) defined model 
calibration as a process that model parameters are arranged to make model results to meet the 
measurements. However, if the number of parameters used in the calibration is large, automatic 
calibration is a better option to reduce labor-intensive.  Additionally, automatic approach for 
model calibration abbreviates the time with the advantage of speed and power of high 
performance computers as well as the approach eliminates the kinds of subjective human 
judgments (Moriasi, et al., 2007; Boyle, et al., 2000). The auto-calibration routine based on 
Differential Evolution Adaptive Metropolis (DREAM) method was devised to calibrate CREST 
over a number of watershed areas in Connecticut River Basin based on hourly stream flow data 
for the period 2005 to 2007. The algorithm runs to mitigate sum of squared residuals to estimate 
posterior parameters using multiple Markov Chain Monte Carlo chains from prior iterations 
(Vrugt, et al., 2009). 
The numbers of parameters which were subject to calibration were limited to 14 as defined 
by Wang et al. (Wang, et al., 2011). Calibrated values are listed in Table  2.2 along with the 
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acceptable intervals (Table  2.1) used to constrain the parameters search. Each basin was 
calibrated and validated separately to capture the spatial variability of the parameters over the 
region.  Even though all parameters are in the acceptable range, the parameter values vary across 
basins. For example, the slope flow speed multiplier “coem” varied between 10.39 and 74.33 
with a mean of 34.93 and 0.61 coefficient of variation. The maximum soil water capacity “pwm” 
parameter has the maximum coefficient of variation, i.e 1.15. 
The simulation starts with a warm-up period to reduce the initial condition effect. 
Specifically, the initial value of soil water "iwu", initial value of overland reservoir "iso", and 
initial value of interflow reservoir "isu" are model states that were adjusted automatically by 
running CREST with a warm-up period. Marshall et al. (2008) observed in their study using a 
40-year study period over Connecticut River Basin that the maximum snow accumulation occurs 
in the month of January and decreases exponential through April. To avoid snowmelt effects in 
parameter calibration the period of January through the middle of March was excluded from the 
error analysis. 
Finally, after parameter calibration, CREST was validated for a four year period. Refsgard 
(1997) defined model validation as a process of illustrating that the calibrated parameter set 
without further adjustments is capable to reproduce flows in different times other than the 
calibration period. This process was done again without any interruption during snow 
accumulation and melting span, but we excluded the snow process period (January 1-March 15) 
from the analysis. 
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2.3.3. Evaluation Indexes 
Different error metrics have been used in hydrologic model validation exercises of past 
studies (Moriasi, et al., 2007; Boyle, et al., 2000; Legates & McCabe, 1999). Multi criteria error 
functions aid to explain various aspects of hydrographs. In this study, the model efficiency to 
predict streamflow at basin outlets was demonstrated qualitatively by plotting time-series of 
observed and simulated streamflows and determining error statistics based on hydrographs 
normalized by the corresponding catchment area. The error metrics are listed below: 
Nash-Sutcliffe Coefficients of Efficiency (NSCE): 
 
NSCE  1  ∑ 	Q,  Q,∑ 	Q,  Q  (2.1) 
where Qo,i is measured streamflow of the time ith; Qs,i is simulated streamflow of the time ith; Q 
is the average of entire observed streamflow values; and n is the total number of time steps. The 
value of NSCE varies from -∞ to 1. On the one hand, a value of NSCE ≤ 0 represents that the 
model does not have capability to use the observed mean as a predictor; on the other hand, 
NSCE=1 indicates that simulation results are capturing the measurements perfectly.  
Mean Relative Error (MRE): 
 MRE  ∑ 	Q,  Q,∑ Q,  (2.2) 
MRE gives an indication of how close predictions are relative to the observations. A value of 
MRE=0 shows that the simulated total amount of discharges is commensurate to measurements. 
Root Mean Square Error (RMSE): 
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 RMSE %  100Q  
∑ 	Q,  Q, n  (2.3) 
RMSE measures the magnitude of the differences between simulated and observed discharges 
relative to mean observed discharge value. Therefore, a low RMSE indicates better fit and the 
value of zero signifies the perfect fit.  
Pearson Correlation Coefficient (PCC): 
 
PCC  ∑ 	Q,  Q	Q,  Q∑ 	Q,  Q  ∑ 	Q,  Q
 
(2.4) 
where Q is the average of entire simulated streamflow values. PCC represents how well the 
linear relationship between measurements and predictions. This value ranges from -1 to 1.If 
PCC=0, then there is no relation between the two variables. The closer either -1 or 1 indicates 
stronger correlation between them. 
Boyle et al. (2000) have shown that RMSE is sensitive to the peak flows and can strongly 
bias recession error characteristics. PCC, on the other hand, reflects the collinearity between 
simulations and observations and correlation-based measures have excessive sensitivity to peak 
flows (Legates & McCabe, 1999). Moreover, MRE measures the average tendency of simulated 
against observed data and explains this tendency with overestimations or underestimations 
(Moriasi, et al., 2007). Sevat & Dezetter (1991) pointed out that even though NSCE error metric 
shows some weakness with low flows, it is the best objective function to provide extensive 
information on hydrograph prediction accuracy. 
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2.4. Results 
CREST model was applied for the period between 2002 and 2009 to represent the hydrologic 
response of the Connecticut River Basin and several of its sub-basins. The calibration of the 
model was carried out over nine sub-basins from 2005 to 2007. Then, CREST stream flow 
simulations were compared to the measured flows at the outlets of the nine sub-basins and 
interior locations of three of the catchments over the seven-year time period using 2002 as the 
model spin-up. Simulations for the various basin sizes are summarized below showing an overall 
good agreed with observations for different event magnitudes. 
In Figure  2.3, observed and simulated normalized hourly discharges were plotted along with 
measured rainfall for the period 2004 and 2005 at multiple stations. For brevity, three of the 
spatially various CRB sub-basins associated with different sizes are illustrated. Results, in the 
figure, from first and second columns belong to validation and calibration periods, respectively. 
Three different size basins (small, middle, and large scale catchments), namely B0128500 (673 
km2), B01122500 (1,046 km2), and B01184000 (25,019 km2) catchments, are visualized from 
top to bottom.  As it can be seen from the hydrographs, overall, model performed well over CRB 
and the variability depicted in the flow simulation is close agreement with observed flows.  Even 
though the timing of the peaks is estimated well, CREST simulations tend to slightly 
underestimate some of the peak flows. As it can be seen from the hydrographs in April 2005 
simulations underestimated observations associated with small amounts of rainfall. However, it 
would be expected that light rainfall produce smaller runoff and this mismatch in terms of peak 
discharges can be explained by uncertainties in either rainfall or streamflow observational data. 
However, although slight underestimation is captured in qualitative stream flow comparisons, the 
majority of the simulated discharges were attained close to the measurements. 
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The model outputs from the hydrological simulations are summarized in Table  2.3 (A) and 
(B) for calibration and validation periods, respectively. Basin areas, observed and simulated 
mean discharges, error metrics results (NSCE, MRE, RMSE, and PCC), and percentage of 
unavailable observations during the analysis are illustrated. During calibration period, as it can 
be seen from Table  2.3, NSCE values vary between 0.31 and 0.68 for the nine-basins while 
MRE results range from -6% to 13%. Additionally, 0.60 is the smallest value with hourly time 
resolution for PCC metric. The demonstrated NSCE, MRE, and PCC values show that the model 
simulations have good agreement with measurements in the calibration data period. In terms of 
RMSE error metric, however, at some stations, it is difficult to appreciate the quality of the 
results. 
In the validation period, on the other hand, Nash is lower (ranging between 0.12 and 0.58) for 
hourly resolution, while PCC values ranged between 0.42 and 0.77 for the nine-basins. It is 
interesting enough, during validation, overall MRE exhibited underestimation in the range of 4% 
to 26%. However RMSE values dropped between 2 and 20% in the basins, which indicate 
improved random error.   
Moriasi et al. (2007) have shown that hydrologic model performance is better for longer time 
steps (i.e. annual versus monthly) and claimed that simulation statistics improve as a function of 
time resolution. Fernandez et al. (2005) supported this statement and reported that NSCE values 
during calibration in their study in the range of 0.36 and 0.66 for daily and monthly time 
resolutions, respectively. Hence, daily error metrics were calculated and illustrated in Table  2.3 
(C).  
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The study illustrates a better agreement between estimated and measured flows at daily scale 
and model results become quite realistic. For instance, in B01205500, NSCE values increase 
from 0.31 to 0.47 during calibration and from 0.16 to 0.30 in validation period for hourly and 
daily resolutions, respectively. While PCC values improve from 0.60 to 0.70 (calibration period) 
and 0.46 to 0.59 (validation period) as a function of time resolution in the same catchment, no 
change is observed in terms of the MRE values, which is expected given that resolution primarily 
affects the random component of error. Similar improvements are also captured for the other 
basins (Table  2.3.C). Moreover, RMSE values drop significantly and become less than 100% 
during both validation and calibration in the basins with the exception of B01193500 (103.91 %). 
Analysis of the error metrics with their annual fluctuations were, additionally, examined in 
Figure 2.4. The figure provides an illustration of simulations versus observation streamflow 
variability. Results reported in Figure 2.4 A, B, C and D show the hourly calculated NSCE, 
MRE, RMSE, and PCC statistics, respectively for each year in the 7-year time period. Multiple 
transparent dots represent the basin statistic and darkness of the dots is increased as a function of 
watershed size. Analysis of the results acquired for 7-year gives more reasonable amount for 
smaller basins. The majority of NSCE, MRE, PCC values ranged in acceptable levels during 
both calibration and validation. As expected, NSCE and PCC values for calibration are better 
than the validation periods and increase with longer time steps. Moreover, model outputs are 
quite realistic in between 2004 to 2008, while results diverged in the year 2003 and 2009. Thus, 
that can yield a bias into the optimization process with low NSCE, RMSE, and PCC.  
Three nested subbasins were considered as ungauged interior catchments namely B01122500 
(Figure  2.5), B0112700 (Figure  2.6), and B01205500 (Figure  2.7). After model was calibrated 
for the outlet of the parent basin, the parameters were fixed, and then CREST was used to 
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simulate the interior catchments.  Figure  2.5, Figure  2.6, and Figure  2.7 show the comparison 
between model outputs and measurements via statistical error functions with annual variability. 
The catchments were ordered with increasing area. Differences in model responses increase with 
increasing size of the catchment.  Overall, results show that there is good agreement between the 
predictions and the measurements. 
In Figure  2.5, statistical metrics of NSCE, MRE, RMSE, and PCC presented for different 
years and different interior subbasins of parent basin B01122500. The results show that the 
highest NSCE values are obtained in the larger basin (B01122500) while the small basin 
(B0119500) exhibits the poorest agreement in terms of the error metric. Basin size dependency is 
also observed in RMSE metric values with the highest value reported for the smaller basins. 
MRE results, on the other hand, are within +/- 0.5, and the overall performance of the model in 
terms of PCC is above 0.5. 
To test calibration, validation periods, and resolution effect on the error metrics, Table  2.4 
statistics were calculated and showed the results as a summary. In Table  2.4, basin statistics are 
visualized at hourly and daily resolution during calibration and validation periods for ungauged 
interior subbasins of parent B01122500 basin. As it can be seen from table, number of time steps 
in the observed data is decreased as a function of catchment area. In addition, it is important to 
note that discharge point of small basin is at the furthest location from the calibrated downstream 
outlet. It is expected that the simulation performance is decreased as a function of catchment 
area. Additionally, slight improvements are observed changing time resolution from hourly to 
daily. 
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Table  2.5 shows calculated basin statistics for interior subbasin of parent B01127000 at 
hourly time resolution during calibration period in section (A) and during validation period in 
section (B). Additionally, their daily statistics are reported in part (C). It is observed that, overall 
NSCE results, in B01124000, are close to each other during calibration and validation periods. 
MRE value reduces from 0.41 to 0.23 during calibration and validation, respectively. While 
RMSE drops 20% from calibration to validation period, slight change is obtained in PCC with 
the value being around 0.7. Slight changes are also obtained as function of the time resolution for 
all the metrics in calibration an validation periods. 
On the other hand, in Figure  2.6, variability is noted with respect to year for the same parent 
basin (B01127000) and nested catchment. The same trend is seen in the error metrics results of 
two basins spanning a 7-yr period with higher accuracy for the large basin (B01127000). This 
suggests that, overall the model provides a reasonably good description of the fluctuation. 
Finally, calibrated largest parent basin (B01205500) is examined with interior nested basins 
in Figure  2.7. The smallest basin (01199000) tends to overestimate in terms of MRE results in 
addition to negative bias for the other two basins. NSCE results are below 0.5 while PCC values 
are above 0.3 in the 7-yr period. RMSE values improve as function of basin size.  
The model efficiency is summarized in Table  2.6 during validation (section A) and 
calibration (section B) periods (hourly) as well as daily resolution (section C) for B01199000, 
B01200500 (considered as internal ungauged basins) and B01205500 (parent basin). MRE 
results show that the values are in the range of -0.02 and 0.21 for calibration and -0.15 and 0.07 
for validation. Correlation is around 0.6 during calibration while it drops to 0.46 for the parent 
basin and improves to 0.65 for the medium basin (B01200500) in validation period.  Specifically 
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for the daily simulations, all RMSE values are below 100%. Examination of these statistics 
reported in the table shows that observations of the interior basins are well represented with 
CREST simulations. 
Figure  2.8 and Figure  2.9 illustrate the comparison of the simulations in terms of quantiles 
at the basins outlets and interior ungauged locations, respectively. MRE and RMSE error metrics 
were calculated at 0.2, 05, 07, 0.9 and 0.95 quantiles and shown with each spatially distributed 
station with transparency dots. Reduction of the RMSE and increment of the MRE tendency are 
observed from low to high flows. The poorer performances of the model in terms of MRE and 
RMSE are obtained at the higher quantiles and considered to be related to inadequate 
representation of the peak events.  Figures confirm the tendency of underestimations at peak 
discharges and this consistency supports the argument of using frequency analysis with large 
flow data to improve model results.  
2.5. Conclusions 
This case study has demonstrated the implementation of the CREST model, and its 
calibration and validation processes at high temporal resolution with spatial distributed gauged 
observations as well as ungauged/poorly gauged catchments over Connecticut River Basin. The 
primary objective of this study is calibration and validation processes of distributed hydrological 
model based on streamflow observations and provide explicitly statistical analysis of the 
simulations via different objective functions. Another objective of this study is producing flow 
data for insufficient historical records at gauging stations using calibrated CREST model and 
predicting flows over ungauged locations of the Connecticut River Basin. In this manner, the 
basin was partition into 9 subbasins to represent distributed parameters sets via CREST model 
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based on the USGS monitoring stations and their locations, and the model was evaluated with 
several important statistics with supplemental hydrographs. 
CREST model was calibrated for three years and validated in four years during the period 
2002-2009. Calibration of the model was done over the period 2005 to 2007 and validations were 
carried out over two distinct periods: 2003 to 2004 and 2008 to 2009.The model was calibrated 
against 14 parameters within specified limited boundaries while a few of these parameters were 
adjusted using 2002 as spin up period for plausible initial conditions so that model predicts 
rainfall-runoff responses closely to the flow measurements and reflects the behavior of watershed 
system in a various manner. The figures and tables demonstrated the model’s accuracy for the 
simulation of the rainfall-runoff transformation at 9 stations and ungauged interior locations. 
In this study, several statistical indicators and supplemental graphical illustrations were 
applied for evaluation of the CREST model performance. Using multiple statistics helps to cover 
a different aspect of the hydrographs. Based on the error metrics and graphical comparisons, 
CREST is considered to provide accurate rainfall-runoff simulations during calibration and 
validation period. The results also indicate satisfactory in model performance over Connecticut 
River Basin. 
The CREST hydrological model estimates the hourly flow at spatially various catchments 
well, but with relatively large errors at peak quantiles. Overall, when we take into account 
statistical metrics and normalized hydrographs of the model results, it can be concluded that the 
CREST is capable of reproducing continuous hourly streamflows in Connecticut River Basin, 
which allows model use for flood management applications in both gauged and ungauged basins. 
Results with CREST illustrated that model performance was satisfactory in representing 
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amplitude and timing of the flow peaks, and that the models performs better in predicting the 
entire hydrograph. The study also confirms the need for further work on frequency analysis 
because none of the parameter sets were able to reproduce the exact peak discharges in any of 
the catchments. The model application and its calibrated parameters can be used for future work 
such as comparing to satellites-driven flow, flash flood predictions, flood frequency, and future 
climatic analysis on local and national scale as well. 
  
Figure 2.1. Map of Connecticut River Basin showing the drainage areas of the subbasins 
used in this study. The black dots represent streamflow gauges labeled with USGS station 
numbers. 
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Figure 2.2. Calibration-Validation procedure   
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Figure 2.3. Normalized hydrographs of the model results and observations streamflow 
along with precipitation; partially calibration and validation period is zoomed in. 
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Figure 2.4. Statistical metrics of (A) NSCE, (B) MRE, (C) RMSE, and (D) PCC presented 
for different years and basin scales. 
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Figure 2.5. Statistical metrics of (A) NSCE, (B) MRE, (C) RMSE, (D) PCC presented for 
different years and different interior subbasins of parent basin 01122500. 
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Figure 2.6. Same as in Figure  2.5 but for parent basin 01127000. 
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Figure 2.7. Same as in Figure  2.5 but for parent basin 01205500. 
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Figure 2.8. A) MRE and B) RMSE error metrics determined for different flow quantiles at 
the gauged subbasin outlets. 
 
 
  
Figure 2.9. Same as in Figure  2.8 but for the ungauged interior subbasins. 
 
  
-0.8
-0.6
-0.4
-0.2
0.0
0.2
M
R
E
Quantiles
(A)
0.2                0.5 0.7               0.9                0.95
40
80
120
R
M
S
E
 [
%
]
Quantiles
(B)
0.2                0.5 0.7                0.9                0.95
-0.8
-0.6
-0.4
-0.2
0.0
0.2
M
R
E
Quantiles
(A) 0.2               0.5                0.7 0.9                 0.95
40
80
120
R
M
S
E
 [
%
]
Quantiles
(B)
0.2               0.5                0.7 0.9                 0.95
 34 
 
Table 2.1. CREST model parameters with their value ranges 
Parameter 
Name 
Description 
Suggested 
Range 
coem The slope flow speed multiplier 3.33, 100.0 
river The channel flow speed multiplier 3.33,100.0 
under 
The horizontal velocity under the ground (Generally 
hydraulic conductivity used for this velocity) 
0.01,51.0 
leako The overland reservoir discharge multiplier 0.01,1.0 
leaki The interflow reservoir discharge multiplier 0.01,1.0 
th 
The flow accumulation needed for a cell to be marked as a 
channel cell. If a cells flow accumulation is greater than th 
then the cells slope flow speed is multiplied by river 
0.01,30.0 
pwm 
The maximum soil water capacity (depth integrated pore 
space) of the soil layer 
0.01,250.0 
pb The exponent of the variable infiltration curve. 0.01,4.0 
pim The impervious area ratio 0.00,100.0 
pke 
The multiplier to convert between input PET and local actual 
ET 
0.01,1.0 
pfc The soil saturated hydraulic conductivity  0.01,51.0 
iwu 
The initial value of soil water. (This is a percentage of the 
pwm) 
0.0,100.0 
iso The initial value of overland reservoir 0.01,100.0 
isu The initial value of interflow reservoir 0.01,100.0 
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Table 2.2. Parameters values determined from calibration for each gauged subbasin. 
Parameter 
Name 
01192500 01127500 01193500 01208500 01188090 01122500 01127000 01205500 01184000 
coem 74.33 43.52 53.54 50.06 14.55 12.30 18.07 10.39 37.63 
river 99.19 80.89 99.06 86.67 79.61 98.53 80.02 90.45 7.16 
under 33.69 7.25 38.96 0.90 50.43 4.16 35.30 13.64 17.79 
leako 0.02 0.36 0.74 0.40 0.08 0.02 0.10 0.23 0.10 
leaki 0.94 0.72 0.84 0.60 0.73 0.53 0.52 0.42 0.23 
th 24.76 16.81 15.29 26.82 21.85 13.32 11.62 16.72 13.69 
pwm 32.89 3.03 7.59 1.51 2.52 1.91 3.02 7.56 14.30 
pb 2.06 0.49 2.45 2.46 0.79 1.31 2.31 1.79 0.38 
pim 1.42 0.93 0.99 0.04 0.85 1.08 1.50 1.05 0.69 
pke 0.44 0.95 0.99 0.84 0.79 0.17 0.96 0.84 0.72 
pfc 44.88 3.48 38.37 50.49 45.68 37.24 35.36 39.72 46.45 
iwu 71.33 0.59 91.16 75.92 7.86 91.28 70.48 42.60 89.78 
iso 9.17 15.14 2.11 4.77 92.52 40.60 59.05 65.20 80.21 
isu 1.45 51.77 12.90 81.45 13.06 48.05 98.21 26.71 85.11 
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Table 2.3. Gauged basin statistics determined at hourly time resolution during calibration 
period in (A) and during validation period in (B). Additionally, their daily statistics are 
reported in (C). 
Gauge 
Name 
Basin  
Area 
 
QO[m
3
/s]  QS [m
3
/s]  
NaN 
Data NSCE MRE 
RMSE 
[%] 
PCC 
[km
2
] µ σ µ σ  [%] 
01192500 190.11 4.38 4.74 4.85 3.89 0.11 0.41 0.11 83.28 0.67 
01127500 231.29 5.31 8.55 5.42 7.64 5.29 0.68 0.02 90.59 0.83 
01193500 259.00 6.70 10.62 7.11 8.58 4.90 0.42 0.06 121.25 0.66 
01208500 673.40 14.03 18.98 13.79 14.20 17.13 0.35 -0.02 109.36 0.61 
01188090 979.02 22.32 29.14 25.28 28.85 3.92 0.40 0.13 101.32 0.70 
01122500 1,046.36 23.09 26.85 24.75 18.98 1.77 0.64 0.07 70.03 0.81 
01127000 1,846.66 41.74 44.58 45.85 34.66 0.10 0.54 0.10 72.34 0.74 
01205500 3,998.94 90.83 114.55 89.73 94.74 1.08 0.31 -0.01 104.98 0.60 
01184000 25,019.28 690.49 531.64 648.82 452.39 1.22 0.37 -0.06 61.18 0.65 
 
Gauge 
Name 
Basin 
Area 
  
QO[m
3
/s]  QS [m
3
/s]  
NaN 
Data NSCE MRE 
RMSE 
[%] 
PCC 
[km
2
] µ σ µ σ  [%] 
01192500 190.11 4.20 3.35 4.00 2.40 1.79 0.21 -0.05 71.12 0.50 
01127500 231.29 5.84 7.87 5.03 6.54 12.00 0.58 -0.14 87.64 0.77 
01193500 259.00 6.63 9.08 6.86 7.10 13.21 0.29 0.04 115.00 0.58 
01208500 673.40 17.88 16.33 13.15 9.76 4.24 0.24 -0.26 79.68 0.57 
01188090 979.02 24.06 16.83 22.85 16.02 3.64 0.24 -0.05 61.18 0.60 
01122500 1,046.36 26.05 23.91 22.31 15.62 5.35 0.44 -0.14 68.54 0.68 
01127000 1,846.66 43.90 37.72 43.43 29.58 4.06 0.37 -0.01 68.19 0.63 
01205500 3,998.94 97.80 95.21 82.89 57.22 0.02 0.16 -0.15 89.12 0.46 
01184000 25,019.28 578.45 455.76 529.10 295.32 3.12 0.12 -0.09 74.09 0.42 
 
 
Gauge 
Name 
Basin 
Area 
CALIBRATION VALIDATION 
NSCE MRE RMSE PCC NSCE MRE RMSE PCC 
[km2] 
01192500 190.11 0.44 0.11 76.75 0.69 0.21 -0.05 64.82 0.53 
01127500 231.29 0.72 0.02 79.38 0.85 0.60 -0.14 79.17 0.78 
01193500 259.00 0.50 0.06 103.91 0.72 0.35 0.04 97.85 0.62 
01208500 673.40 0.47 -0.01 91.83 0.69 0.34 -0.26 69.81 0.67 
01188090 979.02 0.44 0.13 93.16 0.73 0.25 -0.05 57.58 0.61 
01122500 1,046.36 0.65 0.07 68.51 0.81 0.44 -0.14 67.07 0.69 
01127000 1,846.66 0.57 0.10 68.68 0.76 0.41 -0.01 64.84 0.65 
01205500 3,998.94 0.47 -0.01 83.77 0.70 0.30 -0.15 65.96 0.59 
01184000 25,019.28 0.38 -0.06 59.89 0.65 0.12 -0.09 73.27 0.43 
(A) CALIBRATION 
(B) VALIDATION 
(C) DAILY RESOLUTION 
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Table 2.4. Same as in Table  2.3, but for the ungauged interior subbasins of parent 
01122500 basin. 
Gauge 
Name 
Basin Area 
 
QO[m3/s]  QS [m3/s]  
NaN 
Data NSCE MRE 
RMSE 
[%] 
PCC 
[km2] µ σ µ σ  [%] 
01119500 313.39 7.21 12.08 5.60 3.25 10.88 0.26 -0.22 144.00 0.66 
01122000 450.66 10.43 12.61 11.18 13.31 2.16 0.39 0.07 94.36 0.71 
01122500 1,046.36 23.09 26.85 24.75 18.98 1.77 0.64 0.07 70.03 0.81 
 
Gauge 
Name 
Basin 
Area 
 
QO[m3/s]  QS [m3/s]  
NaN 
Data NSCE MRE 
RMSE 
[%] 
PCC 
[km2] µ σ µ σ  [%] 
01119500 313.39 7.69 7.71 5.03 2.11 16.02 0.09 -0.35 95.40 0.53 
01122000 450.66 10.47 10.10 9.80 11.18 2.68 0.15 -0.06 89.14 0.62 
01122500 1,046.36 26.05 23.91 22.31 15.62 5.35 0.44 -0.14 68.54 0.68 
 
Gauge 
Name 
Basin Area 
CALIBRATION VALIDATION 
NSCE MRE RMSE PCC NSCE MRE RMSE PCC 
[km2] 
01119500 313.39 0.28 -0.22 135.32 0.67 0.09 -0.35 91.47 0.53 
01122000 450.66 0.44 0.07 88.54 0.74 0.18 -0.06 84.68 0.64 
01122500 1,046.36 0.65 0.07 68.51 0.81 0.44 -0.14 67.07 0.69 
 
 
 
 
 
 
 
 
 
 
 
 
 
(A) CALIBRATION 
(B) VALIDATION 
(C) DAILY RESOLUTION 
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Table 2.5. Same as in Table  2.3, but for the ungauged interior subbasin of parent 01127000 
basin. 
Gauge 
Name 
Basin Area 
 
QO[m3/s]  QS [m3/s]  
NaN 
Data NSCE MRE 
RMSE 
[%] 
PCC 
[km2] µ σ µ σ  [%] 
01124000 401.45 9.32 11.04 13.18 8.97 4.70 0.35 0.41 95.20 0.70 
01127000 1,846.66 41.74 44.58 45.85 34.66 0.10 0.54 0.10 72.34 0.74 
 
Gauge 
Name 
Basin Area 
 
QO[m3/s]  QS [m3/s]  
NaN 
Data NSCE MRE 
RMSE 
[%] 
PCC 
[km2] µ σ µ σ  [%] 
01124000 401.45 9.75 8.72 11.99 7.57 9.25 0.34 0.23 72.72 0.67 
01127000 1,846.66 43.90 37.72 43.43 29.58 4.06 0.37 -0.01 68.19 0.63 
 
Gauge 
Name 
Basin 
Area 
CALIBRATION VALIDATION 
NSCE MRE RMSE PCC NSCE MRE RMSE PCC 
[km2] 
01124000 401.45 0.38 0.42 92.52 0.71 0.36 0.23 69.86 0.68 
01127000 1,846.66 0.57 0.10 68.68 0.76 0.41 -0.01 64.84 0.65 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(A) CALIBRATION 
(B) VALIDATION 
(C) DAILY RESOLUTION 
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Table 2.6. Same as in Table  2.3, but for the ungauged interior subbasins of parent 
01205500 basin. 
Gauge 
Name 
Basin 
Area 
 
QO[m3/s]  QS [m3/s]  
NaN 
Data NSCE MRE 
RMSE 
[%] 
PCC 
[km2] µ σ µ σ  [%] 
01199000 1,642.05 35.87 39.35 43.37 44.76 6.37 0.00 0.21 109.91 0.58 
01200500 2,579.63 57.99 65.09 56.90 42.27 2.36 0.36 -0.02 89.78 0.60 
01205500 3,998.94 90.83 114.55 89.73 94.74 1.08 0.31 -0.01 104.98 0.60 
 
Gauge 
Name 
Basin 
Area 
 
QO[m3/s]  QS [m3/s]  
NaN 
Data NSCE MRE 
RMSE 
[%] 
PCC 
[km2] µ σ µ σ  [%] 
01199000 1,642.05 40.75 35.37 43.46 35.54 2.81 0.30 0.07 72.67 0.65 
01200500 2,579.63 65.17 54.80 58.52 41.43 8.77 0.32 -0.10 69.13 0.60 
01205500 3,998.94 97.80 95.21 82.89 57.22 0.02 0.16 -0.15 89.12 0.46 
 
Gauge 
Name 
Basin 
Area 
CALIBRATION VALIDATION 
NSCE MRE RMSE PCC NSCE MRE RMSE PCC 
[km2] 
01199000 1,642.05 0.17 0.21 99.55 0.62 0.36 0.07 68.88 0.67 
01200500 2,579.63 0.39 -0.02 86.88 0.63 0.37 -0.10 66.33 0.63 
01205500 3,998.94 0.47 -0.01 83.77 0.70 0.30 -0.15 65.96 0.59 
 
 
 
 
 
  
(C) DAILY RESOLUTION 
(B) VALIDATION 
(A) CALIBRATION 
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3. Evaluation of Satellite Precipitation Products in Hydrologic Simulations of 
a Northern Latitude River Basin 
3.1. Introduction 
Precipitation is arguably the most important parameters controlling the hydrologic cycle over 
land. Therefore, flood forecasting, water management and other hydrological applications rely 
principally on the accurate quantification of precipitation at different space-time scales. Given 
the limited in situ precipitation measurements at global scale, satellite remote sensing is 
becoming a viable data source for monitoring spatiotemporal variations of precipitation over 
remote and ungauged areas, but uncertainty in these estimates hampers the hydrologic potential 
of the satellite products (Seyyedi, et al., 2015; Behrangi, et al., 2014; Nikolopoulos, et al., 2013; 
Maggioni, et al., 2013; Bitew & Gebremichael, 2011; Shrestha, et al., 2008). Several studies, 
though, have argued about the potential of using these products over data poor regions for 
studying flood hydrology and water resources (Mei, et al., 2014; Gao & Liu, 2013; Yong, et al., 
2012; Beighley, et al., 2011; Tang, et al., 2010; Pan, et al., 2010; Hirpa, et al., 2010; Artan, et al., 
2007). 
As a result several past investigations have focused on the understanding of satellite 
precipitation uncertainty and the associated errors in flow simulations over different regions of 
the globe. According to Yong et al. (2012), the Tropical Rainfall Measuring Mission (TRMM) 
based product has a good potential to simulate basin streamflows. In their study over China, 
higher correlation and lower false alarm rates for the TRMM product were observed in the 
summer months, while the performance dropped in winter. In addition, the post-real-time 
satellite products have been shown to provide more accurate estimates of precipitation compared 
 41 
 
to the near-real-time products due to bias corrections applied based on monthly rain gauge 
accumulations (Yong, et al., 2012; Gourley, et al., 2011; Bitew & Gebremichael, 2011; Hirpa, et 
al., 2010). According to Pan et al. (2010) gauge adjusted satellite products exhibit significant 
improvements in skill of estimating the streamflow. 
According to Aghakouchak et al. (2011), however, satellite-based estimates are not fully 
capable to capture extreme rainfall rates, which are a finding also supported by Gao & Liu 
(2013) and Mei, et al. (2014) who have shown that satellite products tend to overestimate light 
rainfall and significantly underestimate heavy rain rates. Hirpa et al. (2010) compared the 
performance of three high-resolution satellite products (TRMM-3B42RT, CMORPH, and 
PERSIANN) in capturing ground reference rainfall measurements at different elevations in the 
Ethiopian highland. They concluded that TRMM-3B42RT and CMORPH follow similar trend in 
elevation dependency while PERSIANN considerably underestimates rainfall in high-elevation 
areas. 
Nikolopoulos et al. (2013) forced a hydrologic model with three satellite products (TRMM-
3B42V6, CMORPH, and PERSIANN-CCS) for a single case study over a mountainous basin in 
northeastern Italian Alps. They found that the satellite-driven streamflow simulations are not 
able to explain the basin’s hydrologic response during the flash flood event. They showed 
significant bias in terms of both volume and peak runoff. Similarly, Bitew & Gebremichael 
(2011) claimed that even though satellite precipitation driven runoff simulations capture shape of 
the streamflow observations, they underestimate the large flood peaks. They also found that the 
larger watershed gives better simulation performance in terms of dampening the random error in 
precipitation estimates due to additional averaging process in larger area. Moreover, Khan et al. 
(2011) implemented the Coupled Routing and Excess Storage (CREST) model with TRMM-
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3B42RT rainfall product for flood inundation mapping in Lake Victoria basin in Africa. They 
exhibited an adequate skill in the satellite driven simulations for predicting spatial flood extends. 
They suggested the use of ground-based observations and multiple remote sensing products to 
help for further improvements in flood monitoring. 
Shrestha et al. (2008) applied a semi-distributed hydrologic model to obtain flow simulations 
with daily satellite rainfall estimates over a catchment located in Nepal. They found significant 
underestimation in the simulated discharges from the coarse resolution data and emphasized the 
necessity of high resolution precipitation data for long-term hydrologic simulations. Gourley et 
al. (2011), who investigated satellite rainfall error propagation in hydrologic simulations of a 
small basin (342 km2) in Oklahoma, highlighted the importance of high resolution rainfall for 
accurate distributed hydrologic modeling applications. They also concluded that although coarser 
in resolution TRMM-3B42RT (0.25°) simulations were better than the higher resolution 
PERSIANN-CCS-driven (0.04°) simulations. 
This study continues the line of research on error propagation of satellite precipitation in flow 
simulations focusing on a mid-latitude hydro-climatic regime and a range of basin scales (191 – 
25,000 km2) constituting the Connecticut River Basin (CRB). The study is based on a distributed 
hydrologic model that was calibrated based on reference rainfall (i.e. gauge-adjusted radar-
rainfall) and observed streamflow time series.  The hydrologic model was then forced with the 
different satellite precipitation products and the reference rainfall to simulate streamflows (radar-
driven hydrologic simulations are used as reference runoff). Rainfall and runoff simulations 
aggregated at two temporal resolutions (3-hourly and daily) are examined for a period of nine 
years (2002-2010) and based on two seasons (May-Oct and Nov-April) representing different 
precipitation systems. Additionally, error metrics are evaluated separately for low (20th) and high 
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(90th) quantile thresholds of precipitation and associated flows. This paper is organized as 
follows: Section 3.2 provides a description of datasets, study area and methodology; section 3.3 
presents the comparison between satellite products and their resulting flow simulations and 
describes the results while conclusions are given in section 3.4. 
3.2. Data and Methods 
3.2.1. Study Area 
The study area of this work is the Connecticut River Basin (CRB) in the northeast United 
States (Figure 3.1). The Connecticut River flows through New Hampshire (NH), Vermont (VT), 
Massachusetts (MA), and Connecticut (CT). The basin has an elevation gradient decreasing from 
north to southeast and the elevation varies from 10 to 1915 Mean Sea Level (M.S.L). The 
locations of USGS monitoring gauging stations used for the hydrologic model calibration are 
also presented in the figure. Blue lines and light gray rectangular in the figure represent the river 
network and 0.25o satellite grids, respectively. 
In this study, we considered nine basins with areas ranging from 191 to 25,019 km2. The 
basins are classified into five scale ranges according to basin area. To evaluate error metric 
dependency on basin scales, we considered basins with drainage areas less than 300 km2 as the 
smallest scale basin and denoted by B1 (B1a, B1b and B1c with areas of 191 km2, 231 km2 and 
259 km2). B2 group is located in the southwest of CRB and the basin areas are between 600 and 
1000 km2 (B2a at 673 km2 and B2b at 979 km2).  B3a (1,046 km2) and B3b (1,847 km2) are 
grouped as B3 representing mid-size basins. Finally, B4a (4,000 km2) and B5a (25,000 km2) are 
classified as B4 and B5, representing separate basin scales. 
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3.2.2. Data 
The TRMM-3B42V7, CMORPH, and PERSIANN over CRB spanning a record of 9-years 
(2002 to 2010) are used as a representative example of global-scale satellite precipitation 
products. The Tropical Rainfall Measuring Mission (TRMM) Multi-satellite Precipitation 
Analysis product 3B42 version 7 (here after named TRMM-3B42V7) is a gauge adjusted product 
available with one month latency. It uses microwave (MW)-calibrated infrared (IR) precipitation 
estimates to fill in MW coverage gaps and monthly gauge precipitation data to adjust the merged 
MW/IR rainfall estimates (Huffman, et al., 2007). Precipitation Estimation from Remotely 
Sensed Information using Artificial Neural Network (PERSIANN) uses a neural network 
approach to derive relationships between IR and various MW collections, and then estimations 
are generated directly from IR data (Sorooshian, et al., 2000). Climate Prediction Center 
Morphing Technique (CMORPH) uses precipitation estimates from MW data and produces 
spatiotemporal precipitation fields by interpolating between MW overpasses using cloud motion 
fields derived from IR observations (Joyce, et al., 2004). These aforementioned three satellite 
precipitation products are available at a 0.25o and 3-hourly spatiotemporal resolution. 
Gridded radar-rainfall data (~4km grid resolution and hourly temporal resolution) from the 
National Center for Environmental Prediction WSR-88D Stage IV product (Lin & Mitchell, 
2005) was applied to represent the reference rainfall fields. The data represent a National mosaic 
of precipitation estimates from about 150 Weather Surveillance Radar-1988 Doppler (WSR-
88D) radars and approximately 5500 hourly rain gauge rainfall measurements over the CONUS 
(CONtiguous United States). The hourly accumulated rainfall estimated for each radar is merged 
with other radars in the WSR-88D network using an inverse-distance weighting (IDW) scheme. 
The stage IV precipitation product benefits from the 12 Continental United States River Forecast 
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Centers (RFCs) manual quality-control (QC), beside the various bias adjustments applied on the 
basis of the hourly gauge measurements (Lin & Mitchell, 2005).  Potential evapotranspiration 
data were obtained at 3-hourly and 32 km resolution from the North American Regional 
Reanalysis (Mesinger, et al., 2005). 
Instantaneous records of river discharge were obtained from measurements of USGS 
gauging stations in the CRB for the period of 2002 to 2010. The data records are available in 5-
min, 15-min, and 30-min intervals with 15-min intervals being the most common. Any 
measurement within a specific hourly interval was averaged to represent hourly streamflows. 
Basin-average satellite and Stage IV radar precipitation time series were determined for 
each basin of the study area; the Stage IV radar precipitation data are considered hereafter as the 
reference rainfall upon which we evaluated the satellite products. All forcing datasets and 
associated resulting streamflow simulations were aggregated to 3-hourly and daily temporal 
resolutions. Time periods where radar and all satellite products agreed of no precipitation 
occurrence within each basin were excluded from the respective error analysis. Reference basin-
average precipitation and runoff simulations for each basin were ranked to define threshold 
values associated with the 20th and 90th quantiles; these threshold values were used to group 
datasets used in error analysis. The 90th quantile precipitation and flow threshold values are 
visualized in Table  3.1. In the table, precipitation threshold values reported as mm/h for two 
time resolutions (3-Hourly and daily) and seasons (cold and warm) along with five basin scales. 
There is clear basin dependency of the thresholds, and the thresholds values are little higher in 
warm season compare to the cold one. In terms of time resolution, daily thresholds are smaller 
than values in high resolution, and the resolution effects are more significant in small scales. In 
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terms of the flow thresholds no significant effect is observed with time resolution change. The 
flow thresholds values in cold season are higher than in warm season.  
Error analysis is performed separately for cold and warm season months that represent 
different precipitation types. According to Lins (1997) study cold season is best defined during 
November through January in the region while similar characteristic is also observed through 
April. Therefore, the month of April is considered as conjunction with the timing of the region’s 
snowmelt in his study. Additionally, Marshall & Randhir (2008) showed in their study over CRB 
that snowfall starts in October, maximum snow occurs in January and the amount typically 
decreases through April. Therefore, in this study, the months between May and October were 
considered as warm period while November through April were selected as the cold season 
months. 
3.2.3. Hydrologic Model 
The Coupled Routing and Excess Storage (CREST) model used in this study is a hydrologic 
modeling system developed by the University of Oklahoma and NASA SERVIR 
(www.servir.net) (Wang, et al., 2011). CREST is a spatially distributed rainfall-runoff model 
designed to simulate flow discharges over regional and global scale. The distributed CREST 
model is applicable globally based on geomorphologic, land cover and soil type datasets. It has a 
total of 14 calibration parameters that are estimated with an automatic global optimization 
algorithm (Differential Evolution Adaptive Metropolis, DREAM). DREAM runs to mitigate sum 
of squared residuals to estimate posterior parameters using multiple Markov Chain Monte Carlo 
chains from prior iterations (Vrugt, et al., 2009). Five of the model parameters, i.e. the initial soil 
condition, infiltration capacity of soil layer, flow speed multiplier over slope and channel, 
 47 
 
evapotranspiration multiplier were calibrated in this study with DREAM using streamflow data 
at gauging stations over CRB, while the rest of the parameters were defined based on physical 
criteria relating to land cover and soil types.  
For the parameter calibration, a 3-year period from 2005 to 2007 was selected and the first 
two and a half months (January to March 15th) were used as warm-up period for soil moisture 
initialization. Two periods were employed for model validation (2003 to 2004 and 2008 to 2009) 
after the parameter calibration. Evaluation was performed at nine streamflow gauging stations. 
The Nash-Sutchliffe Coefficient of Efficiency (NSCE), Mean Relative Error (MRE), Centered 
Root Mean Square Error (CRMSE), and Pearson Correlation Coefficient (PCC) values of hourly 
flow simulations varied from 0.31 to 0.68, -0.06 to 0.13, 61 to 121 (%) and 0.60 to 0.83, 
respectively. The performance metrics indicates that CREST has sufficient accuracy for 
evaluating uses of satellite data in flow simulations. 
3.2.4. Error Metrics 
CREST simulations were performed using the satellite and radar datasets as input in the 
calibrated hydrologic model for the period 2002 to 2010. The runoff simulations were compared 
to the observed streamflow at the USGS gauging stations to evaluate the consistency of 
simulated flows from the different forcing datasets. The error analysis methodology is visualized 
in Figure  3.2. The three parts of the flowchart are satellite-based simulations, radar-based 
simulations and the observations at the nine basin outlets. The error analysis is conducted in 
terms of two aspects. First, we evaluate the disagreement between basin-average satellite 
precipitation values to the basin-average radar precipitation for the nine basins that constitute our 
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case study. Second, we evaluate the differences of the satellite-driven flow simulations to the 
radar-driven simulations and the actual streamflow observations. 
The error metrics used in this analysis are the Mean Relative Error (MRE), Centered Root 
Mean Square Error (CRMSE), and Pearson Correlation Coefficient (PCC). These error metrics 
are listed below: 
 MRE  ∑ 	P,  P ,∑ P ,  (3.1) 
where P stands for the basin-average precipitation [mm/h] or simulated flow [m3/s] time series. 
The subscripts r and s indicate reference and simulated (radar or satellite) time series, 
respectively. Note that the reference of flow time series can be the radar-driven flow simulations 
or the observation. The index i represents the ith time step and n is the total number of time steps. 
MRE gives indications on error direction (under/over-estimation) and on average how close the 
estimates are to the references. 
 CRMSE  1P ! 
∑ "P ,  P,  P !  P! # n $ 100% (3.2) 
P !  and P!  stand for the mean of the basin-average precipitation (or flow) values. CRMSE is used 
to evaluate the random error between simulations and reference values relative to the mean 
reference value. Lower CRMSE indicates better consistency and the value of zero signifies no 
random error between the time series. 
 
PCC  ∑ 	P ,  P! 	P,  P!∑ 	P ,  P !  ∑ 	P,  P! 
 
(3.3) 
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PCC measures the strength of linear dependency between reference and satellite rainfall or 
simulated streamflows. 
In addition to the three error metrics, the associated Error Metric Ratios (EMRatio) were 
analyzed. The ratio was calculated to measure the skill of satellite-driven simulations relative to 
the hydrologic model performance evaluated using the streamflow observations as a reference 
for radar-driven runoff simulations. EMRatio measures the relative significance of satellite 
precipitation uncertainty to the modeling uncertainty in terms of flow simulations. It is calculated 
as follows: 
 EM%&'  ( EM,)EM*,)( (3.4) 
where EM represents error metric (here use the MRE and CRMSE ), while subscripts “s” and 
“m” indicate that those metrics were evaluated for satellite-driven runoff simulations using radar-
rainfall simulations as reference, and radar-driven simulations using streamflow observations as 
reference. The EMRatio evaluates the significance of satellite precipitation uncertainty in runoff 
simulation relative to the modeling uncertainty considering that the Stage IV radar-rainfall 
product represent an accurate estimate of basin-average precipitation. Additionally, the Error 
Statistic (ESRatio) ratio was determined between runoff and precipitation CRMSE for each 
satellite product. The ESRatio was applied to explore how the random component of basin-average 
precipitation uncertainty changes through streamflow simulations. It is calculated as follows: 
 ES%&'  (CRMSE+,CRMSE+,-( (3.5) 
 Since rainfall detection is an important component of satellite precipitation uncertainty, 
which affects water budget calculations, two relevant contingency table statistics, namely False 
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Alarm Volume Ratio (FAVR) and Missed Rain Volume Ratio (MRVR), were derived using the 
Stage IV radar-rainfall as reference. These two contingency table statistics have a range of 0 (the 
perfect performance) to 1, and they are given by: 
 FAVR  ∑ P1&'2P%&3  0 & P1&' 5 0' ∑P%&3  (3.6) 
 MRVR  ∑ P%&32P%&3 5 0 & P1&'  0' ∑P%&3  (3.7) 
  
 
MRVR defines the relative volume of satellite missed precipitation over the basin, while FAVR 
defines the relative volume of false detected satellite rainfall relative to the reference rainfall.  In 
continuous hydrologic simulations MRVR and FAVR are important parameters that affect soil 
wetness and evapotranspiration with consequential effects on runoff simulations (Yong, et al., 
2012; Tang, et al., 2010; Hossain, et al., 2009). 
Finally, the contingency table-based binary score, Critical Success Index (CSI), was 
examined. The CSI value ranges from 0 to 1, with the perfect performance in detection 
represented by one. Classification of stream flow estimates constructed to the contingency matrix 
and CSI are calculated as below: 
  Qs> QsThreshold Qs≤ QsThreshold 
Qr > QrThreshold A B 
Qr≤ QrThreshold C D 
 
 
CSI  N7N7 8 N9 8 N: (3.8) 
where NA, NB, NC, ND represent the total number of occurrence for A,B,C, and D situations, 
respectively. A point to note is that the CSI is sensitive to data sample misbalance in the 
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contingency table. Therefore, multiple (10,000 random iterations) balanced samples representing 
equal number of hits and non-hits were produced based on which we report the mean of CSI 
(Chen, et al., 2004).  The threshold values used in the CSI contingency table were represented for 
each basin by the 20th and 90th quantiles of the reference (QrThreshold) and satellite-driven 
(QsThreshold) runoff values. 
3.3. Results 
3.3.1.  Assessment of Model Performance 
Figure  3.3 shows the basin-average precipitation accumulation time series (left column) for 
basins in B1, B3, and B5 scale categories and for the warm season months. In the precipitation 
estimations, results show significant differences among the three satellite products in the three 
basin scales examined. The TRMM-3B42V7 slightly overestimates the reference precipitation, 
but captures the temporal correlation relatively well. This satellite algorithm produces the closest 
estimates relative to the reference rainfall, and this is attributed to the gauge adjustment applied 
in this product. Besides, the CMORPH and PERSIANN products consistently underestimated the 
Stage IV radar precipitation in the three basins. PERSIANN and CMORPH give similar trend of 
underestimation for the small and medium size basins while their performance improves with 
basin size. Additionally, normalized hydrographs are visualized in cumulative time series to 
compare the different satellite-derived runoff simulations against the radar-derived simulations 
and observed streamflows for the same period (right column in Figure  3.3). We note 
overestimation of TRMM-3B42V7 and radar-driven flow simulations relative to the 
observations. CMORPH and PERSIANN-driven simulations on the other hand exhibit lower 
biases relative to the actual observations, except for the medium size basin where biases are 
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similar to radar-driven simulations.  This exemplifies the complex interaction of errors in 
hydrologic modeling and precipitation estimation. 
Figure  3.4 visualizes the error ratios (EMRatio ) in terms of the relative significance of 
satellite precipitation uncertainty error propagation in runoff simulation to the hydrologic 
modeling uncertainty. We present EMRatio for MRE the two seasons and two thresholds (20th and 
90th quantiles). The multiple gray scale circles are used to represent the different basin scales. 
The increasing distance of the ratios from one indicates higher biases in either the satellite or 
radar-driven flow simulation relative to streamflow observations. It is shown that in most of the 
cases the mean relative error ratio of satellite to modeling uncertainty increases with decreasing 
basin scale, and this basin scale dependency is amplified in warm season months. In cold season 
months all ratios are consistently greater than one indicating higher runoff bias due to satellite 
precipitation error-alone relative to the modeling uncertainty alone. This tendency is the smallest 
for TRMM-3B42V7 and largest for CMORPH with PERSIANN being in between the two 
products. In the warm season months, on the other hand, the ratios are further than one (either 
above or below one) in CMORPH and PERSIANN relative to TRMM-3B42V7.  Using the low 
threshold (20th quantile) in the analysis the two products (CMORPH and PERSIANN) exhibit 
ratios lower than one with stronger basin scale dependency indicating that the contribution of 
modeling uncertainty in the streamflow simulation bias is more significant than the satellite 
precipitation uncertainty-alone, which is attributed to improved estimation of the precipitation 
volume by the two products in combination with increased systematic error in the simulation of 
low flows by the model. 
Figure  3.5 visualizes the CRMSE error metric ratios of the satellite-driven runoff 
simulations to the hydrologic model CRMSE. These ratios show that the random component of 
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the satellite-driven runoff simulations is stronger than the hydrologic model uncertainty alone in 
most of the cases examined. The ratios increase inverse proportionally to basin scale especially 
during warm season months. In addition, change in the temporal resolution (3-hourly to daily) 
does not yield significant differences in the CRMSE ratio values or the scale dependence of these 
values. Although PERSIANN product exhibits slightly higher ratios during cold season months, 
these ratios drop significantly during warm season months, particularly for the 90th percentile 
values. Moreover, in most of the warm season cases, CMORPH produces the highest ratio values 
indicating the highest contribution of precipitation product uncertainty in runoff simulation error. 
A point to note is the stronger basin scale dependence of the random error ratios for the 90th 
percentile. Specifically, the figure shows that for the 90th percentile values the modeling error 
component becomes more significant than the error in satellite-driven simulations as the basin 
scale increases, which is attributed to an overall improved performance of CMORPH product in 
the warm season precipitation estimation. The satellite precipitation error analysis is discussed 
next. 
3.3.2. Precipitation Error Analysis 
In Figure  3.6, MREP values determined for the satellite precipitation products with respect 
to the radar are shown over the different basin scales and two thresholds: 90th (P90) and 20th (P20) 
percentile. MREP values for P20 show better performance compared to P90 due to the high 
spatiotemporal variability in the higher threshold. Results show that MREP values, overall, 
increase as a function of basin scale with the exception of CMORPH during cold season months 
exhibiting few increases with basin scales. At both cold and warm season months for higher 
precipitation rates (P90), the satellite products tend to underestimate rainfall, and this trend does 
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not change for CMORPH and PERSIANN when considering data from P20. On the other hand, 
MREP values for TRMM-3B42V7 yield the least biases for the basin-average precipitation 
estimates. 
The centered root mean square error statistics for precipitation (CRMSEP) are demonstrated 
for the three satellite products in Figure  3.7. It is shown that CRMSEP values vary from 40% 
through 100% for precipitation values above P90, and between 100% and 300% when 
considering values exceeding P20. Overall, CRMSEP is basin scale dependent, particularly 
apparent for the TRMM-3B42V7 product. We note significant drop in CRMSEP values moving 
from 3-hourly to daily time resolution, especially when considering data from P20, pointing to the 
fact that random error is reduced due to the temporal aggregation. Other than the stronger basin 
scale dependence in TRMM-3B42V7, no significant difference is observed between the 
examined satellite products in terms of CRMSEP. From the perspective of seasonal effect, a 
slight reduction is noted from cold to warm season.  
Pearson Correlation Coefficient for precipitation (PCCP) is plotted in Figure  3.8 for the 
various comparison dimensions. Basin scale dependency is observed in correlation values; this is 
more apparent for the daily scale results. For the 3-hourly rainfall time series data, it follows that 
larger scale basins produce higher PCCP values (greater than 0.5 in some cases), referring to the 
more significant dampening effects on rainfall error from larger basins. Smaller scale basins 
exhibit lower correlation values. When it comes to high values (P90), PCCP are reduced on all 
three satellite products and both seasons. Overall, TRMM-3B42V7 gave the highest PCCP, while 
PERSIANN product is designated with the lowest PCCP values for most of the cases. Besides, 
from the perspective of temporal correlation, PCCP values improve significantly from 3-hourly to 
 55 
 
daily temporal resolution, indicating that the temporal similarity is higher when aggregating the 
data to a coarser resolution. 
Figure  3.9 shows FAVR and MRVR results, and their ratios for the various comparison 
dimensions. The first and last two columns differentiate the cold and warm period months, 
respectively. The accuracy of satellite rain detection is higher at daily temporal resolution 
compared to the 3-hourly temporal resolution as indicated for the three satellite products by the 
lower FAVR and MRVR values in both seasons. These indices become nearly zero at monthly 
temporal resolution (results not shown). Results show that CMORPH and PERSIANN are 
characterized by relatively high MRVR and FAVR, respectively, during the cold period months. 
In the warm season, PERSIANN is characterized by the highest FAVR among the three 
products. CMORPH yields the smallest FAVR values in general. Basin scale dependency is 
shown for the statistics where both FAVR and MRVR are decreasing with basin scale for two of 
the products (CMORPH is an exception). The ratios of FAVR to MRVR are generally close to 
one, indicating balanced missed and false detection rain volumes, with the exception of 
CMORPH during cold season where the ratio drops below 0.1. CMORPH is dominated by 
MRVR in cold season, indicating the well-known susceptibility of this technique to missed 
precipitation in passive microwave retrievals over frozen or snow-covered surface conditions.  
Below we analyze the errors resulting from the above precipitation products in flow 
simulations using as streamflow reference the Stage IV radar driven runoff simulations. 
3.3.3.  Flow Simulation Error Analysis 
The error of satellite precipitation products in runoff simulation is evaluated over the CRB 
at 3-hourly and daily temporal resolutions for the different basin scales and two runoff 
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thresholds: 20th (Q20) and 90th (Q90) percentile values. Figure  3.10 shows MRE values for flow 
(MREQ). MREQ values range from -0.8 (underestimation) to 0.2 (overestimation). 
Underestimation is generally observed in all scenarios, with the exception of TRMM-3B42V7 in 
warm season. CMORPH exhibits the strongest biases in flow simulations, which is exemplified 
during cold period months due to the strong precipitation underestimation shown in the previous 
section. In general, MREQ for all satellite products reduces as basin scale increases, indicating a 
dampening error effect through the rainfall-runoff transformation process. In terms of seasonal 
effects, it is noted that MREQ values are lower in the warm season. All satellite-driven flow 
simulations exhibit strong negative biases relative to the radar-based runoff in high runoff values 
(Q90); this effect is especially noted during cold period months.  
CRMSEQ is presented as a percentage in Figure 3.11. CRMSEQ values range from 35% to 
100% in all scenarios with the exception of the Q20 group for the small scale basins in cold 
season that exceed 100%. CRMSEQ is shown to decrease with increase in basin scale indicating 
the higher degree of buffering effect due to rainfall-runoff processes. The higher CRMSEQ 
values over the small scale basins (B1) is also attributed to the fact that satellite products cannot 
capture the relatively high rainfall variability at those spatial scales, resulting in higher degree of 
randomness in runoff simulations. Lower values of random error are shown for the warm season 
months relative to the cold season, which points to the potential issue in snow screening process 
of the satellite algorithms. The CRMSEQ values at the daily time scale drop to lower values due 
to the temporal aggregation effect in buffering the spatiotemporal variability of rainfall.  The 
runoff to rainfall CRMSE ratio defined in Eq. (3.5) is reported in Table  3.2 (20th percentile) and 
Table  3.3 (90th percentile). Left (right) panels show 3-hourly (daily) temporal resolution results. 
A point to note is that the ratios are lower than one indicating dampening effect of the random 
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error component from rainfall to runoff. The second point to note is the basin scale dependence 
of CRMSE ratios.  The larger scale basins exhibit stronger dampening (lower ratio values) for 
errors in basin-average precipitation to that in runoff simulations, which is consistent to results 
presented by Maggioni, et al. (2013). In addition, the daily time scale and warm period months 
show a slightly weaker dampening of the random error. The ratio values are lower for the 20th 
quantiles relative to the 90th quantiles. 
In Figure  3.12, the Pearson Correlation Coefficient (PCCQ) values between the different 
satellite products and radar driven flow simulations are presented. The figure shows that the 
PCCQ values are slightly lower for the 3-hourly time series when comparing to the daily 
temporal resolution. Additionally, larger basins are characterized by lower PCCQ during cold 
season. The results also demonstrate that simulations from the TRMM-3B42V7 product is 
associated with the highest PCCQ value in general with respect to the other two satellite-driven 
runoff simulations regardless of the seasons and basin scales (some exception exist for the high 
flow simulation values). It is noted that the weakest PERSIANN-based PCCP values (in Figure  
3.8) for the P20 yield the weakest PCCQ values in flow simulations for the Q20 threshold. 
The Critical Success Index (CSI) of satellite-driven simulations capturing flows exceeding 
the 20th and 90th percentiles is visualized in Figure  3.13. A first observation from Figure  3.13 is 
that CSI patterns for the cold season months are different to those for the warm season for the 
Q90 group, while those for the Q20 group are similar. The CSI of determining flows exceeding 
Q20 are above 0.7, with TRMM-3B42V7 based simulation exhibiting the highest performance 
(nearly 0.8 CSI). The skill of satellite driven simulations, on the other hand, reduces when 
considering flows exceeding Q90, where CSI is in a range of 0.2-0.65. The highest CSI values are 
shown for the TRMM-3B42V7-simulated flow in the largest scale basin. 
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3.4. Conclusions 
In this study, three satellite products, representing a gauge-adjusted (TRMM-3B42V7) and 
two satellite-only (CMORPH, and PERSIANN) estimates, were examined in terms of their 
performance in capturing basin-average precipitation and for simulating streamflows over 
different sub-basins of the Connecticut River Basin (CRB). Hydrologic simulations were 
performed with a distributed hydrologic model (CREST) calibrated based on nine years of 
streamflow observations from the case study basins. Temporal resolution (3 hourly vs. daily), 
seasonal effects (warm vs. cold period months) and basin scale dependency (191 to 25,000 km2) 
were studied for high and low flow conditions. Gridded radar-rainfall (mm/h) from the WSR-
88D stage IV product was used to represent the basin-average reference precipitation. USGS 
streamflow readings were employed to verify CREST simulations and evaluate the model 
simulation uncertainty. Graphical methods and quantitative error statistics, namely MRE, 
CRMSE, PCC for precipitation and flows along with their associated ratios and error propagation 
ratios were analyzed. 
Results showed that TRMM-3B42V7 precipitation estimates, overall, can better capture 
precipitation and runoff time series over the mid-latitude case study basin compared to the other 
two satellite products, and this is attributed to the product’s gauge adjustment. On the other hand, 
the non-gauge adjusted CMORPH and PERSIANN products consistently underestimated 
reference precipitation, and this suggests that a bias adjustment of the products would potentially 
improve the representation of basin rainfall estimates. The performance of CMORPH in warm 
season is significantly better than in the cold season where it exhibits strong underestimation of 
precipitation.  PERSIANN, overall, showed more realistic estimates compared to CMORPH, and 
the performance increased as a function of basin area. However, PERSIANN exhibited more 
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frequent false precipitation detection than the other two products, and CMORPH is dominant for 
missed rainfall volume rates. In addition, we noted reduction in random error moving from 3-
hourly to daily temporal resolution for both cold and warm season basin-average precipitation 
time series. 
Satellite driven runoff time series were compared to radar-driven runoff simulations and 
streamflow observations at gauging stations. CMORPH-based runoff simulations considerably 
underestimated in both seasons, which is attributed to the underestimation exhibited in the 
precipitation error analysis. Underestimation tendency of CMORPH becomes more apparent for 
the high flow values (> 90th percentile). TRMM-3B42V7 based runoff simulations gave 
reasonable results relative to other two satellite products. TRMM-3B42V7 driven simulations 
captured best the flow dynamics. Similar to the precipitation error analysis, daily values gave 
more accurate results than the 3-hourly. In addition to temporal resolution effect, significant 
basin dependency was captured in the results. It is observed that the skill of modeling the 
streamflow increases with basin scale. Finally, the error propagation was calculated as the ratio 
between runoff error metrics (MRE and CRMSE) to the associated precipitation error metrics. 
Similar to the basin dependency of runoff CRMSE, error dampening from precipitation to runoff 
is shown to increase proportionally to basin size for all satellite products. 
While the results from this study are based on a single basin and a specific hydrologic model, 
many of the findings can generally apply. Overall, the conclusions of this work provide useful 
information about the application of satellite precipitation estimates for runoff simulations and 
evaluation of flood risk with a distributed model. Further research is required to enhance 
hydrologic applications, such as utilizing various satellite precipitation products for flood 
modeling or water resource assessment, and evaluate how accurate the current products are in 
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deriving flood frequency analyses and for issuing precipitation or runoff threshold based early 
warnings of floods. Reliable assessment of both flood magnitudes and their return periods can 
provide a more complete description of basins’ flood regime. In the Global Precipitation 
Measurement (Hou, et al., 2014) era precipitation products can ultimately be used to estimate 
future floods and for optimal water resources management, such as designing flood related 
structures and regulation of flood plains. 
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Figure 3.1. Map of Connecticut River Basin (CRB) and the location of USGS streamflow 
gauges. 
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Figure 3.2. The error analysis methodology flow diagram  
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Figure 3.3. Cumulative comparisons between satellite products and radar precipitation 
data sets (left column) with normalized discharges (right column) for three basin scales 
B1b (small scale), B3a (medium scale), B5a (very large scale) over warm season 
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Figure 3.4. MRERatio values determined for the different satellite products (V7 is for 
TRMM-3B42V7; C is for CMORPH; P is for PERSIANN), seasons, basin scales and 
thresholds (Q20 and Q90). 
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Figure 3.5. Same as in Figure  3.4, but for the CRMSERatio. 
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Figure 3.6. Mean Relative Error of precipitation (MREP) determined for the different 
satellite products (V7 is for TRMM-3B42V7; C is for CMORPH; P is for PERSIANN), 
seasons, basin scales and thresholds (Q20 and Q90). 
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Figure 3.7. Same as in Figure  3.6, but for the Centered Root Mean Square Error of 
precipitation (CRMSEP) 
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Figure 3.8. Same as in Figure  3.6, but for the Pearson Correlation Coefficients of 
precipitation (PCCP)  
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Figure 3.9. False Alarm Volume Ratio (FAVR), Missed Rain Volume Ratio (MRVR) and 
their ratios determined for the different basin scales and 
hourly and daily). 
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Figure 3.10. Same as in Figure  3.6, but for the Mean Relative Error in simulated flow 
(MREQ). 
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Figure 3.11. Same as Figure  3.7, but for the Centered Root Mean Square Error in 
simulated flow (CRMSEQ) 
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Figure 3.12. Same as in Figure  3.8, but for the Pearson Correlation Coefficient in 
simulated flow (PCCQ) 
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Figure 3.13. Critical Success Index (CSI) of detecting flows exceeding the 20th (Q20) and 90th 
(Q90) percentiles determined for the different basin scales and seasons. 
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Table 3.1. The 90th percentile values for precipitation and simulated streamflows. 
Basin Scale 
  Precipitation [mm/h]   Runoff [m3/s] 
 
3-Hourly 
 
Daily 
 
3-Hourly 
 
Daily 
 
Cold Warm 
 
Cold Warm 
 
Cold Warm 
 
Cold Warm 
B1 
 
1.10 1.14 
 
0.64 0.62 
 
12 10 
 
12 10 
B2 
 
0.90 1.01 
 
0.55 0.60 
 
35 30 
 
34 30 
B3 
 
0.87 0.93 
 
0.57 0.58 
 
72 55 
 
72 55 
B4 
 
0.76 0.83 
 
0.53 0.54 
 
169 152 
 
166 158 
B5   0.39 0.65   0.34 0.48   875 837   874 840 
 
 
Table 3.2. Ratios of the flow-to-precipitation Centered Root Mean Square Error 
(CRMSEs,Q/ CRMSEs,P) determined for the 20th percentile threshold values. 
Basin Scale 
  3-Hourly   Daily 
 
Cold 
 
Warm 
 
Cold 
 
Warm 
 
V7 C P 
 
V7 C P 
 
V7 C P 
 
V7 C P 
B1 
 
0.4 0.6 0.5 
 
0.3 0.4 0.3 
 
0.6 0.7 0.7 
 
0.5 0.6 0.5 
B2 
 
0.3 0.3 0.4 
 
0.3 0.4 0.3 
 
0.4 0.4 0.5 
 
0.4 0.6 0.5 
B3 
 
0.2 0.3 0.3 
 
0.2 0.3 0.2 
 
0.4 0.4 0.4 
 
0.4 0.4 0.4 
B4 
 
0.2 0.3 0.3 
 
0.2 0.2 0.3 
 
0.4 0.4 0.4 
 
0.4 0.4 0.4 
B5   0.2 0.2 0.2   0.2 0.3 0.2   0.3 0.3 0.4   0.4 0.5 0.4 
 
 
Table 3.3. Same as in Table  3.2, but for the 90th threshold values. 
Basin Scale 
 3-Hourly   Daily 
 
Cold 
 
Warm 
 
Cold 
 
Warm 
 
V7 C P 
 
V7 C P 
 
V7 C P 
 
V7 C P 
B1 
 
0.8 1.4 1.3 
 
0.8 1.1 0.6 
 
1.1 1.9 1.5 
 
0.9 1.3 0.8 
B2 
 
0.6 0.8 0.9 
 
0.6 1.2 0.8 
 
0.7 1.0 1.1 
 
0.8 1.6 1.1 
B3 
 
0.5 0.8 0.8 
 
0.6 0.7 0.6 
 
0.7 1.1 1.0 
 
0.8 0.9 0.8 
B4 
 
0.5 0.7 0.7 
 
0.5 0.6 0.7 
 
0.7 0.9 0.9 
 
0.7 0.8 1.0 
B5   0.3 0.5 0.5   0.5 0.7 0.4   0.6 0.7 0.6   0.7 1.0 0.6 
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4. Using High-Resolution Satellite Precipitation Products for Flood 
Frequency Analysis: Case Study over the Connecticut River Basin 
4.1. Introduction  
Flooding is ranking as the most devastating natural disaster due to its causality to high 
economic loss and portion of fatalities (Borga, et al., 2011). International organizations have 
indicated an increasing mindfulness on the occurrence of floods/flash floods and associated 
inundation hazards (Leclerc & Ouarda, 2007; Brocca, et al., 2011). Therefore, studies on 
characterizing the frequency of occurrence of extreme flood events are critical for building 
societies and infrastructure resilient to hydro-climatic extremes. Some examples include 
developing flood control structures, flood plain maps, optimal reservoir operations, and dam 
designs.  
Assessment of hydro-climatic extremes (i.e. floods or droughts) is typically based on long 
records of streamflow observations. Over the past half century in-situ data have been used as the 
source for flood frequency assessments (Keast & Ellison, 2013; Urias, et al., 2007; Boughten, et 
al., 1987; Langbein, 1949). However, for the sparsely gauged or ungauged catchments lacking 
sufficient in-situ measurements, running hydrologic models forced with observed or model-
derived precipitation is a common way to simulate streamflows and thus analyze its frequency 
characteristics over different basin scales (Khan, et al., 2012; Brocca, et al., 2011; Blazkova & 
Beven, 2009; Moretti & Montanari, 2008). Brocca et al. (2011) implemented a semi-distributed 
model to estimate the design floods in small-medium basin (100-200 km2) and flood forecasting 
for a large basin (>500 km2) over the Upper Tiber River, Italy. In addition, Moretti & Montanari 
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(2008) used a distributed rainfall-runoff model to estimate peak streamflows for ungauged river 
sections in Riarbero River, Italy. Their results indicate that the peak flow estimation from 
hydrologic model is consistent with that from the regional empirical method. Aronica & Candela 
(2007) applied a simple stochastic rainfall-runoff model to stochastically simulate floods and 
consequently conducted frequency analysis of peak flows over Mediterranean catchments. They 
compared flood frequency distributions derived based on the simulated flows and the observed, 
and concluded that the model generated peak flows can reasonably reproduce the trend on the 
observed annual maxima peak flows. 
The atmospheric forcing of the hydrologic models, i.e. precipitation, can either come from 
reanalysis or remote sensing datasets in case of data poor regions or absence of high quality 
ground observations. As the high resolution quasi-global satellite precipitation data now exceed 
15 years of record, they become a valuable data source to support flood frequency analyses over 
regions lacking ground observations. Awadallah et al. (2011) used maximum daily rainfall depth 
from jointly ground gauges for eight years (1943-1950) and gauge adjusted TRMM data sets for 
11 years (1998-2008) to develop intensity duration frequencies over the northwest Angola 
region, in Africa. In the study, mean and variance of the TRMM products were shown to be of 
similar magnitude to the ones derived from the ground gauge data. The study presented that over 
data poor regions, satellite datasets can be used to overcome the limited data from ground-based 
rainfall measurement. Khan et al. (2012) calibrated a distributed hydrologic model driven by the 
quasi-real-time Tropical Rainfall Measuring Mission (TRMM) Multi-satellite Precipitation 
Analysis product (3B42) (TRMM-3B42RT) (Huffman, et al., 2007) with the Advanced 
Microwave Scanning Radiometer for Earth Observing System (AMSR-E)-detected water surface 
signal over a poorly gauged basins in South Arica. Regional flood frequency analysis based on 
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non-stationary approach used to evaluate flood risks at poorly gauged basins (Leclerc & Ouarda, 
2007). Shrestha et al. (2008) calibrated a semi-distributed model and used it to simulate daily 
streamflows with gauge observed rainfall and satellite rainfall estimates over Bagmati basin in 
Nepal. They found that even though satellite precipitation product was able to detect rainfall 
events, the coarse resolution satellite-driven flow simulations underestimated the observed 
rainfall-driven flow simulations. The study indicated the necessity of high resolution 
precipitation data for reasonable flood predictions with longer time period. 
In this study, a novel framework is developed by integrating multiple satellite remote sensing 
precipitation products into a distributed hydrologic model for deriving flood frequency 
distributions for basins within the Connecticut River Basin (CRB). This study evaluates the use 
of high-resolution satellite precipitation data as a basis to derive flood frequency curves at basin 
scale. Several quasi global satellite products are investigated in terms of their accuracy to 
generate annual flow maxima and flood frequency distributions via the hydrologic simulations. 
This paper is organized as follows: Section 4.2 provides a description of study area, datasets and 
the hydrologic model. The methodology is presented in section 4.3. Comparison between 
satellite and reference-driven peak flow simulations as well as the flood frequency results are 
discussed in section 4.4. Finally, we discuss conclusions and future research directions in section 
4.5. 
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4.2. Study Area, Data and Hydrologic Model 
4.2.1. Study Area  
The study area is the Connecticut River Basin (CRB) located in the northeast United States 
(Figure  4.1). CRB is a major river basin in New England region and discharges to the 
Connecticut River. The river starts in Canada and flows for about 660 km through four states of 
the USA (New Hampshire, NH; Vermont, VT; Massachusetts, MA; and Connecticut, CT).  The 
total area of the CRB is approximately 28,500 km2, and 390 towns and cities are located within 
it. Approximately, 79% is covered by forested, 11% by agriculture and the remaining area is 
covered by residential and water (Marshall & Randhir, 2008).  
In Figure  4.1 blue lines and light gray rectangular represent the river network and 0.25o 
satellite grids, respectively. The study area is divided into nine sub-basins with drainage areas 
ranging from 190 to 25,019 km2. The highest peak (1915m M.S.L., Mean Sea Level) is in the 
northeastern corner and the lowest point (10m M.S.L.) is in the southeast with general elevation 
gradient dropping from north to southeast. 
In New England region, cold season is defined during November through April where the 
maximum snow occurs in January and the amount typically decreases through April (Marshall & 
Randhir, 2008; Lins, 1997). This definition is similar with the one used in Hodgkins et al. 
(2003). Therefore, in this study, the time period from May to November was defined as the warm 
season where flooding is considered to be driven by rain storms. 
In the past decade, numerous severe storms occurred in the New England region during June 
through October months including Storm Bonnie (August, 2004), Hurricane Jeanne (September, 
2004), Hurricane Katrina (August, 2005), Tropical Storm Barry (June, 2007), Hurricane Kyle 
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(September, 2008), Hurricane Irene (August, 2011) and Hurricane Sandy (October 2012). 
Hurricane Irene was one of the most devastating events causing $6.5 billion of estimated flood 
damages in the region (National Oceanic and Atmospheric Administration, 2012). In addition, 
flooding and power outages from Hurricane Sandy (October, 2012) lasted several days effecting 
roughly nine million people, and causing an estimated $50 Billion in damage in the US (Blake, et 
al., 2013). Overall, heavy rains in the study area result in extensive flooding and cause 
significant damages.  
4.2.2. Data 
The National Center for Environmental Prediction WSR-88D Stage IV precipitation dataset 
(Lin & Mitchell, 2005) (4-km/hourly spatiotemporal resolution) is used as the reference 
precipitation (hereafter named Radar). Stage IV combines precipitation estimations from a 
network of 150 Doppler Next Generation Weather Radars (NEXRAD) with gauge precipitation 
measurements (approximately 5500 rain gauges) over the Contiguous United States (CONUS) 
(Lopez, 2011). The accumulated precipitation estimates (hourly) for each radar is combined with 
other radars in the WSR-88D network using an inverse-distance weighting (IDW) scheme. The 
data benefit from 12 CONUS River Forecast Centers (RFCs) manual quality control (QC) 
applying multiple bias adjustments on the gauge observations (Lin & Mitchell, 2005).  
Four quasi-global satellite products at 0.25o spatial resolution and 3-hour temporal resolution 
are evaluated in this study.  The quasi-real-time Tropical Rainfall Measuring Mission (TRMM) 
Multi-satellite Precipitation Analysis product (3B42) (here after named TRMM-3B42RT), which 
uses microwave (MW)-calibrated infrared (IR) precipitation estimates to fill in MW coverage 
gaps to provide precipitation estimates at 3-hourly intervals. A monthly gauge-adjusted version 
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of the TRMM-3B42RT available with one month latency (named TRMM-3B42V7) is also used 
(Huffman, et al., 2007). Precipitation Estimation from Remotely Sensed Information using 
Artificial Neural Network (PERSIANN) is a MW-calibrated infrared retrieval technique. The 
precipitation product uses a neural network approach to derive relationships between IR and 
various MW collections, and then estimations are generated directly from IR data (Sorooshian, et 
al., 2000). The Climate Prediction Center Morphing Technique (CMORPH) is the fourth product 
developed by the National Oceanic and Atmospheric Administration (NOAA). The algorithm 
uses multi-satellite based MW precipitation estimates integrated based on spatiotemporal cloud 
motion fields derived from IR observations to estimate 3-hourly precipitation over the globe 
(Joyce, et al., 2004). 
Potential evapotranspiration (PET) data based on the North American Regional Reanalysis 
(NARR) available at 32 km spatial and 3-hourly temporal resolution (Mesinger, et al., 2005) 
were used as forcing variable for the hydrological model. 
The aforementioned precipitation and PET datasets were used to force a distributed-
hydrologic model for the period 2002 to 2012, based on which we simulated streamflows for the 
different basins of this study. The resulting runoff simulations were evaluated at two temporal 
resolutions (3-hourly and daily) to investigate time resolution effect. The general assumption of 
the flood frequency analysis in our study is that the peak flows are generated by homogenous 
rainfall-runoff process (i.e. generated purely from rainfall). Previous studies have highlighted the 
fact that avoiding different hydrological processes (by generated rainfall-driven, mixed 
rainfall/snowmelt-driven and snowmelt-driven floods) is important to meet the flood 
homogeneity assumption (Leclerc & Ouarda, 2007; Javelle, et al., 2003). Therefore this study 
focuses on peak runoff generated by rainfall during the warm season (May-Nov). 
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4.2.3. Hydrologic Model 
The Coupled Routing and Excess Storage (CREST) model is the modeling framework 
implemented in this study. The CREST model is developed by the University of Oklahoma and 
NASA SERVIR (www.servir.net) (Wang, et al., 2011). The distributed CREST model is a 
hybrid modeling, devoted to generate rainfall-runoff simulations over flexible spatiotemporal 
scales. It provides important advantages over existing models under different land cover and soil 
type scenarios with user defined spatiotemporal resolutions. The modeled processes include 
rainfall-runoff generation and capacity for cell-to-cell routing, canopy interception, infiltration, 
evaporation, recharge base flow, sub-grid cell variability of soil moisture storage capacity and 
routing processes at the sub-grid scale. The model controls the maximum storage of the 
infiltrating water and yield surface runoff generation with connected layers within the soil 
profile. Cell-to-cell flow routing of direct surface runoff is applied using a kinematic wave 
assumption. Besides, coupling between the flow simulation and routing component via feedback 
mechanisms provides realistic applications of the hydrologic variables (i.e. soil moisture) (Wang, 
et al., 2011; Khan, et al., 2011).  
With 14 calibration parameters, CREST is adaptable globally based on geomorphologic, land 
cover and soil type datasets. The parameters can be calibrated with an automatic global 
optimization algorithm (Differential Evolution Adaptive Metropolis, DREAM). The algorithm 
runs to mitigate sum of squared residuals to estimate posterior parameters using multiple Markov 
Chain Monte Carlo chains from prior iterations (Vrugt, et al., 2009). Dis et al. (2015) provides 
details about the model implementation in the CRB and reported model specifications, parameter 
calibration and performance results. They evaluated the model performance with a calibration of 
3-year period (from 2005 to 2007). Four model performance metrics are reported: including the 
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Nash-Sutchliffe Coefficient of Efficiency (NSCE) ranged from 0.31 to 0.68; Mean Relative Error 
(MRE) varied between -0.06 and 0.13; Centered Root Mean Square Error (CRMSE) varied 
between 61 and 121 (%); and the Pearson Correlation Coefficient (PCC) ranged between 0.60 
and 0.83.  
4.3. Methodology 
4.3.1. Flood Frequency Analysis  
The log-Pearson Type III statistical distribution technique is the standard method to predict 
the design flood for a river and it is also recommended in Bulletin #17B (Ahearn, 2003; U.S. 
Water Resources Council, 1981). The three statistical moments used to describe the distribution 
are the mean, standard deviation, and skew coefficient. Chow (1951) has shown that many 
probability distributions can be generalized to Eq. (4.1) in frequency analysis. Flow rates (Q, in 
m3/s) can be computed for a given return periods as: 
 logQ  Q>??? 8 KAS> (4.1) 
where Q>??? is the mean of the (base 10) logarithms of the annual peak discharges. KT is the 
frequency factor of annual exceedance probability for return period (T) and it is tabulated for 
log-Pearson Type III with skew coefficient (CS) in Table 7.7 of Haan (1977) while S> is the 
standard deviation of logarithms of the annual peak discharges; CS can be calculated with 
Eq.(4.2): 
 C1  n ∑ 	Q>  Q>???
Bn  1n  2 S>B (4.2) 
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where i and n are time steps and the number of values in the datasets, respectively. After 
calculating the flood magnitude with given recurrence interval, data is tested for high (QHigh) and 
low (QLow) outliers. Outliers are defined as data points that depart significantly from the trend of 
the remaining data (U.S. Water Resources Council, 1981). The modification or deletion of these 
outliers can significantly affect the magnitude of the data-based statistical parameters (i.e. skew 
coefficient) in particular for small samples (Chow, et al., 1988). Eq. (4.3) is used to detect 
high/low outliers (U.S. Water Resources Council, 1981): 
 
logQDEFGH  Q>??? I KS> (4.3) 
Kn is outlier test frequency values and tabulated in a table with a given sample size (U.S. Water 
Resources Council, 1981). The values are used in one-sided tests that detect outliers at the 10-
percent level of significance in normally distributed data. If the historic peaks in a sample are 
greater (smaller) than QHigh (QLow) then they are considered high (low) outliers. High (low) 
outliers were deleted from the sample and the frequency analysis is calculated based on the U.S. 
Water Resources Council (WRC) method. 
Sample size is important and effective on the skew coefficient used in fitting the Log-Pearson 
Type III distribution. This coefficient is very sensitive especially for small samples. Thus, U.S. 
WRC recommended using weighted skew coefficient (Cw) to improve the accuracy of estimated 
skew coefficient. Eq. (4.4) is used to calculate Cw by combining the computed station skew 
coefficient (CS) using the sample data and generalized map skew coefficient (Cm, can be read 
from the Plate I map in Bulletin #17B of U.S. Water Resources Council, (1981)) (Tasker, 1978): 
 CH  VC*C1 8 VC1C*VC* 8 VC1  (4.4) 
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where V(Cm)  and V(CS) represent variances of the associated (generalized and station) skew 
coefficients. WRC recommended V(Cm) value of 0.302 for  the United States when generalized 
skews are extracted from Plate I. According to the results of Monte Carlo experiments by Wallis 
et al. (1974), the variance of station skew V(CS) for Log-Pearson Type III random variables can 
be approximated with sufficient accuracy as (Chow, et al., 1988): 
 VC1  107J9 KELM N (4.5) 
where 
 A  O0.33 8 0.08|Cs|0.52 8 0.30|Cs|V if |Cs| Y 0.90|Cs| 5 0.90 (4.6) 
and 
 B  \0.94  0.26|Cs|0.55 V    if |Cs| Y 1.50|Cs| 5 1.50 (4.7) 
Statistical estimates are often presented with confidence intervals that depend on the 
confidence level (β) or significance level (α= (1-β)/2). The 90- and 50-percent confidence limits 
for the 1.01, 2, 5, 10, 25, and 50-yr return period discharges for CRB were determined as 
follows: 
 ULA,a  Q>??? I KA,a bG S> (4.8) 
where KA,ab  (KA,aG ) stands for upper (lower) confidence limit factor to calculate upper (lower) 
limit logarithmic discharge UT,α (LT,α). These factors’ values can be approximated with Eqs. (4.9) 
and (4.10) (U.S. Water Resources Council, 1981; Natrella, 1963): 
 KA,abG  KA I cKA  aba  (4.9) 
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where 
 a  1  za2n  1 and b  KA  zα

n    
(4.10) 
where za is the standard normal variable with exceedance probability α. 
4.3.2. Error Analysis 
Maximum satellite products-driven runoff values over the warm period months are evaluated 
against the reference (i.e. Stage IV) driven runoff values via Mean Relative Error (MRE), 
Pearson Correlation Coefficient (PCC), and Centered Root Mean Square Error (CRMSE) 
statistics. MRE gives indications on overall mean error magnitude and the error direction 
(under/over-estimation), while CRMSE quantifies the random error. Correlation measures the 
strength of linear dependency between reference and satellite-driven streamflows. These error 
metrics are calculated as: 
 MRE  ∑ 	Q,  Q ,∑ Q ,  (4.11) 
 
PCC  ∑ 	Q ,  Q! 	Q,  Q!∑ 	Q ,  Q ??? ∑ 	Q,  Q???
 
(4.12) 
 CRMSE  1Q ??? 
∑ "Q ,  Q,  Q ???  Q???# n $ 100% (4.13) 
where Q stands for the annual maximum from the simulated flow [m3/s] time series over the time 
period of May 1st to Nov 30th.  Q! stands for the mean of the annual maximum flow values for the 
11-year data record. The subscripts r and s indicate radar and satellite-driven runoff simulations, 
respectively.  
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After deriving the flow rates of different return periods (1.01-yr, 2-yr, 5-yr, 10-yr, 25-yr, and 
50-yr) (Figure  4.2), two binary metrics are calculated for flows at two temporal resolutions (3-
hourly and daily). These metrics are named Bias Score (BIASs) and Critical Success Index 
(CSI). To calculate these metrics, a set of runoff thresholds was created for each catchment. 
Then, the scores were determined based on the following occurrences H, F, M and NH: 
H: satellite-driven flow > satellite threshold and radar-driven flow > radar threshold 
F: satellite-driven flow > satellite threshold and radar-driven flow < radar threshold 
M: satellite-driven flow < satellite threshold and radar-driven flow > radar threshold 
NH: satellite-driven flow < satellite threshold and radar-driven flow < radar threshold  
BIASs is defined as the ratio of the number of occurrences that estimated flow exceeded a certain 
threshold relative to the occurrences that the reference flow exceeded the same threshold. The 
value of one indicates that the number of predicted occurrences is equal to the total number of 
reference occurrences even though the score of one does not necessarily mean a perfect skill of 
the estimator. CSI takes into account both false alarms and missed events, and its range varies 
from 0 to 1, with a value of 1 indicating a perfect detection. The two metrics are given with Eqs. 
(4.14) and (4.15): 
 BIASs  H 8 FH 8 M (4.14) 
 CSI  HH 8 F 8 M (4.15) 
 
The contingency table statistics are sensitive to data sample misbalance. Imbalanced data in 
this study are corrected following the balanced sampling technique (Chen, et al., 2004). Namely, 
multiple random iterations were computed to create 10,000 balanced samples that represent 
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equal number of hits and non-hits. The mean of BIASs and CSI values from the 10,000 iterations 
are reported for the different catchments of the study. 
4.4. Results 
To assess the correspondence between satellite-driven and radar-driven streamflow annual 
maxima we reported the MRE, PCC, and CRMSE statistics for the 3-hourly (Table  4.1) and 
daily (Table  4.2) temporal resolutions. The unadjusted (satellite-only) satellite products-driven 
runoff peak flow values show in general underestimation, while peak flow simulations from 
TRMM-3B42V7 (i.e. the gauge-adjusted satellite product) yield mostly overestimation of the 
radar-driven peak flow values. B5 and B8 basins consistently demonstrated negative MRE 
values regardless of product and temporal resolution. The MRE metric is shown to improve for 
the daily scale relative to the 3-hourly scale flows. In addition, the PCC values are reported in the 
second column of the tables. The results show that the highest PCC value between annual peak 
flows (0.97) is obtained in the TRMM-3B42V7-driven simulation. High PCC values are also 
obtained for the TRMM-3B42RT and CMORPH-driven maximum streamflow cases with some 
degradation. The lowest PCC values are mostly found for the peak flows of the PERSIANN-
driven runoff simulations. Temporal resolution did not affect the correlation metric. CRMSE is 
reported in the last column of the table as a percentage. The values range from 23% to 68% for 
TRMM-3B42V7, 24% to 59% for TRMM-3B42RT, 23% to 60% for PERSIANN, and 31% to 
136% for CMORH-driven annual maximum runoff values. The highest (lowest) CRMSE values 
are depicted in B2 (B4) basin regardless of satellite product and temporal resolution.  Similar to 
PCC values, TRMM-3B42V7 exhibits the best consistency in terms of the CRMSE values.  
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The flood frequency curve plots of the simulated runoff from the five datasets (i.e. Radar, 
TRMM-3B42V7, TRMM-3B42RT, PERSIANN, and CMORPH) are presented against different 
return periods for B6 basin (Figure  4.3). The flood frequency curves are reported for the 5th, 
25th, 50th, 75th, and 95th quantiles, while the Universal Weibull formula (Weibull, 1939) is used 
for plotting the position of annual peaks. As it can be seen from the figure, the Stage IV dataset 
and gauge-adjusted satellite product (TRMM-3B42V7) exhibit the best agreement between the 
fitted frequency curves and the Universal Weibull formula’s annual runoff maxima frequency 
values. However, the unadjusted satellite-driven maxima spread over the 5% and 95% percentile 
range; one peak flow value is above the 95% percentile in the CMORPH-driven runoff flood 
frequency. That specific peak is excluded by the outlier test and is not considered in the 
frequency analysis. 
To assess all the satellite derived frequency curves against the reference one, box plots based 
on the 5th, 25th, 50th, 75th and 95th percentiles for the 1.01-yr, 2-yr, 5-yr, 10-yr, 25-yr, and 50-yr 
return period are presented over the study basins at 3-hourly (Figure  4.4) and daily (Figure  4.5) 
temporal scales. A main point to note is that each basin shows unique frequency curves and the 
curves of using the satellite products-driven runoff simulations mostly captures the radar-driven 
simulations at the 25th-75th percentile envelope. A basin-wide comparison shows that the satellite 
simulations for B5 basin have stronger bias relative to the reference regardless of satellite 
product, temporal resolution, and exceedance probability (an exception exists at 1.01-yr return 
period). In addition, the magnitude of underestimation is the highest in the 50-yr return period 
with the CMORPH-derived flood frequency. Normalized flow values for daily temporal 
resolution are smaller than those for the 3-hourly temporal scale. The variability in flow 
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magnitudes are narrower in daily scale compared to the 3-hourly, which is particularly 
recognized for the B2 and B8 basins.  
The magnitude of overestimation is generally the strongest in TRMM-3B42V7 generated 
flood frequencies over the B1, B2, and B6, basins. However, the skill of capturing the radar 
derived flood frequency for this product overlaps within the 25th-75th quantile range in B3, B4 
and B7 basins especially for the higher return periods. Underestimation is exhibited in B8 and B9 
basins for this product. TRMM-3B42RT exhibits better consistency than the TRMM-3B42V7 for 
B1, B2, B3, B6, and B7 basins while the gauge-adjusted counterpart (TRMM-3B42V7) shows 
higher degree of agreement compared to the TRMM-3B42RT for the B4 and B5. The magnitude 
of the underestimation is the strongest in the B8 and B9 basins at the lowest exceedance 
probability for this product. The CMORPH-driven simulations underestimated flood frequencies 
in higher exceedance probabilities for all the basins and the performance consistently improved 
with decreasing exceedance probabilities. CMORPH flow rates was found to be the best product 
for capturing significantly the value range of radar-driven flow rates at higher return periods (i.e. 
25-yr, 50-yr) over all basins. Finally, the performance of PERSIANN is generally in between 
TRMM-3B42RT and CMORPH-derived flood frequencies with the exception of B2 and B3 
basins where the magnitude of the underestimation is the strongest for the product at the higher 
return periods (i.e. 10-yr, 25-yr, and 50-yr). 
The assessment of satellite precipitation products in deriving flood frequencies is evaluated 
based on the contingency error metrics at 3-hourly and daily temporal resolutions for the study 
catchments and three return period thresholds: 1.01-yr, 2-yr, and 5-yr (very few data points exist 
beyond the 5-year return period). Figure  4.6 shows sample streamflow time series associated 
with a short time period over B1 basin. This figure is used as an example to demonstrate the 
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occurrences of the forecast and reference used to derive the contingency table statistics. Each 
satellite-driven runoff dataset has different threshold values associated with the 1.01-yr, 2-yr, and 
5-yr return periods. If both (reference and satellite) of the flow values are greater (smaller) than 
their thresholds, it is counted as hit (correctly forecasted non-hit). If the satellite exceeds its own 
threshold but reference does not, it is reported as false detection, and the reverse condition is 
counted as missing. These four groups of detections are visualized in the figure. 
The two binary error metrics Bias Score (BIASs) and Critical Success Index (CSI) are 
reported in Figure  4.7 and Figure  4.8, respectively. Mean values of the BIASs for each basin are 
illustrated in Figure  4.7. A first observation from Figure  4.7 is that BIASs values are more 
spread in the 3-hourly scale compared to the daily scale for all three thresholds. Furthermore, 
zero score is obtained from some of the basins at the 5-yr return period threshold. The highest 
scores were retrieved in PERSIANN at all thresholds and two temporal scales, while the score of 
CMORPH is the lowest. The CSI (generated by the balanced sampling procedure) is 
demonstrated in Figure  4.8. It is noted that CSI-based skill of the satellite-driven flow detection 
diminishes with increase of the flow thresholds. In the case of the 5-yr return period flow 
threshold, CSI values become zero for some of the basins (i.e. no predictive skill). The 
PERSIANN product outperformed the other satellite products at both temporal scales. The gauge 
adjusted TRMM-3B42V7 product displayed higher CSI values relative to the TRMM-3B42RT 
and CMORPH products. Additionally, the CSI values at the 3-hourly time scale are lower than 
those determined for the daily scale flows. 
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4.5. Conclusions 
The focus of this study was to understand the potential of using satellite precipitation 
products in estimating the flood frequencies of selected basins in the Connecticut River Basin. 
The proposed analysis framework assessed satellite data in flood frequency applications, and 
evaluated how satellite precipitation products can be used in predicting event severities, which is 
the standard approach of early flood warning systems. 
Four satellite precipitation products, TRMM-3B42V7, TRMM-3B42RT, CMORPH, and 
PERSIANN were investigated by deriving flood frequencies at 3-hourly and daily temporal 
resolutions using the Coupled Routing and Excess Storage distributed hydrologic model. 
Gridded radar-rainfall from the WSR-88D stage IV product and corresponding flow simulations 
were used as reference. The evaluation was reported for nine catchments of the Connecticut 
River Basin. 
The log-Pearson type III distribution was applied on the annual maxima flow values of each 
precipitation dataset-driven simulations to derive the flood frequencies. The skew coefficient for 
the distribution was improved using the generalized skew coefficient, and flood frequency 
outliers were adjusted based on WRC method. Flood frequency values are compared for the 
1.01-yr, 2-yr, 5-yr, 10-yr, 25-yr, and 50-yr return periods and two temporal scales of aggregation 
(3-hourly and daily) over the different basin scales (190 to 25,000 km2). The error statistics 
(BIASs and CSI) for the evaluation of the event severity predictions were illustrated for 1.01-yr, 
2-yr, and 5-yr return period flows. 
MRE values illustrated underestimation of annual peak flows from the unadjusted satellite 
product-driven runoff simulations, while simulations from TRMM-3B42V7 gave slight 
overestimation of the peak flow to the reference values. The best PCC of the estimated annual 
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maxima flows was obtained with the TRMM-3B42V7-driven simulations, and ranged between 
0.53 and 0.97 for the different basins examined in this study. Correlation values from the 
TRMM-3B42RT and CMORPH-driven simulations were lower than those of TRMM-3B42V7, 
while PERSIANN exhibited the lowest. The minimum (maximum) CRMSE values evaluated for 
TRMM-3B42V7, TRMM-3B42RT, PERSIANN, and CMORPH based simulated annual 
maximum records were 23% (68%), 24% (59%), 23% (60%), and 31% (136%), respectively.  
Overall, the study demonstrated a good skill of satellite-driven flood frequencies relative to 
flood frequencies derived based on the Stage IV precipitation data. Each basin exhibited unique 
frequency curves in terms of the return period flows. Satellite derived flood frequency curves 
mostly encapsulated the Stage IV-derived return period flows based on their 25th-75th quantile 
ranges. Flood frequency curves derived from daily flow simulations showed better consistency 
between satellite and Stage IV precipitation data to those derived from 3-hourly flow 
simulations. 
The CSI and BIASs statistical scores identified PERSIANN (CMORPH) satellite product 
having the best (worst) performance in assessing event severity based on the flood frequency 
thresholds. The gauge adjusted TRMM-3B42V7 product yielded higher values compare to 
TRMM-3B42RT. Finally, the CSI values at daily time scale were higher than those determined 
for the 3-hourly flow simulations.  
Future extensions of this study will aim at extending data length to reduce the prediction 
uncertainty of satellite precipitation-derived flood frequencies. Such work could also include 
other gauge-adjusted satellite products in the flood frequency analysis to investigate the gauge 
adjustment effect over different gauge-density regions. Another subject for future research is 
application of satellite precipitation products in flood frequency studies of other hydro-climatic 
  
regimes (representing different flow generation processes). Generally, results from this study 
combined with the increasing record length of satellite precipitation products from the Global 
Precipitation Measurement mission 
flood frequency analysis driven by remotely sensed precipitation.
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(Hou, et al., 2014) can motivate future studies on global 
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Figure 4.1. Map of Connecticut River Basin (CRB) and the location of USGS streamflow 
gauges with their coverage area. 
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Figure 4.2. Flow diagram of the flood frequency analysis methodology  
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Figure 4.3. Flood frequency curve (mean and 5%, 25%, 75%, and 95% confidence 
intervals) for B6 (1,046-km2) basin, Weibull formula, (number of years+1)/rank), used for 
plotting the annual peaks in the frequency graphs 
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Figure 4.4. Box plots of Flood Frequency Curves derived from the different satellite 
products and reference (Stage IV) driven flow simulations at 3-hourly temporal resolution. 
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Figure 4.5. Same as in Figure  4.4, but for the daily temporal resolution 
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Figure 4.6. Sample streamflow time series for B1 basin (190-km2) showing hits (H), misses 
(M), false alarm (F), and correctly classified none occurrences (NH) for dichotomous 
satellite and reference (radar) driven runoff. 
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Figure 4.7. Bias score for thresholds of different return periods at the two temporal 
resolutions  
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Figure 4.8. Same as in Figure  4.7, but for the Critical Success Index (CSI) 
 102 
 
Table 4.1. MRE, PCC, and CRMSE statistics calculated for annual maxima attained from 
3-hourly temporal resolution simulated streamflow. 
Basin 
Name 
  MRE 
  
PCC 
  
CRMSE [%] 
 
V7 RT P C V7 RT P C V7 RT P C 
B1 
 
0.27 -0.05 -0.15 -0.05 0.90 0.78 0.46 0.91 23 29 42 67 
B2 
 
0.79 0.18 -0.23 0.07 0.53 0.70 0.17 0.27 68 35 48 136 
B3 
 
0.25 -0.06 -0.27 -0.28 0.66 0.49 0.29 0.61 35 42 45 41 
B4 
 
0.02 -0.15 -0.20 -0.30 0.70 0.52 0.65 0.55 23 24 23 32 
B5 
 
-0.09 -0.24 -0.43 -0.17 0.97 0.56 0.79 0.70 28 59 54 74 
B6 
 
0.60 0.21 0.23 0.07 0.53 0.19 0.37 0.33 58 47 44 96 
B7 
 
0.26 -0.03 0.06 -0.16 0.66 0.14 0.00 0.28 39 59 57 59 
B8 
 
-0.16 -0.25 -0.23 -0.22 0.91 0.90 0.23 0.91 28 45 60 31 
B9   -0.01 -0.13 -0.25 -0.08 
  
0.78 0.39 0.26 0.90 
  
32 46 50 47 
 
Table 4.2. Same as in Table  4.1, but for daily temporal resolution. 
Basin 
Name 
  MRE 
  
PCC 
  
CRMSE [%] 
 
V7 RT P C V7 RT P C V7 RT P C 
B1 
 
0.28 -0.05 -0.14 -0.05 0.90 0.80 0.46 0.91 23 27 41 68 
B2 
 
0.68 0.13 -0.20 -0.01 0.45 0.53 0.04 0.22 69 41 53 117 
B3 
 
0.21 -0.05 -0.18 -0.21 0.45 0.23 0.09 0.47 41 45 47 43 
B4 
 
0.08 -0.16 -0.13 -0.28 0.61 0.42 0.71 0.58 27 26 22 31 
B5 
 
-0.07 -0.23 -0.38 -0.10 0.90 0.35 0.74 0.78 31 65 53 75 
B6 
 
0.62 0.23 0.22 0.08 0.52 0.05 0.19 0.20 57 51 47 105 
B7 
 
0.24 -0.04 0.06 -0.17 0.69 0.17 0.01 0.29 35 54 56 54 
B8 
 
-0.06 -0.18 -0.19 -0.20 0.92 0.79 0.07 0.83 22 39 55 34 
B9   0.00 -0.11 -0.24 -0.11 
  
0.81 0.44 0.30 0.89 
  
26 40 44 47 
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5. Conclusion remarks 
The major conclusions for this study are summarized below: 
• During calibration period, NSCE, MRE, RMSE, and PCC values of hourly flow 
simulations varied from 0.31 to 0.68, -0.06 to 0.13, 61 to 121 (mm) and 0.60 to 0.83, 
respectively. At daily time scale the performance metrics exhibited improved values 
indicating that CREST has sufficient accuracy for long term hydrologic simulations of 
the catchment. 
• Based on the error metrics and graphical comparisons, CREST is considered to provide 
accurate rainfall-runoff simulations performance at high temporal resolution 
ungauged/poorly gauged catchments over CRB. 
• Performance of TRMM-3B42V7 product, which includes gauge adjustment, is the most 
accurate in terms of capturing the high percentile values of precipitation and runoff over 
the study basins. The satellite-alone CMORPH and PERSIANN precipitation products 
consistently underestimated the radar precipitation and reference-driven streamflow 
simulations and this suggests that a bias adjustment of the products would potentially 
improve the representation of basin rainfall estimates 
• PERSIANN exhibited more frequent false precipitation detection than the CMORPH and 
TRMM-3B42V7 products, and CMORPH is dominant for missed rainfall volume rates. 
In addition, we noted reduction in random error moving from 3-hourly to daily temporal 
resolution for both cold and warm season basin-average precipitation time series. 
• CMORPH-based runoff simulations considerably underestimated in both seasons, which 
is attributed to the underestimation exhibited in the precipitation error analysis. 
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Underestimation tendency of CMORPH becomes more apparent for the high flow values 
(> 90th percentile). 
• The study demonstrated a basin scale dependency of the satellite-precipitation error 
metrics and the precipitation-to-runoff simulation propagation properties of these errors. 
It is observed that the skill of modeling the streamflow increases with basin scale. The 
error propagation was calculated as the ratio between runoff error metrics (MRE and 
CRMSE) to the associated precipitation error metrics. Similar to the basin dependency of 
runoff CRMSE, error dampening from precipitation to runoff is shown to increase 
proportionally to basin size for all satellite products. 
• It is confirmed by flood frequency results that the TRMM-3B42V7 product-driven annual 
peak flows are characterized with the highest correlation, and has a range from 0.53 to 
0.9. Correlation values from TRMM-3B42RT and CMORPH-driven annual maximum 
runoff values are lower than those from the TRMM-3B42V7 product while PERSIANN 
is the lowest. The minimum (maximum) CRMSE is 23% (68%), 24% (59%), 23% (60%), 
and 31% (136%) for TRMM-3B42V7, TRMM-3B42RT, PERSIANN, and CMORH-
simulated annual maximum records. 
• MRE values illustrated underestimation from the unadjusted satellite products-driven 
annual maximum runoff relative to reference while flood simulations from TRMM-
3B42V7 slightly overestimated the reference in general. The annual maximum values 
estimated from daily resolution show better consistency to those from the 3-hourly 
resolution. 
• The study showed a good skill of satellite-driven flood frequency relative to flood 
frequencies derived based on the Stage IV-driven flow simulations. Each basin shows 
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unique frequency curves that mostly capture the radar-driven simulations within the 
range of uncertainty 25th and 75th quantiles of the reference. 
• The CSI and BIASs results showed that PERSIANN scores are the highest of the three 
satellite products, while CMORPH gave the lowest scores for both temporal scales. The 
gauge adjusted TRMM-3B42V7 product yielded higher scores compared to TRMM-
3B42RT.  Finally, the CSI values at daily time scale are higher than those determined at 
the 3-hourly scale. 
• Based on the results from the study, assessment of both flood magnitudes and their return 
periods from satellite precipitation data can provide a more complete description of 
basins’ flood regime. 
The CREST modeling results of the first study can be useful for future work such as comparing 
to flash flood predictions, and future climatic analysis of basins at regional and national scales. 
For this purpose future studies should investigate ways to include snow process in the model 
including additional surface characteristics (e.g. vegetation cover, solar radiation, snowpack, 
temperature, wind speed) and consider for changing land surface conditions. 
The second study presented in chapter 3, evaluated the satellite precipitation products in 
hydrologic simulations of northern latitude river basin. While results from this study are based 
on a single basin and a specific hydrologic model (i.e. CREST), many of the findings can 
generally apply. Overall, the conclusions of this work provide useful information about the 
application of satellite precipitation estimates for runoff simulations and evaluation of flood risk 
with a distributed model over the study area. This study was limited to one gauge adjusted 
satellite product, while further research is required to enhance hydrologic applications, such as 
utilizing various gauge-adjusted satellite precipitation products for water resource assessment, 
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and evaluate how accurate the current products are for issuing precipitation or runoff threshold 
based early warnings of floods. In the Global Precipitation Measurement (Hou, et al., 2014) era 
precipitation products can ultimately be used to estimate future floods and for optimal water 
resources management, such as designing flood related structures and regulation of flood plains. 
The framework developed in the last study aimed at understanding the accuracy of estimating 
flood frequencies and assessing event severities based on satellite precipitation-driven hydrologic 
simulations. Future studies related to this work will focus on extending data length to reduce the 
prediction uncertainty of satellite precipitation-derived flood frequencies and include other 
satellite precipitation products in the flood frequency analysis. Another subject for future 
research is evaluation of satellite precipitation products in flood frequency analysis of other 
hydroclimatic regions (representing different flow generation processes). Generally, results from 
this study combined with the increasing record length of satellite precipitation products from the 
Global Precipitation Measurement mission (Hou et al. 2014) can motivate such future studies on 
flood frequency analysis of data poor basins driven by remotely sensed precipitation. 
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