Abstract-Although full-duplex transmission can be helpful for enhancing wireless link capacity, it may require extra energy to overcome the residual self-interference. In this paper, we investigate the tradeoff between energy consumption and delay in a multichannel full-duplex wireless LAN. The goal is to minimize the energy consumption while keeping the traffic queues stable. With Lyapunov optimization, we develop a throughput optimal online scheme to achieve the goals with optimized channel assignment, transmission scheduling, and transmission mode selection. We study the influence of full-duplex transmissions on the network capacity region, prove the optimality of the proposed algorithm, and derive upper bounds for the average queue length and energy consumption, which demonstrate the energy-delay tradeoff in such systems. The proposed algorithm and the capacity region analysis are validated with simulations.
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I. INTRODUCTION
D
UE TO the dramatic increase of wireless data demand, as driven by the wide use of smartphones, tablets and other smart devices, there is an urgent need to improve the spectrum efficiency of existing wireless networks. Through effective self-interference cancellation, full-duplex transmission, i.e., transmitting and receiving simultaneously in the same band, has been successfully demonstrated [1] , [2] . With various self-interference cancellation techniques, full-duplex transmission has the potential to increase and even double the wireless link capacity [3] .
Combined with RF interference cancellation and digital baseband interference cancellation, antenna cancellation can effectively suppress the self-interference for full-duplex transmission. In [3] - [5] , analog and digital cancellation techniques were investigated. With full-duplex transmissions, various full-duplex links can be formed. For example, in the three-node full-duplex link scenario, one node (e.g., a base station) executes self-interference cancellation to transmit to and receive from two different half-duplex nodes simultaneously [6] , [7] . In the two-node link scenario, both nodes are capable of self-interference cancellation and can transmit to and receive from each other simultaneously [8] - [11] . Due to imperfect self-interference cancellation, the residual self-interference may still lead to a lower signalto-interference-plus-noise ratio (SINR) and deteriorate the performance of a full-duplex link [12] . Additional power is thus needed to combat the residual self-interference to achieve a suitable SINR. As a result, full-duplex transmission may not always be helpful, and there is a tradeoff between the energy cost and delay in the design of full-duplex wireless networks [13] . In [12] and [13] , the extra energy consumption and the limits of full-duplex transmission were investigated. Joint resource allocation and scheduling in wireless networks is a challenging problem, for which Lyapunov optimization has been applied and shown effective [14] - [17] . However, these prior works are all focused on half-duplex wireless networks. Many challenging issues that arise in full-duplex wireless networks have not been adequately addressed.
In this paper, we consider a multichannel wireless LAN (WLAN) where both access point (AP) and nodes are capable of full-duplex transmission. Since full-duplex is not always more efficient than half-duplex, we aim to jointly consider the problems of channel assignment, transmission scheduling, and transmission mode selection for the AP and nodes. We develop a problem formulation to capture the tradeoff between energy consumption and queue length (which is indicative of delay) in the multichannel full-duplex WLAN, with the objective to minimize the overall energy consumption of the system and stabilize the packet queues at all the nodes. We provide an analysis of the capacity region of full-duplex systems, which encompasses the capacity region of the corresponding half-duplex system. We then develop an effective solution algorithm based on the Lyapunov optimization framework. With the proposed algorithm, the overall optimization problem over the entire time period is first reduced to the minimization of a drift-plus-penalty for each node in each time slot. The reduced problem only depends on the queue lengths, wireless link rates, and energy consumptions in the current time slot. We then transform the reduced problem into a maximum weighted matching problem and solve it with the Hungarian method with a polynomial complexity [18] .
The proposed algorithm is an online algorithm since it does not require any past and future information of the WLAN system. We prove that the proposed algorithm minimizes the drift-plus-penalty among all possible transmission modes and channel assignment schemes. Furthermore, we derive upper bounds on the average sum queue length and average total energy consumption under the proposed algorithm, which demonstrate the energy-delay tradeoff in the multichannel full-duplex WLAN. The performance of the proposed algorithm is validated with simulations. This paper is organized as follows. We review related work in Section II. The system model and problem formulation are presented in Section III. The capacity region is studied in Section IV. The proposed algorithm is developed and analyzed in Section V. Our simulation study is presented in Section VI. Section VII concludes this paper.
II. RELATED WORK
The potential of full-duplex transmissions on a single channel was investigated in [2] , [19] , and [20] . Combined with RF interference cancellation and digital baseband interference cancellation, antenna cancellation can achieve sufficient self-interference cancellation for full-duplex operation [2] - [5] , [21] , [22] . In [2] , self-interference suppressing with multiantenna is exploited. In [21] , ideas of increasing analog/RF isolation were proposed to enhance selfinterference cancellation and allow compact radio design. In [3] - [5] and [22] analog and digital cancellation techniques were studied to enhance self-interference cancellation. There are two types of wireless full-duplex transmissions. In the first type of full-duplex transmission, three nodes are involved. In this case, only one node operates interference cancellation which transmit and receive at the same time, while the other two nodes operating on half-duplex mode. In the later type of full-duplex transmission, two nodes are involved and both are transmitting and receiving at the same time [8] , [9] . In this paper, the two-node full-duplex transmission scenario is considered.
Full-duplex transmission has been studied in relay networks as a mean of acquiring additional resources [23] - [29] . To fully utilize the potential benefits of full-duplex radios, networklevel mechanisms were also studied to apply full-duplex transmissions into different systems. To incorporate full-duplex into WLANs, where MAC protocols were designed for Half-duplex radios, new MAC protocols were designed to allow full-duplex transmissions [12] , [30] - [36] . Zhou et al. [32] presented a signaling mechanism based on pseudo-random noise sequences to enable multimodal operation of wireless links in a distributed channel access setting. The goal was to identify and support concurrent transmissions in the neighborhood.t adopts the pseudo-random links on-the-fly and explore the chance of exposed transmissions In [12] , a hybrid scheduler was presented, which defaulted to half-duplex operation but can assign full-duplex time slots when it was advantageous to do so. Kim et al. [34] explored the packet-alignment-based capture effect for concurrent transmission between the AP and two different clients, which can be fitted into scenarios that only the AP is full-duplex enabled. The secrecy performance of full-duplex relay networks was also studied in [35] , which showed that secrecy performance in relay networks can be significantly improved with full duplex jamming schemes.
There have been only a few works addressing the scheduling, resource allocation, and capacity region of fullduplex systems in orthogonal frequency division multiple access (OFDMA) multichannel networks. For half-duplex systems, scheduling and resource allocation were studied in many prior works, where the energy-capacity tradeoff was derived [37] and the energy-delay tradeoff was investigated in [38] . Resource allocation and channel assignment in OFDMA has been extensively exploited [14] , [15] , [39] , [40] , In [14] and [15] , scheduling and resource allocation decisions were addressed by minimizing queue length under an energy consumption constraint based on Lyapunov optimization. In [17] , a framework of the Lyapunov optimization was proposed to balance the energy consumption and queue length. In [41] , a subcarrier assignment and power allocation scheme was proposed to maximize the sum-rate performance. In addition, Due to imperfect self-interference cancellation, full-duplex is not always better than half-duplex [8] , [9] , [11] . In [12] , [13] , and [20] , the extra energy consumption and the limits of full-duplex were examined.
However, these works either did not take into account of the arrival of packets at different nodes or only worked for half-duplex systems. Hence, in this paper, we present a study of the full-duplex and half-duplex model selection, and the related scheduling and resource allocation decisions in multichannel, multiuser networks. The impact of full-duplex transmissions on the system capacity region will also be investigated.
III. SYSTEM MODEL AND PROBLEM STATEMENT
A. System Model
The system model is illustrated in Fig. 1 . We consider a WLAN with one AP, a set of nodes denoted as N = {1, 2, . . . , N}, and a set of orthogonal channels denoted as S = {1, 2, . . . , S}. The AP determines the channel assignment, transmission schedule, and transmission mode selection for both uplink and downlink transmissions. We assume that data is transmitted via the AP in packets, and there is no direct transmission among the nodes. The packets waiting for transmission are buffered and served in the first in first out manner. We assume a discrete time system. The uplink queue backlogs at the beginning of time slot t are denoted as Q u (t) = {Q u 1 (t), Q u 2 (t), . . . , Q u N (t)} and the downlink queue backlogs are denoted as
is the backlog of the uplink queue maintained at node i and Q d i (t) is the backlog of the downlink queue for node i maintained at the AP.
At time slot t, the arrivals of packets to the uplink queues are denoted as
The arrivals of packets to the downlink queues are denoted as
In addition, we assume that the arrivals of packets, either to the uplink or downlink queues, are i.i.d. over time. Note that analysis in this paper is general and does not require an specific arrival processes. The expectations, i.e., the average arrival rates, are
Recall that there are S = {1, 2, . . . , S} orthogonal channels. During each time slot t, a node can transmit and/or receive on one of the channels in S. The channel assignment decision for each node i is denoted as α i (t), where i ∈ N and α i (t) ∈ {S ∪ {0}} is the channel node i uses at time slot t. Note that α i (t) = 0 indicates that no channel is assigned to node i. In addition, each node can choose from three transmission modes: uplink, downlink, or full-duplex. The transmission mode selection is denoted as β i (t) ∈ {U, D, F}, where
and β i (t) = F indicate that at time slot t, node i selects half-duplex uplink, half-duplex downlink, and full-duplex transmission, respectively.
For the full-duplex mode, the residual self-interference is treated as interference. Let
=F be the uplink and downlink channel capacity of node i at time slot t, respectively, given that channel s is assigned to node i and the full-duplex mode is selected. Assuming block fading channels, we have
where B is the channel bandwidth; h u s and h d s are the channel gains between the AP and node i for the uplink and downlink channel, respectively; p u i (t) > 0 and p d i (t) > 0 are the uplink and downlink transmit power, respectively; η d and η u are the self-interference cancellation ratio at the AP and node i, respectively; and N 0 is additive white Gaussian noise power.
For half-duplex uplink transmissions, the uplink channel capacity for node i, given that it is assigned with channel s, can be written as
In this case, we have p u i (t) > 0 and p d i (t) = 0. For halfduplex downlink transmission, the downlink channel capacity for node i, given that it is assigned with channel s, can be written as
In this case, we have p u i (t) = 0 and p d i (t) > 0. Following the Lindley's equation, the dynamics of the uplink and downlink traffic queues can be described as
where
are the service rates in packets per time slot at time t for the uplink and downlink queues, respectively; T is the duration of a time slot, and L is the packet length in bits.
B. Problem Formulation
As can be seen from (3)- (6), the overall throughput can be enhanced with full-duplex transmissions, but at the cost of higher energy consumption. The energy efficiency maybe degraded due to the residual self-interference. There is a tradeoff between the overall queue length (which is indicative of delay) and energy efficiency with different transmission mode selections. Although both energy efficiency and throughput can be enhanced by transmitting only on good channels, there may be the extra delay to wait for the channel condition to recover from a deep fade.
The average total energy consumption of the system, over both uplink and downlink, all nodes, and time slots, can be written as
We also define the average queue length as
We schedule the uplink and downlink transmissions at the beginning of each time slot. According to the notion of throughput-optimal [15] , the objective is to minimize the average energy consumption while keeping all the uplink and downlink queues stable, when the input rates are within the system's capacity region. We have the following problem formulation:
where is the capacity region of the WLAN system. Constraint (12) forbids two nodes accessing the same channel and constraint (13) ensures that the schedule meets the notion of throughput-optimal.
IV. CAPACITY REGION AND THROUGHPUT-OPTIMAL SCHEDULING
As defined in [15] and [43] , a system is considered stable under a scheduling policy if the expectation of the queues lengths are bounded for an arrival rate vector λ. The capacity region of a system is the set of all the arrival vectors under which the system can be stabilized with some scheduling policy. In other words, if an arrival rate vector is within the capacity region, then there exist a scheduling policy that can stabilize the system. Otherwise, the system cannot be stabilized by any scheduling policy if the arrival rate vector is outside the capacity region. We also define throughput-optimal scheduling based on the notation of capacity region as in [15] . A scheduling policy is throughput-optimal if it stabilizes the system under any arrival rate vector that is strictly within the capacity region.
A. Capacity Region of the Multichannel Full-Duplex WLAN
We defined the capacity region of the system as follows. For any constant ≥ 0, if there is some scheduling policy that ensures
then λ = { λ u , λ d } is within the capacity region. All such λ vectors form the stability region of the multichannel full-duplex WLAN system. The definition is straightforward. For given { λ u , λ d } within the capacity region, if there exists some scheduling policy that ensures (14) and (15) for some ≥ 0, then such scheduling policy can stabilize the WLAN system.
B. Capacity Region for Half-Duplex and Full-Duplex Systems
It is easy to see that the capacity region of a full-duplex system will be a super set of that of the corresponding halfduplex system. We use a special case to illustrate how the capacity region is expanded with full-duplex transmissions. Let us consider a system where N = 1 and S = 1 with fixed
We also assume that the channel condition remains unchanged during the entire process. The we have the following properties for the capacity regions of full-duplex and half-duplex systems. The proofs are provided in Appendices A and B, respectively.
Theorem 1: For a half-duplex system with N = 1 and S = 1, the capacity region can be represented as follows:
Consider a full-duplex enabled system with N = 1 and and
The capacity region of this system can be presented as follows.
1) If μ a + μ b ≤ 1, then the capacity region is degraded to that of the corresponding half-duplex system.
The capacity region when μ a + μ b > 1 is illustrated in Fig. 2 . When μ a + μ b ≤ 1, the capacity region of the full-duplex system is degraded to that of the corresponding half-duplex system (i.e., the triangle area). When μ a + μ b > 1, the capacity region of the full-duplex system is the expanded quadrilateral. The piece-wise linear boundary is defined by (17) and (18) . It can be derived from (18) 
which is greater than b since μ a + μ b ≤ 1. Therefore the full-duplex capacity region is really larger than that of the half-duplex system. The ver-
is where the two lines defined by (17) and (18) 
V. SOLUTION ALGORITHM AND PERFORMANCE ANALYSIS
In this section, we present a scheduling algorithm based on the Lyapunov optimization framework [17] , which involves channel assignment [44] , transmission schedule, and transmission mode selection for the multichannel full-duplex WLAN. The operation of this algorithm requires no stationary distribution or future information about the channel processes or the arrival processes to the queues. It only requires information on current uplink and downlink queue lengths and channel conditions, and is thus an online algorithm.
A. Lyapunov Optimization-Based Scheduling Algorithm
Following the Lyapunov optimization framework, we first define the Lyapunov function L(Q(t)) as:
is small if and only if all the queue lengths are small; L(Q(t)) will become large if any of the queues is congested. The system is thus stable when E{L(Q(t))} < ∞.
Assuming Q u i (0) = 0 and Q d i (0) = 0, for all i, the system is stable when
We can thus minimize the drift in every time slot t to maintain a finite expectation for L(Q(t)). It follows the queue dynamics (7) and (8) that:
Substituting (23) into (21), we have
which is bounded if the arrival rate and service rate of each uplink and downlink queue are bounded. This is true if the arrival rates are within the capacity region of the system.
we then obtain the drift-plus-penalty (L(t)) + VE{P(t)} as in [17] , by incorporating the energy penalty (i.e., the overall energy consumption at time t) with a positive coefficient V. Parameter V indicates the significance of energy consumption to the nodes. That is, the more emphasis on energy consumption, the greater the value of V. In particular, V = 0 indicates that the nodes are not sensitive to energy consumption at all. Based on (24), we can derive an upper bound on the drift-plus-penalty as
Ignoring the constant , we minimize the second and third terms on the right-hand-side of (26) , that is
at each time slot t in order to minimize the drift-plus-penalty. Notice that can be rewritten as
The first term on the right-hand-side of (28) ,
}, only depends on the arrival rates and the current queue lengths. Therefore, it does not affect the scheduling decision. We only need to maximize (due to the negative sign) the second term of , which is a function of both α i (t) and β i (t).
Let the channel assignment be α(t) = {α 1 (t), α 2 (t), . . . , α N (t)} and the transmission mode selection be β(t) = {β 1 (t), β 2 (t), . . . , β N (t)}. We have (t) α(t), β(t) =
Let the optimal channel assignment be α * (t) = {α * 1 (t), α * 2 (t), . . . , α * N (t)} and the optimal transmission mode selection be β * (t) = {β * 1 (t), β * 2 (t), . . . , β * N (t)}. To find the optimal schedule { α * (t), β * (t)}, we first need to identify the transmission mode for a given channel assignment α i (t) = s for each node i. That is
Note that ψ i (t) = 0 if no transmission is conducted. Therefore, we have
We need to find the optimal channel assignment α * (t) based on ψ * i (t)| α i (t) , for i = 1, 2, . . . , N. The channel assignment problem can be transformed into a maximum weighted bipartite matching problem [42] . In the bipartite graph G, nodes and the channels represent the two independent sets of vertices: 1) the set of nodes G 1 and 2) the set of channels G 2 . In graph G, the weight of the edge between a vertex in G 1 (i.e., a node i) and another vertex in G 2 (i.e., a channel s) is set to ψ * i (t)| α i (t)=s . This way, the maximum weighted bipartite matching of graph G corresponds to the optimal channel assignment α * (t). The maximum weighted bipartite matching problem can be solved with the Hungarian method [18] .
The complexity of the Hungarian method is O(NS
When the optimal channel assignment is solved, the optimal transmission mode β * i (t) for node i is readily obtained as in (31) 
. Now we obtain the optimal schedule { α * (t), β * (t)} as well as the corresponding (t)| α * (t), β * (t) . Then we can assign the channels and decide the transmission mode for each node based on the optimal schedule. Note that ψ i (t)| α * i (t),β * i (t) = 0 if no transmission is scheduled for node i; so node i transmits if and only if
The detailed algorithm for deriving the optimum schedule { α * (t), β * (t)} is presented in Algorithm 1, which is executed at the beginning of each time slot.
B. Performance Analysis
We have the following theorem on the optimality of Algorithm 1.
Theorem 3: The schedule { α * (t), β * (t)} obtained by Algorithm 1 achieves the maximum (t).
Proof: For any schedule { α(t), β(t)}, we have (t)| α(t), β(t) ≤ (t)| α(t), β * (t) , where β * (t) is the transmission mode selection under channel assignment α(t) as in (31). We also have (t)| α(t), β * (t) ≤ (t)| α * (t)
, β * (t) for any channel assignment α(t), according to maximum weighted bipartite matching. Therefore schedule { α * (t), β * (t)} is optimal.
We also derive the upper bounds for the expectations of average sum queue lengths of all the uplink and downlink queues and the corresponding average total energy consumption as follows. The proof is provided in Appendix C.
Theorem 4: Assume that the arrival rates to the queues, λ u and λ d , are strictly within the system's capacity region, i.e., the system can be stabilized under certain { α(t), β(t)}. Then the upper bounds on the average sum queue lengths and average energy consumption under Algorithm 1 can be derived as lim sup
where P opt is the minimum average energy consumption under any stable scheduling strategy, P is the average energy consumption under the proposed algorithm, > 0 is the distance between the arrival rates { λ u , λ d } and the system capacity region under the proposed algorithm, and is given in (24) . The asymptotic stability performance of Algorithm 1 is given in the following theorem. The proof is provided in Appendix D.
Theorem 5: If the arrival rate vector
VI. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the proposed algorithm through MATLAB simulations. We assume that the maximum transmit power is 46 dBm at the AP and 23 dBm at the nodes. We assume a 110 dB self-interference cancellation in both uplink and downlink transceivers. For the wireless channels, we adopt the commonly used Okumura-Hata model for small and medium-sized cities. Each channel has a bandwidth of 360 kHz. There are 12 nodes and 10 channels in the WLAN system.
We compare the average energy consumptions and queue lengths of a half-duplex only system and a full-duplex system under different V values. The simulation results are presented in Figs. 3-6 for different traffic arrival rates. From the simulations, we find that the full-duplex system always outperforms the half-duplex only system with respect to both average queue length and energy consumption. Moreover, there is a tradeoff between the average queue length and energy consumption for the full-duplex system under different V values.
We also validate the capacity region analysis for both half-duplex only system and full-duplex system. The simulated results are presented in Figs. 7-9 . For the one channel and one node system, the simulations confirm the shape of the expanded capacity region of the full-duplex system, as indicated by our analysis. We also find that for multiplechannel systems, the full-duplex capacity region also expands in similar manner as in the one channel and one node system. More specifically, Fig. 3 presents the average queue length versus traffic load. When V = 0, the scheme only minimizes the drift and does not care about energy consumption. In this case, the average queue length of the half-duplex case is always greater than that of the full-duplex case. Moreover, in the half-duplex only case, the queues cannot be stabilized when the arrival rate exceeds 25. In the full-duplex case, the queues can be stabilized until the arrival rate reaches 38. Clearly, full-duplex transmissions are helpful to keep the queue backlog low and increase the capacity region of the WLAN. It is also interesting to see that for all the full-duplex cases, the queues can be stabilized when the arrival rate is lower than 38, indicating that different V values do not affect the stability of the system. Moreover, the average queue length increases when V is increased, as indicated by the upper bound of average queue length (34) in Theorem 4. Fig. 4 presents the average energy consumption versus traffic load. We find the average energy consumption of the half-duplex only case is smaller than that of the full-duplex cases under heavy load, when the queues become unstable. However, in the stable capacity region of the half-duplex only case (i.e., when the arrival rate is lower than 25), the average energy consumption of the half-duplex only case is greater than that of the full-duplex cases with V > 50. This is because when V > 50, the energy consumption is more seriously considered (i.e., in the drift-plus-penalty) and the nodes would transmit only when the energy efficiency is high. For the full-duplex case with V = 0, the average energy consumption is the highest among all the cases, since the proposed scheme does not consider energy efficiency. Furthermore, the energy consumption drops when the arrival rate is greater than 38. This is due to the unbalanced service rates of the uplink and downlink. When the queues are not stable, more uplink transmissions were made; the uplink transmit power is comparatively smaller than that of the downlink transmissions. Finally, it can be seen that the energy consumption decreases when V is increased, as indicated by the upper bound of average energy consumption (35) in Theorem 4. Fig. 5 presents the average queue length versus V values. It shows that the average queue length increases almost linearly with V, which conforms the analysis in (34) . With a small V value, i.e., V < 125, the average queue length of the fullduplex system is shorter than that of the half-duplex only system. It indicates that when power consumption is not a concern, full-duplex has been used to reduce the queue length. With a high V value, the queue length curve of the full-duplex system almost overlaps with that of the half-duplex system. It indicates that when power consumption becomes an issue, full-duplex transmission is rarely applied. Fig. 6 presents the average energy consumption versus V values. It shows that the average power consumption decreases as V is increased, which validates the analysis in (35) . With a small V value, i.e., V < 125, the full-duplex system consumes more power by invoking full-duplex transmissions to reduce the queue length. With a high V value, full-duplex transmission is rarely used and the power consumption of the full-duplex system is almost the same as that of the half-duplex system (when λ = 15 in both cases).
We next present our simulation results on capacity region. In Fig. 7 , we plot the capacity region of a one node and one channel system. We show the average queue length versus downlink arrival rate λ d 1 , while the uplink arrival rate λ u 1 is fixed at different values. When the queue length goes to infinity, the corresponding downlink arrival rate λ d 1 indicates the maximum capacity the system can provide. It can be seen that the maximum downlink arrival rate decreases as the maximum uplink arrival rate is increased. We find that for λ u 1 = 5, 10, 15, the decreasing rate of the maximum λ d 1 is much smaller than that for λ u 1 = 20, 25. This is because the capacity region is expanded when full-duplex transmissions are enabled.
The capacity regions for full-duplex and half-duplex systems are presented in Figs. 8 and 9 , for the one node/one channel system and a 12-node/10-channel system, respectively. It can be seen that the capacity region of the half-duplex system is in the form of a triangle. The capacity region of the full-duplex system is in the form of a quadrilateral, which encompasses the capacity region of the half-duplex system. When λ u 1 = 0, both half-duplex and full-duplex systems have the same capacity (i.e., b in Fig. 2) , as full-duplex cannot be applied when there is no bidirectional traffic. This simulation study also verifies the capacity region analysis presented in Section IV-A. We also notice that the capacity region for the 12-node/10-channel system has a similar form, but is larger than that of the one-node/one-channel system. This is due to the channel diversity in the multichannel system. 
VII. CONCLUSION
In this paper, we proposed a scheduling algorithm to jointly decide the channel assignment, transmission scheduling, halfor full-duplex transmission mode selection for each node in a multichannel full-duplex WLAN. The proposed scheme was based on Lyapunov optimization and is an online algorithm. We also proved the optimality of the proposed algorithm and derived upper bounds for the average queue length and energy consumption under the proposed algorithm. We evaluated the performance of the proposed algorithm with simulations. We showed that under the proposed algorithm, there was a tradeoff between the average queue length and energy consumption with different V values.
APPENDIX A PROOF FOR THEOREM 1
We examine two cases. The first case is when
Consider a scheduling policy that schedules half-duplex uplink transmission with probability (5) and (6), we have
Then (14) and (15) hold. (14) and (15) require scheduling half-duplex uplink transmission with a probability at least λ u 1 /a and scheduling half-duplex downlink transmission with a probability at least If μ a +μ b ≤ 1, the system does not benefit from full-duplex transmissions. If a node uses full-duplex transmissions with a probability π , it achieves a throughput of π aμ a for the uplink and π bμ b for the downlink. To achieve the same throughput, it only needs to conduct half-duplex uplink transmissions with a probability πμ a and half-duplex downlink transmissions with probability πμ b , whereas
So full-duplex transmissions do not increase throughput for the system. In this case, if the system can be stabilized by a schedule policy when full-duplex is enabled, it should be stabilized by a schedule policy with only half-duplex transmissions. Therefore, the capacity region of the full-duplex system is degraded to that of the corresponding half-duplex system in this case. If μ a +μ b > 1, we derive the capacity region when λ u
, the proof is similar and we omit it for brevity.
We first prove that the system can be stabilized with some scheduling policy if the arrival rate vector satisfies (17) . If we schedule full-duplex transmissions with a
, and half-duplex uplink transmissions with probability (λ u
Therefore the system can be stabilized with some scheduling policy.
Next, we prove that if the arrival rate vector is beyond the defined capacity region, that is, (39) then there is no scheduling policy that can stabilize the system. We also only prove the case of λ u
is similar and omitted for brevity. For ease of presentation, we define the probability of half-duplex uplink transmission as π u 1 , the probability of half-duplex downlink transmission as π d 1 , and the probability of full-duplex transmission as π f 1 . Assume a scheduling policy with π d 1 = 0. To stabilize the system, the downlink throughput should be no less than the downlink arrival rate to the queue, that is,
Furthermore, the uplink throughput should be no less than the uplink arrival rate to the queue, that is,
Substituting (40) and (41) into (39), we have
Since
Thus it follows (42) that:
is invalid and there is no schedule policy with π d 1 = 0 that can stabilize the system.
We next examine two cases and show the following.
If there is a feasible scheduling policy ψ with π d 1 > 0 that can stabilize the system, then there is a corresponding scheduling policy ψ with π d 1 = 0 that can also stabilize the system.
If there is a feasible scheduling policy ψ with π u 1 > 0 that can stabilize the system, then we can derive a feasible scheduling policy ψ with π u 1 = 0 that can also stabilize the system.
The inequality is due to μ a + μ b > 1. Thus ψ is feasible and can achieve a throughput no less than that of ψ. It can stabilize the system.
We can also show that
Thus ψ is feasible and can stabilize the system. Furthermore, since ψ stabilizes the system, the uplink throughput should be no less than the uplink arrival rate, i.e.,
Substitute the inequality λ u
That is, the throughput of full-duplex transmissions alone should stabilize the downlink queue. Hence we conclude that a schedule policy ψ with π u
1 /μ a can stabilize the system.
APPENDIX C PROOF FOR THEOREM 4
According to Theorem 3, Algorithm 1 maximizes (t), which then minimizes (t). It follows that:
, and P * (t) are the terms corresponding to any (possible randomized) scheme. Now consider a randomized scheduling policy that achieves the optimal energy consumption and stabilizes the system, i.e., for i ∈ N E P * (t) = P 
where P opt is the minimal energy consumption under the corresponding scheduling policy that stabilizes the system, i.e., both (47) and (48) For a stable system, we have 
Then we have
(L(t)) + VE{P(t)} ≤ + E
Note that (L(t)) + VE{P(t)} ≥ 0 is guaranteed in Algorithm 1. Thus we have
It follows that:
lim sup + max{VP(t)} where max{P(t)} is maximum power consumption of the system, which is a bounded constant.
According to our definition of capacity region, there exists a feasible schedule policy * such that 
