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Abstract-A first order, quadratic integro-differential equation is introduced which de- 
scribes the time varying volume distribution of an ensemble of particles undergoing 
concurrent coalescence and fracture. Advantages of this model and features of its so- 
lution are discussed and an example is given. 
INTRODUCTION 
A number of mechanical and physiochemical phenomena involving ensembles of particles 
result in a change in the number of particles in the ensemble with time and a concurrent 
alteration in the average particle volume subject to the constraint of ensemble volume 
conservation. Ostwald ripening[l, 21, which involves the growth of immobile particles 
dispersed within a matrix, is a classic case in this regard. Other processes which result 
in an increase in the average particle volume involve coalescence processes in which 
mobile particles collide with each other and fuse together. Aerosol agglomeration[31, the 
coalescence of voids and bubbles in, for example, irradiated materials[4-71, the coales- 
cence of solid particles during liquid phase sintering[8-101, and the growth of inclusions 
in castings[ 1 l] are all examples of coalescence phenomena. In comminution, a step in ore 
beneficiation, particles are subjected to repetitive fracture; the number of particles in- 
crease and their average size decreases during comminution. At least one process, me- 
chanical alloying, involves concurrent coalescence and fracture[ 121. In mechanical alloy- 
ing of metal powders, the particles are inserted into a high energy mill; during the process 
particles are not only fractured but are, as a result of cold welding, also coalesced. De- 
pending on the relative tendency of fracture vis-a-vis coalescence[ 131, the average volume 
may decrease or increase in mechanical alloying. In this paper we are concerned with 
particle size distributions for cases where both coalescence and fracture events occur. In 
the mathematical development employed we assume the fracture and coalescence events 
occur instantaneously; that is, the time frame during which two particles coalesce, for 
example, is very short compared to the time scale of the process considered. 
We aie interested in the time variation of the particle size distribution. U(X, t) dr is the 
number of particles with volume between x and x + dx at time t. Considering both co- 
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alescence and fracture events, the time variation of u(x, t) has been modeled by the 
equation 
au I 
-x 
-= 
at 
-Bx"u(x, t) - CxYu(x, t) yyu(y, t) dy 
0 
I 
r 
+ 2B G(Y, X)Y”U(Y. f) dy 
.r 
+; I ;'yy(I - Y)'u(Y. tMx - Y, t) dy. 
The first term on the right side of (1) represents the number of particles of volume x 
lost per unit time due to fracture. The parameters B and cx are constants representing the 
“tendency to fracture” and the dependence of fracture on particle size respectively. 
Typically (Y would vary from zero to one depending on the nature of the particles. The 
second term in the right side of (I) models the loss of particles of volume x through 
coalescence. The coalescence probability per unit time for particles of volumes x and y 
is assumed equal to CxYyY where the constant C, represents a “coalescence tendency” 
and the constant, y, the dependence of coalescence on particle size. If particles are spher- 
ical and coalescence depends on surface area, y = 2/3. Since coalescence can occur with 
a particle of any volume, the integral has limits zero to infinity. The third term in (1) 
represents the gain in the number of particles of volume x when a larger particle fractures. 
The factor of two accounts for the fact that two particles are generated from one for each 
fracture event. The function G(y, x) represents the “fission spectrum” of fractured par- 
ticles. This function is usually not known a priori. The precise conditions that G must 
satisfy depend on the space in which (I) is to be solved. However, minimal conditions 
which must always be required of G are: 
(i) 
(ii) 
(iii) 
G B 0 is Lebesgue measurable on [0, Vo] x 10, V,,] and G = 0 for x > y; 
I 
v 
0 
G(y, x) dx = 1 for all y E (0, Vo); 
(2) 
I 
oy xG(y, x) d.x = y/2 for all y E (0, Vo) and moreover G(y, x) for fixed y is 
symmetric about x = y/2. This follows because when a particle of volume y 
fractures two particles of volumes x and y - x must result. 
If fracture results in all smaller volumes with equal probability then 
WY, x) = 
I/y o<xsyc V” 
0 otherwise. 
Note in (2) and (3) the subsequent modification in (1) has been anticipated (see (8) below) 
with the introduction of the constant V. (the total ensemble volume) into the definitions. 
This obviates restating (2) and (3) below; for now merely replace V, by infinity. 
Finally, the fourth, convolution-like term in (1) represents the gain per unit time in 
particles of volume x due to coalescence of a particle of volume y with one of volume x 
- y. The integral sums over all y between zero and x. 
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Equation (1) is similar to the form of the coagulation equation given in [14, p. 2361 
equation (2.100) and studied by Z. Melzak (see [15, 161). Various equations have been 
labeled as the coagulation equation. Some reflect probabalistic models, others kinetic 
models. Some are discrete forming a (usually infinite) system of ordinary differential 
equations, while others, like (I), are continuous resulting in an integro-differential equa- 
tion. See [14], chapters one and two, for an extensive survey of all these approaches. 
Equation (1) is part of an initial value problem when the initial volume distribution IS 
specified: 
14(x, 0) = UO(X). (4) 
The total ensemble volume at t = 0 is then V,, = Jg xu&) dx. The following two theorems 
convey important information regarding the behavior of solutions to the problem (1) and 
(4). 
THEOREM 1. Suppose a solution to (1) and (4) exists a.e. in [O, x] for 0 d r < 7’,, s x 
such that u(x, t) and g(x, t) = X’U(X, t), for 6 = max{a + 1, y + I}, are bounded by h(x) 
E L I [O, x] for all t in [0, To]. Then this solution conserves volume, 
I 
r 
xu(x,t)dx=Vo for Ost<T,,. 
0 
Proof. Because of the uniform bound on u and g the right hand side of (1) may be 
uniformly bounded by a time independent L,[O, x] function. Thus 1 duldt 1 is likewise 
bounded. Since &/at is dominated by an integrable function 
xu(x, t) d_X = 
= all 
= X z (X, t) d_X = =fJ(u)(x, t) dx 
where d(u) represents the quadratic integral operator on the right side of (1). Showing 
I = x.squ)(x, t) dx = 0 0 
is an exercise in Fubini’s theorem in which 2(iii) is required. 
THEOREM 2. Given the hypotheses of theorem 1, assume coalescence alone acts (B 
= 0) and define N(t) = Jo” u(x, t) du to be the total number of particles in the ensemble 
at time t. Then if y = 0, 
N(t) = 2NoI(NoCt + 2) (5) 
andify = 1, 
where 
N(t) = No - (1/2)CV:,r (6) 
uo(x) dx is the initial number of particles. 
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Proof. Given the hypotheses of the theorem, 
dN -= 
dt I 0Z 2 dx = LX dx {f lo‘ y’(x - y)‘u(y, t)u(x 
J 
x 
- y, t) dy - Cxyu(x, t) (7) o 
Ify = 0 
JT,x dx 1 dy U(Y, tMx - Y, t) = f dy u(y, t) lx dx LI(X - y, t) = N* 
by Fubini’s theorem. Thus dNldt = - C/2 N* and the solution is (5). If y = I equation 
(7) implies dNldt = - C/2 [J;;’ y cr(y, t) dy]*. By theorem I this implies dNldt = - C/ 
2 Vi and the solution is (6). This proves theorem 2. 
Equations (5) and (6) illustrate a problem with using (1) as a model. In the special cases 
defined in theorem 2 the total number of particles can drop below unity. If y = 0 (5) 
shows N(t) goes asymptotically to zero while the situation if y = 1 is even worse. When 
t > tl = 2N,JCV~, N actually becomes negative. Clearly u(x, t,) = 0 a.e. and in this case 
when t > tl (1) implies 14 = 0 a,e. The solution hypothesized in theorem 1 can exist only 
for 0 I t < To 5 tl when y = I. In the case y = 0 N(t) falls below unity at to = 2(No 
- l)/CNo. In both cases one can simply assume the model breaks down when N(t) = 
1. Thereafter the physical system remains in the state where all material is invested in 
one particle (unless fracture is present so B > 0). To interpret the mathematical solution 
for time beyond these fixed values one is forced to define fractional particles of total 
volume greater than Vo. For example, one could speak of one half a particle of volume 
2Vo, one third a particle of volume 3Vo etc. Mathematically the solution U(X, t) moves to 
the right and approaches zero as t -+ x, since total volume must be conserved. The same 
problem may appear in other applications involving the coagulation equation which is 
also defined on [O, m] (see [14], equation (2.100)). Perhaps the modification given in (8) 
below can thus be employed more generally. 
An improved model 
In order to provide consistency, obviate nullifying the model at some point in time, 
eliminate the infinitude of mathematical states corresponding to the same physical state 
and provide a more tractable theoretical and numerical problem the following modification 
to (1) is introduced: 
au -= - 
at 
Bx”u(x, t) - Cxyu(x, t) lv”-x yyu(y, t) dy 
I 
“0 
+ 2B WY, X>Y”U(Y, t) dy x 
+; 
I 
ox Y’(X - Y)‘u(Y, tMx - y, t) dy 
for t 2 0, 0 i x I VO with u(x, 0) = uo(x). 
(8) 
The change represented by (8) appears in the two middle integrals. The second is integrated 
to V. - x, the third to Vo, instead of infinity. Physically this is justified because the second 
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term represents the loss of particles of volume x through coalescence. If a particle of 
volume x exists, then the volume remaining to the rest of the ensemble is V. - x. No 
larger volumes should be considered. The third term represents the increase in particles 
of volume x from fracture of larger particles. The range of volumes possessed by such 
particles is clearly from x to V,,. 
Regarding the solution to (8) the following theorem was proven in [ 171. Since u(., t) is 
viewed as an element of a Banach space the more appropriate I notation is adopted 
hereafter. 
THEOREM 3. Let G satisfy (2) and 
s- vo SUP y”G(y, xl dy < x5 .\ElO.V~~l r (9) 
and define X = {f: f Lebesgue measurable, 11 f /IX = SU~,~LO.~~,) ( f(x) 1 < x}. Then if ug 
E X (resp. L,[O, V,,]), u&c) 2 0 for .Y E [O, Vo], Sk”’ .ur,,(.r) d.u = V. and y 2 l/2. there 
exists a unique solution, u(t)(x), in X (resp. L, [O, V,,lJT valid for all f 2 0, to the integrated 
form of (8), 
f 
u(t) = /A() + Au(s) ds, (10) 
where A represents the quadratic integral operator on the right side of (8). Furthermore 
this solution is nonnegative, U(~)(X) 2 0 for all t 2 0, x E [O, V,], and preserves totai 
volume, J$“’ ~(t)(x) d_x = Vo. Finally the solution depends continuously on the initial 
distribution, uo(x), as long as ug is nonnegative and satisfies 
I 
vo 
xu&) dx = v,,. 
0 
If (9) is replaced by the assumption that the map x -+ G(., x)(.)~ is in C(0, VO; L, [O, Vo]) 
then theorem 3 holds in C[O, V,] as well. It is important to note that the uniform fission 
spectrum given in (3) satisfies this condition as well as (9). 
That the model (8) succeeds in avoiding the problems inherent in (I) is clear from the 
following. 
Corollary 1. If N(t) is as defined in theorem 2 where u is the solution to (8) given by 
theorem 3 in either X, L,[O, VOI or C[O, VO], then N(t) 2 1. 
Proof. vn = Jov” xu(t)(x) dx 9 V() JZ’ u(r)(x) dx = VoN(t) from which the conclusion 
follows. 
Computational considerations 
The proof of theorem 3 presented in [I71 employed the standard procedure of using 
Picard iteration and showing the iterates converge in the appropriate Banach space to a 
solution. This method can actually be utilized to compute approximate solutions either 
analytically or numerically. 
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THEOREM 4. Let 9 be the integral operator on the right side of (10). Define u,(t) = 
u. and U, = yell, _ , . Then 
M.W 
NN(t)(X) = c FkN(X)P (I 1) 
k = 0 
where F&X) = u&c) for N 2 1, MN = 2N- ’ - 1 and the coefficients {FkN} are generated 
recursively according to 
I 
vo 
Fk,N+,(x) = -Bx”Fk_,,N(x)k-’ + 2BkK’ WY, X)y”Fk- I,N(Y) dy 
* 
k-l vo-x 
- CxYk-’ 2 F&x) 
n=O I 0 
Y’ FLn- I.N(~) dy 
+ Wk)-’ Joxyy(x - Y)’ ‘2’ F,,,(y)Fk-.-I,N(X - Y) dy 
n = 0 
fork= 1,2 ,..., MN+ l,and (12a) 
MN Vu--x 
Fk.,v+ I(x) = - CxYk-’ Ix F~,N(X) I 0 Y’Fk-,-‘.N(Y) dY n=k-MN- I 
+ C(2k)-’ ._kg,_, hXY’(x - y)YFn.N(Y)Fk-n-,,dX - y) dy 
fork = MN + 2,. . . ,~MN + 1 = MN+,. (12b) 
Proof. Equation (11) clearly gives ul (t) = uo. Then uZ(f) = ~1~ + j-6 Au0 dr = uo + 
t Au0 and (Auo)(x) = Flz(x) as computed by (12a). The rest proceeds by induction. If it 
is assumed UN is given by (11) with {FkN} given by (12) in terms of {Fk.+ ,} then ilN+ I (t)(X) 
= uO(x) + j’h (ALIN) dr. Substituting AuN into the above integral and integrating with 
respect to r from 0 to t we get: 
MN 
UN+ ‘(t)(X) = UO(X) - Bx* c (k + I)-‘FkN(X)t”+’ 
k=O 
MN MN 
/ 
vu - .r 
- cXy x c FkN(X)(k + j + l)-‘tk+.‘+’ ,) Y~F~N(Y) dy 
k = O ,j = 0 
+ 2B 2 (k + 1)-It”+’ 
_f 
VII 
G(Y, X)Y”FkN(Y) dY 
X=0 .v 
MN MN 
+ (C/2) 2 x (k + j + l)-‘tk+.j+’ Yy(X - Y)YFkN(y)FjN(X - Y) dY. 
k=O jr0 
Grouping according to like powers of t yields 
~MN+ I 
UN+‘(f)(X) = h(X) + c Fk.N+‘(X)f’ 
k=I 
where {Fk,N+ ,(x)} is given by (12) and 2MN + 1 = MN+, . This proves theorem 4 
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Concerning the coefficients {F,w} the following corollary to theorem 4 is of interest. 
Corollary 2. If {FkN} is defined as in theorem 4 it follows 
FN--I.N(X) = FN- I,h’+k(X) for N 2 2 and k 2 1. 
Proof. An induction argument is again employed. First, F, ,,? = F, .,! + , for n 2 2 follows 
by (12a) since FoN = u. for N 2 1. Now assuming F,,, = Fk,,,+ , for n 2 k + 1 and k = 
1 9 . . . , N - I it is necessary to show FN,, = FN.,!+ I for n 2 N + I. It is a routine 
exercise to show that (12a) again applies and that this together with the induction hy- 
pothesis completes the proof. 
Corollary 2 implies that when computing llN+, from UN the first N - 1 terms given in 
(11) remain unchanged. Once FN- I.N is computed it is fixed in all subsequent iterations. 
This suggests that the second subscript can be dropped from FX,~ for k 5 N - I. Define 
c,+,(f)(X) = ~~&: b&t”, where bl, = FL.N is computed recursively from (12a) namely, 
I 
V0 
b/‘(X) = -Bx”bk_,(x)kk’ + 2Bk-’ G(y, x)yabk--l(y) dy _‘i 
- CxYk-’ 1%; b,,(x) kvopX yYbk-n-,(y) dy 
+ C(2k)-’ JoX y’(x - y)’ ‘i’ b,(y)bk-n-,(x - Y) dy 
?7=0 
for k L 1 where b. = UO. (13) 
THEOREM 5. Given the hypotheses of theorem 3; it follows 
hm tiN = 5 bk(X)t' = U (14) 
N--t== X=0 
where u is the solution of (8) given in theorem 3. The convergence is in the X or L, norm 
and is valid for 0 5 t 5 T for some T > 0. 
Proof. From (13) it follows that 
(k + 1) 11 bk+, 11 c M 
[ 
11 bk iI + i: II bn II 11 h--n II where I/ * II 
n=O I 
represents either norm and M is a positive constant depending on the problem parameters 
and the choice of norm. Thus if the sequence {ok} is defined by 
[ 
k 
(k + l)ak+l = M ak + c. a,,ak-, 7 1 (10 = II b,, II = II ~lr) II, ,I = 0 
it is clear that {ak} majorizes { II br /I }. Using standard transform methods {aA} may be 
expressed as 
a0 
ak=. 
I 27rl 1 
exp(M/z)zk- ‘(1 + a0 - a0 exp(Mlz))- ’ dz 
= Mk(k!)-’ g nk(aOl(l + a0))“, (1% 
n=l 
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where r is any contour containing the origin. Bounding the integral in (15) in the usual 
way yields 
(16) 
The series in (15) implies that (16) is the best bound available since the series grows like 
k! as k + =. Thus there is some M. such that 1 uk 1 4 aoMi. Hence, I/ bk 11 c II u. 11 A46 
for k 2 1. If T > 0 is defined such that T < M,: ’ then the series in (14) converges uniformly 
in t in [O, T]. Thus for t E [O, T] the series in (14) can be substituted into the right hand 
side of (IO). By (13) and the interchange of summation permitted by the uniform con- 
vergence it follows that the series satisfies (IO). This proves theorem 5. 
Equations (I 3) and (14) are analogous to equations (7.3) and (7.2) respectively in chapter 
7 of [14], where a similar approach was taken for the coagulation equation. 
Example. As an example, let G be the uniform fracture spectrum given in (3) and 
take uo(x) = Voxc: ’ 6(x - x0) which depicts the situation where all particles initially have 
the identical volume, x0. The Dirac &function is technically not an element of any of the 
Banach spaces in which (8) was solved, but insofar as the integrals are concerned it 
simulates the effect of such elements. The constant Voxo is required so LI()(x) satisfies 
the volume condition of theorem 3. Using (13) with ho(x) = udx) it follows 
b I (xl = - BVoxo - ‘x%(x - x0) + ~Bx~~*H(x~~ - x) 
- cv:xzIP *x-%(x - xo)H( vo - X() - x) 
+ (c/2)v;xy-%(x - 2x0), 
where H(x) is the unit step function at zero. Considering u,(t)(x) = L/~(X) + b,(x)t as a 
small t approximation to u(t)(x) two new features are observed. Besides the original pulse 
at x0, a new pulse has appeared at x = 2x0, clearly due to coalescence. The second term 
above also introduces a uniform, continuous distribution which grows with time for 0 c 
x < x0. This is clearly the effect of fracture. 
Applying (I 3) again, 
b*(x) = - (B/2)x”b,(x) + B ~rv’y”-‘bdy) dy 
““--* yYb,(y) dy + b,(x) kvO-~’ yYbo(y) dy] 
+ (C/4) JoX Y’( x - y)Y[bo(y)b,(x - Y) + h(y)bo(x - Y)I dy. 
In the interest of brevity the exact calculation of b*(x) will be omitted in favor of a qual- 
itative analysis. The first, third and fourth terms in b2 add nothing qualitatively new. The 
second term adds a constant multiplying H(2xo - x) and so extends the continuous dis- 
tribution out to 2x0, as do the last two terms. In addition, the last two terms also contribute 
a 6(x - 3x0) term indicating the appearance of a pulse at 3x0 due to coalescence. Thus 
~7, and fi2 give the expected evolution of the system for small t. Successive terms would 
display pulses at 4x0, 5x0 etc. and the extension of the continuous distribution. Due to 
complexity this computation will have to be undertaken numerically. 
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