Abstract: This paper reports the development of an enhanced two-dimensional (2D) numerical model for the simulation of flow hydrodynamics and mass transport in meandering channels. The hydrodynamic model is based on the solution of the depth-averaged flow continuity and momentum equations where the density of flow varies with the concentration of transported mass. The governing equation for mass transport model is the depth-averaged convection and diffusion equation. The dispersion terms arisen from the integration of the product of the discrepancy between the mean and the actual vertical velocity distribution were included in the momentum equations to take into account the effect of secondary current. Two laboratory experimental cases, flow in mildly and sharply curved channels, were selected to test the hydrodynamic model. The comparison of the simulated velocity and water surface elevation with the measurements indicated that the inclusion of the dispersion terms has improved the simulation results. A laboratory experiment study of dye spreading in a sine-generated channel, in which dye was released at the inner bank, centerline, and outer bank, respectively, was chosen to verify the mass transport model. The simulated concentration field indicated that the Schmidt number can be used as a calibration parameter when dispersion is computed using a 2D approach with a simplified turbulence model.
Introduction
Flow passing through meandering channels is obviously of a three-dimensional (3D) nature because of the secondary flow, which is a transverse circulation induced by the centrifugal force (Anwar 1986; Bathurst et al. 1977 Bathurst et al. , 1979 Bathurst et al. , 1981 Thorne and Hey 1979) . Measurements by Rozovskii (1961) and de Vriend (1979 Vriend ( , 1980 Vriend ( , 1981 have shown that the secondary flow near the water surface moves toward the outer bank, and that near the bed moves toward the inner bank. Consequently, the shear force, which has the same direction as the local flow close to the bed, deviates slightly from the direction of the mean flow (Engelund and Skovgaard 1973) .
It requires a 3D hydrodynamic model to accurately simulate flow in meandering channels. Recently, several 3D models have been developed by Hu (1990), de Vriend (1980) , and Shimizu et al. (1990) to simulate the flow field in meandering channels. When dealing with the practical engineering problems, such as alluvial geomorphic processes, it is not computationally efficient to use 3D models. Instead, researchers (Howard 1984; Smith 1984; Johannesson 1985; Ikeda and Nishimura 1986; Johannesson and Parker 1989a,b; Nelson and Smith 1989; Odgaard 1989a,b; Shimizu and Itakura 1989; Crosato 1990; Yeh and Kennedy 1993a,b; Molls and Chaudhry 1995; Ye and McCorquodale 1997; Lien et al. 1999; Duan et al. 2001; Darby et al. 2002; Hsieh and Yang 2003) applied two-dimensional (2D) models to simulate meandering channel flow. Among them, some (Odgaard 1989a,b; Shimizu and Itakura 1989; Molls and Chaudhry 1995; Ye and McCorquodale 1997; Hsieh and Yang 2003) solved the depth-averaged Navier-Stokes equations numerically by using finite element technique; others solved the simplified depth-averaged Navier-Stokes equations obtained through the order-of-magnitude analysis after dividing the total velocity into two components: Cross-sectional mean velocity and perturbation velocity (Parker 1976; Johannesson and Parker 1989a,b; Nelson and Smith 1989) . As has been recognized by Johannesson and Parker (1989b) , the momentum transfer due to the secondary flow is inadequately accounted for by the depthaveraged models, and various empirical functions have to be introduced in these models to approximate the secondary flow.
The empirical relations given by Engelund and Skovgaard (1973) and Shimizu and Itakura (1989) are only valid for the prediction of the transverse component of velocity near the bed. The method of Yeh and Kennedy (1993a) is similar to that of Odgaard (1989a) , in which the distribution of the transverse component of velocity is linear, and is related to its value at the free surface. Odgaard (1989a) obtained the transverse component of velocity by evaluating the momentum equations at the water surface. Yeh and Kennedy (1993a) obtained it by solving the moments of momentum equations. Lien et al. (1999) calculated the dispersion terms in the momentum equations, which are the integrations of the product of the difference between the depthaveraged and the actual velocity along the verticals. The model (Lien et al. 1999 ) adopted the curvilinear coordinate and included the dispersion terms deduced from the streamwise and transverse velocity profiles (de Vriend 1977) . Hydrodynamic modeling of bend flow in the curvilinear coordinate (Kalkwijk and de Vriend 1980; Demuren and Rodi 1986; Odgaard 1989a Molls and Chaudhry 1995; Ye and McCorquodale 1997; Lien et al. 1999; Darby et al. 2002; Wu et al. 2003; Hsieh and Yang 2003) has been effective because the longitudinal and radial coordinates approximately agree with the directions of the main and the transverse flow. In many practical cases, the effect of secondary flow is not significant when the channels are not curved or the curvature effect is small. This study employed the Cartesian coordinate so that the hydrodynamic model can be easily applied to both meandering and nonmeandering channels. Instead of including the dispersion terms calculated directly from the streamwise and transverse velocity profiles, the dispersion terms were converted to those in the Cartesian coordinate. The dispersion terms resulting from the transverse velocity distribution disappeared when the radius of curvature was relatively large or the channel was straight. Additionally, the hydrodynamic model adopted the modified depth-averaged momentum equations, where the density of flow was treated as a variable and changed with the concentration of transported mass enabling the hydrodynamic model to couple with the mass transport model. As for the mass transport model, the depth-averaged convection and diffusion equation, which takes the difference between mass entrainment and deposition from the mobile bed surface as the source/sink term, was solved to obtain the depth-averaged concentration.
Experimental studies (Fisher 1969a,b; Chang 1971) found the secondary flow caused a considerable transverse mixing so that the transverse mixing in meandering channels is much stronger than that in a straight channel. The mass diffusion coefficient determined from these experimental data is much larger than the turbulent diffusion coefficient. A curvature related parameter (e.g., sinuosity, radius of curvature) (Demuren and Rodi 1986; Boxall and Guymer 2002; Boxall et al. 2003) was included in the equations of the transverse mixing coefficient. Although 2D and 3D models have been developed to simulate flow hydrodynamics and sediment transport in meandering channels, only a few models (e.g., Demuren and Rodi 1986; Ye and McCorquodale 1997) reported the simulation of mass dispersion in meandering channels. Demuren and Rodi (1986) developed a 3D model to simulate flow hydrodynamics and mass dispersion in meandering channels, and included the streamline curvature in the k -turbulence model to quantify the transverse mixing. Ye and McCorquodale (1997) simulated the experiment of the dye dispersion in meandering channels (Chang 1971 ) with a depth-averaged 2D numerical model. A smaller Schidmt number was used by Ye and McCorquodale (1997) to increase the transverse mixing coefficient. Therefore, how to adequately address the transverse mixing when applying the depth-averaged 2D models to simulate mass dispersion in meandering channels remains to be an intriguing research subject.
The contributions of the current paper are three fold: (1) Derive the dispersion terms for the depth-averaged 2D models using governing equations in Cartesian coordinates. (2) Compare the results of flow hydrodynamic models with and without the dispersion terms. Lien et al. (1999) has presented the similar study by using governing equations in curvilinear coordinates. However, the dispersion terms in this paper were derived from a different set of the longitudinal and secondary flow profiles for governing equations in Cartesian coordinates. (3) Point out the feasibility of using the Schmidt number as a calibration parameter when simulating mass dispersion in meandering channels. The model verification was conducted by comparing the simulated water surface elevation, velocity field, and concentration field with laboratory experimental measurements.
Flow Simulation
The governing equations for flow simulation are the depthaveraged Reynolds approximation of momentum equations [Eqs.
(1) and (2)] and continuity equation [Eq. (3) ].
where ū and v = depth-averaged velocity components in x and y directions, respectively; t = time; C = depth-averaged concentration of transported mass that has the same unit as density ͑g/m 3 ͒; m , s , and 0 = densities of mass-laden flow, transported mass, and clear water, respectively; ⌬ = s − 0 ; = surface elevation; h = flow depth; g = acceleration of gravity; bx and by = friction shear stress terms at the bottom in x and y directions, respectively, written as bx = n 2 m g / h 1/3 ūU and by = n 2 m g / h 1/3 vU in which U = depth-averaged total velocity and n = Manning's roughness coefficient; xy , xx , yx , and yy = Reynolds stress terms, which are expressed as xx =2 t ‫ץ‬ū / ‫ץ‬x, yy =2 t ‫ץ‬v / ‫ץ‬y, xy = yx = t ͑‫ץ‬ū / ‫ץ‬y + ‫ץ‬v / ‫ץ‬x͒, in which t = eddy viscosity; and D uu , D uv , and D vv = dispersion terms resulting from the discrepancy between the depth-averaged velocity and the actual velocity, their expressions are as follows:
where z 0 = zero-velocity level.
In contrast to the conventional depth-averaged momentum and continuity equations, the density of flow was considered as a temporal and spatial variable and is a function of the concentration [Eq. (4)]. The density of flow being treated as a variable has the advantages to: (1) incorporate the impact of mass deposition and erosion from bed surface on the concentration field; (2) couple the effect of mass concentration on hydrodynamic flow field; (3) broaden the model's applicability to highly concentrated massladen flow; and (4) potentially address the temperature effect on the mass dispersion by relating the turbulent diffusion to flow temperature. Since this study did not consider the cohesion of mass transported, the flow governing equations are more feasible for noncohesive constituents. The additional terms arising from treating the density of flow as a variable were derived in the Appendix. In this version, the depth-averaged parabolic eddy viscosity model is adopted. The depth-averaged eddy viscosity is obtained as
in which the integration constant, C s , is obtained as
where u * = shear velocity and = Von Karman's constant.
Dispersion Terms in Momentum Equations
Because of the secondary flow, the integration of the product of the discrepancy between the depth-averaged and the actual velocity can no longer be neglected. To derive the mathematical expressions of these terms, we assumed that the streamwise velocity satisfies the logarithmic law written in Eq. (8).
where z = vertical coordinate; u l = velocity in the streamwise direction; and u * = shear velocity. z 0 was calculated according to flow Reynolds number as follows:
where k s = roughness height; and = kinetic viscosity. Integrating the logarithmic velocity profile along the vertical, Eq. (8) ends up with
where u l = depth-averaged velocity in the streamwise direction. Combining Eqs. (8) and (10), the streamwise velocity profile is written as
The transverse velocity profile of the secondary flow is assumed to be linear. The profile of the transverse velocity proposed by Odgaard (1989a) was adopted in this model.
where r , r , and s = transverse velocity, the depth-averaged transverse velocity, and the transverse velocity at the water surface, respectively. Engelund and Skovgaard (1973) derived the deviation angle of the bottom shear stress and gave that
where r = radius of channel curvature. According to Eq. (12), the secondary flow velocities at the surface and the bottom are equal. Therefore, Eq. (13) (Engelund and Skovgaard 1973) was used as the transverse velocity at the surface. The dispersion terms at the streamwise and transverse directions can be expressed as
where D uu c , D uv c , and D vv c , denote dispersion terms in curvilinear coordinates. Substituting Eqs. (11)- (13) into the above dispersion terms and yields
where =1/ 0 −1−ln 0 ; and 0 = z 0 / h = dimensionless zero-bed elevation. If l denotes the angle between the streamwise direction and the positive x axis, and n = angle between the transverse direction pointing to the outer bank and the positive x axis, the depth-averaged velocities in curvilinear coordinates can be converted to that in Cartesian coordinates according to the following equations.
Then, the dispersion terms in Cartesian coordinates can be correlated to that in curvilinear coordinates as follows:
These dispersion terms were included in Eqs.
(1) and (2) to solve for flow velocity. 
Convection and Diffusion Equation for Mass Transport
where D b and E b = rates of mass deposition and entrainment, respectively; and c = turbulent Schmidt number for mass diffusion, which represents the ratio of eddy viscosity to eddy diffusivity. Since the depth-averaged turbulent models are not sufficient to fully address the 3D turbulent flow in curved channels, the Schmidt number was used as a calibration parameter in this depth-averaged 2D model.
Numerical Solution Techniques
The efficient element method (Wang and Hu 1990 ) was used to solve the momentum and continuity equations. The numerical solution techniques of the hydrodynamic models were originally developed by Wang and Hu (1990) and Wang and Jia (1997) , in which the collocation weighted residual method was used. The traditional Lagrangian interpolation function was employed to discretize the linear terms in Eqs.
(1)- (3) and (22). The shape functions for the local elements are expressed as
where ⌬ 1 , ⌬ 2 , and 2⌬ = distances between node 1 and node 2, node 2 and node 3, and node 1 and node 3, respectively. Nodes 1, 2, and 3 are the upstream, middle, and downstream nodes, respectively. Node 2 in the local element is mapped to the computational node where 0 = ⌬ 1 − ⌬ 2 / ⌬ 1 + ⌬ 2 . The shape functions for the 2D quadrilateral element are constructed as
To adequately address the upwinding effect, another set of interpolating functions was derived based on the solution of the convection and diffusion equation
The shape functions for this interpolating function is as follows:
where T = ͑e P + e −P −2e P 0 ͒; R = e P − e −P / T; P = u / t . One found that this set of shape functions becomes more asymmetric with the increasing of the Peclet number and thus the upstream condition will be emphasized when the convection becomes more significant than diffusion. Researchers (Jia and Wang 1999) have found that the inaccurate consideration of convection terms will result in oscillation or numerical instablility. However, if the upwinding effect is overemphasized, numerical diffusion could be generated, especially when the Peclet number is very large. The Peclet number is defined as the ratio of convective term to the diffusion term, which is written as follows:
where u and t = coefficients of the convection and diffusion terms. In this model, a limiting scheme is employed to confine the numerical dissipation,
where f = ͑−1͒ − ͑ 0 ͒ / ͑1͒ − ͑ 0 ͒ = parameter to determine the transport direction of the scalar variable . When is a monotonic function, f ജ 0; otherwise f Ͻ 0. These two sets of shape functions were transformed to the shape function for global elements based on the isoparametric mapping approach
Therefore, the first-and second-order derivatives for the shape functions can be obtained as
where D is the expression for the determinant of the Jacobi
The second-order derivatives then can be derived as
‫ץץ‬

Boundary Conditions
At the inlet, the total discharge is a constant for steady flow simulation. The total discharge is distributed along the cross section according to the local conveyance
where q i = unit discharge; K = local conveyance coefficient; and n = Manning's roughness coefficient. The current version of the model allows the specifications of roughness coefficient denoted as roughness height or Manning's roughness coefficient for each computational node. However, for the experimental cases selected in this paper, the roughness coefficient was chosen as a constant for each case based on the bed roughness conditions described in the original experiments. Because the total discharge can be calculated as the integral of unit discharge across channel width, the following equation applies
where s denotes the direction of channel width, and the flow conveyance, K, can be obtained as follows:
n ds
͑39͒
At the outlet, surface elevation is set as a constant, which is the observed surface elevation at the experiment. The velocity of the outlet cross section is calculated based on the total discharge and flow depth at the outlet cross section. At the sidewall, the logarithmic law is applied to the wall boundary, which is
where ͑u * ͒ w = depth-averaged shear velocity at the sidewalls; y = distance from the wall; and y 0 = location of zero velocity near the wall. Upon obtaining the gradient of velocity, the velocity at the sidewall was calculated based on the velocity at the adjacent internal node. The fourth-order Runge-Kutta method is used to solve the discretized Eqs.
(1)-(3) and (22) n+1 = n + ⌬t
where
Being aware of this complete explicit scheme, the Courant number CF = U⌬t / Min͑⌬x , ⌬y͒ should be less than one to ensure the convergence. In the program, the Courant number for each computational node is checked at each time step. If it is greater than one, it is then automatically adjusted by reducing the time step. The convergence criteria of this explicit scheme is when the difference of calculated velocity and flow depth at the current and the previous time step approaches zero, which are expressed as follows:
where V and H = velocity and flow depth, respectively. The subscripts n and n − 1 denote the current and the previous time step, respectively. A small number, 1.0ϫ 10 −6 , was added to the denominator, V n or H n , before the division to avoid zero denominator.
Model Verifications
To test the performance of dispersion terms and verify the developed hydrodynamic model, two sets of experimental data on bend flow conducted by de Vriend (1979) and Rozovskii (1961) are adopted herein. These selected channels belong to mildly curved and sharply curved channels, respectively.
Flow in a Mildly Curved Channel (de Vriend 1979)
In de Vriend (1979) experiment, the channel consists of a 1.7-m-wide flume having a U-shaped ground plan, with a horizontal bottom and vertical sidewalls. The radius of curvature of the flume axis in the bend is 4.25 m and the upstream and downstream straight reaches have an effective length of about 6.0 m. The ratio of radius of curvature to channel width is 3.5. The discharge at the inlet is 0.0671 m 3 / s, the averaged velocity is 0.202 m / s, and the averaged flow depth is 0.1953 m. Table 1 summarized channel geometry and flow parameters for this case. The computational mesh is 49ϫ 23 with 49 cross sections in the longitudinal direction and 23 nodes in each cross section. A time interval of ⌬t = 0.2 s and the logarithmic law at the sidewalls were used in the numerical simulation. The simulation reach consists of the U bend and the effective straight reaches at the upstream and downstream. The upstream boundary condition was the inflow unit discharge, and the downstream boundary condition was the measured flow depth. Fig. 1 plots the simulated velocity vector field and surface elevation in shaded color. The comparison of the simulated velocity and measurements was shown in Fig. 2 . One may observe that the streamwise velocity increased along the inner bend and decreased along the outer bend, while the streamwise velocities at the inner and outer banks are almost equal at the inlet of the bend. The acceleration of the streamwise velocity at the inner bend is due to the transverse convection of momentum induced by the secondary current. However, for this mild bend, the radius of channel curvature is much larger than the width of the channel and thus the effect of secondary flow is very weak. Fig. 3 plots the ratios of the simulated velocity and the mean velocity, u m = 20 cm/ s, with and without the dispersion terms, and it shows that there is no significant difference by including the dispersion terms for this mildly curved channel. The comparison of simulated water surface elevation with the measurements at the inner bank, centerline, and outer bank for the cases with or without the dispersion terms was plotted in Fig. 4 . It shows that water surface elevation at the outer bank is much higher than that in the inner bank throughout the bend. The rising of flow at the outer bank results from the centrifugal force. One also can discern a little difference between the results with and without the dispersion terms. In general, the simulated surface elevations are in agreement with the measurements at the inner bank, centerline, and outer bank, separately. The bed of the experimental flume was smooth according to de Vriend (1979) . Consistence with this roughness boundary condition, the simulation assumes the bed roughness height is 0.0002 m. A small discrepancy was observed at the inlet because bed roughness at the inlet could be higher than that in the channel.
Flow in a Sharply Curved Channel
This 2D model was applied to the experimental results obtained by Rozovskii (1961) in a sharply curved flume. The flume includes a 180°curved reach with a 6-m-long straight approach and a 3-m-long straight exit. The ratio of mean radius of curvature to width is 1.0. The width of the channel is 1.7 m. The cross section of the bend is rectangular and connected to the straight inlet and outlet reaches of the same cross section. Water depth at the downstream end is 0.053 m, and the discharge is 0.0123 m 3 / s. The summary of channel geometry and flow parameters was also included in Table 1 . Grids 20ϫ 17 in size in the streamwise and transverse directions, respectively, are set for the numerical computation. Figs. 5 and 6 show the comparison of simulated velocity with the dispersion terms and experimental measurements. Fig. 7 plots the ratios of simulated velocity and the mean velocity, u m = 26.5 cm/ s, with and without the dispersion terms at cross sections within the bend. Fig. 8 plots the comparison of simulated surface elevations with and without the dispersion terms. The simulated results with the dispersion terms facilitate the acceleration of longitudinal flow at the outer bank at the upstream half of the semicircle bend, and reduce flow velocity when approaching the outlet. The resulted depth-averaged velocity magnitude and surface elevation near the outer bank are slightly higher than the results by the conventional 2D model without the dispersion terms. This observation further confirmed the observations in the laboratory (de Vriend 1979) and field that the impact of secondary flow on the depth-averaged flow distribution and water surface elevations becomes more visible with increasing channel curvature. In natural rivers, because of the transverse bed slope, both the secondary flow velocity and the suspended sediment concentration near the bed are higher; the secondary flow plays an important role in transporting bed load and suspended load in the transverse direction (Duan et al. 2001) .
Pollutant Dispersion in a Meandering Channel
Chang (1971) investigated the dispersion of pollutants in meandering channels and measured the concentration field in a series of laboratory experiments. Because the secondary flow redistributes flow momentum when passing through a channel bend, it also causes a considerable lateral mixing of pollutants so that pollutant spreading is stronger than that in a straight channel and thus the distribution of pollutants along the cross section is nonsymmetric. Holley and Abraham (1973) found that pollutants discharged at the inner bank experienced less dispersion than those discharged at the outer bank. This model was applied to the Case-1 experiments (Chang 1971) to test its capability in simu- lating mass transport in meandering channels. Three separate experimental runs, in which pollutants were introduced at the inner bank, outer bank, and midpoint of a cross section, were carried out to study the dispersion of a pollutant, Rhodamin B dye. The width of the flume is 2.34 m with a single meander consisting of two 90°bends in alternating directions connected by short tangents. The sinuosity of this flume setting, which is the ratio of actual length to the straight length, is 1.17 (Chang 1971) , while the natural meandering channel usually has a sinuosity larger than 1.5 (Leopold and Wolman 1957) . The cross section is rectangular with nominally smooth bed and sidewalls. After the uniform flow was established, velocity profiles were taken at 11 verticals for each cross section using the pitot tube. Each velocity profile was defined by readings taken at nine points in the vertical. The depthaveraged velocity was obtained by numerical integration of the velocity profile. The concentration was measured by the fluorometer, which is a Turner Model 111 equipped with a special 5 c.c. flow through curvette manufactured by G.K. Turner Associates. Concentration was measured at four different depths and depthaveraged value was obtained by the integration. In the computation, bed roughness height was chosen as 0.001 m. The resultant friction coefficient is 0.0017-0.0018 depending on the local flow velocity. During the experiment, flow discharge has a constant value of 0.65 L / s, and the averaged flow depth is 11.5 cm. The longitudinal slope of the experimental flume is 0.0032.
The model was applied to the flume with a 45ϫ 13 mesh, which consists of 45 cross sections in the longitudinal direction and 13 nodes along the transverse direction. The cross sections for the computational mesh were chosen perpendicular to the channel centerline. Flow discharge was constant at the inlet and flow depth at the outlet was set as the experiment value of 11.5 cm for these runs. A constant concentration of pollutant was introduced at the inner bank, midpoint of an upstream cross section, and outer bank for three separate runs.
For the dye injection at the midpoint of the channel, Fig. 9 is the plot of the velocity vector field and the water surface elevation in shaded color. It shows the maximum velocity shifts from the left bank of the first bend to the right bank of the second bend due to the secondary flow. The simulated water surface elevation at the outer bank is much higher than that at the inner bank. In addition, the simulated depth-averaged velocity and concentration distribution are compared to the experimental measurements at the second bend in Fig. 11 . One finds that the simulated depthaveraged velocity agrees very well with the measurements, which demonstrates the model's capability in simulating depth-averaged flow field in meandering channels. However, mass transport in curved channels has a strong 3D nature because of the secondary flow and thus mass dispersion is much stronger than that in a straight channel. The mass dispersion coefficient is much larger than the turbulent diffusion coefficient due to the transverse mixing of the pollutant by the secondary flow. The Schmidt number qualifying pollutant dispersion was calibrated to achieve the desired dispersion coefficient in the simulations. Rodi (1984) and Demuren and Rodi (1986) recommended the value of the Schmidt number to be 0.5 in a fully 3D model, with the k -model as the turbulence closure. Ye and McCorquodale (1997) found the Schmidt number should be reduced to 0.15 in a depth-averaged model in a curvilinear collocated grid by using the depthaveraged k -model as the turbulence closure. Because pollutant Due to the limitation of the depth-averaged model in simulating the spiral motion of the secondary flow, the Schmidt number in this model was calibrated to achieve the results in the simulations. In the calibration, the Schmidt number was chosen as 0.02, 0.08, 0.2, and 0.5 for Case A in the Chang (1971) experiment. The simulated concentrations are compared with the measurements in Fig. 10 . The simulated concentrations approach the measurements with the decreasing of the Schmidt number. When the Schmidt number equals to 0.5, the simulated concentrations deviated considerably from the measurements, while with the Schmidt number of 0.02, the simulated concentrations are close to the measurements. It is obvious that a full 3D model with an accurate turbulence closure, such as the -model, is required to simulate the helical flow pattern in meandering channels. In the case that a depth-averaged 2D model is employed, the Schmidt number should be significantly reduced (Ye and McCorquodale 1997) to increase the mass diffusion coefficient because the calculated eddy viscosity is smaller by using the depth-averaged 2D model. A smaller Schmidt number is required if a simplified turbulence model, such as the depth-averaged eddy viscosity model, is adopted. Therefore, the Schmidt number should be calibrated when simulating mass dispersion in meandering channels with a depth-averaged 2D model. And, the value of Schmidt number depends on the accuracy of the hydrodynamic model and the turbulence closure that are employed in the model. This research found that the Schmidt number should equal to 0.02 when the depth-averaged parabolic eddy viscosity model is adopted for simulating these experiment runs. The comparison between simulated and measured concentration field using the Schmidt number, 0.02, for Case A (Chang 1971) was also plotted in Fig. 11 . The velocity vector field and the surface elevation when the dye was injected with a constant concentration at the inner and outer bank are plotted in Figs. 12 and 13, respectively. Since the model's capability in simulating the depth-averaged velocity field has been verified in the preceding cases, only the simulated concentrations are compared with the measured values in the second bend. Both Figs. 12 and 13 indicate that the simulated concentrations agree satisfactorily with the measurements. The results are inconsistent with the observation (Holley and Abraham 1973) that the dye injected at the inner bank disperses less strongly than that injected at the outer bank. In conclusion, a depth-averaged model can be applied to simulate mass dispersion in meandering channels if the mass dispersion coefficient is chosen as a calibration parameter to adequately include the effect of secondary flow.
Discussions of the Computational Results with Grid Resolution
Numerical dissipation due to the introduction of the Peclet number is unavoidable when convection dominates the flow. Therefore, a major drawback of all stable finite elements in fluids is that it does not satisfy local mass conservation (Galland et al. 1991; Heniche et al. 2002) . Computational meshes need to be refined to reduce errors on mass conservation to an acceptable level. This model employed quadrilateral elements that require smaller ratios between the length and the width of each element. To illustrate the computational results with respect to the grid resolution, Case A in the Chang (1971) experiment was simulated by using three meshes with the aspect ratio length/width of 1:2.75, 1:5.5, and 1:11.0, respectively. Fig. 14 plotted the computational meshes for these three cases. Fig. 15 plotted the comparison of the simulated and measured velocities. It indicated that the results by using the computation mesh with an aspect ratio of 1:5.5 are almost the same as the ones that were simulated by the computational mesh with an aspect ratio of 1:2.75. Further refinements of the computational meshes do not seem to increase the accuracy of the results considerably. An aspect ratio of 1:5.5 for the computational elements was employed for the simulation of Case A in Chang (1971) .
The program language for this version is FORTRAN 90. The results presented in this paper were computed in a Sun Ultra 10 workstation. The central processing unit times varied from 4 to 10 hr depending on the grid resolutions.
Conclusions
Flow in meandering channels is obvious of three-dimensional in nature; a depth-averaged two-dimensional model by including the dispersion terms is feasible for simulating flow field in meandering channels. The verifications by the experiments in mildly and sharply curved bends indicated that the effect of dispersion terms on flow hydrodynamic field becomes significant when channel curvature increased. However, a three-dimensional numerical model is still necessary when the vertical velocity distribution is needed for engineering design. There is no doubt that the results of a 3D model are more accurate than that of a depth-averaged model (Shimizu et al. 1990 ). But, in practice, there is a strong demand to have a tool for obtaining approximate results quickly for the purposes of parametric trade-off analyses in management planning, policy decisions, and effectiveness evaluations of several conceptual engineering designs, etc. This study demonstrated that a depth-averaged two-dimensional model with the dispersion terms is capable of simulating hydrodynamic flow field in meandering channels.
With regard to the simulation of mass transport in meandering channels, the Schmidt number that correlates mass dispersion with turbulent diffusion can be adjusted as a calibration parameter because the depth-averaged turbulence model cannot adequately take into account the effect of the secondary flow. The Schmidt number equals to 0.02 when the depth-averaged parabolic turbulence closure used in the depth-averaged model. Further experimental studies on mass dispersion in meandering channels are needed to accurately determine the transverse mixing coefficient. As soon as additional experimental results are available, the accuracy of various dispersion terms and the methods in modeling mass dispersion in meandering channels using depth-averaged 2D models can be further verified.
In summary, a full three-dimensional hydrodynamic and mass transport model will definitely give more accurate results of flow and mass concentration field. However, a 2D model could be more preferable because of being computationally cost-effective for parametric trade-off analyses needed by policy and management planning as well as preliminary design applications. The model reported is capable of predicting realistic phenomena with reasonable approximation after calibration. The results also indicated that the accuracy of the 2D approach is limited, and more accurate results can only be obtained when a large amount of measurements are available for calibration and verification. The writer would like to recommend that the one-dimensional, 2D, and 3D numerical models should be integrated when applied to practical engineering projects to achieve state-of-the-art results and cost effectiveness. Professionals in computational hydraulics should work together closely to speed up the progress for the advancement of state-of-the-art in the field. The mass diffusion coefficient can be written as
‫ץ‬P
The expressions of Eq. (49) for the mass-laden flow and the transported mass can be derived by substituting with m h and C h, respectively, and yields Eqs. (3) and (22). The source term was assumed negligible in solving mass conservation equation, and was considered in the convection and diffusion equation for the suspended solids. 
