Abstract. We prove a Liouville type theorem for arbitrarily growing positive viscosity supersolutions of fully nonlinear uniformly elliptic equations in halfspaces. Precisely, let M − λ,Λ be the Pucci's inf-operator, defined as the infimum of all linear uniformly elliptic operators with ellipticity constants Λ ≥ λ > 0. Then, we prove that the inequality M 
. This will be accomplished by constructing explicit subsolutions of the homogeneous equation M − λ,Λ (D 2 u) = 0 and by proving a nonlinear version in a halfspace of the classical Hadamard three-circles theorem for entire superharmonic functions.
Introduction
We focus on positive supersolutions of second order fully nonlinear uniformly elliptic equations of the form either , where R n + is the halfspace {x = (x ′ , x n ) ∈ R n−1 ×R : x n > 0}, with n ≥ 2. Here F : R n + ×S n → R is a continuous function of the space variable x ∈ R n + and of the Hessian matrix D 2 u ∈ S n , the set of symmetric n × n matrices.
For equation (1.1) we first construct some explicit homogeneous subsolutions, vanishing on the boundary ∂R n + \ {0}, and then we use them to derive lower bounds and monotonicity properties for nonnegative supersolutions. The result we obtain closely resembles the classical Hadamard three-spheres theorem for bounded from below superharmonic functions, and it will be applied in order to obtain a Liouville type theorem for positive supersolutions of (1.2).
Let us recall that the Liouville property for equations posed in halfspaces and having powerlike zero order terms is one of the crucial steps for applying the blow-up method developed in [14] , which yields L ∞ a priori estimates for solutions of boundary value problems in bounded domains. Liouville type properties have been largely studied mainly in case of semilinear equations, and our contribution is devoted to the extension to the fully nonlinear framework.
We assume that the operator F is uniformly elliptic with ellipticity constants Λ ≥ λ > 0, that is F is assumed to satisfy (1.3) λ trP ≤ F (x, M + P ) − F (x, M ) ≤ Λ trP for all x ∈ R n + and for every M, P ∈ S n , with P ≥ O (i.e. nonnegative definite). We further assume that F (x, O) = 0, so that inequalities (1.3) amount to
for all x ∈ R n + and M ∈ S n , where M + , M − ≥ O are the only nonnegative definite matrices decomposing M as M = M + − M − and satisfying M + M − = 0. Let us recall that the left and the right hand side of the above inequality represent the Pucci extremal operators (see e.g. [7] ), that are the special uniformly elliptic operators given by where µ 1 , . . . , µ n stand for the eigenvalues of M and A λ,Λ is the set of all symmetric matrices whose eigenvalues belong to the closed interval [λ, Λ]. Thus, the uniform ellipticity condition (1.3) is equivalent for the operator F to satisfy
for every x and every M , and this implies that if u is a solution (or a supersolution) either of (1.1) or of (1.2), then u satisfies respectively either
In this respect, (1.4) and (1.5) are the inequalities naturally associated with all uniformly elliptic equations of the form either (1.1) or (1.2) respectively.
Our goal is to identify an explicit range of values for the exponent p for which (1.5) does not admit positive solutions. Note that weak solutions of inequality (1.5), because of non divergence form of the principal part, have to be meant in the viscosity sense, and we refer to [7, 9] for the viscosity solutions theory for Pucci and more general fully nonlinear operators.
As a consequence of our results, we obtain the following theorem.
. Then, there does not exist any positive viscosity solution of inequality (1.5).
If Λ = λ, then (1.5) becomes, up to a scaling factor for the function u, the semilinear inequality
and Theorem 1.1 thus gives an extension of the well known fact that inequality (1.6) does not have positive solutions in a halfspace for −1 ≤ p ≤ n+1 n−1 (see e.g. [1] ). In other words, −1 and
work as critical exponents for the Liouville property for operator M − λ,Λ in a halfspace. To show the existence of critical exponents for inequality (1.5) we can apply the same argument used in [17] for linear equations. Indeed, a straightforward computation shows that if p > 1 (or if p < 1) and u is a positive solution of inequality (1.5), then for any q > p (or q < p, respectively)
Therefore one can define the exponents p * = inf{p > 1 : (1.5) has a positive solution} p * = sup{p < 1 : (1.5) has a positive solution} and the Liouville property for inequality (1.5) certainly fails if either p < p * or p > p * . At this point let us recall that inequalities such as (1.6) and (1.5) have been extensively treated and subjected to different generalizations in past and recent works. For linear operators and inequalities posed in the whole space or in exterior domains, we just mention [13] for supersolutions of (1.6), [17] for uniformly elliptic non constant coefficient inequalities of the form
and [5] for inequalities involving the Heisenberg-Laplace operator.
In the fully nonlinear case, inequalities posed in the whole space or in exterior domains have been considered for Pucci extremal operators in [10] for p ≥ 0 and in [2] for p < 0, in [8] for Pucci extremal operators plus first order terms, in [1, 6, 12] for more general classes of fully nonlinear operators and zero order terms, and in [11] for fully nonlinear integrodifferential operators. We merely recall that when inequality (1.5) is considered in the whole space, then the critical exponents are
and the Liouville property holds if and only if p * ≤ p ≤ p * . Inequality (1.6) posed in an halfspace or in more general cone-like domains has been studied in [4, 15, 16] , and recently revised in [1] . In particular, the arguments used in [1] can be applied also to fully nonlinear principal parts, and this is, up to our knowledge, the only existing result for non divergence form differential inequalities posed in conical domains, including the linear case of (1.7).
The results of [1] in particular relate the critical exponents p * , p * for (1.5) to the scaling exponents α ± of the homogeneous solutions of the homogeneous equation. Precisely, we recall that, in view of the results of [18] and their recent extensions in [3] , the extremal homogeneous equation
is known to have in any cone C σ = {x ∈ R n : x n > σ |x|}, with −1 < σ < 1, exactly two solutions, up to normalization, of the form
with α − σ < 0 < α + σ and φ α On the other hand, the existence of the homogeneous solution Φ α is obtained in [18] by means of an abstract existence and uniqueness result for nonlinear ODEs having singular monotone lower order terms, and in [3] by using a topological argument which leads to a fixed point theorem in Banach spaces. In both cases, the exponent α is not or not sharply estimated from above, so that no specific lower bound for p * can be deduced. By the comparison principles of Phragmén-Lindelöf type given in [3, 18] , α can be estimated from above provided that an explicit subsolution of (1.8) vanishing on ∂R n + \ {0} is known, as well as an homogeneous supersolution of (1.8) vanishing for |x| → ∞ produces a lower bound for α. In [18] , only a supersolution of (1.8) is exhibited, namely the function
.
Note that the inequality M 
In other words, inequality (1.5) does admit positive solutions for p >
being an explicit supersolution of (1.5) for p+1 p−1 < β < Λ λ (n − 1) + 1. Therefore, in order to obtain a nonexistence statement as in Theorem 1.1, we have to determine an explicit subsolution of (1.8) vanishing on ∂R n + \ {0}. This turns out to be a non trivial task, since the standard separation of variables technique in polar representation hardly applies to operator M 
We will prove that the function
actually is a subsolution of (1.8). Hence, we obtain the upper bound
and Theorem 1.1 can be deduced as a consequence of (1.9). Note that specific bounds for α are useful also when applying the extended comparison principles and the boundary singularity removability results given in [3, 18] , which require as assumptions growth conditions involving the exponent α.
With the subsolution Φ at hand, we can bound from below not only the solution Φ α , but all nonnegative supersolutions of (1.8), and we obtain a monotonicity property for supersolutions as in the classical three-circles Hadamard Theorem for superharmonic functions (see [19] ). This will be performed in Section 2. Furthermore, we apply this monotonicity property in Section 3, where we provide an alternative elementary proof of Theorem 1.1 in the superlinear case
. Indeed, Theorem 1.1 will be shown to follow easily from our nonlinear three-
we will apply a bootstrap argument: first, if u satisfies (1.5), then u is a supersolution of (1.8), and then u ≥ c Φ for some constant c > 0 and in a suitable subdomain of R n + . Therefore, by (1.5) with p =
we will have that
Again, we will construct an explicit solution of the opposite inequality, and the comparison principle will show that u is too large to satisfy (1.5). + , vanishing on ∂R n + \ {0}. This will be then used to get information on solutions and supersolutions as well.
Explicit subsolutions of M
We will make use of the following algebraic result, whose proof is just a straightforward computation.
Lemma 2.1. Let v, w ∈ R n be unitary vectors and, given a, b, c, d ∈ R, let us consider the symmetric matrix
where v ⊗ w denotes the n × n matrix whose i, j-entry is v i w j . Then, the eigenvalues of A are:
• d, with multiplicity (at least) n − 2 and eigenspace given by < v, w > ⊥ ;
In particular, if either c 2 = ab or (v · w) 2 = 1, then the eigenvalues are d, which has multiplicity n − 1, and d + a + b + 2cv · w, which is simple.
Remark 2.2. Let us explicitely remark that the radicand appearing in the expression of the eigenvalues above is nonnegative, since
satisfies, in the classical sense,
Proof. Let us set ρ = |x|, and let us compute the hessian matrix for functions of the form
for any α, β > 0. One has
with e n = (0, 1) ∈ R n . According to Lemma 2.1, the eigenvalues µ 1 , . . . , µ n of D 2 Φ(x) are (2.3)
We notice that
therefore, for β ≥ α, one has µ 1 ≥ 0 and
Furthermore, the radicand D can be easily estimated as follows
Inserting the above inequality into (2.4) then yields
Remark 2.4. Let us point out that for Λ = λ the functions Φ coincides with the harmonic function xn |x| n , and equality holds in (2.2). For Λ > λ, different choices for the exponents β ≥ α > 0 are possible to make Φ(x) = x α n |x| β a solution of (2.2). Indeed, from the above proof it follows that Φ satisfies (2.2) if and only if the following inequality holds true (2.6)
First, we note that testing (2.6) for t = 0 yields α > 1. Then, we observe that (2.6) is satisfied also by β = 2α, α = 2 Λ λ (n − 1) − 1. However, the smaller scaling exponent β − α = Λ λ n − 1 selected in Theorem 2.3 will produce better estimates. Remark 2.5. As far as supersolutions for operator M − λ,Λ are concerned, it is easy to prove that the function, already found in [18] 
This can be checked either directly, by using formulas (2.3), or by oserving that M − λ,Λ is superadditive andΦ is, up to a negative constant, the derivative with respect to x n of the well known radial solution for M The subsolution Φ given in Theorem 2.3 can be used to estimate solutions and supersolutions by means of extended comparison principles of Phragmém-Lindelöf type, such as the ones given in [3, 18] . We present here another form of comparison principle, namely a nonlinear threesurfaces version of the classical Hadamard three-circles theorem. Let us recall, see e.g. [19] , that this classical result provides a decay estimate at infinity for entire nonnegative superharmonic functions. More precisely, by comparing a nonnegative function u superharmonic in R n with the fundamental solution, one has that the function m(r) = inf Br u satisfies the concavity inequality
for every fixed r 1 > r 2 > 0 and for all r 2 ≤ r ≤ r 1 . This immediately yields that u is constant if n = 2 (Liouville Theorem), and that r ∈ (0, +∞) → r n−2 m(r) is nondecreasing if n ≥ 3. The same argument can be used in the fully nonlinear framework , see [10] , where it has been proved that if u is a bounded from below solution of In order to obtain analogous results in R n + , we have to consider suitable subdomains (suggested by the subsolution Φ of Theorem 2.3) where the comparison principle can be applied. For x ∈ R n + , let us define the positive function
and observe that Φ can be written as
Let us also introduce, for every r > 0, the sub-level sets (2.10) B r = x ∈ R n + | d(x) < r . We notice that, for Λ = λ, d(x) reduces to |x| and the set B r is nothing but the upper halfball B + r = B r ∩R n + . In the case Λ > λ, B r is an open subset of B + r , being d(x) ≥ |x|. It is rotationally symmetric around the x n -axis and it satisfies (2.11)
Let us consider now a lower semicontinuous function u : R n + → [0, +∞] satisfying in the viscosity sense (2.12)
By the strong maximum principle, if u does not vanish identically then it is strictly positive in R n + . Therefore, by translating upward the domain if necessary, we can assume that u is strictly positive on the closure R n + . For positive r let us define the function
Some immediate properties of µ(r) are summarized in the following Lemma.
Lemma 2.6. Let u be a positive lower semicontinuous function in R n + satisfying (2.12), and let µ(r) be defined by (2.13). Then, for every r > 0, there exists a pointx ∈ ∂B r ∩ R n + such that
In particular, µ(r) is a positive and decreasing function of r ∈ (0, +∞).
Proof. The function
xn is positive and lower semicontinuous in R n + , so that the infimum µ(r) actually is a minimum on B r , attained at some point belonging to B r ∩ R n + . Let us consider the function
which is nonnegative in B r and satisfies
By the maximum principle the minimum of v r on B r is attained on ∂B r . On the other hand, we have min Br v r = 0 and v r = u > 0 for x n = 0, so that from (2.11) the first part of the statement follows.
Observing further that, for every R > r > 0, one has ∂B R ∩ ∂B r ∩ R n + = ∅, from the above it follows that v R (x) > 0 in B r , that is
and the claim is completely proved.
We can now prove our nonlinear Hadamard type theorem.
Theorem 2.7. Let u : R n + → [0, +∞] be a lower semicontinuous function satisfying (2.12). Then the function µ(r) defined by (2.13) is a concave function of r − Λ λ n , i.e. for every fixed R > r > 0 and for all r ≤ ρ ≤ R one has (2.14)
Consequently, we have that
n is nondecreasing.
Proof. We fix R > r > 0 and we apply the comparison principle in the domain B R \ B r , where we consider the function
with constants c 1 ≥ 0 and c 2 ∈ R to be appropriately fixed. Notice that Φ has a continuous extension in B R \ B r vanishing at the origin. By Theorem 2.3, we have in particular
Let us now fix the constants c 1 ≥ 0 and c 2 ∈ R in such a way that Φ ≤ u on ∂(B R \ B r ). We impose    c 1 r
With this choice of c 1 and c 2 we can apply the comparison principle to the subsolution Φ and to the supersolution u in the domain B R \ B r , which gives Φ ≤ u, that is
By Lemma 2.6, for every r ≤ ρ ≤ R there exists a pointx such that d(x) = ρ and µ(ρ) = u(x) xn ; by applying the above inequality for x =x, we then obtain (2.14).
By observing further that (2.14) implies
and by letting R → +∞, we finally get the monotonicity property (2.15).
As a consequence of Theorem 2.7 we can obtain more specific bounds on the scaling exponent of the positive singular homogeneous solution, which is already known to exist. By a singular homogeneous function we mean a positively homogeneous function with negative homogeneity exponent. We recall that, by the results of [18] and their extensions in [3] , it is known that there exists a unique positive exponent α, and a unique C 2 -function φ α : 0,
is the unique (up to normalization) singular homogeneous and continuous in R n
. Moreover, as observed in [18] , a comparison argument applied to Φ α and the supersolutionΦ given in Remark 2.5, yields
On the other hand, by Theorem 2.7 we immediately obtain the following upper bound. Proof. It is enough to observe that the function φ α can be normalized in order to satisfy
Therefore, the infimum function µ(r) for Φ α satisfies µ(r) ≤ Remark 2.9. We cannot prove that the exponent appearing in the growth condition (2.15) is sharp, since it is derived by a comparison argument with a subsolution, not a solution. In order to obtain the optimal condition, we can repeat the proof of Theorem 2.7 with the subsolution Φ replaced by the solution Φ α . In this case, we consider, for positive r, the function
We further observe that, by Hopf's Lemma, the function φ α satisfies φ ′ α (0) > 0, so that, up to a normalization, one has
sin θ > 0 depending only on Λ, λ and n. As in the proof of Theorem 2.7, the comparison principle applied in the upper annular domain B + R \ B + r then yields that m(r) satisfies
for any fixed R > r > 0 and all r ≤ ρ ≤ R. Hence, , satisfies, in the classical sense,
Note thatΨ is, up to a negative constant, the partial derivative with respect to x n of the radial solution for M 
is nondecreasing .
As far as supersolutions are concerned, the same proof of Theorem 2.3 carried out for operator M + λ,Λ shows that, under the assumption
It then follows that the positive singular homogeneous solution Ψ α for operator M + λ,Λ has a positive scaling exponent
This improves the lower bound α ≥ λ Λ (n − 1) − 1 proved in [18] by comparing Ψ α with the radial (super)solution ψ in the case λ Λ (n − 1) > 1.
Explicit subsolutions and a Liouville type theorem
In this section we give an elementary proof, purely based on the comparison principle, of the following Liouville type theorem for inequalities with superlinear zero order terms. . Then, u ≡ 0 is the only nonnegative viscosity solution of inequality
To prove the above result in the limiting case p =
, we will compare the supersolution u with an explicit subsolution of the equation
is as in (2.9) . Such a subsolution is constructed in the following preliminary result.
Lemma 3.2. There exist positive constants a, b > 0 and d 0 ≥ 1, depending only on λ, Λ and n, such that the function
Proof. Let us consider the two functions
, with ρ = |x|. If a, b > 0 and Γ is given by (3.2), then, being M − λ,Λ superadditive and positively homogeneous, we have that
Therefore, in order to prove (3.3), we estimate separately the two terms appearing in the right hand side of (3.4). As far as Γ 1 is concerned, definition (2.9) of d and a direct computation show that
Λn . According to Lemma 2.1, the eigenvalues µ 1 , . . . , µ n of D 2 Γ 1 (x) are
For d ≥ d 0 , with d 0 depending only on Λ, λ and n, it is easy to see that µ 1 ≥ 0 and µ i ≤ 0 for 2 ≤ i ≤ n. Therefore, one has (3.6)
The above estimate plugged into (3.6) gives (3.7)
Let us now turn to estimate M 
where c 2 = 2 (Λ(n + 1) + λ) and c 3 = 2 (Λ + 2λ).
Inequalities (3.7) and (3.8) combined with (3.4) with a = 
We finally observe that , since
Remark 3.3. Let us observe that in the linear planar case, that is for Λ = λ and n = 2 inequality (3.3) becomes equality.
Proof of Theorem 3.1. For a contradiction, let us assume that there exists a non trivial solution u of (3.1). As in the previous section, by using the strong maximum principle and by translating upward the domain if necessary, we can assume without loss that u is strictly positive in R n + . Let us re-scale inequality (3.1), that is, for every r > 0 let us set
We now test inequality (3.9) with a suitable cut-off function, chosen constant on the ball B 1/2 ((0, 1)) centered at (0, 1) and having radius 1/2, and negative outside B 3/4 ((0, 1)). Precisely, let us select a smooth, concave, non increasing function ζ : [0, +∞) → R satisfying
and let us consider the radial function
Note that u r ≥ z in B 1/2 ((0, 1)), u r = z at some point in ∂B 1/2 ((0, 1)) and u r > z outside B 3/4 ((0, 1)). Therefore, the infimum of u − z is non positive and it is achieved at some point x * ∈ B 3/4 ((0, 1)) \ B 1/2 ((0, 1)). By definition of viscosity solution of inequality (3.9), it then follows (3.10) u r (x * ) p ≤ C r 2 inf ζ ′′ (t) + (n − 1) ζ ′ (t) t is a positive constant depending only on Λ and n. Here and throughout in the sequel, we will use c and C to denote positive constants, which may change from line to line, not depending on r. 
