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Version abre´ge´e
Cette the`se est de´die´e a` l’e´tude des proprie´te´s infrarouges de l’interface entre le
silicium et son oxide par des calculs ab initio. Dans le but de fournir une de-
scription a` l’e´chelle atomique de la permittivite´ e´lectrique (aussi bien a` haute
fre´quence que statique) et de l’absorption infrarouge a` l’interface, on introduit ici
deux sche´mas the´oriques dont l’applicabilite´ est ge´ne´rale.
Premie`rement, on de´veloppe une me´thode pour examiner le comportement de
la permittivite´ e´lectrique a` travers l’interface entre deux isolants. A partir de
la densite´ de charge microscopique induite par un champ e´lectrique applique´, on
calcule une permittivite´ locale qui de´crit les variations de la re´ponse die´lectrique
sur des e´chelles de longueur de l’ordre des distances inter-atomiques. L’analyse
de cette permittivite´ locale en termes de fonctions de Wannier localise´es permet
d’e´tablir une liaison entre la re´ponse die´lectrique et la structure microscopique
sousjacente.
Deuxie`mement, on introduit une me´thode pour le calcul des spectres d’ab-
sorption infrarouge transversale et longitudinale des surfaces et des interfaces.
D’abord on de´duit les expressions pour les spectres d’absorption totale du syste`me
considere´. Ensuite on de´ﬁnit une de´composition spatiale qui fournit l’e´volution de
l’activite´ infrarouge a` travers ce syste`me, permettant ainsi d’associer des e´le´ments
spe´ciﬁques des spectres aux structures atomiques correspondantes.
En utilisant la premie`re me´thode, on de´termine le comportement de la per-
mittivite´ locale a` travers plusieurs mode`les de l’interface Si-SiO2. Graˆce a` cela,
on arrive a` montrer que la transition die´lectrique du silicium a` l’oxide est accom-
plie dans l’espace de quelques angstro¨ms seulement, et que la couche interfaciale
pre´sente une permittivite´ accrue par rapport a` la silice amorphe. En partic-
ulier, il en re´sulte que l’e´paisseur e´quivalente d’oxide de la couche interfaciale
est de 0.2−0.3 nm infe´rieure a` l’e´paisseur physique correspondante. Cela a des
conse´quences favorables pour la miniaturisation des circuits inte´gre´s sur silicium.
En utilisant la deuxie`me me´thode, on re´soud une controverse relative aux
de´placements vers l’infrarouge lointain des bandes d’absorption infrarouge a` haute
fre´quence des couches minces d’oxide, qui sont observe´s lorsque l’on en re´duit
l’e´paisseur. En calculant les spectres d’absorption transversale et longitudinale
pour un mode`le re´aliste de l’interface Si(100)-SiO2, on arrive a` attribuer l’origine
microscopique de ces de´placements a` l’allongement des liaisons entre les atomes
de Si et O dans l’oxide sous-stoechiome´trique a` l’interface.

Abstract
We study the infrared properties of the Si-SiO2 interface within a ﬁrst-principles
approach. In order to provide an atomic-scale description of the dielectric per-
mittivity (both high-frequency and static) and of the infrared absorption at the
interface, we introduce two theoretical schemes of general validity.
First, we develop a method for investigating atomic-scale dielectric permit-
tivity proﬁles across interfaces between insulators. From the microscopic charge
density induced by an applied electric ﬁeld, we calculate a local permittivity which
describes variations of the dielectric response over length scales of the order of
interatomic distances. In order to establish a relation between the dielectric re-
sponse and the underlying microscopic structure, the local permittivity is further
analysed in terms of maximally localized Wannier functions.
Second, we develop a method for calculating from ﬁrst principles both the
transverse-optical and longitudinal-optical infrared absorption spectra at surfaces
and interfaces. We derive expressions for the total absorption spectra of the sys-
tem under consideration, and then deﬁne a spatial decomposition which provides
the evolution of the infrared activity across that system. Such a decomposition
is particularly suited for associating speciﬁc spectral features to the underlying
local bonding arrangements.
By using the ﬁrst method, we determine the proﬁle of the local permittivity
across several structural models of the Si-SiO2 interface. We are able to show
that the dielectric transition from the silicon to the oxide occurs within a width
of only a few angstroms, and that the interfacial layer carries an enhanced permit-
tivity with respect to bulk vitreous silica. Correspondingly, the equivalent oxide
thickness of the interfacial oxide is found to be smaller than the corresponding
physical thickness by 0.2–0.3 nm, with beneﬁcial consequences for the scaling of
Si-based electronic devices.
By using the second method, we solve a long-standing controversy related to
the red shifts of the high-frequency peaks observed in the infrared spectra of ul-
trathin oxides on silicon with decreasing thickness. By calculating the transverse-
optical and the longitudinal-optical absorption spectra across a realistic model of
the Si(100)-SiO2 interface, we are able to assign the microscopic origin of these
shifts to the lengthening of the Si-O bonds in the interfacial substoichiometric
oxide.

Chapter 1
Introduction
This thesis is devoted to the study of the infrared properties of the Si(100)-
SiO2 interface from ﬁrst principles. The term infrared is meant to indicate the
frequency range encompassing the whole phonon spectrum, and including the
high-frequency spectral region just below the electronic transitions. The term
properties speciﬁcally refers to the electronic and static dielectric permittivities
and to the infrared absorption spectra. The theoretical investigation presented
here is essentially based on ﬁrst principles methods, which aim at describing
the behavior of the material considered by directly solving the corresponding
quantum-mechanical equations, without resorting to parametrizations based on
experimental evidence or physical intuition.
The atomic-scale structural, electronic and dielectric properties of the inter-
face between silicon and its oxide have received a great deal of attention in the
past decades. Indeed, SiO2 thermally grown on Si(100) has been hitherto the
material of choice for the dielectric which isolates the gate electrode from the Si
channel in complementary metal-oxide-semiconductor (CMOS) transistors. The
reason for the almost exclusive use of SiO2 as the gate insulator in CMOS devices
resides in the excellent electrical and thermodynamical properties of the interface
that it forms with the silicon substrate. Indeed, the growth of SiO2 on Si(100)
gives rise to a low interfacial defect density, a large band gap, and a good di-
electric strength. However, the miniaturization of Si-based electronic devices has
come to the point where gate dielectrics thinner than 1.5 nm are needed to meet
the targeted performance requirements in terms of switching speed and power
consumption. Such a small oxide thickness corresponds to a separation between
the polycrystalline-Si gate and the Si substrate of only 5 SiO4 tetrahedra, with at
least two of them located at the interfaces with the substrate and the polycrys-
talline gate. As a consequence, the understanding of the Si(100)-SiO2 interface at
the atomic scale level constitutes today a crucial step for the further improvement
of CMOS device performance, as it is witnessed by the growing interest of device
manufacturers in ﬁrst principles modelling of silicon-dielectric interfaces.
In particular, the understanding of the dielectric response of the Si(100)-SiO2
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interface at the atomic-scale carries direct implications on the scalability of in-
tegrated CMOS devices. Indeed, an essential requirement for device scaling is
a larger gate capacitance density for each new technology generation. To date,
the interfacial transition layer between Si and SiO2 represents a signiﬁcant frac-
tion of the total gate dielectric thickness. Therefore, a detailed investigation of
the dielectric properties of this interfacial layer is of paramount importance for
the future scalability of Si-based devices. However, the theoretical treatment of
atomic-scale permittivities at interfaces poses severe diﬃculties in terms of com-
putational cost, and modelling schemes well established for bulk materials are no
longer practical when addressing interfaces or surfaces.
One of the most commonly adopted techniques for the characterization of the
interface between silicon and its oxide is infrared spectroscopy. This analytical
technique probes the vibrational properties of a material and can provide unique
insights into the microscopic structure of the interfacial layer, owing to its sen-
sitivity to the details of the atomistic bonding arrangement. Unfortunately, the
interpretation of the measured spectra is not straightforward, since the contri-
butions of diﬀerent structural properties are often diﬃcult to disentangle. The
proper interpretation of infrared spectra of ultrathin ﬁlms must therefore be ac-
companied by accurate theoretical modelling, as can be provided by ﬁrst princi-
ples methods. However, the calculation of full infrared spectra at the Si(100)-SiO2
interface has so far not been achieved, because of the theoretical diﬃculties re-
lated to the determination of the infrared intensities and to the treatment of
longitudinal optical excitations at interfaces.
The main goal of this thesis consists of providing accurate theoretical mod-
elling of the dielectric permittivity of the interfacial layer at the Si(100)-SiO2
interface and of the corresponding infrared absorption spectra. This is accom-
plished by
(i) generalizing the methods for calculating the infrared response of extended
systems to the case of interfaces and surfaces, and
(ii) by applying such methods to realistic structural models of the Si(100)-SiO2
interface.
The techniques developed within this work are of general validity and lay out the
basis for the ﬁrst-principles investigation of the infrared properties of interfaces
and surfaces.
1.1 Transistor scaling and role of the gate oxide
During the last two decades, the demand for enhanced integrated circuit perfor-
mance at lower cost has been met by a progressive scaling of the physical dimen-
sion of the CMOS transistor, leading to a corresponding increase of the device
1.1 Transistor scaling and role of the gate oxide 3
1970 1975 1980 1985 1990 1995 2000 2005
3
4
5
6
7
8
9
10
year of production
lo
g 
   
  o
f t
ra
ns
ist
or
s 
pe
r c
hi
p
10
40
04
80
08 80
80
80
86
28
6 38
6
48
6
Pe
nt
iu
m
Pe
nt
iu
m
 II
Pe
nt
iu
m
 II
I
Pe
nt
iu
m
 4
Ita
ni
um
Ita
ni
um
 2
Figure 1.1: The scaling of the
CMOS transistor for integrated
circuit applications has led to the
doubling of the number of transis-
tors per chip every 18-24 months
during the past four decades. This
semilogarithmic plot shows the
number of transistors per chip vs.
year of production, for some com-
mon commercial processors [1].
The Moore’s law is represented by
the dashed line.
density on a Si wafer. The rate of increase of transistor density roughly corre-
sponds to a doubling of the number of transistors per chip every 18-24 months
(Fig. 1.1). This evolution holds almost unchanged since its ﬁrst observation four
decades ago by G. Moore [2], and is today commonly indicated as “Moore’s law”.
Rather than a mere coincidence between an observation made in the mid six-
ties and present manufacturers throughput, Moore’s law has become a sort of
road map for the semiconductor industry. Indeed, after its formulation, an even-
tual slowdown with respect to the prospected trend was perceived as a threat
to the economic expansion of the microelectronic industry. As a consequence,
device manufacturers started optimizing their products in order to fall on the
Moore’s line at each new technology generation (Fig. 1.1). This trend still con-
tinues nowadays, but we arrived at a point were the scaling rules so eﬀectively
applied to date no longer hold. Indeed, the device dimensions are approaching the
nanometer range, and in this regime several phenomena as polysilicon depletion,
gate leakage currents, and short-channel eﬀects begin to pose severe diﬃculties.
Figure 1.2 shows a schematic diagram of the central core of the n-type part
of a CMOS transistor. It is comprised of a source and a drain of heavily doped
silicon, a thin SiO2 gate insulator, and a polycrystalline-Si gate electrode. Es-
sentially, a CMOS transistor acts as a switch, allowing charge ﬂow within the
Si channel when the gate electrode supplies a suﬃcient bias voltage through the
gate dielectric. The transistor miniaturization consists of reducing its lateral
dimensions, namely the channel length (L) and the transistor width (W ) (Fig.
1.2). However, such scaling has to be accomplished without reducing the gate
capacitance C = WL ε/t, ε being the permittivity of the gate oxide and t the
corresponding physical thickness. Indeed, the gate capacitance determines the
amount of charge that can be induced in the Si channel by an applied gate volt-
age, and is therefore directly related to the transistor drive current [3]. Hence,
in order to reduce the lateral dimensions of the device without lowering the gate
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capacitance, it is necessary to simultaneously increase the capacitance density ε/t
of the gate dielectric.
To date, the latter requirement has been fulﬁlled by progressively reducing
the thickness t of the gate oxide, typically SiO2 thermally grown on Si(100) sub-
strates, reaching values as small as 2 nm in present generation devices. However,
it has been shown that quantum-mechanical tunneling of electrons and holes from
the gate electrode limits the scalability of SiO2 as a gate oxide to about 13 A˚ [4, 5].
As a consequence, alternative materials with higher dielectric permittivity (most
often transition metal silicates) are under consideration for replacing the natural
oxide of silicon and increasing the gate capacitance density ε/t through the per-
mittivity ε [3].
Since for many years the increase of the gate capacitance density has been
achieved by reducing the thickness of the SiO2 layer between the gate electrode
and the Si substrate, it is common practice to use the notion of equivalent oxide
thickness (EOT) of a dielectric as a measure of the gate capacitance density. The
equivalent thickness teq is deﬁned as the theoretical thickness of a SiO2 layer that
would be required to achieve the same capacitance density as the dielectric under
consideration: teq = (εSiO2/ε) t. As a reference, the EOT predicted for high-
performance applications is required to be as small as 0.8 nm for the technology
generation with a channel length of 50 nm, anticipated by the Semiconductor
Industry Association for the year 2009 [6].
A common problem encountered in the EOT scaling consists in the formation
of an undesired SiO2 interlayer at the interface between the substrate and high-
permittivity oxides [7]. Indeed, during the post-deposition annealing process for
the activation of dopants, O atoms diﬀuse out of the high-permittivity material,
and oxidize the Si substrate forming an interfacial oxide layer [8]. Even if po-
tentially beneﬁcial as it provides an intermediate high-quality interface between
silicon and the high-permittivity oxide, the contribution of this interlayer to the
EOT of the gate stack could be substantial, raising questions about the practi-
Figure 1.2: Schematic view of a n-MOS
transistor. The substrate is p-type Si,
while the source and drain contacts are
heavily doped n-type Si. At suﬃciently
high positive gate voltage, the substrate
undergoes carrier inversion and a tiny
electron channel forms under the gate ox-
ide, leading the device into the conducting
state. The transistor width W , the chan-
nel length L, and the gate oxide thickness
t are indicated.
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cal scalability limit of gate dielectrics for CMOS applications [7]. Understanding
the structural and the dielectric properties of this interfacial layer is therefore of
primary importance for the progress of Si-based microelectronics.
So far, when addressing the permittivity of the gate dielectric, we implicitly re-
ferred to the static permittivity, corresponding to the dielectric function evaluated
at frequencies just below the far infrared region. This is because the operational
range of currently available devices is between approximately 100 MHz and 10
GHz. When translated into the frequency units adopted throughout this thesis,
the upper bound becomes 30 cm−1, which is well below the main absorption peaks
of both bulk SiO2 and the substoichiometric interfacial layer (cf. Fig. 6.4).
1.2 The Si(100)-SiO2 interface
It is widely recognized that the outstanding electrical and thermodynamical prop-
erties of the interface between the Si channel and the SiO2 gate oxide have been
the key enabler for the scaling of CMOS devices [3]. Therefore, it is not surprising
that a huge eﬀort has been devoted to the characterization of this interface at a
microscopic level during the past two decades [9].
Several experimental techniques [9] contributed to outline a detailed atomic-
scale picture of the Si(100)-SiO2 interface (Fig. 1.3). First of all, the amorphous
nature of the oxide has unambiguously been demonstrated by both transmission
electron microscopy and X-ray scattering [10]. X-ray scattering measurements
also revealed a disordered bonding pattern at the interface [10, 11]. Despite the
disordered reconstruction, the interfacial bonding network is topologically almost
perfect, as indicated by the very low density of interface states obtained from
electrical measurements and from electron-spin resonance experiments [12, 13].
Photoemission spectroscopy has gathered very detailed informations about
the composition of the interfacial layer. In fact, by monitoring the shift of the
Si-2p core-levels across the Si(100)-SiO2 interface, it has been shown that all the
intermediate oxidation states of Si, corresponding to Si atoms with one to three
O nearest neighbors, occur within the interfacial layer [14, 15, 16, 17, 18]. Fur-
thermore, at a distance of about 1 nm from the Si substrate, the oxide is already
stoichiometric, as indicated by ion scattering experiments [10, 19].
Several structural models of the Si(100)-SiO2 interface have been proposed
in the past [17, 18, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30]. However, none of
these models matches the full list of atomic-scale properties determined from the
available experimental data. An important step towards the atomic-scale mod-
elling of the Si(100)-SiO2 interface has been made very recently by introducing
structural models purposely designed in order to fulﬁll a variety of constraints
set by experiment [31, 32]. Within this thesis, particular emphasis is given to the
investigation of the infrared properties at the Si(100)-SiO2 interface through such
realistic structural models.
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Figure 1.3: Ball-and-stick representation
of a model Si(100)-SiO2 interface. The
(001) termination of the Si substrate (bot-
tom, gray balls) exposes two dangling bonds
per Si atom, which are saturated either by
the O atoms of the oxide (black balls), or
by the formation of Si-Si dimers. The re-
gion containing partially oxidized Si atoms
with their O nearest neighbors, Si+1O,
Si+2O2, and Si+3O3, constitutes the inter-
facial layer. This layer shows peculiar elec-
tronic, dielectric, and vibrational proper-
ties, and aﬀects the electron and hole ﬂow
in the Si channel of CMOS devices.
1.3 Dielectric permittivity of ultrathin SiO2
films on Si(100)
In view of the EOT scaling, the accurate determination of the dielectric permittiv-
ity at the Si(100)-SiO2 interface is of primary importance. However, a thorough
understanding of the dielectric eﬀect of the interfacial layer is still missing to
date.
Certainly, the use of the permittivity of bulk SiO2 to take into account the
interfacial layer contribution to the EOT is questionable, because of the peculiar
structural and electronic properties of that layer. Indeed, electron-energy-loss
spectroscopy measurements of the O-K edge proﬁle across the Si(100)-SiO2 inter-
face indicated a reduced band gap within the interfacial oxide [5], and have been
interpreted in terms of silicon states with energies located inside the SiO2 band
gap. Furthermore, it has been speculated that the presence of such states could
alter the dielectric screening within the interfacial oxide, possibly leading to an
enhanced permittivity [5, 7].
Indirect evidence for an enhanced permittivity within the interfacial oxide has
already been reported [33], based on capacitance-voltage measurements on a set
of SiO2-ZrO2 metal-oxide-semiconductor (MOS) capacitors. The MOS capaci-
tors considered in Ref. [33] included a gate oxide made of a SiO2 layer of ﬁxed
thickness, and ZrO2 layers of varying thickness. Extrapolation of the measured
EOT of the gate dielectric stack to zero ZrO2 physical thickness, yielded a static
dielectric permittivity of the interfacial layer between 6 and 7, appreciably larger
than that of bulk SiO2 (εSiO2 = 3.9).
Another indication of an interfacial layer with an altered dielectric permittiv-
ity has been provided by a recent comparison between the thicknesses of ultrathin
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oxides as measured by medium energy ion scattering and by spectroscopic ellip-
sometry [34]. Indeed, ellipsometric measurements probe the optical path of a light
beam, hence the determination of the ﬁlm thickness relies on a priori assump-
tions about the corresponding dielectric response. In Ref. [34] it was found that,
when describing the MOS gate dielectric through the bulk SiO2 permittivity, the
ellipsometric thickness overestimated the physical thickness (as measured by ion
scattering) by about 0.2-0.3 nm. The two estimates could be reconciliated only
by including an interfacial layer with a permittivity intermediate between those
of bulk Si and bulk SiO2, in line with the discussion above.
As for the extent of the region with an altered dielectric screening, measure-
ments based on Auger spectroscopy suggested that, at a distance of about 6 A˚
from the substrate, the oxide permittivity recovers the bulk SiO2 value [35]. How-
ever, it must be pointed out that the conclusions drawn in Ref. [35] were based
on the observation that the Auger parameter relates to the electrostatic energy
associated to the core-hole generated in the photoionization process, which in
turn scales with the inverse of the oxide dielectric permittivity. Therefore, the
association of the Auger parameter to the oxide permittivity again relies on a
priori assumptions about the dielectric response of the oxide.
From the above observations it is clear that, while experimental indications
of an interfacial layer between Si and SiO2 with a dielectric permittivity diﬀerent
from that of vitreous silica do indeed exist, they are mainly based on a classical
interpretation of the measured data. However, in the sub-nanometer regime, the
understanding of the dielectric response can no longer be inferred from macro-
scopic electrostatics, and demands a proper quantum mechanical description of
the electronic structure [36].
1.4 Infrared absorption of ultrathin SiO2 films
on Si(100)
Infrared spectroscopy has emerged as one of the most successful analytical tech-
niques for investigating surfaces and interfaces [37]. This technique plays nowa-
days a major role in the experimental characterization of catalytic processes [38],
electrode/electrolyte interfaces [39], and thin ﬁlms for device applications [40].
Since the transverse-optical (TO) peak at 1076 cm−1 and the longitudinal-
optical (LO) peak at 1256 cm−1 in the infrared spectra of SiO2 arise from the
stretching motion of Si-O bonds [41], the corresponding spectral regions carry
signiﬁcant information on the local bonding environment in vitreous silica.
Infrared spectroscopic studies of ultrathin SiO2 ﬁlms on Si(100) recorded red
shifts of the TO and the LO high-frequency peaks for decreasing oxide thicknesses
(Fig. 1.4) [42, 43, 44, 45, 46, 47, 48, 49]. These shifts have variably been ascribed
to the compressive strain of the interfacial oxide [45, 46], to void incorporation
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[47], or to the presence of substoichiometric silica [42].
In Ref. [45], by studying the TO spectra of thermal oxides on Si(100) with a
thickness ranging between 30 and 500 A˚, the stretching peak was found to red
shift continuously with decreasing thickness, by up to 20 cm−1. Since the interfa-
cial substoichiometric oxide extended up to 10 A˚, the eﬀect of substoichiometry
on the peak frequency was ruled out, and the authors associated the red shift to
the presence of some compressive strain in the oxide. Rather similar conclusions
were reached in Ref. [46], after observing a red shift of 50 cm−1 with respect to
bulk vitreous silica for ﬁlms with thickness between ∼5 and ∼30 A˚.
A diﬀerent proposal about the origin of the red shifts was put forward in Ref.
[47]. Indeed, by comparing the LO and TO spectra measured for a 15 A˚ thick
oxide with simulations based on eﬀective medium theories [50], the authors de-
termined that the softer infrared modes of ultrathin SiO2 ﬁlms on Si(100) were
due to the incorporation of void in the interfacial layer.
The conclusions drawn in Ref. [42] were also based on eﬀective medium mod-
els. In that work, the TO and LO peak frequencies were observed to red shift
by up to ∼30 cm−1 as the oxide was thinned from ∼30 A˚ to ∼5 A˚. However, by
comparing the simulated spectra with experiment, the authors ruled out eﬀects
related to the oxide strain and void incorporation, and associated the red shifts
to the presence of an interfacial substoichiometric oxide.
A diﬀerent approach was followed in Ref. [44], where red shifts of ∼40 cm−1
were observed for oxides of thickness between 300 and ∼20 A˚. In that work, the
authors modelled the oxide through a classical SiOx-SiO2 stack. By keeping ﬁxed
the thickness of the substoichiometric layer SiOx and by varying the thickness of
the pure SiO2 oxide, the authors showed that a tiny suboxide layer may aﬀect
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Figure 1.4: Experimentally measured frequency of the Si-O stretching peaks in the
TO and LO infrared absorption spectra of SiO2 ﬁlms on Si(100) vs. ﬁlm thickness. The
red shift has been alternatively associated to compressive strain, to void incorporation,
or to substoichiometry, but its microscopic origin remains unclear.
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the infrared spectra of oxides as thick as 100 A˚.
From the preceding survey, it emerges that a general consensus on the origin
of the TO and LO red shifts of ultrathin oxides on Si(100) has not been reached
so far. Now, it must be noted that the diﬀerent works mentioned above share
one common element: they all resort to some classical modelling to interpret the
measured spectra. However, when applied to ultrathin oxides, classical models
such as eﬀective medium theories are questionable and possibly misleading. In
this context, the need for a direct comparison with experiment through ﬁrst-
principles modelling acquires a primary importance [42].
The understanding of the microscopic origin of the TO and LO red shifts at
the Si(100)-SiO2 interface may also carry direct implications on CMOS integrated
circuit manufacturing. Indeed, it has recently been suggested that the frequency
of the Si-O stretching peak could eﬀectively be used to distinguish between or-
dered and disordered Si(100)-SiO2 interfaces [51]. The advantage of having an
ordered interface with an abrupt transition region is substantial. Indeed, such an
interface would be accompanied by an enhanced channel mobility due to the re-
duced scattering by the inhomogeneities of the interfacial layer, leading to larger
drive currents and increased transistor performance.
1.5 Outline and organization of the thesis
In order to investigate the dielectric and infrared properties at the Si(100)-SiO2
interface from ﬁrst principles, we needed to develop suitable theoretical schemes
for addressing heterogeneous systems such as interfaces and surfaces. The the-
ory for the ab-initio calculation of the high-frequency (i.e. electronic) and static
dielectric permittivities of bulk crystalline systems is well established [52], and
the extension to bulk disordered systems has recently been accomplished [53].
However, a general formalism allowing a systematic analysis of layered structures
is still missing. A similar consideration applies to the theory for the ab initio
calculation of infrared spectra: while the formalism for the calculation of phonon
dispersions [54] and dipole strengths [52] is well established for bulk crystalline
systems, and can be applied to disordered solids as well [55], the generalization
to heterogeneous systems such as interfaces and surfaces has not been achieved
so far.
In Chap. 2 we present a method for investigating atomic-scale dielectric per-
mittivity proﬁles at the interface between insulators. The method is based on the
observation that the microscopic dielectric function matrix εij(r, r
′;ω) is char-
acterized by a spatial nonlocality which typically extends over distances of the
order of a bond length. Therefore, by focusing on the latter length scale, the non-
locality does not intervene in the formulation and a local permittivity εij(r;ω)
can be used to monitor the dielectric properties across an interface. The local
permittivity is then decomposed into contributions pertaining to maximally lo-
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calized Wannier functions [56], thus establishing a link between variations of the
microscopic dielectric response and speciﬁc bonding conﬁgurations.
In Chap. 3 we introduce a scheme for calculating transverse-optical and lon-
gitudinal-optical infrared absorption spectra at surfaces and interfaces. The key
idea is to calculate the transverse and longitudinal infrared absorption spectra
by adopting a dielectric function which is referred to the external electric ﬁeld
rather than to the macroscopic selfconsistent ﬁeld. This choice allowed us to
avoid diﬃculties related to the inversion of the dielectric function required for
the longitudinal spectrum. In addition, we describe a spatial decomposition of
the infrared absorption functions which is useful for following the evolution of
the infrared activity across interfaces and surfaces. The deﬁnition of this spatial
decomposition follows the spirit of Chap. 2 and is based on the determination of
the lattice dielectric response of atomically thin layers.
Chapter 4 reviews the structural models of the Si(100)-SiO2 adopted in this
work. We describe the procedures followed for generating the models, and the
corresponding structural and the electronic properties. We start from simple
models in which the interface is obtained by matching a crystalline phase of SiO2
to Si(100), and then we consider more realistic interface models featuring disor-
dered interfacial layers and amorphous oxides.
In Chap. 5 we present the calculated dielectric permittivity proﬁle across the
Si(100)-SiO2 interface, as obtained by applying the scheme introduced in Chap.
2 to the interface models of Chap. 4. We show that the dielectric transition from
the Si substrate to the SiO2 oxide occurs within a width of only a few angstroms,
corresponding to the extent of the interfacial suboxide layer. The polarizabilities
associated to partially oxidized Si atoms together with their nearest neighbor
O atoms are found to be enhanced with respect to bulk SiO2, leading to an en-
hanced permittivity within the interfacial layer, in agreement with experiment.
Chapter 6 is devoted to the study of the transverse-optical and longitudinal-
optical infrared absorption spectra at the Si(100)-SiO2 interface. We applied the
formalism developed in Chap. 3 to one of the realistic interface models described
in Chap. 4. The calculated infrared absorption spectra are shown to compare well
with experiment on bulk SiO2 and to reproduce the red shifts of the stretching
peaks with decreasing oxide thickness. We further show that the stretching fre-
quency decreases with increasing Si-O bond length. As a consequence, the longer
Si-O bond lengths observed within the interfacial oxide result in softer stretching
modes as compared to bulk SiO2. This eﬀect is shown to be at the origin of the
measured red shifts of the TO and LO high-frequency peaks of ultrathin oxide
ﬁlms on Si(100).
Finally, Chap. 7 summarizes the main results of this thesis. It is worth men-
tioning that, among the others, Appendix F deserves consideration since it reports
about our ﬁrst steps towards the ab initio investigation of ZrxSi1−xO2 gate oxides,
which are nowadays considered as possible replacements of SiO2 in future CMOS
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devices. By modelling Si 2p core-level shifts at Si(100)-ZrxSi1−xO2 interfaces,
we found that the Si 2p line shifts to lower binding energies with increasing Zr
content, in agreement with experiment.

Chapter 2
Theory of dielectric permittivity
at surfaces and interfaces
In this chapter, we develop a scheme for investigating atomic-scale dielectric per-
mittivity proﬁles across interfaces between insulators. A local permittivity ε(x;ω)
is introduced to describe variations of the dielectric response over length scales of
the order of interatomic distances (Sec. 2.1.1). The nonlocality of the microscopic
permittivity tensor εij(r, r
′;ω) occurs on smaller distances and therefore does not
intervene in our formulation.
We show that the permittivity can conveniently be analysed in terms of max-
imally localized Wannier functions (Sec. 2.1.2). In this way, we can relate varia-
tions of the microscopic dielectric response to speciﬁc features of the local bonding
arrangement. In addition to a continuous description in terms of the local per-
mittivity, we introduce an alternative scheme based on discrete polarizabilities
(Sec. 2.1.3). In the latter case, electronic polarizabilities α
(n)
elec are obtained in
terms of the displacements of maximally localized Wannier functions, while ionic
polarizabilities α
(I)
ion are determined from the induced ionic displacements and the
corresponding dynamical charges.
The scheme is then illustrated through applications to bulk Si with a defective
layer (Sec. 2.3.1) and to Si slabs of ﬁnite thickness (Sec. 2.3.2). In the latter case,
we investigate the origin of the size-dependent permittivity (Sec. 2.3.2) by ad-
dressing the local permittivity proﬁle across silicon slabs of ﬁnite thickness. Our
analysis indicates that the variation of the permittivity relates to the reduced
screening of the outermost Si planes. This eﬀect becomes progressively more im-
portant as the surface-to-volume ratio increases, and explains the reduction of
the average slab permittivity with decreasing thickness.
14 2 Theory of dielectric permittivity at surfaces and interfaces
2.1 Theory of the local permittivity
2.1.1 Permittivity profile
We are going to introduce a procedure for calculating the dielectric permittivity
proﬁle of an insulating material along a given direction. Our approach is based on
the deﬁnition of a microscopic polarization through the transient current induced
by an electric ﬁeld [57]. This approach carries the advantage that the polarization
ﬁeld is well-deﬁned down to atomistic length scales and does not suﬀer from any
gauge arbitrariness [58].
In the linear regime and in stationary conditions, an applied microscopic elec-
tric ﬁeld ei(r;ω) induces a microscopic polarization pi(r;ω) given by
pi(r;ω) =
∫
dr′χij(r, r′;ω)ej(r′;ω), (2.1)
where χij(r, r
′;ω) denotes the microscopic dielectric susceptibility tensor, ω cor-
responds to the frequency of the applied ﬁeld, and the indices indicate Cartesian
directions. In Eq. (2.1), the electric ﬁeld ei(r;ω) includes the selfconsistent re-
sponse of the system to the external applied ﬁeld. The frequency ω appearing in
Eq. (2.1) is here assumed to be smaller than typical electronic excitation energies.
We are interested in deﬁning a dielectric permittivity which varies in the x di-
rection on length scales corresponding to interatomic distances. For this purpose,
we smooth atomic scale ﬂuctuations of the charge density in the x direction by
a convolution with a Gaussian kernel. The width of this kernel then deﬁnes the
typical length scale over which variations of the permittivity are meaningful. In
the orthogonal directions, we consider macroscopic planar averages. Under these
conditions, the dielectric susceptibility takes the form:
χij(r, r
′;ω)  χi(x;ω)δ(r− r′)δij, (2.2)
where the oﬀ-diagonal components vanish because of the planar average.
In Eq. (2.2), we assume in addition that the dielectric response is local. This
assumption of locality is well justiﬁed when averages over interatomic distances
are considered. Indeed, for insulators, the homogeneous real-space dielectric func-
tion generally decays with a characteristic length of the order of interatomic dis-
tances. For instance, we estimated decay lengths of 0.7 A˚ for SiO2 and of 1.7 A˚
for Si (cf. Appendix A).
Combining Eqs. (2.1) and (2.2), we obtain
px(x;ω) = χ(x;ω)ex(x;ω), (2.3)
where the double bars indicate the average over the yz plane and the Gaussian
ﬁlter. In Eq. (2.3), we dropped the Cartesian index of the dielectric susceptibility
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specifying the x direction. In the following, we will refer to χ(x;ω) as to the local
susceptibility, and to
ε(x;ω) ≡ 1 + 4πχ(x;ω) (2.4)
as to the corresponding local permittivity.
In Eq. (2.3), the electric ﬁeld ex(x;ω) is obtained from the induced charge
density ρind through the Gauss relation:
d
dx
ex(x;ω) = 4πρind(x;ω). (2.5)
The induced polarization px(x;ω) is deﬁned through the transient current induced
by an electric ﬁeld [57]. However, in the case of one-dimensional systems, this
polarization can be obtained following an alternative procedure. In general, the
equation,
∇ · p(r;ω) = −ρind(r;ω), (2.6)
speciﬁes the polarization within a divergence-free vector ﬁeld. For one-dimen-
sional systems, the planar average of the latter ﬁeld vanishes and the polarization
px satisﬁes the relation
d
dx
px(x;ω) = −ρind(x;ω). (2.7)
Equations (2.5) and (2.7) give the electric ﬁeld ex and the polarization px, re-
spectively, up to two additive constants. For a ﬁnite system, the ﬁrst constant
is ﬁxed by the requirement that the electric ﬁeld away from the system equals
the external ﬁeld, while the second constant is ﬁxed by the condition that the
induced polarization vanishes in the region with vanishing charge density. At
variance, when an extended periodic model is adopted, the unknown constant in
ex is determined by the average selfconsistent electric ﬁeld in the supercell, while
the corresponding term in px is determined by the macroscopic Berry-phase po-
larization.
When the calculation is performed within a supercell, it is convenient to ex-
press the local susceptibility in terms of the polarization px. From Eqs. (2.3),
(2.5), and (2.7), we obtain:
4πχ(x;ω)
1 + 4πχ(x;ω)
=
(
1− 1
ε(ω)
) px(x;ω)
〈px(x;ω)〉
, (2.8)
where the brackets 〈· · ·〉 indicate an average over the simulation cell, and ε(ω)
corresponds to the permittivity of the full cell:
ε(ω) ≡ 1 + 4π 〈px(x;ω)〉〈ex(x;ω)〉 . (2.9)
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We note that Eqs. (2.4), (2.7) and (2.8) establish a direct link between the induced
charge density and the local permittivity regardless of the frequency ω. Thus, the
derived relations hold in particular for the electronic ε∞(x) and the static ε0(x)
permittivities.
In practical applications, it is often convenient to deﬁne a permittivity per-
taining to a slab of ﬁnite thickness, delimited by the planes x = x1 and x = x2.
From Eqs. (2.3), (2.4), (2.5) and (2.7), one derives:
∂
∂x
[ε(x, ω) · ex(x, ω)] = 0, (2.10)
which is analogous to the conservation of the component of the displacement ﬁeld
orthogonal to the interfaces in classical electrostatics. This analogy is also at the
basis of the following relation which holds between the permittivity of the slab
ε([x1, x2];ω) and the local permittivity ε(x, ω):
1
ε([x1, x2];ω)
=
1
x2 − x1
∫ x2
x1
1
ε(x, ω)
dx. (2.11)
2.1.2 Wannier decomposition of the permittivity profile
To analyze the dielectric properties at the atomic scale, we describe the electronic
structure in terms of localized Wannier functions [56]. A given decomposition in
Wannier functions directly deﬁnes a partition of the electronic charge density
in localized contributions. We here restrict the discussion to a single-particle
description. While we refer to the Wannier terminology pertaining to extended
periodic systems, the same concepts apply in a fully equivalent way to ﬁnite
systems.
For an insulator in an electric ﬁeld E , the material state of interest corresponds
to a long-living excited state [59], for which the density matrix preserves the
periodicity of the ground state and its insulator-like properties [60, 61]. Hence,
for this state, it remains possible to deﬁne a set of localized Wannier functions
{wEn} [62]. By continuity, an unambiguous one-to-one correspondence can be
established between these polarized Wannier functions and the respective ones in
absence of electric ﬁeld {wE=0n }. This correspondence deﬁnes a partition of the
induced charge density in localized contributions ρ
(n)
ind = |wEn|2 − |wE=0n |2:
ρind =
∑
n
ρ
(n)
ind, (2.12)
where the double bars correspond to the double averages deﬁned in Sec. 2.1.1. The
localized contributions to the dipole density p
(n)
x (x;ω) are then deﬁned through
the analogous of Eq. (2.7):
d
dx
p
(n)
x (x;ω) = −ρ(n)ind(x;ω). (2.13)
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When integrating Eq. (2.13), we ﬁx the unknown constant through the condition:
A
∫ ∞
−∞
p
(n)
x (x;ω)dx ≡ e(xEn − xE=0n ), (2.14)
where A corresponds to the transverse area of the simulation cell, e is the elec-
tron charge, and xEn stands for the center of the Wannier function w
E
n. This
choice ensures that the sum of the individual contributions gives the full induced
polarization:
A
∫ Lx
0
px(x;ω)dx ≡ A
∫ Lx
0
∑
n
p
(n)
x (x;ω)dx
=
∑
n
e(xEn − xE=0n ) = Ω(P Ex − P E=0x ), (2.15)
where Ω is the volume of the simulation cell. In Eq. (2.15), the integral extends
over a periodic cell and the sum over the corresponding Wannier functions. The
assignment in Eq. (2.14) is therefore consistent with the way we determined the
constant when integrating Eq. (2.7). The last equality in Eq. (2.15) results from
the very basic deﬁnition of the Berry-phase polarization (denoted by Px) [63].
To evaluate the contribution to the local susceptibility χ(n)(x;ω) resulting
from each Wannier function, we proceed along the same lines as in Sec. 2.1.1:
p
(n)
x (x;ω) = χ
(n)(x;ω)ex(x;ω). (2.16)
Repeating the derivation which led to Eq. (2.8), we obtain:
4πχ(n)(x;ω)
1 + 4πχ(x;ω)
=
(
1− 1
ε(ω)
) p(n)x (x;ω)
〈px(x;ω)〉
, (2.17)
which relates the dipole density associated to a Wannier function to the corre-
sponding local susceptibility. From Eqs. (2.8) and (2.17), it follows that
ε(x;ω) = 1 +
∑
n
4πχ(n)(x;ω). (2.18)
For one-dimensional systems, it is convenient to use Wannier functions maxi-
mally localized along the x direction, the so-called hermaphrodite Wannier func-
tions [64]. Since the typical localization length of such functions is of the order of
bond lengths [64], the resulting decomposition of the local susceptibility χ(x;ω)
turns out to be particularly suitable for assigning variations of the local suscepti-
bility to speciﬁc structural features, as we demonstrate in the following sections.
Furthermore, hermaphrodite Wannier functions carry a special signiﬁcance, since
they are eigenstates of the one-dimensional position operator in extended systems
[64].
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2.1.3 Decomposition in discrete polarizabilities
An alternative way to investigate the variation of the local permittivity consists in
decomposing the continuous dielectric medium in discrete units. In this section,
we consider separately the electronic and ionic responses to the electric ﬁeld.
Electronic polarizabilities
Using the decomposition introduced in Sec. 2.1.2, we deﬁne an eﬀective electronic
polarizability α
(n)
elec for each Wannier function by relating its induced dipole to the
electric ﬁeld at its center xn:
e(xEn − xE=0n ) ≡ α(n)elecex(xn), (2.19)
where the same approximations leading to Eq. (2.3) are assumed. To make con-
nection with Sec. 2.1.2, we point out that there is a simple relationship between
the eﬀective polarizabilities α
(n)
elec and the contribution to the local susceptibility
of a given Wannier function χ(n)(x). Using Eqs. (2.14) and (2.16), one derives:
α
(n)
elec =
A
ex(xn)
∫ Lx
0
χ(n)(x)ex(x)dx. (2.20)
Using the last equality in Eq. (2.15), we then recover the electronic permittivity
of the full simulation cell as follows:
ε∞ = 1 +
4π
Ω
∑
n
ex(xn)
〈ex(x)〉α
(n)
elec. (2.21)
In particular, when the eﬀective ﬁeld is slowly varying, as for instance well inside
homogeneous regions, Eq. (2.20) simpliﬁes to
α
(n)
elec = A
∫ Lx
0
χ(n)(x)dx, (2.22)
establishing a transparent relation with the local susceptibility of the Wannier
function χ(n)(x). Similarly, Eq. (2.21) reduces to
ε∞ = 1 +
4π
Ω
∑
n
α
(n)
elec. (2.23)
Ionic polarizabilities
With the same spirit as for the electronic polarizabilities, we deﬁne eﬀective ionic
polarizabilities through the induced dipole associated to a given ion. The latter
can be expressed in terms of the induced ionic displacement and the corresponding
dynamical charge.
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In nonhomogeneous systems such as superlattices, the local electric ﬁeld might
present signiﬁcant spatial variations. In order to deﬁne truely local quantities,
we introduce in this work dynamical charges ζI which are deﬁned with respect to
the eﬀective local ﬁeld ex rather than to the macroscopic ﬁeld:
ζI,xα ≡ ∂FI,α
∂ex(RIx)
, (2.24)
where FIα and RIα indicate the ionic force and coordinate along the x axis,
respectively. The dynamical charges ζI are related to the Born (Z
B
I ) and Callen
(ZCI ) charges [65] through:
ζI,xα =
ε∞(x)
ε∞
ZBI,xα = ε
∞(x)ZCI,xα, (2.25)
where ε∞(x) corresponds to the local electronic permittivity introduced in Sec.
2.1.1 and ε∞ is the electronic permittivity of the simulation cell. In the homo-
geneous regions on both sides of a heterojunction, the charges ζI deﬁned by Eq.
(2.24) reduce to the Born charges of the corresponding bulk materials.
In analogy with the electronic polarizabilities in Eq. (2.19), we then deﬁne an
eﬀective ionic polarizability as∑
α
ζI,xα(R
E
Iα − RE=0Iα ) ≡ α(I)ionex(RIx). (2.26)
From the ionic contribution to the induced macroscopic polarization along x [66],
P ionx,E − P ionx,E=0 =
1
Ω
∑
I,α
Z
(B)
I,xα(R
E
Iα − RE=0Iα ), (2.27)
the lattice contribution to the static permittivity is obtained as
ε0 − ε∞ = 4π
P ionx,E − P ionx,E=0
〈ex(x)〉 . (2.28)
From Eqs. (2.25)–(2.28), we then derive the explicit relation between the eﬀective
ionic polarizabilities and the permittivity of the full simulation cell:
ε0 − ε∞ = 4π
Ω
∑
I
ε∞
ε∞(RIx)
ex(RIx)
〈ex(x)〉 α
(I)
ion. (2.29)
When the eﬀective ﬁeld and the electronic permittivity vary slowly, as for instance
inside homogeneous regions, Eq. (2.29) simpliﬁes to
ε0 − ε∞ = 4π
Ω
∑
I
α
(I)
ion. (2.30)
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In this section, we provided a description of the variation of the local permit-
tivity along a given direction. After taking averages in the orthogonal planes, we
critically relied on Eq. (2.6) for deriving the microscopic polarization from the
induced charge density in a gauge-invariant way. The deﬁnition of a local dielec-
tric permittivity varying in three dimensions constitutes a desirable extension of
the present scheme. However, in this case, Eq. (2.6) alone is no longer suﬃcient
for determining the microscopic polarization, which remains undetermined by a
divergence-free component. While the induced local polarization can in principle
be calculated through the transient induced current [58], the computational eﬀort
becomes signiﬁcantly more demanding.
Nonetheless, it should be noted that a truely three-dimensional description
remains easily accessible through the eﬀective polarizabilities deﬁned in Sec. 2.1.3.
Indeed, these polarizabilities are well deﬁned also in the three-dimensional case
through the sole knowledge of the induced dipoles and the eﬀective electric ﬁeld,
without requiring the microscopic polarization. A description in terms of such
polarizabilities can be highly eﬀective in identifying the dielectric response of
speciﬁc structural units.
2.2 Practical implementation
2.2.1 General methods
The calculations described in the present chapter and in Chap. 5 were performed
adopting a generalized gradient approximation to density functional theory [67].
We accounted for valence electronic states using a pseudopotential scheme [68, 69].
We adopted a normconserving pseudopotential for Si atoms [70] and ultrasoft
ones for O and H atoms [71]. The wave functions and the charge density were
expanded in plane-wave basis sets with kinetic energy cutoﬀs of 24 and 150 Ry,
respectively. The Brillouin zone of the investigated systems were sampled at
the Γ point. Structural relaxations were performed within a damped molecular
dynamics approach [72], and carried on until the ionic forces were smaller than
0.005 eV/A˚.
We calculated the static and high-frequency dielectric permittivities through
the application of a ﬁnite electric ﬁeld, as described in Ref. [53] within the context
of the Berry-phase theory of the polarization [63, 73, 74], unless speciﬁed oth-
erwise. The induced charge density appearing in Eqs. (2.5)-(2.7) was evaluated
by calculating the diﬀerence between the charge densities corresponding to two
opposite macroscopic electric ﬁelds. The local dielectric permittivity was then
derived as described in Sec. 2.1.1. We note that, in the case of ﬁnite systems
(cf. Sec. 2.3.2), the local dielectric response can also be obtained through the
application of a simple saw-tooth potential.
The smoothing required to remove nonlocality eﬀects was performed by means
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of a Gaussian kernel with a standard deviation of 1 A˚. With this kernel, the
smoothed polarization and electric ﬁelds vary by less than 1% well inside the
bulk components (cf. Appendix B).
To obtain Wannier functions maximally localized along the x direction, we
made use of the algorithm described in Ref. [75]. This procedure consists in
determining the unitary transformation which minimizes the oﬀ-diagonal matrix
elements of the position operator [76] (cf. Appendix D). We note that, at the Γ
point, the position operator is nonhermitian [64]. Therefore, the optimal unitary
transformation does not diagonalize this operator exactly [64], and the centers
{xn} of the resulting Wannier functions,
xn ≡ Lx
2π
Im ln〈wn|ei2πx/Lx |wn〉, (2.31)
only approximately correspond to the eigenvalues of the position operator. This
diﬀerence aﬀects the last equality in Eq. (2.15). However, this eﬀect vanishes
in the limit of large supercell size [64]. Indeed, we found that such diﬀerences
amount to at most 1% for the large supercells in our calculations.
2.2.2 Bulk permittivities: convergence issues
We determine the permittivity using a ﬁnite-ﬁeld approach with a Γ-point sam-
pling, by taking ﬁnite diﬀerences of the polarization with respect to the electric
ﬁeld [53]. Therefore, it is important (i) to determine the range of electric ﬁelds
in which the polarization scales linearly, and (ii) to study the scaling of the per-
mittivity with the size Lx of the simulation cell.
To determine the range of electric ﬁelds in which the polarization scales lin-
early we proceeded as follows. In view of the systems considered, we focused on
bulk Si. We calculated the susceptibility of a bulk Si sample as a function of the
electric ﬁeld Ex. We considered a simulation cell of size Lx = 21.94 A˚ in the [100]
direction (16 MLs), with a transverse 2×2 repeat unit. Figure 2.1 shows that the
dielectric response is almost linear up to a ﬁeld of 0.001 a.u. Beyond this value,
the permittivity progressively increases until the electric ﬁeld value of 0.01 a.u.,
beyond which the electronic structure could no longer be converged [53]. Since
the numerical convergence is faster for larger ﬁelds, we chose to work with an
optimal value for the electric ﬁeld given by Ex · Lx = 0.001 · 21.94 a.u. · A˚.
The study of the permittivity as a function of the simulation cell size relates
to the choice of sampling the Brillouin zone of the simulation cell with the sole
Γ point, and therefore corresponds to the study of the k-point convergence [77].
For this purpose, we calculated the permittivity of bulk Si using simulation cells
with the same transverse size as above but with varying Lx (Fig. 2.1). For large
cell parameters (Lx > 20 A˚), we found a L
−2
x behavior [77] (cf. Appendix D), and
we extrapolated the trend to obtain a converged value of εSi = 14.3. Given the
limited yz sampling of the Brillouin zone in the present calculation, this converged
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Figure 2.1: (a) Permittivity of
bulk Si as a function of the
electric ﬁeld (disks). The re-
gion where the electronic struc-
ture could not be converged is
shaded. (b) Permittivity of bulk
Si as a function of the size of the
simulation cell Lx (disks). The
solid line corresponds to the L−2x
limiting behavior. The dotted
line indicates the value extrap-
olated for an extended system.
Dashed lines in (a) and (b) are
guides to the eye.
value diﬀers from that determined with a full k-point sampling, overestimating
the latter by 13% [78].
At this stage, it is worth noting that the convergence with k-point sampling
of the local permittivity of a layered system is more demanding than the conver-
gence of the corresponding overall permittivity. Indeed, while the induced charge
density appearing in Eq. (2.7) rapidly converges with the Brillouin zone sampling,
the Berry-phase polarization which enters px through the additive constant does
not. As a result, when the macroscopic polarization is converged within an error
δ, the corresponding error on the local permittivity is ∼ ε(x)δ.
2.3 Local permittivity in silicon slabs
2.3.1 Bulk Si with a defect layer
To illustrate our procedure for determining the local dielectric permittivity, we
focus in this section on a model system with a localized defect layer. We ﬁrst
considered a bulk Si system with a supercell containing 16 ML in the [100] direc-
tion and a 2× 2 repeat unit in the orthogonal plane. Using a ﬁnite electric ﬁeld
[53], we calculated a permittivity of 12.3 for this system. Next, we introduced the
following perturbation: we increased the supercell size Lx in the [100] direction
while maintaining all the (100) interplane separations but one at the equilibrium
distance. In the resulting structure, all Si-Si bond distances are at equilibrium
(2.37 A˚) except those corresponding to the larger interplane separation (2.63 A˚).
Furthermore, the latter bonds are slightly tilted towards the [100] direction. In
Fig. 2.2, we show the local susceptibility proﬁle as a function of a coordinate
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Figure 2.2: Permittivity pro-
ﬁle (solid) along the [100] di-
rection of bulk Si, showing a
defective layer with a larger in-
terplanar separation. The hor-
izontal dashed line indicates
the permittivity of the regular
structure. The Wannier con-
tributions to the local permit-
tivity arising from the defec-
tive (dotted) and the regular
(dash-dotted) Si layers are also
shown. Vertical lines represent
planes of Si atoms.
along the [100] direction.
An enhancement of the local susceptibility is observed in correspondence of the
stretched layer. At a distance of about two monolayers from the defect, the bulk Si
value is essentially recovered. To understand this behavior, we decomposed the
local susceptibility in localized contributions pertaining to maximally localized
Wannier functions of individual layers (Fig. 2.2). It is evident that all the regular
Si-Si bonds give very similar contributions, irrespective of their location with
respect to the defective bonds. In particular, these regular contributions are fully
consistent with the susceptibility of the undefected system. On the other hand,
the defective layer shows a much larger susceptibility, which is responsible for the
observed enhancement of the local screening.
2.3.2 Silicon slabs
In this section, we study the eﬀect of the ﬁnite size on the high-frequency dielec-
tric permittivity of Si quantum wells by performing the local analysis described
in Sec. 2.1.1. The quantum conﬁnement of the electrons in a system of ﬁnite size
induces a blue shift of the optical absorption spectrum [79, 80]. Since the absorp-
tion spectrum is directly related to the real part of the dielectric function through
the Kramers-Kro¨nig relations, it has been suggested that the conﬁnement should
aﬀect the dielectric permittivity [81]. The decrease of the electronic permittivity
with size has already been predicted for various silicon nanostructures [82, 83].
However, methods based on macroscopic approaches are not able to establish
whether the size-dependence of the permittivity arises from a quantum conﬁne-
ment eﬀect, or from the increased surface-to-volume ratio in small nanostructures
[82, 83]. Recent work supports that quantum conﬁnement has a negligible eﬀect,
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the permittivity reduction being essentially due to the lower polarizability at the
surfaces [84].
Here, we considered Si slabs with (100) surfaces. We used a periodic repeat
unit of 2 × 2 in the planes parallel to the surfaces. The slabs were terminated
by H atoms, with Si-H bond lengths as in silane (1.5 A˚) and H-Si-H angles at
the tetrahedral value. To investigate the size-dependence of the slab permittivity,
we calculated the local permittivity proﬁles for Si slabs with thicknesses ranging
between 0.5 and 4 nm, corresponding to 3 and 29 MLs, respectively. We included
a ﬁnite electric ﬁeld in our calculation through a saw-tooth shaped potential, and
we ﬁxed the unknown constant in Eq. (2.7) by requiring that the microscopic
polarization vanishes in the middle of the vacuum region of the simulation cell.
This approach allowed us to avoid the convergence issues related to the Berry-
phase polarization. Figure 2.3 shows that, beyond a critical size of 13 MLs, the
permittivity proﬁle in the slab interior is ﬂat and closely matches (within 1%)
the bulk value of εB = 14.3 determined in Sec. 2.2.2, while the local permittivity
in the outermost Si planes decreases as the surface is approached.
For slabs with less than 13 MLs, the permittivity of the inner layers is appre-
ciably smaller than the bulk Si value, and decreases with decreasing thickness.
Within this range, a detailed analysis of the Wannier function contributions to
the local permittivity reveals that the Si–H bonds at the surface and the Si–Si
bonds between the two outermost Si planes exhibit a reduced polarizability if
compared to bulk Si–Si bonds. As a result, when the slab is thinner than 13
MLs, the proximity of the surfaces prevents the inner layers from reaching the
bulk value. Overall, the combined eﬀect of an inner region with the permittivity
of bulk Si and of two outer regions with lower permittivities results into an av-
erage value which approaches the bulk permittivity rather slowly with increasing
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Figure 2.3: Permittivity proﬁles along the [100] direction for Si(100) slabs with H-
terminated surfaces. The numbering refers to the slab size in terms of Si planes. Vertical
lines represent planes of Si (solid) and H (dotted) atoms for the largest considered slab.
All the slabs are aligned through the positions of the H atoms of the surface on the
left. The permittivities of the extended bulk (14.3) and of the vacuum are indicated
by horizontal lines.
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Figure 2.4: (a) Permittivity of a
Si slab as a function of thickness
d: local permittivity in the cen-
tral Si plane (circles) compared to
the overall slab permittivity (disks).
The horizontal line indicates the
permittivity of a slab of inﬁnite
thickness (14.3), as determined in
Sec. 2.2.2. The dashed lines are
guides to the eye. (b) Band gap
of a Si slab as a function of thick-
ness d (squares). The horizontal
line indicates the band gap of a slab
of inﬁnite thickness (0.62 eV). The
dashed line is a guide to the eye.
thickness. This is shown in Fig. 2.4, where we compare the local permittivity in
the central Si plane with the average permittivity over the slab. To evaluate the
average permittivity, we used Eq. (2.11) with the slab boundaries taken at the
outermost Si planes. This choice sets the slab thickness d equal to the distance
between the farmost Si layers.
In Fig. 2.4 we also report for comparison the band gaps of the considered
Si slabs. The dependence of the Si band gap on slab thickness approximately
follows the d−2 behavior expected for an inﬁnite potential well, and agrees with
previous calculations within 0.1 eV [85]. While the relative band gap reduction
from the slab with 13 Si MLs to the one with 31 MLs is ∼30%, the corresponding
increase in the permittivity of the inner layers is ∼1%, indicating that the band
gap and the permittivity are not correlated. This ﬁnding can be rationalized by
considering that the permittivity depends on the whole absorption spectrum and
not only on the band gap energy.
To summarize our results on hydrogen-terminated Si(100) slabs, quantum
conﬁnement is found to have a negligible eﬀect on the permittivity, at least beyond
a critical thickness corresponding to 13 Si MLs. Furthermore, the reduction of the
average slab permittivity with decreasing thickness originates from the increasing
surface-to-volume ratio. Despite the rather diﬀerent methodological approaches,
our results are in good overall agreement with the calculations of Ref. [84].

Chapter 3
Theory of infrared spectra at
surfaces and interfaces
In this chapter we introduce a scheme for calculating from ﬁrst principles the
transverse-optical and the longitudinal-optical infrared absorption spectra at sur-
faces and interfaces. Furthermore, we describe a spatial decomposition for fol-
lowing the evolution of the infrared activity across the considered system.
After deﬁning a proper framework for the calculation of infrared spectra
(Sec. 3.1), we develop the procedure for obtaining the total absorption of sur-
faces and interfaces (Sec. 3.2). Then, we make a further step by showing how this
procedure can be generalized in order to achieve a spatial decomposition of the
infrared spectra (Sec. 3.3). Finally, we establish the connection with the local per-
mittivity introduced in Chap. 2 (Sec. 3.4). The discussion of the computational
details (Sec. 3.5) concludes this chapter.
3.1 Formulation of the problem
In a dielectric medium, transverse and longitudinal frequencies correspond to sin-
gularities and nodes of the dielectric function, respectively. Thus, in an extended
solid, a phonon with a TO (LO) frequency carries a polarization ﬁeld which is
perpendicular (parallel) to the phonon wave vector q. At variance, for a thin ﬁlm,
the Maxwell boundary conditions at the ﬁlm surface imply that the polarization
ﬁeld associated to vibrational excitations is either perpendicular (TO) or parallel
(LO) to the normal direction of the ﬁlm [86, 41].
The absorption coeﬃcients for a thin ﬁlm can be expressed in terms of two key
quantities, which we here refer to as the transverse (It) and longitudinal (I) in-
frared absorption functions, and which can be expressed in terms of the dielectric
response function ε (we omit tensor indices for clarity):
It(ω) =
ωd
c
Im [ε(ω)], (3.1)
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I(ω) =
ωd
c
Im [−1/ε(ω)], (3.2)
where c is the speed of light, d the ﬁlm thickness, and ω the frequency of the
electromagnetic ﬁeld. For instance, in the case of a free-standing thin ﬁlm, the
absorption coeﬃcients for s- and p-polarized incoming radiation read
As(ω) = It(ω)/ cos θ, (3.3)
Ap(ω) = [cos
2 θIt(ω) + sin
2 θI(ω)]/ cos θ, (3.4)
where the prefactors only depend on the angle of incidence θ. In other situations,
the speciﬁc scattering geometry or the optical eﬀect of the substrate only give
modiﬁcations of the prefactors of It and I [86, 41, 37]. Therefore, the infrared
spectra of a thin ﬁlm are completely deﬁned once the dielectric function of the
ﬁlm is known.
Equations (3.1) and (3.2) are based on the observation that, unlike an ex-
tended solid, the longitudinal modes of a thin ﬁlm can couple to the electro-
magnetic radiation due to the boundary conditions at the ﬁlm surface [86]. The
explicit inclusion of retardation eﬀects in the formalism, leading to the polari-
ton dispersions, would not aﬀect the results. Indeed, in the limit of very thin
ﬁlm, the polariton eigenfrequencies reduce to the TO and LO frequencies of the
corresponding extended solid [87]. This limit is very well veriﬁed in the case of
ultrathin SiO2 ﬁlms on Si(100), for which the typical thickness and wavenumber
are d ∼ 1 nm and q ∼ 1000 cm−1, respectively, resulting in a negligible phase
shift qd ∼ 10−4 across the ﬁlm.
3.2 Total absorption spectra
To calculate It and I from ﬁrst principles, we ﬁnd it convenient to adopt dielectric
functions εrt and ε
r
 which are referred to the external electric ﬁeld rather than to
the macroscopic selfconsistent ﬁeld [88]:
εrt(ω) = 1+4πPt(ω)/E
ext
t (ω), (3.5)
εr(ω) = 1+4πP(ω)/E
ext
 (ω), (3.6)
where Pt (P) and E
ext
t (E
ext
 ) are the induced polarization and the external ﬁeld
along the transverse (longitudinal) direction. The dielectric functions εrt and ε
r

are related to the conventional one through [41]:
εrt = ε, (3.7)
εr = 2− ε−1. (3.8)
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Using these relations, the infrared absorption functions are simply expressed in
terms of εrt and ε
r
:
It(ω) =
ωd
c
Im [εrt(ω)], (3.9)
I(ω) =
ωd
c
Im [εr(ω)]. (3.10)
The advantage of this formulation is that the determination of I does not require
the explicit inversion of the dielectric function. According to Eqs. (3.9) and (3.10),
in order to obtain the infrared spectra of a thin ﬁlm (either interfacial layer or
surface), all we need is to compute the dielectric response functions εrt(ω) and
εr(ω).
In the following, we assume a supercell geometry and treat the lattice dy-
namics within the harmonic approximation. Hence, we do not explicitly compute
phonon linewidths, even though the spectral broadening can in principle be in-
cluded a posteriori through a separate evaluation of the phonon lifetimes [89].
3.2.1 Transverse-optical spectrum
To compute the dielectric response εrt needed for the TO spectrum, we observe
that the external ﬁeld Eextt equals the macroscopic selfconsistent ﬁeld Et because
of the Maxwell boundary conditions at the surface. Hence, εrt of the computational
cell is given by the standard expression for the dielectric function [52]:
Re[εrt(ω)] = ε
∞
αα +
4π
Ω
∑
IJ,βγ,n
ZBI,αβξ
t,n
Iβ√
mI
ZBJ,αγξ
t,n
Jγ√
mJ
(ω2 − ω2t,n)−1, (3.11)
Im[εrt(ω)] =
2π2
Ω
∑
IJ,βγ,n
ZBI,αβξ
t,n
Iβ√
mI
ZBJ,αγξ
t,n
Jγ√
mJ
δ(ω−ωt,n)
ωt,n
. (3.12)
Here, Ω is the volume of the supercell, mI and Z
B
I,αβ are the mass and the Born
charge for atom I, the index n runs over the vibrational modes, and the greek
indices refer to Cartesian directions. In Eqs. (3.11), (3.12), the index α is taken
along a transverse direction. The vibrational frequencies ωt,n and their corre-
sponding normalized eigenmodes ξt,nIα result from the analytical part of the dy-
namical matrix.
By combining Eqs. (3.9) and (3.12), we obtain the transverse infrared absorp-
tion function:
It(ω) =
2π2
Ac
∑
IJ,βγ,n
ZBI,αβξ
t,n
Iβ√
mI
ZBJ,αγξ
t,n
Jγ√
mJ
δ(ω−ωt,n), (3.13)
A being the supercell transverse area.
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3.2.2 Longitudinal-optical spectrum
The longitudinal spectrum can be obtained through Eqs. (3.6) and (3.10) by ex-
pressing the induced polarization as a function of the external ﬁeld P = P(E
ext
 )
rather than the macroscopic selfconsistent ﬁeld E. For this purpose, we ﬁrst
write the induced polarization along the longitudinal direction as a function of
the selfconsistent macroscopic ﬁeld [90]:
P =
1
4π
(ε∞αα − 1)E +
1
Ω
∑
Iβ
ZBI,αβuIβ(E), (3.14)
where uIβ(E) indicate the ionic displacements induced by the ﬁeld E, and α is
along the longitudinal direction. Second, we write the dynamical equation for the
harmonic motion of the ions [90]:
ω2uIβ(ω) =
∑
Jγ
CβγIJ uJγ(ω)− ZBI,βαE. (3.15)
Third, we state the relation between the external ﬁeld Eext and the macroscopic
selfconsistent ﬁeld E along the longitudinal direction:
Eext = E + 4πP, (3.16)
which follows from the conservation of the longitudinal component of the dis-
placement ﬁeld across the ﬁlm surface. By combining Eqs. (3.14), (3.15), and
(3.16) we obtain
ω2uIβ(ω) =
∑
Jγ
Cβγ,IJuJγ(ω)− ZCI,βαEext , (3.17)
which is formally similar to Eq. (3.15), except for the replacement of the Born
charges with the corresponding Callen charges, and the matrix of force constants
C with the longitudinal dynamical matrix C deﬁned as follows:
Cβγ,IJ = C
βγ
IJ +
4π
Ω
1
ε∞αα
ZBI,βαZ
B
J,αγ. (3.18)
The induced displacements can now be evaluated by inverting Eq. (3.17) through
the diagonalization of the matrix C. By inserting the induced displacements
in Eq. (3.14) and then using Eq. (3.6) we obtain the dielectric response to a
longitudinal external ﬁeld:
Re[εr(ω)] = 2−
1
ε∞αα
+
4π
Ω
∑
IJ,βγ,n
ZCI,αβξ
,n
Iβ√
mI
ZCJ,αγξ
,n
Jγ√
mJ
(ω2 − ω2,n)−1, (3.19)
Im[εr(ω)] =
2π2
Ω
∑
IJ,βγ,n
ZCI,αβξ
,n
Iβ√
mI
ZCJ,αγξ
,n
Jγ√
mJ
δ(ω−ω,n)
ω,n
, (3.20)
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The vibrational frequencies ω,n and their corresponding normalized eigenmodes
ξ,nIα correspond now to the longitudinal dynamical matrix. Note the appearance
of the Callen charges in the oscillator strengths of Eqs. (3.19) and (3.20), as
opposed to the Born charges of Eqs. (3.11) and (3.12).
Similarly to the transverse-optical case, by combining Eqs. (3.10) and (3.20),
we obtain the longitudinal infrared absorption function:
I(ω) =
2π2
Ac
∑
IJ,βγ,n
ZCI,αβξ
,n
Iβ√
mI
ZCJ,αγξ
,n
Jγ√
mJ
δ(ω−ω,n). (3.21)
The infrared absorption functions given in Eqs. (3.13) and (3.21) carry an
important additivity property. Indeed, the polarization appearing in Eq. (3.14)
can be decomposed into localized dipolar contributions. By consequence, the
total infrared absorption functions (either It or I) of a multilayer structure can
be expressed as the sum of the corresponding functions of the individual layers.
This additivity property is also reﬂected in the expressions for It and I which only
involve local quantities as the transverse components of the Born charges and the
longitudinal components of the Callen charges. Indeed, the transverse components
of the Born charges can be calculated as the derivatives of the ionic forces with
respect to the macroscopic transverse electric ﬁeld, which is conserved across a
multilayer structure. Therefore, the transverse components of the Born charges
calculated for a bulk material and for the same material embedded in a layered
structure do coincide (apart from the diﬀerences due to the structural relaxation).
A similar observation holds for the longitudinal components of the Callen charges.
Indeed, these can be calculated as derivatives of the ionic forces with respect to
the longitudinal displacement ﬁeld, which is again conserved across a multilayer
structure [65].
In the case of an infrared-active ﬁlm (either interfacial layer or surface) on
a transparent substrate, the additivity of the absorption functions implies that
It(ω) and I(ω) calculated for the full simulation cell through Eqs. (3.13) and
(3.21) correspond to the absorption functions of the ﬁlm alone, i.e. they do not
depend on the extent of vacuum or substrate included in the simulation cell.
3.3 Local absorption spectra
In the case of an interface with a complex chemical grading, it is of interest to use
the additivity of It and I to analyze their spatial variation along the direction
normal to the interface. This can be achieved by carrying out a derivation similar
to that in Secs. 3.2.1 and 3.2.2. However, the local dielectric responses are now
expressed with respect to the external electric ﬁeld rather than to the macroscopic
selfconsistent one. The local dielectric functions can be deﬁned under the same
assumptions of Sec. 2.1, and therefore are intended to describe the response of
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atomistic layers with a thickness of ∼ 2–3 A˚ (so that nonlocality eﬀects do not
intervene in the formulation).
3.3.1 Transverse-optical spectrum
In this section we obtain the expression for the local transverse response εrt(x;ω)
to the external electric ﬁeld Eextt . We write the analogous of Eqs. (2.3) and (2.4):
εrt(x;ω) = 1 + 4π
pt(x;ω)
Eextt (ω)
, (3.22)
where the double bars indicate again the planar average along the transverse di-
rections and a suitable smoothing along the longitudinal direction (cf. Sec. 2.1.1).
The microscopic induced dipole density of an atomistic layer with coordinate x
along the interface normal can be written in analogy with Eq. (3.14):
pt(x;ω) =
1
4π
(ε∞αα(x)− 1)et(x;ω) +
1
A
∑
Iβ
ζI,αβuIβ(Et)w(x−XI), (3.23)
with α along a transverse direction. Here, the microscopic dipole is induced by
the local transverse electric ﬁeld et(x;ω), and the ionic contribution is taken into
account via the eﬀective dynamical charges ζI,αβ, introduced in Sec. 2.1.3 in order
to obtain a local dielectric response. In Eq. (3.23), w(x) is a suitable normalized
weight function localized around x = 0, and XI is the ionic coordinate along the
interface normal. The width of w(x) should be chosen consistently with the decay
length of the dynamical matrix. Now, we observe that
(i) the local transverse electric ﬁeld equals the external transverse ﬁeld:
et(x;ω) = E
ext
t (ω), (3.24)
(ii) the components of the eﬀective charges and of the Born charges coincide
along the transverse directions because of the deﬁnition in Eq. (2.24).
(iii) The displacements appearing in Eq. (3.23) are obtained from the dynamical
equation for the harmonic motion of the ions [90]:
ω2uIβ(ω) =
∑
Jγ
CβγIJ uJγ(ω)− ZBI,βαEt(ω). (3.25)
By combining Eqs. (3.22) and (3.23), and making use of these observations, we
obtain the local transverse response function εrt(x;ω):
Re[εrt(x;ω)] = ε
∞
αα(x)+
4π
A
∑
IJ,βγ,n
ZBI,αβξ
t,n
Iβ√
mI
ZBJ,αγξ
t,n
Jγ√
mJ
(ω2−ω2t,n)−1w(x−XI), (3.26)
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Im[εrt(x;ω)] =
2π2
A
∑
IJ,βγ,n
ZBI,αβξ
t,n
Iβ√
mI
ZBJ,αγξ
t,n
Jγ√
mJ
δ(ω−ωt,n)
ωt,n
w(x−XI). (3.27)
The last equation allows us to write the density for the transverse infrared ab-
sorption function as
it(x, ω) =
2π2
Ac
∑
IJ,βγ,n
ZBI,αβξ
t,n
Iβ√
mI
ZBJ,αγξ
t,n
Jγ√
mJ
δ(ω−ωt,n)w(x−XI). (3.28)
3.3.2 Longitudinal-optical spectrum
We now derive the expression for the local longitudinal response εr(x;ω) to the
external electric ﬁeld Eext , following the same procedure outlined in the preceding
section. The local dielectric response to the external ﬁeld can be deﬁned as
εr(x;ω) = 1 + 4π
p(x;ω)
Eext (ω)
, (3.29)
with the microscopic induced dipole density
p(x;ω) =
1
4π
(ε∞αα(x)− 1)e(x;ω) +
1
A
∑
Iβ
ζI,αβuIβ(E)w(x−XI). (3.30)
Here, α is along the longitudinal direction, and e(x;ω) stands for the local longi-
tudinal electric ﬁeld. To derive an explicit expression for εr(x;ω), we ﬁrst observe
that
(i) the local longitudinal electric ﬁeld relates to the external ﬁeld through:
e(x;ω) + 4πp(x;ω) = E
ext
 (ω), (3.31)
(ii) the components of the eﬀective charges along the longitudinal direction are
related to the corresponding components of the Callen charges through Eq.
(2.25),
(iii) the ionic displacements induced by the external electric ﬁeld are given by
Eq. (3.17), which involves the longitudinal dynamical matrix (cf. Sec. 3.2.2).
Next, we combine Eqs. (3.29) and (3.30), and make use of the previous observa-
tions to obtain
Re[εr(x;ω)] = 2−
1
ε∞αα(x)
+
4π
A
∑
IJ,βγ,n
ZCI,αβξ
,n
Iβ√
mI
ZCJ,αγξ
,n
Jγ√
mJ
(ω2 − ω2,n)−1w(x−XI),
(3.32)
Im[εr(x;ω)] =
2π2
A
∑
IJ,βγ,n
ZCI,αβξ
,n
Iβ√
mI
ZCJ,αγξ
,n
Jγ√
mJ
δ(ω−ω,n)
ω,n
w(x−XI). (3.33)
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As for the transverse case, the last equation allows us to write the local density
of the longitudinal absorption function as
i(x, ω) =
2π2
Ac
∑
IJ,βγ,n
ZCI,αβξ
,n
Iβ√
mI
ZCJ,αγξ
,n
Jγ√
mJ
δ(ω−ω,n)w(x−XI). (3.34)
At the end of the derivation which led to the infrared absorption functions
Eqs. (3.13), (3.21), and to the corresponding local decompositions Eqs. (3.28),
(3.34), it is interesting to note the remarkable symmetry between the expressions
for the transverse and the longitudinal functions. Indeed, to switch from the TO
to the LO spectrum it is suﬃcient to replace the Born charges by the correspond-
ing Callen charges, and the transverse eigenmodes and eigenfrequencies by their
longitudinal counterpart.
In analogy with Eq. (2.11), we ﬁnd it convenient to deﬁne infrared absorption
functions pertaining to a slab of ﬁnite thickness, delimited by the planes x = x1
and x = x2. From Eqs. (3.22) and (3.29) we ﬁnd immediately
εrt,([x1, x2];ω) =
1
x2 − x1
∫ x2
x1
εrt,(x, ω)dx, (3.35)
which combined with the deﬁnitions Eqs. (3.1) and (3.2) yields the infrared ab-
sorption function of the slab in terms of the corresponding absorption densities:
It,([x1, x2];ω) =
∫ x2
x1
it,(x, ω)dx. (3.36)
The last equation corresponds to the additivity property discussed in Sec. 3.2.2.
3.4 Relation with the theory of the local
permittivity
We here state the relation between the local permittivity introduced in Chap. 2
and the corresponding local responses to the external electric ﬁeld introduced in
the present chapter (Sec. 3.3). For this purpose, we combine Eqs. (3.22), (3.24),
(3.29), and (3.31) with Eqs. (2.3) and (2.4) of Chap. 2 to obtain [41]:
εββ(x, ω) = ε
r
t(x, ω) (3.37)
εαα(x, ω) = [2− εr(x, ω)]−1, (3.38)
where α is along the longitudinal direction, and β along a transverse direction.
We note that the oﬀ-diagonal components of the dielectric tensor vanish because
of the planar average, which induces a tetragonal symmetry in the system (cf.
Sec. 2.1.1).
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It is interesting to observe that, while εαα(x, ω) in Eq. (3.38) is obtained by
using the eigenmodes of the longitudinal dynamical matrix through Eq. (3.32), it
can also be expressed by making use of the transverse eigenmodes. To show this,
we ﬁrst write εαα(x, ω) through the microscopic induced dipole density and the
corresponding local selfconsistent ﬁeld according to Eqs. (2.3) and (2.4):
εαα(x, ω) = 1 + 4π
pα(x;ω)
eα(x;ω)
. (3.39)
Then, we express the induced dipole density pα(x;ω) through Eq. (3.23) by setting
α along the longitudinal direction:
pα(x;ω) =
1
4π
(ε∞αα(x)− 1)eα(x;ω) +
1
A
∑
Iβ
ζI,αβuIβ(Eα)w(x−XI). (3.40)
The combination of Eqs. (3.39) and (3.40) yields
εαα(x, ω) = ε
∞
αα(x) +
4π
A
∑
Iβ
ζI,αβ
uIβ(Eα)
eα(x;ω)
w(x−XI). (3.41)
Now, the electric ﬁeld eα(x;ω) in the last equation can be eliminated through Eq.
(2.10), which relates this ﬁeld to the dielectric functions εαα(ω) and εαα(x, ω), and
to the macroscopic selfconsistent ﬁeld Eα(ω):
εαα(ω)Eα(ω) = εαα(x, ω) eα(x;ω). (3.42)
Indeed, by replacing eα(x;ω) from Eq. (3.42) in Eq. (3.41) we obtain
εαα(x, ω)
{
1− 1
εαα(ω)
4π
A
∑
Iβ
ζI,αβ
uIβ(Eα)
Eα(ω)
w(x−XI)
}
= ε∞αα(x). (3.43)
Finally, we express the ionic displacements through the transverse dynamical
matrix according to Eq. (3.15), and the ionic eﬀective charges in terms of the
Born dynamical charges through Eq. (2.25), obtaining
Re[εαα(x, ω)] =
{
[ε∞αα(x)]
−1 − [ε∞ααεαα(ω)]−1 (3.44)
×4π
A
∑
IJ,βγ,n
ZBI,αβξ
t,n
Iβ√
mI
ZBJ,αγξ
t,n
Jγ√
mJ
(ω2 − ω2t,n)−1w(x−XI)
}−1
.
Equation (3.44) shows that it is indeed possible to calculate the local permittivity
introduced in Chap. 2 not only through the longitudinal dynamical matrix [Eq.
(3.38)], but also using the transverse dynamical matrix [Eq. (3.44)].
Overall, Eqs. (3.37), (3.38), and (3.44) provide a scheme for calculating lo-
cal permittivities which is completely consistent with the theory developed in
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Chap. 2. The diﬀerence resides in that the dielectric response was evaluated
within Chap. 2 by means of a ﬁnite electric ﬁeld approach, while the present
chapter deals with linear response techniques.
It is important to realize that, while the methods developed in Chap. 2 and
in the present chapter formally address the same physical quantity, in practice
the choice between these methods will rely on considerations related to the com-
putational cost. Indeed, while in principle the formalism introduced in Chap. 2
holds for every ω, the calculation of the induced charge density for an extended
set of frequencies is computationally very demanding, and therefore the methods
of the present chapter are more convenient when the full frequency-dependent
dielectric function is needed. Conversely, when only the static (ω = 0) and the
high-frequency (ω=∞) permittivity proﬁles are needed, a calculation based on
ﬁnite electric ﬁelds is more convenient than the determination of the whole dy-
namical matrix.
The previous considerations can be roughly summarized by saying that, in
terms of computational eﬃciency, the methods developed in Chap. 2 are more
suited for the two boundaries of the infrared frequency range, while the methods
of the present chapter are more convenient for intermediate frequencies.
3.5 Practical implementation
To calculate the infrared absorption spectra across the Si(100)-SiO2 interface
(Chap. 6), we described the electronic structure through the local density ap-
proximation to density functional theory [91]. The latter choice for the exchange-
correlation functional results into vibrational eigenfrequencies rather close to the
experimental data, unlike the generalized gradient approximation adopted in
Chap. 2 and in Chap. 5 [92]. As already stated in Sec. 2.2.1, we explicitely treated
only the valence electrons, accounting for core-valence interactions through norm-
conserving (Si [93]) and ultrasoft pseudopotentials (O [71]). We sampled the Bril-
louin zone of the supercell at the Γ point. We expanded the wave functions and
the charge density on plane waves basis sets with energy cutoﬀs of 24 and 200
Ry, respectively [68, 69].
We evaluated the matrix of force constants by taking numerical derivatives
of the atomic forces for displacements of ±0.05 A˚. Finite electric ﬁelds of ±0.05
V/A˚ were used for the evaluation of the dynamical charges and of the electronic
permittivity [53]. The Dirac delta functions in the Eqs. (3.12) through (3.34) were
eﬀectively replaced by Gaussian functions with standard deviation of 40 cm−1 in
order to overcome the limited statistics within the disordered oxide [55], unless
speciﬁed otherwise. We adopted a Gaussian function with a standard deviation
of 1.5 A˚ as the spatial weight function w(x) appearing in Eqs. (3.23) through
(3.44).
Chapter 4
Structural models of the
Si(100)-SiO2 interface
In order to apply the general theory developed in Chap. 2 and Chap. 3 to the
Si(100)-SiO2 interface, we need to deﬁne suitable structural models. The present
chapter is devoted to the description of the interface models that we adopted,
including the generation procedure, the structural and the electronic properties.
In Sec. 4.1 we describe two structures where the interface is modelled by match-
ing a crystalline phase of the oxide to Si(100). In Sec. 4.2 we consider more
sophisticated models, which take into account the disordered reconstruction at
the interface, as well as the amorphous nature of the oxide.
4.1 Crystalline models of the Si-SiO2 interface
4.1.1 Model generation
To construct model Si(100)-SiO2 interfaces, we matched pseudomorphically ideal
β-cristobalite to Si(100). The Si lattice parameter was chosen equal to 5.48 A˚,
corresponding to the relaxed lattice constant in our theoretical framework. The
lattice parameter of the oxide in the [100] direction was determined by a separate
relaxation, which gave a Si-O bond length of 1.63 A˚, Si-O-Si angles of 179◦, and
O-Si-O angles of 114.6◦ and 107.0◦. The corresponding experimental values for
the amorphous oxide at the Si-SiO2 interface are 1.61 A˚, 147
◦–151◦, and 109.4◦,
respectively [94, 95]. The density of the relaxed structure is 1.9 g/cm3, about
15% lower than the experimental value of vitreous silica (2.2 g/cm3).
The choice of β-cristobalite as a model oxide was motivated by the following
observations. First, this SiO2 polymorph allowed us to build Si-SiO2-Si superlat-
tices with equivalent Si-SiO2 and SiO2-Si interfaces. In this way, dipolar eﬀects
arising from asymmetric interface structures were avoided. Second, the oxide
thickness could be varied in steps as small as 1.7 A˚ (corresponding to one SiO2
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“molecular layer”), allowing us to study the dielectric permittivity as a function
of thickness with an atomic-layer “resolution”.
In order to obtain a structural transition without coordination defects between
the substrate and the oxide in our model interfaces, we adopted two diﬀerent in-
terface constructions, models C-I and C-II, which have been introduced in Ref.
[21] and Ref. [96], respectively. In model C-I, all the partial oxidation states of
Si, Si+1, Si+2, and Si+3, appear in equal amounts of 0.5 MLs each. The thickness
of the suboxide region is about 3 A˚, and its average stoichiometry is SiO1.0. In
model C-II, the transition region extends over about 3 A˚ and includes 1 monolayer
(ML) of Si+1 and 0.5 MLs of Si+2 partially oxidized Si atoms, with an average
stoichiometry of SiO0.7 (Fig. 4.1). Overall, the amount and the spatial distri-
bution of the suboxides in both models qualitatively agree with photoemission
measurements [15, 16].
For each interface model, we constructed several Si-SiO2-Si superlattices with
various oxide thicknesses by folding the interface structures thus obtained. For
each model, we constructed 6 superlattices with 13 Si monolayers ( 16 A˚) and
up to 10 SiO2 molecular layers ( 17 A˚). In the remainder of this section, we
will describe in detail the properties of the two Si-SiO2-Si superlattices with the
thickest oxides. In the plane of the interface, we used a 2×2 interface Si unit. We
determined an optimal supercell size in the direction orthogonal to the interface
planes, by separately relaxing a corresponding interface structure with exposed
surfaces saturated by H atoms.
4.1.2 Structural properties
The relaxed structures of both superlattices showed typical bond lengths and
bond angles [21, 31, 97]. We found an average Si-O bond length of 1.63 A˚ in
the stoichiometric oxide. In the suboxide region, we found slightly larger bond
Figure 4.1: Ball-and-stick representa-
tion of model C-I (left) and model C-
II (right) of the Si(100)-SiO2 interface.
Gray and black balls indicate Si and
O atoms, respectively. The transition
structure at the interface is indicated. In
model C-I, the transition region includes
0.5 MLs of each of the intermediate oxi-
dation states of Si, Si+1, Si+2, and Si+3.
In model C-II, the transition from Si to
SiO2 is achieved through 1 ML of Si+1
and 0.5 MLs of Si+2 species.
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Figure 4.2: Si-O bond length, Si-O-Si and O-Si-O bond angles for model C-I (left) and
model C-II (right) of the Si-SiO2 interface. Dark bars pertain to the bulk SiO2 region,
while light bars correspond to interfacial bonds.
distances (1.67–1.74 A˚), consistently with the less electronegative environment
[31, 97]. The Si-O-Si and O-Si-O bond angles in the SiO2 layers remain close to
those of the corresponding bulk oxide. Figure 4.2 shows that the Si-O-Si and O-
Si-O bond angles in the SiO2 layers are close to those found for the corresponding
bulk oxide.
4.1.3 Electronic structure
The local valence band maximum (VBM) and conduction band minimum (CBM)
were determined as follows. First, we calculated the local density of states (DOS)
according to
D(x; ) = 2
∑
n
|〈x|ψn〉|2δ(− n), (4.1)
where x indicates a coordinate along the interface normal, |ψn〉 are the eigen-
states of the Kohn-Sham Hamiltonian with eigenvalues n, and the sum extends
over both occupied and empty states. The Dirac delta functions in Eq. (4.1) were
conveniently replaced by Gaussian functions with a standard deviation of 0.01
eV. Then, for every value of x, we determined the local band edges by requiring
that the number of states falling between the supercell midgap and the band-edge
equals a threshold value of 0.1 states/A˚3 [26]. The latter parameter was ﬁxed by
the condition that the minimum local band gap (i.e. the band gap deep inside Si)
equals the supercell band gap. To determine the bulk VBM and CBM deep inside
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Figure 4.3: VBM, CBM and band gap for models C-I (left) and C-II (right) of the
Si-SiO2 interface (solid lines). The energy is referred to the Si VBM. The origin of the
x-axis is taken at the Si midplane. The values in the respective bulk regions are shown
as dashed lines. Ball-and-stick representations of the interface structure are shown on
the top (gray balls correspond to Si atoms, black balls to O atoms). The band oﬀsets
at the interface and the band gaps deep inside each bulk region are given.
the Si and SiO2 layers we adopted the double macroscopic average according to
Ref. [98].
In Fig. 4.3, we report the local CBM, the VBM and the local band gap for
both model interfaces. Deep inside the Si layer, we found band gaps of 0.6 eV
and 0.5 eV for model C-I and C-II, respectively. The small diﬀerence between
the models originates from the diﬀerent quantum conﬁnement eﬀect experienced
by the Si electrons due to the diﬀerent suboxide structures. The gap in the oxide
amounts to 4.7 eV for both models. The corresponding experimental values (1.1
eV and 8.9 eV for Si and SiO2, respectively) are underestimated by about a factor
two, as usual in density functional calculations. However, our results are in close
agreement with calculations carried out on similar structures [99]. The calculated
band oﬀsets for model C-I (model C-II) are reported in Fig. 4.3 and amount to
1.6 eV (1.8 eV) for the conduction band and to 2.6 eV (2.5 eV) for the valence
band. As for the band gaps, the calculated band oﬀsets underestimate the exper-
imental values of 3.1 and 4.3 eV [100, 101], but their magnitudes agree with other
calculations for similar interface models [26, 102, 103]. The band edges in model
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C-II are found to be shifted with respect to those in model C-I by 0.1 eV. These
diﬀerences arise from the diﬀerent interfacial dipoles in the two models. From
Fig. 4.3, it is clear that the band gap and the band oﬀsets are fully developed at a
distance of only 5–6 A˚ from the substrate, in agreement with both theoretical [26]
and experimental [5] investigations. The determination of the band edges allows
the identiﬁcation of silicon-induced gap states. Indeed, these states have energies
located in the oxide gap. Their decay rate in the oxide can easily be evaluated
through a linear ﬁt of the charge density in a logarithmic plot. In particular, fo-
cusing on the total charge density of the induced gap states, we obtained a decay
length of 1.2 A˚ for both valence and conduction states. This result implies that
the silicon-induced gap states vanish at a distance of about 5–6 A˚ from the sub-
strate, in accord with the transition width of the band edges. Thus, the present
analysis clearly shows that the electronic structure of the interfacial oxide diﬀers
from its bulk counterpart.
The electronic structure of the model Si-SiO2-Si superlattices can be alter-
natively described in terms of Wannier functions maximally localized along the
direction orthogonal to the interfaces (Sec. 2.2.1). Indeed, a description in terms
of localized electronic states allows us to identify and study speciﬁc bonding con-
ﬁgurations. In Fig. 4.4, we show the yz average of the charge density associated
to the maximally localized Wannier functions of our models C-I and C-II of the
Si-SiO2 interface. Outside of the suboxide region, both on the Si and SiO2 side
of the interface, the shape of the Wannier functions is almost independent of po-
sition, and is essentially the same in both models. The Wannier functions can be
partitioned into three classes according to the location of their centers and the
magnitude of their spreads [64]. At the Si-SiO2 interface, we distinguish Wan-
nier functions associated to Si-Si bonds, Si-O bonds, and nonbonding O orbitals.
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Figure 4.4: Planar average of the Wannier charge densities for model C-I (left) and C-II
(right) of the Si-SiO2 interface, along the [100] direction: Si-Si bonds (black solid), Si-O
bonds (gray solid) and nonbonding O orbitals (black dotted). Vertical lines indicate
planes of Si (solid) and O (dotted) atoms. As a reference, the Si interplane separation
along the [100] direction is  1.4 A˚.
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For the Wannier spreads of Si-Si bonds, Si-O bonds, and nonbonding O orbitals,
we found 0.83± 0.05 A˚, 0.43± 0.01 A˚, and 0.40 ± 0.01 A˚, respectively. Hence,
the spread of the Wannier functions is a typical signature of the nature of these
localized electronic states.
4.2 Disordered models of the Si(100)-SiO2 in-
terface
4.2.1 Model generation
More realistic models of the Si(100)-SiO2 interface can be deﬁned by requiring
that the following atomic-scale properties derived from experiment be satisﬁed.
First, the model structures should reproduce the disordered nature of the oxide
[10]. Second, they should be consistent with the extremely low density of coor-
dination defects (one defect out of 300 Si interface atoms) [12, 13]. Third, the
mass density proﬁle in the model structures should agree with X-ray reﬂectivity
measurements, which yield an oxide density in proximity of the Si substrate be-
tween 2.3 and 2.4 g/cm3 [104, 105], slightly denser than vitreous silica (2.2 g/cm3).
Fourth, the transition region should contain Si atoms in intermediate oxidation
states in accord with Si 2p core-level photoemission experiments [15, 16]. Follow-
ing the commonly accepted interpretation scheme [14, 17, 18], recent photoemis-
sion experiments yield 1.8 monolayers (1 ML = 6.5 · 1014 atoms/cm2) of partially
oxidized Si atoms, distributed between Si+1, Si+2, and Si+3 species according to
the ratio of 1:2:3 [15, 16], with the Si+1 and Si+2 atoms located right at the in-
terface, and the Si+3 ones distributed within a few Si-O bond lengths from the
interface.
The Si(100)-SiO2 model structures were generated by constructing -Si-SiO2-
Si- superlattices based on the transition structures obtained in Refs. [31, 32]. As
already mentioned in Sec. 4.1.1, the superlattice geometry allowed us to avoid
complications arising from silicon-vacuum and oxide-vacuum interfaces. Further-
more, the superlattice arrangement is a convenient way to model the substrate-
oxide-polysilicon system within a supercell calculation. Hence, for each model
considered, we mirrored the structure with respect to a Si substrate plane par-
allel to the interface, so as to obtain opposite Si-SiOx and SiOx-Si junctions,
separated by a vacuum region. Then, in each case, we generated stoichiometric
SiO2 in the central vacuum by introducing Si and O atoms randomly, and per-
forming a melt-end-quench cycle with classical pair-potentials [106]. The [100]
cell parameters were chosen so as to obtain melts at the experimental density
of vitreous SiO2. This resulted in Si-SiO2 superlattices with substoichiometric
transition regions and disordered oxides. In order to release the residual strain,
we further relaxed the atomic positions through ﬁrst-principle molecular dynam-
ics (cf. Secs. 2.2 and 3.5). Overall, we obtained three structural models of the
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model D−I model D−II
Figure 4.5: Ball-and-stick repre-
sentation of model D-I (left) and
model D-II (right) of the Si(100)-
SiO2 interface. In model D-I, the in-
terfacial layer is characterized by a
high density of in-plane Si-Si dimers
with a large fraction of oxidized
backbonds. In model D-II, the tran-
sition from Si to SiO2 takes place
through a highly disordered interfa-
cial layer. The transition structure
of model D-III (not shown) is simi-
lar to that of model D-II.
Si(100)-SiO2 interface, which hereafter we will refer to as model D-I, D-II, and
D-III, respectively (Fig. 4.5). Models D-I and D-II consist of 315 and 313 atoms,
respectively, distributed in 13 Si layers and 2.5 nm of oxide, within simulation
cells of size  11×11×45 A˚3. Model D-III consists of 217 atoms distributed in
9 Si layers and 1.6 nm of oxide, within a simulation cell of size  11×11×30
A˚3. The transition structure of model D-I corresponds to model B of Ref. [32],
where the terminating Si layer shows a high density of in-plane Si-Si dimers, with
a high fraction of oxidized backbonds. The transition structure of model D-II
corresponds to model C′ of Ref. [32], where the structure of the terminating Si
layer is adapted from a structure generated previously by ﬁrst-principles molec-
ular dynamics [23]. The transition structure of model D-III was obtained from
that corresponding to model D-II by replacing a Si-Si bond in the ﬁrst Si layer by
a Si-O-Si bridge. The latter model (D-III) was generated in order to reduce the
computational cost in the calculation of the vibrational eigenmodes (cf. Chap. 6).
During the ﬁnal relaxation of the atomic coordinates, the supercell parame-
ter along the [100] direction was kept ﬁxed for models D-I and D-II. This choice
eventually led to some degree of strain in the structures. However, both the ﬁnal
density of the Si layers and the distribution of bond-lengths and bond-angles in
the amorphous oxides (cf. Sec. 4.2.2) indicate that this eﬀect is not signiﬁcant.
For model D-III, we relaxed the supercell parameter along the [100] direction
since the vibrational frequencies are sensitive to small but ﬁnite values of the
atomic forces in the relaxed conﬁguration. To fully relax the structure we pro-
ceeded as follows. We ﬁrst unfolded the Si-SiO2-Si superlattice by cutting it at
the Si midplane. Then, we saturated the resulting free surfaces by H atoms. The
resulting structure was heated for 0.4 ps through two Nose´-Hoover thermostats
[107, 108], one at 800 K for the oxide region, and the other at 40 K for the Si
layers. Then, the system was cooled down in 0.4 ps and allowed to relax through
damped molecular dynamics.
44 4 Structural models of the Si(100)-SiO2 interface
0 5 10 15 20 25 30 35 40 45
0
1
2
3
4
x-coordinate (Å)
Si
 o
xid
at
io
n 
st
at
e
 
Si SiO2 Si
model D-I
0 5 10 15 20 25 30 35 40 45
0
1
2
3
4
x-coordinate (Å)
Si
 o
xid
at
io
n 
st
at
e
 
Si SiO2 Si
model D-II
Figure 4.6: Spatial distribution of Si atoms in model D-I (left) and model D-II (right)
of the Si-SiO2-Si structure. The x axis is perpendicular to the interface, with the origin
at the Si midplane. Si atoms are grouped according to the corresponding oxidation
number (vertical axis). The shaded areas indicate the extent of the suboxide regions.
The distribution for model D-III (not shown) is similar to that of model D-II.
4.2.2 Structural properties
Our model Si-SiO2 transition structures are free of coordination defects, consis-
tently with the extremely low density of interface states deduced from electrical
and electron-spin measurements [12, 13]. The amount, distribution and location
of Si atoms in intermediate oxidation states is in good agreement with angle-
resolved Si-2p core-level photoemission spectroscopy [15, 16], as shown in Table
4.1. The spatial distribution of the suboxide species (Fig. 4.6) indicates that, for
all the interface models considered, the Si+1 and Si+2 species are concentrated
close to the outermost Si layer, while the Si+3 states are spread over a broader
region, in accord with experiment [16]. The thickness of the substoichiometric
oxides, which we here deﬁne as the distance between the farmost partially oxi-
dized Si atoms, is 6.4 A˚ for model D-I, 5.1 A˚ for model D-II, and 6.1 A˚ for model
D-III. The simulation of ion scattering experiments in the channeling geometry
with ion energies between 0.4 and 1.0 MeV gives an excess Si yield of 2.7 ± 0.1
MLs for model D-I, of 2.9 ± 0.1 MLs for model D-II, and of ∼2.8 MLs for model
D-III. The excess Si yield of model D-III was estimated by taking into account
Table 4.1: Distribution of partially oxidized Si atoms: comparison between our model
Si(100)-SiO2 interfaces and two recent photoemission experiments. Values are in mono-
layers.
Model D-I Model D-II Model D-III Ref. [15] Ref. [16]
Si+1 0.37 0.37 0.37 0.3 0.36
Si+2 0.62 0.62 0.74 0.6 0.64
Si+3 0.62 0.87 0.87 0.9 1.06
4.2 Disordered models of the Si(100)-SiO2 interface 45
0 5 10 15 20 25 30 35 40 45
0
1
2
3
x-coordinate (Å)
de
ns
ity
 (g
/cm
 )3
 
model D-I
0 5 10 15 20 25 30
0
1
2
3
x-coordinate (Å)
de
ns
ity
 (g
/cm
 )3
model D-III
Figure 4.7: Mass-density proﬁle across the model Si-SiO2-Si structures D-I (left) and
D-III (right). Full density is shown by a solid line, while partial Si and O densities are
indicated by dashed and dash-dotted lines, respectively. We used a Gaussian broadening
with a standard deviation of 1 A˚ along the interface normal (x), and a planar average
in the directions parallel to the interface plane (yz). The origin of the x axis is taken
at the Si midplane. The density proﬁle for model D-II (not shown) is similar to that
of model D-I.
a decrease of the suboxide Si yield of 0.06 MLs with respect to model D-II, ac-
cording to Ref. [32]. These values are in good agreement with the experimental
result of 3.0 ± 0.3 MLs [32]. In addition, model D-II was found to match the
ion-scattering data for ion energies ranging up to 2 MeV [109], and to reproduce
the experimental strain vs. depth proﬁle [110] associated to distortions in the
direction perpendicular to the plane of the interface [111].
Figure 4.7 shows the mass-density proﬁle across the interface models D-I and
D-III. The density of the oxide in proximity of the substrate is  2.3 g/cm3 for
model D-I and D-II, and  2.4 g/cm3 for model D-III, in accord with reﬂectivity
measurements [104, 105]. Inside the oxide region the density decreases down to
2.2 g/cm3 (model D-I), 2.1 g/cm3 (model D-II) and 2.3 g/cm3 (model D-III). The
latter values are close to the experimental density of vitreous silica (2.2 g/cm3).
The bond-length and bond-angle distributions for the considered model struc-
tures are shown in Fig. 4.8, together with their decomposition into contributions
from partially and fully oxidized Si atoms. The corresponding average values and
standard deviations are reported in Table 4.2. The mean Si-O bond length in the
stoichiometric oxide of the interface models D-I and D-II is slightly larger (2%)
than the experimental value for vitreous silica. Conversely, the mean Si-O bond
length in the oxide of model D-III is smaller (1%) than the experimental values.
These diﬀerences arise from the use of the generalized gradient approximation to
density functional theory for model D-I and D-II, and of the local density approx-
imation for model D-III. Indeed, the local density approximation of the exchange
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Figure 4.8: Distribution of Si-O bond-length, Si-O-Si and O-Si-O bond-angles for
the model Si-SiO2-Si structures considered in this work (solid): models D-I (left), D-
II (middle) and D-III (right). The distributions corresponding to partially oxidized
(dash-dotted) and to fully oxidized (dashed) Si atoms are reported separately. We used
Gaussian broadenings of 0.005 A˚ for the bond length distributions, and of 5◦ (3◦) for
the Si-O-Si (O-Si-O) bond-angle distributions.
Table 4.2: Average Si-O bond-length, Si-O-Si and O-Si-O bond-angles calculated for
the distributions shown in Fig. 4.8. Uncertainties represent the corresponding standard
deviations. We report separately the values for the whole structures, for the suboxide
regions, and for the stoichiometric oxides.
Full Suboxide Si+4
Si-O (A˚) 1.64 ± 0.02 1.65 ± 0.02 1.64 ± 0.02
D-I  Si-O-Si 142.7◦ ± 12.6◦ 140.9◦ ± 6.1◦ 143.0◦ ± 13.2◦
 O-Si-O 109.1◦ ± 6.8◦ 106.4◦ ± 5.9◦ 109.5◦ ± 6.8◦
Si-O (A˚) 1.65 ± 0.03 1.67 ± 0.03 1.64 ± 0.02
D-II  Si-O-Si 142.0◦ ± 14.3◦ 130.7◦ ± 9.3◦ 144.3◦ ± 14.1◦
 O-Si-O 109.1◦ ± 6.5◦ 107.6◦ ± 7.3◦ 109.4◦ ± 6.3◦
Si-O (A˚) 1.61 ± 0.02 1.63 ± 0.02 1.60 ± 0.02
D-III  Si-O-Si 140.6◦ ± 13.1◦ 136.3◦ ± 13.0◦ 146.0◦ ± 11.0◦
 O-Si-O 109.3◦ ± 8.2◦ 108.6◦ ± 8.9◦ 109.5◦ ± 7.9◦
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and correlation energy is known to underestimate the experimental bond lengths,
while the generalized gradient approximation usually yields bond lengths in excess
of the experimental value [70]. The diﬀerences in the bond lengths are reﬂected
in the diﬀerent densities of the Si regions (Fig. 4.7): we calculated a relaxed Si
crystal lattice constant of 5.48 A˚ within the generalized gradient approximation,
and of 5.38 A˚ within the local density approximation. The Si-O bond-length in
the suboxide regions is larger than that found in the stoichiometric oxide regions,
due to the less electronegative suboxide environment, which is responsible for a
weakening of the Si-O bond [97]. O-Si-O angles are peaked at the tetrahedral
value within the stoichiometric oxide regions, indicating that tetrahedral coordi-
nation is well preserved in our models. Finally, the distributions of the Si-O-Si
angle averages to 143◦ (model D-I), 144◦ (model D-II), and 146◦ (model D-III)
in the SiO2 regions, quite close to measured angles for vitreous silica (147
◦–151◦)
[95].
4.2.3 Electronic structure
Figure 4.9 shows the local conduction band minimum, the valence band maxi-
mum, and the local band gap calculated for the model interfaces with disordered
oxides. Deep inside the Si layer, the band gaps are found to be 0.8 eV (models
D-I and D-II) and 0.7 eV (model D-III). Deep into the oxide we calculated band
gaps of 5.1 eV (model D-I), of 5.0 eV (model D-II), and of 4.7 eV (model D-III).
The diﬀerence between the Si band gaps in models D-I, D-II and model D-III is
due to the diﬀerent exchange-correlation functional adopted in each case. The
slightly smaller oxide band gap of model D-III arises from the overlap of the Si
gap states in the middle of the oxide. The corresponding experimental values are
underestimated by about a factor two, as is often the case in density functional
calculations [112]. The calculated valence band oﬀsets are 2.5 eV (model D-I), 2.4
eV (model D-II), and 2.2 eV (model D-III), while the corresponding conduction
band oﬀsets are 1.8 eV for all models. As for the band gaps, the calculated band
oﬀsets also underestimate the experimental values, consistently with our calcu-
lations on the crystalline interface models (cf. Sec. 4.1.3). Table 4.3 summarizes
the calculated band gaps and band oﬀsets and compares our results with previous
calculations and with our results for the crystalline interface models. Despite the
diﬀerent model oxides, the calculated values follow approximately the same trend.
We note, in particular, that the slightly diﬀerent band gaps calculated for the Si
layers relate to the speciﬁc degree of quantum conﬁnement experienced by the Si
electrons in the model structures. The diﬀerence of ∼0.5 eV between the valence
band oﬀsets evaluated in this work and those of Ref. [113] can be ascribed to dif-
ferences in the evaluation procedure and in the model interfacial transition layers
adopted. Finally, we point out that the asymmetry between the experimental
valence and conduction band oﬀsets is preserved in our results. Figure 4.9 shows
that the oxide band gap and the band oﬀsets are fully developed only about one
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“SiO2 molecular layer” (2–3 A˚) away from the suboxide region, corresponding to
a distance of about 8–9 A˚ from the last nonoxidized Si atoms in the substrate.
The width of the transition region for the electronic properties is larger than
what we found for the crystalline interface models (Sec. 4.1.3), consistently with
the broader spatial distribution of the suboxide species in the disordered model
structures.
Focusing on the silicon-induced gap states near the Si band edges, we calcu-
lated a decay length in the oxide of  1.2 A˚ for both hole and electron gap states.
This result is in good agreement with measurements of leakage current density
as a function of oxide thickness, which indicate a current decay rate of about one
decade per 2 A˚ of oxide thickness [114]. In fact, on the basis of a simple model
for the tunneling current [115], the latter estimate can be translated into a decay
length of the gap states of 1.15 A˚, rather close to the value we obtained for the
oxide in our model structures.
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Figure 4.9: Conduction band minimum (CBM), valence band maximum (VBM) and
band gap proﬁles across models D-I (left) and D-III (right) of the Si(100)-SiO2 interface,
plotted along the interface normal (x). The shaded areas indicate the suboxide regions.
A ball-and-stick representation of the model structure is also shown on the top. The
behavior of model D-II (not shown) is similar to that of model D-I.
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Table 4.3: Calculated band gaps, valence and conduction band oﬀsets for the model
D-I–III of the Si-SiO2 interface. All values are in eV and refer to the band edges
evaluated in the middle of the Si and SiO2 layers. For comparison, we also report our
results for the crystalline models of the Si-SiO2 interface, results of previous works, and
the experimental data. The experimental valence band oﬀset is from Ref. [100]. The
conduction band oﬀset is from Ref. [101], assuming a Si band gap of 1.1 eV.
ESi2gap E
SiO2
gap VBO CBO
model D-I 0.8 5.1 2.5 1.8
model D-II 0.8 5.0 2.4 1.8
model D-III 0.7 4.7 2.2 1.8
model C-I 0.6 4.7 2.6 1.6
model C-II 0.5 4.7 2.5 1.8
Ref. [26], Q-model 1.2 5.4 2.2 2.0
Ref. [113] − − 3.0 −
Experiment 1.1 8.9 4.3 3.1

Chapter 5
Dielectric permittivity of
ultrathin oxides on Si(100)
In this chapter, we address the dielectric permittivity across the Si(100)-SiO2
interface. Using the interface models described in Chap. 4, we are able to show
that the dielectric transition from the silicon to the oxide occurs within a width
of only a few angstroms. The polarizability associated to intermediate oxidation
states of Si is found to be enhanced with respect to bulk SiO2, resulting in a larger
permittivity of the interfacial suboxide layer with respect to the stoichiometric
oxide. Furthermore, the silicon induced gap states are found to play a secondary
role in the enhancement of the permittivity of the interfacial layer. Therefore, the
dielectric transition at the Si-SiO2 interface has to be associated to the chemical
grading.
By adopting the crystalline structural models C-I and C-II (Sec. 5.1), we
investigate ﬁrst the limits of a classical description of the Si(100)-SiO2 interface
in terms of two adjacent dielectrics. Then, we apply the scheme developed in
Chap. 2 to determine the local permittivity and the corresponding ionic and
electronic polarizabilities (Sec. 5.2). Through the Wannier decomposition of the
permittivity proﬁle, we are able to identify the contribution of silicon-induced gap
states to the permittivity in the interfacial oxide. The application of the local
permittivity method to the more realistic interface models D-I and D-II (Sec. 5.3)
conﬁrms the picture outlined in Sec. 5.2 and provides more realistic estimates of
the interfacial oxide permittivity.
5.1 Classical modeling of the permittivity of the
interfacial layer
Before applying the local permittivity method to the model interfaces considered
in Chap. 4, we here investigate the limits of a description of the Si(100)-SiO2
interface based on classical dielectric slabs.
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For this purpose, we calculated the permittivity of SiO2 ﬁlms on Si(100) as a
function of oxide thickness. By applying ﬁnite electric ﬁelds to the superlattice
structures C-I and C-II, we were able to determine the permittivities of the whole
supercell, corresponding to two Si-SiO2 interfaces connected back-to-back. We
obtained the permittivity of a single interface relying on the following considera-
tion. Every superlattice is symmetric with respect to both the semiconductor and
oxide midplanes. Virtual cuts along these planes result in two identical Si-SiO2
interfaces, connected back-to-back. Because of this symmetry, the permittivity
of each interface taken separately equals that of the whole superlattice. In order
to extract the permittivity of the oxide overlayer from the values corresponding
to a single Si-SiO2 interface, we removed the substrate contribution using the
prescription for two capacitors connected in series:
tSiO∗2
εSiO∗2
=
tSL
εSL
− tSi
εSi
(5.1)
where SL stands for (half of the) superlattice, and t for thickness. SiO∗2 represents
the oxide overlayer, including both 1.5 MLs of SiOx suboxide and the pure SiO2
oxide. The permittivity of the silicon substrate appearing in Eq. (5.1) was de-
termined by a separate bulk calculation (Sec. 2.2.2). Applying Eq. (5.1) to each
considered structure, we are able to extract the electronic ε∞SiO∗2 and static ε
0
SiO∗2
permittivities of the oxide overlayer as a function of its thickness tSiO∗2 .
The results of our calculations for the dielectric permittivity of the SiO∗2 over-
layer are shown in Fig. 5.1. The static and high-frequency permittivities increase
with decreasing oxide thickness for both model interfaces. This conﬁrms that the
ﬁrst few atomic layers of oxide near the substrate do not behave as their bulk
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Figure 5.1: Static (disks) and high-frequency (open circles) dielectric permittivity of
the oxide overlayer SiO∗2 plotted vs its thickness, together with the trend obtained from
the simpliﬁed model discussed in the text (solid lines). In the insets, we report the
ionic contributions to the static permittivity.
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counterpart. In model C-II, the high-frequency permittivity reaches the value
of ε∞ = 5.1, while the static permittivity increases up to ε0 = 10.1. In model
C-I the enhancement is less pronounced, with maximal values for ε∞ and ε0 of
3.7 and 6.8, respectively. It is worth to point out that the increase in the static
permittivity results from the enhancement of both the electronic and the ionic
screening (Fig. 5.1, insets).
The permittivity increase with decreasing thickness shown in Fig. 5.1 can be
accounted for by a hyperbolic relationship, as one can see by plotting 1/εSiO∗2 vs
1/tSiO∗2 . This led us to further decompose the permittivity of the SiO
∗
2 overlayer
into contributions from the suboxide monolayer and the pure oxide, as if they were
two distinct capacitors in series. For this purpose, we extracted the permittivities
of the suboxide (ε∞SiOx and ε
0
SiOx) from the superlattices without any fully oxidized
Si atoms. The permittivities of the stoichiometric oxide were obtained from
separate bulk calculations as follows. We considered a β-cristobalite model of
SiO2 with lattice parameters adapted to match the Si lattice (Sec. 4.1). We used
the same electric ﬁeld as determined for silicon in Sec. 2.2.2, since the larger band
gap of SiO2 ensures that this ﬁeld falls within the linear regime. The dependence
of the electronic and static permittivities with cell size shows a L−2x asymptotic
behavior. Extrapolation to inﬁnite cell size gave an electronic permittivity of
ε∞SiO2 = 2.0 and a static permittivity of ε
0
SiO2
= 3.8. The permittivity of the oxide
overlayer can then be written as
εSiO∗2 =
[
tSiOx
tSiO∗2
ε−1SiOx +
(
1− tSiOx
tSiO∗2
)
ε−1SiO2
]−1
. (5.2)
The result of Eq. (5.2) is shown in Fig. 5.1 by solid lines. Comparing the values
of εSiO∗2 from Eq. (5.2) with those obtained directly from the density-functional
calculations, we found a maximum deviation of only 1.3%.
The agreement between the three-layer model and the ﬁrst-principles calcula-
tions indicates that it is possible to describe classically the dielectric properties
of the Si-SiO2 interface, provided at least three distinct dielectric units are con-
sidered: the substrate, the suboxide, and the pure SiO2 oxide.
5.2 Local permittivity at the Si-SiO2 interface:
crystalline models
5.2.1 Permittivity profile across the interface
Following the procedure outlined in Chap. 2, we calculated the local permittiv-
ity proﬁles along a direction normal to the interfaces for models C-I and C-II
(Fig. 5.2). These proﬁles were obtained separately for the electronic and ionic
permittivities.
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Figure 5.2: Permittivity proﬁles across model C-I (left) and model C-II (right) of the
Si(100)-SiO2 interface: electronic permittivity (solid) and lattice contribution ε0(x) −
ε∞(x) (dashed). Vertical lines indicate planes of Si (solid) and O (dotted) atoms. The
shaded area represents the suboxide transition layer.
The local electronic permittivity varies across the interface, decreasing from
the silicon value to the SiO2 one. The transition is about 6 A˚ thick and includes
the full suboxide region. In the stoichiometric oxide, the electronic permittivity is
constant and starts increasing only within the suboxide region. This result is con-
sistent with recent Auger measurements which showed that the oxide permittivity
agrees with that of bulk SiO2 for distances from the interface larger than 6 A˚ [35].
To understand the enhancement of the local electronic permittivity on the silicon
side of the interface, we carried out the decomposition into Wannier contributions
introduced in Sec. 2.1.2 (Fig. 5.3). This decomposition shows that the observed
bumps result from asymmetric dipolar contributions associated to Si-Si bonds of
the suboxide, peaked towards the interior of the silicon slab (cf. Appendix C).
This contribution is larger in model C-II, since (i) the number of Si-Si bonds in
this model is about 30% larger than in model C-I, and (ii) the Si-Si bonds in
0
2
4
6
8
10
12
14
16
4π
 χ
SiO2Si
Figure 5.3: Proﬁle of the lo-
cal electronic susceptibility across
model C-II of the Si(100)-SiO2 in-
terface (solid line). Contributions
to the susceptibility arising from
Wannier functions of the Si slab
(dotted), the suboxide (dashed),
and the oxide (dash-dotted) are
shown separately. The shaded area
represents the suboxide transition
layer. Vertical lines indicate planes
of Si (solid) and O (dotted) atoms.
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model C-II are more polarizable than in model C-I due to their larger average
bond length (2.66 A˚ in model C-II vs. 2.52 A˚ in model C-I), consistently with
the discussion in Sec. 2.3.1. We refer to Appendix C for a detailed analysis of the
origin of this eﬀect.
We obtained the ionic contribution to the permittivity given in Fig. 5.2 by
replacing the ionic point charges by Gaussian functions with standard deviations
of 1 A˚. In the stoichiometric oxide, the ionic contribution assumes a constant
value corresponding to bulk SiO2 (cf. Sec. 5.1). Similarly, the ionic contribution
vanishes in the silicon bulk, because of the vanishing dynamical charges (Sec.
5.2.2). In the suboxide, the ionic contribution is found to exceed the SiO2 bulk
value in both models. The origin of this eﬀect will be clariﬁed in Sec. 6.2.1.
For practical applications, it is convenient to approximate the permittivity
proﬁle through a three-layer model, assigning an average permittivity to each of
the three regions: Si, SiOx and SiO2. We deﬁned the planes separating the silicon
substrate and the suboxide on the basis of the amount of nonoxidized Si atoms
and the bulk silicon density. We deﬁned similarly the separation between the sub-
oxide and the stoichiometric oxide. Using Eq. (2.11), we obtain the individual
slab permittivities given in Table 5.1. Several comments are in order:
(i) The diﬀerence (1–2%) between the static and electronic permittivities of
the Si slabs results from the contribution of the outermost Si layers. Anal-
ogously, the permittivities of the SiO2 layers are within 2% from those
estimated for the bulk (Sec. 5.1), due to the slightly larger polarizability of
the ﬁrst oxide layer.
(ii) It is particularly satisfactory to note that the slab permittivities derived
here from the local permittivity proﬁle diﬀer by less than 10% from the
values derived in Sec. 5.1 from a classical analysis. The small diﬀerences
result from assigning bulk permittivities to the Si and SiO2 slabs in the
Table 5.1: Electronic (ε∞) and static (ε0) permittivities of the Si, SiOx and SiO2
components of the Si(100)-SiO2 model interfaces C-I and C-II. For each component, we
also report separately the lattice contribution ∆ε = ε0 − ε∞. Values between brackets
correspond to the local permittivity in the middle of the Si slab.
model C-I model C-II
Si SiOx SiO2 Si SiOx SiO2
ε∞ 12.6 (12.4) 3.8 2.1 13.5 (12.6) 5.0 2.1
ε0 12.8 (12.4) 6.8 3.9 13.6 (12.6) 9.1 3.9
∆ε 0.2 ( 0.0) 3.0 1.8 0.1 ( 0.0) 4.1 1.8
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classical analysis. Thus the enhanced screening in the outermost Si and
SiO2 layers is eﬀectively transferred to the suboxide.
(iii) Note that the local permittivity in the Si interior (12.4 and 12.6 for models
C-I and C-II, respectively) is smaller than the permittivity of an extended
bulk, εSi = 14.3 (Sec. 2.2.2). This eﬀect arises from the size-dependence
of the Berry-phase position operator in supercell calculations (Sec. 2.2.2),
and counteracts the overestimation due to the transverse Brillouin zone
sampling, thus bringing the permittivity of the Si region close to the fully
converged value (cf. Sec. 2.3). While the size-dependence of the position
operator introduces an error of 13% on the permittivity of the Si region,
the corresponding errors for the suboxide and the oxide regions are smaller
than 3%, as we estimated by applying a saw-tooth shaped potential to a
SiO2-Si-SiO2 slab with oxide surfaces terminated by H atoms.
(iv) The suboxide shows a permittivity which is larger than that of bulk SiO2:
ε0SiOx = 6.8 for model C-I and ε
0
SiOx = 9.1 for model C-II (Table 5.1), to
be compared with ε0SiO2 = 3.8. This result is consistent with electrical
measurements on Si-SiO2-ZrO2 gate stacks, which indicate that the oxide
interlayer carries an enhanced permittivity ranging between 6 and 7 [33].
5.2.2 Discrete electronic and ionic polarizabilities
In this section, we describe the local polarizability in terms of discrete dipoles,
both electronic and ionic, following Sec. 2.1.3. Electronic dipoles are primarily
associated to bonds, while ionic dipoles are more easily related to atoms. To treat
both kind of dipoles on an equal footing, we adopted Si-centered polarizable
units based on the ﬁrst-neighbor shell. We assigned all the Wannier functions
pertaining to a given Si atom to the polarizable unit centered on that atom.
The polarizability of such a unit is then obtained by adding up the individual
polarizabilities of its component Wannier functions (Sec. 2.1.3). Care was taken
to account for Wannier functions shared among diﬀerent units, such as Si-Si bonds
and nonbonding O orbitals, with the proper weight of 1/2.
The polarizabilities obtained in this way are shown in Fig. 5.4 for the two
model Si-SiO2 interfaces C-I and C-II. Again, we ﬁnd that the Si and SiO2 bulk
behavior is recovered within a distance of a few angstroms from the interface, in
accord with the analysis in Sec. 5.2.1. Notice that the outermost Si layers show a
polarizability close to the value of the inner layers, while a bump is observed in the
local permittivity proﬁle (Fig. 5.2). In our discrete formulation, the contribution
leading to the bump is concentrated in the polarizable units belonging to the
suboxide region (cf. Appendix C). The insets of Fig. 5.4 show that there is a
monotonic relation between the oxidation state of the central Si atom in the
polarizable unit and the corresponding polarizability.
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Figure 5.4: Eﬀective electronic polarizabilities of Si-centered polarizable units, for
model C-I (left) and model C-II (right) of the Si(100)-SiO2 interface. The x axis is
oriented along the [100] direction. Horizontal dashed lines indicate the values calculated
for the corresponding bulk materials. The shaded area indicates the suboxide region.
Insets: eﬀective electronic polarizability vs the oxidation state of the central Si atom
in the polarizable unit.
The lattice contribution to the dielectric screening was evaluated as described
in Sec. 2.1.3. As a reference, we ﬁrst determined the transverse Born charges
for bulk SiO2 (Sec. 4.1.1), obtaining Z
B
xx,Si = 3.30 and Z
B
xx,O = 1.65 for Si and O
atoms, respectively. These values agree well with previous calculations for crys-
talline [116] and amorphous SiO2 [55]. Figure 5.5 shows the calculated eﬀective
charges ζxx across our model Si-SiO2 interfaces. The eﬀective charges correctly
reproduce the reference values obtained for bulk SiO2 in the stoichiometric oxide,
and vanish in the silicon substrate except for the outermost layer. The insets of
Fig. 5.5 show a monotonic increase of the eﬀective charges with the Si oxidation
state.
The calculated eﬀective charges ζxx were used to determine the eﬀective ionic
polarizabilities through Eq. (2.26). Figure 5.6 shows the calculated eﬀective ionic
polarizabilities pertaining to the polarizable units deﬁned above for models C-I
and C-II. Inside the silicon slab, these polarizabilities vanish due to the vanishing
eﬀective charges. Within the oxide, the polarizabilities coincide with the values
determined for the corresponding bulk. For the polarizable units adjacent to the
suboxide region, both on the Si and SiO2 sides of the interface, we observe only
slight departures from the bulk values. In the insets, we give the polarizabil-
ity of the polarizable units as a function of the oxidation state of the central Si
atom. Disregarding momentarily the value for the Si+2 oxidation state in model
C-II, the polarizability vs oxidation state shows a rather smooth behavior with a
maximum in correspondence of the Si+2 oxidation state. This result is in accord
with the enhanced static permittivity recorded in the suboxide region (Fig. 5.2).
The higher polarizability value found for the Si+2 oxidation state in model C-II
is related to the occurrence of a Si-Si bond with a bond length of 2.66 A˚, con-
58 5 Dielectric permittivity of ultrathin oxides on Si(100)
0 2 4 6 8 10 12 14 16 18
-2
0
2
4
x-coordinate (Å)
e
ffe
ct
ive
 c
ha
rg
e model C-I
0 1 2 3 4
0
1
2
3
4
oxidation number
Si
 e
ffe
ct
ive
 c
ha
rg
e
 
0 2 4 6 8 10 12 14 16 18
-2
0
2
4
x-coordinate (Å)
e
ffe
ct
ive
 c
ha
rg
e model C-II
0 1 2 3 4
0
1
2
3
4
oxidation number
Si
 e
ffe
ct
ive
 c
ha
rg
e
Figure 5.5: Eﬀective charges ζI,xx for model C-I (left) and model C-II (right) of the
Si(100)-SiO2 interface. Disks correspond to Si atoms, circles to O atoms. The x axis
is oriented along the [100] direction. Horizontal lines indicate the values of the Born
dynamical charges calculated for each bulk material separately. Insets: Si eﬀective
charges vs Si oxidation state.
siderably larger than the bond length of 2.35 A˚ found for the corresponding Si+2
polarizable unit in model C-I.
Overall, the analysis in terms of discrete polarizabilities conveys the same
picture as the local permittivity proﬁle. In addition, this analysis highlights the
relation between the dielectric transition across the Si-SiO2 interface and the
chemical grading.
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Figure 5.6: Eﬀective ionic polarizabilities of the Si-centered polarizable units, for model
C-I (left) and C-II (right) of the Si(100)-SiO2 interface. The x axis is oriented along
the [100] direction. Horizontal dashed lines indicate the values calculated separately
for the corresponding bulk materials. The shaded area indicates the suboxide region.
Insets: eﬀective ionic polarizability vs Si oxidation state.
5.2 Local permittivity at the Si-SiO2 interface: crystalline models 59
5.2.3 Role of silicon-induced gap states
At variance with our ﬁndings, the dielectric transition at Si-SiO2 interfaces has
previously been related to the tails of Si states at energies located inside the SiO2
band gap [5, 7], in analogy to the metal induced gap states at metal-semiconductor
contacts [117, 118, 119]. These tails extend into the oxide for about 5 A˚, con-
tributing to a reduction of the gap in the local density of states (cf. Secs. 4.1.3,
4.2.3). To investigate the role of such tails, we retain for each Wannier function a
fraction of its contribution to the microscopic polarization, corresponding to its
projection onto the occupied electronic states lying inside the oxide gap. Figure
5.7 shows that the combination of these contributions decays into the oxide on
a similar length scale as the formation of the oxide gap (cf. Fig. 4.3). In the
near-interface oxide (ﬁrst 5 A˚), the contribution from gap states amounts to only
13% of the total electronic permittivity, indicating that their role is secondary.
This assertion is further supported by considering the Schottky pinning factor
S of the oxide. The pinning factor is used in the theory of metal-semiconductor
contacts to describe the change in the band lineup due to metal-induced states
in the semiconductor gap [120, 121, 122, 123]. It is related to the surface density
of gap states (DGS), the corresponding extent into the semiconductor (δGS), and
the permittivity of the interfacial layer (εIL) through [122, 123]:
S  1
1 + 4πe2DGSδGS/εIL
. (5.3)
Furthermore, the contribution of the induced gap states to the permittivity of
the interfacial oxide can be written to a ﬁrst approximation as [124]:
χGS  e2DGSδGS. (5.4)
The combination of Eqs. (5.3) and (5.4) yields the following relation between
the Schottky factor and the contribution of the silicon-induced gap states to the
permittivity:
S  1
1 + 4πχGS/εIL
. (5.5)
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By using the calculated contribution of the gap states to the permittivity (4πχGS =
0.13 εIL) in Eq. (5.5), we estimated a Schottky factor for SiO2 of 0.88. This result
is in fair agreement with experimental data (0.70–0.86) [122, 123], supporting our
conclusion that the induced gap states play a secondary role in the mechanism
leading to an enchanced permittivity in the near-interface oxide.
5.3 Local permittivity at the Si-SiO2 interface:
disordered models
While Secs. 5.1 and 5.2 were mainly devoted to the understanding of the dielectric
transition between Si(100) and SiO2 through simpliﬁed structural models, we now
address the permittivity of the near-interface oxide through the realistic models
D-I and D-II introduced in Chap. 4.
5.3.1 Permittivity profile
Along the same lines of Sec. 5.2, we calculated the local permittivity proﬁles across
the interface models D-I and D-II. These proﬁles were determined separately for
the high-frequency and the static permittivities (Fig. 5.8). The high-frequency
and static permittivities in the middle of the Si slab approximately coincide, due
to the vanishing dynamical charges at a suﬃciently large distance from the in-
terface. The calculated static permittivity, ε0Si = 12.5 for both model interfaces,
slightly overestimates the experimental value of 11.9. This is mainly due to the
inherent error of the adopted density functional scheme [125], since the conver-
gence errors related to the transverse Brillouin zone sampling and to the Γ point
representation of the position operator approximately cancel (cf. Sec. 5.2.1).
We evaluated an average high-frequency permittivitty of 2.3 for the stoichio-
metric oxides of both model interfaces. The corresponding static permittivities
are 4.2 and 4.0 for model D-I and model D-II, respectively. Also in this case, the
calculated permittivities slightly overestimate the experimental values (2.1 and
3.9 for the high-frequency and the static permittivity, respectively). The diﬀer-
ence between the static permittivities of the oxides in our models can be traced
back to their diﬀerent mass densities. Indeed, a correlation between density and
dielectric permittivity is clearly observed when comparing the corresponding pro-
ﬁles in Fig. 5.8 (a) and (b).
The permittivities of the substoichiometric oxide amount to εSiOx = 6.9 and
εSiOx = 5.7 for model D-I and model D-II, respectively. The diﬀerence mainly
arises from the diﬀerent spatial distributions and orientations of the suboxide Si-Si
bonds. Our calculations are consistent with indirect experimental measurements
which assign a static permittivity between 6 and 7 to the interfacial layer [33].
Furthermore, Figure 5.8 shows that the permittivity of bulk SiO2 is recovered as
soon as the Si atoms become fully oxidized, i.e. at a distance of about 5–6 A˚ from
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Figure 5.8: (a) High-frequency (dashed) and static (solid) permittivity proﬁles for
model D-I (left) and D-II (right) of the Si(100)-SiO2 interface. Horizontal dotted lines
indicate the experimental values for bulk Si and bulk vitreous silica. (b) O density
proﬁle for model D-I (left) and D-II (right). The horizontal dotted lines indicate the
density of O atoms in bulk SiO2. The shaded regions indicate the location of partially
oxidized Si atoms.
the substrate. This result is consistent with Auger measurements indicating that
the bulk SiO2 high-frequency permittivity is already recovered at a distance of
6 A˚ from the substrate. Finally, a detailed analysis shows once again that the
enhanced permittivity in the outermost Si layers of the substrate results from the
screening provided by Si–Si bonds in the adjacent suboxide (cf. Sec. 5.2.1 and
Appendix C).
It is interesting at this stage to compare the permittivity proﬁle with the
shape of the local band edges. Indeed, from Figs. 4.9 and 5.8 we see that the
local band edges approach the bulk levels only at a distance of 2–3 A˚ from the
suboxide region, at variance with the local permittivity which becomes bulk-like
as soon as the oxide becomes stoichiometric. This is consistent with our results
for the crystalline interface models, which show that the enhanced screening of
the interfacial oxide relates to the presence of partially oxidized Si atoms, and
only little owes to the silicon-induced gap states (cf. Sec. 5.2.3).
In Table 5.2, we summarize our results and present a comparison with the
permittivities calculated for the crystalline interface models and with experiment.
Interestingly, the permittivities of the models C-I, D-I and D-II are all in good
agreement. The larger screening of the suboxide in model C-II has been discussed
in Sec. 5.2.1.
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Table 5.2: Calculated high-frequency and static permittivities of the silicon, suboxide,
and oxide regions for all the considered Si(100)-SiO2 interface models. The experimental
permittivity for the substoichiometric oxide is taken from Ref. [33].
ε∞Si ε
0
Si ε
∞
SiOx ε
0
SiOx ε
∞
SiO2 ε
0
SiO2
Model C-I 12.4 12.4 3.8 6.8 2.1 3.9
Model C-II 12.6 12.6 5.0 9.1 2.1 3.9
Model D-I 12.4 12.5 4.2 6.9 2.3 4.2
Model D-II 12.3 12.5 3.4 5.7 2.3 4.0
Experiment 11.9 11.9 — 6–7 2.1 3.9
5.3.2 Implications for device scaling and thin-film
metrology
The enhanced permittivity of the substoichiometric oxide indicates that the equiv-
alent oxide thickness of an oxide interlayer (including the substoichiometric re-
gion) between Si and a high-permittivity material is smaller than its physical
thickness. In order to quantify this eﬀect, we adopt the realistic models D-I and
D-II to calculate the EOT of interfacial layers with physical thicknesses rang-
ing from 0.5 to 2 nm (Fig. 5.9). Overall, the resulting EOT of the interlayer is
smaller than the corresponding physical thickness by 0.2–0.3 nm.
As a consequence, the eﬀect of a thin oxide layer between a Si substrate and
a high-permittivity material in metal-oxide-semiconductor devices is less severe
than expected on the basis of the permittivity of bulk SiO2. Indeed, we consider
for instance a HfO2 gate oxide with a dielectric permittivity of 21.5 and a thickness
of 50 A˚ [126]. Assuming the interlayer to be 5 A˚ thick, we would ﬁnd the overall
permittivity of the stack to be 15.2 when setting the interlayer permittivity equal
to that of bulk SiO2, but as high as 18.0 (17.1) when adopting the data calculated
for model D-I (model D-II). Analogously, considering a stack composed of SrTiO3
with a dielectric permittivity of 175 and a thickness of 110 A˚ [127] and of a 5-
A˚-thick interlayer, we would obtain an overall permittivity of 60 when using the
value of bulk SiO2, but of 85 (76) when using the results for model D-I (model
D-II).
Based on similar considerations, the EOT reduction of 0.2–0.3 nm with respect
to bulk SiO2 leaves some limited yet useful margin to the allowed oxide thickness
in multilayer gate dielectrics. As an example, we consider the targeted 0.8 nm
EOT for the 50 nm technology node. Assuming that the equivalent thickness
of the high-permittivity material were as small as 0.5 nm (the smallest value
reported to our knowledge for HfO2, see Ref. [126]), the maximum allowed physical
thickness for the interlayer would result in 0.5–0.6 nm instead of 0.3 nm.
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Figure 5.9: Equivalent oxide thickness
vs physical thickness for the oxides in
model D-I (disks) and model D-II (cir-
cles) of the Si-SiO2 interface. For com-
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(dashed). The EOT of ultrathin oxides
is smaller than the corresponding phys-
ical thickness by 0.2–0.3 nm.
Our results carry also interesting implications in the area of thin-ﬁlm metrol-
ogy. Indeed, capacitance-voltage techniques for the measurements of the oxide
thickness yield the equivalent thickness rather than the physical thickness, since
they measure the capacitance of the oxide (which is proportional to d/ε0, d being
the physical thickness of the ﬁlm). Therefore, the use of the bulk SiO2 per-
mittivity in the case of ultrathin ﬁlms would lead to an underestimation of the
measured thickness. We consider, for instance, the Si-SiO2-HfO2 gate stack de-
scribed in Ref. [128]. On the basis of our data for model D-I (model D-II), we
deduce that the reported interlayer EOT of 3.6 A˚ would correspond to a physical
thickness of 6.4 A˚ (5.3 A˚).
Similar considerations hold for thickness measurements based on spectroscopic
ellipsometry [129]. Indeed, since ellipsometric measurements probe the optical
path of a light beam (which is given by ε1/2∞ d), the determination of the ﬁlm
thickness must rely on some assumptions about the corresponding high-frequency
permittivity. A comparison between ﬁlm thicknesses measured by medium-energy
ion scattering and ellipsometry shows that the latter overestimate the ﬁlm thick-
ness by about 0.2 nm when the enhanced screening of the interfacial oxide is
not taken into account [34]. Therefore, to provide reliable ellipsometric thickness
measurements in the sub-nanometer regime, it is necessary to take into account
the enhanced screening of a thin interfacial layer between Si and SiO2. This
observation provides further support to our ﬁndings.

Chapter 6
Infrared spectra of ultrathin
oxides on Si(100)
This chapter is devoted to the study of the transverse-optical and the longitudinal-
optical infrared absorption spectra at the Si(100)-SiO2 interface. For this purpose,
we apply the formalism developed in Chap. 3 to the interface model D-III (cf.
Sec. 4.2.1).
We ﬁrst investigate the vibrational properties of this interface model by con-
sidering the local density of modes in the Si and SiO2 regions (Sec. 6.1). Then, we
compare the local static permittivity across the Si(100)-SiO2 interface calculated
by the method introduced in Chap. 2 and the alternative procedures proposed
in Chap. 3 (Sec. 6.2). The latter method allowed us to identify the origin of the
enhanced ionic screening in the substoichiometric interfacial layer (Sec. 6.2.1).
After these preliminary investigations, we turn to the analysis of the infrared
spectra across the interface (Sec. 6.3). First, we study the TO and LO absorption
within the SiO2 region and compare our results with experiment. Then, we follow
the evolution of the spectra across the interface. Finally, we investigate the red
shift of the high-frequency peaks in the TO and LO spectra (Sec. 6.4), and we
clarify the microscopic origin of this eﬀect (Sec. 6.5).
6.1 Vibrational density of states across the
Si(100)-SiO2 interface
We evaluated the local vibrational density of states across the interface by using
the analogous of Eq. (4.1) for the vibrational eigenmodes:
Dv(x;ω) =
∑
n
∑
Iα
|ξt,nIα |2 δ(ω − ωt,n)w(x−XI), (6.1)
where x indicates a coordinate along the interface normal, ξt,nIα and ωt,n are the
eigenvectors and eigenfrequencies of the analytical part of the dynamical matrix,
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and w(x) is the spatial weight function introduced in Sec. 3.3.1. Figure 6.1 shows
the evolution of the vibrational density of states across the Si(100)-SiO2 interface
as calculated for model D-III.
Within the substrate (Fig. 6.1, at a distance of 3.5 A˚ from the ﬁrst O atom
of the oxide), the spectral features of bulk Si are well reproduced. In particu-
lar, we found two transverse-acoustic peaks at 130 cm−1 and 190 cm−1, and a
longitudinal-optical peak at 480 cm−1. These values compare favorably with in-
elastic neutron scattering experiments [130, 131] yielding ∼150, ∼200, and ∼480
cm−1 for the respective bands. The longitudinal-acoustic peak at ∼330 cm−1 and
the transverse-optical peak at ∼410 cm−1 in the experimental density of states
were not resolved in our calculations. This could be related to the approximate
description of the vibrational band structure which results from the Γ-point sam-
pling of the adopted Si(100)
√
8×√8 repeat unit.
Within the stoichiometric oxide region (Fig. 6.1, at a distance of 8.5 A˚ from
the Si substrate), the density of states is also in good agreement with inelastic
neutron scattering experiments on vitreous silica [132, 133, 134]. The calculated
peaks at 390 cm−1 and 830 cm−1 compare well with the experimentally observed
peaks at ∼400 cm−1 and ∼820 cm−1. In the high-frequency region, the splitting
of T2 modes (in-phase stretching motion of the O atoms around a Si atom) and
A1 modes (out-of-phase motion) [135] is not clearly distinguished in the calcu-
lated density of states. However, our calculations show a peak at 1130 cm−1 and
a shoulder at 1220 cm−1, which compare favorably with the A1 and T2 mode
frequencies of ∼1090 and ∼1220 cm−1 in the neutron scattering data. The low-
frequency peak at 140 cm−1 is absent in the experimental spectrum of Ref. [132]
but has clearly been observed in Ref. [133], in agreement with our calculations.
The calculated density of states was decomposed in terms of Si displacements
and of O displacements in the reference frame associated to the Si-O-Si bridge
[136]. This frame is deﬁned by a bond rocking direction perpendicular to the
Si-O-Si plane, a bond stretching axis directed from one Si atom to the other, and
a bond bending axis along the bisector of the Si-O-Si angle. We found that the
high-frequency band is mainly associated to the O stretching motion, the band
around 800 cm−1 arises from the motion of Si atoms and from the vibration of O
atoms along the bending directions, while the lower frequency band around 400
cm−1 results from O rocking and bending motion (Fig. 6.1). These ﬁndings are
consistent with a previous ﬁrst-principles calculation for vitreous SiO2 [55].
The analysis of the vibrational density of states deep inside the Si and SiO2
regions of the model Si(100)-SiO2 interface D-III indicates that the bulk vibra-
tional properties of the substrate and the oxide are recovered at a distance of only
a few angstroms from the interface. When moving from the stoichiometric oxide
towards the substrate across the interfacial layer, a few interesting features are
observed (Fig. 6.1): (i) the A1 shoulder at 1220 cm
−1 disappears, (ii) the stretch-
ing band shifts towards lower frequencies, and (iii) the density of states in the
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band around 400 cm−1 decreases. The disappearance of the A1 shoulder arises
from the breaking of the tetrahedral symmetry associated to the SiO4 units of
the bulk oxide. Indeed, in presence of partially oxidized Si atoms, the distinction
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Figure 6.1: Local density of vibrational modes across model D-III of the Si(100)-
SiO2 interface (left and right panels), at various distances from the interface (indicated
in A˚). Full density of states are reported in both panels (bold solid). The eﬀective
neutron density of states for bulk vitreous SiO2 are from Ref. [132] (circles) and Ref.
[133] (squares). The density of states for bulk Si is from Ref. [131] (circles). Partial
projections onto O (left panel) and Si (right panel) contributions are also shown: O
rocking (dashed), bending (dash-dotted), and stretching (solid), and Si+4 (solid), Si+3
(dashed), Si+2 (dash-dotted), Si+1 (dotted), and Si0 (double dash-dotted). A Gaus-
sian broadening of 20 cm−1 was applied. Vertical bars indicate the spectral features
discussed in the text. The central panel shows the distribution of partially oxidized Si
atoms for comparison.
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between A1 and T2 modes no longer holds and the corresponding bands merge
into a single peak [137]. As it will be shown in Sec. 6.5, the softening of the
stretching modes relates to the lengthening of Si-O bonds with decreasing Si oxi-
dation state (cf. Sec. 4.2.2), and reﬂects the reduction of the force constants along
the stretching direction as the bond length increases. The decrease of the density
of states around ∼400 cm−1 is mainly due to the shift of the rocking band to
lower frequencies, resulting into a peak at ∼250 cm−1 (Fig. 6.1). This eﬀect will
be shown to play a signiﬁcant role in the enhancement of the static permittivity
of the interfacial oxide with respect to bulk SiO2 (cf. Sec. 6.2.1).
6.2 Local permittivity from the vibrational
eigenmodes
The knowledge of the vibrational frequencies and eigenvectors allowed us to cal-
culate the space- and frequency- dependent dielectric function of the adopted
model Si(100)-SiO2 interface, according to Eqs. (3.37)–(3.44). In view of com-
paring with experiment and with the approach described in Sec. 5.3.1, in the
following we focus on two special cases:
(i) the frequency dispersion of the dielectric function in the middle of the oxide
region (x ﬁxed, ω varying), and
(ii) the spatial evolution of the static permittivity across the interface (ω ﬁxed,
x varying).
To obtain the frequency dispersion within the stoichiometric region of the inter-
face model D-III, we used Eq. (3.37) together with Eqs. (3.26). The transverse
diagonal component of the high-frequency permittivity ε∞αα(x) in Eq. (3.26) was
evaluated approximately through the corresponding longitudinal component, fol-
lowing the procedure outlined in Sec. 2.1.1. The latter approximation corresponds
to assuming that the microscopic layers in which the supercell can be decomposed
behave isotropically, which is legitimate for the disordered oxide region which we
are considering. Figure 6.2 shows a comparison between the calculated real and
imaginary part of the dielectric function in the oxide of model D-III and experi-
mental data for bulk vitreous silica [138]. The positions of the main peaks in the
imaginary dispersion at about 450, 800 and 1100 cm−1 are well reproduced, the
largest deviation from the experimental peak positions being ∼20 cm−1. More
signiﬁcant is the deviation for the shoulder at around 1200 cm−1, consistently
with previous calculations on bulk SiO2 [55].
The relative intensities of the peaks are also in good agreement with experi-
ment, even though the absolute intensities are clearly underestimated (Fig. 6.2).
This eﬀect relates to the larger width of the theoretical peaks with respects to
their experimental counterparts. Indeed, focusing on the high-frequency band,
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Figure 6.2: Real (left) and imaginary (right) part of the dielectric function within the
oxide region of the Si(100)-SiO2 interface model D-III (solid). Dashed lines indicate
the experimental dispersions for bulk vitreous silica [138].
the width calculated through the unbroadened spectrum (∼270 cm−1) overesti-
mates the experimental width (∼110 cm−1) [138]. Since the broadening of the
infrared peaks in vitreous SiO2 mainly results from the distributions of the struc-
tural parameters of the oxide [41], the overestimation of the experimental widths
indicates that the distributions of bond lengths and bond angles in the model
oxide considered (cf. Sec. 4.2.2) are broader than in experiment. The latter eﬀect
relates to the ﬁnite size of the computational cell adopted, which inhibits the full
structural relaxation of the amorphous oxide. The same considerations apply to
the real part of the dielectric function (Fig. 6.2), which provides in addition the
static permittivity of the oxide ε0SiO2 = 4.2. The latter value is in agreement with
the permittivities calculated in Sec. 5.3.1 for model D-I and model D-II of the
Si(100)-SiO2 interface.
Next, we consider the spatial evolution of the static permittivity across model
D-III of the Si(100)-SiO2 interface. This can be determined by setting ω = 0 in
Eqs. (3.37)–(3.44), or alternatively by applying a ﬁnite electric ﬁeld as already
done in Sec. 5.3.1. In particular, by ﬁxing α along the longitudinal direction and
β along a transverse direction, we can calculate:
(E1) ε0αα(x) from the transverse dynamical matrix through Eq. 3.44,
(E2) ε0αα(x) from the longitudinal dynamical matrix through Eq. 3.38,
(E3) ε0αα(x) through the ﬁnite ﬁeld method of Sec. 2.1.1, and
(E4) ε0ββ(x) from the transverse dynamical matrix through Eq. 3.37.
The cases (E1) and (E2) are compared in Fig. 6.3(a). Despite the rather dif-
ferent procedures, there is a very good agreement between the two curves. The
small diﬀerences likely arise from the diﬀerent way the convergence errors on the
dynamical charges, the eigenfrequencies and the eigenmodes are combined within
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Figure 6.3: Local static permittivity across model D-III of the Si(100)-SiO2 interface,
calculated according to various procedures: (a) ε0αα(x) from the transverse dynamical
matrix [dotted, (E1)] vs. ε0αα(x) from the longitudinal dynamical matrix [dash-dotted,
(E2)]. (b) ε0αα(x) from the longitudinal dynamical matrix [dash-dotted, (E2)] vs. ε0αα(x)
from the ﬁnite ﬁeld method [solid, (E3)]. (c) ε0αα(x) from the transverse dynamical
matrix [dotted, (E1)] vs. ε0ββ(x) from the transverse dynamical matrix [dashed, (E4)].
α is along the longitudinal direction, β along a transverse direction. The horizontal
dashed lines indicate the experimental static permittivities of Si and SiO2. The shaded
region indicates the suboxide. The curves in (a), (b) and (c) are obtained by using
a Gaussian spatial weight with a standard deviation of 1 A˚, in order to be consistent
with the choice made in Chap. 5.
the ﬁnal expressions Eqs. (3.44) and (3.38).
The cases (E2) and (E3) are compared in Fig. 6.3(b). Within the oxide, there
is a very good agreement between the proﬁles calculated through the vibrational
modes or through the ﬁnite electric ﬁeld method. Within the Si region, the curve
(E3) overestimates the permittivity due to the limited convergence of the super-
cell polarization (cf. 2.2.2). The diﬀerence between the curves (E2) and (E3)
around x = 5 A˚ arise from the diﬀerent ways the Gaussian functions replacing
the ionic point charges enter the ﬁnal expressions Eqs. (2.8) and (3.38).
Figure 6.3(c) shows a comparison between the cases (E1) and (E4), corre-
sponding to the longitudinal and transverse components of the static permittivity.
The Si and the SiO2 regions show an isotropic behavior as expected. Interestingly,
also the suboxide is rather isotropic.
6.2.1 Origin of the enhanced ionic screening in the sub-
oxide
In Sec. 5.2.1 we have shown that the suboxide carries an ionic contribution to the
permittivity larger than that of the bulk oxide. Furthermore, in Sec. 5.2.2 we have
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Figure 6.4: Upper panel: mode con-
tribution C(x;ω) to the static per-
mittivity, evaluated within the sub-
oxide region (solid) and the stoi-
chiometric oxide (dashed) for model
D-III of the Si(100)-SiO2 interface.
Lower panel: imaginary part of the
dielectric function vs frequency, for
the suboxide (solid) and the pure ox-
ide (dashed). The shaded region in-
dicates the contribution of Si+2O2
structural units, giving rise to the
peak at ∼230 cm−1. In proximity
of this resonance (vertical line), the
mode contribution of the suboxide
starts exceeding that of SiO2.
found that the Si-centered polarizable unit with the largest ionic polarizability
corresponds to the Si+2 oxidation state. Now, by considering the contributions of
the vibrational eigenmodes to the local permittivity in the suboxide and in the
oxide regions separately, we are able to identify the origin of these eﬀects. For
this purpose, we introduce the mode contribution to the static permittivity:
C(x;ω) =
4π
Ω
∑
IJ,βγ,n
ZBI,αβξ
t,n
Iβ√
mI
ZBJ,αγξ
t,n
Jγ√
mJ
1
ω2t,n
w(x−XI)θ(ωt,n − ω), (6.2)
where θ(ω) stands for the Heavyside function. C(x;ω) deﬁned by Eq. (6.2) gives
the local contribution to the static permittivity arising from the eigenmodes with
ωt,n > ω, as can be veriﬁed by considering Eq. (3.26). In particular, we have
C(x;ω = 0) = ε0αα(x). Figure 6.4 shows the mode contribution to the static per-
mittivity calculated for the oxide and for the suboxide regions of model interface
D-III, together with the corresponding imaginary dielectric functions. It is clear
that the high-frequency modes are not involved in the enhanced ionic screening
of the suboxide, and that the extra screening (from 2.0 to 2.6) arises from a
suboxide peak around 230 cm−1. Indeed, when the modes between 220 and 240
cm−1 are forced to be silent in Eq. (6.2), the suboxide ionic permittivity drops
to the value calculated for the oxide. By looking at the atomic displacements
corresponding to these modes within the suboxide, we further discovered that
the main contribution to the extra screening arises from Si+2 atoms and their O
nearest neighbors, with the motion of the latter mainly along rocking and bend-
ing directions (cf. Sec. 6.1). Correspondingly, when the the imaginary part of the
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Figure 6.5: Left: Average diagonal components of the Born charges along the trans-
verse directions for model D-III of the Si(100)-SiO2 interface, plotted vs the atomic
coordinate in the longitudinal direction. Disks (circles) correspond to Si (O) atoms.
The horizontal dashed lines indicate the eﬀective charges calculated within the silicon
and the oxide region of the crystalline interface models C-I and C-II (Fig. 5.5). Right:
Born charges in model D-III vs Si oxidation state (disks), together with their average
values (circles). The solid line is a guide to the eye. The dashed line corresponds to an
ideal linear dependence as determined by scaling the average charge of Si+4 atoms ac-
cording to the oxidation state. The only signiﬁcant deviation from the linear behavior
correspond to Si+2 species.
permittivity is recalculated by including the sole contributions of Si+2 atoms and
of their nearest neighbor O atoms, a distinct peak around 230 cm−1 is found (Fig.
6.4, shaded area).
This ﬁnding is consistent with the large ionic polarizability of Si+2 polarizable
units calculated for the crystalline model structures C-I and C-II (Sec. 5.2.2).
The large polarizability of the Si+2O2 structural units is a consequence of both
the large dynamical charges of Si+2 atoms (Fig. 6.5), and the small associated
vibrational frequency of 230 cm−1 (to be compared with 450 cm−1 for the cor-
responding SiO2 modes). The large dynamical charges of the Si
+2 atoms are
consistent with the results of Sec. 5.2.2 for the crystalline model interfaces C-I
and C-II (Fig. 5.5), indicating that this behavior does not relate to the speciﬁc
structural arrangement, and must be a general feature of Si+2 species in silicon
suboxides.
6.3 Infrared absorption across the Si(100)-SiO2
interface
In this section we describe the local infrared absorption spectra across model D-
III of the Si(100)-SiO2 interface, calculated according to Eqs. (3.28) and (3.34).
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Since the adopted superlattice structure consists of two Si-SiO2 interfaces con-
nected back-to-back, we here discuss the infrared response which results from
taking the average of the local spectra calculated separately for each interface.
This choice virtually corresponds to studying a model structure with one single
interface and twice the supercell transverse area, and results in a larger sampling
of the possible bonding conﬁgurations of the disordered oxide.
Figure 6.6 shows the calculated TO and LO infrared absorption spectra across
our model interface, at various distances from the Si substrate. At a distance of
8–9 A˚ from the substrate, the absorption spectra closely match those of bulk vit-
reous silica (bold curves in Fig. 6.6). Indeed, the calculated positions of the main
TO absorption peaks, 457, 810, and 1097 cm−1, are in excellent agreement with
the corresponding experimental peaks at 457, 810, and 1076 cm−1 [41], and with
previous calculations on bulk disordered SiO2 giving 453, 861, and 1106 cm
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Figure 6.6: Local TO (ﬁrst panel from the left) and LO (second panel) infrared ab-
sorption spectra calculated at various distances from the Si substrate, for model D-III
of the Si(100)-SiO2 interface. The distances are indicated in A˚ and refer to the ﬁrst O
atom of the oxide. The principal spectral features are highlighted. The third panel from
the left shows the distribution of the various oxidation states of Si across the interface,
and the last panel is a ball-and-stick representation of the D-III model interface.
74 6 Infrared spectra of ultrathin oxides on Si(100)
[55]. Similarly, the calculated positions of the main LO peaks, 529, 820, and 1260
cm−1, are also in excellent agreement with the corresponding experimental peaks
at 507, 820, and 1256 cm−1 [41].
We focus hereafter on the high-frequency peaks, for which an extensive set
of experimental data is available [42, 43, 44, 45, 46, 47, 48, 49]. As the distance
from the Si substrate decreases, two shoulders develop around 939 and 1077 cm−1
in the TO and LO spectra, respectively (Fig. 6.6). In this region, the oxide is
slightly oxygen-deﬁcient and Si+2, Si+3 species occur. In the vicinity of the sub-
strate, these shoulders become the principal peaks. The corresponding oxide is
highly oxygen-deﬁcient, containing Si+1 and Si+2 species. Within the silicon sub-
strate, the infrared activity is suppressed as the dynamical charges of Si atoms
vanish (Fig. 6.5).
By inspection of the spectra in Fig. 6.6, we observe that a stretching peak with
a frequency close to that of bulk SiO2 persists in the TO spectrum even close to
the substrate. This eﬀect relates to a Si–O–Si bridge with rather small bond-
lengths (1.61 A˚), leading to higher vibrational frequencies (cf. Sec. 6.5). Since
the corresponding Si-O bonds are oriented almost parallel to the interface plane,
their stretching motion produces a negligible contribution to the LO absorption
intensity.
The largest calculated redshift of the absorption peaks are 158 cm−1 for the
high-frequency peak of the TO spectrum, and 183 cm−1 for the corresponding
peak in the LO spectrum. Since these values refer to the local absorption, they
cannot be compared directly to experiments on the Si-SiO2 interface, which ad-
dress the overall behavior of a structure with a strong chemical grading. Nonethe-
less, these data can be confronted with experiments on bulk substoichiometric
silica (SiOx). While for the LO spectrum there are no experimental data avail-
able to our knowledge, for the high-frequency region of the TO spectrum several
Table 6.1: Comparison between the calculated frequencies of the stretching peaks in
the local infrared absorption spectra of the pure oxide (SiO2) and the suboxide (SiOx)
regions of model interface D-III and the experimental values corresponding to bulk stoi-
chiometric and substoichiometric silica. The experimental TO and LO peak frequencies
for bulk silica are taken from Ref. [41], the TO data for the substoichiometric oxide are
from Ref. [137] (x < 0.1) and Ref. [140] (x = 0.1), respectively. No experimental data
are available to our knowledge for the LO spectrum of the substoichiometric oxide. All
frequencies are in cm−1.
TO LO
SiO2 SiOx SiO2 SiOx
Expt. 1076 945,960 1256 –
Calc. 1097 939 1260 1077
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investigations reported peak frequencies within the range 940–987 cm−1 for SiOx
with low O content [137, 139, 140, 141]. In particular, TO peak frequencies for
suboxides SiOx with x ≤ 0.1 were observed within the range 945–960 cm−1. Fur-
thermore, a recent study of ultrathin SiO2 layers on Si(100) recorded a shoulder
at 980 cm−1, and proposed the assignment of this feature to a substoichiomet-
ric interfacial layer [42]. Our calculated TO peak at 939 cm−1 is therefore in
agreement with experimental data on substoichiometric silica with x ≤ 0.1, and
supports the assignment [42] of the shoulder at 980 cm−1 to the suboxide layer.
Table 6.1 summarizes the main results.
6.4 Red shift of the stretching TO and LO peaks
To make a direct comparison with measured red shifts of the TO and LO peaks
at Si(100)-SiO2 interfaces, it is necessary to determine the total infrared absorp-
tion spectra corresponding to interfaces with varying oxide thicknesses. For this
purpose, we determined the infrared spectrum for a given oxide thickness by
integrating the density of absorption functions Eqs. (3.28) and (3.34) through
Eq. (3.36). To cover a range of thicknesses extending up to 100 A˚, the local con-
tributions for distances from the Si substrate larger than 8.5 A˚ were taken from
the local TO and LO spectra at 8.5 A˚, which well reproduce the infrared response
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Figure 6.7: Position of the high-frequency TO (left) and LO (right) peaks of the
Si(100)-SiO2 interface vs oxide thickness (solid). The broadening of the spectra was
performed by means of a Gaussian function with a standard deviation of 80 cm−1 in
order to merge the high-frequency spectral features into a single peak. Experimental
data are taken from the indicated references. To facilitate the comparison, the theo-
retical frequencies were rescaled to match the experimental peaks of bulk SiO2 in the
limit of thick oxides.
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of bulk SiO2 (Sec. 6.3).
From the spectra obtained in this way, we derived the positions of the high-
frequency TO and LO peaks as a function of oxide thickness (Fig. 6.7). For
this purpose, we assigned a single peak position to the high-frequency part of
the spectra applying a suitable broadening to the high frequency band. With
respect to the local spectra, the largest redshifts of the total absorption peaks
are markedly reduced, and amount to ∼50 cm−1 for both the TO and the LO
peaks, in agreement with experiment [44, 46]. The spread of the measured peak
positions arise from the diﬀerent compositions of the interfacial layers obtained
by various preparation methods [42, 44, 46, 48, 49]. Our results account well for
the observed trend in the experimental data (Fig. 6.7), clearly indicating that the
origin of TO and LO red shifts in ultrathin oxide ﬁlms on Si(100) resides in the
softer vibrational modes of the substoichiometric interfacial layer.
6.5 Microscopic origin of the mode softening in
the suboxide
In this section, we clarify the softening of the frequencies in the interfacial layer,
by establishing a relation between the position of the high-frequency peak and
the local bonding conﬁguration.
For each Si-O bond, we re-calculated the infrared spectrum after projecting
the vibrational eigenmodes on the corresponding Si-O stretching motion, and then
identiﬁed the position of the high-frequency peak. In this way, we established a
relation between a given Si-O bond and the frequency of its main contribution
to the infrared spectrum (“principal frequency” from now on, Fig. 6.8). In order
to identify the structural parameters which aﬀect the position of the principal
infrared peak, we analysed the role of the Si-O-Si bond angle [(Fig. 6.9(a)], the
Si oxidation state [(Fig. 6.9(b)], and the Si-O bond length (Fig. 6.10).
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Figure 6.8: Transverse absorption spec-
tra for model D-III of the Si(100)-SiO2 in-
terface calculated by projecting the eigen-
modes on the stretching direction of a
single Si-O bond. The spectra shown
here correspond to Si-O bonds with bond
lengths of 1.616 A˚ (solid) and 1.651 A˚
(dashed), respectively. The principal fre-
quencies associated to these spectra are
indicated by vertical bars and correspond
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Figure 6.9: Principal TO stretching frequencies associated to individual Si-O bonds
(a) vs Si-O-Si angle φ, and (b) vs Si oxidation state. Linear regressions (dashed) give
frequency shifts of ∼3 cm−1 for a bond angle increase of 1◦, and of 68 cm−1 for an
oxidation state increase of one unit.
According to previous suggestions based on a simpliﬁed model for the vi-
brational eigenmodes of tetrahedral glasses [46, 142], the Si-O-Si angle φ should
play the major role in determining the peak frequency, and would be related to
the latter by ω ∝ sin(φ/2) [143, 144]. However, Fig. 6.9 shows that only a poor
correlation exists between the principal frequency and the Si-O-Si angle. Indeed,
we obtained the rather small correlation coeﬃcient r2=0.22 for the corresponding
data set. Similarly, a poor correlation exists between the principal frequency and
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Figure 6.10: Principal TO stretching frequencies associated to individual Si-O bonds
plotted against their bond length (left). A linear regression (dashed) gives a red shift
of 43 cm−1 for a bond length increase of 0.01 A˚. The small panels on the right display
the frequency vs bond length for each Si oxidation state considered separately. The
correlation coeﬃcients are indicated for each case.
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the Si oxidation state [r2=0.28, Fig. 6.9(b)].
At variance, we found a distinct correlation between the principal frequency
and the Si-O bond length (Fig. 6.10), corresponding to the large correlation coef-
ﬁcient r2 = 0.88. Interestingly, the latter correlation holds separately for every Si
oxidation state (Fig. 6.10), indicating that the Si-O bond length plays the major
role in the determination of the infrared stretching peaks.
Once the relation between the infrared peak frequencies and the Si-O bond
length established, it is possible to identify the origin of the observed red shifts
of the infrared stretching peaks at the Si(100)-SiO2 interface. Indeed, we know
that the average bond length in the substoichiometric oxide is larger than in bulk
SiO2 (Sec. 4.2.2). Based on the frequency-bond length correlation, this must cor-
respond to softer stretching frequencies in the suboxide layer. Hence, our analysis
allows us to assign the microscopic origin of the observed red shifts at the Si(100)-
SiO2 interface to the lengthening of the Si-O bonds in the suboxide.
Similar conclusions can be reached by considering the vibrational frequencies
of O atoms alone, i.e. the frequencies at which a given O atom would oscillate
if all other atoms were kept frozen. The reason for considering only O atoms is
that, within the suboxide region, the main contribution to the infrared intensity
is found to arise from the O motion. These “eﬀective frequencies” are obtained
by diagonalizing the submatrices CαβII of the dynamical matrix (with I referring
to an O atom) and provide a qualitative estimate of the eﬀect of the local en-
vironment on the vibrational properties of the considered atom. The calculated
eﬀective frequencies ωeﬀIγ (γ = 1, 2, 3) cluster into three groups, corresponding to
O stretching, bending and rocking motions in the local reference frame deﬁned
by the Si-O-Si bridge. Focusing on the eﬀective stretching frequency, we found
again a strong correlation with the Si-O bond length, but only a weak correlation
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Figure 6.11: Eﬀective O stretching frequencies plotted against the Si-O-Si angle φ
(left), the average Si oxidation state (middle), and the average Si-O bond length (right).
Linear regressions (dashed) give frequency shifts of ∼3 cm−1 for a bond angle increase
of 1◦, of 85 cm−1 for an oxidation state increase of one unit, and of 40 cm−1 for a bond
length decrease of 0.01 A˚.
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with the Si-O-Si angle and the Si oxidation number (Fig. 6.11), in agreement with
the previous analysis based on the selective projection of eigenmodes. It should
be noted that the eﬀective frequencies underestimate the corresponding principal
frequencies. This eﬀect arises because the eﬀective frequency does not account
for the coupling with neighboring Si atoms, which would induce a blue shift of
the stretching band. This is most readily seen by considering a diatomic linear
chain with a basis of Si and O atoms [145]: the relative shift induced by the mode
coupling is [(1 + mO/mSi)
1/2 − 1]  0.25 and corresponds to ∼175–300 cm−1 for
the range of eﬀective O stretching frequencies 700–1200 cm−1. This simple esti-
mate is comparable to the frequency shift of ∼120 cm−1 observed between Figs.
6.9–6.10 and Fig. 6.11.
The dependence of the eﬀective stretching frequencies of the O atoms on the
Si-O bond length is also at the origin of the softening of the stretching band
which is observed in the local vibrational density of states when approaching the
Si substrate (cf. Sec. 6.1).

Chapter 7
Summary and conclusions
7.1 Summary
In this thesis, we investigated the permittivity (both high-frequency and static)
and the infrared absorption at the Si(100)-SiO2 interface.
We ﬁrst developed a method for investigating atomic scale permittivity pro-
ﬁles across interfaces between insulators (Chap. 2). An expression for the local
permittivity was derived from the microscopic polarization induced by an applied
electric ﬁeld (Sec. 2.1). We showed that the permittivity can conveniently be anal-
ysed in terms of maximally localized Wannier functions (Sec. 2.1.2). In this way,
variations of the local permittivity can be associated to speciﬁc features of the
bonding arrangement, such as for instance elongated bonds and ﬁrst-neighbor
shells. In our scheme, the diﬃculties related to the treatment of the nonlocality
of the microscopic dielectric function were overcome by focusing on a dielectric
response which is diagonal in real space. This was achieved at the cost of re-
stricting the description to length scales which are of the order of interatomic
distances. We generally found that such a local description is meaningful for
length scales exceeding the spread of the maximally localized Wannier functions
(Appendix A).
This method was applied to the interface between Si and SiO2 (Chap. 5).
Using several diﬀerent interface models (Chap. 4), we found that the dielectric
transition from Si to SiO2 is rather abrupt, occurring over a width of a few
angstroms (Secs. 5.2.1 and 5.3.1). We found that the eﬀective polarizability asso-
ciated to intermediate oxidation states of Si is enhanced with respect to the bulk
oxide (Sec. 5.2.2), leading to a larger permittivity of the interfacial suboxide layer.
In order to quantify the permittivity enhancement within the interfacial layer, we
calculated the equivalent oxide thickness (EOT) of oxides with physical thick-
nesses ranging from 0.5 to 2 nm using realistic interface models (Sec. 5.3.2). We
found that the EOT of the interlayer is smaller than the corresponding physical
thickness by 0.2–0.3 nm. This results has beneﬁcial implications for the scaling of
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CMOS devices, since it indicates that the increase of the EOT of a gate dielectric
stack due to an interfacial oxide layer is smaller than expected on the basis of the
permittivity of bulk SiO2.
In order to address the infrared absorption at the Si(100)-SiO2 interface,
we developed a general scheme for calculating both the transverse-optical and
the longitudinal-optical infrared absorption spectra at surfaces and interfaces
(Chap. 3). This scheme is based on the observation that, for systems such as
surfaces and interfaces, the Maxwell boundary conditions result into TO and LO
infrared dipoles oriented parallel and normal to the interface plane, respectively
(Sec. 3.1). While the TO absorption intensity can be expressed in terms of the
usual lattice dielectric function, the calculation of the LO absorption requires the
inversion of the latter, and poses numerical diﬃculties. These diﬃculties were ef-
fectively overcome by adopting dielectric response functions deﬁned with respect
to the external electric ﬁeld rather than to the internal selfconsistent electric ﬁeld
(Sec. 3.2.2). This choice eventually led to highly symmetric expressions for the
TO and LO absorption functions. By resorting to the notion of local induced
dipoles introduced in Sec. 2.1.3, we further derived a local decomposition of the
infrared spectra in terms of the absorption of atomically thin slabs (Sec. 3.3), and
we established the connection with the theory developed in Chap. 2 (Sec. 3.4).
This method was applied to the Si(100)-SiO2 interface by adopting a real-
istic structural model of the interface (Chap. 6). The calculated local infrared
spectra within the stoichiometric SiO2 region were found in good agreement with
the experimental TO and LO absorption of bulk vitreous silica. In addition, our
calculations reproduced the observed red shift of the Si-O stretching peaks with
decreasing oxide thickness (Sec. 6.3). By projecting the infrared-active modes
onto localized stretching vibrations of neighboring Si and O atoms, we were able
to establish a relation between the length of the Si-O bond and the frequency of
the corresponding contribution to the infrared spectra. We found that a strong
correlation exists between the bond lengths and the frequencies of the stretching
peak, longer bonds resulting into softer modes. This ﬁnding allowed us to assign
the microscopic origin of the red shifts of the high-frequency peaks in the infrared
spectra of ultrathin oxide ﬁlms on Si(100) to the lengthening of the Si-O bonds
in proximity of the substrate (Sec. 6.5).
7.2 Conclusions
It is by now clear that the semiconductor technology has come to a point where
experimental probes are no longer able to accurately describe the physical prop-
erties of interest without the support of atomic-scale quantum-mechanical mod-
elling. Indeed, most spectroscopic techniques, such as for instance X-ray and
Auger photoemission, infrared absorption, and ellipsometry, are sensitive to phys-
ical properties which result from a complex interplay of several factors, and this
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poses serious diﬃculties to the interpretation of the measurements.
The determination of ﬁlm thicknesses of ultrathin oxides on semiconducting
substrates exempliﬁes these diﬃculties. Indeed, we have seen that the knowl-
edge of the dielectric function of the material under investigation is crucial for
the interpretation of capacitance-voltage measurements or ellipsometric spectra.
As a consequence, the ﬁlm thickness determined by means of the above tech-
niques are necessarily dependent on the model assumed for the dielectric response.
While this did not represent an issue when ﬁlms with thicknesses in the range
of hundreds of nanometers were studied, we are nowadays realizing that many
challenging problems emerge when objects with physical dimensions around the
nanometer are being considered.
A very similar problem is encountered in the study of the infrared spectra of
ultrathin oxide ﬁlms. We have seen that when classical models, established for
bulk materials, are applied to the interpretation of the infrared spectra of the
corresponding ultrathin oxides, the evaluation of similar experimental results can
lead to conclusions in contrast with each other. This happens, for instance, when
diﬀerent phenomena show features in the measured spectra which are so similar
that it is hard to distinguish between them without additional information.
As this work attempted to demonstrate for the interface between silicon and
its oxide, a promising strategy to overcome such diﬃculties consists of combining
atomic-scale experimental probes with atomic-scale theoretical investigations. For
this goal to be achieved, theory must be complementary to experiment, and not
subordinated to. It is precisely in the latter requirement that we recognize the
importance of ﬁrst principles methods for the future advancement of semiconduc-
tor technology.
Along this work we investigated the infrared properties of the interface be-
tween silicon and its oxide, a physical problem which is deeply routed in the
silicon technology area. It is interesting to note, however, that such an “applied”
problem stimulated the reﬂection on a wealth of basic theoretical issues. Indeed,
in order to achieve our goal, we ﬁrst needed to answer the very general question on
how to calculate from ﬁrst principles infrared properties at interfaces (including
surfaces as a particular case). This was not obvious at the beginning, since the
literature mostly focuses on bulk systems relying on reciprocal space approaches
and symmetry considerations, while what we needed was a real-space method for
systems where the bulk symmetry is broken by the occurrence of the interface.
The main ideas developed throughout this thesis were based on the observation
that it appears possible to deﬁne a “local” dielectric function, which can be cal-
culated with a signiﬁcantly lower computational eﬀort than the fully nonlocal
dielectric function. The length scale over which such a local description makes
sense was found to be of the order of the interatomic distances, and appears to be
related to the spread of the maximally localized Wannier functions of the system.
The latter connection suggests a deeper relation between the real-space localiza-
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tion of the dielectric matrix and the corresponding localization of the many-body
electronic wavefunction, and certainly deserves further investigation.
A particular role was played within this work by the maximally localized Wan-
nier functions. Their connection to the electronic dielectric response of the ﬁlm
appears to go well beyond the relation between their centers and the Berry-phase
polarization of the system as established by the modern theory of polarization.
Indeed, as we have shown, they allow to identify the dielectric response of single
atomic bonds, holding promise for an unprecedented understanding of the dielec-
tric properties at the single-atom level. An interesting application of the Wannier
decomposition of the dielectric response would consist of validating the bond po-
larizability models commonly adopted for covalently bonded materials. Indeed,
the parameters entering these models could be derived directly from ﬁrst prin-
ciples through the Wannier polarizabilities introduced within the present work.
Such approach would avoid to resort to parameter-ﬁtting procedures, rendering
the classical models more reliable.
Other possible applications of our local dielectric function can be envisaged.
We think in particular to the quasiparticle self-energy corrections to the elec-
tronic excitation energies. Indeed, density functional band gaps can be corrected
by using the electronic dielectric function. This suggests that our local permittiv-
ity could be used to determine a local correction to the quasiparticle band gaps.
Such a correction would be especially valuable for semiconductor heterojunctions
and in general for systems where the reduced symmetry or dimensionality leads
to modiﬁcations of the bulk band structure.
Certainly much work is still needed to develop these ideas. In the mean time,
we hope that the methods introduced along the present work could serve as a
basis for further studies of the dielectric and infrared properties of surfaces and
interfaces.
Appendix A
Nonlocality and Wannier
function spread
In this Appendix, we relate the typical decay length of the homogeneous real-
space dielectric function [146] to the spread of the maximally localized Wannier
functions. To this end, we sequentially make use of expressions relating the
decay length to the dielectric constant, the dielectric constant to the band gap,
and ﬁnally the band gap to the Wannier spread.
Within the Thomas-Fermi approximation, the homogeneous dielectric func-
tion in Fourier space can be expressed as [146]:
ε(k) = 1 +
εm − sin(kR)/(kR)
sin(kR)/(kR) + (λk)2
, (A.1)
where R is the screening radius [146], εm ≡ ε(k = 0) is the macroscopic dielectric
permittivity, and
λ2 ≡ π
2h¯2εm
4πe2mkF
, (A.2)
with kF indicating the valence Fermi momentum, and m the electron mass. In-
stead of Eq. (A.1), we here consider an approximate expression for ε(k),
ε(k)  1 + εm − 1
1 + (λk)2
, (A.3)
which leaves its shape essentially unchanged and retains the correct limiting be-
havior at both small and large k. For the parameters adopted in Ref. [146],
corresponding to silicon, germanium, and diamond respectively, we checked nu-
merically that the dielectric functions obtained by using Eq. (A.1) and Eq. (A.3)
diﬀer by at most 20% over the full range of k. The Fourier transform of the ε(k)
deﬁned by Eq. (A.3) is obtained analytically and gives the nonlocal dielectric
function
ε(r, r′) = δ(r, r′) +
εm − 1
4πλ3
exp(−|r− r′|/λ)
|r− r′|/λ , (A.4)
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where δ(r, r′) indicates a Dirac delta normalized to unity. Eq. (A.4) clearly deﬁnes
a decay length λ for the extent of nonlocality eﬀects in the dielectric function.
The dielectric permittivity εm can be related to the optical properties of the
system through the Penn model [147]:
εm = 1 +
( h¯ωp
EP
)2
, (A.5)
where EP is the Penn gap [148] and ωp is the plasma frequency of the electrons:
ω2p =
4πe2
3π2m
k3F. (A.6)
Since we are interested in estimating order of magnitudes, we replace EP with
the direct band gap Eg and neglect the ﬁrst term on the right hand side of Eq.
(A.5), obtaining
εm ≈
( h¯ωp
Eg
)2
. (A.7)
Finally, it has been shown that there exists a relation between the direct band
gap and the spread ξ of the Wannier functions maximally localized along a given
direction [64, 149]:
ξ2 <
h¯2
2mEg
. (A.8)
By combining the equations above, we obtain the relation
λr0 > (2π
√
3)1/3 ξ2  2 ξ2, (A.9)
where r0 corresponds to the radius of the sphere occupied on average by one
electron and constitutes a measure of the valence electron density. This equation
provides a relation between the decay length of nonlocality eﬀects λ and the
Wannier spread ξ. When r0 ∼ ξ, as is the case in the systems considered in this
work, relation (A.9) indicates that a local description of the dielectric properties
can only be achieved on length scales which exceed the Wannier spread ξ.
Appendix B
Real-space average with Gaussian
kernel
In this Appendix, we establish the connection between the averaging procedure
through a Gaussian kernel and the well known macroscopic average [150]. For
this purpose, consider an ideal superlattice of period L along the stacking direc-
tion, resulting from the alternation of two crystalline slabs with diﬀerent lattice
spacings b1 > b2, both much shorter than L. The prescription of the macroscopic
average technique consists in ﬁltering twice the function of interest by means of
a rectangle kernel [98]. In reciprocal space this corresponds to applying a weight,
w(G) =
sin(Gb1/2)
Gb1/2
sin(Gb2/2)
Gb2/2
, (B.1)
to the coeﬃcients in the Fourier expansion. This results in setting equal to zero
all the Fourier coeﬃcients which correspond to G’s which are integer multiples of
2π/b1 or 2π/b2, without aﬀecting in a signiﬁcant way the behavior of the function
on the scale of the superlattice periodicity since 2π/L  2π/b1,2. This method
is best suited for a superlattice composed of ideal crystalline slabs. However,
when the crystals deviate from perfect periodicity, for instance in the presence
of strain at the interfaces, the method is less eﬃcient in ﬁltering the spurious
lattice spacings. Moreover, the extension of this technique to disordered three-
dimensional systems with short-range order is not well deﬁned.
We considered a generalization of the macroscopic average which overcomes
these shortcomings. To this end, we determined the asymptotic form of the
averaging kernel resulting from the serial application of rectangle ﬁlters with
b1, b2, · · · bN widths. In reciprocal space, the averaging kernel has the following
weight function:
wN(G) =
N∏
n=1
sin(Gbn/2)
Gbn/2
, (B.2)
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which, to lowest order in powers of G, corresponds to
w˜N(G) = exp(−G2σ2N/2), (B.3)
where σN = b
√
N/12, b being the root mean square period of the series. Now,
the Gaussian weight in Eq. (B.3) corresponds to the asymptotic form of Eq. (B.2)
in the limit of large N , as can be seen by invoking the central limit theorem of
probability theory. Indeed, a rectangle function can be thought as the probability
distribution of a uniform random variable. Furthermore, the probability distri-
bution of independent random variables can be calculated as the convolution of
the corresponding distributions [151]. Hence, the convolution of many rectangle
functions, as given by Eq. (B.2), yields the probability distribution of the sum of
the corresponding random variables [151]. Now, the central limit theorem states
that this sum must converge to a normal random variable [151], therefore the
convolution of rectangles must converge to a Gaussian function. By continuity,
this function must be given by Eq. (B.3).
The diﬀerence between the rectangle and Gaussian ﬁlters resides in the fact
that the former sets the coeﬃcients of the frequencies which are multiples of 2π/bn
exactly to zero, while the latter only suppresses their amplitudes. The larger
the width of the Gaussian kernel, the more eﬀective will be this suppression. A
compromise must therefore be found between the width of the kernel in real space
and the degree of suppression of the undesired Fourier components. For the range
of applications considered in this thesis, we found that the Gaussian ﬁlter reduces
the amplitudes of the ﬂuctuations to less than 1% of the average value when the
full-width at half-maximum of the real-space kernel is ∼ 1.5 max(b1, b2), only
slightly larger than the width of the trapezoidal ﬁlter corresponding to a double
macroscopic average [98].
Appendix C
Asymmetric dipole densities at
the Si-SiO2 interface
We investigate the enhancement of the permittivity observed on the Si side of the
Si(100)-SiO2 interface (Sec. 5.2.1) by means of the Wannier function approach
introduced in Sec. 2.1.2.
Focusing on interface model C-II, where the eﬀect is more prominent, we
distinguish the contributions to the susceptibility arising from Si-Si bonds in the
Si slab and from Si-Si bonds in the suboxide (Fig. 5.3). We only address Si-Si
bonds since Si-O bonds and nonbonding O orbitals were found to be far less
polarizable so that their eﬀect is negligible in this context. As shown in Fig.
5.3, the origin of the enhancement clearly results from the contribution due to
the Si-Si bonds in the suboxide. Notice that this contribution peaks within the
Si slab, although the suboxide Si-Si bonds from which it originates are located
outside the Si slab.
To clarify this point, we focus on a Si1+-Si2+ bond of the suboxide. We show
in Fig. C.1 that the corresponding charge density induced by a positive electric
ﬁeld decays exponentially away from the center of the bond, with two diﬀerent
decay lengths in Si and SiO2: λSi  1.7 A˚ and λSiO2  0.7 A˚. By means of a
simple model, we show in the following that such diﬀerent decay lengths give rise
to an asymmetric contribution to the local susceptibility, which peaks in the Si
slab.
We assume a sharp interface at x = 0 between a dielectric of permittivity εl
on the left and one of permittivity εr on the right. Following Fig. C.1, we model
the induced charge density of a single Wannier function as
ρind(x) =
{ −ρlind exp( x/λl) x < 0
ρrind exp(−x/λr) x > 0 , (C.1)
where ρlind and ρ
r
ind are coeﬁcients which satisfy the condition of charge neutrality:
ρlindλl = ρ
r
indλr. (C.2)
90 C Asymmetric dipole densities at the Si-SiO2 interface
-2
-1
0
1
2
in
d.
 c
ha
rg
e
(10
   Å
  )
-
4 
  -
3
(a)
-10
-8
-6
-4
-2
0
lo
g 
of
 in
d.
 c
ha
rg
e
(b)
0.0
0.2
0.4
0.6
0.8
1.0
su
sc
e
pt
ib
ilit
y
SiO2Si
(c)
Figure C.1: (a) Induced charge density
corresponding to a Si+1-Si+2 bond in the
suboxide of model C-II of the Si(100)-SiO2
interface. The magnitude of the electric
ﬁeld applied to the simulation cell is 10−3
a.u. The vertical bold line indicates the
center of the Wannier function. (b) Same
as (a) but in absolute value and on a log-
arithmic scale (solid). We also show the
corresponding approximation in terms of
decaying exponentials (dashed). (c) Con-
tribution to the susceptibility proﬁle aris-
ing from the same bond as in (a)-(b). The
bold dashed line indicates the center of
the distribution, shifted towards the Si
slab. In all panels, vertical lines represent
planes of Si (solid) and O (dotted) atoms.
Using Eqs. (2.13)-(2.17), we derive the contribution δχ(x) of this Wannier func-
tion to the local susceptibility:
δχ(x) ∝
{
εlexp( x/λl) x < 0
εrexp(−x/λr) x > 0 . (C.3)
The mean of this distribution is found to be
〈x〉 = εrλ
2
r − εlλ2l
εrλr + εlλl
 −λl, (C.4)
where the last equality holds when εrλr  εlλl, as is the case at the Si-SiO2 inter-
face (with Si and SiO2 on the left and right sides, respectively). Equation (C.4)
indicates that, while the Wannier function is centered at x = 0, its contribution to
the susceptibility is shifted towards the left by an amount of λl. For the Si
1+-Si2+
bond in the suboxide of model C-II, Eq. (C.4) gives a shift of the susceptibility
distribution of about −λSi  −1.7 A˚, which compares favorably with the shift of
−1.62 A˚ calculated for the actual contribution to the local susceptibility of this
bond [Fig. C.1(c)].
These considerations show that the origin of the asymmetric susceptibility
distribution results from the diﬀerent decay lengths of the induced charge at the
interface. The decay length towards the Si side of the interface is characteristic of
bulk Si, while the decay length towards the SiO2 side results from the evanescent
nature of the involved Si states in SiO2. Indeed, we calculated a typical decay
length of mid-gap evanescent states in the oxide of the interface model C-II of 
0.8 A˚, close to the decay length of the induced charge density of the Si-Si bond
in SiO2 (λSiO2  0.7 A˚).
Appendix D
Taylor expansion of the
Berry-phase position operator
We consider a many-electron system in a supercell geometry with Γ point sam-
pling. The matrix elements of the Berry-phase position operator [76] along the x
direction are given by
Smn = 〈ψm|eiqx|ψn〉, (D.1)
where {|ψn〉} is a basis of single-particle orbitals, and q = 2π/L with L the
supercell size along x. We hereafter expand Smn in powers of ξ/L, being ξ the
maximum spread of the maximally localized Wannier functions {|Wn〉} for the
system considered. We start by calculating the matrix elements of the position
operator in the Wannier function basis:
Qmn = 〈Wm|eiqx|Wn〉. (D.2)
For this purpose, we ﬁrst write the Wannier functions at the Γ point as
Wn(x) =
+∞∑
p=−∞
wn(x− pL; xn), (D.3)
where p is an integer and the functions wn(x; xn) are centered at x = xn and
vanish for |x − xn| > ξn. The latter assumption is based on the exponential
localization of the Wannier functions [152], and can be removed by keeping track
of the overlap between the states. The xn in Eq. (D.3) correspond to the actual
locations of the Wannier states in the supercell. We can take xn > xm without
loss of generality. To express Q in powers of ξ/L, we observe that Qmn vanishes
when xn − xm > ξm + ξn because the states do not overlap. Conversely, when
xn − xm < ξm + ξn, the overlap is ﬁnite and we have:
Qmn =
∫
cell
dx W ∗m(x)e
iqxWn(x) =
∫
∞
dx w∗m(x; xm)e
iqxwn(x; xn), (D.4)
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where the ﬁrst integral is over the supercell, while the second is over the whole
space. In Eq. (D.4), only one element of the double summation arising from
Eq. (D.3) is nonvanishing, because the integral in the second term is restricted
to the supercell.
By deﬁning xmn = (xm + xn)/2 and dmn = (xn − xm)/2, we can rewrite
Eq. (D.4) as
Qmn =
∫
∞
dx w∗m(x+ dmn; xmn)e
iqxwn(x− dmn; xmn). (D.5)
By changing the integration variable into x− xmn we get:
Qmn = e
iqxmn
∫
∞
dx w∗m(x + dmn; 0)e
iqxwn(x− dmn; 0). (D.6)
From the localization properties of wn and wm, the integrand vanishes unless
| x |< dmn + ξmn/2, where ξmn = ξm + ξn. Furthermore, the condition of ﬁnite
overlap implies that dmn < ξmn/2, therefore the integrand in Eq. (D.6) is non-
vanishing only for | x |< ξmn. These considerations imply that the argument in
the exponential is |qx| < 2πξmn/L < 2πξ/L < 1, leading to the following power
expansion:
Qmn = e
iqxmn
∫
∞
dx w∗m(x+ dmn; 0){1 + iqx−
1
2
q2x2 + iO
( ξ
L
)3}wn(x− dmn; 0).
(D.7)
By considering each term separately, Eq. (D.7) can be rewritten through the
localized functions wm(x; xm) and wn(x; xn):
Qmn = e
iqxmn{Amn + iq(Bmn − Amnxmn)
−1
2
q2(Cmn + Amnx
2
mn − 2Bmnxmn) + iO
( ξ
L
)3}, (D.8)
where the auxiliary matrices A, B and C are deﬁned as follows:
Amn = 〈wm|wn〉, (D.9)
Bmn = 〈wm|x|wn〉, (D.10)
Cmn = 〈wm|x2|wn〉. (D.11)
We note that Eq. (D.8), derived for the case of two overlapping Wannier states,
maintains its validity also in the non-overlapping case. In fact, if Wm and Wn have
negligible overlap, then Amn, Bmn and Cmn vanish, in agreement with Eq. (D.8).
If we now deﬁne the matrix Dmn = xmδmn, Eq. (D.8) can be rewritten in matrix
notation:
e−iqD/2Qe−iqD/2 = A+ iq(B − 1
2
AD − 1
2
DA)
−1
2
q2(C +
1
2
DAD +
1
4
D2A +
1
4
AD2 −BD −DB)
+iO
( ξ
L
)3
. (D.12)
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By introducing the anticommutator {· · ·}, the previous expression reads:
e−iqD/2Qe−iqD/2 = A+ iq
(
B − 1
2
{A,D}
)
−1
2
q2
(
C +
1
4
{D, {A,D}} − {B,D}
)
+iO
( ξ
L
)3
. (D.13)
Equation (D.13) simpliﬁes when the states |wn〉 are taken mutually orthogonal
and normalized, so that the overlap A coincides with the identity matrix I:
e−iqD/2Qe−iqD/2 = I + iq(B −D)
−1
2
q2(C +D2 − {B,D})
+iO
( ξ
L
)3
. (D.14)
Equation (D.14) states that the position operator expressed in a basis of localized
Wannier functions is given, to zeroth order, by a diagonal matrix with the complex
exponential of the corresponding positions on the diagonal. The more localized
the Wannier states, the smaller the oﬀ-diagonal elements. This observation is
in line with a recently proposed technique for determining maximally localized
Wannier function, which consists of ﬁnding the unitary transform which makes
the position operator maximally diagonal [75].
By using Eq. (D.14) we recover the usual expressions for the expectation values
of the position of a set of Bloch functions and the corresponding localization
tensor. Indeed, after a little algebra we ﬁnd:
Im
1
q
ln det Q = TrB +O
( ξ
L
)2
, (D.15)
− 2
q2
ln |det Q| = Tr[C − B2] +O
( ξ
L
)2
. (D.16)
In obtaining Eqs. (D.15) and (D.16) we made use of the matrix property: ln det =
Tr Ln, Tr being the matrix trace and Ln the matrix logarithm. By replacing the
deﬁnitions of Eqs. (D.9), (D.10), and (D.11) in Eqs. (D.15) and (D.16) we ﬁnd:
Im
1
q
ln det Q =
∑
n
〈wn|x|wn〉+O
( ξ
L
)2
, (D.17)
− 2
q2
ln |det Q| = ∑
n
〈wn|x(1− Pˆ )x|wn〉+O
( ξ
L
)2
, (D.18)
with Pˆ the projector onto the occupied states. Eq. (D.17) gives the position of
the many-electron system, and Eq. (D.18) gives the corresponding localization
tensor [153], within a single-particle picture.
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Since the matrix determinant does not change upon unitary transforms, the
previous expressions hold unchanged when the position operator is developed in
a basis of Bloch functions (i.e. when using Smn instead of Qmn):
Im
1
q
ln det S =
∑
n
〈wn|x|wn〉+O
( ξ
L
)2
, (D.19)
− 2
q2
ln |det S| = ∑
n
〈wn|x(1− Pˆ )x|wn〉+O
( ξ
L
)2
, (D.20)
With Eqs. (D.19) and (D.20) we recover the well know results about the position
and localization of a system of Bloch functions [153]. We observe that the present
derivation constitutes an extension of the more familiar case of an isolated electron
in a periodic box [153].
The L−2 convergence of the Berry-phase position operator has been obtained
here by implicitly assuming a ﬁxed k-point sampling of the electronic structure,
and is in agreement with a previous analysis [77].
Appendix E
Local permittivity and inverse
dielectric matrix
We here state the relation between the local permittivity introduced in Sec. 2.1.1
and the inverse dielectric matrix ε−1ij (r, r
′) [154] (we omit the frequency depen-
dence for ease of notation). For this purpose, we ﬁrst apply the planar average
and the Gaussian ﬁlter to both sides of Eq. (2.1):∫
dr′w(r− r′)pi(r′) =
∫
dr′
∫
dr′′w(r− r′)χij(r′, r′′)ej(r′′), (E.1)
where the weight function w(r) corresponds to the double averaging. Next, we
rewrite Eq. (2.3) by making explicit the smoothing procedure:∫
dr′w(r− r′)pi(r′) = χlocij (r)
∫
dr′w(r− r′)ej(r′). (E.2)
In the previous expression, the superscript “loc” has been introduced in order
to distinguish between the inverse dielectric matrix and the local permittivity
introduced in Sec. 2.1.1. Now, by combining Eqs. (E.1), (E.2) we obtain
χlocij (r) =
∫
dr′
∫
dr′′w(r− r′)χij(r′, r′′)ej(r′′)∫
dr′w(r− r′)ej(r′) . (E.3)
The last equation can more conveniently be written in terms of the dielectric per-
mittivity tensors [εlocij (r) = δij + 4πχ
loc
ij (r) and εij(r, r
′) = δij(r, r′) + 4πχij(r, r′)]:
εlocij (r) =
∫
dr′
∫
dr′′w(r− r′)εij(r′, r′′)ej(r′′)∫
dr′w(r− r′)ej(r′) . (E.4)
The selfconsistent microscopic ﬁeld ei(r) in Eq. (E.4) is related to the external
electric ﬁeld Eexti (r) by
ei(r) =
∫
dr′ε−1ij (r, r
′)Eextj (r
′), (E.5)
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with the dielectric matrices obeying the closure condition∫
dr′ε−1ij (r, r
′)εjk(r′, r′′) = δik(r, r′′). (E.6)
By combining Eqs. (E.4)-(E.6) we obtain
[εlocij (r)]
−1 =
∫
dr′
∫
dr′′w(r− r′)ε−1jk (r′, r′′)Eextk (r′′)∫
dr′w(r− r′)Eexti (r′)
. (E.7)
If we now take the external ﬁeld uniform and oriented along the i = 3 direction,
the diagonal component εloc33 (r) of the local dielectric tensor reads
[εloc33 (r)]
−1 =
∫
dr′w(r− r′)
∫
dr′′ε−133 (r
′, r′′). (E.8)
If the smoothing kernel w(r) is chosen to be close to unity for |r| < λ and vanishing
for |r| > λ (with λ the localization length of the inverse dielectric matrix), then
the integration on r′′ in Eq. (E.8) can be approximated as:∫
dr′′ε−133 (r
′, r′′) 
∫
dr′′w(r− r′′)ε−133 (r′, r′′). (E.9)
Therefore, Eq. (E.8) can be rewritten as
[εloc33 (r)]
−1 =
∫
dr′
∫
dr′′w(r− r′)w(r− r′′)ε−133 (r′, r′′), (E.10)
providing a transparent relation between the local permittivity introduced in Sec.
2.1.1 and the inverse dielectric matrix.
Appendix F
Si 2p core-level shifts at
Si(100)-ZrxSi1−xO2 interfaces
Among the many candidates for the replacement of SiO2 in gate insulator stacks
on silicon, zirconium silicates ZrxSi1−xO2 appear promising, showing thermal sta-
bility upon Si and excellent electrical properties [155, 156, 157]. Recently, Si
2p core-level photoemission spectroscopy has been used to assess the bonding
properties at Si(100)-ZrxSi1−xO2 interfaces. The measured binding energies were
found to be shifted with respect to the SiO2 line at Si(100)-SiO2 interfaces by
values scattered between 0 and 1.5 eV [156, 157, 158, 159, 160, 161].
In this Appendix, we investigate Si 2p core-level shifts at Si(100)-ZrxSi1−xO2
interfaces using a ﬁrst-principles approach. For a model interface obtained by
matching crystalline zircon to a Si(100) substrate, we calculated Si 2p binding
energies and we found a linear dependence on the number of second nearest neigh-
bor Zr atoms. This result was validated through molecular cluster calculations,
which in addition highlighted the role of the oxygen coordination of the Zr atoms.
Combining these ﬁndings with structural models generated by classical molecular
dynamics, we obtained the dependence of Si 2p shifts on the Zr content in the
ﬁlm, in good agreement with available experimental data.
First-principles calculations were performed with the same techniques de-
scribed in Sec. 2.2.1. In particular, we used an ultrasoft pseudopotential for
Zr atoms, with the 4s and 4p semicore states included among the valence states.
We calculated Si 2p core-level shifts including the eﬀect of core-hole relaxation
by taking energy diﬀerences between two separate calculations. For this purpose,
ﬁrst the ground state energy was determined; then the pseudopotential of a given
Si atom was replaced by another pseudopotential simulating the presence of a
screened 2p hole in its core [162, 17, 18]. In the presence of a core hole, a neu-
tralizing background was used to ensure charge neutrality. In this way, relative
binding energies could be obtained.
We obtained a model Si(100)-(ZrO2)0.5(SiO2)0.5 interface by matching crys-
talline zircon to Si(100) through oxygen bridges. To achieve this attachment, the
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zircon structure was compressed along the [100] and [010] directions by the ratio
of lattice constants, r = aZrSiO4/aSi ∼= 1.22. We restored the zircon density by
expanding the structure in the [001] direction by a factor r2 before allowing for
full relaxation. These adjustments lowered the O coordination of the Zr atoms
from eight to four. We used a periodic slab structure deﬁned by a
√
8 × √8 Si
interface unit, containing 12 A˚ of oxide and 8 Si monolayers. Dangling bonds at
exposed surfaces were saturated by H atoms. After relaxation, the silicate density
was found to be 4.50 g/cm3, consistent with the density of crystalline zircon (4.65
g/cm3) and in fair agreement with the density of amorphous ZrxSi1−xO2 with the
same Zr content (3.96 g/cm3) [163]. The distribution of Si-O bond lengths peaks
at 1.65 A˚. At the interface, we found a few larger Si-O bond lengths of about
1.73 A˚ for Si atoms in the Si+2 oxidation state (cf. Secs. 4.1.2 and 4.2.2). We
found Zr-O bond lengths around 1.99 A˚, slightly lower than measured values for
amorphous ZrxSi1−xO2 (2.1 and 2.3 A˚) [164]. Such small Zr-O bond lengths owe
little to the artiﬁcial strain in the structure, being conversely due to the oxygen
coordination of the Zr atoms. Indeed, for relaxed Zr(OH)4(H2O)p−4 clusters (with
p = 4, ..8), the Zr-O bond lengths were found to increase with p from 1.96 to 2.08
A˚ for valence bonds, and from 2.39 to 2.48 A˚ for dative bonds.
The average calculated 2p core-level of silicon atoms in the Si+4 oxidation
state for the model Si(100)-ZrxSi1−xO2 interface was found to be displaced by 1.1
eV towards lower binding energies with respect to the corresponding SiO2 line at
the Si(100)-SiO2 interface [22] (Fig. F.1, inset). The theoretical shift of 1.1 eV
compares well with the experimental value of 0.9 eV [160], obtained for a ﬁlm
with a similar Zr content. Further analysis shows that the shifts increase linearly
with the number of Zr atoms in the second coordination shell (Fig. F.1).
In order to examine how Si 2p core-levels are aﬀected by the number of Zr
atoms in the second coordination shell, we considered molecular clusters com-
posed of Si, O, and Zr atoms: Si(OSi(OH)3)4−m(OZr(OH)3)m, with m = 1, ..4.
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Figure F.1: Si 2p core-level shifts
referred to the SiO2 line vs Zr
second-neighbors for the model Si(100)-
ZrxSi1−xO2 interface (squares) and the
molecular clusters (disks). Positive
shifts indicate lower binding energies.
The solid line corresponds to Eq. (F.1).
The dotted line is a guide to the eye.
Inset: distributions of Si+4 shifts for
model Si(100)-ZrxSi1−xO2 (solid) and
Si(100)-SiO2 (dashed, from Ref. [22])
interfaces. A Gaussian broadening of
0.3 eV was used.
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These clusters contain a tetrahedral SiO4 core unit which is terminated by either
−Si(OH)3 or −Zr(OH)3 groups. First, we only considered fourfold coordinated
Zr atoms. We ﬁxed the Si-O bond lengths to 1.62 A˚ corresponding to the relaxed
bond length in our theoretical framework, and adjusted the structure around the
Zr atom according to the geometry resulting from a separate relaxation of the Zr-
centered cluster Zr(OH)4. Other bond lengths were ﬁxed to typical values. The
Si-O-Si angles were taken equal to 180◦. We used a periodic cubic cell with a side
of 40 bohr, suﬃciently large to minimize interactions between periodic neighbors.
The shifts are hereafter referred to the binding energy for the cluster without Zr
atoms (m=0). Calculated shifts were found to increase linearly with the number
of Zr atoms in the second coordination shell, in good agreement with the shifts
calculated for the model Si(100)-ZrxSi1−xO2 interface (Fig. F.1). We attribute
the small diﬀerences to substrate screening eﬀects associated to the ultrathin ox-
ide in our model. Since the thickness of Zr silicate ﬁlms is generally much larger,
such eﬀects can be safely neglected. We veriﬁed in addition that our results are
essentially unaﬀected by small structural modiﬁcations.
We then speciﬁcally considered how Si 2p shifts are aﬀected by the O coor-
dination of second nearest neighbor Zr atoms. For this purpose, we considered
molecular clusters with a central Si atom and a single Zr atom in its second
coordination shell: Si(OSi(OH)3)3OZr(OH)3. By adding datively bonded water
molecules [165], we could vary the O coordination p of the Zr atom from 4 to
8, covering the experimentally observed range of coordinations [164]. For every
O coordination p, the structure around the Zr atom was adjusted according to
the geometry of the fully relaxed Zr(OH)4(H2O)p−4 cluster. The calculated Si 2p
shifts increase approximately linearly with p, the largest deviation from linearity
being about 0.1 eV for the sixfold coordinated Zr atom.
So far, we investigated the eﬀect of the O coordination for a single Zr atom in
the second coordination shell. On the basis of the results for fourfold coordinated
Zr atoms, it is reasonable to assume that the linear dependence of the Si 2p shift
on the composition of the second shell still holds. To check the validity of this
assumption, we considered the extremal case in which the central Si atom is co-
ordinated in its second shell by 4 Zr atoms, all eightfold coordinated by O atoms
(m = 4 and p = 8). We found a shift of 1.89 eV, close to four times the value of
0.52 eV calculated for a single eightfold coordinated Zr atom in the second shell
(m = 1 and p = 8). We therefore took the microscopic Si 2p shift to be linearly
dependent on both m and p (m = 1, ..4, p = 4, ..8):
∆E  m [0.21 + 0.07 (p− 4)] eV (F.1)
where p is the average O coordination of Zr atoms in the Si second coordination
shell and the parameters optimally describe in a least square sense the full set of
calculated shifts. This relation describes the calculated shifts with a rms error
of 0.06 eV, and is expected to hold for m up to 4, corresponding to a Zr content
x ∼ 0.5 (Fig. F.2).
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In order to compare with experimental shifts resulting from macroscopic sam-
ples, it is necessary to average the calculated microscopic shifts over appropri-
ate network structures. For this purpose, we generated amorphous ZrxSi1−xO2
model structures by adopting a classical molecular dynamics scheme based on
Born-Mayer-Huggins potentials [166]. For each value of x = 0, 0.1, .., 0.5, we
obtained three model structures, consisting of 60 (ZrO2)x(SiO2)1−x units at the
experimental density [163]. Starting from random atomic positions, the melts
were equilibrated at 5500 K for 250 ps, and then quenched with a cooling rate
of 10 K/ps to give the ﬁnal structures. Figure F.2 shows the average number of
Zr atoms in the Si second coordination shells 〈m〉 and the average O coordina-
tion of the Zr atoms 〈p〉, as a function of x. Coordination numbers are deﬁned
by cutoﬀ distances of 1.8 A˚ for Si-O and 2.8 A˚ for Zr-O, corresponding to the
ﬁrst minima in the respective pair correlation functions. Both 〈m〉 and 〈p〉 were
found to increase almost linearly with x. The increase of 〈p〉 is in fair accord with
experimental results [164].
To obtain the average Si 2p shift 〈∆E〉 as a function of Zr content x, we
combined the microscopic relation Eq. (F.1) with the coordination properties of
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the amorphous ZrxSi1−xO2 model networks. Since the distributions of m and p
were found to be almost independent (〈mp〉  〈m〉〈p〉), 〈∆E〉 could be expressed
for every x in terms of the averages 〈m〉 and 〈p〉 given in Fig. F.2. Figure F.3
shows the Si 2p shift 〈∆E〉 as calculated, together with the available experimental
data for thin ZrxSi1−xO2 ﬁlms [158, 159, 160, 161] and for zircon [167]. The
calculated Si 2p shifts increase steadily with the Zr content x. The same trend
is also observed in the experimental data, despite the noticeable scattering. In
particular, comparing with the systematic study of Ref. [160], we found a good
quantitative agreement up to a Zr content of x ∼ 0.3.
The overestimation of the experimental Si-2p shifts for Zr content x > 0.3
can be rationalized as follows: the relaxation energy of the core-hole calculated
through the molecular clusters does not include the electrostatic screening arising
from the surrounding zirconium silicate of the actual system. Since the permit-
tivity of the zirconium silicate increases with the Zr content, this approximation
worsens with increasing x, explaining the deviation with respect to experiment at
large Zr content. By using classical electrostatics arguments, the following quali-
tative estimate of the correction ∆Ecorr(x) to the calculated shifts is obtained:
∆Ecorr(x) = −e2
(
R−1clus − R−1cell
)[
ε−1∞ (x=0)− ε−1∞ (x)
]
, (F.2)
with e the electronic charge, Rclus and Rcell the average radii of the molecular
cluster and of the computational cell, respectively, and ε∞(x) the electronic per-
mittivity of the zirconium silicate with a Zr content x. Typical values of Rclus
and Rcell used in our calculations are ∼4 A˚ and ∼13 A˚, respectively, while the
permittivity of the zirconium silicate can be taken to vary linearly as a function
of x between those of SiO2 (ε∞ = 2.1) and of ZrO2 (ε∞ = 5.8). By using these
data in Eq. (F.2) we found a correction of −0.6 eV for x = 0.5, which brings the
calculated values of Fig. F.1 closer to experiment.
In conclusion, in this Appendix we established a relation between the Si 2p
core-level shifts at Si(100)-(ZrO2)x(SiO2)1−x interfaces and the underlying micro-
scopic structure. Our results support the use of the Si 2p shift as an indicator of
the Zr content x in the silicate ﬁlm.
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