For a semilinear second order differential equation on (0, °°), conditions are given for the bifurcation and asymptotic bifurcation in L" of solutions to the Neumann problem. Bifurcation occurs at the lowest point of the spectrum of the linearised problem. Under stronger hypotheses, there is a global branch of solutions. These results imply similar conclusions for the same equation on R with appropriate symmetry.
Introduction
We consider the following Neumann problem: This paper is concerned with the bifurcation of solutions to (N) from the point (0, 0) in R x L p . The question has already been studied in several contexts when / is independent of u'. Variational methods are used in [6, 7] , the topological degree is used in [9, 10] and in [12] the case where q(x) = 1 for all x ^ 0 is solved by quadrature. From these contributions we know that when (i) q is non-increasing and satisfies (HI), (ii) f(s, t) = \s\ 2la s for all (s, t)e
u"(x) + ku(x)+q{x)f(u(x), u'(x)
there is bifurcation in L p if and only if ap> 1. We show how a suitable scaling of the variables can be used to reduce (N) to a situation where the implicit function theorem establishes the bifurcation of a continuous branch of solutions to (N) i n R x L " provided that ap> 1. Scaling has been used in a similar way to deal with bifurcation for certain integral equations involving convolutions [3, 4] . Recently scaling has also been used to establish bifurcation at an eigenvalue where the linearisation is not a Fredholm operator [5] . We recall, however, that the linearisation of (N) has no eigenvalues in L p for the more restrictive assumptions (LI) to (L3), we are able to prove that this branch of solutions can be extended to a curve parametrised by A for all A 6(-oo, 0). Furthermore, the functions u corresponding to solutions on this curve are positive.
To state our results for (N), we first introduce an "asymptotic limit for (N)": Apart from permitting a global analysis, these hypotheses also ensure that the The local result is proved in Section 2 and the global continuation is established in Section 3.
Remarks. 1. Solutions to the Neumann problem (N) can be used to construct solutions to the following related problem:
R) is even and satisfies (HI), (b) fe C\R

, R) satisfies (H2) and (H3) with f(s, t) = f(s, -t) for all (s, t) e R .
In fact, under these conditions a solution (A, u) to (N) is made into a solution to (D) by simply extending u to be an even function on R. Thus results similar to Theorems 1 and 2 hold for the problem (D) under the assumptions (a) and (b). When q is not even, the problem (D) cannot be reduced to (N) and the situation is much more complicated [8] .
2. The method of scaling can also be applied to the N-dimensional generalisation of (D): = 0 for xei? N ,j lim u(x) = 0, j provided that q is radially symmetric. This remark will be amplified elsewhere.
Bifurcation by scaling
In this section we prove Theorem 1 by reducing the problem (N) to a situation in which the implicit function can be applied. LEMMA The result now follows from (H3). For (k, u)eRxX, we define a function F as follows:
Let the function f satisfy the conditions (H2) and (H3
where B = aAL/(2+ a). 
(c) D U F maps R x X continwousiy into the Banach space of all bounded linear operators from X into L 1 .
Proof. We recall that X is continuously embedded in W loc (0,°°). The lemma is then established in a standard manner using (H3) and Lemma 2.1. 
Proof. Trivial. 
and from (2.2),
Hence, v'(z) = 0 and so, by (2.1), we must have t>(x) = 0 for all xSO. This completes the proof of the theorem.
Global continuation
Throughout this section we suppose that f:R We begin by showing that the branch of solutions of (N) given by Theorem 1 lies in the set K. Then we show that a branch of solutions cannot leave K. by a priori estimates and the implicit function theorem, we prove that the branch can be extended globally to cover (-°°, 0). This proves that u'(x)u(x)<0 for all x^z, and since v 0 eK, we can conclude that v(x)>0 and u'(x)<0 for all x^z , provided that (k, u)e U" and satisfies (3.1). On choosing a sufficiently small neighbourhood U of (0, v 0 ), the result now follows from the continuous embedding of X in C 1 (R+, R). To prove this fact, we note first that since «" € K, xu n (x)gf u n {y)dy^\\u n \\ x^C for all x > 0 . and consequently, 0<u n (x)SCexp{-|v / : : X(x-2)} for all x^z and n^m.
By using this estimate and the equation (N), the existence of a subsequence of {u n } converging in X is easily established.
