Introduction
The fractional derivative and fractional differential equation have long been discussed; see e.g. [4, 8, 12] . Recently its applicability is discussed, e.g. in the problem of viscoelastic behaviors of polymeric substances [3, 12, 15] .
In Chapter 3 in the book [12] and in [9] [10] [11] , the existence and uniqueness of a fractional differential equation (fDE) were proved with the aid of the corresponding facts on a Volterra integral equation. It is known that the unique solution of a Volterra integral equation is given by the Neumann series [13, p. 146] .
In the present paper, we study the fDE with constant coefficients which are simply called fDE below in this paper. The solution of simple fDE was given in [2, 6] , with the aid of Mikusiński's operational calculus [7] , where the operators are differentiation and convolution with a function. We can regard the calculation as an application of the Neumann series to the Volterra integral equations corresponding to the simple fDE.
In a recent paper by Morita and Sato [11] , the initial-value problem of an fDE was studied in terms of distribution theory, where the description was given in the style of classical operational calculus. In that theory, distributions are right-sided distributions in the space D The primary purpose of the present paper is to show how the Neumann-series solution of the initial-value problem of the general fDE with constant coefficients is obtained in this way. In particular, it is shown that the Green's function of general fDE obtained in this way takes the form of the generalized Mittag-Leffler function.
In this place, the definition of the Riemann and Liouville (RL) fractional integral and derivative is given and then the calculation is presented to show how the Green's function of the simplest fDE, which is given by (8) below, is obtained in the form of the two-parameter Mittag-Leffler function, as an illustrative example.
In the explanation, we use the notations a R b :¼ ða; bÞ, a R :¼ ða; 1Þ, R b :¼ ðÀ1; bÞ and R :¼ ðÀ1; 1Þ for real numbers a and b satisfying a < b, to represent the sets of real numbers. We use the notations Z and N to denote the sets of all integers and all positive integers, respectively. For a 2 Z and b 2 Z satisfying a b, a Z b and a Z are used for the sets of all integers i satisfying a i b and i ! a, respectively. Hence N ¼ 1 Z. We use the Heaviside step function Hðt À bÞ for b 2 R, such that the product f ðtÞHðt À bÞ with a function f ðtÞ is assumed to be equal to f ðtÞ for t > b and to 0 for t 5 b. We use dxe for real number x to denote the least integer not less than x.
Let f ðtÞ be integrable in the interval ðb; cÞ for a fixed b 2 R and all c 2 b R, so that the product f ðtÞHðt À bÞ is locally integrable in R. R f ðtÞ for < 0 and > 0 is defined for t 2 R, but they are usually defined only for t 2 b R, without the factor Hðt À bÞ on the righthand sides of (1) and (2) [4, 8, 12] . 
and we set
For a right-sided distribution hðtÞ 2 D 
By putting ¼ À and ¼ 0 in (6) 
Àðn þ Þ HðtÞ
by using (7) . Here E 0 ð; ; xÞ for 2 0 R and 2 0 R, is given by
This is identical with the two-parameter Mittag-Leffler function E ; ðxÞ [1, 4, 12] . As stated above, the primary purpose of the present paper is to show how the Neumann-series solution of the initialvalue problem of the general fDE with constant coefficients is obtained in this way. In section 2, we state the assumption imposed on the RL fractional derivative of a function when it appears in an initial-value problem of a fDE, and its relation with the fractional derivative of a right-sided distribution. Based on it, we convert the general fDE for a function uðtÞ of t 2 0 R, to the corresponding fDE for a regular distribution uðtÞHðtÞ in D 0 R , and give the solution, in section 3. The Green's function, which appears in the solution, is obtained by generalizing the derivation in (10) for the simplest case. As the result, the Green's function is expressed by a generalized Mittag-Leffler function, in section 4. The solution is compared with the one given in a recent book by Kilbas et al. [4] , where the solution is confirmed to satisfy the given equation with the aid of Laplace transform. In section 5, we present the Green's function for some simple fDE.
A brief discussion is given on an fDE in which the solution may take nonzero values in all range of R, in section 6. A concluding remark is presented in section 7.
Another typical fractional differentiation is the one due to Caputo. The solution of the general fDE, where the fractional derivatives are Caputo's, was given by Luchko [5] , with the aid of Mikusiński's operational calculus [7] . In Appendix B, it is shown that the same problem is solved by simple alterations of preceding calculations, in the present formalism. The result obtained is confirmed to be the same as that given by Luchko [5] . In Appendix B, a remark is given on the review of Luchko's work in [4] .
Comparisons of the present results with related ones in preceding publications are stated in Remarks 1-4, in sections 4 and 5, and in Appendices A and B.
It is well-known that the order of the fractional integral and differentiation may take a complex value [4] . In Appendix C, comment is given what corrections are needed in the arguments in the text, when the order is assumed to take a complex value.
In the rest of this section, we give some explanations of terminologies. A function f ðtÞ of real variable t in R is said to be continuous and differentiable, when it is absolutely continuous on R [13, p. 50], so that f ðtÞ is continuous on R, 
A function f ðtÞ is said to be n times differentiable in a R b , when f ðtÞ itself and its derivatives up to ðn À 1Þth order are continuous and differentiable in a R b . When f ðtÞ is continuous on ðb; cÞ for b 2 R and c 2 b R, f ðbþÞ is used to denote lim t!bþ f ðtÞ. A function f ðtÞ is said to have a support bounded on the left, when there exists such a finite b 2 R that f ðtÞ ¼ 0 for t b. A function gðtÞ is said to have a support bounded on the right, when there exists such a finite c 2 R that gðtÞ ¼ 0 for t ! c. In the present paper as well as in [11] , a function is simply said to be locally integrable, when it is defined in R and is integrable in the Lebesgue sense over every finite interval in R [13, p. 7].
Fractional derivatives in the intial-value problem of fDE 2.1 Riemann-Liouville fractional integral and derivative
Let b 2 R and f ðtÞ be such a function that f ðtÞHðt À bÞ is locally integrable. We then define the Riemann-Liouville 
Fractional integral and derivative of a regular distribution
In Introduction, the fractional integral and derivative of a regular distribution are given by (3) and (4), but the latter is useful only for a special function. We now give the corresponding formula for the function uðtÞ studied in the preceding subsection. 
Proof. The fact that b D R uðtÞ 2 D 0 R is due to the assumption stated in the preceding subsection. We put
uðtÞ due to (3), and apply D N to (13) . Then we obtain (14) , by using (5) and (7) (13). Ã
In solving the initial-value problem of fDE, we stressed repeatedly the following lemma [10, 11] . 
Then the condition that the expression is locally integrable results in the conclusion that u 2 ÀkÀ1 ¼ 0 for k = 0 and hence for 2 À k À 1 5 2 À 1, and u 1 ÀkÀ1 ¼ 0 for k = 1 À 2 and hence for
Solution of fDE 3.1 Initial-value problem of fDE
We now consider the fDE
where m 2 N, c l 2 R for l 2 0 Z mÀ1 are constants, l 2 R for l 2 0 Z m and m > 0. Here we assume that f ðtÞHðtÞ is locally integrable, and l < m and c l 6 ¼ 0 for l 2 0 Z mÀ1 . Usually l > 0 for l 2 1 Z mÀ1 and 0 ¼ 0, but it may happen that l < 0 for some l 2 0 Z mÀ1 . Using Lemma 1 in (15), we obtain
where c m ¼ 1. For the initial values fu l ÀkÀ1 g, the following lemma follows from Lemma 2.
Lemma 3. When the fDE (15) is considered, u l ÀkÀ1 ¼ 0 must hold for every l 2 0 Z m and k 2 0 Z satisfying
where Ã is the greater of 0 and the greatest number l which belongs to the set f l g l2 0 Z mÀ1 and for which m À l is not an integer. Now vðtÞ may be expressed as
5: ð18Þ
Applying D À m to (16), we obtain
It is noted that in (19), D À m vðtÞ is a regular distribution which is a locally integrable function, but in (16), vðtÞ is not a locally integrable function. By (3), we see that (19) is a Volterra integral equation and hence is always solved; see the Appendix of [10] . We then confirm the following theorem. Theorem 1. The unique solution of (15) exists if and only if the initial condition in Lemma 3 is satisfied.
Solution of fDE in terms of the Green's function
The Green's function GðtÞ ¼ GðtÞHðtÞ for Eq. (15) is defined by
From this equation, we obtain
Here the inverse operator of an operator F in D . It may also be expressed by F À1 . Now the solution of (16) is given by 130 MORITA and SATO
This is confirmed by applying D m þ P mÀ1 l¼0 c l D l to both sides and using (20). A detailed derivation of the first term on the righthand side of (22) 
Neumann series for the Green's function
The Green's function GðtÞ defined by (20) is the solution of the integral equation: [10, Appendix] . This means the equality
Now the solution of (23) is given by
Here l ¼ m À l for l 2 0 Z mÀ1 , and the symbol P n fk 0 ;k 1 ;ÁÁÁ;k mÀ1 g denotes the summation over all the sets of fk 0 ; k 1 ; Á Á Á ; k mÀ1 g satisfying k l 2 0 Z n for all l 2 0 Z mÀ1 and P mÀ1 l¼0 k l ¼ n. The last equality in (25) is due to (7). We define the generalized Mittag-Leffler function, which depends on a nonnegative integer , on m þ 1 parameters f l g l2 0 Z m of complex numbers l satisfying Re l > 0, and on m complex variables fz l g l2 0 Z mÀ1 , by
Then GðtÞ given by (25) is expressed as
Here we define G ðtÞ for 2 0 Z, by 
Proof. When K is a Volterra integral operator, (24) is valid, which corresponds to the algebraic equality
From this equality, we have the Taylor series expansion ð1 À zÞ ÀÀ1 ¼ P 1 n¼0 ðnþÞ! n!! z n for jzj < 1 and 2 0 Z. Corresponding to this, we have ð1 À KÞ ÀÀ1 ¼ P 1 n¼0 ðnþÞ! n!! n K n from (24). Now the second member of (29) is expressed as 1 
Solution of simple fDE

Two-term fDE
The simplest fDE, which has two terms on the lefthand side, is given by (8) , that is 
We now introduce the Green's function G ðtÞ for 2 0 Z, by ðD þ cÞ þ1 G ðtÞ ¼ ðtÞ:
The Green's function GðtÞ for (30) and (31) is defined by (9) , that is (32) for ¼ 0, and G 0 ðtÞ is obtained as (10) . For 2 R satisfying < þ , as a simple case of Lemma 4, we have
Here E ð; ; xÞ for 2 0 Z, 2 0 Z and 2 0 Z, is defined by (26), as follows:
E ð; ; xÞ for ¼ 0 is given by (11) . The solution of (30) is obtained by using (22) with the aid of this formula (33) for ¼ 0. The same result is derived in section 4.1.1 in the book [4] , by solving the Volterra equation corresponding to (30) by the basic method of iterations.
The formula (33) is useful when the partial fractions of the Green's function is used as stated at the end of section 4. 
Three-term fDE
The simple fDE, which has three terms on the lefthand side, is given by
where > > 0, b 6 ¼ 0 and c 6 ¼ 0. The corresponding equation for uðtÞHðtÞ is as follows:
where vðtÞ is given by
if À is an integer, and by
if À is not an integer. The Green's function GðtÞ is now defined by
HðtÞ. The solution of this equation is given by
Here the three-parameter, two-variable function E ð; ; ; x; yÞ for 2 0 Z, > 0, > 0 and > 0 is defined by
We now define G ðtÞ for 2 0 Z, by
For 2 R satisfying < þ , as a simple case of Lemma 4, we have
This formula for ¼ 0 is required when we calculate the solution of (36), with the aid of the formula (22). The formula (44) is useful when the partial fractions of the Green's function is used as stated at the end of section 4.
Solution of fDE in R
In the preceding sections, we consider functions belonging to D We now consider the space D exiL;bR of testing functions, which are infinitely differentiable, may increase at most exponentially as t tends to À1 and have a support bounded on the right. e st HðÀtÞ for s 2 R is such a function. Then a function, which is locally integrable and decay to 0 faster than any exponential function as t tends to À1, e.g. e 
Here À1 D R uðtÞ for 2 R is defined by (1) and (2) 
where GðtÞ is the Green's function defined by (20) or (21) and its explicit expressions are given for various situations in sections 4 and 5. The fact that there exists 2 R satisfying GðtÞe Àt ! 0 as t ! 1, is guaranteed by a theorem given in the Appendix of [9] . In (47), we have no terms due to the initial values.
When GðtÞe Àt ! 0 as t ! 1, we consider the space D exiL;bR of testing functions, in which every function gðtÞ is infinitely differentiable, satisfies gðtÞe Àjtj ! 0 as t ! À1, and has a support bounded on the right. Then a locally integrable function f ðtÞ, which satisfies f ðtÞe jtj ! 0 as t ! À1, belongs to D 0 exiL;bR . Now if f ðtÞ on the righthand side of (46) belongs to D 0 exiL;bR , the solution of (46) is given by (47).
Concluding Remark
In the preceding sections, we solve three types of fDE (15), (15C) and (45), which take the form F R uðtÞ ¼ f R ðtÞ, where
and f R ðtÞ is a locally integrable function. The discussions are summarized as follows. The fDE F R uðtÞ ¼ f R ðtÞ is first transformed to an equivalent equation FvðtÞ ¼ hðtÞ where is valid for every 2 R and every 2 R.
Proof. We first note that (A·5) is valid when < 0 and < 0, by using (A·3 In the last equality, Fubini's theorem is used. Ã Proof of (A·7), and proof to show that F
À1
W gðtÞ 2 D R . When gðtÞ 2 D R , gðtÞ has a support bounded on the right, so that there exists c 2 R such that gðtÞ ¼ 0 for all t > c. Then we confirm that F À1 W gðtÞ ¼ 0 for all t > c by using (A·6) and the fact that GðtÞ ¼ 0 for t < 0. By using the fact that two convolutions of fuctions HðtÞ and GðtÞ, which have a support bounded on the left, commute with each other [14, 
