Abstract. We consider the mass-subcritical nonlinear Schrödinger equation in all space dimensions with focusing or defocusing nonlinearity. For such equations with critical regularity sc ∈ (max{−1, − d 2 }, 0), we prove that any solution satisfying
Introduction
We consider the initial-value problem for the following nonlinear Schrödinger equation (NLS) on R × R d :
(i∂ t + ∆)u = µ|u| p u. The scaling symmetry defines a notion of criticality for (1.1). In particular, the only homogeneous L is known as the energy-critical NLS, since in this case E(u [λ] ) ≡ E(u) (i.e., s c = 1). The presence of a scale-invariant conserved quantity has contributed greatly to the popularity of these two particular models. We review some of the main results concerning these cases below.
In this paper, we consider the mass-subcritical NLS, in which case the critical regularity s c is negative (or equivalently, p < For data in negative regularity Sobolev spaces, there are well-posedness results available in the radial setting [22, 11] ; however, some forms of ill-posedness hold for non-radial data in H s x (R d ) whenever s < 0 [12] . The scattering theory for masssubcritical NLS with data in weighted spaces is a rich subject with an extensive literature, which we briefly review below. This problem has also been studied in other scale-invariant spaces, such as Fourier-Lebesgue and hat-Morrey spaces [38] .
In this paper, we study (1.1) in weighted spaces. For s ∈ [0, d
2 ), we define FḢ s (R d ) to be the completion of test functions under the norm
Here F denotes the Fourier transform. For t 0 ∈ R, we consider equation (1.1) with the initial condition e −it0∆ u(t 0 ) = u 0 ∈ FḢ |sc| , (
where e it∆ := F −1 e
−it|ξ|
2 F is the Schrödinger group. We also allow t 0 = −∞, in which case we interpret (1.4) as e −it∆ u(t) − u 0 FḢ |sc| → 0 as t → −∞.
Equation (1.1) with initial condition (1.4) is a critical problem, in the sense that the FḢ |sc| -norm is invariant under the rescaling (1.3). As in [36] , we work with the following notion of solution. e −it∆ u(t) = e −iτ ∆ u(τ ) − iµ t τ e −is∆ |u| p u (s) ds in FḢ |sc| .
We call I the lifespan of u. We call u a maximal-lifespan solution if it cannot be extended to any strictly larger interval. We denote the maximal interval of existence of u by I max = (T min , T max ). We call u forward-global if T max = ∞. In this paper, we consider all dimensions d ≥ 1 and restrict the power of the nonlinearity as follows: max For this range, local well-posedness in FḢ |sc| was established in [36] ; specifically, for any t 0 ∈ [−∞, ∞) and u 0 ∈ FḢ |sc| , there exists an interval I ⊂ R with t 0 ∈Ī and a solution u on I satisfying (1.4). The restriction p > 4 d+2 is technical-it guarantees |s c | < 1. The restriction p > 2 d , which is known as the short-range case, is natural and represents the threshold for (unmodified) scattering, cf. [1, 49, 53] .
Our main result is the following. Remark 1.4. Because the time-translation symmetry is broken (cf. Remark 1.2), one cannot use it to renormalize t 0 = 1, say. However, one can use the scaling symmetry of the problem to reduce Theorem 1.3 to a well-posedness statement about t 0 = 1. We discuss this issue further in Section 3.
Contraction mapping arguments show that both (1.6) and (1.7) hold for small data u 0 ∈ FḢ |sc| , as we discuss in Section 2. The novelty of Theorem 1.3 appears in the case of large data.
To prove Theorem 1.3, we will actually prove a stronger result, namely, that one has uniform space-time bounds depending only on LHS(1.6). It is not difficult to see that for individual solutions, space-time bounds imply scattering and conversely that scattering implies space-time bounds. The key advantage of working with space-time bounds, versus scattering, is the uniformity of the space-time bounds with respect to the a priori bound (1.6).
In the case of non-negative critical regularity, scattering is usually written in the equivalent form lim we refer the interested reader to [3] , where some positive results in this direction are proved under additional assumptions on the parameters d and p. Theorem 1.3 fits in the context of recent work on NLS at critical regularity. Beginning with the pioneering work of Bourgain [5] on the energy-critical NLS, the last 10-20 years have seen an explosion of progress in this area. For the defocusing mass-and energy-critical problems, it is now known that arbitrary initial data in the critical Sobolev space lead to global solutions that scatter; for the focusing problems, scattering below the ground state is known in all cases except for the energy-critical problem in three dimensions [5, 10, 14, 15, 16, 17, 18, 21, 25, 29, 31, 32, 34, 48, 51, 52, 54, 55, 56] . Concomitant with these results was the development of the concentration compactness approach to induction on energy [2, 4, 6, 7, 25, 27, 28, 40] , which reduces the question of global well-posedness and scattering to the exclusion of 'minimal counterexamples' satisfying good compactness properties. See especially [25] for the first application of this approach to establish a global well-posedness result.
Apart from the mass-and energy-critical cases, one does not have a (coercive) conserved quantity at the level of the critical regularity. The limits of current technology yield a class of conditional results, in which an a priori boundedness assumption such as (1.6) fulfills the role of the missing conservation law. Scattering results under the assumption ofḢ sc -bounds have been established in both the energy-supercritical (s c > 1) and intercritical (s c ∈ (0, 1)) regimes [19, 26, 33, 41, 42, 43, 44, 58] . Theorem 1.3 is the first result of this type in the setting of mass-subcritical NLS; it is also the first such result for a focusing NLS. Theorem 1.3 should also be considered in the context of the scattering theory for mass-subcritical NLS in weighted spaces. The literature here is quite extensive, and we only mention a few relevant results. Previous works have considered masssubcritical NLS with data u 0 ∈ Σ :
x and hence (by mass-subcriticality) solutions are global, even in the focusing case. In the defocusing case, solutions scatter in L , one expects scattering in Σ; however, for p close to 4 d+2 , this is only known for small data [9] . In the focusing case, solitons exist and provide examples of nonscattering solutions. As we discuss below, solitons do not obey (1.6). Theorem 1.3 provides a sharp condition for scattering in FḢ |sc| for the range (1.5) for both the focusing and defocusing problems. For a more extensive review of the literature, we refer the reader to [8, 46] and the references therein. Theorem 1.3 is a conditional result. It relies on the a priori assumption (1.6). This assumption is rather strong, as can be seen from the following estimate: by Sobolev embedding and (2.6) below,
Thus, (1.6) implies decay in time; in particular, (1.6) is inconsistent with solitons, which is already a big step in the direction of scattering. This is in contrast to the case s c ≥ 0, in which case a priori bounds on theḢ sc x -norm do not immediately imply any decay in time.
The decay (1.8) is inherently incompatible with soliton solutions, thus showing that (1.6) is also not obeyed by soliton solutions. This does not undermine the significance of Theorem 1.3 in the focusing case, since as discussed in [35, 36] , solitons are not the minimal non-scattering solutions (by any metric) in the masssubcritical setting.
In light of (1.8), it is natural to ask whether (1.6) implies scattering rather immediately. On the one hand, the decay rate in (1.8) matches the dispersive estimate for linear solutions. Furthermore, (1.8) implies
on any interval of existence, providing uniform control over a space-time norm that is invariant under the rescaling (1.2). However, a priori control over the norm appearing on the left-hand side of (1.9) alone is not sufficient to yield scattering. Because this norm is of weak-type in time, one cannot break a time interval into subintervals on which this norm is small; such 'frangibility' of a scaling-critical norm is crucial for deducing scattering from space-time bounds. We will prove that (1.6) does imply control over a critically-scaling Lorentztype norm of the form L q,2 t L r x , which is a more suitable 'scattering norm' (see the definition of the S-norm in Section 2.4). This norm is finite for linear solutions with data in FḢ |sc| (see Proposition 2.6 below); however, it is far from obvious that this norm is bounded for solutions satisfying the assumption (1.6). The proof of this fact essentially comprises the bulk of the paper.
As in previous works on NLS at critical regularity, we take the concentration compactness approach to induction on energy. We show that if Theorem 1.3 were to fail, then we could find a minimal non-scattering solution. As a consequence of minimality, this solution satisfies a compactness property, namely, the interaction variable e −it∆ u(t) is almost periodic modulo symmetries in FḢ |sc| . In particular, the behavior of the solution is governed by time-dependent 'modulation parameters' representing the physical dimension and velocity of the wave. In Section 4, we are able to further reduce consideration to the case of a certain type of 'self-similar' solution (see Definition 4.1 below).
In order to rule out the self-similar scenario, we employ arguments inspired by earlier work on the radial mass-critical NLS [29, 34] . We show that such a solution would belong to L 2 x , which, by mass-subcriticality, implies that the solution would be global. On the other hand, self-similar solutions blow up at t = 0. Thus, we reach a contradiction and complete the proof of Theorem 1.3.
The rest of this paper is organized as follows: In Section 2 we set up notation and record some useful lemmas. In Section 3 we prove Theorem 3.3, which shows that if Theorem 1.3 fails, then there exist almost periodic minimal blowup solutions. We also discuss the role of t 0 in Theorem 1.3. In Section 4, we show that if Theorem 1.3 fails, then we can find a self-similar almost periodic solution. Finally, in Section 5, we show that self-similar almost periodic solutions cannot exist. 
Notation and useful lemmas
For non-negative X and Y , we write X Y to denote X ≤ CY for some C > 0. If X Y X, we write X ∼ Y . The dependence of implicit constants on parameters will be indicated by subscripts, e.g. X u Y denotes X ≤ CY for some C = C(u). We write a ′ ∈ [1, ∞] to denote the Hölder dual exponent to a ∈ [1, ∞], that is, the solution to
For s ∈ R, the operator |∇| s is defined to be the Fourier multiplier operator with multiplier |ξ| s . We recall the standard Littlewood-Paley projection operators. Let ϕ be a radial bump function on R d supported on {|ξ| ≤ Z , we define the operators P N , P ≤N , and P >N via
We recall the following standard Bernstein estimates.
We also need the following fractional calculus estimates. The first is a fractional chain rule from [13] . The second is a fractional chain rule for Hölder continuous functions from [55] ; see also [39, Lemma 3.7] for the case where G is C 1+α and 0 < s < 1 + α. Lemma 2.2 (Fractional calculus [13, 55] ).
(i) Suppose G ∈ C 1 (C) and s ∈ (0, 1]. Let 1 < r, r 2 < ∞ and 1 < r 1 ≤ ∞ satisfy
(ii) Suppose G is Hölder continuous of order α ∈ (0, 1). Then, for every 0 < s < α, 1 < r < ∞, and
We also make use of the following paraproduct estimate. This type of estimate was proven in [56] in four dimensions; it is straightforward to generalize the proof to any dimension. Lemma 2.3 (Paraproduct estimate, [56] ). Let 1 < r < r 1 < ∞, 1 < r 2 < ∞, and 0 < s < d satisfy
The linear Schrödinger equation. The Schrödinger group e
2 F is written in physical space as
x , interpolation yields the following general class of dispersive estimates:
Defining the multiplication operator M (t) := e i|x| 2 4t
and the dilation operator
, one can also read off the well-known factorization e it∆ = M (t)D(t)F M (t). From this, one can deduce the identity
for reasonable multipliers m, where we write m(i∇) for the Fourier multiplier operator with multiplier m(ξ). The Galilean operator J(t) := x + 2it∇ has played an important role in the scattering theory for mass-subcritical NLS. By direct calculation and (2.1), we may also write
We define powers of J as follows:
It will be useful to have localized versions of the operators J s (t), as well. Using (2.1), we define
We can similarly define J
shows that the class of solutions to the linear Schrödinger equation is invariant under Galilei boosts:
Exploiting gauge invariance, one can check that (2.4) is a symmetry for the nonlinear equation (1.1), as well. Incorporating scaling into (2.3) leads to the useful formula
2.2. Function spaces. The operators J s (t) essentially play the role of differentiation operators. We define the time-dependent spacesẊ s,r =Ẋ s,r (t) via the norm
When r = 2, we abbreviateẊ s =Ẋ s,2 . The equivalence of norms in (2.6) is valid provided t = 0.
At certain points in the paper, it will be natural to write
This is simply a change of notation: e it∆ FḢ s =Ẋ s (t). We use Lorentz-modified space-time norms. For an interval I, 1 ≤ q < ∞, and
For a Banach space X, we write L q,α t X(I × R d ) for the space of functions u :
The following Hölder's inequality for Lorentz spaces will be of frequent use.
Lemma 2.4 (Hölder in Lorentz spaces, [47, 23] ). The following estimate holds:
. We also have the following equivalence:
2.3. Strichartz estimates. We utilize Strichartz estimates adapted to the spaces L q,α tẊ s,r . The standard Strichartz estimates for e it∆ were proved in [50, 24, 20] . The specific variants we need were proved in [46] .
, and
Note that according to this definition, endpoints are not admissible.
Proposition 2.6 (Strichartz estimates, [46]).
Let s ≥ 0 and t 0 ∈ I ⊂ R.
(1) For any admissible pair (q, r),
(2) For any admissible pairs (q, r) and (α, β),
.
Specific function spaces.
Throughout this paper, we use some specific choices of exponents repeatedly. These are the same exponents that were used in [36] . Henceforth, we assume (1.5).
If p ≥ 1, we define
2d+4−dp
2dp−4 dp(p+2) . For p < 1, we define
The pairs (q j , r j ) are admissible; the pair (q,r) satisfies the critical scaling relation
The scaling relations between these exponents are as follows:
We define the spaces
for the solution, as well as the space
for the nonlinearity. We write S weak (I) to indicate that the norm is taken over the space-time slab I × R d , and similarly for the other spaces. We also use the notation
2.5. Nonlinear estimates. In this section, we collect estimates that will be crucial for controlling the nonlinearity throughout the rest of the paper. Throughout the section, we denoteũ (t) := M (−t)u(t).
Lemma 2.7 (Embeddings). The following holds:
Proof. 
The result now follows from (2.6).
Lemma 2.8 (Nonlinear estimate).
The following holds:
By gauge invariance and (2.6), we can write
The result now follows from the fractional chain rule, Hölder, (2.8), and (2.6).
The following technical estimate is a consequence of the paraproduct estimate (Lemma 2.3) and the fractional chain rule. It will be used in Section 5.
Proof. Letũ θ :=ũ + θṽ. By the Fundamental Theorem of Calculus, we have
where
Notice that both are Hölder continuous of order p when p < 1. By Lemma 2.3 and (2.8), we can estimate
for ε > 0 small enough, where we take
we use the fractional chain rule, Lemma 2.7 (and its proof), (2.8), and Sobolev embedding to estimate
where we take
r . For ε > 0 small enough, using the fractional chain rule for Hölder continuous functions and (2.8), and estimating as above, we find
This completes the proof.
2.6. Local well-posedness and stability. In this subsection, we review the local theory for (1.1) under the assumption (1.5). The results presented are consequences of Strichartz (Proposition 2.6), together with the estimates of the previous subsection (Lemma 2.7 and Lemma 2.8). For details, see [46, 36] . The first result gives local existence and uniqueness in C tẊ |sc| ∩ W .
Theorem 2.10 (Local well-posedness).
There exists δ > 0 such if t 0 ∈ R and u 0 ∈Ẋ |sc| (t 0 ) satisfies
Similarly, if u 0 ∈ FḢ |sc| and I = (−∞, T ) is an interval such that
then there exists a unique solution u ∈ C(I;Ẋ |sc| ) ∩ W (I) to (1.1) with data u 0 at t 0 = −∞ satisfying u W (I) e it∆ u 0 W (I) .
We also have the following blowup/scattering criterion in terms of the S-norm.
Proposition 2.11 (Blowup/scattering criterion). Let u : I max × R d → C be a maximal-lifespan solution solution to (1.1). Suppose that I max ∋ 1.
•
• If T max = ∞ and S (1,∞) (u) < ∞, then u scatters in FḢ |sc| forward in time.
The last two results together give global well-posedness and scattering for sufficiently small data.
We next record a stability result from [36] , which plays an important role in the construction and analysis of minimal blowup solutions. Proposition 2.12 (Stability, [36] ). Let I be an interval and t 0 ∈ I. Letũ :
for some functionẽ and some M > 0. Let u 0 ∈Ẋ |sc| (t 0 ), and let u be defined on an interval containing t 0 and satisfy
where e :
for some 0 < ε < ε 1 , then u is defined for all t ∈ I and satisfies
We typically apply Proposition 2.12 withẽ = 0 and e ≡ 0, using an approximate solution to deduce information about a true solution. In Lemma 3.9, we do the opposite: we apply Proposition 2.12 withẽ ≡ 0 and e = 0, using a true solution to deduce information about an approximate solution.
We also record the following corollary.
Corollary 2.13. Let u : I max × R d → C be a maximal-lifespan solution to (1.1), t 0 ∈ I max , and I ∋ t 0 . Suppose
for some M, ε > 0. If ε is sufficiently small, then I ⊂ I max and
Proof. We will apply Proposition 2.12 on I, takingũ(t) := e i(t−t0)∆ u(t 0 ) as an approximate solution. By Strichartz and (2.10), we have
Furthermore, by Lemma 2.8, Lemma 2.7, and (2.10),ũ solves (1.1) up to an error that is bounded by
Moreover,ũ(t 0 ) = u(t 0 ). Taking ε sufficiently small, we can invoke Proposition 2.12 and uniqueness to conclude that I ⊂ I max and that the bound (2.11) holds.
2.7. Concentration compactness. We recall the linear profile decomposition from [36] , which will be a crucial tool in the construction of minimal blowup solutions in Section 3.
Proposition 2.14 (Linear profile decomposition, [36] ). Let {φ n } be a bounded sequence in FḢ |sc| . Passing to a subsequence, there exist non-zero profiles ψ j ∈ FḢ |sc| , parameters ξ j n ∈ R d , h j n ∈ (0, ∞), and remainders W J n ∈ FḢ |sc| such that
For each J ≥ 1, we have the decoupling
The parameters are asymptotically orthogonal: if j = k, then
(2.14)
Finally, the remainders satisfy
for all 1 ≤ j ≤ J and vanish in Strichartz norms:
Existence of minimal blowup solutions
In this section, we prove that if Theorem 1.3 fails, then we can construct minimal blowup solutions with a good compactness property, namely, almost periodicity modulo the symmetries of the equation; see Theorem 3.3. For an introduction to the techniques we will be using, we refer the reader to [30, 57] .
In this paper, we consider for the first time almost periodic solutions in the mass-subcritical setting. Compared to the case of non-negative critical regularity, we prove that it is the orbit of the interaction variable f (t) = e −it∆ u(t) that is almost periodic, rather than the orbit of the solution u itself. Because of this, it turns out to be prudent not to attack Theorem 1.3 directly, but to first recast it in a form more amenable to analysis; this is the role of Theorem 3.4.
Definition 3.1 (Almost periodic
and there exist h :
(3.1) We call ξ(t) the frequency center, h(t) the frequency scale, and C(η) the compactness modulus.
Remark 3.2. By Arzelà-Ascoli, u is almost periodic if and only if
is pre-compact in FḢ |sc| . This also implies that
that is, the orbit of f (t) = e −it∆ u(t) is pre-compact in FḢ |sc| modulo scaling and Galilei boosts.
The goal of this section is to establish the following. Furthermore, the frequency scale satisfies h(t) u t
Note that Theorem 3.3 makes no reference to the initial time t 0 appearing in Theorem 1.3, despite the broken time-translation symmetry (cf. Remark 1.2) of the problem. As a substitute for time translation, we will make use of the scaling symmetry (1.3) to reduce Theorem 1.3 to a well-posedness statement about the case t 0 = 1. The following property plays an important role:
Consider the case t 0 ∈ (0, ∞). By scaling, prescribing data u 0 ∈ e it0∆ FḢ |sc| at t = t 0 is equivalent to prescribing data u 0{ √ t0} ∈ e i∆ FḢ |sc| at t = 1. Furthermore, rescaling has no effect on the a priori bound (1.6). Thus, to prove Theorem 1.3 for arbitrary t 0 ∈ (0, ∞), it suffices to prove it when t 0 = 1. Similarly, the case t 0 ∈ (−∞, 0) can be reduced to the case t 0 = −1. Thus, it suffices to consider only t 0 ∈ {−∞, −1, 0, 1}.
Next, suppose we prescribe data u 0 ∈ FḢ |sc| at t = 0. By local well-posedness, a solution u exists on some interval (−δ, δ).
is now a solution
(1) ∈ e i∆ FḢ |sc| . Thus, if we can prove Theorem 1.3 with t 0 = 1, we can also handle t 0 = 0. A similar argument reduces the case t 0 = −∞ to the case t 0 = −1.
The arguments above also show that the case t 0 = −1 reduces to the case t 0 = 1, provided we prove that (1.6) implies T max > 0. By the time-reversal symmetry u(t, x) → u(−t, x), this is equivalent to proving that (1.6) implies T min < 0 when t 0 = 1.
In conclusion, we have reduced Theorem 1.3 to the following:
Then T min < 0, T max = ∞, and u scatters in FḢ |sc| forward in time.
It remains to prove Theorem 3.4. To this end, we define the following two quantites:
where the infimum is taken over all maximal-lifespan solutions to (1.1) with 1 ∈ I max that do not scatter forward in time, and
where the infimum is taken over all maximal-lifespan solutions to (1.1) with 1 ∈ I max such that T min ≥ 0. To prove Theorem 3.4, we must show E 0 = E ∞ = ∞.
Remark 3.5. At first glance, the statement T min < 0 in Theorem 3.4 might appear easier to prove than the forward scattering conclusion of this theorem. However, if E ∞ < ∞, then we can construct a solution that blows up at t = 0 (see Theorem 4.2 below), giving E 0 < ∞. That is, E 0 = ∞ implies E ∞ = ∞. In fact, one can also show that E ∞ = ∞ implies E 0 = ∞. Thus, proving that the solution in Theorem 3.4 extends to negative times is as hard as proving forward scattering for this solution.
In order to treat these two problems simultaneously, we introduce the quantity
where the supremum is taken over all solutions to (1.1) on a compact interval I ⊂ (0, ∞) with 1 ∈ I and sup t∈I e −it∆ u(t) FḢ |sc| ≤ E.
We now define
An important relationship between the quantities just defined is the following.
Proof. We will show that if min(E 0 , E ∞ ) < ∞, then E c ≤ min(E 0 , E ∞ ). First, suppose E ∞ < ∞. By definition, for any ε > 0 there exists a solution u such that 1 ∈ I max , u does not scatter forward in time, and lim sup t↑Tmax e −it∆ u(t) FḢ |sc| ≤ E ∞ + ε.
In particular, there exists 0 < t 0 ∈ I max such that
As u does not scatter forward in time, we have S [t0,Tmax) (u) = ∞. As the lifespan of the rescaled solution u [ √ t0] contains t = 1, we deduce that L(E) = ∞. This implies that E c ≤ E ∞ + 2ε. As ε was arbitrary, we conclude E c ≤ E ∞ .
A similar argument shows that E 0 < ∞ implies E c ≤ E 0 .
A direct consequence of Lemma 3.6 is the following Corollary 3.7. If E c = ∞, then Theorem 1.3 holds.
We will prove that E c = ∞ by contradiction. The first major step is Theorem 3.3, in which we will show that if E c < ∞, we can find almost periodic solutions. The key ingredient in the proof of Theorem 3.3 is the following convergence result for minimizing sequences.
Proposition 3.8 (Key convergence result)
. Suppose E c < ∞. Suppose that there exist intervals I n ⊂ (0, ∞) and solutions u n :
Suppose further that there exist t n ∈ I n satisfying
Then E ∞ = E c , and the following hold:
The solution u to (1.1) with e −iτ ∆ u(τ ) = ψ does not scatter forward in time and
Proof. We apply Proposition 2.14 to write
along a subsequence. We modify the decomposition in the following way: for any j such that (h j n ) 2 t n → ∞, we add the profile e 
rather than the original sense (2.16).
Having made this modification, we can assume that each (h
which solves (1.1) and satisfies
We also define the functions
which we regard as approximate solutions to (1.1) that asymptotically match u n at time t n . Indeed, such asymptotic agreement at time t n follows by construction:
and hence, by the definition of Ψ j we have
To see that u J n are actually approximate solutions will require control over the functions v j n . As we will see below, the decoupling (2.13) and the boundedness (3.7) imply good control for large j. The following lemma shows that whenever we have control over all of the v j n , then u J n also obey good bounds and approximately solve (1.1).
Lemma 3.9. SupposeĨ n = (t n , t n + T n ) are intervals such that (ii) Approximate solutions: Writing F (u) = µ|u| p u,
we can use the vanishing condition (3.11) to show that the second term in (3.16) is o(1) as n → ∞ and then J → ∞. The complete details may be found in [36, Lemma 7.2] .
Our first goal is to show that there exists at least one non-scattering profile.
Lemma 3.10. There exists j such that Ψ j does not scatter forward in time.
Proof. Assume towards a contradiction that every Ψ j scatters forward in time.
Thus, we can apply Lemma 3.9 on the intervals [t n , ∞) to see that the u J n are approximate solutions to (1.1) for n, J large. Furthermore, by (3.13), u J n asymptotically match u n at time t n . Applying Proposition 2.12, we deduce that
for n large, contradicting (3.8).
We now wish to prove that there is only one non-scattering profile. We re-order indices so that Ψ j blows up if and only if 1 ≤ j ≤ J 1 . The decoupling (2.13) and small-data theory guarantee that J 1 is finite. We now wish to use minimality to prove that J 1 = 1. To make this precise, we need to prove that the decoupling (2.13) persists in time. This is not obvious, as the FḢ |sc| -norm is not conserved. We follow the arguments in [31] .
For m, n ≥ 1, define j(m, n) ∈ {1, 2, . . . ,
By the pigeonhole principle, there exists j 1 ∈ {1, 2, . . . , J 1 } so that for infinitely many m, one has j(m, n) = j 1 for infinitely many n. By reordering the indices, we may assume that j 1 = 1. By the definition of E ∞ and Lemma 3.6, it follows that lim sup
We are now in a position to prove that there is only one non-scattering profile.
Lemma 3.11. The following hold:
For j > J 1 , Ψ j scatters forward in time and so we have for each m.
Now define
for each j. We will show that c j = 0 for j ≥ 2, which implies that ψ j = 0 for j ≥ 2, thus settling (i). Suppose towards a contradiction that c j0 > 0 for some j 0 ≥ 2. Fix ε > 0. Choose m = m(ε) and an m-dependent subsequence in n such that
Next, using (3.18), choose J = J(ε) so that
for all n sufficiently large depending on J. Without loss of generality, we may assume that J > j 0 . Next, choose a sequencet n ∈ K m n so that
We now claim that
as n → ∞. To see this, we need to show that
whenever 1 ≤ j, k ≤ J and j = k. Here f, g = |x| 2|sc| fḡ dx. The proof of (3.21) follows the argument in [31] :
The definition of K m n guarantees that each (h j n ) 2t n belongs to a closed interval inside I j for all 1 ≤ j ≤ J 1 . Using also the fact that for j > J 1 , the solutions Ψ j obey uniform bounds, we can find f j such that
. Thus (3.21) follows from the orthogonality (2.14) and the weak decoupling (2.15).
Continuing from (3.20) and using the definition of m,
for large n. On the other hand, by assumption (3.7) and (3.19), we have
for large n. We deduce that
− 3ε. Choosing ε sufficiently small now contradicts c j0 > 0, which completes the proof of (i). Returning to the decomposition (3.10), we have obtained part (i) of Proposition 3.8 with ψ := ψ 1 , ξ n := ξ 1 n , and h n := h 1 n . For part (ii), we take u := Ψ 1 , which we have already proven does not scatter forward in time. Furthermore, arguing as in Lemma 3.11,
This implies that E ∞ ≤ E c < ∞. In light of Lemma 3.6, we conclude that E ∞ = E c and that (3.9) holds. This completes the proof of Proposition 3.8.
We turn to the proof of Theorem 3.3.
Proof of Theorem 3.3. We suppose that Theorem 1.3 fails, so that E c < ∞.
We take a sequence ε n → 0 such that L(E c − ε n ) ≥ n. In particular, there exist closed intervals I n ⊂ (0, ∞) and solutions u n on I n so that
We set t n = min I n . Note also that lim sup
for otherwise S In (u n ) would remain bounded (cf. the definition of E c ). This shows that the assumptions of Proposition 3.8 are satisfied for the intervals I n , the solutions u n , and the times t n . Thus, E c = E ∞ and we can find a maximallifespan solution u with [0, ∞) ∩ I max = ∅, which does not scatter forward in time and satisfies
for some τ ≥ 0. By scaling, we may assume that I max ∋ 1. To see that u satisfies the conclusions of Theorem 3.3, it remains only to prove that u is almost periodic on [1, T max ), with h(t) u t − 1 2 . Given a sequence {t n } ⊂ [1, T max ), the hypotheses of Proposition 3.8 are satisfied with u n ≡ u and I n = [1, T max ), and so we deduce that e −itn∆ u(t n ) converges along a subsequence in FḢ |sc| , modulo scaling and Galilei boosts. This proves that u is almost periodic on [1, T max ).
To see that the scaling parameter satisfies h(t) u t − 1 2 , we argue by contradiction: Any sequence {t n } ⊂ [1, T max ) such that t n h(t n ) 2 → ∞ as n → ∞ would lead to a counterexample to Proposition 3.8(i) by taking u n to be u restricted to the interval [t n , T max ).
Reduction to self-similar solutions
In Theorem 3.3, we showed that the failure of Theorem 1.3 implies the existence of almost periodic solutions. In this section, we show that the failure of Theorem 1.3 implies the existence of a special type of almost periodic solution, namely, a selfsimilar almost periodic solution. We warn the reader that this is a broader notion than that commonly encountered. By Remark 3.2, a solution u is self-similar in our sense if and only if
where ψ(t) takes values in a pre-compact set K ⊂ FḢ |sc| . The traditional notion of self-similar solution corresponds to the case where the set K consists of a single point. We first prove a local constancy property for the modulation parameters of almost periodic solutions. Furthermore, h(t) ∼ u h(t 0 ) and
Proof. Fix ε > 0. We claim that there exists δ = δ(ε, u) > 0 such that
Using almost periodicity, specifically (3.2), we first write
where ψ takes values in a pre-compact set K ⊂ FḢ |sc| . Next, using (2.5),
Now recall that there exists
With this δ, we have (4.3).
Choosing ε small, we can apply Corollary 2.13 on the interval
This implies (4.2) and shows that
We are now in a position to complete the proof of the proposition. Suppose towards a contradiction that there exist sequences {t n } and {t
By (4.4), we have
On the other hand, a change of variables shows
By the small data theory and the fact that u does not scatter, we have that e −it∆ u(t), and hence ψ(t), remains bounded away from zero in FḢ |sc| uniformly in t. The third term tends to zero as n → ∞, as can be seen from (4.5) and the fact that ψ takes values in a compact set.
Comparing (4.6) and (4.7), we now reach a contradiction by choosing ε = ε(u) sufficiently small. 
Proof. Recall from Theorem 3.3 that h(t) u t For (ii), we argue by contradiction and suppose there is a sequence t n ≥ 1 satisfying t n h(t n ) 2 → 0 as n → ∞.
In particular, h(t n ) → 0 as n → ∞. Choosing δ as in Proposition 4.3, we have |1 − t n |h(t n ) 2 ≤ δ for all large n. Proposition 4.3 now gives h(t n ) ∼ u h(1) for all n large, a contradiction. For (iii), we take δ as in Proposition 4.3 and fix η > 0 so that
Define s n = (1 + η) n−1 and I n = [s n , s n+1 ] for n ≥ 1.
Then [1, ∞) = ∪ n≥1 I n , and by definition we have
for any n ≥ 1 and t ∈ I n .
By Proposition 4.3, this gives
Thus {ξ(s n )} is a Cauchy sequence and so it converges to some ξ 0 ∈ R d . Now for any t ≥ 1, there exists I n ∋ t, and we have
This completes the proof of Corollary 4.4.
We turn to the proof of Theorem 4.2.
Proof of Theorem 4.2. We suppose Theorem 1.3 fails. Then Theorem 3.3 gives us an almost periodic solution u with modulation parameters ξ(t) and h(t) and compactness modulus C(η). Furthermore, u satisfies the conclusions of Corollary 4.4.
We first claim that u is almost periodic with respect to parametersξ(t) ≡ ξ 0 and h(t) and compactness modulusC(η) = C(η) + c(u) for some constant c(u). To see this, recall (3.1) and note that by Corollary 4.4(iii), we have with parameters h(t) = t − 1 2 and ξ(t) ≡ 0 and compactness modulusC(η) follows from the continuity of the data to solution map and a change of variables:
for any η > 0 and t > 0. Similarly,
for any η > 0 and t > 0. In particular, as h(t) = t To see that Ψ blows up forward in time, we argue by contradiction: If Ψ S([1,∞)) < ∞, then by Proposition 2.12,
S([1,∞)) < ∞ for n sufficiently large, which contradicts the fact that v blows up forward in time. This completes the proof of Theorem 4.2.
Preclusion of self-similar solutions
The goal of this section is to prove the following: Together with Theorem 4.2, Theorem 5.1 implies the main result, Theorem 1.3. We prove Theorem 5.1 by contradiction. In particular, we show that self-similar solutions must belong to L 2 x . However, by conservation of mass and L 2 x -subcriticality, this would imply that self-similar solutions are global, contradicting the fact that they blow up at t = 0.
We begin by collecting some properties of self-similar solutions. The first result is the following reduced Duhamel formula. where w-lim indicates that the limit is taken in the weak topology on FḢ |sc| . In particular, for all t ∈ (0, ∞),
Proof. It suffices to note that
for all test functions φ, which follows from (4.1) and a change of variables.
Next, we show that almost periodic solutions obey uniform space-time bounds on dyadic intervals [T, 2T ] ⊂ (0, ∞). Proof. The argument leading to (4.3) applies also in the current setting, yielding the following: For any ε > 0 there exists δ = δ(u, ε) so that
Choosing ε > 0 sufficiently small, Corollary 2.13 yields We are now in a position to rule out self-similar solutions. We modify arguments from [29, 34] . In our setting, the argument is considerably simpler due mainly to Lemma 5.4 below.
Proof of Theorem 5.1. Throughout the proof, we denote the nonlinearity by Using (2.2) and gauge invariance, we first note that
We decompose the nonlinearity as For the first term, we can estimate as in Lemma 2.8 and Lemma 2.7 and use (2.6) to deduce |t∇| |sc| F (ũ ≤AT
Next, we estimate the contribution of the second term in (5.7). We will apply Lemma 2.9 with v(t) = −M (t)P >AT 1 2 t −1ũ (t). Note that by (2.6), we have v W u W .
Choosing ε > 0 sufficiently small, we use Bernstein, Lemma 2.9, and Proposition 5.3 to estimate
This completes the proof of (5.5). We turn to (5.6). Suppose that S(A) u A δ for some 0 < δ < |s c | + ε. Using (5.4), we estimate
This completes the proof of Lemma 5.5. (t)F (u(t))
The result follows.
Using (5.4) as a starting point, we can combine Lemma 5.4, Lemma 5.5, and Lemma 5.6 and iterate finitely many times to deduce M(A) u A |sc|+ε for some ε > 0. We claim that this implies u(t) ∈ L 2 x for all t ∈ (0, ∞). Indeed, given t ∈ (0, ∞) and A > 0, we have
On the other hand,
Thus u(t) ∈ L 2 x . Moreover, choosing A = 1 and letting t → ∞, we see that the L 2 x -norm of the solution decays to zero as t → ∞. By the conservation of mass, this implies that u ≡ 0, a contradiction. This completes the proof of Theorem 5.1.
