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In this paper we show that the discrete Nagumo equation 
~,=d(u,-,-2u,+u,+,)+f(u,), n E E, 
has a traveling wave solution for sufftciently strong coupling d. 
The problem is at first simplified into a fixed point problem which can be solved 
by Brouwer’s fixed point theorem. The solutions of the simplified problem are then 
continued via index-theory to solutions of approximate problems. In the final step 
it is proven that the solutions of the approximate problems have a limit point which 
corresponds to a solution of the original problem. 0 1992 Academic Press, Inc. 
1. INTRODUCTION 
Consider the infinite system of coupled nonlinear differential equations 
Zi,=d(u,~1-2u,+u,+1)+f(u”), n e Z, (1) 
where d is a positive real number and f denotes a Lipschitz continuous 
function satisfying 
“00) =f(a) =f(lh f(x) < 03 for O<x<a, 
“f-(x) > 0, for a<x<l, and s ;f(x)dx>o. 
(2) 
A typical example is the cubic polynomial 
f(x) = x(x - a)( 1 -x), where O<a<i. 
* Supported by Deutsche Forschungsgemeinschaft (DFG), SPP “Anwendungsbezogene 
Optimierung und Steuerung.” 
1 
0022-0396192 $3.00 
Copyright 0 1992 by Academic Press, Inc. 
All rights of reproduction in any form reserved 
2 BERTRAM ZINNER 
Equation (1) is interesting for several reasons. First, it is the discrete 
analogue to the well-known Nagumo equation [9], 
$=D$+f(u). 
The Nagumo equation is used as a model for the spread of genetic traits 
[2] and for the propagation of nerve pulses in a nerve axon, neglecting 
recovery [8, lo]. The discrete Nagumo equation (1) has been used to 
derive Eq. (3) [14]. It has also been proposed as a model for conduction 
in myelinated nerve axons [3]. The continuous Nagumo equation (3) is 
well studied [7]. It has been shown, for example, that there is a function 
U, with U( - co) = 0, U( co) = 1, and a constant c > 0 such that 
u(x, t) := u x+ ct ( 1 fi 
is a solution of (3) for all D > 0. Such solutions are called traveling 
wavefronts, or simply, traveling waves. 
In the discrete Nagumo equation, a similar result cannot be true for 
small d [ 121. This difference between the continuous and the discrete 
model has led, for instance, to new insights regarding the formation of 
spiral waves [ 131. 
There are already some results known for the discrete Nagumo equation. 
The first results were concerned with threshold properties of the system, in 
particular, with conditions forcing nonconvergence to zero of solutions 
as time approaches infinity and with bounds on the speed of propagation 
of a “wave of excitation” [3,4-J. It has been conjectured that there are 
traveling wave solutions of (1 ), i.e., solutions of the form 
u,( 2) = U(n + ct) 
with U( - co) = 0 and U( cc ) = 1. Numerically, such solutions were found 
and analyzed for certain cubic polynomials f [6]. In [S], a first attempt 
was made to prove the existence of traveling wave solutions; unfortunately 
the proof given in [S] was not conclusive. It is the aim of this paper to give 
a rigorous proof of the conjectured existence of traveling wave solutions for 
sufficiently large d. The precise statement of the result is: 
THEOREM 1. Suppose f is a Lipschitz continuous function satisfying 
(2). Then there exists some d* ~0 such that for d>d* the discrete 
Nagumo equation (1) admits a solution u,(t) = U(n + ct), where c > 0, 
UoC’(R,(O,l)), U(-co)=O, U(co)=l, and U’(x)>OforaNxER. 
Ij,=d(u,-I-2u,+u,+,)+h(u,), 
(4) 
%I = P(hJ, n E z, 
h(u,) := l4, - t 
DISCRETE NAGUMO EQUATION 
The proof of Theorem 1 can be broken into four steps. 
Step 1. The problem is simplified. 
Instead of the discrete Nagumo equation we consider 
where 
and 
i 
0 for u,<O 
P(u,) := u, for O<u,d 1. 
1 for 1 <u,. 
The nonlinear function f has been replaced by the affine function h (see 
Fig. 1) and then U, is forced to take values in the interval [0, l] via the 
Lipschitz continuous projection P: R + [0, l] (see Fig. 2). 
The simplified problem is to find a monotone traveling wave of (4), i.e., 
a solution of (4) on an interval [0, r] which satisfies the conditions 
(Cl) %(T)=4z+,(O) 
((3) U,(O) G un+ I(O)? 
(C3) d(u,- ,(O) - 2dO) + u,+,(O)) + Nun(O)) > 0 if u,(O) > 0, 
(C4) lim n- -cm u,(O) = 0, and lim, _ co u,(O) = 1. 
Note that conditions (Cl), (C2), and (C4) imply the existence of a function 
U:R+R with U(-co)=O, U(co)=1,06U<l, such that 
u,(t) = U(n + ct), 5 = l/C, for all n E Z, t E [0, T]. 
h 
/‘ I I z - I 
J 1 0 1 
FIG. 1. The nonlinear function f and its simplification h. 
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P 
FIG. 2. The Lipschitz continuous projection P. 
It will be shown (cf. Lemma 5) that for a monotone traveling wave only 
finitely many of the values u,(O) are different from 0 and 1 (see Fig. 3). 
It suffices therefore to consider only a finite number of the equations (4). 
Step 2. The simplified problem is converted into a fixed point problem. 
Note that the initial value problem 
Ij,=d(u,-,-2u,+u,+l)+h(u,), 
un = P(4J, (5) 
4AO) = xn with O<x,<lforn=O,...,N, 
where z.-~ -0 and u N+ 1 - 1, has a unique solution, say 
4% t) = {~,k t,}:=,, 
which depends continuously on the initial value x = (x~}~=~. For an 
appropriate initial value space X we will then consider the following shifted 
Poincart map 
T:R+lRN+l, 
for n=O 
(Tx)“‘={~nel(x;~) for n=l,..., N, 
_i .-J--&Ly + 
FIG. 3. A monotone traveling wave 
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where 7 is defined implicitly by 
u,(x; 7)=x1. 
As an appropriate definition of X we will take 
x:= {X”},N_oERN+l:Xo=O,X,= -h(O)/d, 
i 
x,>If. forn=l,..., N, wherex,+,:=l 
N’ 
. 
Note that X depends on d and N. It turns out that for a suitable choice of 
d and N the map T is well defined and continuous, 1 is nonempty and 
convex, and T maps 1 into X. 
It follows then by Brouwer’s fixed point theorem that T has a fixed 
point x. This fixed point x corresponds to the traveling wave {~~(t)} 7, of 
(4), where 
1 
0 for n< -1 
u,(t) := u,(x; t) for O<n<N 
1 for n3N+l 
and t E [0,7], where 7 is defined implicitly by uO(x; 7) =x1. 
Step 3. Continuation of the solution. 
The construction of T: x + RN+ ’ in Step 2 depended on h. To indicate 
this dependence we will write from now on Th instead of T and X, instead 
of X. The affinity of h, however, was only needed to show that X, is convex 
and nonempty (for suitable d and N). 
It turns out that one can still define a continuous map T,,: Xh + RN+’ 
such that T,,xeX for all XE~~ where fixed points of T,, correspond to 
traveling waves, just as we did in Step 2, as long as h E gap,,, where 
L#l aPP := h : [0, l] -+ R’ : h is Lipschitz continuous, 
h(0) < 0, h( 1) > 0, h has a unique zero in (0, 1 ), 
and ’ h(s) ds>O s . 0 
Suppose we want to find a traveling wave of (4) for some h, E Bapp. In 
Step 2 we found a traveling wave for the afline function ho E BapP, where 
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FIG. 4. Deformation of h, into h, via some homotopy h,. 
h,(x) = x- $. The idea now is to deform continuously ho into h, (see 
Fig. 4) and to continue the fixed points of The to the fixed points of T,,,. We 
will see in Section 5 that this can be done by using a homotopy invariance 
theorem from index-theory in an appropriate setup. 
Step 4. Convergence of the approximate solutions. 
Suppose hk is an approximation off (see Fig. 5) and {u:} is a traveling 
wave of 
Lj,=d(u,-l-2u,+u,+l)+hk(~,), 
u, = P(u, 1, n E Z. 
One expects that as hk tends to f the corresponding traveling waves { ui} 
approximate a traveling wave of 
~,=d(u”~,-2u,+u,+,)+f(u”), 
u, = fyu,), n E Z. 
(7) 
FIG. 5. The function f and an approximation hk (dotted line) ofj: 
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Let nk be such that 
and call nk the center of (u:}. It turns out in Section 6 that (u:} shifted 
by its center, i.e., { uE+ .Ir }, will indeed converge to a traveling wave of (7). 
The proof concludes then by showing that a traveling wave of (7) is in fact 
a strictly monotone traveling wave of the discrete Nagumo equation. 
2. INVARIANCE RESULTS 
Let u(t) = {u,,},“=~ be the unique solution of the initial value problem 
(5), where h is any element of S&,. Since u(t) depends continuously on x 
and h we will also write u(x; t) or U(X, h; t). In this section we will show 
that certain properties of initial values are invariant under the flow of u(t). 
LEMMA 1. Suppose x = {x, > ,“= 0 E RN + ’ satisfies 
(Pi) O<x,d ... <x,6 1, 
(P2) xn<x”+l whenever 0< x, < 1, 
P3) 4X,-l - 2-G + Xn+l ) + h(x,) > 0 whenever 0 < x,, where 
xN+ I .- 1, and x- 1 := 0. 
Furthermore suppose 
x0=0, x1 = -h(O)/d, and d> -h(O). 
Then u(t) satisfies (Pi), (PI), and (P3) for all t 20. 
ProojI Let t i := sup{t 20 : U(S) satisfies (P,), (Pz), and (P3) for all 
0 < s < t }. Note that t, is well defined because u(0) = x satisfies (P, ), (P2), 
and (P3). One has to show that t, = co. 
Observe that u(t) satisfies (P3) if and only if C,(t) > 0 whenever u,(t) > 0. 
By assumption xi > 0 and by (Pi) we have x, > 0 for n = 1,2, . . . . N and 
thus by (P,) 
Note that 
C,(O) > 0 for n = 1, 2, . . . . N. 
d,(O) = dx, + h(0) = 0. 
One checks that u,,(t) is differentiable at t = 0 and z&,(O) =0. Therefore 
h(u,(t)) is differentiable at t = 0 and (d/dt) h(u,(t)(, =0 = 0. One calculates 
then that i&,(O) > 0. Now one can conclude that t+,(t) > 0 for all sufficiently 
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small t > 0. Using the continuity of ti,, and u, one infers that t, > 0. Suppose 
that t, < co. Then either 
0) 4tl)=Un+l (tl) for some 0 < u,(tl) < 1, or 
(ii) zj,(tl) = 0 for some u,(tl) > 0. 
We will show that both alternatives are impossible. Suppose (i) occurs. 
Because u N+, E 1, one may choose n such that u,(tl)=u,+I(tl)<u,+,(t,). 
It follows that (d/dt)(u,+l-u,)lt=t,=d(u,+z(tl)-uu,_I(t,))>O, and 
therefore ~,+~(t,--E)=u,+~ (tl-E)<u,(t,-6)=u,(tl-c) for sufkiently 
small E > 0. This is a contradiction, since u(t) satisfies (P2) for all 0 < t < t, . 
Consider u,(t) on the interval [0, tl]. If there exists t,E (0, tl) such that 
u,(&)= 1, then u,(t)= 1, for all t E [to, tl], because u,(t) is nondecreasing 
on [O, t,]. Therefore the following three cases may occur: 
(4 u,(t) = u,(t) for all t E [0, tl], 
for all t E [0, to] 
for all tE (to, tl] 
(c) %z(t) = 1 for all t E [0, t,]. 
In either case the left derivative of u,(t) exists for every t E (0, tl] and is 
denoted by zi,( t - ). Suppose now case (ii) occurs. Then ti,( tl - ) = 0. One 
calculates that 
o,(tt-)=d(li,-,(t,-)+li,+,(t,-)), 63) 
where tin-,(t,-)>O and ri,+,(t,-)>O. Note that ii,(t,-)>O would 
imply ti,(t, -8) < 0 for sufficiently small positive E, which is impossible. 
Therefore ti,(tl-) =0 and by Eq. (8) 
ti”-1(t,-)=O and tin+I(t,-)=O. (9) 
Note that u,_,(t,)> 1 would give ti,(ti)=h(l)>O and hence is not 
possible. Therefore ti,-l(t,)=ti,-,(t,-) and with (9) t’,-l(tl=O. The 
arguments which lead to (9) may be repeated with n replaced by n - 1. By 
induction we conclude 
tij(tl-)=o for j=O, 1, . . . . n+ 1. (10) 
If u,+,(t,)> 1 then u,+,(t)= 1 for t sufficiently close to t, and therefore 
by (PI) 
zi,+I(tl-)= ... =ziN(tl-)=O. (11) 
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On the other hand, if ~,+~(t,)< 1 then ti,+l(tl)=zill+l(t,-)=O and we 
may repeat the arguments which lead to (9). In either case we will arrive 
at (11) which together with (10) gives 
ti,(t, - ) = 0 for -n = 0, 1, . . . . N. (12) 
Let n, be the maximal no (0, 1, . . . . N} for which u,(t) < 1 for all 0 < t < t, . 
Then there exists t,~ [0, tl) such that 
for n = 0, 1, . . . . n,, where u,, + , (t)= 1 for TV [to, tl]. By (12) one has 
ti,(ll) = 0 for n =O, 1, . . . . n, 
and by the uniqueness of the initial value problem (5), 
%2(t) =%(tl) for tc [to, t,],n=O, 1, . . . . n,. 
Therefore i,(t) = 0 for all t E (to, tl) and n E (0, 1, . . . . nl} in contradiction to 
the choice of t,. 1 
Lemma 1 gives rise to introducing the following sets: 
DEFINITION 1. For d> -h(O) and NE N define 
C(h,d,N):={x&N+l: x,=0,x, = -h(O)/d<x,< ... <xx,< 1, 
and x, > n/N, for n = 1,2, . . . . N} 
O(h,d,N):={x~R~+~:d(x,-,-2x,+x,+,)+h(x,)>O, 
for n = 1, 2, . . . . N, where xN+, := 1). 
For shorter notation we will write C, 0 instead of C(h, d, N), O(h, d, N). 
Note that C is a closed, bounded, and convex subset of RN+’ and 0 is an 
open subset of RN+‘. The space we are interested in is Cn 0 for suitable 
chosen h, d, and N. 
DEFINITION 2. Define t*: C n 0 + (0, cc] by 
r*(x) := sup{ t : u,(x; t) < -h(O)/d) 
and define 
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(TX), := znp 1(x. t*) 
i 
for n=O 
> for n = 1, . . . . N. 
The rest of this section is concerned with proving that for sufficiently 
large N 
LEMMA 2. T{x~CnO:t*(x)< co}cO. 
Proof First consider the case where x E C n 0 and x satisfies (P2) of 
Lemma 1. Then TX E 0 by Lemma 1, 
Suppose now XE Cn 0. Let n, be the largest IZE (0, 1, . . . . N} for which 
x, < 1 and define for E > 0 
x; := 
x,+m for n = 0, . . . . n, 
XII for n = n, + 1, . . . . N. 
Then for all E sufficiently small xE E C n 0 and xE satisfies (Pz). Therefore 
u(x&, t*(x)) satisfies (P3) by Lemma 1. Since xE +x as E + 0 and u depends 
continuously on its initial conditions, one concludes that y := u(x; t*) 
satisfies d( y, _ i - 2y, + y, + 1) + h( y,) 2 0 whenever y, > 0. By the same 
arguments as in the proof of Lemma 1 (ii), we can lead d(yn- I - 
2y, + y,, i) + h(y,) = 0 to a contradiction. It follows that u(x; t*) satisfies 
(P3) and therefore TX E 0. 
The general case where x E C n 0 follows also by approximation. Indeed, 
there exists a sequence {x”} in C n 0 such that xk + x as k + 00. Since 
u(xk, t*(x)) satisfies (P3) for each k we may argue as above to conclude 
that u(x, t*(x)) satisfies (P3) and therefore TX E 0. 1 
LEMMA 3. For every h E 9&, there exists a positive 6 such that 
T{xECnO:t*(x)<oo}cC 
for N> l/6. 
Proof. Let y := TX. By the definition of t* one has y, = 0 and 
y, = -h(O)/d. By the same argument as in Lemma 2 one shows that 
Yl G Yz ... < y, < 1. Therefore, it remains to show the existence of a 
number 6 > 0 such that y, > n/N for n = 1, . . . . N, whenever N > l/6. We will 
construct 6 explicitly. Let 
6, := -h(O)/d, 
6, := max{x- a : a <x d 1 and b(x) < (42) a,}, 
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where b(x) := max,G,gX h(s), x E [a, 11, and a E (0, 1) is the unique zero 
of h, 
6, :=min(+6,, S,}, 
6, := 6,/2, 
and 
6, :=min{h(s)/4d: a+6,/2<s< l}, 
6, := min{d6,/m,, -h(O)/dm, > da,, 
where m I :=d+supo...l Ih(s and m2 :=m,(4d+sup,Y., I@(s)-h(t))/ 
(s - t)l ). Finally, let 
6 :=min{6,, 6,, 6,, Lid, 6,, S,}. (13) 
Suppose that N> l/6. We will show that 
Y, 2 n/N for n = 1, 2, . . . . N. 
Suppose y, da, where a denotes the unique zero of h. Then 
Y n+l -y,>y,-y,-,-h(y,)/d2y,-y,-,, 
because y E O(h, d, N) and h(x) < 0 for x < a. We conclude by induction 
that 
i.e., 
Yi+~-Yi>Yl-yo= -h(O)/d=dl, 
yi>i6>i/N for i= 1, . . . . n + 1. 
If y,,- i <a we are done. Otherwise there is an index no such that 
Yno-1 <a and Yn, ’ a. 
It remains to check that 
Y, 2 nlN for n=n,+ 1, . . . . N. 
Either y,, ,< a + 6, in which case 
Y .,+l-y,,>(y,-y,,-,)-(lld)h(y,,)~6,-~6,=fs,, 
or y,, > a + 6,. In either case, it suffices to show that 
yn 2 n/N for y,>u+B,. 
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Suppose the contrary and let n, be the smallest index for which 
yn, 2 a + & and Y,, <n&V. 
Then 
(n,-2)/N~x,,-26x,l-1Qy,,<nllN 
and 
x,,-,>a+hJ2. 
Since 
l/N < 6, < h(x,, _ ,)/4d, 
it follows that 
nl n,-2 2 h(x --1) X,,-l-X,,-*<---=-<~. 
N N N 2d (14) 
Suppose 0 < u,(O) -C 1 and 0 -C u,(t) -C 1. Then using 
~,=d(u,-l-2u,+u,+,)+h(u,) 
one estimates that 
This implies 
and thus 
I&(t) - tin(O)1 6 tm,. 
ti,( t) 3 z&(O) - tm, 
This gives 
for 0 < t < &(0)/2m,. 
u,(t) - u,(O) = j; z&(s) ds > t ; z&(O) 
for 0 < t < ti,(0)/2m,. One estimates 
(15) 
k, - I(O) = d(u,, - 2(O) - 2unl - I(o) + u,,(o)) + h(u,, - l(o)) 
2 Mu,, ~ I(O)) - 4unl ~ I(O) - u,, - 2(O)) 
=h(x,,-1)-d(x,l-1-x,,-2) 
2 Mxn, - I VT by (14). 
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Using this together with (15) for IZ = n, - 1 we obtain 
W --I) for O<t<A 
4m, ’ (16) 
Using 
- $? = hl(t*) - u,(O) = 1;. z&(s) ds < t* s:p f&(s) 
and ti,=d(u, -22u,)+ h(u,), one estimates that t* > -h(O)/dm,. We infer 
now from (16) that 
~n,-l(t*)-xn,-lZ& 
and thus 
y,, 2 6, + x,,, ~I > n, IN. 
This is a contradiction to y,, < n,/N. 1 
3. A PRIORI ESTIMATES AND PROPERTIES 
In this section we will prove a priori estimates and properties of fixed 
points of T, where T is defined in Definition 2. Recall from the introduc- 
tion, that fixed points of T correspond to traveling waves of (4). We will 
denote by a(h) or a the unique zero of h E 9&, in (0, 1). 
LEMMA 4. Suppose x is a fixed point of T, and let T := t*(x). Let 
-4s) e(h) := min - 
a/4<sSa/2 d ’ 
m(h) :=min {y, e(h)}, 
and 
M(h) := ,,y~:~ {2d+ h(s)}. 
. . 
Then z 2 z,(h) := m(h)/M(h) > 0. 
ProoJ: There are two cases. First suppose that there exists an integer n 
such that a/4 < x, d a/2. Since x = TX E 0 by Lemma 2, we have d(x, _, - 
2x,+x,+,)+h(x,)>O, and thus x,+~-x,> -h(x,)/d+x,-x,-l. This 
implies x, + , - X, 2 e(h). 
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If there is no index n such that a/4 <xx, <a/2, then there exists n such 
that x, + i -x, > a/4. In either case there exists an integer n such that 
x, G a/2, and x,+,-x,~m(h). (17) 
Since z&(t) < M(h) for all t 2 0 we obtain 
m(h) 6 4x+ I(O) - u,(o) = u,(7) - u,(O) = j; C,(t) dt < zM(h), 
i.e., 
7 a m(h)lM@). I 
LEMMA 5. Let 
&g := $min{a, 1 -a) 
andfor x= {x,,}: let #(x, E) be the number of x,‘s in x such that E <x, < 
1 -E. Then for all E E [0, Q,] there exists a bound S(E, h) independent of N 
such that 
# (4 E) < S(E, A) 
for allxE{xEUNCnO: Tx=x}. 
ProofI We pick any h E %YaPP, E E [0, E,,] and suppose x is a fixed point 
of T. We construct S(E, h) in four steps. 
Step 1. Let 
d 
p(~,h) := max - 
&$SCU/2 -h(s) 
and suppose 
E < Xi < Xi+ 1 < . . . < Xj d U/2. 
Then 
12x,+, -xi= i: txn+l 
n=i 
-x,)2 i (x,-x.-,,-; i.h(xn) 
n=i n=z 
j+l-i 2 -; i,h(x,)2- 
II=, P(G h) . 
Hence 
j+l-iQP(E,h), 
i.e., the number of x,‘s with E < x, <a/2 is bounded above by P(E, h). 
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Step 2. In the proof of Lemma 4 (cf. (17)) it is shown that there exists 
an integer n, such that 
xno G 42, and x,o + 1 - xno 2 m(h 1, 
where m(h) is defined in Lemma 4. Since 
X n+l -X,>X,-xX,~,-(l/d)h(x,)>x,-x,~, 
for all 0 d x, < a, we obtain 
xn+l-xn~W) for all u/2 < x, < a. 
We conclude that the number of x,‘s with a/2 d x, $ a is bounded above by 
1 + a/2m(h). 
Step 3. Let 
b(x,h) := max y, 
OCSGX 
al(h) := max{x - a : ad x < 1, b(x, h) d m(h)/2}, 
and let 
a,(h) := min{a,(h), m(h)/2}. 
Note that o,(h)>O. There is an integer n,, such that 
Xnu-, <a and xno > a. 
Either xn,, < a + a,(h), in which case 
X ng+ 1 -xno>(x”~--x,,-l ) - (l/d) h&J 2 m(h) - $2(h) = m(h)/2 
or x,~> a + a,(h). In both cases there is at most one x,, such that 
a<x,<a+o,(h). 
Step 4. Suppose a + a,(h) < x, d x,, i < 1 -E. Then for z := t*(x) 
X fl+1 -X n-l 2xX,+, -x, = u,(z) - u,(O) = 1; z&(s) ds. (18) 
For 0 ,< s < z we estimate C,(s) as follows: 
ti,=d(u,_l-2u,+u,+,)+h(u,) 
2 h(u,) - d(u, - u,- ,) 
2 min h(s)-d(x,+,-x,-,). 
x.~sQ*“+l 
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Using this estimate in (18), one obtains 
>?( x,+l-xn~l~ dz+ 1 
min h(s)). 
X”-SSSX.+l 
Since 
z 70 
-a- 
dr+l dz,+l’ 
for z>t,, 
one concludes by Lemma 4 that 
X n+l -x “-, >a, := 
To(h) 
dz,(h) + 1 ( 
min h(s)). 
a+fT29s$l-& 
Therefore, if one assumes that 
a+a,<xi< ... 6xj+,<1-E, 
then 
22 i (x,+1 -x,-i)>(j+l--i)o,(h). 
n=i 
This shows that the number of x,‘s such that 
a+o,<x,< l-E, 
is bounded above by 2/o,(h) + 1. Summarizing the results in Steps 1, 2, 3, 
and 4, we infer 
In Definition 2 we defined T for all x E C(h, d, N) A O(h, d, N) for which 
t*(x) < co. The following two lemmas will be used to show that for d 
sufficiently large t*(x) < co for all x E C n 0. 
LEMMA 6. Let x E C(h, d, N) n O(h, d, N), ri(f) = ti(x, t), and D >O. 
Suppose that for all n E { 1,2, . . . . N}, 0 < u,(t) < 1 implies c,(t) < D. Then 
for all keN for which d>k’(D+sup [hi), u,(t)-un-I(f)d2/k for 
n = 1, 2, . . . . N. 
Proof For a shorter notation let 
A, := u,(t) - u,- I(t). 
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For 0 < u,(t) < 1 one has 
ti,=d(u,-l-2u,+u,+l)+h(u,) 
and therefore 
A n+, -A, = (1/4(4(t) -4uAt)). 
Using the assumption C,(t) CD and d> k*(D + sup lhl) one obtains 
IA n+ I -AA G l/k* if O<u,<l. 
If u,(t) = 0, then n = 0, t = 0, and u,(O) = 4(0)/d. Therefore, 
IA “+ 1 - A,1 = -h(O)/d< l/k*. 
If u,(t)= 1, then Anfl = 0 and one calculates that 
IA .+l-A,l =A,<h(l)/d< l/k2 
by using d( A,, + 1 -A,) + h(u,) > 0. In either case one has 
IA .+I-A,1 < lJk2. 
Now assume contrary to the conclusion that there exists n, such that 
Then 
A,, > 2/k. 
A no+m=Ano- f (A.,+;~,-A.,+i)>2/k-m/k2 
i= I 
and thus 
A no+m’ W for m = 0, 1, . . . . k. 
This implies that no + k Q N because AN+ I = 0. Then 
l~~,+At)-~,~-,(~)= i A.,+m>~, 
m=O 
which is a contradiction. 1 
LEMMA 7. There exists a number d, which depends only on sup (hJ, 
sup,+ I J(h(s) - h(t))/(s - t)l, and f: h(s) ds, such thatfor all x E C(h, d, N) n 
O(h, d, N), t E [0, t*), d> d,, the following holds: 
sup z&(t) 2; j’ h(s) ds. 
n 0 
The sup here is taken over all n for which 0 < u,, < 1. 
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Proof: Let n, > 0 be such that u,,,(r) < 1. In the following t is fixed and 
we write u, instead of u,(t). Then 
d(u,~1-2u,+u,+l)+h(u,)=zi, for n=O,...,n,. 
This implies 
and 
Adding the two equations gives 
~(4J(%I + 1 -u,)+h(u,)(u,-u,-l)+d(u~+,-u~~,+2u,-,u,-2u,u,+,) 
=ti,(~4,+~--u,-~)<( max O<n<“, kA(%+1-4-1). . . 
Adding over n from 0 to n, gives 
go ~(%J(%I+ 1 -un)+ 2 h(u,)(u,-u”-l)+d((u,,+1-U”,)*-U~) 
PI=0 
and therefore 
s ~(%I)(%+1 - n’ u,)+ C h(u,)(u,-u,_,)<duFJ+2 max ti,. 
p=O n=O OS?l<fl, 
Recall that u. < 4(0)/d and thus 
% 4%J(%+, - n’ u,) + C h(u,)(u, - 2.4,- 1) < h(O)*/d+ 2 max ti,. (19) 
n=O II=0 
O<fl<?l, 
Assume now the contrary of the claim, i.e., suppose 
1 1 
ti,<D:=- s 20 
h(s) ds for n=O, l,..., n,. 
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Denote by ni(d) the largest n E (0, . . . . N} such that U, < 1. Then there exists 
a number di by Lemma 6 such that 
and 
for d > d, . Note that d, depends only on 
This gives a contradiction in (19) for d > dl. fl 
4. SOLUTION OF THE SIMPLIFIED PROBLEM 
Let dz := max(8, d, }, where d, is chosen according to Lemma 7. In this 
section it will be shown that the simplified problem has a solution for 
d > d,. Let S be defined by Eq. (13) so that the conclusion of Lemma 3 
holds. For the rest of this section d is any number larger than d2 and N an 
integer larger than l/6. For shorter notation let 
Co := C(ho, d, N) and 0, := O(ho, d, N), 
where h,(x) = x - a. All U,‘S are nondecreasing by Lemma 1 and the proof 
of Lemma 2. Therefore one concludes from Lemma 7 that for t E (0, t*) 
and thus 
t*(x) < 2N 
if 
; h,(s) ds =: M*. (20) 
Denote by To the map T= T(h,) which has been defined in Definition 2. 
Since t*(x)<M*, the map To is defined on Con 0,. The map To has a 
fixed point by Brouwer’s fixed point theorem if the following holds: 
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(i) 
-. 
C, n O,, is a closed, bounded, and convex subset of RN+ I. 
(ii) T,(CO n 0,) c C, f-7 0,. 
(iii) T, is continuous. 
(iv) C, n 0, is nonempty. 
The proof of (i) is straightforward and (ii) follows from Lemmas 2 
and 3. In order to show that To is continuous define 
r:ConO,x[O,M*]+lR 
by r(x, t) := u,(x; t), where M* is defined in (20) and define 
s:C,nO,x[O,M*]-+R 
by s(x, t) := -h(O)/d. Then r and s are continuous functions. Let 
G(t*) := ((x, t) :x~C~n0,, t=t*(x)} 
be the graph of t*. Then 
G(t*)= {(x, t) : r(x, t)=s(x, t)) 
is closed in Con O,, x [0, M*] and therefore compact. Since the graph of 
t* is compact, it follows that t* is continuous. Inspection of the definition 
of r,, shows then that T, is continuous. We now show (iv) by constructing 
an x E Co n O,,. In this construction let a = $ and thus h,(x) = x - a. 
Step 1. Let x,, := 0 and define inductively 
X n+l :=x,+(n+l)a/d for II = 0, 1, . . . . n,, 
where n, is determined by the condition 
X,,<U and x,0+1 >a. 
Then for n = 1, . . . . no one has 
d(x, ~ 1 - 2x, + x, + 1) + h,(x,) = x, > 0. 
Step 2. Since 
Xn,~~<xn,+l* 
n,(n,+l)a<u<(n,+l)(n,+2)a 
2d ’ 2d ’ 
it follows that 
(no + 1) u/d< 2u/n, and 2d< (no+ l)(n,,+2), 
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which implies 
n,>,/%2>2. 
Here we used that d > 8. Hence 
X no+,=Xn,+(no+l)u/d~af2u/n,<2a 
which proves xnO+ 1< 1. Let 
X n+l :=x,+(n,+l)u/d for n=n,+l, . . . . n,, 
where n, is determined by the condition 
x,, d ; and x,,+,>i. 
It could be that n, = n, in which case no new x,‘s are constructed. So 
suppose that n, > n, + 1. Then for n = n, + 1, . . . . n, one calculates that 
Step 3. Next let 
X n+l :=x,+(n,+n,+l-n)u/d for n=n, + 1, . . . . n,+n,. 
Then for n = n, + 1, . . . . n, + n, one calculates that 
d(x,~~-2x,+x,+l)+ho(x,)=x,-2u>o. 
Since 
X no+n,+l = X n,+1+ 
and 
X nl+1=x,,+(n,+l)ald~~+x,,+,-x,,<l-x,,, 
one concludes 
Step 4. Define 
X no+n,+l< 1. 
X ?I+1 :=x,+u/d for n=n,+n, + 1, . . . . n,, 
where n2 is determined by the condition 
1 -a/d<x,,+, < 1. 
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Then for n = n, + n, + 1, . . . . n, we obtain 
d(x,~~-2x,+x”+~)+h~(x,)=x,-a>0. 
Step 5. Finally let 
x .=l n . for all n- n2 + 2, . . . . N. 
Then for n = n, + 1, . . . . N we have 
d(x,-~-2x,+x,+~)+hl)(x,)>x,-2a>0. 1 
5. SOLUTION OF THE APPROXIMATE PROBLEM 
Let h, E CSaPP. We will now construct a homotopy h, that deforms ho 
continuously into h, in the set 9&,pP. Denote by a, the unique zero of h, 
and by a, the unique zero of hl. Let 
h(A, x) := 
h,(x)+; da,,xl for 061<a, 
for u,<~<u, 
i-U1 
g(w)+~h,(x) for u,<l<l, 
1 
where g(2, x): [a,, a,] x [IO, l] --f R! is defined by 
g(l, x) := max 
i 
u-42,x-l - ~ 
411 1. 
A calculation shows that 
s 
1 
g(n x)dx=(1-AJ2+(1-A)4>() - ~ 3 for u,<~<u,. 
0 4 32A2 
Then hA := h(A, .) is a homotopy that deforms h,,(x) continuously into 
h,(x) in the set 9&,. Let 
Cl := C(h,, d, N), Cl2 := (h,, d, N), 
~:=((~,X):~EIO,l],XECi.}, 
and 
0 := {(n, X) : ill [O, 11, XEOj.}. 
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By Lemma 7 there exists a constant d3 > d, such that 
sup z&(t) 2; 1; hJs) ds forall (A,x)E%?~~. 
n 
We will now specify the parameters d and N. Let d be any number greater 
than d,. An inspection of the definition of 6 in (13) shows that 6 depends 
continuously on h. One can choose therefore a 6 such that the conclusion 
of Lemma 2 holds for all h,. Then let N be some integer greater than l/6. 
Next, we define 
similarly to Definition 2. First let 
t*:VnO+(O, co) 
be defined by 
t*(l, x) := sup{t : u,(x, hi.; t) < -h,(O)/d}. 
Analogous to (20) one has 
t*(i.x)a$mm~l j-)z,(s)ds)=:M’. 
One can show that t* is continuous just as we did in Section 4. Let T(l., x) 
be defined by 
(T(l, x)), := in- Jx 1 for n=O h .t*(& x))3 2.3 for n = 1, . . . . N. 
Then T is continuous. We will use the following notation. If 
XC [0, l] x RN+’ then let 
be the “slice” of X at A. Furthermore we denote by F,: X, -+ RN+’ the 
restriction of F: X+ RN+ ’ to the slice X,. We will use the following 
general homotopy invariance theorem from index-theory (cf. Cl]). 
THEOREM 2. Let A be a nonempty compact interval, let A be a retract of 
some Banach space, and let U be an open subset of A x A. Suppose F: 0 + A 
is a compact map such that F(1, x) # x for every (2, x) E alJ. Then 
i(F,, U,, A) is well defined and independent of 1 E A. 
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In order to apply this theorem let 
@:[0,1]xRN+1+[0,1]XuP+~ 
be defined by @(I, x) = (1, y), where y = ( yn} fXO is given by 
h,(O) 
h,oX” 
for n=l 
y, := 
X, for n#l. 
Then @ is an homeomorphism. Let U := @-‘(V n 0) and A := Co. Note 
that A is a retract of I?&’ N+ ’ because Co is closed and convex. Define , 
F: u+ A by F(I, x) := @;l(To @(A, x)). 
It follows from Lemmas 2 and 3 that 
T(1, x) E CA n 0, for (A, x)e%?n0. 
In fact, by the same arguments as in the proof of Lemma l(ii), it follows 
that 
T(A, x) E CA n 0, for (1, x)E%?nU. 
Therefore F(o)cA. Since 0 is an open set, U=([O, l]xA)n@-‘(Lo) is 
an open subset of [0, l] x A (in the relative topology). Now one can apply 
Theorem 2 and conclude that i(F,, U1, A) is well defined and independent 
of I E [0, 11. Since QO(x) z x it follows that F,s T,, and U, = Con 0,. 
Therefore U, is convex and one calculates that 
i(F,, U,,, A)= 1 
via the homotopy (1 - r) x0 + TF,, where x0 E Uo. Therefore 
i(F,, U1, A)= 1 
and by the solution property of the index, there exists an XE U, such that 
F,x =x. Therefore @r(x) is a fixed point of T,. As in Section 4 the fixed 
point of T, corresponds to a traveling wave solution. 
6. CONVERGENCE OF APPROXIMATE SOLUTIONS 
Let (hk} be a sequence in gaPP that converges to f in the norm defined 
,,h,, :=sup,h,+:~~Ih(+;(‘)/. 
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We have seen in Section 5 that for every h, ES&, there exists a number 
d3(hk) such that 
li, = d(u,, - 2u, + 1.4, +1) + hk(u,), 
(21) 
u, = P(U”), neZ 
has a traveling wave solution for d> d3(hk). Recall that d3 was defined 
according to Lemma 7 and depended only on 
sup I&l, 
MS) - M )t) 
sup and 
S#t s-t ) s 
; hk(s) ds. 
Therefore there exists a number d* < cc such that (21) has a traveling 
wave solution for all d> d*. Let d be any number greater than d*. Then 
for every k E N there exists a traveling wave solution, say u“, uk, of (21). Let 
xk = {x;}p= -rn E I” be defined by x, .- n k ~~(0). Then there exists an integer 
nk such that 
X;k<;<X,“,,,. 
Let yk = { yi} ,“= --oo be defined by 
Yf: := XLk for neZ. 
In other words the sequence xk is shifted to the sequence yk in order that 
y:,<+y’;. 
An inspection of S(E, h) in Lemma 5, cf. (3), shows that lim sup,, o3 S(&, hk) 
< CO for all E > 0. Therefore the sequence {y”} has a convergent sub- 
sequence in 1 m, i.e., we may assume without loss of generality that 
lim yk=y 
k-m 
for some y~l” with lim y, =0 and lim y, = 1. (22) 
n+ --m n-C.2 
It follows from Lemmas 4 and 7 that 
where rk := t*(xk). 
The first inequality follows from Lemma 4 and for the third note that 
1 =c (4+1 (0) -u,(O)) = c (%(7) - u,(O)) 
n n 
= c 1; C,,(s) ds 
n 
= C,(s) ds 
2 r inf (sup C,(t)). 
o<t<r n 
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Therefore we may assume without loss of generality that 
lim zk = r forsome O<z<co. (23) k-cc 
We will show now that the solution (un} of the initial value problem 
cl(O) = Yn > n E Z. 
is a traveling wave with velocity c = l/z, where t is determined in (23) and 
y is determined in (22). 
First note that 0 <u,(t) < 1 for all n E H and all t 20 because (u,}, 
gn E 0 is a lower solution and {ii,}, U, c 1 is an upper solution of (a,}. 
Therefore {u, f, (u,,}, where u,, E u,, is the unique solution of 
dn=dtu,~1-2u,+u,+l)+ftu,), 
WI = P(hJ, u,(O) = Yn, n e Z. 
(24) 
Because of the continuous dependence of the solution of (24) on its initial 
condition y and on the function f, we conclude that u,(t) is nondecreasing 
and u,(r) = u,, i(0). It remains to be shown that C,(t) > 0 for all n E Z and 
all t E R. We already know that 
zqs) 30 forall jEZandallsE[W. (25) 
Suppose that zi,( t) = 0 for some n E Z and some t E l%. Then ii,(t) exists and 
ii,(t)=d(ti,-,(t)+&+,(t)). (26) 
Using (25) we conclude ii,(t) > 0. Since ii,(t) > 0 would lead to zi,(t - E) < 0 
for sufliciently small E > 0 therefore contradicting (25), we infer fi,( t) = 0. It 
follows then from (25) and (26) that zip,(t)=0 and ~.&+~(t)=0. Bence 
z&(t) = 0 for all n E Z by induction, which implies that the wave {u,} has 
zero speed in contradiction to c = l/r > 0. This completes the proof of 
Theorem 1. 
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