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Pure states of simple C*-algebras with identity are studied. We prove that 
pure states of such algebras have a product decomposition property, and that 
two pure states are unitarily equivalent if and only if they are asymptotically 
equal. 
In [4] Powers studied uniformly hyperfinite (UHF) C*-algebras. 
He proved that factor states of such algebras can be characterized 
by a product decomposition property [4, Theorem 2.51, and he 
found necessary and sufficient conditions that two factor representa- 
tions be quasiequivalent [4, Theorem 2.71. Analogous results are 
also proved in [3]. In the present paper we shall derive the same type 
of results for pure states of simple C*-algebras with identity, thus 
indicating how properties of UHF-algebras may be extended to 
general C*-algebras. 
A C*-algebra U is called a CCR-algebra if every irreducible 
representation of 2X maps L[ into the completely continuous operators. 
If a C*-algebra U has no nonzero CCR ideals, then we call U an 
NGCR-algebra. 
In [2, Lemma 41 Glimm proved that a separable NGCR-algebra 
with identity contains an ascending sequence of approximate matrix 
algebras of order 2, 4 ,..., 2” ,... with certain density properties, and 
we use these approximate matrix algebras to state our results. 
We are grateful to Erling Stsrmer for helpful suggestions. 
1. DEFINITIONS AND SIMPLE CONSEQUENCES 
We use the notation and terminology developed by Glimm in [2]. 
We shall write 0, for the ntuple (O,..., 0) and [M] for the closed 
linear span of M, where M is a subset of a Hilbert space. 
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DEFINITION 1. Let V(a, ,..., a,), a6 E (0, l}, and B(n) be elements 
of a C*-algebra, where n is a positive integer. We call 
an approximate matrix algebra of order 2” if the following axioms 
are satisfied: 
(1) V(u, ,..., a,)* V(b, ,..., b,) = 0 if (al ,..., a,) # (b, ,..., b,). 
(2) V(0,) > 0 and 11 V(u, ,..., a,)11 = 1. 
(3) B(n) > 0 and jl B(n)[l = 1. 
(4) V(a, ,..., a,)* V(a, ,..., a,) B(n) = B(n). 
DEFINITION 2. For each n = 1,2 ,..., let V(u, ,..., a,), ai E (0, l}, 
and B(n) be elements of a C*-algebra U. We call 
{ V(u, ,..., a,) V(b, ,..., b,)*, B(n) : ai , bi E (0, l} and n = 1,2 ,... } 
an approximate sequence of approximate matrix algebras if the following 
properties are satisfied: 
(1) We let E(n) = Ca,,...,a, V(ul ,..., a,) v(a, ,.-., a,)*. For 
each S E U and each E > 0 there exist an n and a linear combination T 
of elements of the form V(a, ,..., a,) V(b, ,..., b,)* such that 
II E(n + l)(S - T) E(n + 1)ll < E. 
(2) If j < k and if (al ,..., aj) # (b, ,..., b,), then 
WI ,..., aj)* V(,b, )...) b,) = 0. 
(3) If k > 2, then V(u, ,..., ak) = V(u, ,..., a& V(OkMl , ak). 
(4) If j < k, then V(a, ,..., ai)* V(u, ,..., uj) V(Okvl , uk) = 
Wk-l , ad. 
(5) V(0,) > 0 and I/ V(a, ,..., a,)// = 1. 
(6) V(u, ,..., a,)* V(a, ,..., a,) B(n) = B(n). 
(7) II B(n)/] = 1 and B(n) > 0. 
The difference between the axioms of Definition 2 and those in 
[2, Lemma 43 is so small that [2, Lemma 51 remains valid for an 
approximate sequence of approximate matrix algebras. This latter 
lemma therefore tells us about the matrix structure for such a 
sequence. The next three lemmas establish some properties of 
approximate sequences of approximate matrix algebras which we 
shall need later. 
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LEMMA 1. Let 
{V(U, ,..., a,) V(b, ,..., b,)*, B(n) : ai, bi E (0, l> and n = 1, 2 ,,.. } 
be an approximate sequence of approximate matrix algebras, and let 
E(n) be de$ned as in Definition 2. Then the following are true: 
(I) /I E(n)lj = 1 and E(n) > Ofor n = 1,2,... . 
(2) J’(a, ,..., a,) W, , . . . . b,)* E(n + 1) 
= Cb=o,l Vu1 ,-.., a, , b) W, ,.-., b, , b)*. 
(3) E(n) E(m) = E(m) E(n) = E(m) when n < m. 
(4) V(a, ,..., a,) V(bl ,..., b,)* and E(p) commute if n < p. 
(5) V(i) V(j)* V(p) V(k)* E(n + I) = Sj,,V(i) V(k)* E(n + 1) 
for all i,j, k, p E (0, 11”. (6,,j = 1 and c!&, = 0 if j + p). 
(6) V(al ,... , a,-,) V(b, ,..., L-d* E(n + 1) 
= [V(a, ,..., a,-, , 0) V(b, ,..., b,-, ,0)* 
+ V(a, ,..., a,-l, 1) WI ,..., Ll, I)*] E(n + 1). 
Proof. (1) Since V(a, ,..., a,,) V(a, ,..., a,)* > 0 for all (ai ,..., a,) E 
(0, l>“, we have E(n) > 0. 
V(b, ,..., b,)* [ V(‘(b, ,... , b,) V@, 7.. ., d*l f+, 7.. ., a,) B(n) = B(n) 
is a consequence of Definition 2, Axiom (6). Since all the V(a, ,..., a,) 
and B(n) have norm one, we get from the Cauchy-Schwarz inequality 
that /I V(b, ,..., b,) V(a, ,..., a,)* 11 = 1 for (al ,..., a,), (b, ,..., b,) E 
(0, l>“. This together with the fact that V(a, ,..., a,)* V(b, ,..., b,) = 0 
if (a, ,..., a,) # (b, ,..., b,), implies that 11 E(n)// = 1. 
(2) In the following we use without comment Definition 2, 
Axioms 2, 3, and 4. 
V(a, ,..., a,) V(b, ,..., b,)* V(c, ,..., c,+d V(c, ,..., c,+J* = 0 
if (bl ,..., b,) # (cl , . . . . 4 
and 
V(u, ,..., a,) I/(& ,..., ha)* V(b, ,..., b, , c,+l) V(b, , . . . . b, , c,+d* 
= V(a, ,..., 4 V(4 ,..., b,)* V(b, ,..., b,) V(O, , c,+J V, 7.. , b, , c,+d* 
= V(u, ,..., 4 v(O, , cn+d W, ,..., b, , c,+d* 
= Vu, >..., a, , c,+& W, ,..., b, , c,+J*. 
From these equalities we can easily prove (2). 
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(3) From (2) we get E(n) E(n + 1) = E(n + 1). Since E(n) is 
selfadjoint for each n, it follows that E(n + 1) E(n) = E(n + 1). 
We suppose k > n and get 
E(n) E(k) = E(n) E(n + 1) a** E(k - 1) E(k) = E(K) 
= I E(K - 1) 1.. E(n + 1) E(n) = E(k) E(n). 
(4) We prove the assertion by induction with respect to the 
difference p - n. We suppose first that p - n = 1. From (2) and 
E(n) = E(n)* it follows that 
We suppose that the assertion is true for p - n = s > 1 and that 
p - R = s + 1. From (2) and (3) we get 
J+l ,*a., %) w,-*-, 4* E(P) = Wl ,***, 4 V(c,,***, 4* E(n + 1) E(p) 
= ,,c, Wl P-*-P a, , b) %l ,--*, 5% ,4* E(P) 
= E(p) c V(u, ,...) II, ) b) V(Cl)...) c, ) b)* 
b=O,l 
= E(p) Q, ,..., a,) V(c, ,..., GJ* E(n + 1) 
= w-4 qn + 1) WI ,... 3 an) V(c, ,..., GJ* 
= E(p) V(u, ,..., a,) V(c, )..., c,)*. 
(5) and (6) are proved in the same way as is [2, Lemma 51. 
By a simple induction argument the next lemma follows from 
Lemma 1. 
LEMMA 2. Let 
(?‘(a, ,..., a,) V(a, ,..., b,J*, B(n) : ui, bi E (0, 1) and n = 1, 2 ,... 1 
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be an approximate sequence of approximate matrix algebra-s in a C*- 
algebra II. For each n we let !& be the *-algebra generated by all 
V(al ,..., a,) V(c, ,..., cm>* such that 0 < m < n and (al ,..., a,), 
(Cl I..., cm) E (0, l>“. 
Then for each x E !& there exist complex numbers ataI, . . . . a,),(c,, . . . . c,) 
such that 
We illustrate the proof by an example. We let 
x = V(1, 1) V(0, o)* V(O,O, 1) V(1, 1, l)*, 
and it follows that 
xE(4) = V( 1, 1) V(0, o>* E(3) E(4) V(0, 0, 1) T/(1, 1) 1>* 
= [W, 1,O) qo, 0, q* + vu, 1, 1) V(O, 0, I)*] 
x V(0, 0, 1) V(1, 1, 1>* E(4) 
= V(1, 1, 1) V(1, 1, 1>* E(4). 
LEMMA 3. 
(V(a, ,..., a,) V(b, ,..., b,)*, B(n) : ai, bi E (0, l> and n = 1,2 ,... } 
and 23, are defined in Lemma 2. 
Then for each y E U we have 
z = E(n + 1) 
x [ (ol.C.a ) v(al “.” 
a,) V(O,)* yV(0,) V(aI ,...,a,)” E(n + 1) E b,’ 
R 1 
where ?BnC is the commutant to 8, in U. 
Proof. In this proof we use without comment the axioms of 
Definition 2 and the results in Lemma 1. We have for j, k E (0, 1)” 
V(j) V(k)* z = E(n + 1) V(j) V(k)* V(k) V(O,)* yV(0,) V(K)* E(n + 1) 
= V(j) V(k)* V(k) V(O,)* E(n + 1)~ V(k) V(k)* E(n + 1) 
= V(j) V(O,)* E(n + 1)~ Y(0,) V(k)* E(n + 1) 
= E(n + 1) V(j) WU*yW4J V(j)* V(j) V(k)* 0 + 1) 
= E(n + 1) V(j) WJ* YVM Vi)* E(n + 1) V(i) V(k)* 
= zV(j) V(k)*. 
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We let XE23n. By Lemma 2 there exist complex numbers u~,~ , 
i, j E (0, l}n, such that 
XE(n+l)= c ai,iV(i) V(j)* E(n + 1). 
i.~qo.l}" 
This implies that 
xz = C ai,jV(i) V(j)* z and xx = c ~zV(i) V(j)*. 
id i,i 
It follows now that XX = XX, and we have x E %R. 
2. Two VARIATIONS OF GLIMM’S LEMMA 
We need two small variations on the fundamental [2, Lemma 41. 
LEMMA 4. Let U be a simple, separable NGCR-algebra with 
identity, and let f be a pure state. Then If contains an approximate 
sequence of approximate matrix algebras such that f (B(n)) = 1 for all n. 
Proof. We let S,, S, ,... be a dense subset of the selfadjoint 
elements in U. We change the proof of [2, Lemma 41 such that 
we in addition get f (B(n)) = 1 f or all n. The induction step in the 
proof need be changed in only two places. 
First, in the seventh line from the top of [2, p. 5771, we let p = f. 
This is possible since f (B(n)) = 1. 
The other change is in lines 11-13 of page 578. There we let 
T = yr and y = xf . This is possible since &B,) is noncompact, 
because U is simple, and since vt(B,) xt = xf (line 10, p. 578). 
From the 13th line from the bottom of page 579 in Glimm’s 
proof it follows that vf(B(n + 1)) xf = q . This implies that 
f(B(n + 1)) = 1. 
We have now found elements V(a, ,..., a,) and B(n) such that 
the axioms (2)-(7) in Definition 2 are satisfied and elements T, E W(n) 
(m(n) is the linear span of elements of the form V(ul,...,an)F’(b,,...,b,)*) 
such that 11 E(n + l)(S, - T,) E(n + 1)11 < l/n. 
We let E > 0 and S E U be arbitrary. There exist selfadjoint 
elements S’ and S” such that S = S’ + is”. We chose k, and k, 
such that ]j S’ - Sk, ]I < e/4, 11 S” - Skg I] < r/4, l/k, < e/4 and 
l/k, < e/4. Since 11 E(n)(l = 1 and E(n) E(m) = E(m) if n < m, it 
follows by an E/6argument that 
II E(P + l)[S - (Tkl + iT,Jl .w + 1)ll < 67 
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where p = max(K r , ks). By Lemma 2 there is a T E m(p) 
such that (Tkl + iTk,) E(p + 1) = TE(p + I). This implies that 
11 E(p + l)(S - T) E(p + l)il < E, and we are done. 
LEMMA 5. Let U be a simple NGCR-algebra with identity. Let 
fi and f2 be two pure states such that fi and fi are not unitary equivalent. 
Let 
{ V(a ,..., a,) V(b, ,..., b,)*, B(n) : ai , bi E (0, 1)) 
be an approximate matrix algebra such that fi(B(n)) = 1. Then there 
exists an approximate matrix algebra 
P’(al ,..., a,+J Wl ,..., b,+d*, B(n + 1) : ai, h E@, 1>> 
such that fi(B(n + 1)) = 1 and f,(E(n + 1)) = 0, where 
E(n + 1) = (a 1 
1.. . ,a,+1 
) WI ,..., a,+,) Wl ,..., a,+d*, 
and such that 
(1) V(a, ,.-, an+J = Vu1 ,..-, a,) Vb , a,+,) 
and 
(2) V(a, ,..., a,)* v(al ,..., 4 W, , a,+J = V, , a,+& 
Proof. The proof is analogous to the proof of the induction 
step in [2, Lemma 41. We make some small changes. 
We let qua and xi respectively be the induced representation and 
induced vector of fi . We let Hi be the Hilbert space on which yi 
acts. The elements D, , D, , B, , B,, , and V, which we mention 
in the following proof, are defined on page 578 in Glimm’s proof, 
and the function fU is defined on page 577. 
First, in the seventh line from the top of page 577 we let /J = fi . 
This is possible since f,(B(n)) = 1. 
In lines 10-18 on page 578 we make the following changes. We 
let v = y1 (line 11). This is possible since vl(B,) x1 = x1 and U 
is simple, hence v,,(B,) is noncompact. We let y = x1 . This is 
possible since yl(B,) xl = x1 , which implies that x1 E Range q,,(B,). 
We define N by 
N = [&q(i)*) x2 : i E (0, I)“], (2.1) 
which is a finite dimensional subspace of Hz . We require in addition 
of C,, and U in the lines 14 and 17 that 
9%(Gw2m = @I (2.2) 
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and that 
v2( U*Kww) c iv* (2.3) 
This is possible by an application of [l, Theorem 2.8.31, since 
dim[f,(D),)N] < dim N < co, and since fi and fi are not unitarily 
equivalent. 
By making these changes in the induction step of Glimm’s proof 
we find an approximate matrix algebra 
such that (1) and (2) are satisfied. It remains to prove that our changes 
imply that fi(B(n + 1)) = 1 and fa(E(n + 1)) = 0. 
By (2.2) we have v,(Q)(N) = {O), and hence r&V)(N) = {O}. 
Since V* = f,(Q) U*fo(Dl), by (2.3) we have I& V*)(N) = (01. From 
the definition of V(0, , 1) and VL+J we get Y~V(% y l)*W) = @I 
and y2( V(O,+,))(N) = (0). (2.2) implies now that 
and 
9J2vvL+l)* WI I***> a,)* x2 = 0 for all (a, ,..., a,) E (0, I}“. 
This implies that y,(E(n + 1)) xs = 0, and hence f2(E(n + 1)) = 0. 
From line 13 from the bottom of page 579 we get y(B(n + 1)) y = y. 
Since we have chosen v = v1 and y = xi, we then get 
vi(B(n + 1)) xi = xi and hence f,(B(n + 1)) = 1. 
We suppose we have two approximate matrix algebras which 
satisfy (1) and (2) in Lemma 5. Then, in the same way as in the 
proof of [2, Lemma 51, we can show the following: mm(n) is the 
set of all finite linear combinations of elements of the form 
qa, ,“a> an) q’(b, ,***, b,)*. For each representation v of U, 
dWn)) lhsngedE(n+l)kfd 
is a 2” x 2n matrix algebra with matrix units 
dVtul t---9 4 vt,‘(bl T*--Y b7J* IhngedEh+~))H~l * 
This justifies Definition 1 of an approximate matrix algebra. 
3. MAIN RESULTS 
We prove in Theorem 1 that pure states of a simple separable 
C*-algebra with identity have a product decomposition property. 
Moreover, we prove in Theorem 2 that two pure states of a simple 
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C*-algebra with identity are unitarily equivalent if and only if they 
are asymptotically equal. The following result is well-known, and 
is stated without proof. 
LEMMA 6. Let U be a simple F-algebra with identity. Then 
either U is an NGCR-algebra OY else U is *-isomorphic with an n x n 
matrix algebra, where n is finite. 
THEOREM I. Let U be a simple separable C*-algebra with identity. 
We suppose that U is not *-isomorphic with any n x n matrix algebra 
such that n is fkite. Let f be a pure state of U. 
Then U contains an approximate sequence of approximate matrix 
algebras 
(W, ,..., a,) WI ,..., hJ*, B(n) :ai,b,~{0,1)“andn=1,2 ,... } 
such that the following are satisfied: 
We let ‘8 be the C*-algebra generated by (V(a, ,..., a,) V(b, ,..., b,)*: 
ai , bi E (0, l} and n = 1, 2 ,... }, and we let m(n) be the set of all &near 
combinations of V(a, ,..., a,) V(b, ,, .., b,)*. Then for each E > 0 and 
each x E 2I, there is an n such that 
I f(v) -f(x) f(Y>l < 6 II Y II for y E %JI(n)C. 
(!UI(n)C is the commutant of 9.X(n) in U.) 
Proof. In this proof we use the axioms of Definition 2 and 
Lemma 1 without comment. 
By Lemma 6 U is an NGCR algebra. We use Lemma 4 and choose 
an approximate sequence of approximate matrix algebras such that 
f (B(n)) = 1 for all 71. 
Since f (B(n)) = 1 and 11 B(n)11 = 1, we have 
kff@w Xf 9 xf> = 1 = II v#W) xf I! * II xf Il. 
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Thus &B(n)) xt is proportional to xr, and so is equal to xr . Since 
E(n) B(n) = B(n), we have 
?4fw) Xf = -9 and f(E(n)) = 1 for n = 1, 2, 3... . (3.1) 
We have now to prove the following assertion: 
f 1% is a pure state .
We prove first that f 1% has a unique extension to U. Suppose then 
that g is a state such that f 1% = g 1% . In the same way as we prove 
#w) xr = xr 2 we prove that 9&E(n)) xg = xg for n = 1, 2,... . 
From this and (3.1) we get 
ft.) = f(W) * JWN and A-1 = &W - JW) for n = 1, 2,... 
(3.2) 
We let S E U and E > 0 be arbitrary and choose n and T E 9l such 
that 11 E(n)(T - S) E(n)11 < E. By (3.2) it follows that 
If(s) -ml = If(T) - g(T) +w - T) - g(S - VI 
= Mf - dbw(~ - T) w4)l < 2. 
Since E > 0 was arbitrary, we have f (S) = g(S). Next we prove that 
f 1% is pure. We suppose f 1% = $(h + g), where h and g are states 
of 9l. We extend h and g to U and call the extensions h’ and g’. Since 
we have just proved that f 1% has a unique extension to U, it follows 
that f = Q(h’ + g’). f is pure, hence f = h’ = g’, and we have 
proved the assertion. 
We let b, be the *-algebra generated by {V(a, ,..., uk) V(b, ,..., bk)*: 
at , b, E (0, l}, K < n}. Since % = Unm_lyrm, it is sufficient to 
prove the theorem for each x E lJ,“=, d, . 
We let x E 9Yn and E > 0 be given. We choose 6 > 0 such that 
m&~nooc1 is an ascending sequence of *-algebras such that 2l = 
G-.4 Korm, and f 1% is a pure state, in particular a factor state. 
We copy the proof of [4, Theorem 2.5(i)-(ii)] and find m > n such 
that 
for all y E 8,” n 9X. (3.3) 
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We let y ~‘ilJl(m)c, and we suppose without loss of generality 
thatjlyll = 1. W e need now the following assertion: 
For each 6 > 0 and each S E U there exist 
kandTE2&suchthatIIT// <IISjl+Sand 
II Jw + l)(S - T) -w + l)ll < 6. 
We choose p and T’ such that 11 E(p + l)(S - T’) E(p + 1)11 < 6. 
We define K = p + 1 and T = E(p + 1) T’E(p + 1). 
II TII = II w + 1) T’-w + l)ll 
G II E(P + l)(S - T’)E(P + l>ll+ II -w + 1) =-f(P + l)l! < 6 + II SII, 
since I/ E(p + l)jl = 1. We get 
II -w + 2w - T) JWJ + 2)ll 
= II WP + wm + 1) WP + 1) - E(P + 1) T’JW + 1)) mJ + 2)ll 
e II E(P + 2)ll * II Jw + 1xs - T’) Jw + l>ll * II w + 311 < 6 
and we have proved the assertion. 
By the assertion we can find k > max(m, n) and x E 23, such that 
IIZII < 1 +a and II w + 1)(x - y) E@ + l)ll ==c Wm. (3.4) 
Since 11 V(a, ,..., a,) V(O,)* 11 = 1, we have by (3.4) 
II V(% ,-*-s Gz) vpwJ* E@ + l)(z - r) E(k + 1) WLZ) V(a, ,.“, %J* II 
< 612” for all (a, ,..., a,) E (0, l}“. (3.5) 
61,?.o ) V(ul ‘*-.’ 
&,) v(o,)* E(k + l)(Y - 4 -qh + 1) WL) V(a, >..*, %a)* 
= (a c .w + l>Y w T..., %?I> wvJ* wm) 
p....LZ,) 
x V(u, ,..., a,)* E(k + 1) - -qk + 1) 
x 
( 
E(m + 1) ( z 
al. . ..a.) 
v(q,...,~J V(O,,J* zV(O,,J V(+..,4* E(m + 1) 
1 
x E(k + 1) 
= E(k + l)y E(m) E(k + 1) - E(R + 1) x’E(k + 1) 
= E(k + I)(y - x’) E(k + I>, 
where z’ is defined by 
2’ = E(m + 1) (a c V(u, )..., a,) v(o,)* zV(0,) V(u, ,...,a,)* E(m + 1) 
p...&) 
(3.6) 
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We add the inequalities in (3.5) and get 
II .fw + I)(Y - z’> Jw + I)11 < 6. 
From (3.4) it follows that 




V(a, ,**-, 4* WI ,..., b,) = 0 if (a, ,-**, %> f (6, ,...,&J, 
we get 
II c V(a, ,-.., a,) v(o,)* zV(0,) V(u, ,...,a,)* < 1 + 6. (a,.....a,) Ii 
By (3.6) this gives 
II z’ II < 1 + 8. (3.8) 
By Lemma 3 we have z’ E !I3 me n 9f. This implies by (3.3) and (3.8) 
that 
I f(=‘) - f(4 f(z’)l -==l s IIz’ II < w + 6). W) 
Since x E !B, , z’ E Zjmtl and k + I > max(k, n), we have by (3.2) 
and (3.7) that 
because 
I fc=‘> - f(XY)l G II x II 6 (3.10) 
I f w > - f(v) I 
= 1 f(xE(k + 1) z’E(h + 1)) - f(xE(k + 1) yE(k + I))1 
< 11 dqh + 1) z’E(k + 1) - Jc-qh + 1) YJq~ + 1)ll G II x II * 8. 
Moreover, we have by (3.2) and (3.7) that 
lf(z’> -f(Y)1 = lf(Jv + W’ - 39 Jw + 1Nl < 6. (3.11) 
(3.9), (3.10), and (3.11) imply 
I f(XY) -f(4f(Y>I =G II x II * 6 + 6 * IfWl + St1 + 6) -c Es 
and we are done. 
THEOREM 2. Let U be a simple C*-algebra with identity. We 
suppose that U is not *-isomorphic with any n x n matrix algebra 
580/22/4-6 
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such that n is finite. Let fi and fi be two pure states of 2l. Then the 
following are equivalent: 
(1) fi and fi are unitarily equivalent. 
(2) There is an approximate matrix algebra 
W4 Vd*, B(l) : al , bl E (0, 11) 
such that 
flW)) = 1 and ll(f1 -a IW( II = 0. 
(3) There is an approximate matrix algebra 
{ V(a, ,..., a,) V(b, ,..., b,)*, B(n) : ai , bi E (0, l}] 
such that 
Mw = 1 and llul -l-z> IgJ)(n)c II < 1. 
%N(n) is the linear span of the elements V(a, ,..., a,) V(b, ,..., b,)*, 
and !lX(ny is the commutant of 93(n) in Il. 
Proof. By Lemma 6, U is a simple NGCR-algebra with identity. 
(1) -+ (2): We suppose fi m fi . We define n = rrfl . If 7r is a one- 
dimensional representation, the theorem is trivially satisfied. We 
suppose that n is at least two-dimensional, that fi(*) = (r(e) x1 , x1), 
that fi(*) = (r(e) x 2, xa), and that x2 = Xx, + px where x1 1 z, 
11 x 11 = 1 and A, TV E C. By [l, Theorem 2.8.31 there exist elements 
Dand UofUsuchthatD >O,IjDlj = l,n(D)xl = xi,z-(D)z = 0, 
U is unitary, and r(U) x1 = z. 
For each E > 0 in (0, 1) we let fE be the function defined by: 
fc(( - co, 1 - .E]) = 0, fJ[l - (c/2), co)) = 1, and fc is linear on 
[l - E, 1 - (c/2)]. We define 
If = fliL4~ - 9 ~fl/2W 
We prove now that filz(l - D) filz(D) = 0. We define g by g(t) = 
fildl - t)fdt)* s ince filz = 0 on [0, i] and sp(D) C [0, 11, it 
follows that g = 0 on sp(D). This implies g(D) = 0. Since 
f&I - D) f&l)) = 0, it follows that V2 = 0. We have 
n-(V) Xl = z and ?T(V/‘*)z = Xl . (13.12) 
We define 
V(1) = vk(v*v), where k(t) = (f&t) t-l)lj2, k(0) = 0, 
W) = fl,z(~*n 
and 
B(l) = fld~*o 
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Next we want to prove that 
{V(i) v(j)*, B(1) : i,jE(O, I>> 
is an approximate matrix algebra. V(l)* V(0) = 0, since ( Y*)2 = 0. 
Moreover, V(O)* V(1) = 0, since V2 = 0. This means that Axiom (1) 
in Definition 1 is satisfied. Axioms (2) and (3) are trivially satisfied. 
Since 
V(l)* V(1) = k(V*V) V*Vk(V*V) =f&‘*V), 
it follows that V(l)* V(1) B( 1) = B(l), becausef,,,f,/, = fill . Since 
fll2fil4 = fila 9 it follows that V(O)* V(0) B(1) = B(l), and Axiom 4 
is satisfied. Thus we have proved that 
{V(i) v(j)*, q 1) : 6 j E {O, l>> 
is an approximate matrix algebra. 
We define G by 
G = U’(0) V(O)* + pV(l) V(O)*. 
From (13.12) we get 
~(W> WV*) Xl = a.fl,,(~* VI”) Xl = *1, 
+‘(I) V(O)*) xl = +‘k(V*V)filz(V*V)) xl = z, 
r( V(0) V(l)*)z = v(f& V*V) k(V*V) V*)z = x1 , 
and hence 
We get 
n(G) x1 = Ax, + pz = x2 . 
and 
Tr(V(O) v(o)*)z = Tr(V(0) v(o)* V(1) v(o)*) x, = 0 
7@(O) V(l)*) Xr = 7r( V(0) V(l)* V(0) v(l)*)x = 0. 
This implies 
We get 
r(G*)(Xx, + P) = (AW) v(O)* + P,‘(O) W)*)(% + 14 
= (I x 12 + 1 p I”) x1 = 1 . Xr = X1 . 
n(G*G) xl = x1. 
We let A E%V(ly. 
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We get 
f&4) = (44 ~2 9 ~2) = (44 43 ~1, n(G) 4 
= f,(G*dG) = f,(AG*G) = f,(A) 
since G and A commute and m(G*G) xi = x1 . 
(2) + (3) is trivial. 
(3) ---f (1): We suppose fi + f2 , and we let 
W(% 7.**, 4 V(b, ,**-, hJ*, B(n) : Q+ , bd E{O, 1)) 
be an approximate matrix algebra such that f,(B(n)) = 1. By 
Lemma 5 we choose an approximate matrix algebra 
such that (1) and (2) in Lemma 5 are satisfied and such that 
fdB(n + 1)) = 1 and f2(E(n + 1)) = 0. f,(B(n + 1)) = 1 implies 
fi(Q + 1)) = 1, since B(n + 1) < E(EZ + 1). In the same way as in 
the proof of Lemma 1, (1) and (4), we get E(n + 1) ~!iR(n)c and 
II E(n + 1)ll = 1. s ince we have I(fi - f2)(E(n + l))] = 1, it follows 
that 
WI -f2) IyJ&)c II z 1. 
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