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MILNOR MONODROMIES AND MIXED HODGE STRUCTURES
FOR NON-ISOLATED HYPERSURFACE SINGULARITIES
TAKAHIRO SAITO
Abstract. We study the Milnor monodromies of non-isolated hypersurface singu-
larities and show that the reduced cohomology groups of the Milnor fibers are con-
centrated in the middle degree for some eigenvalues of the monodromies. As an
application of this result, we give an explicit formula for some parts of their Jordan
normal forms.
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1. Introduction
The Milnor monodromies of complex hypersurface singularities are important sub-
jects in singularity theory. For isolated hypersurface singular points, we have some
algorithms or formulas to compute them. However, for non-isolated singular points,
there still remain some difficulties in computing them explicitly. In this paper, we will
show that even for non-isolated singular points, the generalized eigenspaces of the Mil-
nor monodromies for “good” eigenvalues have some nice properties similar to those for
isolated singular points. By this result, we give an explicit formula for some parts of
the Jordan normal forms of the Milnor monodromies.
Let f(x) ∈ C[x1, . . . , xn] be a polynomial of n(≥ 2) variables with coefficients in C
such that f(0) = 0 and V := f−1(0) ⊂ Cn the hypersurface defined by it. We denote
by Ff,0 the Milnor fiber of f at 0 and by
Φj : H
j(Ff,0;C)
∼−→ Hj(Ff,0;C)
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the j-th Milnor monodromy for j ∈ Z. If the origin 0 ∈ V is an isolated singular
point of V , the Milnor fiber Ff,0 is homotopic to a bouquet of some (n − 1)-spheres
Sn−1 by a celebrated theorem of Milnor [11]. This implies that the reduced cohomology
groups H˜j(Ff,0;C) vanish except for j = n − 1. However, if 0 ∈ V is a non-isolated
singular point, we can not expect to have such a concentration in general. On the other
hand, for a polynomial f non-degenerate at 0, Varchenko [20] described explicitly the
monodromy zeta function
ζf,0(t) :=
∏
j∈Z
det(Id− tΦj)(−1)j ∈ C(t)
in terms of the Newton polyhedron Γ+(f). If 0 ∈ V is an isolated singular point of
V , the (n − 1)-th Milnor monodromy Φn−1 is the only non-trivial one. Therefore, in
this case, we obtain a formula for the characteristic polynomial of Φn−1. However, if
0 ∈ V is a non-isolated singular point, Varchenko’s formula does not tell us any explicit
information about the characteristic polynomial of each Milnor monodromy Φj .
For non-isolated singular points, there is a similar difficulty also for the mixed Hodge
structures of the cohomologies of the Milnor fibers. Recall that each cohomology group
Hj(Ff,0;Q) of Ff,0 is endowed with a mixed Hodge structure (H
j(Ff,0;Q), F
•,W•) de-
fined by Steenbrink [18] in the case where 0 ∈ V is an isolated singular point and by
Navarro [12] and M. Saito [15] in the case where 0 ∈ V is a non-isolated singular point.
For j ∈ Z and an eigenvalue λ ∈ C of the Milnor monodromy Φj , we denote by
Hj(Ff,0;C)λ ⊂ Hj(Ff,0;C)
the generalized eigenspace of Φj for λ. For p, q ∈ Z, we denote by hp,qλ (Hj(Ff,0;C))
the (p, q)-mixed Hodge number for the eigenvalue λ of the j-th cohomology group of
Ff,0 i.e. the dimension of Gr
p
FGr
W
p+qH
j(Ff,0;C)λ. For λ ∈ C, we define a polynomial
Eλ(Ff,0; u, v) ∈ Z[u, v] with coefficients in Z by
Eλ(Ff,0; u, v) :=
∑
p,q∈Z
∑
j∈Z
(−1)jhp,qλ (Hj(Ff,0;C))upvq.
By using a description of the Motivic Milnor fiber of f at 0 (see Theorem 3.3), we can
describe Eλ(Ff,0; u, v) explicitly in terms of certain polynomials defined by the Newton
polyhedron Γ+(f) (see Corollary 3.10). Moreover, if 0 ∈ V is an isolated singular
point of V , as in the previous discussion about Varchenko’s formula, we can describe
hp,qλ (H
n−1(Ff,0;C)) by our formula. In particular, we obtain an explicit formula for the
Jordan normal form of Φn−1 (see Matsui-Takeuchi [10]). On the other hand, if 0 ∈ V is
a non-isolated singular point, the formula for Eλ(Ff,0; u, v) does not tell us any explicit
information about each mixed Hodge number hp,qλ (H
j(Ff,0;C)).
In this paper, we follow an idea of Takeuchi-Tibar [19] for monodromies at infinity
and overcome the above-mentioned difficulties by introducing a finite subset Rf ⊂ C of
“bad” eigenvalues of the Milnor monodromies (see Definition 3.12) as follows.
Theorem 1.1 (see Theorem 4.1). Assume that f is non-degenerate at 0. Then, for
any λ /∈ Rf we have a concentration:
H˜j(Ff,0;C)λ ≃ 0 (j 6= n− 1).
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Note that a more general but less explicit concentration result was given in [3, Corol-
lary 6.1.7]. By this theorem and Varchenko’s formula, we can compute the multiplicities
of eigenvalues λ /∈ Rf in Φn−1 as follows.
Corollary 1.2. (see Corollary 4.2) In the situation of Theorem 1.1, for any λ /∈ Rf
the multiplicity of the eigenvalue λ in the Milnor monodromy Φn−1 is equal to that of
the factor (1− λt) in a rational function∏
∅6=I⊂{1,...,n}
kI∏
i=1
(1− tdI,i)(−1)n−|I|VolZ(ΓI,i).
For the definitions of kI, ΓI,i, dI,i and VolZ(ΓI,i), see Section 2.
Moreover, for such λ we obtain the mixed Hodge numbers hp,qλ (H
n−1(Ff,0;C)) by our
formula for Eλ(Ff,0; u, v).
If 0 ∈ V is an isolated singular point, the filtration on Hn−1(Ff,0;C)λ induced by the
weight filtration coincides with the monodromy filtration of Φn−1. This implies that the
Jordan normal form of Φn−1 for an eigenvalue λ can be described by the mixed Hodge
numbers hp,qλ (H
n−1(Ff,0;C)). On the other hand, to the best of our knowledge, if 0 ∈ V
is a non-isolated singular point of V , the geometric meaning of the weight filtrations on
Hj(Ff,0;C)λ is not fully understood yet. For this problem, we obtain the following.
Theorem 1.3 (see Theorem 4.6). In the situation of Theorem 1.1, for λ /∈ Rf the
filtration on Hn−1(Ff,0;C)λ induced by the weight filtration on Hn−1(Ff,0;Q) coincides
with the monodromy filtration of Φn−1 centered at n− 1.
We denote by Jk,λ the number of the Jordan blocks with size k for an eigenvalue
λ in the Jordan normal form of the Milnor monodromy Φn−1. Combining the above
theorem with our description of hp,qλ (H
n−1(Ff,0;C)), for any eigenvalue λ /∈ Rf we can
describe it by using the Newton polyhedron Γ+(f) as follows.
Corollary 1.4 (see Corollary 5.1). In the situation of Theorems 1.1 and 1.3, for λ /∈ Rf
we have ∑
0≤k≤n−1
Jn−k,λuk+2 =
∑
F≺Γ+(f) : admissible
udimF+2l∗λ(∆F , ν; 1) · l˜P (Sν ,∆F ; u2),
where in the sum Σ of the right hand side the face F ranges through the admissible
compact ones of Γ+(f) (see Definition 3.11). For the definition of the polynomials
l∗λ(∆F , ν; u) and l˜P (Sν ,∆F ; u), see Section 3.2.
We also apply our results to obtain a formula for the Hodge spectrum of the Milnor
fiber Ff,0 (see Corollary 5.3).
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2. Milnor fibration
Let f(x) ∈ C[x1, . . . , xn] be a non-constant polynomial of n variables with coefficients
in C such that f(0) = 0. For a natural number m ≥ 1 and a positive real number r > 0,
we denote by B(0, r) the open ball in Cm centered at the origin 0 with radius r. Set
B(0, r)∗ := B(0, r) \ {0}.
Theorem 2.1 (Milnor [11]). Fix a sufficiently small ǫ > 0. Then for a sufficiently
small (ǫ≫)η > 0 the restriction of f : Cn −→ C
f : B(0, ǫ) ∩ f−1(B(0, η)∗) −→ B(0, η)∗
is a locally trivial fibration. Moreover, if the origin 0 ∈ Cn is an isolated singular point
of V := f−1(0) ⊂ Cn, its fiber is homotopy equivalent to a bouquet (wedge sum) of some
(n− 1)-dimensional spheres.
This locally trivial fibration does not depend on the choices of sufficiently small ǫ
and δ up to diffeomorphism (see section 1.2 of [13]) and is called the Milnor fibration
of f at 0, and its general fiber Ff,0 is called the Milnor fiber of f at 0. By the above
theorem, if 0 is an isolated singular point of V , it follows that the reduced cohomology
group H˜j(Ff,0;C) vanishes for j 6= n − 1. We get an action of the fundamental group
π1(B(0, η)
∗) on Hj(Ff,0;C), and thus can define an automorphism
Φj : H
j(Ff,0;C)
∼−→ Hj(Ff,0;C)
for each j ∈ Z. We call it the j-th Milnor monodromy of f at 0. It is well-known that
Φj is a quasi-unipotent linear operator for any j ∈ Z. For λ ∈ C and j ∈ Z denote
by Hj(Ff,0;C)λ the generalized eigenspace of Φj for the eigenvalue λ. Let Φj,λ be the
restriction of Φj to H
j(Ff,0;C)λ. To study the eigenvalues of the Milnor monodromies
Φj and their multiplicities, we introduce the following rational function.
Definition 2.2. In the situation as above, we define the monodromy zeta function
ζf,0(t) ∈ C(t) of f at 0 by
ζf,0(t) :=
∏
j∈Z
det(Id− tΦj)(−1)j ∈ C(t),
where Id is the identity map of Hj(Ff,0;C) to itself.
Since Φj are automorphisms, the polynomials det(Id− tΦj) determine the character-
istic polynomials of Φj . To introduce a formula for the monodromy zeta functions of
Varchenko [20], we prepare some notions.
Definition 2.3. Let f(x) =
∑
α∈Zn aαx
α ∈ C[x±1 , . . . , x±n ] be a Laurent polynomial
with coefficients in C. Then the Newton polytope NP(f) ⊂ Rn of f is the convex hull
of the set supp(f) := {α ∈ Zn | aα 6= 0} ⊂ Rn in Rn.
Definition 2.4. Let f(x) =
∑
α∈Zn≥0 aαx
α ∈ C[x1, . . . , xn] be a polynomial with coeffi-
cients in C such that f(0) = 0.
(1) The Newton polyhedron Γ+(f) ⊂ Rn of f at the origin 0 ∈ Cn is the convex hull
of
⋃
α∈supp(f){α + Rn≥0} ⊂ Rn in Rn.
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(2) The Newton boundary Γf ⊂ Γ+(f) of f is the union of the compact faces of
Γ+(f).
(3) We say that the polynomial f is convenient if Γ+(f) intersects the positive part
of each coordinate axis of Rn.
For a Laurent polynomial f(x) =
∑
α∈Zn aαx
α and a polytope F in Rn, we set
fF (x) :=
∑
α∈F aαx
α.
Definition 2.5. Let f(x) ∈ C[x±1 , . . . , x±n ] be a Laurent polynomial with coefficients
in C. We say that f is non-degenerate if for any face F of NP(f) the hypersurface
{x ∈ (C∗)n | fF (x) = 0} in (C∗)n is smooth and reduced.
Definition 2.6. Let f(x) ∈ C[x1, . . . , xn] be a non-constant polynomial with coeffi-
cients in C such that f(0) = 0. Then we say that f is non-degenerate at 0 if for any
compact face F of Γ+(f) the hypersurface {x ∈ (C∗)n | fF (x) = 0} in (C∗)n is smooth
and reduced.
Let F be a lattice polytope in Rn (i.e. its vertices are in Zn). We denote by LF
(resp. Aff F ) the minimal linear (resp. affine) subspace of Rn which contains F and
set MF := LF ∩ Zn. Note that MF is a lattice (i.e. a finite rank free Z-module) and
we have MF ⊗Z R ≃ LF . Assume that dimF < n and 0 /∈ Aff F . In this case there
exists a unique primitive vector vF in the dual lattice M
∗
F of MF which takes a positive
constant value on Aff F .
Definition 2.7. We define the lattice distance dF ∈ Z≥1 of F from the origin 0 ∈ LF
to be the value of vF on Aff F .
Let f(x) ∈ C[x1, . . . , xn] be a non-constant polynomial with coefficients in C such
that f(0) = 0. For a subset I ⊂ {1, . . . , n}, set
RI := {(x1, . . . , xn) ∈ Rn | xi = 0 (i /∈ I)} ≃ R|I|,
and let ΓI,1, . . . ,ΓI,kI be the (|I| − 1)-dimensional compact faces of RI ∩ Γ+(f). For
1 ≤ i ≤ kI , we define an integer dI,i ∈ Z>0 to be the lattice distance of ΓI,i from the
origin 0 ∈ RI . Let VolZ(ΓI,i) ∈ Z>0 be the (|I| − 1)-dimensional normalized volume of
ΓI,i. Then we have the following.
Theorem 2.8 (Varchenko [20]). Assume that f is non-degenerate at 0. Then we have
ζf,0(t) =
∏
∅6=I⊂{1,...,n}
kI∏
i=1
(1− tdI,i)(−1)|I|−1VolZ(ΓI,i). (1)
The monodromy zeta function ζf,0(t) being an alternating product of the polynomials
det(Id− tΦj), we can not compute the eigenvalues of each Milnor monodromy Φj and
their multiplicities by Varchenko’s formula in general. Recall that if 0 ∈ V is an isolated
singular point of V we have Hj(Ff,0;C) = 0 for j 6= 0, n− 1 and det(Id− tΦ0) = 1− t
(here we assumed n ≥ 2). In this case we thus obtain
ζf,0(t) = (1− t) · det(Id− tΦn−1)(−1)n−1
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and can compute the eigenvalues of Φn−1 and their multiplicities by Varchenko’s for-
mula. Let us recall a well-known condition for the origin 0 ∈ V to be an isolated
singular point.
Proposition 2.9. If f is convenient and non-degenerate at 0, then the origin 0 is a
smooth or an isolated singular point of V .
Therefore, if f is convenient and non-degenerate at 0, we can describe the eigenval-
ues of the Milnor monodromy Φn−1 and their multiplicities by the Newton polyhedron
Γ+(f). In Section 4, we will show that even if f is not convenient, we can compute the
multiplicities of some “good” eigenvalues of Φn−1 by Varchenko’s formula (see Corol-
lary 4.2).
Recall that the cohomology group Hj(Ff,0;Q) of the Milnor fiber Ff,0 is endowed
with a mixed Hodge structure (Hj(Ff,0;Q), F
•,W•) defined by Steenbrink [18] in the
case where 0 ∈ V is isolated singular point, by Navarro [12] and M.Saito [15] in the case
where 0 ∈ V is a non-isolated singular point. To introduce a property of the weight
filtration W•, we recall the following notion.
Definition 2.10. Let r ∈ Z≥1 and N be a nilpotent endomorphism of a finite dimen-
sional C-vector space H such that N r+1 = 0. Then, there exists an increasing filtration
{Wk}k∈Z on H , which is uniquely determined by the following conditions:
(1) W−1 = {0} and W2r = H ,
(2) N(Wk) ⊂Wk−2 and
(3) Nk : Wr+k/Wr+k−1
∼−→Wr−k/Wr−k−1 for 0 ≤ k ≤ r.
We call it the monodromy filtration of N centered at r.
Note that the number of Jordan blocks (for the eigenvalue 0) with size k ∈ Z≥1 in
the Jordan normal form of N is equal to
dimWr+1−k/Wr−k − dimWr−1−k/Wr−2−k.
We decompose the (n−1)-th Milnor monodromy Φn−1 into the semisimple part Φsn−1 and
the unipotent part Φun−1 as Φn−1 = Φ
s
n−1Φ
u
n−1. If 0 ∈ V is an isolated singular point, the
filtration on Hn−1(Ff,0;C)λ induced by the weight filtration is the monodromy filtration
of the logarithm log Φun−1 of Φ
u
n−1 centered at n − 1 (resp. n) for λ 6= 1 (resp. λ = 1)
(see [18]). Therefore, we can recover the Jordan normal form of Φn−1 for the eigenvalue
λ from the dimensions of the graded pieces GrWk H
n−1(Ff,0;C)λ. On the other hand, if
0 ∈ V is a non-isolated singular point, we can not expect such a relationship between
the weight filtration W• and the Milnor monodromy. In Section 4, we will show that
even if f is not convenient (so 0 ∈ V may be a non-isolated singular point) for a
“good” eigenvalue λ the filtration on Hn−1(Ff,0;C)λ induced by W• coincides with the
monodromy filtration (see Theorem 4.6).
Finally, we describe the cohomology groups of the Milnor fibers and their mixed
Hodge structures in terms of the nearby cycle functors. For details, see [3], [5], [6] and
[15]. For a field K, we denote by KCn the constant sheaf on C
n with stalk K and by
ψf(KCn) the nearby cycle sheaf of f . Recall that ψf (KCn) is an object of the derived
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category of constructible sheaves Dbc (V ) on V = f
−1(0). Then, for any j ∈ Z there
exists an isomorphism
Hj(ψf (KCn)0) ≃ Hj(Ff,0;C)
(see e.g. Proposition 4.2.2 of [3]). Moreover, there exists an automorphism of the com-
plex ψf (KCn), called the monodromy automorphism. The automorphism onH
j(ψf (KCn)0) ≃
Hj(Ff,0;K) induced by it coincides with the Milnor monodromy Φj . For a complex
number λ ∈ C, we denote by ψf,λ(CCn) the λ-part of ψf(CCn) with respect to the
monodromy automorphism. Then the j-th cohomology Hj(ψf,λ(CCn)0) is isomorphic
to the generalized eigenspace Hj(Ff,0;C)λ of Φj for the eigenvalue λ. Recall that the
complexes
KCn [n] ∈ Dbc (Cn)
and
pψf (KCn [n]) := ψf(KCn [n− 1]) ∈ Dbc (V )
are objects of the Abelian categories of perverse sheaves Perv(Cn) ⊂ Dbc (Cn) and
Perv(V ) ⊂ Dbc (V ) respectively. Moreover, QCn [n] and pψf (QCn [n]) are the underly-
ing perverse sheaves of the mixed Hodge modules QHCn [n] and ψ
H
f (Q
H
Cn [n]) respectively.
Let j∗0ψ
H
f (Q
H
Cn) be the pull-back of the mixed Hodge module ψ
H
f (Q
H
Cn) ∈ DbMHM(V ) by
the inclusion j0 : {0} −֒→ V . This is an object of the derived category of mixed Hodge
modules DbMHM({0}) (which is equivalent to the derived category of polarizable mixed
Hodge structures), and its underlying complex is pψf(QCn [n])0(= j
−1
0 (
pψf (QCn [n]))).
This implies that the cohomology groups of pψf (QCn [n])0 have mixed Hodge struc-
tures. Thus we can endow Hj(Ff,0;Q) with a mixed Hodge structure for each j ∈ Z.
Note that in the case where 0 ∈ V is an isolated singular point, the mixed Hodge
structure of Hn−1(Ff,0;Q) was defined by Steenbrink [18] more elementarily.
3. Motivic Milnor fibers
3.1. Motivic Milnor fibers. Let µm = {x ∈ C | xm = 1} be the cyclic group of
order m ∈ Z≥1. Let µˆ = lim←−m µm be the projective limit with respect to the morphisms
µmd −→ µm (x 7→ xd). Let K µˆ0 (VarC) be the Abelian group generated by the symbols
[X 	 µˆ] for algebraic varieties X over C with a good µˆ-action (i.e. a µˆ-action induced
by a good µm-action for some m ∈ Z≥1), and divided by some relations (see [2]). For
[X 	 µˆ] and [X ′ 	 µˆ] in K µˆ0 (VarC) we can endow the product X ×X ′ with a good µˆ
action and define their multiplication [X 	 µˆ] · [X ′ 	 µˆ] by [X ×X ′ 	 µˆ]. In this way,
we can endow K µˆ0 (VarC) with a ring structure and call it the monodromic Grothendieck
ring. Set L := [C 	 µˆ] ∈ K µˆ0 (VarC), where C 	 µˆ is the affine line with the trivial µˆ-
action. We denote by MµˆC the localization of the ring K µˆ0 (VarC) obtained by inverting
L. For a non-constant polynomial f(x) ∈ C[x1, . . . , xn] such that f(0) = 0, Denef-
Loeser [2] defined the motivic Milnor fiber Sf,0 of f as an object in MµˆC by using the
theory of arc spaces. It is an “incarnation of the Milnor fiber of f at 0” in the ringMµˆC
as we shall see in Theorem 3.1 below. Let X be an algebraic variety with a good µm-
action for some m ∈ Z≥1. The generator of µm defines an automorphism l : X ∼−→ X of
X such that lm is the identity map. Each cohomology group Hjc (X ;Q) with compact
8 TAKAHIRO SAITO
support is endowed with Deligne’s mixed Hodge structure (Hjc (X ;Q), F
•,W•) with an
automorphism
(l∗)−1 : Hjc (X ;Q)
∼−→ Hjc (X ;Q). (2)
For λ ∈ C, we denote by
Hjc (X ;C)λ ⊂ Hjc (X ;C)
the generalized eigenspace of the automorphism for the eigenvalue λ. Moreover, for
p, q ∈ Z and λ ∈ Cwe define hp,qλ (Hjc (X ;C)) ∈ Z≥0 to be the dimension of GrpFGrWp+qHjc (X ;C)λ.
Then for λ ∈ C we can define a ring homomorphism Eλ( · ; u, v) of MµˆC to the polyno-
mial ring Z[u, v] which sends [X 	 µˆ] ∈MµˆC to the polynomial
Eλ([X 	 µˆ]; u, v) :=
∑
p,q∈Z
∑
j∈Z
(−1)jhp,qλ (Hjc (X ;C))upvq ∈ Z[u, v].
For an element
∑
i[Xi 	 µˆ] ∈ MµˆC and λ ∈ C we call the polynomial
∑
iEλ([Xi 	
µˆ]; u, v) the Hodge realization for λ of
∑
i[Xi 	 µˆ]. For λ ∈ C we denote by Eλ(Ff,0; u, v)
the equivariant Hodge-Deligne polynomial for the eigenvalue λ of the mixed Hodge
structures of the cohomology groups of the Milnor fiber Ff,0 with the automorphisms
Φj , i.e.
Eλ(Ff,0; u, v) :=
∑
p,q∈Z
∑
j∈Z
(−1)jhp,qλ (Hj(Ff,0;C))upvq ∈ Z[u, v],
where hp,qλ (H
j(Ff,0;C)) is the dimension of Gr
p
FGr
W
p+qH
j(Ff,0;C)λ. Then we have the
following theorem of Denef-Loeser [2].
Theorem 3.1 (Denef-Loeser [2]). For any λ ∈ C we have
Eλ(Sf,0; u, v) = Eλ(Ff,0; u, v).
Originally, Sf,0 is defined abstractly in [2] by using the theory of arc spaces. How-
ever, by using a log resolution of the pair (Cn, f−1(0)), we can describe Sf,0 explicitly as
follows. Let Y be a smooth algebraic variety over C and π : Y −→ Cn be a proper mor-
phism such that π−1(V ) is a normal crossing divisor of Y and π induces an isomorphism
Y \ π−1(V ) ∼−→ Cn \ V . Let
π−1(V ) = E1 ∪ · · · ∪ Em
be the irreducible decomposition of π−1(V ). We denote by mi the order of zeros along
Ei of f ◦ π. For a subset I ⊂ {1, . . . , m}, we define
EI := ∩i∈IEi, E◦I := EI \ ∪i/∈IEi
and mI := gcdi∈I(mi). Moreover, we define a covering E˜◦I of E
◦
I in the following way.
For a point in E◦I , we take a Zariski open neighborhood U of it in Y on which for
any i ∈ I there exists a regular function hi such that Ei ∩ U = {hi = 0}. We have
f ◦ π = f1fmI2 on U , where we set f1 = (f ◦ π)
∏
i∈I h
−mi
i and f2 =
∏
i∈I h
mi/mI
i . Note
that f1 is a unit on U . Then, we have a covering of E
◦
I ∩ U defined by
{(z, y) ∈ C× (E◦I ∩ U) | zmI = f−11 (y)}. (3)
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Consider an open covering of E◦I by such affine open sets E
◦
I ∩ U . Then by gluing
together the varieties (3) in an obvious way, we obtain an mI-fold covering E˜◦I of E
◦
I .
Moreover by the multiplication of exp(2π
√−1/mI) ∈ C to the z-coordinate of (3), we
can endow E˜◦I with a µmI -action (and also a µˆ-action induced by it). We denote by E˜
◦
I,0
the base change of E˜◦I −→ E◦I by π−1(0) ∩ E◦I −֒→ E◦I . Then we obtain the following
expression of Sf,0.
Proposition 3.2 (Denef-Loeser [2]). In the situation as above, we have
Sf,0 =
∑
∅6=I⊂{1,...,m}
(1− L)|I|−1[E˜◦I,0] (4)
in MµˆC.
We denote by Σ0 the dual fan of Γ+(f) in R
n. Let Σ be a smooth subdivision of Σ0,
and denote by XΣ the toric variety associated with it. We denote by Σ1 the fan which
consists of all the faces of Rn≥0. Note that the toric variety associated with it is C
n.
Then, the morphism of fans Σ −→ Σ1 induces a morphism of toric varieties
π : XΣ −→ Cn.
If f is non-degenerate at 0, we can take π : XΣ −→ Cn as a log resolution of (Cn, V ) (In
fact, π−1(V ) is normal crossing only in a neighborhood of π−1(0) in XΣ. Nevertheless,
we can apply Proposition 3.2.). Moreover by calculating the right hand side of (4), we
can describe the motivic Milnor fiber Sf,0 explicitly in terms of the Newton boundary
Γf as follows (see Matsui-Takeuchi [10, Section 4]). Assume that f(x) =
∑
α∈Zn≥0 aαx
α
(aα ∈ C) is non-degenerate at 0. For a compact face F of Γ+(f), we define a lattice
polytope ∆F ⊂ Rn by ∆F := Conv(F ∪ {0}). Moreover, we define a polynomial f˜∆F to
be f∆F − 1. Then we define a hypersurface Z◦F in SpecC[Zn ∩ Aff F ] ≃ (C∗)dimF by
Z◦F = {x ∈ SpecC[Zn ∩ Aff F ] | fF (x) = 0} ⊂ (C∗)dimF ,
and a hypersurface Z◦∆F in SpecC[Z
n ∩ Aff ∆F ] ≃ (C∗)dimF+1 by
Z◦∆F = {x ∈ SpecC[Zn ∩Aff ∆F ] | f˜∆F (x) = 0} ⊂ (C∗)dimF+1.
We endow Z◦F with the trivial µˆ-action, and Z
◦
∆F
with a good µˆ-action in the following
way. Let νF be the linear function on Aff ∆F ≃ RdimF+1 which takes the value 1 on
F and eF ∈ (C∗)dimF+1 ≃ SpecC[Zn ∩Aff ∆F ] ≃ Homgroup(Zn ∩ Aff(∆F ),C∗) be the
element which corresponds to the group homomorphism
exp
(
2
√−1νF (·)
) ∈ Homgroup(Zn ∩ Aff(∆F ),C∗).
Then Z◦∆F is invariant by the multiplication by eF and hence we can endow Z
◦
∆F
with
a µdF -action. We thus obtain the elements [Z
◦
F 	 µˆ] and [Z
◦
∆F
	 µˆ] in MµˆC for any
compact face F ≺ Γ+(f). For a compact face F of Γ+(f) we define also a subset
IF ⊂ {1, . . . , n} to be the minimal one such that F ⊂ RIF , and set sF = |IF |. Then we
have the following theorem.
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Theorem 3.3 (see Matsui-Takeuchi [10]). Assume that f is non-degenerate at 0. Then
we have
Sf,0 =
∑
F≺Γ+(f) : compact
(1− L)sF−dimF−1
{
(1− L) · [Z◦F 	 µˆ] + [Z◦∆F 	 µˆ]
}
∈MµˆC,
where in the sum Σ the face F ( 6= ∅) ranges through the compact ones of Γ+(f).
This theorem was proved only in the case where f is convenient in [10]. However, we
can show it even if f is not convenient similarly.
3.2. Katz and Stapledon’s polynomials. In this subsection, we introduce some
polynomials defined by Katz-Stapledon [7], [8] and Stapledon [17]. Let P ⊂ Rn be a
polytope in Rn. If a subset F ⊂ P is a face of P (possibly F = P or F = ∅), we
write F ≺ P . For a pair of faces F ≺ F ′ of P , we define [F, F ′] to be the face poset
{F ′′ ≺ P | F ≺ F ′′ ≺ F ′}, and [F, F ′]∗ to be its opposite poset.
Definition 3.4. Let F ≺ F ′ be a pair of faces of P . We define one-variable poly-
nomials g([F, F ′]; t) and g([F, F ′]∗; t) with coefficients in Z of degree strictly less than
(dimF ′ − dimF )/2 by the following inductive way. If F = F ′, we set g([F, F ′]; t) = 1
and g([F, F ′]∗; t) = 1. If F 
/
F ′, we define them by
tdimF
′−dimF g([F, F ′]; t−1) =
∑
F ′′∈[F,F ′]
(t− 1)dimF ′−dimF ′′g([F, F ′′]; t) and
tdimF
′−dimF g([F, F ′]∗; t−1) =
∑
F ′′∈[F,F ′]∗
(t− 1)dimF ′′−dimF g([F ′′, F ′]∗; t).
Let P be a lattice polytope in Rn (i.e. all the vertices of P are in Zn) and ν a convex
R-valued function on P which is piecewise Q-affine with respect to a lattice polyhedral
subdivision of P . Let Sν be the coarsest such polyhedral subdivision. A (possibly
empty) polytope F ⊂ P in Sν is called a cell. For a cell F ∈ Sν , let lkSν (F ) be the set
of all cells in Sν containing F , and we call it the link of F . Moreover, we denote by
σ(F ) the smallest face of P containing F .
Definition 3.5. For a (possibly empty) cell F ∈ Sν , the h-polynomial h(lkS(F ); t) of
the link lkSν (F ) is defined by
tdimP−dimFh(lkSν (F ); t
−1) =
∑
F ′∈lkSν (F )
g([F, F ′]; t)(t− 1)dimP−dimF ′.
The local h-polynomial lP (Sν , F ; t) of F in Sν is defined by
lP (Sν , F ; t) =
∑
σ(F )≺Q≺P
(−1)dimP−dimQh(lkSν |Q(F ); t)g([Q,P ]∗; t).
Note that if Sν is the trivial subdivision of P (i.e. Sν consists of all the faces of P ),
we have h(lkSν(Q); t) = g([Q,P ]; t) and lP (Sν , Q; t) = 0 for a face Q of P . For λ ∈ C,
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m ∈ Z≥0 and v ∈ mP ∩ Zn, we set
wλ(v) =
 1 (exp(2π
√−1 ·mν( v
m
)) = λ)
0 (otherwise).
For m ∈ Z, we define an integer fλ(P, ν;m) ∈ Z by
fλ(P, ν;m) :=
∑
v∈mP∩Zn
wλ(v).
Then fλ(P, ν;m) is a polynomial in m whose degree is less than or equal to dimP .
Definition 3.6. (i) If P 6= ∅, we define the λ-weighted h∗-polynomial h∗λ(P, ν; u) ∈
Z[u] by
h∗λ(P, ν; u) = (1− u)dimP+1
∑
m≥0
fλ(P, ν;m)u
m.
We set h∗1(∅, ν; u) = 1 and h∗λ(∅, ν; u) = 0 for λ 6= 1.
(ii) If P 6= ∅, we define the λ-local weighted h∗-polynomial l∗λ(P, ν; u) ∈ Z[u] by
l∗λ(P, ν; u) =
∑
Q≺P
(−1)dimP−dimQh∗λ(Q, ν|Q; u) · g([Q,P ]∗; u).
We set l∗1(∅, ν; u) = 1 and l∗λ(∅, ν; u) = 0 for λ 6= 1.
(iii) We define the λ-weighted limit mixed h∗-polynomial h∗λ(P, ν; u, v) ∈ Z[u, v] by
h∗λ(P, ν; u, v) :=
∑
F∈Sν
vdimF+1l∗λ(F, ν|F ; uv−1) · h(lkSν(F ); uv).
(iv) We define the λ-local weighted limit mixed h∗-polynomial l∗λ(P, ν; u, v) ∈ Z[u, v]
by
l∗λ(P, ν; u, v) :=
∑
F∈Sν
vdimF+1l∗λ(P, ν|F ; uv−1) · lP (Sν , F ; uv).
(v) We define the λ-weighted refined limit mixed h∗-polynomial h∗λ(P, ν; u, v, w) ∈
Z[u, v, w] by
h∗λ(P, ν; u, v, w) :=
∑
Q≺P
wdimQ+1l∗λ(Q, ν|Q; u, v) · g([Q,P ]; uvw2).
We introduce some properties of these polynomials.
Proposition 3.7 (see Theorem 4.21 of Stapledon [17]). In the situation as above, the
following holds.
(i) We have
l∗λ(P, ν; u, 1) = l
∗
λ(P, ν; u),
h∗λ(P, ν; u, 1) = h
∗
λ(P, ν; u) and
h∗λ(P, ν; u, v, 1) = h
∗
λ(P, ν; u, v).
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(ii) We have
l∗λ(P, ν; u, v) = l
∗
λ
(P, ν; v, u) = (uv)dimP+1l∗λ(P, ν; v
−1, u−1) and
h∗λ(P, ν; u, v, w) = h
∗
λ
(P, ν; v, u, w) = h∗λ(P, ν; v
−1, u−1, uvw).
(iii) We have
h∗λ(P, ν; u, v) =
∑
F∈Sν
σ(F )=P
h∗λ(F, ν|F ; u, v)(uv − 1)dimP−dimF .
For the practical computation of the h∗-polynomials, the following example is useful.
Example 3.8 (Example 4.23 of Stapledon [17]). Assume that P is an n-dimensional
simplex in Rn and ν is a Q-affine function on it. For a face (∅ 6=)Q ≺ P , we denote by
CQ ⊂ Rn×R the rational polyhedral cone in Rn×R generated by the vectors {(v, 1)}v∈Q.
For the empty face Q = ∅, we set CQ = {0} ⊂ Rn×R. Let v0, . . . , vn ∈ P ×{1} be the
ray generators of edges of CP . We define a finite subset Box in Z
n × Z by
Box := {v ∈ CP ∩ (Zn × Z) | v =
n∑
i=0
aivi, 0 ≤ ai < 1}.
We denote by pr : Rn × R −→ R the projection. Then we have
h∗(P, ν; u, v, w) =
∑
Q≺P
∑
v∈Box∩rel·int (CQ)
wλ(v)u
pr(v)vdimQ+1−pr(v)wdimQ+1 and
l∗(P, ν; u, v) =
∑
v∈Box∩rel·int (CP )
wλ(v)u
pr(v)vdimP+1−pr(v).
3.3. The Hodge realizations of the motivic Milnor fibers. Next, we discuss
the Hodge realization of Sf,0. We recall the proposition stated below for the Hodge
realizations of non-degenerate hypersurfaces in the algebraic torus (C∗)n. Let g(x) =∑
β∈Zn cβx
β ∈ C[x±1 , . . . , x±n ] be a non-degenerate Laurent polynomial (see Definition 2.5)
with dimNP(g) = n, and ν a Q-affine function on P := NP(g) such that ν(β) ∈ Z if
cβ 6= 0. The multiplication by the element in (C∗)n which correspond to the group
homomorphism
exp(2π
√−1ν( · )) ∈ Homgroup(Zn,C∗)
defines a µˆ-action on the hypersurface
Z◦ := {x ∈ (C∗)n | g(x) = 0}.
We thus obtain an element [Z◦ 	 µˆ] in MµˆC Set
ǫ(λ) =
 1 (λ = 1)
0 (λ 6= 1).
Proposition 3.9 (Stapledon [17], Matsui-Takeuchi [10]). In the situation as above, we
have
uvEλ([Z
◦
	 µˆ]; u, v) = ǫ(λ)(uv − 1)n + (−1)n+1h∗λ(P, ν; u, v),
for λ ∈ C.
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Let us remark that in [17] and [10] for an algebraic variety X with a µm-action for
some m ∈ Z≥1 the authors endowed Hjc (X ;Q) with the inverse automorphism of the
one which is defined by (2) in Section 3.1. Therefore, Proposition 3.9 is slightly different
from the original one in [17] and [10].
Let f(x) ∈ C[x1, . . . , xn] be a non-constant polynomial such that f(0) = 0 and
assume that f is non-degenerate at 0. We denote by P the convex hull Conv (Γf ∪ {0})
of Γf ∪{0} in Rn and define a piecewise Q-affine function ν on P which takes the value
0 (resp. 1) at the origin 0 ∈ Rn (resp. on Conv (Γf)) such that for any compact face
F of Γ+(f) the restriction νF of ν to ∆F is linear. Moreover, for a compact face F of
Γ+(f) let 0F be the zero function on F . Then by Theorem 3.3 and Proposition 3.9, we
can calculate the Hodge realization of the motivic Milnor fiber Sf,0, and we can describe
Eλ(Ff,0; u, v) as follows.
Corollary 3.10. In the situation as above, for λ ∈ C we have
uvEλ(Ff,0; u, v) =
∑
F≺Γ+(f) : compact
(−1)dimF {(1− uv)sF−dimFh∗λ(F, 0F ; u, v)+
(1− uv)sF−dimF−1h∗λ(∆F , νF ; u, v)
}
,
where in the sum Σ the face F ( 6= ∅) ranges through the compact ones of Γ+(f).
Note that if λ 6= 1, the polynomial h∗λ(F, 0F ; u, v) is zero. The coefficient of upvq
in Eλ(Ff,0; u, v) being an alternating sum of h
p,q
λ (H
j(Ff,0;C)), for each j ∈ Z we can
not always compute hp,qλ (H
j(Ff,0;C)) by the formula in Corollary 3.10. Recall that if
0 ∈ V is an isolated singular point, we have Hj(Ff,0;C) = 0 unless j = 0 or n − 1,
and hp,qλ (H
0(Ff,0;C)) = 0 unless λ = 1 and (p, q) = (0, 0). Therefore, in this case,
we can compute each hp,qλ (H
n−1(Ff,0;C)) by our formula. Even if f is not convenient
(in this case, 0 ∈ V may be a non-isolated singular point), we will show later that
for “good” eigenvalues we have Hj(Ff,0;C)λ = 0 (j 6= n − 1) and we can compute
hp,qλ (H
n−1(Ff,0;C)) (see Theorem 4.1).
Let us explain a symmetry of Eλ(Ff,0; u, v).
Definition 3.11. We say that a compact face F ( 6= ∅) of Γ+(f) is extremal if there
exists a non-compact face G of Γ+(f) such that F ≺ G and G is not contained in the
boundary ∂Rn≥0 of R
n
≥0. If a compact face F ≺ Γ+(f) is not extremal, we say that F is
admissible.
Definition 3.12. For a non-constant polynomial f(x) ∈ C[x1, . . . , xn] such that f(0) =
0, we define a finite subset Rf of C by
Rf :=
⋃
F≺Γ+(f) : extremal
{λ ∈ C | λdF = 1},
where F ranges through the extremal compact faces of Γ+(f) and dF ∈ Z≥0 is the
lattice distance of F from the origin 0 ∈ Rn.
Example 3.13. Consider the case where n = 2. Let f be the polynomial f(x1, x2) =
x71 + x
3
1x2 + x
2
1x
4
2. Then the Newton polyhedron Γ+(f) ⊂ R2 of f is as in Fig. 1. The
union of the bold lines in Γ+(f) in it is the Newton boundary Γf of f . In this case, the
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only extremal face of Γ+(f) is the 0-dimensional face {(2, 4)}. Its lattice distance from
the origin (0, 0) is 2. Hence, we have
Rf = {1,−1}.
(0,0) (7,0)
(3,1)
(2,4) Γ+(f)
Γf
Figure 1. The Newton polyhedron of f = x71 + x
3
1x2 + x
2
1x
4
2
If f is convenient and λ 6= 1, then the weight filtration on Hn−1(Ff,0) is the mon-
odromy filtration and we have
hp,qλ (H
n−1(Ff,0;C)) = h
n−1−q,n−1−p
λ (H
n−1(Ff,0;C)),
for any p, q ∈ Z. Hence in this case, we have
Eλ(Ff,0; u, v) = (uv)
n−1Eλ(Ff,0; v−1, u−1).
However, in the case where f is not convenient, this symmetry does not hold in gen-
eral. Nevertheless, by Corollary 3.10 and some properties in Proposition 3.7 of the
h∗-polynomials we can easily see the following results.
Proposition 3.14. Assume that f(x) ∈ C[x1, . . . , xn] is non-degenerate at 0 and is not
convenient and dimP = n. Then for any λ /∈ Rf we have
uvEλ(Ff,0; u, v) = (−1)n−1l∗λ(P, ν; u, v).
In particular, for λ /∈ Rf we have the symmetry
Eλ(Ff,0; u, v) = (uv)
n−1Eλ(Ff,0; v−1, u−1).
4. Main theorem
Let f(x) ∈ C[x1, . . . , xn] be a non-constant polynomial such that f(0) = 0 and set
V := f−1(0) ⊂ Cn as before. Throughout this section, we assume that f is non-
degenerate at 0 (see Definition 2.6). Since our assertion below will become trivial if
dimP (= dimConv(Γf ∪ {0})) < n, in what follows we assume also that dimP = n.
Note that we do not assume f is convenient here, and therefore the origin 0 ∈ Cn may
be a non-isolated singular point of V in general. So we can not expect to have the
concentration H˜j(Ff,0;C) ≃ 0 (j 6= n− 1). However, we will prove the following result.
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Theorem 4.1. In the situation as above, for any λ /∈ Rf (see Definition 3.12) we have
a concentration
H˜j(Ff,0;C)λ = 0 (j 6= n− 1).
By this theorem and Theorem 2.8, we obtain the following corollary.
Corollary 4.2. In the situation of Theorem 4.1, for any λ /∈ Rf the multiplicity of the
eigenvalue λ in the Milnor monodromy Φn−1 is equal to that of the factor (1− λt) in a
rational function ∏
∅6=I⊂{1,...,n}
kI∏
i=1
(1− tdI,i)(−1)n−|I|VolZ(ΓI,i).
For the definitions of kI, ΓI,i, dI,i and VolZ(ΓI,i), see Section 2.
For the proof of Theorem 4.1, we need the following proposition.
Proposition 4.3. In this situation of Theorem 4.1, for any λ /∈ Rf , k ∈ Z and the
inclusion map j0 : {0} −֒→ V the natural morphism in Dbc ({0}) = Db(Mod(C)) :
j!0(
pψf,λ(CCn [n]))
∼−→ j−10 (pψf,λ(CCn [n]))
is an isomorphism.
Proof of Proposition 4.3. It suffices to show that for any λ /∈ Rf the morphism
j!0ψf,λ(CCn) −→ j−10 ψf,λ(CCn) (5)
is an isomorphism. We denote by Σ0 the normal fan of the Newton polyhedron Γ+(f).
For a subset I ⊂ {1, 2, . . . , n} we set RI≥0 := RI ∩ Rn≥0. We construct a smooth
subdivision Σ of Σ0 without subdividing the cones in Σ0 of the type R
I
≥0. Let XΣ be
the toric variety associated with Σ. Recall that XΣ contains T := (C
∗)n as an open
dense subset and it acts naturally on XΣ itself. For a cone σ ∈ Σ, we denote by Tσ the
T -orbit in XΣ associated with it. Let Σ1 be the fan formed by all the faces of R
n
≥0. Then
the toric variety associated with it is Cn. Moreover, the morphism of fans Σ −→ Σ1
induces a proper morphism
π : XΣ −→ Cn
of toric varieties. Set V ′ := π−1(V ).
Lemma 4.4. In the situation as above, we have an isomorphism
ψf,λ(CCn) ≃ ψf,λ(Rπ∗CXΣ)
in Dbc (V ) for any λ ∈ C.
Proof. By the construction of Σ, one can easily show that the morphism π induces an
isomorphism
XΣ \ V ′ ∼−→ Cn \ V.
Hence we obtain an isomorphism
(Rπ∗CXΣ)|Cn\V ≃ CCn\V
in Dbc (C
n \V ). Now the desired assertion immediately follows from the definition of the
nearby cycle functor. 
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In what follows, we fix λ /∈ Rf . Consider the following distinguished triangle in
Dbc ({0}) ≃ Db(Mod(C)):
(RΓ{0}ψf,λ(CCn))0 −→ ψf,λ(CCn)0 −→ (RΓV \{0}ψf,λ(CCn))0 +1−→ .
The first arrow in it coincides with the natural morphism
j!0ψf,λ(CCn) −→ j−10 ψf,λ(CCn). (6)
Therefore, it is enough to show that (RΓV \{0}ψf,λ(CCn))0 is isomorphic to 0. Consider
the Cartesian diagram:
V \ {0}


 i
// V
V ′ \ π−1(0)
pi′′
OO

 i′
// V ′,
pi′
OO
where i, i′ are the inclusions and π′, π′′ are the restrictions of π. Since π′ and π′′ are
proper, we obtain the following isomorphisms, where in the third isomorphism we used
Proposition 4.2.11 of Dimca [3]:
(RΓV \{0}ψf,λ(CCn))0 = (Ri∗i−1ψf,λ(CCn))0
≃ (Ri∗i−1ψf,λ(Rπ∗CXΣ))0 (by Lemma 4.4)
≃ (Ri∗i−1Rπ′∗ψf◦pi,λ(CXΣ))0
≃ (Ri∗Rπ′′∗ i′−1ψf◦pi,λ(CXΣ))0
≃ (Rπ′∗Ri′∗i′−1ψf◦pi,λ(CXΣ))0
≃ RΓ(π−1(0); (Ri′∗i′−1ψf◦pi,λ(CXΣ))|pi−1(0)) (7)
≃ RΓ(π−1(0); (RΓV ′\pi−1(0)(ψf◦pi,λ(CXΣ)))|pi−1(0)) (8)
in Db(Mod(C)). The following argument is inspired by the proof of Theorem 3.17 in
Saito-Takeuchi [16]. Let ρ1, . . . , ρN be the rays in Σ. By abuse of notation, we will use
the same symbol ρi for the primitive vector on the ray ρi. For 1 ≤ i ≤ N , set
mρi := min
α∈Γ+(f)
〈α, ρi〉 ∈ Z≥0,
where 〈α, ρi〉 is the inner product of α and ρi in Rn. We may assume that for some
1 ≤ l ≤ N we have mρi 6= 0 and λmρi = 1 if and only if 1 ≤ i ≤ l, and for some
l ≤ l′ ≤ N we have mρi = 0 if and only if l′ + 1 ≤ i ≤ N . For a cone σ ∈ Σ containing
some ρi with 1 ≤ i ≤ l′, we also set
mσ := gcd
1≤i≤l′
ρi≺σ
(mρi) ∈ Z≥1.
For 1 ≤ i ≤ l′ we denote by Ei the closure Tρi of Tρi in XΣ. Note that the order of
zeros of f ◦ π along the divisor Ei is equal to mρi . Let Z be the strict transform of V
in XΣ. Then V
′ = (f ◦ π)−1(0) has the following form
V ′ = E1 ∪ · · · ∪ El′ ∪ Z.
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Since f is non-degenerate at 0, the divisor V ′ is normal crossing in a neighborhood
of π−1(0). In particular, Z is smooth there. Thus, for our discussion below we may
assume V ′ is normal crossing. For a subset I ⊂ {1, . . . , l}, we set
EI :=
⋂
i∈I
Ei, E
◦
I := EI \ (
⋃
1≤i≤l′
i/∈I
Ei ∪ Z) and UI := EI \ (
⋃
l+1≤i≤l′
Ei ∪ Z).
Moreover, we write iI and jI for the inclusion maps iI : E
◦
I −֒→ EI and jI : UI −֒→ EI
respectively. We denote by ι the inclusion map ι : XΣ \ V ′ −֒→ XΣ and define a sheaf
Fλ on XΣ by
Fλ := ι∗(f ◦ π|XΣ\V ′)−1Lλ−1,
where Lλ−1 is the C-local system on C∗ of rank 1 whose monodromy is given by the
multiplication by λ−1. Since for 1 ≤ i ≤ l′ the monodromy of the local system (f ◦
π)−1Lλ−1 around the divisor Ei is given by λ−mρi , the restriction of Fλ to UI is a local
system of rank 1. For I ⊂ {1, . . . , n}, we set Fλ,I = Fλ|EI and write iEI for the inclusion
iEI : EI −֒→ V ′. Then, by the primitive decomposition of pψf◦pi,λ(CXΣ [n]) each graded
piece of pψf◦pi,λ(CXΣ[n]) with respect to the filtrationW•
pψf◦pi,λ(CXΣ [n]) is a direct sum
of some perverse sheaves
iEI ∗jI !j
−1
I Fλ,I [n− |I|](≃ iEI ∗jI∗j−1I Fλ,I [n− |I|])
for I ⊂ {1, . . . , l} (see Section 1.4 of [4] and Section 4.2 of [1]). Therefore, to show that
(8) is isomorphic to 0 in Db(Mod(C)), it suffices to show that for each I ⊂ {1, . . . , l},
we have
RΓ(π−1(0); (RΓV ′\pi−1(0)(iEI ∗jI !j
−1
I Fλ,I))|pi−1(0)) ≃ 0. (9)
Fix I ⊂ {1, . . . , l} such that EI 6= ∅. If for some i ∈ I we have Ei ⊂ π−1(0), the
sheaf i′−1iEI ∗jI !j
−1
I Fλ,I is zero. For this reason, in what follows we may assume that
Ei 6⊂ π−1(0) for any i ∈ I. Namely, the ray ρi is contained in the boundary ∂Rn≥0 of Rn≥0
for any i ∈ I. By the property of Fλ stated above, we can easily see the isomorphisms
on EI :
jI !j
−1
I Fλ,I ≃ jI∗j−1I Fλ,I ≃ RjI∗jI−1Fλ,I ≃ RΓUI (Fλ,I). (10)
We thus obtain
RΓV ′\pi−1(0)(iEI ∗jI !j
−1
I Fλ,I) ≃ iEI ∗RΓUI\pi−1(0)(Fλ,I) ≃ iEI ∗j′I∗j′I−1Fλ,I ,
where we write j′I for the inclusion j
′
I : UI \ π−1(0) −֒→ EI . Note that its restriction to
the outside of UI in a small neighborhood of π
−1(0) is zero. Therefore, to show (9), it
is enough to show that
RΓc(UI ∩ π−1(0); (Rj′I∗j′I−1Fλ,I)|UI∩pi−1(0)) ≃ 0. (11)
Since EI 6= ∅, the cone τ generated by the rays {ρi}i∈I is in Σ. The subvariety UI∩π−1(0)
of XΣ is the union of Tσ \ Z for the cones σ ∈ Σ satisfying the following condition (⋆):
(⋆)
 (i) τ is a face of σ,(ii) rel·int σ ⊂ IntRn≥0 and
(iii) any ray ρi ∈ Σ contained in σ satisfies λmρi = 1,
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where rel·int σ is the relative interior of σ and IntRn≥0 is the interior of R
n
≥0. Note that
such σ may contain some rays ρi such that i > l
′. Therefore, to show (11), we shall
show that for any σ ∈ Σ with the condition (⋆) we have
RΓc(Tσ \ Z; (Rj′I∗j′I−1Fλ,I)|Tσ\Z) ≃ 0. (12)
In what follows, we fix a cone σ ∈ Σ with the condition (⋆). Let σ˜ ∈ Σ0 be the unique
cone in Σ0 such that rel·int σ ⊂ Int σ˜ and F (σ˜) ≺ Γ+(f) the face of Γ+(f) which
corresponds to it. By the condition rel·int σ ⊂ IntRn≥0, the face F (σ˜) is compact. We
denote by dF (σ˜) the lattice distance of F (σ˜) from the origin 0 ∈ Rn. Then we can easily
show the following assertion.
Lemma 4.5. Assume that dim σ = dim σ˜. Then we have mσ = dF (σ˜).
Suppose that dim σ = dim σ˜. Since for any i ∈ I we have ρi ⊂ ∂Rn≥0 and mρi > 0,
there exists a non-compact face G of Γ+(f) containing F (σ˜) and G 6⊂ ∂Rn≥0. Then, by
Lemma 4.5 and the assumption that λ /∈ Rf , we have λmσ = λdF (σ˜) 6= 1. Therefore,
there exists a ray ρi in σ such that λ
mρi 6= 1. This contradicts our condition (⋆). Hence
we have
dim σ < dim σ˜.
Take a cone σ′ ∈ Σ such that σ ≺ σ′ ⊂ σ˜ and dim σ′ = dim σ˜. Then by the argument
as above, we have λmσ′ 6= 1. Thus, by the condition (⋆) it follows that there exists a
ray ρi ≺ σ′ such that ρi 6≺ σ and
λmρi 6= 1. (13)
Moreover, take a n-dimensional cone σ′′ ∈ Σ such that σ′ ≺ σ′′. Let Edge(τ), Edge(σ),
Edge(σ′) and Edge(σ′′) be the sets of edges (i.e rays ρi) of the smooth cones τ , σ, σ′
and σ′′ respectively. We assume that for some 1 ≤ i1 ≤ i2 < i3 ≤ i4 ≤ n we have
Edge(τ) = {ξ1, . . . , ξi1},
Edge(σ) = {ξ1, . . . , ξi2},
Edge(σ′) = {ξ1, . . . , ξi3},
Edge(σ′′) = {ξ1, . . . , ξn}
(ξi ∈ Σ). Set s1 := i1, s2 := i2 − i1, s3 := i3 − i2, s4 := n − i3. Note that by the
condition σ 
/
σ′ we have s3 > 0. Since σ′′ is a smooth cone, the affine open subset
Cn(σ′′) ≃ Cn of XΣ associated with σ′′ has a natural decomposition:
Cn(σ′′) = Cs1 × Cs2 × Cs3 × Cs4.
Let
(x1, . . . , xs1 , y1, . . . , ys2, z1, . . . , zs3 , w1, . . . , ws4)
be the corresponding coordinates of Cn(σ′′). In C(σ′′) ≃ Cn, we have
EI = {0} × Cs2 × Cs3 × Cs4 and
Tσ = {0} × {0} × (C∗)s3 × (C∗)s4.
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For any i2+1 ≤ i ≤ i3 the function 〈ξi, ·〉 is constant on F (σ˜). Since f is non-degenerate
at 0, Tσ ∩ Z is smooth and its defining polynomial in Tσ can be described by
f ◦ π = zmξi2+11 . . . z
mξi3
s3 g(w1, . . . , ws4),
where g(w1, . . . , ws4) ∈ C[w1, . . . , ws4]. We denote by W the zero set of g(w1, . . . , ws4)
in (C∗)s4. Then we have
Tσ ∩ Z = {0} × {0} × (C∗)s3 ×W,
and
Tσ \ Z = {0} × {0} × (C∗)s3 × ((C∗)s4 \W ).
Let p3 be the projection p3 : Tσ \ Z = (C∗)s3 × ((C∗)s4 \W ) −→ (C∗)s3, and p4 be the
projection p4 : Tσ \ Z = (C∗)s3 × ((C∗)s4 \W ) −→ (C∗)s4 \W . We define L3 by the C-
local system on (C∗)s3 of rank 1 whose monodromy around the divisor {(z1, . . . , zs3) ∈
Cs3 | zt = 0} is given by the multiplication by λ−mξ(i2+t) for each 1 ≤ t ≤ s3. Note that
by (13) there exists i2 + 1 ≤ i ≤ i3 such that
λ−mξi 6= 1. (14)
By the definition of Fλ,I , one can show that there exist a C-local system L4 on (C∗)s4\W
and a complex C• of C-vector spaces such that
(Rj′I∗j
′
I
−1FI,λ)|Tσ\Z ≃ C• ⊗C p−13 L3 ⊗C p−14 L4.
Recall that for any non-trivial C-local system L on C∗ of rank 1, we have Hj(C∗;L) ≃ 0
for all j ∈ Z. Hence, by the Ku¨nneth formula and (14) we deduce the vanishing
(12). This completes the proof that the morphism (5) is isomorphism and the proof of
Proposition 4.3. 
Proof of Theorem 4.1. Recall that the complex pψf,λ(CCn [n]) = ψf,λ(CCn [n− 1]) ∈
Dbc (V ) is a perverse sheaf. By the fact that the functor j
−1
0 : D
b
c (V ) −→ Dbc ({0}) (resp.
j!0 : D
b
c (V ) −→ Dbc ({0})) is right (resp. left) t-exact, it follows from Proposition 4.3 that
j−10 (
pψf,λ(CCn [n])) is a perverse sheaf on {0}. Hence the cohomology group
Hj(j−10 (
pψf,λ(CCn[n]))) ≃ Hj+n−1(Ff,0;C)λ
vanishes for j 6= 0. We thus obtain the desired concentration. 
Recall that the cohomology groups Hj(Ff,0;Q) of the Milnor fiber are endowed with
mixed Hodge structures. Since we do not assume here that f is convenient, we can not
expect that their weight filtrations coincide with the monodromy filtrations in general.
However, we will obtain the following result.
Theorem 4.6. In the situation of Theorem 4.1, for any λ /∈ Rf the filtration on
Hn−1(Ff,0;C)λ induced by the weight filtration on Hn−1(Ff,0;Q) coincides with the mon-
odromy filtration of the logarithm of the unipotent part of Φn−1,λ centered at n− 1.
Remark 4.7. Theorems 4.1 and 4.6 explain the reason why the coefficients of the
polynomial Eλ(Ff,0; u, v) for λ /∈ Rf satisfy the symmetry in Proposition 3.14.
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For the proof of Theorems 4.6, we need a generalization of Proposition 4.3 below.
In what follows, we shall freely use the notations in the proof of Proposition 4.3. Let
W•(pψf,λ(CCn [n])) be the filtration on the perverse sheaf pψf,λ(CCn [n]) defined by the
weight filtration of the mixed Hodge module ψHf (Q
H
Cn [n]). More generally, by using the
exact functors Wk : MHM(X) → MHM(X) for an object M• ∈ DbMHM(X) we can
define new ones WkM• in DbMHM(X).
Proposition 4.8. In this situation of Theorems 4.6, for any λ /∈ Rf , k ∈ Z and the
inclusion map j0 : {0} −֒→ V the natural morphism in Dbc ({0}) = Db(Mod(C)) :
j!0Wk(
pψf,λ(CCn [n])) −→ j−10 Wk(pψf,λ(CCn[n]))
is an isomorphism.
Proof. It is enough to show that
RΓV \{0}(Wk(pψf,λ(CCn [n])))0 ≃ 0
for any k ∈ Z. Moreover, since by Lemma 4.4 we have Rπ′∗(pψf◦pi,λ(CXΣ [n])) ≃
pψf,λ(CCn[n]), it suffices to show that
RΓV \{0}(WkRπ′∗Gr
W
i (
pψf◦pi,λ(CXΣ[n])))0 ≃ 0
for any i, k ∈ Z. Thus we have only to show that
RΓV \{0}(Wk(pHjRπ′∗GrWi (pψf◦pi,λ(CXΣ [n]))))0 ≃ 0 (15)
for any i, j, k ∈ Z, where for F• ∈ Dbc (V) we denote by pHj(F•) the j-th perverse
cohomology of F•. Note that pHjRπ′∗GrWi (pψf◦pi,λ(CXΣ[n])) has a pure weight i + j.
Therefore, we have
Wk(
pHjRπ′∗GrWi (pψf◦pi,λ(CXΣ [n]))) ≃

0 (k < i+ j)
pHjRπ′∗GrWi (pψf◦pi,λ(CXΣ [n])) (k ≥ i+ j).
Eventually, to show the vanishing (15), it is enough to show that for any i, j ∈ Z we
have
RΓV \{0}(pHjRπ′∗GrWi (pψf◦pi,λ(CXΣ[n])))0 ≃ 0. (16)
Note that a perverse sheaf GrWi (
pψf◦pi,λ(CXΣ [n])⊕GrWi (pψf◦pi,λ¯(CXΣ [n]) is the complex-
ification of the underlying perverse sheaf of a pure Hodge module. Then, by the decom-
position theorem for the proper map π′ and this perverse sheaf, Rπ′∗Gr
W
i (
pψf◦pi,λ(CXΣ[n])
is decomposed into a direct sum of perverse sheaves with some shifts. Therefore, to
show (16), it remains for us to show that
RΓV \{0}(Rπ′∗Gr
W
i (
pψf◦pi,λ(CXΣ [n])))0 ≃ 0
for any i ∈ Z. This was already proved in the proof of Proposition 4.3. 
For the proof of Theorem 4.6, we also need the following lemma.
Lemma 4.9. For any λ /∈ Rf and k ∈ Z we have an isomorphism in Dbc ({0}) ≃
Db(Mod(C)) :
Wkj
−1
0 (
pψf,λ(CCn[n])) ≃ j−10 Wk (pψf,λ(CCn [n])) .
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Proof. For k ∈ Z we have an exact sequence in Perv(V ):
0→Wk(pψf,λ(CCn [n]))→ pψf,λ(CCn [n])→ pψf,λ(CCn [n])/Wk(pψf,λ(CCn[n]))→ 0.
(17)
By Proposition 4.3 and this sequence, the natural morphism
j!0 (
pψf,λ(CCn[n])/Wk(
pψf,λ(CCn [n]))) −→ j−10 (pψf,λ(CCn[n])/Wk(pψf,λ(CCn [n])))
is an isomorphism. Thus, by the proof of Theorem 4.1 the complexes j−10 (
pψf,λ(CCn [n])),
j−10 Wk(
pψf,λ(CCn[n])) and j
−1
0 (
pψf,λ(CCn[n])/Wk(
pψf,λ(CCn [n]))) are perverse sheaves
on {0}, i.e. their (perverse) cohomologies are concentrated in the degree 0. Therefore,
applying the functor j−10 to the sequence (17), we obtain an exact sequence
0→ j−10 Wk(pψf,λ(CCn[n]))→ j−10 (pψf,λ(CCn [n]))→ j−10 (pψf,λ(CCn [n])/Wk(pψf,λ(CCn[n])))→ 0
(18)
in Perv({0}) ≃ Mod(C). Since the functor j!0 preserves the property that a complex
of mixed Hodge modules has weights > k, j−10 (
pψf,λ(CCn[n])/Wk(
pψf,λ(CCn[n]))) ≃
j!0(
pψf,λ(CCn[n])/Wk(
pψf,λ(CCn [n]))) has weights > k. Therefore, taking Wk of the
sequence (18), we obtain
Wkj
−1
0 Wk(
pψf,λ(CCn[n])) ≃Wkj−10 (pψf,λ(CCn[n])). (19)
On the other hand, since the functor j−10 preserves the property that a complex of
mixed Hodge modules has weights ≤ k, j−10 Wk(pψf,λ(CCn [n])) has weights ≤ k. Hence
we have
Wkj
−1
0 Wk(
pψf,λ(CCn[n])) ≃ j−10 Wk(pψf,λ(CCn[n])). (20)
Combining the isomorphisms (19) and (20), we get the desired isomorphism. 
Proof of Theorem 4.6. Assume that λ /∈ Rf . We denote by N the logarithm of the
unipotent part of the monodromy automorphism of pψf,λ(CCn[n]), and by N0 its restric-
tion to 0, i.e. the logarithm operator of the unipotent part of Φn−1 of j−10 (
pψf,λ(CCn [n])) ≃
Hn−1(Ff,0;C)λ. Recall that for any k ∈ Z≥1 we have
Nk : GrWn−1+k(
pψf,λ(CCn [n]))
∼−→ GrWn−1−k(pψf,λ(CCn[n])). (21)
Applying the functor j−10 to the both sides of (21), by Proposition 4.8 and Lemma 4.9
we obtain
Nk0 : Gr
W
n−1+kj
−1
0 (
pψf,λ(CCn[n]))
∼−→ GrWn−1−kj−10 (pψf,λ(CCn[n])) (22)
that is
Nk0 : Gr
W
n−1+kH
n−1(Ff,0;C)λ
∼−→ GrWn−1−kHn−1(Ff,0;C)λ
for any k ∈ Z≥1. This implies that the weight filtration on Hn−1(Ff,0;C)λ coincides
with the monodromy filtration centered at n− 1. 
Remark 4.10. We can also prove Theorem 4.6 in the following way. First, we show
the following general fact: for a mixed Hodge moduleM on Cn if the natural morphism
Hkj!0M→ Hkj∗0M is an isomorphism for any k ∈ Z, then we have the following:
(i) For k 6= 0, we have Hkj∗0M = 0.
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(ii) The natural morphism (j0)∗H0j∗0M → M is a monomorphism in MHM(Cn)
and (j0)∗H0j∗0M is a direct summand of M.
Let F be the underlying perverse sheaf of M. We remark that the natural mor-
phism Hkj!0M → Hkj∗0M is an isomorphism for any k ∈ Z if and only if the nat-
ural morphism j!0F → j−10 F is an isomorphism since the functor MHM(Cn) −→
Perv(Cn) is faithful. Next, for λ /∈ Rf we consider the sub R-mixed Hodge module
M of ψHf (RHCn [n]) such that the complexification of the underlying perverse sheaf is
F = pψf,λ(CCn [n]) ⊕ pψf,λ¯(CCn [n]). Note that λ /∈ Rf implies λ¯ /∈ Rf by definition.
Then, we can apply the above fact to M by Proposition 4.3, and we thus obtain
pHk(j−10 F) = 0 (k 6= 0) and the filtration (j0)∗(W•pH0j−10 F)(= W•(j0)∗pH0j−10 F) is a
direct summand of W•F . In this way, we can deduce the isomorphism (22) from the
isomorphism (21), and we get Theorem 4.6.
Remark 4.11. Let f ∈ C{x1, . . . , xn} be a convergent power series with f(0) = 0.
In this case, we can also define the notions in Section 2: the Milnor fiberation, the
Milnor fiber Ff,0, the Milnor monodromies Φj : H
j(Ff,0;C)
∼−→ Hj(Ff,0;C), the Newton
polyhedron Γ+(f), the non-degeneracy at 0 and the finite set Rf ⊂ C, similarly to the
case where f is a polynomial. We can also consider a (analytic) mixed Hodge module
ψf(Q
H
Cn [n]) and a mixed Hodge structure H
kj∗0(ψf (Q
H
Cn [n])), whose underlying vector
space is Hk+n−1(Ff,0;Q) for k ∈ Z. Assume that f is non-degenerate at 0. Then, even
in this setting we can prove Proposition 4.3, Theorem 4.1, Proposition 4.8, Lemma 4.9
and Theorem 4.6 in the same way (We remark that we do not have the 6-operations
between the derived categories of (analytic) mixed Hodge modules on analytic spaces in
general. Therefore we have to be careful to use DbMHM(Cn) in the proof of Lemma 4.9.
Nevertheless, in this setting, we have the functors j∗0 and j
!
0 as in the case of the derived
categories of algebraic mixed Hodge modules (see section 2.30 of [15]). Thus, the same
proofs work even in the case where f is a covergent power series.).
The proof in Remark 4.10 works even in the analytic setting. Therefore, also in this
way, we obtain Theorem 4.1 and 4.6 for a convergent power series f .
5. Applications
In this section, we apply Theorems 4.1 and 4.6 to compute the Jordan normal forms
of the Milnor monodromies and the Hodge spectra. Let f(x) ∈ C[x1, . . . , xn] be a
polynomial such that f(0) = 0. Assume that it is non-degenerate at 0. Let P be the
convex hull of Γf ∪ {0}. Since our formula below will become trivial in the case when
the dimension of P less than n, in what follows we assume that the dimension of P
is equal to n. Moreover, since the case where f is convenient was already treated by
Matsui-Takeuchi [10] and M. Saito [14], we assume that f is not convenient in this
section. Then Rf is not empty and contains 1 ∈ C. For λ /∈ Rf , by Proposition 3.14,
we have
u2Eλ(Ff,0; u, u) = (−1)n−1l∗λ(P, ν; u, u),
where ν is the piecewise linear function on P defined in Section 3.3. Recall that Sν is
the polyhedral subdivision of P defined by ν. By the definition of the h∗-polynomial,
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for λ /∈ Rf we have
l∗λ(P, ν; u, u) =
∑
F≺Γ+(f) : admissible
udim∆F+1l∗λ(∆F , ν; 1) · lP (Sν ,∆F ; u2),
where in the sum Σ the face F ranges through the compact admissible ones of Γ+(f).
The polynomial lP (Sν ,∆F ; t) is symmetric and unimodal centered at (n−dimF −1)/2,
i.e. if ai ∈ Z is the coefficient of ti in lP (Sν ,∆F ; t) we have ai = an−dimF−1−i and ai ≤ aj
for 0 ≤ i ≤ j ≤ (n− dimF − 1)/2. Therefore, it can be expressed in the form
lP (Sν ,∆F ; t) =
⌊(n−1−dimF )/2⌋∑
i=0
l˜F,i(t
i + ti+1 + · · ·+ tn−1−dimF−i),
for some non-negative integers l˜F,i ∈ Z≥0. We set
l˜P (Sν ,∆F , t) :=
⌊(n−1−dimF )/2⌋∑
i=0
l˜F,it
i.
For k ∈ Z≥0 and λ ∈ C we denote by Jk,λ the number of the Jordan blocks in Φn−1
with size k for the eigenvalue λ. Then by Theorems 4.1 and 4.6 we obtain the following
formula for them.
Corollary 5.1. In the situation as above, for any λ /∈ Rf we have∑
0≤k≤n−1
Jn−k,λuk+2 =
∑
F≺Γ+(f) : admissible
udim∆F+1l∗λ(∆F , ν; 1) · l˜P (Sν ,∆F ; u2),
where in the sum Σ of the right hand side the face F ranges through the admissible ones
of Γ+(f).
Finally, we introduce our formula for the Hodge spectrum of f at the origin 0.
Definition 5.2. (1) We define a Puiseux polynomial spf,0(t) with coefficients in Z
by
spf,0(t) = (−1)n−1
∑
α∈Q∩[0,n]
{∑
j∈Z
(−1)j dimGr⌊n−α⌋F H˜j(Ff,0;C)exp(−2pi√−1α)
}
tα,
where Gr
⌊n−α⌋
F H˜
j(Ff,0;C)exp(−2pi√−1α) is the graded piece with respect to the
Hodge filtration of the mixed Hodge structure of H˜j(Ff,0;Q). We call it the
Hodge spectrum of f at 0.
(2) For β ∈ (0, 1)∩Q we set λ = exp(2π√−1β) and we define a Puiseux polynomial
spλf,0(t) by
spλf,0(t) = (−1)n−1
n−1∑
i=0
{∑
j∈Z
(−1)j dimGr⌊n−β−i⌋F H˜j(Ff,0;C)λ−1
}
tβ+i.
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Since f is non-degenerate at 0, by setting v = 1 in Corollary 3.10 we can express
spf,0(t) and sp
λ
f,0(t) in terms of Γf . Moreover, if λ = exp(2π
√−1β) is not in Rf , spλf,0(t)
can be rewritten much more simply as follows. For a compact face F of Γ+(f), we define
a cone Cone(F ) ⊂ Rn by Cone(F ) := R≥0F and the linear function hF on Cone(F )
which takes the value 0 at the origin 0 ∈ Rn and the value 1 on F . Moreover, for
β ∈ (0, 1) ∩Q we define a Puiseux polynomial PF,β(t) by
PF,β(t) :=
+∞∑
i=0
#{v ∈ Cone(F ) ∩ Zn≥0 | hF (v) = β + i}tβ+i.
Then we obtain the following formula, which generalizes the one for spf,0(t) in the
case where 0 ∈ V is an isolated singular point obtained by M. Saito [14]. For the
corresponding result for the monodromies at infinity, see Theorem 5.16 of Matsui-
Takeuchi [9].
Corollary 5.3. In the situation as above, assume moreover that λ is not in Rf . Then
we have
spλf,0(t) =
∑
F≺Γ+(f) : admissible
(−1)n−1−dimF (1− t)sFPF,β(t),
where in the sum Σ the face F ranges through the admissible ones of Γ+(f) and sF ∈ Z≥1
is the integer defined in Section 3.1.
Proof. By Theorem 4.1, for β ∈ (0, 1) ∩ Q such that λ = exp(2π√−1β) /∈ Rf we have
the concentration
H˜j(Ff,0;C)λ ≃ 0 (j 6= n− 1).
Moreover, for 0 ≤ i ≤ n− 1 we have
dimGr
⌊n−i−β⌋
F H˜
n−1(Ff,0;C)λ−1 =
∑
k∈Z
dimGr
⌊n−i−β⌋
F Gr
W
k H˜
n−1(Ff,0;C)λ−1
=
∑
k∈Z
dimGr
n−1−⌊n−i−β⌋
F Gr
W
2(n−1)−k−⌊n−α⌋H˜
n−1(Ff,0;C)λ
= dimGriF H˜
n−1(Ff,0;C)λ,
where in the second (resp. third) equality we used Theorem 3.14 and Proposition 3.7 (ii)
(resp. n− 1− ⌊n− i− β⌋ = i). Then we have
spλf,0(t) =
n−1∑
i=0
dimGr
⌊n−i−β⌋
F H
n−1(Ff,0;C)λ−1t
β+i
=
n−1∑
i=0
dimGriFH
n−1(Ff,0;C)λtβ+i
= (−1)n−1Eλ(Ff,0; t, 1)tβ
=
1
t
l∗λ(P, ν; t)t
β (by Propositions 3.14 and 3.7 (i)),
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Furthermore, we have
tβ−1l∗λ(P, ν; t)
= tβ−1
∑
F≺Γ+(f) : admissible
{
(−1)n−dim σ(∆F )(t− 1)dimσ(∆F )−dim∆Fh∗λ(∆F , ν; t)
}
= tβ−1
∑
F≺Γ+(f) : admissible
{
(−1)n−dim σ(∆F )(t− 1)dimσ(∆F )−dim∆F (1− t)dim∆F+1
∑
m≥0
fλ(P, ν;m)t
m
}
= tβ−1
∑
F≺Γ+(f) : admissible
{
(−1)n−1−dimF (1− t)dim σ(∆F )+1
∑
m≥0
fλ(P, ν;m)t
m
}
= tβ−1
∑
F≺Γ+(f) : admissible
{
(−1)n−1−dimF (1− t)dim σ(∆F )
∑
m≥1
⌊(fλ(P, ν;m)− fλ(P, ν;m− 1)⌋)tm
}
=
∑
F≺Γ+(f) : admissible
(−1)n−1−dimF (1− t)dimσ(∆F )PF,β(t),
where in the sums Σ the faces F range through the admissible ones of Γ+(f). Since for
an admissible face F ≺ Γ+(f) we have dim σ(∆F ) = sF , this completes the proof. 
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