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Abstract; Direct numerical integration methods will be discussed for calculating eigenvalues and eigenvectors of 
two-point boundary value problems involving the differential equation 
_y”+(a-p(n))y=O withp(x)=p(-x). 
The derived results are compared with previously derived numerical data and with available exact values. 
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1. Introduction 
Recently there has been a great deal of interest in the analytical as well as the numerical study 
of one-dimensional SchrBdinger equations of the type 
[D2 + (a -p(x)>] y(x) = d2+)/dx2 + (a-~(x>)~(x> = 0 (1.1) 
with p(x) an even function, i.e. 
PC4 =Ph>* (1.2) 
Several lines of approach have been followed in the study of different types of the potential 
function p(x), such as variational [10,1,4] and perturbational schemes [l], also combined with 
direct numerical methods [7], methods of continued fractions [ll], methods of series solutions [2]. 
The purpose of this note is to present some finite difference methods for computing 
approximate values of a and solutions for y(x) in (1.1). Although the solutions are explicitly 
defined in [ - 00, + co], it should be noted that due to (1.2) they are all either of even or of odd 
parity, i.e. y(x) = +u( -x), such that the determination of v(x) can be restricted to the region 
[0, + 001. Furthermore one can suppose that the wavefunctions are restricted to obey the 
Dirichlet boundary condition y(x) = 0 at some x-value R. An acceptable R-value will be 
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guessed numerically. Also for computing eigenvalues, it is natural to ask for a discretization of 
(1.1) in the form 
CY = ah2Qy + t(h) (1.3) 
where C is a suitable band matrix and Q is a nonsingular diagonal matrix. The reasons for this 
requirement are cited in [3]. 
2. Methods for computing solutions of (1.1) 
For a positive integer N > 2, let h = R/N and X, = ih, y, = y(xi), pi =p(x,), i = O(1)N. We 
assume that the even function p(x) satisfies the condition: 
p(x)>-0, XE [0, R]. (24 
If this condition is not fulfilled, one can re-scale the potential function and the corresponding 
a-value to achieve (2.1). This condition ensures that the boundary value problem (1.1) has 
infinitely many eigenvalues uk, k = O(1) 00 satisfying 
0 <a, < a, < . . . < ak < . . . 
such that ak + CC as k + cc [8]. 
The methods described hereafter are based on the central difference formula [6] 
h2y,“=(62-64/12+66,‘90-68,‘560+ . ..)yi. i=O(l)N. (2.2) 
By considering that Y_, = +Yk and by truncating (2.2) after one term on the right side of the 
equality sign the present boundary value problem is discretized by the difference equations 
(al) - 2Y, + 2Y, = h2y,” + h4yC4)( q0)/12 for even-parity solutions, 
(a2) - 2Y0 = h2y,” + h4yC4)(q0)/12 for odd-parity solutions, 
no E [x0, x1]; (2.3) 
(b) Yi-1 - 2Yi +Yi+l = h2yz” + h4yC4)(q,)/12 vi E [xl, x,+,1, i = 1 (1) N. 
By replacing y,” using (l.l), the system of linear equations (2.3) can be written conveniently in 
matrix form 
(J+h*P)y=ah*y+t,(h) (2.4 
where J = (j,,,) is a tridiagonal matrix such that 
j,,, = 2, m = O(1) N, 
j,,, = - 2 or 0 depending on even- or odd-parity solutions, 
L,,= -I for ]m--n] =l, m=l(l)N. 
The matrix P is a diagonal matrix 
P=diag[p,, P~,...~P~] 
and 
Y = [Yo, YIMYNIT 
(2.5) 
(24 
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and 
t,(h) = [ -h4y(4yTj0)/12,..., -h4y(4y77&12]T. (2.7) 
Thus the simplest method for computing approximations A for a and Y for y can be expressed 
as an algebraic eigenvalue problem 
(J+h2P)Y=h2AY. (2.8) 
In [5] we have shown that the approximation (2.8) results in an accuracy of at most three 
significant digits. 
A much better accuracy is obtained by truncating (2.2) after the third term, giving an overall 
accuracy of eight significant digits, as shown in [5] and as will be shown in Section 3. This gives 
the following finite difference scheme: 
(C+ h2P)y = 180ah2y + t&z) (2.9) 
with C = (c,,,) a heptadiagonal matrix such that 
c0,0 = 490, co,i = - 540, co,2 = 54, c 0,3 = - 4, 
C 1,o = -270, q1 = 517, Cl ,2 = -272, q3 = 27, Cl.4 = -2, 
c~,O= 27, c~,I = -272, ~2,2=490, c2,3 = -270, ~2,4= 27, ~2,s = -2, 
for even-parity solutions, and 
C o,l_l = 490, co.1 = 0, co,2 = 0, Co,3 = 0, 
Cl.0 = -270, ci,i = 463, q2 = -268, cl.3 = 27, C I,4 = -2, 
c*,~ = 27, c2,i = -268, c2,2 = 490, c2,3 = - 270, c2,4 = 27, c~,~ = - 2, 
for even-parity solutions, and 
C m,m = 490, m = 3 (1) N. 
C 
m,n 
= -270 for Jm-n] =l, m=3(1)N, 
C m,n = 27 for ]m-n] =2, m=3(1)N, 
C = 
m,n 
-2 for ]m-n] =3, m=3(1)N. 
P and y are defined in (2.5) and (2.6), while 
t2(h) = [ -9h*y(*)(q,)/28,..., -9h*_~(*‘(q~)/28]~ 
with x, < 77, =z xi+,. 
(2.10) 
For further numerical applications the following finite difference scheme will be used for the 
determination of the approximations A of a and Y of y: 
(C-t h2P)Y= 180h2AY. (2.11) 
To solve this algebraic eigenvalue problem, we first transform the matrix C to a symmetric 
one. Due to the already special form of C, this can be done by means of one similarity 
transformation. We then reduce this matrix to a tridiagonal one by transformations described in 
Wilkinson [14]. To compute eigenvalues and eigenvectors of this symmetric, tridiagonal matrix, 
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we use the F02BEF-subroutine of the NAG-library [12]. The obtained eigenvectors are then 
normalized to unity by requiring j?iv2(x) dx = 1. Finally we expand the eigenfunctions 
y(x) = N=&!;U,(x) (2.12) 
i=O 
in terms of the harmonic oscillator eigenfunctions uI( x), i = O(l)N,, 
ui(x) = [2ii!T’/2]-1’2 epx2/‘Hl(x) (2.13) 
with H,(x) the Hermite polynomials. The upper limit N,, is fixed by the condition that Xr!6dd,2 
approximates 1 within a given accuracy. 
3. Numerical results 
We shall now apply this method 
appropriate value of R is guessed as 
value of N is 200 in each case. 
to some typical p(x) functions. For each potential, an 
described in [5] and will be mentioned in the tables. The 
3. I. The one-dimensional anharmonic oscillator potential 
p(x) = x2 + hX2/(1 + gx’). (34 
As summarized by Mitra [lo] this potential is related to certain specific models in laser theory 
and also to a zero-dimension field theory with a nonlinear Lagrangian. A summary of already 
applied methods can be found in [5], where the methods which are discussed here, have been 
applied for some special ‘A and g values by two of the authors. 
In Table 1 we compare the results obtained in the tridiagonal and heptadiagonal case with 
some previously derived results by Mitra [lo], Bessis and Bessis [l], Galicia and Killingbeck [7], 
Lai and Lin [9], for X = g = 1 and R = 10. 
For specific pairs of h and g values, i.e. h = X(g), one of the solutions a = a(g) of (1.1) can 
be obtained exactly and the expansion (2.13) of the eigenfunctions y(x) consists of only a few 
Table 1 
Comparison of the results obtained in the tridiagonal and heptadiagonal case with some previously derived results for 
thepotential p(x)=x2+Xx2/(l+gx2)with X=g=l and R=lO 
tridiagonal 
4+) a(l-) 
1.23214098 3.50647473 
a@+) 
5.58753898 
42-I 
7.64401185 
heptadiagonal 1.23235072 3.50738835 5.58977892 7.64820121 
Mitra [lo] 1.23235 3.50738 5.58977 / 
Bessis et al [l] 1.23237205 3.50742053 5.58986086 7.64831681 
Galicia et al [7] 1.23235072 / 5.58977894 / 
Lai and Lin [9] 1.23235353 3.50739706 5.58983355 7.64906899 
By a (i + ), resp a( i -), we indicate the i th even, resp odd, eigenvalue. 
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Table 2 
Comparison of exact and computed eigenvalues and eigenfunctions for the potential p(x) = x2 + Ax*/(l + gx2) with 
g=l and R=lO 
x a d,/d, d,/d, 
-6 
(1 l t) 
-10 
(1-) 
- 17.123 105 626 
(2+) 
-26 
(2-) 
-1 
- 0.000000 001 
-3 
- 0.000 000 002 
- 8.123 105 626 
- 0.000000 002 
-15 
-0.000000002 
- 
2.121320344 / 
0.000000 001 
2.041241452 / 
0.000 000 000 
0.552092292 2.471507411 
0.000 000 001 0.000 000 006 
0.816496581 2.906 888 371 
-0.000000002 0.000000 014 
For each h-value we give the exact values in the first row and the difference between the computed values and the 
exact values in the second row. By i + (resp. i -) we indicate the i th even (resp. odd) eigenvalue. 
terms. For a detailed description of these exact solutions, see [5]. In Table 2 we compare some of 
the exact results with our computed eigenvalues and eigenfunctions for a value of g = 1. 
3.2. The symmetric double-well potential 
p(x) =x6 - bx2. (34 
Eigenvalues and corresponding eigenvectors can be obtained by using an extended version of the 
Table 3 
Exact and computed eigenvalues for the potential p(x) = x6 - bx* with R = 4 
b-value parity exact value difference between computed 
and exact value 
3 even 0 - 0.000 000 000 
5 odd 0 - 0.000 000 000 
7 even -2.828427125 - 0.000 000 000 
2.828 427 125 - 0.000 000 002 
9 odd - 4.898 979486 - 0.000 000 000 
4.898 979 486 - 0.000 000 006 
11 even -8 -0.000000001 
0 - 0.000 000 002 
8 -0.000000015 
13 odd -11.313708500 - 0.000 000 004 
0 - 0.000 000 009 
11.313708500 - 0.000 000 042 
15 even - 15.077508 510 - 0.000 000 004 
- 3.559 316 943 - 0.000 000 005 
3.559316943 - 0.000000021 
15.077508510 - 0.000000089 
17 odd - 19.158 416 010 - 0.000 000 007 
- 5.740652 916 - 0.000 000012 
5.740652916 - 0.000000 056 
19.158416010 - 0.000000 201 
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Table 4 
Eigenvalues for the Razavy-potential (3.3) 
n m R exact value difference between computed 
and exact value 
1 1 2.48 -2 0.000 000 000 
0 0.000 000 000 
1 10 1.32 -11 0.000 000 000 
9 0.000000 005 
2 1 2.48 - 4.828 427 124 - 0.000 000 000 
-4 0.000 000001 
0.828427 124 0.000 000 003 
2 10 1.32 - 22.099 751240 -0.000000001 
-4 0.000000015 
18.099751240 0.000000131 
method of continued fractions as introduced by Morse and Sttickelberg [ll]. For arbitrary values 
of the parameter b, one obtains in general two infinite continued fractions, which yield the 
energy eigenvalues corresponding to the eigenfunctions of even and odd parity respectively. 
However, for b = 4i + 1 (resp. b = 4i + 3) i E N, the continued fraction corresponding to the 
eigenfunctions of odd (resp. even) parity is terminated, and the first i odd (resp. even) eigenstates 
can be obtained with very high degree of accuracy. Table 3 lists, for some b-values, the exact 
values of the eigenstates and the differences between the computed and the exact values. 
Table 5 
Comparison of computed eigenvalues with previously derived eigenvalues [2] for the potential p(x) = Ax2 + px4 + 77x6 
with R = 4 
h 
-2 
0 
-2 
2 
2 
P 
-2 
0 
2 
2 
0 
new results previous results 
- 1.000000000 -1.000 0 
-0.154110710 - 0.153 7 
3.629 826493 3.628 1 
8.007557628 8.015 0 
1.144802454 1.144 8 
4.338598711 4.338 6 
9.073084 560 9.073 0 
14.935 169 629 14.935 0 
1.000 000 000 1.000 0 
4.373001059 4.373 0 
9.743 633 328 9.743 6 
16.261907 108 16.261 8 
1.979161211 1.979 0 
6.721981419 6.722 0 
12.826015 977 12.826 1 
19.980995 414 19.979 2 
1.697 207 963 1.697 2 
5.685 021128 5.685 0 
10.836459154 10.836 6 
17.025 645 748 17.023 5 
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3.3. The Razavy potential [13] 
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p(x) = 1/8m2(cosh(4x) - 1) - m(n + 1) cosh(2x) (3.3) 
with n and m free parameters. An analytical solution exists for the first (n + 1) levels. Esebbag 
et al. [4] have developed a variational method for the study of the eigensolutions of (1.1) based 
upon the idea of employing scaled eigenstates of the harmonic oscillator as generating functions 
for a generator coordinate method. 
In Table 4 we compare the exact solutions obtained by Razavy, with our results for some 
values of n and m. 
3.4. The doubly anharmonic oscillator of the type 
p(x) = AX2 + /Lx4 + r/x6, ?J > 0 (34 
which is of great interest in scalar field theory. A lot of numerical methods have been introduced 
for the derivation of the corresponding eigenvalues. For the most important references we refer 
to [2]. 
In Table 5 we list our computed eigenvalues and the results obtained by Chaudhuri and 
Mukhetjee [2] for some values of h, I_L and n. 
3.5. Conclusion 
As can be observed from the presented tables, we obtain an accuracy for the eigenvalues and 
the eigenfunctions of at least 8 significant digits, whereby the first eigenstates are the most 
accurate. The accuracy also depends on the values of the parameters of the considered potentials. 
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