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Abstrak- Setiap tahun lembaga perguruan tinggi 
pasti menerima mahasiswa baru, termasuk STIKOM 
Dinamika Bangsa Jambi. Kehadiran mahasiswa baru 
ini yang setiap tahun terus bertambah, tentunya data 
menjadi bertumpuk. Tumpukan data ini bisa 
dimanfaatkan untuk mendapatkan informasi dari data 
tersebut. Tumpukan data ini yang digunakan adalah 
data akademik mahasiswa yaitu data Indeks Prestasi 
mahasiswa. Penulis memanfaatkan data ini untuk 
melakukan penelitian tentang prediksi mahasiswa drop 
out. Data diambil dari semester satu sampai semester 
enam. Data ini akan dijadikan sebagai dasar untuk 
melakukan perhitungan dalam memprediksi 
mahasiswa yang kemungkina drop out dengan 
menggunakan salah satu algoritma data mining yaitu 
k-Nearest Neighbor.  Hasil dari penelitian ini yaitu nilai 
akurasi dari prediksi mahasiswa yang kemungkina 
akan terkena drop out. 
 
Kata Kunci : Data Mining, K-NN, Prediksi, Drop out 
 
I. PENDAHULUAN 
Ledakan pertumbuhan data mahasiswa terjadi 
setiap tahun. Ini terjadi setiap penerimaan 
mahasiswa baru. Data ini meningkat dengan cepat  
tanpa banyak diketahui manfaatnya kepada 
manajemen. Pesatnya pertambahan data mahasiswa 
ini bisa dipastikan akan mambuat kondisi suatu 
perguruan tinggi mempunyai tumpukan data. Namun 
ini, data yang bertumpuk ini belum digunakan secara 
optimal apalagi maksimal. Padahal sebenarnya 
dengan adanya tumpukan data tersebut bisa menjadi 
informasi yang berguna misalnya dengan 
menggunakan salah satu atau beberapa suatu teknik 
seperti teknik data mining. Pemanfaatan beberapa 
teknik data mining dalam memanfaatkan tumpukan 
data yang terdapat pada perguruan tinggi bisa 
digunakan untuk mendapatkan informasi demi untuk 
menunjang kegiatan manajemen dan kegiatan 
operasional harian serta bermanfaat dalam 
mengambil kebijakan atau keputusan yang strategis. 
Dengan adanya tumpukan data di perguruan 
tinggi yang belum digunakan secara optimal, maka 
penulis memanfaatkan tumpukan data tersebut untuk 
mencari informasi baru. Tumpukan data yang 
digunakan merupakan data akademik di Sekolah 
Tinggi Ilmu Komputer (STIKOM) Dinamika 
Bangsa Jambi yaitu data Indek Prestasi mahasiswa 
yang diambil  dari semester pertama hingga semester 
ke enam. Data ini  akan dijadikan sebagai material 
dalam melakukan penelitian memprediksi 
mahasiswa yang kemungkinan drop out. Mahasiswa 
akan dinyatakan drop out jika tidak memenuhi 
persyaratan akademik untuk kelulusan, kegiatan ini 
dilakukan setiap semester, agar kelancaran studi 
mahasiswa bisa dideteksi sejak dini [1]. Besarnya 
persentasi jumlah mahasiswa mahasiswa yang 
dropout pada beberapa perguruan tinggi bisa dapat 
cegah atau diminimalisir dengan membuat tentang 
kelancaran studi mahasiwa sehingga mahasiswa bisa 
diarahkan agar lulus tepat waktu dan mencegah dari 
dropout[2] 
Beberapa penelitian yang yang berhubungan 
dengan Metode K-Nearest Neighbor seperti yang 
dibahas oleh Abdul Rohman tentang  Perencanaan 
Model Algoritma K-Nearest Neighbor (K-Nn) 
dalam memprediksi Kelulusan Mahasiswa[3], 
Khafiizh Hastuti menganalisis serta 
membandingkan beberapa Algoritma Klasifikasi 
dari teknik Data Mining, dalam hal ini untuk 
mahasiswa Non Aktif [4], kemudian Jasmir 
melakukan penelitian dengan menerapkan salah satu 
algoritma data mining yaitu K-Nearest Neighbor 
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untuk melakukan prediksi tentang masa studi 
mahasiswa [5]  
 
 II. LANDASAN TEORI 
2.1. Data Mining 
Data mining adalah suatu proses ekstraksi atau 
penggalian data dan informasi yang besar yang 
belum diketahui sebelumnya, namun dapat dipahami 
dan berguna dari database yang besar serta 
digunakan untuk membuat suatu keputusan bisnis 
yang sangat penting. [6] [7] 
2.2. Metode Nearest Neighbor  
Metode Nearest Neighbor merupakan dengan 
menghitung kedekatan antara testing data dengan 
training data,  yang berdasarkan dengan kecocokan 
dari fitur yang tersedia. [8][9] 
Metode Nearest Neighbor terbagi  2, yaitu:  
1. 1-NN, merupakan klasifikasi terhadap 1 data laber 
paling dekat.  
2. k-NN, merupakan klasifikasi terhadap k data label 
terdekat, dengan catatan nilai k>1.  
Penulis akan menggunakan Metodek-Nearest 
Neighbordalam penelitian ini. 
Metode k-Nearest Neighbor(k-NN) merupakan 
metode dari algoritma supervised yang mana hasil 
proses dari query instance yang terklasifikasi 
berdasarkan kebanyakan dari kelas label. Algoritma 
k-NN diproses dengan jarak terpendek terpendek 
dari query instance ke data training sampai 
mendapatkan nilai k-NN-nya. Untuk menghitung 




𝑑𝑖 = ට∑ (𝑋ଶ௜ − 𝑋ଵ௜)ଶ
௣
௜ୀଵ          (1) 
 
Dimana,  
x1 = Sampel data  
x2 = Data uji atau data testing  
i = Variabel data  
d = Jarak  
p = Dimensi data. [10][11] 
 
 
III. METODOLOGI PENELITIAN  : 
 




Pada penelitian ini pencarian nilai euclidean dari 
keterkaitan level kelulusan mahasiswa  dengan data 
induk dari  mahasiswa, yaitu dari nilai Indek Prestasi 
dari semester pertama sampai semester ke enam dan 
akan dilakukan pengujian dengan dari data testing 
yang diambil dari nilai per dua semester, per empat 
semester dan per enam semester,  sehingga hasil 
pengolahan data tersebut dapat terlihat dengan 
memanfaatkan Indek prestasi  disemester keberapa 
dan nilai k yang dianggap terbaik yang nantinya akan 
menghasilkan tingkat keberhasilannya yang tinggi. 
 
4.1. Sumber Data 
Data yang terdapat pada penelitian ini diambil 
dari data akademik di Sekolah Tinggi Ilmu 
Komputer Dinamika Bangsa Jambi, khusus program 
studi Teknik informatika. Data ini terdiri dari dua, 
yaitu data  training dan data  testing. Data Training 
dan data  testing yaitu data mahasiswa yang didapat 
ketika calon mahasiswa tersebut telah menjadi 
mahasiswa khususnya di Program Studi Teknik 
Informatika (tabel 1). 
 
Tabel 1. Tabel Data Mahasiswa angkatan 2009 
No. NIM sem1 sem2 sem3 sem4 sem5 sem6 
1. 8020090001 3,4 3,63 3,66 3,25 3,90 3,70 
2. 8020090002 3,77 3,81 3,95 3,83 3,81 4,00 
3. 8020090003 3,45 3,72 3,83 3,66 3,81 3,87 
4. 8020090004 2,72 3,68 3,41 3,08 3,45 3,54 
... .... .. .. .. .. .. .. 
220. 8020090290 2,18 2,54 1,77 2,87 2,95 2,86 
221. 8020090291 2,45 2,90 2,95 2,50 3,22 3,09 
222. 8020090294 0,36 2,86 3,13 3,36 3,41 3,00 
223. 8020090295 0,36 3,54 3,33 3,41 3,45 3,50 
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Tabel 2 Tabel Atribut Data Mahasiswa angkatan 2009 
Atribut Keterangan 
NIM Nomor Induk Mahasiswa  
Nama Nama Mahasiswa 
Sem Digunakan untuk proses mining guna mengetahui hubungan antara tingkat 
kelulusan dengan IP dari semester 1-6.  
 
 
4.2 Penggunaan Algoritma k-NN  
Algoritma k-NN merupakan algoritma untuk 
mencari jarak terdekat antara training data dengan 
testing data. Untuk menghitung jarak terdekat atau 
jauhnya tetangga dapat menggunakan metode 
ecludian distance.  
Tabel berikut merupakan contoh hasil proses 
dengan memanfaatkan metode k-Nearest Neighbor 
dibawah ini:  
Terlihat bahwa ada beberapa data dari Indek 
Prestasi mahasiswa yang telah lulus, yang dijadikan 
sebagai data training (Tabel 3), kemudian dilakukan 
klasifikasi dengan data testing pada data per enam 
semester (Tabel 4) sehingga mahasiswa yagn 
kemungkina drop out dapat ditentukan. 
 
  
Tabel 3. Tabel Training Data Lengkap 
No. NIM sem1a sem2a  sem3a sem4a sem5a sem6a Y=Class 
1. 8020090001 3,4 3,63  3,66 3,25 3,90 3,70 Ya 
2. 8020090002 3,77 3,81  3,95 3,83 3,81 4,00 Ya 
3. 8020090003 3,45 3,72  3,83 3,66 3,81 3,87 Ya 
4. 8020090004 2,72 3,68  3,41 3,08 3,45 3,54 Ya 
... ... .. ..  .. .. .. .. .. 
221. 8020090291 2,45 2,90  2,95 2,50 3,22 3,09 Tidak 
222. 8020090294 0,36 2,86  3,13 3,36 3,41 3,00 Tidak 
223. 8020090295 0,36 3,54  3,33 3,41 3,45 3,50 Tidak 
Keterangan:  
Klasifikasi= keterangan yang menyatakan mahasiswa yang dinyatakan drop out (ya) dan yang tidak (tidak). 
 
Tabel 4. Tabel Testing Data Lengkap 
No. NIM Sem1b Sem2b Sem3b Sem4b Sem5b Sem6b Y=Class 
1. 8020150001 3,51 3,47 3,77 3,58 3,40 3,26 ? 
2. 8020150002 3,58 3,86 3,79 3,76 3,93 3,86 ? 
3. 8020150003 3,86 3,23 3,87 3,54 4,00 3,86 ? 
4. 8020150004 3,05 3,41 3,91 3,47 3,77 3,75 ? 
... ... .. .. .. .. .. .. .. 
219. 8020150278 3,47 3,77 3,58 3,86 3,54 3,76 ? 
220. 8020150279 2,72 2,92 3,11 3,23 3,50 3,54 ? 
221. 8020150282 3,86 3,79 3,76 3,41 3,47 3,47 ? 
 
Testing data yaitu merupakan sekelompok data 
dari Indek Prestasi mahasiswa yang akan 
diklasifikasikan dengan  training data, hasilnya 
apakah drop out atau tidak.  
Setelah proses testing data dan training data, 
langkah selanjutnya yaitu menentukan nilai k-nya, 
untuk contoh kasus seperti di atas nilai k yang 
digunakan yaitu k=5.  
 
Kemudian langkah-langkah dalam menjawab 
permasalahan di atas, yaitu:  
1. Nilai k yang dipakai adalah 5.  
2. Kemudian selanjutnya mencari euclid (query 
instance) untuk masing-masing objek bagi sampel 
data atau training data yang diberikan dengan 
memanfaatkan rumus (1) 
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Tabel 5.Tabel Testing Data uji coba 1 
7. 8020130008 4,00 3,85 4,00 3,95 4,00 3,84 ? 
 
Tabel 6 Square Instance to Query Distance 
No. NIM sem1 sem2 sem3 sem4 sem5 sem6 SItQD 
1. 8020090001 3,4 3,63 3,66 3,25 3,90 3,70 1,021567 
2. 8020090002 3,77 3,81 3,95 3,83 3,81 4,00 0,364829 
3. 8020090003 3,45 3,72 3,83 3,66 3,81 3,87 0,685128 
4. 8020090004 2,72 3,68 3,41 3,08 3,45 3,54 1,778988 
... ... .. .. .. .. .. .. .. 
221. 8020090291 2,45 2,90 2,95 2,50 3,22 3,09 2,771444 
222. 8020090294 0,36 2,86 3,13 3,36 3,41 3,00 4,048259 
223. 8020090295 0,36 3,54 3,33 3,41 3,45 3,50 3,808451 
Selanjutnya dilakukan pengurutan objek-objek tadi, dan dimasukan ke dalam kelompok yang punya jarak Euclid 
paling kecil 
 
Tabel. 7. Data Urutan Objek-objek dalam Kelompok dengan Jarak Euclid Terkecil 
 
No NIM sem1 sem2 sem3 sem4 sem5 sem6 Rata SItQD UJT AkNN 
1. 8020090001 3,4 3,63 3,66 3,25 3,90 3,70 3,59 1,022 25 Tidak 
2. 8020090002 3,77 3,81 3,95 3,83 3,81 4,00 3,86 0,365 3 Ya 
3. 8020090003 3,45 3,72 3,83 3,66 3,81 3,87 3,72 0,685 12 Tidak 
4. 8020090004 2,72 3,68 3,41 3,08 3,45 3,54 3,31 1,779 67 Tidak 
... ... .. .. .. .. .. .. .. .. .. .. 
221. 8020090291 2,45 2,90 2,95 2,50 3,22 3,09 2,85 2,771 110 Tidak 
222. 8020090294 0,36 2,86 3,13 3,36 3,41 3,00 2,69 4,048 171 Tidak 
223. 8020090295 0,36 3,54 3,33 3,41 3,45 3,50 2,93 3,808 147 Tidak 
 
Keterangan 
SitQD : Square Instance to Query Distance 
UJT : Urutan Jarak Terkecil 
AkNN : Apakah Termasuk Nearest Neighbor 
 
Pada tabel di atas, yang dimaksud dengan jarak 
terkecil adalah mengurutkan hasil query instance 
dari yang terkecil hingga ke besar. Jika urutan pada 
query instance termasuk nilai k = 5, maka yang 
diambil 5 jarak yang terpendek yang termasuk nilai 
k (Ya). 
Selanjutnya pada proses berikutnya hasil dari 
pengelompokan “apakah termasuk Nearest 
Neighbor (k)” (tabel 8) akan dikelompokkan dengan 
“Y=Klasifikasi” untuk menentukan data tersebut 




Tabel 8 Tabel Label Class  Y 
No NIM sem1 sem2 sem3 sem4 sem5 sem6 Rata SItQD UJT AkNN Y=Class 
1. 8020090001 3,4 3,63 3,66 3,25 3,90 3,70 3,59 1,022 25 Tidak Ya 
2. 8020090002 3,77 3,81 3,95 3,83 3,81 4,00 3,86 0,365 3 Ya Ya 
3. 8020090003 3,45 3,72 3,83 3,66 3,81 3,87 3,72 0,685 12 Tidak Ya 
4. 8020090004 2,72 3,68 3,41 3,08 3,45 3,54 3,31 1,779 67 Tidak Ya 
... ... .. .. .. .. .. .. .. .. .. .. .. 
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221. 8020090291 2,45 2,90 2,95 2,50 3,22 3,09 2,85 2,771 110 Tidak Tidak 
222. 8020090294 0,36 2,86 3,13 3,36 3,41 3,00 2,69 4,048 171 Tidak Tidak 
223. 8020090295 0,36 3,54 3,33 3,41 3,45 3,50 2,93 3,808 147 Tidak Tidak 
 
Dengan memanfaatkan algoritma k-Nearest 
Neighbor dapat diprediksikan dengan perhitungan 
nilai query instance. Pada urutan jarak yang terdekat 
dari satu sampai lima (nilai k=5), maka diketahui ada 
drop out ada yang tidak drop out. Sehingga testing 
data tersebut termasuk drop out. Hasil Klasifikasi 
bisa dolihat pada tabel 9 
 
Tabel 9 Tabel hasil akhir klasifikasi 
No. NIM Sem1 Sem2 Sem3 Sem4 Sem5 Sem6 Klasifikasi 
1. 8020130001 3,62 3,71 3,64 3,91 3,93 3,76 Ya 
2. 8020130002 3,75 3,80 3,79 3,76 3,93 3,86 Ya 
3. 8020130003 3,75 3,88 3,87 3,54 4,00 3,86 Ya 
4. 8020130004 3,92 3,90 3,91 3,47 3,77 3,75 Ya 
... ... .. .. .. .. .. .. .. 
219. 8020130278 3,67 3,30 3,43 3,73 3,54 3,72 Ya 
220. 8020130279 2,72 2,92 3,11 3,14 3,50 3,28 Ya 
221. 8020130282 2,80 2,97 3,26 3,21 3,47 3,06 Ya 
 
4.3. PENGUJIAN DATA 
Secara umum, pengujian data terdiri dari 2 (dua) 
bentuk yaitu 
1. Menguji data secara keseluruhan yang diambil 
dari data training sebanyak 223 data.  
2. Menguji sebagian mahasiswa yang diambil dari 
data testing sejumlah 221 data.  
Pengujian ini bermanfaat untuk mendapatkan 
informasi tentang nilai k terbaik. Untuk 
mendapatkan hasil yang terbaik pada sistem ini 






∑Banyaknya data sampel 
 
1. Nilai k per dua Semester  
Dalam percobaan ini nilai k yang diambil per dua 
semester yaitu semester 1 dan semester 2 dengan 
tujuan untuk mendapatkan nilai k yang terbaik. 
Pada Tabel 10 berikut ini ditampilkan hasil 
pengujian dengan mengganti nilai k.. 
 
Tabel 10 Hasil percobaan dengan nilai k per dua 
semester 
Hasil Prediksi 
K= 5 K = 10  K = 15 
47% 58% 63% 
 
Terlihat dalam Tabel 10 bahwa nilai k yang terbaik 
dalam prediksi mahasiswa drop out dari perhitungan 
nilai per dua semester dengan menggunakan training 
data yang berjumlah 221 data adalah k=15 dengan 
nilai 63.00%. 
 
2. Nilai k per empat semester.  
Percobaan berikut ini yaitu dengan memanfaatkan 
nilai per empat semester untuk mendapatkan  nilai k 
yang terbaik. Terlihat pada Tabel 3.11 berikut 
ditampilkan hasil percobaannya  
 
Tabel 3.11 Hasil percobaan dengan nilai k per empat 
semester 
Hasil Prediksi 
K= 5 K = 10  K = 15 
56% 69% 67% 
 
Terlihat dalam Tabel 3.11 diatas bahwa nilai k yang 
terbaik dari 223 data training yaitu yaitu k=10 
dengan nilai 69.00%.  
 
3. Nilai k per Enam Semester  
Percobaan berikut adalah percobaan dengan 
menggunakan data Indek Prestasi Akademik per 
enam semester. Tabel 3.12 berikut ini menampilkan 
hasil proses pengujian dengan data per enam 
semester. 
 
Tabel 5.12 Hasil Percobaan dengan nilai k per enam 
semester 
Hasil Prediksi 
K= 5 K = 10  K = 15 
66% 74% 81% 
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Terlihat dalam Tabel 3.12 bahwa nilai k yang terbaik 




Berdasarkan pembahasan diatas, maka 
didapatkan simpulan:  
1. Proses Prediksi mahasiswa Drop Out dengan k-
Nearest Neighbor yang akan diterapkan di 
program studi Teknik Informatika.  
2. Dengan memanfaatkan data training sebanyak 
223 data dan data testing sebanyak 221 data, 
maka diperoleh nilai k terbaik dalam prediksi 
mahasiswa drop out sebagai berikut:  
a. Untuk data per dua semester diperoleh nilai 
k = 15 dengan nilai keberhasilan 63%.  
b. Untuk data per empat semester yaitu 
diperoleh k = 10 dengan nilai keberhasilan 
69%.  
c. Untuk data per enam semester didapat nilai 
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