In this paper, it is shown that the reduced ℓ p -cohomology is trivial for a class of finitely generated amenable groups called transport amenable. These groups are those for which there exist a sequence of measures ξ n converging to a left-invariant mean and such that the transport cost between ξ n displaced by multiplication on the right by a fixed element and ξ n is bounded (uniformly in n). This class contains groups with controlled Følner sequence (such as polycylic groups) as well as some wreath products (such as H ′ ≀ H where H is finitely generated Abelian and H ′ is finitely generated amenable).
Introduction
The study of ℓ p -cohomology for discrete spaces has been introduced by Gromov in [9, §8] as an asymptotic invariant of groups (it turns out it is a quasi-isometry invariant, see below). The subject matter of this paper is the reduced ℓ p -cohomology in degree one of finitely generated groups. Let Γ = (X, E) be a Cayley graph (for a finite generating set), the reduced ℓ p -cohomology in degree one is the quotient
where the gradient of a function on the vertices g is defined by ∇g(γ, γ ′ ) = g(γ ′ ) − g(γ). When G is a finitely generated group, this is isomorphic to the reduced cohomology of the left-regular representation on ℓ p (G), see Puls' paper [20] or Martin & Valette [15] . Another important result is that ℓ p -cohomology is an invariant of quasi-isometry:
Theorem. (see Élek [5, §3] or Pansu [16] ) If two graphs of bounded valency Γ and Γ ′ are quasi-isometric, then they have the same ℓ p -cohomology (in all degrees, reduced or not).
The result is actually much more powerful, in the sense that it holds for a large category of measure metric spaces (see above mentioned references).
For shorter proofs in more specific situations see Puls [21, Lemma 6 .1] or Bourdon & Pajot [2, Théorème 1.1]. As a consequence, if G is a finitely generated group, the ℓ p -cohomology of any two Cayley graphs (for a finite generating set) are isomorphic. Thus, one may speak of the ℓ p -cohomology of a group without making reference to a Cayley graph.
The present paper gives a partial answers to a question (dating back at least to Gromov [9, §8.A 1 .(A 2 ), p.226]): Question 1.1. Let G be an amenable group, is it true that for all 1 < p < ∞, ℓ p H 1 (G) = {0}?
For p = 2, the positive answer is a famous result of Cheeger & Gromov [4] (see also Lück's book [14] ). The results presented here will cover other partial (positive) answers due to Kappos [12] , Martin & Valette [15] and Tessera [23] .
The problem is reduced to a question of transport cost for measures tending to a left-invariant mean in G.
Definition 1.2.
A finitely generated group G is called transport amenable if there exists S a finite generating set, a positive constant K ∈ R and a sequence of finitely supported probability measure ξ n converging to a leftinvariant mean such that, ∀s ∈ S and ∀α, the transport cost
where d Γ is the distance in the Cayley graph Γ = Cay(G, S), ξ ∨ (x) = ξ(x −1 ) (so that ρ s ξ ∨ = (λ s ξ) ∨ ), and M (ξ, φ) is the collection of finitely supported measures on G × G with marginals ξ and φ. Theorem 1.3. Let G be a finitely generated group. If G is transport amenable then the degree one reduced ℓ p -cohomology of G vanishes for all p ∈]1, ∞[.
The proof relies almost solely on classical functional analysis; the exception being a lemma from Holopainen & Soardi [10, Lemma4.4] .
This theorem extends a result of Tessera [23, Theorem 2.2] (when the L p -representation is the left-regular representation, see theorem 4.2 in the present text) concerning groups with controlled Følner sequence (henceforth abbreviated by CF). Tessera's result implies these have trivial reduced degree one ℓ p -cohomology. The simplest example of a Følner sequence which is not CF is a sub-sequence of balls in a group of intermediate growth.
The exact range (in the class of amenable groups) of Tessera's result (and, consequently, of theorem 1.3) is unclear, though Tessera's article [24] gives a temptingly complete description of such groups. This class contains groups of polynomial growth, polycyclic groups and wreath products F ≀ Z where F is a finite group.
However, theorem 1.3 applies to groups where it is known that [23, Theorem 2.2] does not apply. To see this, one must invoke the results of Erschler [6] (or look again in [24] ). Indeed, groups with CF have an isoperimetric profile in log v, so that Z ≀ Z and Z 2 ≀ Z 2 may not have CF.
In examples 5.1 and 5.2, a small class of groups is shown to be transport amenable (though they are not CF, as explained in the previous paragraph). These groups are wreath products H ′ ≀ H where H ′ is amenable (finite or infinite) and H is infinite Abelian. In particular, this means that theorem 1.3 applies to Z ≀ Z and Z 2 ≀ Z 2 .
It was known that groups with infinitely many finite conjugacy classes (e.g. an infinite centre, e.g. groups of polynomial growth 3 ) have trivial reduced ℓ p -cohomology in degree 1 (see Kappos' preprint [12, Theorem 6.4] ; the case of infinite centre is explained in Gromov [9, §8] The methods presented here may be of use in non-amenable groups, but apart for groups with infinitely many finite conjugacy classes, the author could not find any other case. They also apply to graphs, but the proper conditions on graphs are not so convenient to formulate (e.g. quasi-transitive action by quasi-isometries).
When 1 < p < ∞, it is known (see Puls [20, §3] or Martin & Valette [15, §3] ) that the existence of non-constant p-harmonic function (i.e. h ∈ D p (Γ) with ∇ * µ p,p ′ ∇h = 0, where µ p,p ′ is the Mazur map defined by (µ p,p ′ f )(γ) = |f (γ)| p−2 f (γ)) is equivalent to the non-vanishing of reduced cohomology in degree 1. Other known consequences of the triviality of the reduced ℓ pcohomology include the triviality of the p-capacity between finite sets and ∞ (see [25] and [21] ).
Notations and preliminary definitions
Given a finitely generated group G and a finite set S, the Cayley graph Cay(G, S) is the graph whose vertices are the element of G and (γ, γ ′ ) ∈ E if ∃s ∈ S such that s −1 γ = γ ′ . (Consequently, all Cayley graphs will be assumed to be of bounded valency.) In order for the resulting graph to have a symmetric edge set, S is always going to be symmetric (i.e. s ∈ S ⇒ s −1 ∈ S). Also, Cayley graphs are always going to be asumed connected (i.e. S is generating).
The set of edges is thus thought of as a subset of X × X. Functions will take value in K, a complete normed field where classical theorems about Banach spaces hold, e.g. R or C. Thus ℓ p (G) is the Banach space of functions on the vertices which are p-summable, while ℓ p (E) will be the subspace of functions on the edges which are p-summable.
The gradient ∇ :
, as the graphs are of bounded valency it is a bounded (and injective) operator from ℓ p (G) into ℓ p (E). Its kernel in K G is the space of constant functions. It is worthwhile to observe that the gradient is made of {(λ s −Id)g} s∈S where λ is the left-regular representation. As for the right-regular representation, it is a (injective) homomorphism from G into Aut Cay(G, S) , the automorphism group of the Cayley graph.
The Banach space of p-Dirichlet functions is the space of functions f on X such that ∇f ∈ ℓ p (E). It will be denoted D p (Γ). In order to introduce the D p (Γ)-norm on K X , it is necessary to choose a vertex e (in a Cayley graph, it is convenient to choose the neutral element). This said f
By taking the primitive of the gradients, one may also prefer to define the reduced ℓ p -cohomology as
Lastly, p ′ will denote the Hölder conjugate exponent of p, i.e. p ′ = p/(p − 1) (with the usual convention that 1 and ∞ are conjugate).
A sequence of finite sets {F n } in G will be called a left-Følner sequence (resp. right-Følner sequence) if
A finitely generated group is amenable if and only if it has a Følner sequence. Following Tessera [23] , the Følner sequence will be called controlled, if the above ratio is less than K(diamF n ) −1 for some constant K.
Existence of a left-(resp. right-) Følner sequence is equivalent to the existence of an invariant mean, i.e. a positive, linear, continuous, left-(resp. right-) translation invariant map µ : ℓ ∞ (G) → R, often normalised so that µ(1 l G ) = 1. This, in turn, implies the existence of a sequence of finitely supported positive probability measures ξ n satisfying λ γ ξ n − ξ n ℓ 1 (G) → 0 (resp. ρ γ ξ n −ξ n ℓ 1 (G) → 0). It is a standard trick to construct a bi-invariant (i.e. left-and right-) version of any of the previous items from a left-(resp. right-) invariant one. There are many possible references on this topic, e.g. Paterson's [17] or Pier's [18] book.
Throughout this text, δ γ is the Dirac mass at γ: δ γ (η) = 0 if η = γ and 1 if η = γ. The following convention for the (left-)convolution of function will be in use:
Also, since this section deals exclusively with Cayley graphs of a group G, the vertex set X is equal to (and thus replaced by) G.
A criterion for convergence in D p
Assume Γ = Cay(G, S) is the Cayley graph of G for the set S. The gradient ∇ is made up of the partial gradients ∇ s :
so, writing γ as a word in S, λ γ f is also in the same class. Furthermore, a convex combination of such functions will always represent the same class. Actually, if ξ ∈ K(Γ) is of a function finite support
Next recall that if a sequence f n ∈ D p converges point-wise (that is its value at e and the values of the gradient on the edges) to 0 and is bounded, then it weak * -converges to 0. This is relatively general fact. Indeed, assume f n ∈ ℓ p (N) is a bounded sequence which converges point-wise. Let h be in the pre-dual, for any ε > 0, there is a finite set
Next, if p ∈]1, ∞[, weak * -convergence of f n implies weak-convergence of f n , which in turns implies norm-convergence of some sequence h k where each h k is a convex combination of the f n for n ∈ {1, 2, . . . , k} (a consequence of the Hahn-Banach theorem, see [22, Theorem 3.13] ). Putting these two facts together one gets Lemma 3.1. Let f ∈ D p (Γ). If there exists a sequence ξ n of finitely supported functions such that:
1.
γ∈G ξ n = 1;
2. ∀s ∈ S, (δ s − δ e ) * ξ n * f converge point-wise to 0;
Proof. Indeed if 1 holds, then all the ξ n * f represent the same cohomology class. One may also add a constant function at every step, so that in addition to 2 these converges point-wise (at e). 3 implies that up to taking a convex combination, there is a sequence y n with [y n ] = [f ] (being convex combinations of ξ n * f and since [ξ n * f ] = [f ]) and y n → 0 in the norm of D p (Γ). This implies that the reduced class trivial.
This gives the following theorem, which may also be found in Kappos' preprint [12] (where the conclusion extends to higher degrees if G is of type FP n ).
Theorem 3.2. Let G be a finitely generated group with infinitely many finite conjugacy classes. Then ℓ p H 1 (Γ) = 0 for any Cayley graph Γ of G.
Proof. Take a sequence of C n ⊂ G of finite conjugacy class such that the distance to the identity tends to infinity and let ξ n = 1 l Cn /|C n | be the normalised characteristic function. Then, the condition of the above lemma are satisfied for any f ∈ D p (Γ) as 1. ξ n is positive and has ξ n ℓ 1 (G) = 1;
2. Functions in ℓ p (E) decay at infinity. Since (δ s − δ e ) * ξ n * f = ξ n * (δ s − δ e ) * f the point-wise convergence to 0 follows; 3. Again (δ s − δ e ) * ξ n * f = ξ n * (δ s − δ e ) * f and since ξ n ℓ 1 (G) = 1 it has norm 1 as a convolution on ℓ p , thus lemma 3.1 may be applied with K = 1.
Since the above holds for any f ∈ D p , the ℓ p -cohomology (1 < p < ∞) of groups with infinitely many finite conjugacy classes is trivial.
As noted by Kappos in [12] , the previous theorem covers nilpotent groups. For more amusing examples of groups with this property, see [3] . 
. This is quite useful, as one is tempted to take ξ n to be a sequence which tends to an invariant mean. Lemma 3.3. Let G be an amenable group, Γ = Cay(G, S) and ξ n is a sequence of measures tending to a left-invariant mean. If there is a K > 0 such that ∀s ∈ S,
Proof. Indeed, assume f ∈ BD p (Γ), then the first two points of lemma 3.1 are automatically satisfied. Indeed, 1 is a consequence that ξ n is a probability measure and 2 follows from
as λ s ξ n − ξ n ℓ 1 (G) → 0. Finally, the hypothesis is a restatement of 3.
In general, a computation gives:
where X n is the support of ξ n . In order to express the above sum in terms of the gradient, it is necessary to express the difference as integrating the gradient on the paths. In the simpler case where ξ n = 1 l Fn /|F n | and F n is a left-Følner sequence, the above sum is a the sum of values of f on F −1 n s −1 η \ F −1 n η minus the values of f on F −1 n η \ F −1 n s −1 η, all this divided by |F n |. So, from now on, the aim will be to bound the transport of a uniform mass on F −1 n s −1 η \ F −1 n η towards a uniform mass on F −1 n η \ F −1 n s −1 η if the cost of transport is given by the gradient of f .
Proof of the theorem 1.3
The previous computation is an incentive to look at how one transports a probability measure to another. Definition 4.1. Let ξ and φ be two finitely supported functions with γ∈G ξ(γ) = γ∈G φ(γ). Fix a "price" function f ′ : E → K on the edges (not necessarily positive). Let ℘ be the set of (finite) paths in the graph. Let M ℘ (ξ, φ) be the collection of (finitely supported) measures on ℘ such that the marginals are ξ and φ, i.e. P ∈℘,source(P )=x m(P ) = ξ(x) and P ∈℘,target(P )=y
Let m ∈ M ℘ (ξ, φ), m is a transportation pattern or, for short, a pattern. Define the "flattened" measure m ♭ on edges by the quantity of mass transported through that edge, i.e.
where the sum is to be made with multiplicities (if a appears twice in P ). The transportation cost of the measure ξ to the measure φ according to the pattern m and price f ′ is
The infimal transportation cost of the measure ξ to the measure φ is
where 1 l is the function with constant value 1, M G (ξ, φ) is the space of finitely supported measures on G × G with (usual) marginals ξ and φ and d Γ (x, y) is the graph distance. ♦ Assume without loss of generality that we are dealing with probability measures. Notice that if f ′ = ∇f , then for any pattern m,
Using this language one has that, for any pattern m,
where ρ η is the right regular representation and
Proof of theorem 1.3. The goal is to obtain the bound in lemma 3.3. By hypothesis, for every n, there is a pattern m n such that TC 1 l,mn (ρ s ξ ∨ n , ξ ∨ n ) ≤ 2K. For each n, this pattern will be used to get a bound on the map T which sends a function
n (which will be in ℓ p (G)). The bound will be obtained for p = 1 and p = ∞, and deduced by Riesz-Thorin interpolation for intermediate p.
In an attempt to alleviate notations the index n will be omitted.
To get a ℓ ∞ bound, it suffices, to look at TC 1 l,m (ρ s ξ ∨ , ξ ∨ ): right multiplication is an automorphism and replacing f ′ by f ′ ℓ ∞ (E) on each edges may only increase these sums. The ℓ 1 -bound is in appearance more intricate as one should not dispose so carelessly of the values of f ′ . Indeed, if the weight function on the edges is f ′ ∈ ℓ 1 (E) then the graph can be seen as a bounded (but not compact) metric space (via |f ′ |).
The question can then be reduced to determining whether it is possible to solve (with ξ = ρ s ξ ∨ n and φ = ξ ∨ n ) the transport problem (and all its translates) so that ∀a ∈ E, η∈G m ♭ ρηf ′ ;ξ,φ (a) < K f ′ ℓ 1 (E) for any f ′ ∈ ℓ 1 (E). This seems quite daunting. However, this bound is automatic if one has that m ♭ 1 l;ξ,φ (E) ≤ K. Indeed, if one knows that the total quantity of mass is transported over all edges is bounded in one transport, then in all translations, any given edge will be used at most |S| times this amount (the factor |S| is necessary as the action of G on non-oriented edges is not always faithful). In other words,
Thus, using the Riesz-Thorin theorem, one gets a uniform bound on
and, using lemma 3.3, shows that the only class in reduced cohomology is the trivial one.
Note that using ξ n = 1 l Fn /|F n | in theorem 1.3 (here F n are Følner sets), one sees immediately vanishing of cohomology for Abelian groups: there is a bijection between F −1 n s = sF −1 n and F −1 n which sends every vertex to a neighbour using only one edge, so the above may be applied with K = 1.
The hypothesis of theorem 1.3 are always satisfied when G has a controlled Følner sequence, i.e. a sequence of finite sets such that ∀s ∈ S,
Since F n may be translated to be contained in the ball of radius diamF n . This gives back a special case (when the L p -representation is the left-regular representation) of a result of Tessera [23, Theorem 2.2]:
Theorem 4.2. If G is a finitely generated group with a controlled Følner sequence, then its degree one reduced ℓ p -cohomology is trivial.
Proof. If ξ n = 1 l Fn /|F n | one sees, up to translating F n into a ball of radius diamF n around e G , that the transport problem may be solved by picking any bijection from F −1 n s \ F −1 n to F −1 n \ F −1 n s and looking at the corresponding transport cost (at most (2diamF n + 2)|sF n ∆F n |/|F n |).
Examples
However, there are examples of groups which are not covered by Theorem 4.2 but where Theorem 1.3 applies. This is the case for many wreath products.
The conventions for the wreath product (of two finitely generated groups) H ′ ≀ H will be as follows. H ′ is the "lamp state" group and H is the "lamplighter position" group. The generators are going to be of the form: S = {e H → S H ′ } × {e H } ∪ {0} × S H where S H ′ and S H are some set of generators for H ′ and H (respectively), {e H → S H ′ } is the set of functions supported on e H with value in S H ′ and {0} is the trivial function (i.e. sending all H to e H ′ ).
Multiplication on the left by (e H → s H ′ , e H ) changes the lamp state where the lamplighter is, whereas multiplication on the right changes the lamp state at the position e H . Multiplication on the left by (0, s H ) moves the lamplighter, whereas multiplication on the right moves the lamplighter together with all the lamps.
Example 5.1: Let Γ be the Cayley graph of H ′ ≀ H where H ′ is finite and H is Abelian.
A Følner sequence is given as follows: let A n be a controlled Følner sequence of diameter d n in H and let B k be the functions H → H ′ which are supported on A k (i.e. all the non-trivial lamp states supported by A k ). Then F n := B n × A n is a (left-but not right-) Følner sequence. The transport problem is particularly easy to solve for ξ n = 1 l Fn /|F n |, the normalised characteristic function of the Følner sets. Indeed, r ∈ {e H → S H ′ } × {e H } does not displace the Følner set at all. If z ∈ {0} × S H , then the problem is to displace elements from F −1 n z to F −1 n with a cost which is bounded by a constant multiple of |F n |.
Since the F n are particularly easy to describe and the F −1 n more ungainly, it turns out to be easier to write down the problem by inverting everything: namely displace z −1 F n to F n , where the cost of displacing γ to γ ′ is the length of the element η such that γη = γ ′ .
Elements in z −1 F n \ F n are those where the lamplighter moved out of A n . Since H is assumed Abelian, for elements where the lamp states are all off on A n \ z −1 A n it is possible to displace all these element back to elements in F n by multiplying on the right by z. This will contribute to the final total cost (after division by |F n |) for less than |A n \ z −1 A n | |A n |c |An\z −1 An| . The aim is now to send elements with some non-trivial lamp states on ∆ z A n := zA n \ A n to similar elements with non-trivial lamp states on ∆ ′ z A n := A n \ zA n . Let φ : A n z \ A n → A n \ A n z be a bijection. Proceed as follows:
• If there are i non-trivial lamp states, move the lamplighter (and the lamps, since the multiplication is on the right) so that i lamps are successively at the identity and change their states to the trivial one, then turn on the i corresponding (by φ) lamps before coming back to a neighbouring position; this takes at most 2i(d n + k) + d n steps as A n is of diameter d n and the diameter of the "lamp states group" F is k;
• For i fixed, the number of such elements is c |An|−|∆zAn| (c − 1) i |∆zAn| i where c = |F |;
• So the total of used edges is at most (recall
• As |F n | = c |An| |A n |, one gets a bound of
Since A n may be chosen to be a controlled Følner sequence (H is assumed Abelian), d n /|A n | ≤ 1 and k/c ≤ 1 is fixed, this is uniformly bounded by 1+ε+2K/c where ε > 0 is arbitrarily small and K comes from the controlled Følner ratio. (Actually, if H = Z, then the constant is ε + 2K/c.) Hence, theorem 1.3 applies. The sequence F n is not itself a controlled Følner sequence (unless H = Z): diamF n ≥ |A n |, |F n | = |A n |k |An| and |zF n ∆F n | ≥ |∆ z A n |k |An| . ♦ The strategy may very well extend to more general wreath products. Considering ξ n = 1 l Fn * 1 l F −1 n /|F n | 2 to get some sort of bi-CF sequence might also be a good idea. The parameters k = diamH ′ and c = |H ′ | have been carefully brought along in the above example, the reason being:
Example 5.2: Let H ′ and H be infinite amenable groups with respective Følner sequences A ′ n and A n and respective generating sets S H ′ and S H . Let d n = diamA n and k i = diamA ′ i . Assume H is Abelian and and that there is a sequence i n ∈ N such that
• ∀z ∈ S H , lim
Then theorem 1.3 applies to H ′ ≀ H (for the generating set S = {e H → S H ′ } × {e H } ∪ {0} × S H ). To see this repeat the preceding example with F n being functions with support in A n and taking values in A ′ in . (In doing so, k becomes k i = diamA ′ i and c becomes c i = |A ′ i |). The first condition comes up when solving the transport problem for the generators ({e H → h ′ }, e H ) (which no longer leave the set invariant). There are |∆ z A ′ in | which escape the Følner set, and each of them may be returned by a cost of at most 2(d n + k in ). The second is used when solving the transport problem for the generators (e H ′ , h).
The required sequence i n always exists. The first ratio always tends to 0 if i n grows slowly enough, and, if A n is taken to be CF, the second ratio tends to either 1 (when H = Z) or 0 (otherwise). ♦ This means one may apply theorem 1.3 to H ′ ≀ Z k for any H ′ amenable and k > 0.
