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Nature and nature's laws lay hid in night;  










Apesar do desenvolvimento da fruticultura no Brasil ser de destaque mundial, a regulamentação 
para classificação de frutas ainda é incipiente e sua linguagem precisa ser única, clara, justa e 
precisa para atender toda cadeia produtiva até chegar aos consumidores. O presente trabalho 
propõe a construção de um sistema imageador infravermelho capaz de medir o volume de frutas 
através do uso de lasers de forma veloz e precisa. O sistema imageador também pode medir o 
diâmetro transversal de pêssegos e classificá-los em consonância com as normas propostas em 
2008 pelo programa brasileiro para modernização da horticultura e produção integrada de frutas 
– PBMH. O sistema proposto pode ser regulado para maior velocidade ou maior precisão e 
consiste em duas fontes emissoras de linhas lasers com comprimento de onda de 850 (nm) com 
emissão estroboscópica sincronizada. Uma câmera digital e uma lente com um filtro 
sintonizado em 850 (nm) capturam imagens segmentadas. As linhas lasers são projetadas na 
superfície da fruta em certo ângulo em relação ao eixo óptico do sensor imageador. As linhas 
sofrem uma deformação pela superfície da fruta que, após análise da imagem digital capturada, 
se traduz em volume ou diâmetro da fruta. Através deste método é possível utilizar a 
configuração mais precisa, com análise de 72 imagens, para mensurar o volume de uma fruta e 
obter resultados em cerca de 1 segundo e que são similares ao método hidrostático em precisão. 
Utilizando a configuração mais rápida, com análise de apenas uma imagem, o método produz 
uma margem de erro de 7,10% no pior dos casos testados com o modelo de fruta. O ponto ótimo 
entre precisão e velocidade foi encontrado na configuração de análise de 3 imagens espaçadas 
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Despite the Brazilian fruticulture developments being worldwide noteworthy, the regulations 
for fruit classification are still in their early steps and their writing should be cohesive, clear, 
fair and precise to be able to serve all the production chain and the consumers. The present work 
proposes the construction of an infrared imaging system capable of measuring the fruit’s 
volume through the use of lasers in a fast and precise fashion. The imaging system can also 
measure the transversal diameter of peaches and classify them through the proposed regulation 
of 2008 by the Brazilian program for the modernization of horticulture and integrated fruit 
production – PBMH. The proposed system can be tuned to be faster or more precise and consists 
of two sources of laser lines with 850 (nm) wavelength and controlled emission time. A digital 
camera and a lens equipped with a filter set for 850 (nm) captures segmented images. Laser 
lines are projected on the fruit’s surface in a given angle in relation to the optical axis of the 
imaging sensor. The lines suffer some deformation along the fruit’s surface which, after the 
analysis of the captured digital image, translates into the fruit’s volume. Through this method 
it’s possible to utilize the more precise configuration, using 72 images to analyze, to measure 
the volume of a peach and obtain results in about 1 second and which are similar to the 
hydrostatic method in precision. By utilizing the faster configuration, analyzing a single image, 
the method has an error margin of 7,10% on the worst tested cases with a peach model. The 
optimal point between precision and speed was found in the configuration of 3-image analysis 
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O Brasil é o terceiro maior produtor mundial de frutas com uma produção anual, 
estimada, de 44 milhões de toneladas, mas com fraca exportação que gera, apenas, cerca de 
US$ 800 milhões para a balança comercial. A fruticultura brasileira tem potencial de 
exportação, mas precisa de um plano para consolidar a presença da fruta brasileira nas mesas 
de outros países (MAPA, 2017).  
 
O Brasil tem um plano para aumentar a participação no mercado internacional de 
frutas. O Ministério da Agricultura, Pecuária e Abastecimento — MAPA lançou em 2017 o 
Plano Nacional de Desenvolvimento da Fruticultura com o objetivo de dobrar a produção de 
frutas em 5 anos e aumentar, em pelo menos 50%, o volume de exportações nos próximos 3 
anos. O plano pretende, ainda, estimular o consumo de frutas e seus derivados no mercado 
interno.  
 
Para o Ministério da agricultura é hora de se discutir, planejar e implementar uma 
modernização nos padrões para classificação de frutas para o mercado interno a exemplo do 
mercado internacional que possui padrões. Os padrões evitam a manipulação de preços que não 
atendem às necessidades dos consumidores nos quesitos de qualidade (MAPA, 2017, p. 32). 
 
O MAPA (2017) elaborou, ainda, um regulamento técnico definindo os requisitos 
mínimos de identidade e qualidade para produtos hortícolas, em consideração as 
particularidades inerentes às frutas. O regulamento que tem por objetivos aperfeiçoar os 
mecanismos de padronização, fiscalização e inspeção com foco na dinâmica da comercialização 
e aos procedimentos adotados em especial no mercado internacional. Importantes ações 
também são sinalizadas como a revogação de dispositivos e padrões defasados ou inexequíveis.  
 
Neste contexto de crescimento da produção, a seleção e classificação de frutas 
ganha destaque.  Torna-se relevante o desenvolvimento de máquinas de seleção e classificação 
que possam atender aos padrões nacionais e internacionais de qualidade, velocidade de 




Tecnologias eficientes projetadas para as frutas nacionais com baixo custo – low cost –, 
permitem que mais produtores de frutas tenham acesso e maior inserção nos mercados.  
  
Embora a classificação de frutas possa ser realizada manualmente com operadores 
treinados e condições adequadas, não é possível garantir homogeneidade, eficiência e eficácia, 
nem tão pouco, velocidade na seleção. A padronização e o rendimento, no sistema manual, são 
baixos se comparados com processos mecânico e automatizado.  
 
Pesquisas foram desenvolvidas, outras estão em andamento, novos conhecimentos 
científicos em sistemas de classificação por análise de imagens digitais estão em andamento e 
a precisão, velocidade e baixa interação com as frutas são pontos relevantes para os 
pesquisadores (LINO, 2008; FRACAROLLI, 2014; SANCHES et al., 2016; COSTA, 2018).  
 
Um dos gargalos nos sistemas de classificação de frutas por análise de imagens 
digitais é o tempo de processamento. As imagens são grandes matrizes que consomem recurso 
da unidade central de processamento. Logo, quanto mais imagens de uma fruta para análise, 
melhor a precisão, pois se obtém mais informações sobre a superfície tridimensional, mas 
menos frutas serão classificadas por segundo.  
 
Outro obstáculo, não menos importante, no sistema de classificação de frutas por 
análise de imagens digitais é a segmentação que faz parte da fase de análise e processamento: 
aquisição => pré-processamento => segmentação => extração de atributos => reconhecimento 
e interpretação.  
 
A segmentação como processo de separar o objeto de interesse em uma cena é uma 
operação importante e complexa porque é equivalente ao processo realizado pelo sistema de 
visão humana para distinguir os objetos de interesse em uma cena. “Não existe um modelo 
formal para segmentação. É um processo empírico e adaptativo” (ALBUQUERQUE; 
ALBUQUERQUE, 2012). 
 
A velocidade de transmissão de uma imagem do sensor para a unidade de 
processamento de dados é, também, um fator relevante que deve ser considerada no projeto de 
um sistema imageador aplicado à classificação de frutas. O sensor de imagem pode ser 




O barramento serial universal (universal serial bus – USB) é uma interface 
periférica desenvolvida inicialmente para o computador pessoal (personal computer – PC) e 
surgiu em 1995. O USB 2.0 e o USB 3.0 são arquiteturas de barramento consolidadas e estão 
disponíveis nos mais diversos periféricos. O USB 3.0 de alta velocidade (high Speed) tem uma 
taxa de transferência de bits (bit rate), da ordem, de 480 (mega bit por segundo - Mb/sec) e o 
USB 3.0 de super velocidade (super speed – SS) pode atingir velocidades de transmissão de 
dados da ordem de 500 (mega bytes por segundo – MB/s) (ANDERSON; TRODDEN, 2013). 
 
As velocidades apresentadas pelas USB 3.0 são baixas se um sistema de 
classificação de frutas precisa classificar, por exemplo, dez frutas por segundo. Como contornar 
esta limitação tecnológica?  
 
É relevante um sistema imageador configurável capaz de responder ao dilema da 
precisão e velocidade e que possa integrar equipamentos de classificação já existentes no 
mercado nacional para uma melhor performance, com maior precisão e velocidade. Um sistema 
imageador infravermelho que não seja influenciado pela luz ambiente e que não interfira em 
outros sistemas ópticos.  
 
Um sistema imageador infravermelho é um dispositivo capaz de transformar 
energia infravermelho em uma imagem que guarda estrita relação com o objeto. Implementar 
um sistema imageador infravermelho que agregue uma fonte de luz estruturada também permite 
que o sistema imageador gere imagens em escala capaz de oferecer informações tridimensionais 
da superfície. Estas informações podem se traduzir em um modelo tridimensional da fruta para 
uma classificação de frutas bem-formadas, ou por diâmetro ou em volume, por exemplo.  
 
Por fim, nos impulsiona a questão orientadora da presente pesquisa: É possível um 
sistema imageador que capture imagens que guardem fiel relação com a fruta e suas dimensões, 
que reduza a complexidade da segmentação e tenha velocidade e precisão capaz de ser 
implementado em uma esteira comercialmente oferecida no mercado nacional?  
 
1.1 Objetivos 
• Projetar um sistema imageador infravermelho capaz de medir com precisão o volume 




• Implementar um sistema imageador configurável que permita escolher o melhor ponto 
entre velocidade e precisão na classificação de frutas.  
2 Revisão de Literatura 
2.1 Produção de Frutas no Brasil 
De acordo com a Confederação da Agricultura e Pecuária – CNA (2013) o Brasil 
produziu 43,6 milhões de toneladas de frutas. O CNA não atualizou seus dados oficialmente 
desde 2013. No ranking da produção mundial, ficou atrás apenas da China e da Índia. O Brasil 
exporta frutas para cerca de 100 países no mundo e seu principal mercado consumidor está na 
União Europeia. A exportação brasileira para a União Europeia equivale a 623,516 mil 
toneladas de frutas e 572,956 milhões de dólares. Outro fator de destaque é a produção de 
bananas e de frutas cítricas, em que o Brasil desponta como o maior produtor mundial, mas 
enfrenta barreiras impostas pelos países importadores, sob forma de normas, regulamentos e 
toda sorte de legislação alfandegária. A produção brasileira de pêssego, por exemplo, na safra 
de 2010 atingiu quase 221 mil toneladas com um crescimento ao longo dos últimos cinco anos 
em torno de 10% para consumo in natura e tem se mantido estável para a indústria (MADAIL, 
2014, p. 687).  
 
Em relação ao pêssego, Beling (2011) avalia que a produção nacional não é 
suficiente para suprir o consumo interno brasileiro. Em 2009, por exemplo, a colheita foi de 
216.236 t e a importação de 11.000 t. Há espaço para o crescimento da produção brasileira de 
pêssego e outras frutas em geral. O Brasil precisa investir em novas variedades de frutas e na 
produção com menos perdas. Fachinello et al. (2008) estimam que cerca de 40% da produção 
brasileira acabam no lixo por falta de técnicas de manejo do solo e da planta, falta de estrutura 
de armazenamento, logística/cadeia de suprimentos, embalagens inadequadas, falta de 
conhecimento do produtor e, por conseguinte, de toda cadeia produtiva. 
 
2.1.1 Classificação de Frutas 
De acordo com Steinberg  (1989, p. 61) e Flores-Cantillano (2003, p. 27) a seleção 




coloração e a dimensão. A qualidade e a redução de perdas na produção e comercialização 
podem ser alcançadas com processos de seleção e classificação adequados a cada tipo de fruta. 
A seleção se inicia na colheita seletiva, onde frutas verdes, podres ou muito pequenas são 
descartadas.  
 
Flores-Cantillano (2003, p. 29) salienta que para atingir os mercados norte 
americano e europeu, que são mais exigentes, as normas de qualidade desses mercados devem 
ser conhecidas e os equipamentos de seleção e classificação devem permitir ajustes que 
possibilitem atender os padrões internacionais.  
 
A Secretaria de Agricultura e Abastecimento de São Paulo, por intermédio da 
Câmara Setorial de Frutas, por sua vez, elaborou normas para a classificação de frutas que tem 
por objetivos transparência e confiabilidade à comercialização. Em 1997 surgiu o Programa 
Paulista para a Melhoria dos Padrões Comerciais e de Embalagens de Hortigranjeiros, sob 
operacionalização do Centro de Qualidade em Horticultura da CEAGESP, que em função das 
demandas de outros estados expandiu-se em um programa nacional. Selecionar e classificar 
frutas com precisão é um avanço em toda cadeia produtiva e um fator de relevância para 
diminuir as perdas e aumentar a produtividade. 
 
Das frutas comercializadas no Brasil, o pêssego é a fruta que mais possui cultivares 
(PBMH, 2018). Com uma diversidade de formas e seções longitudinais, requer um estudo 
atento quanto aos equipamentos mecânicos e/ou óptico eletrônicos que venham a classificá-los. 
Embora seu formato se aproxime de uma esfera, a exemplo de uma infinidade de frutas, possui 
o ápice (bico) e a sutura que tornam seu formato único. Essas características do pêssego, o 
elenca de forma oportuna a ser considerado como um modelo de fruta para ser discutido para 
se desenvolver um sistema de medição preciso que possa ser estendido às demais frutas.   
 
Até 2004 o pêssego era embalado e classificado de maneiras diferentes. Mas, para 
competir no mercado nacional e internacional, a cadeia produtiva de pêssegos precisava adotar 
uma “linguagem única, mensurável e transparente de qualidade, ou seja, normas de 
classificação e padrões únicos para todo o país”. Neste contexto, surgem em 2004 as normas de 
classificação para os pêssegos e nectarinas de mesa. Em um esforço conjunto da Ceagesp; da 
Embrapa Clima Temperado; Embrapa Uva e Vinho e dos representantes da produção, pesquisa 




separação do produto em lotes visualmente homogêneos e a sua descrição através de 
características mensuráveis, obedecendo a padrões preestabelecidos” (PBMH, 2008).  
 
Em 2017 o Ministério da Agricultura Pecuária e Abastecimento – MAPA (2017) 
lançou o Plano nacional de desenvolvimento da fruticultura que tem como objetivos ampliar a 
participação da cadeia produtiva de frutas na pauta de exportações e dar destaque às frutas como 
o que hoje já se observa para o complexo soja, carnes, açúcar, café, algodão, celulose, dentre 
outros. Os trabalhos agora se concentram no regulamento técnico para a aferição da qualidade 
dos produtos hortícolas em que requisitos mínimos e tolerâncias serão normatizados e padrões 
defasados ou inexequíveis serão revogados. 
 
Não é de hoje que esforços vem sendo despendidos para padronizar a qualidade e 
especificar parâmetros para comercialização de frutas. Em 2004 em um esforço conjunto da 
Ceagesp; da Embrapa Clima Temperado; Embrapa Uva e Vinho e dos representantes da 
produção, pesquisa e extensão dos estados produtores de pêssego surge a norma para 
classificação de pêssego, ao exemplo de outras frutas. Delimitou-se nesta data que a 
“classificação é a separação do produto em lotes visualmente homogêneos e a sua descrição 
através de características mensuráveis, obedecendo a padrões preestabelecidos” (PBMH, 2008) 
 
2.1.1.1 Morfologia do pêssego  
O pêssego é um fruto do tipo drupa. O mesocarpo (polpa) é carnoso e o endocarpo 
esclerificado (fenômeno no qual ocorre a deposição de lignina e outras substâncias nas paredes 
celulares de certos vegetais, dando aos tecidos a consistência de madeira), formando um caroço 
duro que protege a semente. 
 
Na figura 1 observa-se as principais partes do pêssego e o plano vertical de corte 






Figura 1 - Corte longitudinal e morfologia básica do pêssego  
Fonte: PBMH, 2008  
 
A norma proposta em 2008 pelo Programa Brasileiro para a Modernização da 
Horticultura utiliza o maior diâmetro transversal em milímetros para classificar o pêssego por 
tamanho (PBMH, 2008). A tabela 1 apresenta os diâmetros mínimos e máximos para 
classificação do pêssego por faixas de calibre que vão de C1 a C8. O calibre 1 – C1, por exemplo, 
acolhe pêssegos com diâmetro maior que 25 (mm) até 35 (mm) inclusive. Para desenvolvimento 
de um sistema de medição, além da dimensão nominal é necessário a dimensão máxima e 
mínima admissível da dimensão efetiva que é o valor obtido medindo-se a fruta. Cabe salientar 
que a tolerância em metrologia é a variação permissível da dimensão da peça, dada pela 
diferença entre dimensões máxima e mínima. 
 
Deve-se considerar que encontrar o maior diâmetro transversal de um pêssego com 
um instrumento manual de medição leva um certo tempo em função da complexidade da 
superfície do pêssego. Dois operadores medindo um mesmo pêssego, certamente, encontrarão 
valores diferentes. Os diferentes níveis de habilidade, a acuidade visual, a correta aplicação da 
técnica de medição e os cuidados do operador em efetuar a medição, introduzirão erros de 



















0 25  < C0 ≤ 35 
1 35  < C1 ≤ 45 
2 45 < C2 ≤ 51 
3 51 < C3 ≤ 56 
4 56 < C4 ≤ 61 
5 61 < C5 ≤ 67 
6 67 < C6 ≤ 73 
7 73 < C7 ≤ 80 
8 80 < C8 – 
Fonte:  PBMH, 2008 
 
Neste momento em que o MAPA lança o Plano Nacional de Desenvolvimento da 
Fruticultura, o presente trabalho se propõe apresentar um sistema de medição de volume de 
frutas com precisão e velocidade compatíveis com esteiras de transporte em mesas de 
classificação fabricadas no Brasil.  
 
O volume representa melhor o tamanho de um fruto do que seu maior diâmetro. O 
critério objetivo e transparente do volume da fruta, como linguagem única quanto ao tamanho, 
permite uma precificação por critérios justos a todos, ou nas palavras de Forbes (2000, p. 3): 
Um conhecimento do volume de frutas permite que os supermercados exibam frutas 
em lotes de tamanho consistente. Além disso, frutas de tamanho consistente podem 
ser embaladas eficientemente para transporte e para exibição no supermercado. Essa 
consistência é também uma demanda cada vez maior dos consumidores de hoje. 
 
2.2 Modelos Teóricos 
2.2.1 Visão de Máquina 
 
O cosmos é tridimensional - 3D e os sensores de imagem, normalmente, o traduzem 
em imagens bidimensionais - 2D, não carregam a informação de profundidade. Essa restrição 
limita a representação do mundo físico em modelos digitais. Modelar objetos do mundo real é 




ajudar no modelamento 3D, entre outras funções, capaz de adquirir valores de algumas 
propriedades de um objeto 3D como, por exemplo, a distribuição de densidade, as coordenadas 
3D da superfície ou o volume do objeto. 
 
A geometria descritiva com seus sistemas de projeção e mudanças de plano, muito 
utilizada em fotogrametria, se apresenta como ferramenta de representação das figuras do 
espaço sobre um plano considerando as três dimensões e é adequada para analisar as relações 
que se estabelecem entre o objeto e sua imagem formada em um sensor (RODRIGUES, 1970; 
MACHADO, 1972).  
 
O resultado da medição de uma superfície é um mapa da profundidade ou mapa de 
alcance ou, ainda, mapa em escala em um sistema de coordenadas cartesianas, e pode ser 
expresso na forma de uma matriz digital. A medição de uma superfície 3D pode ser chamada, 
ainda, de detecção de alcance, mapeamento de profundidade, varredura de superfície, entre 
outras. Esses termos são usados em diferentes campos de aplicação e geralmente se referem à 
funcionalidade da imagem (GENG, 2011, p. 130). 
 
A geração de imagem digital de superfície 3D, normalmente, baseia-se na luz 
estruturada que consiste em se projetar luz em um formato bem conhecido sobre a cena. 
Conhecendo-se a estrutura da luz projetada e como a estrutura é deformada pela superfície do 
objeto na cena é possível, com um sistema de visão de máquina, obter informações da superfície 
em estudo. A luz estruturada invisível não interfere com outras tarefas de visão de máquina. O 
infravermelho é uma opção viável nesta situação. Ao associarmos um filtro sintonizado a uma 
radiação eletromagnética invisível, a segmentação do objeto da cena também é favorecida. O 
termo luz infravermelho embora utilizado na área da visão de máquina deve ser substituído por 
radiação infravermelho, uma vez que luz se aplica, exclusivamente, para a radiação 
eletromagnética visível. Por segmentação entende-se o processo de separar o objeto de interesse 
em uma cena (SOLOMON; BRECKON, 2013, p. 236). 
 
 A figura 2 apresenta um esquema da iluminação estruturada gerada por uma fonte 
com intensidade luminosa que pode ser contínua ou modulada. A intensidade de cada ponto do 





Figura 2 - Esquema de triangulação com luz estruturada 
 
Fonte: Silvaggi et al., 1986, p. 78 
 
O sensor de imagem captura uma imagem 2D da cena iluminada por uma luz 
estruturada. Em uma superfície plana a imagem capturada reproduzira o mesmo padrão de luz 
estruturada projetada na superfície. Se a superfície iluminada for 3D, distorcerá o padrão. A 
técnica da triangulação é usada aqui para diferenciar um único ponto de luz da superfície do 
objeto e descobrir a distância que se encontra do sensor por intermédio da energia registrada 
pelo sensor.  
 
A relação geométrica entre triângulos que se observa na figura 3 pode ser expressa 





Fonte: Geng, 2011, p. 131 
 
𝑅𝑅 = 𝐵𝐵 ∗ sin(𝜃𝜃)sin(𝛼𝛼 +  𝜃𝜃) (1) 
 
Se uma superfície 3D é iluminada por um padrão de projeção de luz ou radiação 
eletromagnética estruturada, a imagem capturada pelo sensor de imagem varia em 
conformidade com a superfície do objeto. A distorção no padrão registrada no sensor contém 
informações em escala da superfície iluminada. A distorção comparada com o padrão carrega 
em detalhes a forma geométrica 3D do objeto. 
 
 Besl (1989) ao discutir os avanços em visão de máquina, faz uma revisão das 
técnicas basilares dos sistemas de visão de máquina e apresenta os conceitos e as característica 
de um sensor óptico ativo de imagem em escala e das fontes de iluminação estruturada.  
 
Um sensor óptico ativo de imagem em escala (range-imaging sensor) é qualquer 
combinação de elementos ópticos, sensor de imagem, fonte de luz e programa de computador 
capaz de produzir uma imagem em escala de uma cena do mundo real.  
 




Uma imagem em escala de um objeto tridimensional é uma matriz com valores 
digitais que guarda fielmente, em escala, as dimensões deste objeto. A imagem capturada 
guarda dimensões em escala com o objeto por ela representado. Uma imagem em escala é uma 
matriz de medidas de distância em um sistema de coordenadas de pontos da superfície do 
objeto. Após calibração do sistema, os valores em pixels correspondem à distância diretamente 
em unidades físicas. 
 
Para representar pontos da superfície de um objeto posicionado no espaço 
euclidiano tridimensional “E”, um sistema de coordenadas cartesianas em “E” é definido por 
três eixos ortogonais com mesma origem “O”. A cada ponto “P” da superfície do objeto no 
espaço corresponde a um único conjunto de coordenadas: abscissa, ordenada e cota. As três 
coordenadas (x,y,z) do ponto “P” está representada na figura 4.  
 
Em uma imagem em escala é necessário lançar mão de um sistema de coordenadas 
que permita localizar os pontos do objeto no espaço e univocamente representá-lo em uma 
matriz digital.  
 
A imagem em escala pode ser apresentada nas coordenadas xyz ou na forma rij. No 
sistema de coordenadas xyz as medidas de distância são apresentadas em relação a três eixos 
ortogonais. Na forma rij, as medidas de distância indicam um intervalo ao longo de vetores de 
direção 3D indexados por dois inteiros (i, j).  
 
Qualquer imagem em escala em formato rij pode ser convertida diretamente em 
forma xyz, mas o inverso não é verdadeiro. O sistema de coordenadas xyz é mais geral e não é 
necessário um ordenamento de pontos, mas o processamento é mais complexo que no formato 






Fonte: Próprio autor 
 
Se os intervalos de amostragem da superfície são consistentes nas direções 
horizontal e vertical, a imagem em escala pode ser representada na forma de uma grande matriz 
em escala, equação 2, quantificada por valores rij em que as correspondentes coordenadas x, y, 
z são determinados implicitamente pela posição da linha e da coluna na matriz e no valor 
contido no elemento da i-ésima linha e na j-ésima coluna (i,j). 
𝑅𝑅 =  � 𝑟𝑟11 ⋯ 𝑟𝑟1𝑛𝑛⋮ ⋱ ⋮
𝑟𝑟𝑚𝑚1 ⋯ 𝑟𝑟𝑚𝑚𝑛𝑛
� = (𝑟𝑟𝑖𝑖𝑖𝑖) ∊ 𝑅𝑅𝑚𝑚 𝑥𝑥 𝑛𝑛 (2) 
 
Uma imagem em escala na forma rij pode ser exibida em um monitor de vídeo, pois 
é idêntica, em forma, a uma imagem de vídeo. A única diferença é que os valores contidos nos 
elementos da matriz, em uma imagem em escala, representam distâncias, enquanto que em uma 
imagem de vídeo, o elemento da matriz recebe o nome de pixel e representa uma intensidade 
luminosa. A matriz 20x20 apresentada na tabela 2 é uma imagem em escala. Sendo rij o valor 
do pixel na i-ésima linha e na coluna j-ésima da matriz, as coordenadas 3D podem ser expressas 
pelas equações 3, 4 e 5 (BESL, 1989, p. 3, tradução nossa):  
𝑥𝑥 = 𝑎𝑎𝑥𝑥 + 𝑠𝑠𝑥𝑥𝑖𝑖 (3) 
 
𝑦𝑦 = 𝑎𝑎𝑦𝑦 + 𝑠𝑠𝑦𝑦𝑗𝑗 (4) 
 




𝑧𝑧 = 𝑎𝑎𝑧𝑧 + 𝑠𝑠𝑥𝑥𝑟𝑟𝑖𝑖𝑖𝑖 (5) 
 
As equações expressam a imagem em escala de rij ortográficas, as profundidades 
são medidas ao longo de raios paralelos ortogonais ao plano da imagem. Onde 𝑠𝑠-valores são 
incrementos de distância (fatores de escala) e ?⃗?𝑎-valores são as compensações (offset) das 
coordenadas. 
 
Tabela 2 - Matriz em escala rij 20x20 
i\j 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
1 171 160 163 163 166 166 168 166 168 166 163 160 163 163 160 163 166 163 166 163 
2 168 166 166 163 166 163 168 166 166 166 163 163 166 163 166 163 166 160 163 163 
3 168 168 166 166 166 163 160 166 166 171 166 168 168 166 160 163 166 160 160 166 
4 166 163 166 166 163 163 160 163 179 174 185 177 185 179 212 196 185 204 196 185 
5 163 166 160 166 163 163 166 190 174 168 168 182 185 190 201 196 199 182 196 199 
6 166 163 163 163 168 160 163 166 166 163 168 177 190 188 199 188 190 196 193 185 
7 163 166 166 157 160 160 160 171 160 168 168 182 199 199 199 193 199 188 193 193 
8 160 160 160 166 157 160 168 166 166 163 163 182 201 199 190 188 190 190 193 193 
9 163 166 157 163 160 157 160 177 166 160 171 201 215 199 196 201 190 190 188 188 
10 155 160 160 163 160 163 160 166 166 163 163 204 207 207 190 185 193 190 196 196 
11 157 155 163 160 157 157 168 166 168 163 177 188 201 199 196 196 201 182 210 196 
12 157 157 155 157 160 157 163 171 163 157 155 204 185 196 193 188 196 188 193 201 
13 157 160 155 155 157 157 168 168 163 166 166 190 201 201 196 188 190 193 185 193 
14 157 155 160 160 157 157 163 157 157 160 157 182 204 190 185 190 190 188 185 188 
15 157 157 157 160 157 157 152 166 160 163 166 193 196 193 199 190 190 185 190 185 
16 155 157 160 160 160 152 166 152 163 152 168 171 212 212 193 190 188 182 188 185 
17 152 157 155 155 152 155 149 163 160 155 157 185 210 210 212 215 210 185 204 193 
18 155 155 157 152 152 155 155 171 174 166 171 188 188 199 188 204 188 185 215 207 
19 155 157 152 157 149 157 157 168 179 204 182 221 174 193 182 179 212 188 201 182 
20 155 155 155 155 152 149 146 174 188 193 168 185 168 179 171 190 190 193 190 179 
Fonte: Besl, 1989, p.4 
 
 
A figura 5a apresenta a matriz em escala rij 20x20 plotada pelo Excel com o tipo 







Fonte: adaptação de Besl, 1989, p.4 
 
Sensores em escala podem produzir coordenadas com amostragem de incremento 
de ângulo (equal angle increment – EAI) em vez de coordenadas cartesianas retangulares em 
uma grade igualmente espaçada como saída. Embora as medições ortográficas possam ser 
obtidas de sensores de incremento de ângulo, os pixels não são espaçados regularmente. 
Sensores de incremento de ângulo, normalmente são projetados com motores de passo para 
controlar a rotação da operação de amostragem. As amostras são obtidas em incrementos de 
ângulo iguais, e não em incrementos de distâncias lineares iguais.  
 
Os sensores EAI podem ser divididos em dois tipos: Dois eixos ortogonais (two 
orthogonal-axis mirror - TOAM) e o Azimute-elevação (azimuth-elevation - AZEL). 
 
No TOAM as medidas de "r" variam para pontos em uma cena como uma função 
do ângulo horizontal θ e do ângulo vertical Ø. A direção "x" está associada ao ângulo θ e a 
direção "y" está associada ao ângulo Ø. A direção "z" é a direção que é apontada quando Ø = θ 
= 0. Esta direção é tipicamente a direção correspondente ao pixel central em uma imagem em 
escala. 
 
Presume-se que o visor de faixa varie de θa para θb na direção horizontal e de Øa 
para Øb na direção vertical. Seja (x, y, z) = (0,0,0) o ponto em que o sensor gira em torno. Para 
o sensor medindo “r” de algum ponto (x, y, z) com o espelho horizontal ajustado para a posição 
θ ∊ (θa, θb) e o espelho vertical é ajustado para a posição Ø ∊ (Øa, Øb). É possível desenvolver 




fórmulas para as coordenadas (x, y, z) em função das coordenadas (r, θ, Ø). As equações de 6 
a 12 se aplicam aos dois modelos angulares. 
𝑟𝑟2 = 𝑥𝑥2 + 𝑦𝑦2 + 𝑧𝑧2 (6) 
𝑥𝑥 = 𝑧𝑧 ∗ tan𝜃𝜃 (7) 
𝑦𝑦 = 𝑧𝑧 ∗ tan Ø (8) 
𝑟𝑟2 = 𝑧𝑧2 ∗  (1 + tan2(𝜃𝜃) + tan2(Ø)) (9) 
𝑥𝑥(𝑟𝑟,𝜃𝜃,Ø) = 𝑟𝑟 ∗  tan(𝜃𝜃)
�1 + tan2(𝜃𝜃) + tan2(Ø)   (10) 
𝑦𝑦(𝑟𝑟,𝜃𝜃,Ø) = 𝑟𝑟 ∗  tan(Ø)
�1 + tan2(𝜃𝜃) + tan2(Ø)   (11) 
𝑧𝑧(𝑟𝑟,𝜃𝜃,Ø) = 𝑟𝑟
�1 + tan2(𝜃𝜃) + tan2(Ø)   (12) 
 
Observa-se a simetria entre os ângulos horizontal e vertical. Essa simetria não está 
presente no modelo AZEL. A transformação inversa é dada por: 
𝑟𝑟(𝑥𝑥,𝑦𝑦,𝑧𝑧) = �𝑥𝑥2 + 𝑦𝑦2 + 𝑧𝑧2 (13) 
𝜃𝜃(𝑥𝑥,𝑧𝑧) = tan−1(𝑥𝑥𝑧𝑧) (14) Ø(𝑦𝑦,𝑧𝑧) = tan−1(𝑦𝑦𝑧𝑧) (15) 
 
No sistema de coordenadas esféricas os índices (i, j) correspondem a incrementos 
angulares nas direções vertical (latitude, elevação) e horizontal (longitude, azimute). A 
transformação esférica para cartesiana é dada pelas equações 16, 17 e 18: 
𝑥𝑥 = 𝑎𝑎𝑥𝑥 + 𝑠𝑠𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖 ∗ cos(𝑖𝑖𝑠𝑠∅) ∗ sin (𝑗𝑗𝑠𝑠𝜃𝜃) (16) 
𝑦𝑦 = 𝑎𝑎𝑦𝑦 + 𝑠𝑠𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖 ∗ sin(𝑖𝑖𝑠𝑠∅) (17) 





Onde os valores de sr, sØ e sθ são os fatores de escala. A elevação, o azimute e ?⃗?𝑎-
valores são as compensações (offset - quantia que ajusta um desvio). Um sistema de 
coordenadas angulares estreitamente relacionado é o sistema de coordenadas angulares de dois 
eixos ortogonais. Este sistema de coordenadas também é mostrado na figura 6, onde o ângulo 
de elevação alternativo Ø é usado com a definição de azimute normal θ. Usando as mesmas 
notações para os fatores de escala e compensações, a transformação para coordenadas 
cartesianas é dada elas equações 19, 20 e 21 (BESL, 1986, tradução nossa): 
 
𝑥𝑥 = 𝑎𝑎𝑥𝑥 + 𝑠𝑠𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖 tan(𝑗𝑗𝑠𝑠𝜃𝜃)
�1 + tan2(𝑖𝑖𝑠𝑠𝜃𝜃) + tan2(𝑗𝑗𝑠𝑠∅)   (19) 
𝑦𝑦 = 𝑎𝑎𝑦𝑦 + 𝑠𝑠𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖 tan(𝑖𝑖𝑠𝑠∅)
�1 + tan2(𝑖𝑖𝑠𝑠𝜃𝜃) + tan2(𝑗𝑗𝑠𝑠∅)   (20) 
𝑧𝑧 = 𝑎𝑎𝑧𝑧 + 𝑠𝑠𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖
�1 + tan2(𝑖𝑖𝑠𝑠𝜃𝜃) + tan2(𝑗𝑗𝑠𝑠∅)   (21) 
 
As diferenças nas coordenadas cartesianas (x, y, z) e as coordenadas esféricas para os 
mesmos valores de azimute e elevação são inferiores a 4% em x e z e menos de 11% em y 
mesmo quando ambos os ângulos são tão grandes como ± 30 graus (um campo de visão de 60 




Fonte: Besl, 1989, p.6 
 
Considerando o comportamento da amostra ou o intervalo do plano especificado 


















𝛿𝛿𝜃𝜃 =  � ℎℎ2 + 𝑥𝑥2� ∗  𝛿𝛿𝑧𝑧 (22) 
𝛿𝛿𝑧𝑧 = (ℎ ∗ sec2 𝜃𝜃) ∗  δ𝜃𝜃 (23) 
As equações 22 e 23 expressam que mudanças incrementais em uma variável não 
produzem mudanças incrementais lineares na outra. As mesmas relações mantêm-se para y e 
Ø. As relações entre z e r são apresentadas pelas equações 24, 25 e 26: 
𝑧𝑧(𝑥𝑥,𝑦𝑦) = ℎ (24) 
𝑟𝑟(𝑥𝑥,𝑦𝑦) = �ℎ2 + 𝑥𝑥2 + 𝑦𝑦2 (25) 
𝑟𝑟(𝜃𝜃,Ø) = ℎ ∗   1 + tan2 𝜃𝜃 + tan2 Ø (26) 
 
É possível aproximar tanθ ≈ θ para ângulos de até 17 graus de arco, com uma 
aproximação de 3%, e considerar as duas imagens em escala do plano r (x, y) e de r (θ, Ø) muito 
semelhantes dentro de um campo de visão de 34x34o (Besl, 1986, p. 371, tradução nossa). 
 
Na figura 7 dois gráficos de superfície para um plano na profundidade z = h são 
exibidos. Na figura 7a a superfície de profundidade constante é mostrada sob a projeção 
cartesiana padrão. Na figura 7b, exatamente a mesma superfície é mostrada sob a projeção 
ortogonal do TOAM, onde as duas coordenadas angulares são consideradas equivalentes às 
duas coordenadas euclidianas (x, y). Um campo de visão de 90 graus foi assumido. Observa-se 
uma deformação grave da superfície nos ângulos maiores. (BESL, 1986, P. 372, tradução 
nossa). 
Fonte: Besl, 1986, p. 372 
a b 




2.2.1.1 Modelo de azimute e elevação 
O modelo azimute e elevação - AZEL é ligeiramente diferente do modelo TOAM. 
No modelo AZEL, o ângulo de rotação horizontal, é chamado de azimute (θ) e é praticamente 
idêntico ao θ no modelo TOAM. Já o ângulo de elevação ψ não é o mesmo que o ângulo de 
rotação vertical Ø no modelo TOAM. O intervalo "r" e x, y, z têm o mesmo significado que o 
descrito em TOAM. 
 
O sistema (r, θ, ψ) é um verdadeiro sistema de coordenadas esféricas onde θ e ψ 
podem ser interpretados como longitude e latitude. A principal diferença no modelo AZEL é 
que, embora r(x,y,z) e θ(x,y,z) sejam definidos pelas equações 24, 25 e 26, o ângulo ψ é definido 
conforme equações de 27 a 30 e definem a transformação de coordenadas (x, y, z) para (r, θ, 
ψ). Dado (r, θ, ψ): 
𝜓𝜓(𝑥𝑥,𝑦𝑦,𝑧𝑧) = tan−1( 𝑦𝑦
�𝑥𝑥2 + 𝑦𝑦2) (27)  
𝑦𝑦(𝑥𝑥,𝑦𝑦,𝑧𝑧) = 𝑟𝑟 ∗ sin𝜓𝜓    (28) 
𝑥𝑥(𝑟𝑟,𝜃𝜃,𝜓𝜓) = 𝑟𝑟 ∗ cos𝜓𝜓 ∗ sin𝜃𝜃    (29) 
𝑧𝑧(𝑟𝑟,𝜃𝜃,𝜓𝜓) = 𝑟𝑟 ∗ cos𝜓𝜓 ∗ cos 𝜃𝜃     (30) 
Como esperado no modelo Azel, z (r, 0,0) = r e ψ depende das coordenadas (x, y, 
z). No modelo TOAM depende apenas de y e z. No modelo Azel, y depende apenas de r e ψ. 
No modelo TOAM, y depende de todas as três coordenadas (r, θ, Ø). No modelo Azel os eixos 
x e y não são simétricos como são no modelo TOAM, isto devido ao acoplamento entre os 
ângulos de azimute e elevação. 
 
Suponha que uma imagem em escala no plano "z = h" seja adquirida usando um 
sensor tipo AZEL. Isso significa que z (x, y) = h e 𝑟𝑟(𝑥𝑥,𝑦𝑦) =  �ℎ2 + 𝑥𝑥2 + 𝑦𝑦2 , mas a função r(θ, 
ψ) é ligeiramente diferente, pois contém um termo extra que une as direções θ e ψ conforme 
relações apresentadas na equação 31. 




Neste caso, r(x,y) ainda é aproximadamente o mesmo que r(θ, ψ) para ângulos 
pequenos porque o termo de acoplamento é um produto ou dois números pequenos produzindo 
um número muito menor. No entanto, a distorção perto dos limites de θ e ψ é pior para o tipo 
AZEL do que para o tipo TOAM. 
 
Dos dois tipos de sensores em escala (TOAM e AZEL), seis tipos de imagem de 
em escala são possíveis e estão listados a seguir: 
 
1. Cartesiana Projeção Ortográfica: z (x, y) 
2. Cartesiana Projeção de Perspectiva: r (x, y) 
3. TOAM Projeção Ortográfica: z (θ, Ø) 
4. TOAM Projeção de Perspectiva: r (θ, Ø) 
5. AZEL Projeção Ortográfica: z (θ, ψ) 
6. AZEL Projeção de Perspectiva: r (θ, ψ) 
 
Note que cada projeção de perspectiva permite a recuperação direta de “z” da 
projeção ortográfica através de uma transformação apropriada, apresentada pelas equações 32, 
33 e 34: 
𝑧𝑧(𝑥𝑥,𝑦𝑦) =  ��𝑟𝑟(𝑥𝑥,𝑦𝑦)�2 − (𝑥𝑥2  + 𝑦𝑦2) (32) 
𝑧𝑧(𝜃𝜃, Ø) = 𝑟𝑟(𝜃𝜃, Ø)
√1 + tan2 𝜃𝜃 + tan2 Ø (33) 
𝑧𝑧(𝜃𝜃,𝜓𝜓) = 𝑟𝑟(𝜃𝜃,𝜓𝜓) ∗ cos 𝜃𝜃 ∗ cos𝜓𝜓 (34) 
 O problema com as projeções ortogonais de TOAM e AZEL é que as superfícies 
digitais correspondentes às superfícies do gráfico z (θ, Ø) e z (θ, ψ) ainda estão ligeiramente 
deformadas devido à amostragem EAI das coordenadas angulares. Para obter uma imagem de 
intervalo em uma grade (x, y), todas as três coordenadas x, y, z devem ser calculadas para cada 
par de ângulos. Os cálculos podem ser realizados a partir das equações de 35 a 38 a seguir: 
𝑥𝑥𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇(𝜃𝜃, Ø) = 𝑧𝑧(𝜃𝜃, Ø) ∗ tan𝜃𝜃 (35) 
𝑦𝑦𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇(𝜃𝜃, Ø) = 𝑧𝑧(𝜃𝜃, Ø) ∗ tan Ø (36) 
𝑥𝑥𝑇𝑇𝐴𝐴𝐴𝐴𝐴𝐴(𝜃𝜃,𝜓𝜓) =  𝑍𝑍(𝜃𝜃,𝜓𝜓) ∗ tan𝜃𝜃 (37) 




Um esquema de interpolação pode ser usado para uma nova amostragem das 
superfícies interpoladas para obter a projeção ortogonal cartesiana amostrada igualmente 
espaçada z(x, y). Como a maioria das imagens em escala usam um pequeno campo de visão, as 
imagens em escala podem ser processadas diretamente sem a necessidade de nova amostragem 
e os resultados são satisfatórios. Se um algoritmo de correspondência de superfície de objeto 
fosse usar esses dados diretamente, ele teria que levar em consideração uma leve deformação 
nas superfícies detectadas usando o corrente algoritmo de segmentação. 
 
2.2.1.2 Restrição de Visualização 
A “restrição de visualização” ou “oclusão” ou “ausência de partes” ou, ainda, 
“sombreamento” é a obstrução parcial da linha laser pela própria topografia do objeto em 
análise que impede o sensor de imagem de receber a radiação eletromagnética refletida pela 
superfície do objeto.  
 
Na figura 8a e 8b observa-se um modelo de fruta iluminado por uma linha laser, em 
que a fonte emissora de laser forma um ângulo de 60º com o sensor.  O sensor perde parte da 
informação pela oclusão da linha que se esconde atrás de partes da superfície do objeto que se 
interpõe entre a linha e o sensor. Neste caso a separação entre fonte da radiação laser e o sensor 
é grande.  
 
 
Fonte: Próprio autor 




Na figura 9a e 9b a mesma cena foi iluminada por uma fonte laser emitindo uma 
luz estruturada em linha formando um ângulo de 30º com o sensor.  O sensor passa a receber 
toda a informação da linha deformada pela superfície do modelo de fruta, não se observa o 
problema da oclusão. 
 
Fonte: Próprio autor 
 
A escolha do ângulo formado pela fonte emissora de luz estruturada e o sensor 
minimiza o problema da obstrução da visão de máquina e pode favorecer o processamento dos 
dados, minimizando tempo de máquina. 
 
Tabela 3 - Ângulos notáveis 
α 30o 45o 60 o 
seno 12 √22  √32  
cosseno √32  √22  12 
tangente √33  1 √3 
Fonte: Sullivan, 2012, p. 531 





Com base nas restrições de visualização Besl (1989) apresenta quatro tipos básicos 
de sensores de imagem em escala em função dos mecanismos de varredura e da possibilidade 
de movimento do objeto: 
 
1. Um sensor de imagem em escala de ponto mede a distância para um único ponto de 
superfície visível a partir de um único ponto de vista ao longo de um único raio. Um sensor de 
ponto pode criar uma imagem em escala se: 
 
1a) os objetos da cena podem ser "escaneados" de forma satisfatória em duas 
direções ortogonais na frente do sensor de ponto, ou 
1b) o sensor de ponto pode se deslocar em duas direções na cena, ou  
1c) os objetos de cena são movidos em uma direção e o sensor de ponto é deslocado 
na outra direção. 
 
2. Um sensor de imagem em escala de linha ou círculo mede a distância para pontos de 
superfície visíveis que se encontram em um único plano ou cone 3D que contém o ponto de 
vista único ou direção de visualização. Um sensor de linha ou círculo pode criar uma imagem 
em escala se:  
2a) os objetos da cena podem ser "escaneados" de forma satisfatória na direção 
ortogonal ao plano ou cone de detecção, ou  
2b) o sensor de imagem em escala de linha ou círculo pode ser deslocado na cena 
na direção ortogonal. 
 
3. Um sensor de imagem em escala de campo de visão mede a distância para muitos 
pontos de superfície visíveis que se encontram dentro de um determinado campo de visão em 
relação a um único ponto de vista ou direção de visualização. Este tipo de sensor cria uma 
imagem em escala diretamente. Não é necessário nenhum movimento de cena. 
 
4. Um sensor de imagem em escala de visualização múltipla localiza pontos de 
superfície em relação a mais de um ponto de vista ou direção de visualização porque todos os 
pontos de interesse da superfície não são visíveis ou não podem ser adequadamente medidos a 





 Esses tipos de sensores formam uma hierarquia natural: um sensor de ponto pode 
ser deslocado, em relação ao eixo de um sensor, para criar um sensor de linha ou círculo e um 
sensor de linha ou círculo pode ser deslocado, em relação ao eixo do sensor ortogonal, para 
criar um sensor de campo de visão. Qualquer combinação de sensores de ponto, linha/círculo e 
campo de visão pode ser usado para criar um sensor de visão múltipla de: 
 
4a) girar e transladar a cena na frente do sensor,  
4b) deslocar o sensor ao redor da cena,  
4c) usando múltiplos sensores em diferentes locais para capturar as visualizações 
apropriadas, ou 
4d) qualquer combinação desses métodos (BESL, 1989, p. 7). 
 
2.2.1.2.1 Reflexão especular e absorção excessiva 
 
A superfície de um objeto espelhado é um problema para a maioria dos métodos 
ópticos, objetos altamente especulares não são mensuráveis pela maioria dos sensores ópticos 
ativos. A reflexão especular é o reflexo espelhado da radiação eletromagnética em 
uma superfície, onde o ângulo de radiação que incide é igual ao ângulo da radiação refletida. O 
problema da reflexão especular e da absorção excessiva de determinados comprimentos de onda 
pela superfície do objeto afetam o desempenho do sensor e não podem ser facilmente 
calculados. Logo, a composição física e química do objeto em uma cena, como as propriedades 
de reflexão, transmissão e absorção são importantes no projeto de sensores ópticos ativos de 
imagem em escala. 
 
Mesmo que os sensores de imagem em escala sejam projetados para determinar a 
geometria da superfície de objetos em cena diretamente, os modelos físicos dos materiais na 
cena são necessários para interpretar as imagens em escala. Esta discussão também leva à 
questão de quais materiais são utilizados na realização de testes de precisão de vários sensores. 
O desempenho do sensor geralmente é citado nas condições mais favoráveis (BESL, 1989, p. 





2.2.1.3 Triangulação Ativa   
Besl (1989, p.21) afirmava, já naquela época, que a triangulação ativa (active 
triangulation – AT) é o método mais antigo para medir o alcance de pontos remotos e 
provavelmente também o mais comum. A lei dos senos relaciona as medidas de lados e ângulos 
em triângulos quaisquer, logo, se o comprimento “B” da linha de base e dois ângulos interiores 
do triângulo ABC são conhecidos, as demais características do triângulo são obtidas pela 
equação 39, e a geometria básica é apresentada na figura 10. 
 
 







𝑎𝑎sin(𝐴𝐴)  =  𝑏𝑏sin (𝐵𝐵)  =  𝑐𝑐sin(𝐶𝐶) (39) 
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Fonte:  Adaptação de Besl, 1989, p.  22 
 
Um sensor de imagem está alinhado ao longo do eixo Z com o centro da lente 
localizado em (0,0,0), conforme figura 11. Distante da lente da câmera, ao longo do eixo 
negativo do eixo x, está o emissor de laser formando um ângulo θ em relação ao eixo X. 
 
O ponto P de coordenadas (x, y, z) é projetado no sensor e uma imagem digital do 
ponto “P” é formada. O pixel (u, v) é a imagem em escala do ponto “P”, onde os eixos U e V 
formam o plano do sensor. Por semelhança de triângulos, da figura 12, obtém-se as equações 
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𝑢𝑢𝑧𝑧 = 𝑥𝑥𝑓𝑓 (41) 
𝑣𝑣𝑧𝑧 = 𝑦𝑦𝑓𝑓 (42) 
As quantidades medidas (u, v, θ) são usadas para calcular as coordenadas (x, y, z) 
apresentadas nas equações 43, 44 e 45. 
𝑥𝑥 = 𝑏𝑏
𝑓𝑓𝑐𝑐𝑓𝑓𝑓𝑓𝜃𝜃 − 𝑢𝑢
 ∗  𝑢𝑢 (43) 
𝑦𝑦 = 𝑏𝑏
𝑓𝑓𝑐𝑐𝑓𝑓𝑓𝑓𝜃𝜃 − 𝑢𝑢
 ∗  𝑣𝑣 (44) 
𝑧𝑧 = 𝑏𝑏
𝑓𝑓𝑐𝑐𝑓𝑓𝑓𝑓𝜃𝜃 − 𝑢𝑢
 ∗  𝑓𝑓 (45) 
 
Geralmente, acredita-se que uma grande distância "b", que separa a fonte de luz e 
o sensor, é necessária para uma variação precisa. No entanto, para qualquer distância focal fixa 











"f" e distância "b", a resolução de um sistema de triangulação é limitada apenas pela capacidade 
de medir com precisão o ângulo θ e a posição horizontal "u". 
 
2.2.1.4 Luz estruturada: ponto 
Uma simples lente convexa ou biconvexa gera um ponto de luz bem nítido e focado 
na cena. A figura 13 apresenta esquematicamente uma luz estruturada em ponto focado na cena 
a partir de um diodo semicondutor emissor de laser e uma lente biconvexa. 
 
Fonte: Holoeye, 2018 
 
Rioux (1984) utiliza uma fonte de luz estruturada em ponto em seu protótipo de 
escâner. Em 1986 Rioux patenteou o conceito de escâner sincronizado para triangulação ativa 
em que o sensor e o projetor são digitalizados. O ângulo θ está acoplado com a medição de "u", 
produzindo resolução de alto alcance com uma pequena linha de base (distância entre a fonte 
de luz e o sensor), fazendo uso mais eficiente da resolução finita do fotodiodo de efeito lateral. 
 
Um diodo laser e um fotodiodo de efeito lateral são posicionados opostos um ao 
outro em torno de um espelho de varredura de dois lados. O esquema de Rioux é apresentado 
nas figuras 14a e 14b. A luz emitida pela fonte atinge o espelho de varredura de dois lados que 
está na posição θ, que reflete o feixe para um espelho fixo – (espelho fonte - mirror source - 
Ms) que por sua vez reflete para a superfície de objeto. O espelho rotacional tem as duas 
superfícies refletoras.  











Fonte: a) Besl, 1989; b) United State Patent, 1986 
 
 
O ponto brilhante refletido do objeto é visto através do lado oposto do espelho 
rotacional. Um espelho fixo (espelho do sensor – mirror sensor - MD) está separado pela 
distância "b" de outro espelho fixo Ms que reflete o feixe para a outra face do espelho rotacional 
que dirige o feixe para o sensor. A distância focal da lente do sensor é "f" e o alcance médio 
dos pontos da superfície do objeto é "ro". O valor "ro" é determinado pelo posicionamento 
angular dos espelhos "Ms" e "MD". A posição horizontal "p" do ponto brilhante no sensor é 
determinada pelo fotodiodo de efeito lateral. A posição horizontal efetiva u(p) é dada pela 
equação 46: 
𝑢𝑢(𝑝𝑝) = 𝑤𝑤.𝑝𝑝 + 𝑤𝑤 tan𝜃𝜃
𝑤𝑤 − 𝑝𝑝 tan𝜃𝜃 (46) 
Onde a distância do centro da óptica de focagem à superfície do sensor de posição 
é dada pela equação 47:  
𝑤𝑤 = 𝑟𝑟𝑜𝑜 ∗ 𝑓𝑓
𝑟𝑟𝑜𝑜
− 𝑓𝑓 (47) 
Portanto, θ aproveita o valor detectado de "p" para obter um valor efetivo de u(p). 
Um espelho de varredura vertical é girado por um ângulo Ø cujo eixo de rotação está localizado 
a uma distância "h" da linha de base entre os espelhos fixos. 
 




 As coordenadas 3D dos pontos de cena são determinadas pelo ângulo de espelho de 
varredura horizontal θ, o ângulo de espelho de varredura vertical Ø e o valor de sensor de 
posição horizontal "p". As coordenadas podem ser calculadas pelas equações 48, 49 e 50: 
 
𝑥𝑥 = 𝑏𝑏 ∗ 𝑢𝑢(𝑝𝑝)
𝑢𝑢(𝑝𝑝) + 𝑤𝑤 ∗ 𝑎𝑎(𝜃𝜃) (48) 
𝑦𝑦 = � 𝑏𝑏 ∗ 𝑤𝑤
𝑢𝑢(𝑝𝑝) + 𝑤𝑤 ∗ 𝑎𝑎(𝜃𝜃) − ℎ� sin(2𝜙𝜙) (49) 
𝑧𝑧 = � 𝑏𝑏 ∗ 𝑤𝑤
𝑢𝑢(𝑝𝑝) + 𝑤𝑤 ∗ 𝑎𝑎(𝜃𝜃) − ℎ� cos(2𝜙𝜙) (50) 
 
 Onde a função angular do espelho de varredura horizontal é dada pelas equações 51 
e 52: 
 
𝑎𝑎(𝜃𝜃) = 𝑏𝑏 + 2𝑟𝑟0 tan𝜃𝜃
𝑏𝑏 tan 𝜃𝜃 − 2𝑟𝑟0 (51) 
ℎ = �𝑟𝑟𝑜𝑜2 − 𝑏𝑏2 4 �2𝑟𝑟𝑜𝑜  (52) 
 
Se o espelho de varredura vertical estiver posicionado de modo expresso na equação 
53, a superfície de referência de focagem ideal para o sensor é esférica. 
 
ℎ = �𝑟𝑟𝑜𝑜2 − 𝑏𝑏2 4 �2𝑟𝑟𝑜𝑜  (53) 
 
O escâner de Rioux (1984) cria uma imagem em escala de 128x256 pixel em menos 
de 1 segundo. A separação angular dos espelhos fixos é de cerca de 10 graus. Para um volume 
de trabalho total de 250 mm x 250 mm x 100 mm, as resoluções espaciais nas direções x, y e z 





2.2.1.5 Luz estruturada: linha 
A lente cilíndrica pode ser utilizada para gerar uma linha. Na figura 15 observa-se 
esquematicamente que um feixe de luz que após colimado, passa por uma lente cilíndrica 
gerando um perfil de linha homogêneo com 4 mm de comprimento. 
 
Figura 15 - Lente cilíndrica e luz estruturada linha 
Fonte: Eksma, 2018   
 
Shirai e Suwa (1971) são pioneiros nas pesquisas com luz estruturada em forma de 
linha para visão de máquina. Silvaggi et al. (1986) descreveram um sistema óptico para medir 
posição, dimensões e contorno de uma peça com linha laser e triangulação. Com um 
investimento menor que mil dólares o sistema apresentou precisão de 0,25 (mm) sobre uma 
profundidade de campo de 50 (mm) em um limite de 100 (mm). O sensor de imagem usado foi 
um chip de memória fotossensível. 
 
2.2.1.6 Luz estruturada: Grade 
Uma imagem em escala pode ser obtida a partir de uma única imagem com uma 
grade projetada sobre o objeto em estudo, mas se não forem impostas restrições sobre as formas 






Fonte: Holoeye, 2018 
 
A Empresa alemã Holoeye, por exemplo, produz elementos ópticos difrativos que 
permitem estruturar a luz de diversas formas. Na figura 16 é apresentada uma grade com 51x51 
linhas. Alguns valores disponíveis para a grade de 51x51 linhas são apresentados na tabela 4.  
 
Tabela 4 - Geometria e ângulos de difração da grade 51x51 
 
Fonte: Holoeye, 2018 
 
Will e Pennington (1972 apud BESL, 1989, p. 29) discutiram métodos de 
codificação de grade para isolar superfícies planares em cenas com base na análise de 




frequência espacial vertical e horizontal. Foram discutidos métodos para remover as 
ambiguidades inerentes, mas a resolução do intervalo, a profundidade de campo e o tempo do 
quadro não foram discutidos. 
 
2.2.1.7 Luz estruturada: círculo 
Wei e Gini (1983 apud BESL, 1989, p. 29) propõem usar uma montagem de espelho 
giratório para criar um cone de luz convergente que se projeta como um círculo na superfície 
plana e uma elipse em uma superfície inclinada. Os parâmetros de elipse determinam a distância 
à superfície, bem como a superfície normal dentro de uma ambiguidade de sinal. 
 
 A figura 17 apresenta uma solução da Holoeye para gerar um círculo a partir de 
elementos difrativos. Várias dimensões de a e α são disponibilizados. O ponto de ordem 0 
mostrado na figura 19 é equivalente em tamanho e forma ao feixe original, mas sua potência é 
atenuada. 
 
Fonte: Holoeye, 2018 
 
2.2.1.8 Luz estruturada: Cruz 
Besl (1989) ressalta que com uma fonte de luz que projeta duas linhas que se 
cruzam, é possível alcançar melhores precisões que as demais estrutura de luzes já apresentadas. 
A cruz pode ser conseguida com duas lentes cilíndricas. A figura 18 apresenta a estrutura em 
cruz também conhecida como tipo mira. 





Fonte: Holoeye, 2018 
 
Pelowski (1986 apud BESL, 1989, p. 29) apresentou um estudo com um sensor com 
luz estruturada em cruz capaz de medir com uma precisão de ± 3σ em (x, y, z) de 0,1 mm em 
uma profundidade de campo de 45 mm em um quarto de segundo ou menos. 
 
2.2.1.9 Luz estruturada: padrões binários codificados 
Em vez de varrer o objeto, sob análise, com um formato de luz sobre uma cena e 
processar N imagens separadas e desenvolver programas para resolver possíveis ambiguidades, 
com os padrões binários é possível obter a informação equivalente usando imagens 𝑁𝑁′ =log2 𝑁𝑁 onde a cena está iluminada com padrões binários do tipo mostrado na figura 19. 
 
O primeiro padrão estabelece o bit menos significativo no valor da faixa final 
usando uma máscara de onda quadrada com um pequeno período. A próxima máscara usa um 
padrão com o dobro do período e, assim, até o padrão de bits mais significativo que contém 
apenas um período de onda quadrada simples. Em uma configuração apropriada, a imagem em 
escala pode ser calculada a partir de imagens de intensidade usando tabelas de pesquisa. Besl 
(1989) aponta que este método tem potencial em função da velocidade de obtenção da matriz 
em escala e é relativamente barato. A Solid Photography, Inc., em 1977, desenvolveu o 
primeiro sistema com padrões binários codificados em cinza. Um sistema montado em pórtico 
a & α 




com vários sensores poderia adquirir dados de alcance em um ângulo sólido de 2π em torno de 
um objeto (BESL, 1989). 
 
Figura 19 - Quatro padrões binários codificados para triangulação 
 
Fonte: Besl, 1989, p. 30 
 
2.2.1.10 Luz estruturada: listras codificadas por cores 
Os sensores que equipam as câmeras fotográficas possuem três canais de aquisição 
de imagem em vermelho, verde e azul (red, green e blue – RGB) com 8 bits cada. A combinação 
desses valores permite diferenciar 224, mais de dezesseis milhões de cores diferentes. Estas 
combinações podem ser traduzidas em resolução para as coordenadas “z” de uma imagem em 
escala. As listras codificadas por cores se projetam na superfície do objeto minimizando a 
ambiguidade em codificações monocromáticos. O sistema codificado por cores pode alcançar 
capacidade de geração de imagens de superfície 3D em tempo real. É possível se codificar 
vários padrões em uma única imagem de projeção de cor, cada padrão possuindo um valor de 
cor exclusivo no espaço de cores (GENG, 2011, p. 141). 
 
Boyer e Kak (1987 apud BESL, 1989, p. 31) desenvolveram um conceito de listras 
codificadas de luz em tempo real que requer apenas um quadro de imagem de uma câmera de 




e apenas uma imagem em preto e branco é usada, ambiguidades surgem em descontinuidades 
de profundidade, porque não está claro qual faixa de imagem corresponde à listra projetada. No 
entanto, quando as listras são codificadas por cores em uma sequência, estas poderão ser usadas 
para estabelecer a correspondência correta para todas as listras. Um exemplo é apresentado na 
figura 20. 
 
Figura 20 - Esquema de listras codificadas por cores 
 
Fonte: Geng, 2011, p. 131 
 
Para objetos estáticos sem imposição no tempo de aquisição, podem ser usadas 
técnicas de múltiplas imagens, disparos contínuos, com resultados mais precisos e confiáveis. 
Se o objeto está em movimento e se impõe tempo para aquisição, as técnicas de disparo único 
devem ser usadas. Geng (2011) apresenta na figura 21 uma representação gráfica das principais 




Figura 21 - Classificação de técnicas geração de imagem 3D com luz estruturada 
 
Fonte: GENG, 2011, p. 133 
 
Asundi, Chan e Sajan (1994) projetaram uma linha vertical, produzida por um diodo 




CCD (Charge-Coupled Device). Conhecendo-se a deformação da linha e o fator de calibração 
obteve-se o perfil periférico. O perfil periférico completo foi obtido girando o cilindro uma 
volta completa. Os dados foram então transportados para um sistema de coordenadas cilíndricas 
ou cartesianas. 
 
Sajan et al. (1998) projetaram linhas na superfície de um cilindro em rotação através 
de diodo laser. Capturaram a imagem com uma câmera TDI (time delay and integration) capaz 
de acumular várias exposições do mesmo objeto em movimento. As linhas capturadas foram 
adicionadas umas às outras formando uma imagem plana que corresponde aos 360o do objeto. 
Esta imagem foi tratada pela técnica da Transformada Rápida de Fourier (Fast Fourier 
Transform - FFT), obtendo assim os contornos topográficos do objeto. 
 
Charoenpong et al. (2004) apresentaram um sistema para determinação do volume 
de mangas, utilizando 3 vistas de silhuetas da manga (topo, lado e frente) conforme figura 22. 
Partindo do pressuposto que a fruta tem uma forma muito próxima da elipse, aplicaram um 
modelo matemático, que calculou o volume com um coeficiente de correlação de Pearson (r) 
de 0,994 quando comparado com o método padrão de deslocamento de água. 
 
Figura 22 - Vistas ortográficas da manga 
 





Upendranath (2005) apresentou uma proposta para digitalizar e reconstruir o perfil 
de um objeto em alta velocidade utilizando sensores de imagem CMOS em uma nova 
arquitetura de sensor inteligente para medição 3D, em tempo real utilizando, com projeção de 
laser em feixe de folha e baseado na triangulação ativa. O sistema de triangulação é apresentado 
na figura 23. 
 
A técnica de Upendranath se baseia em um sensor de visão como um conjunto de 
matrizes lineares de sensores, todos trabalhando em paralelo e processando a imagem inteira 
em fatias, a complexidade da tarefa de processamento de imagem se reduz. As principais 
características deste trabalho são a posição assíncrona para conversão de fluxo de pulso, 
binarização de múltiplas imagens, alto paralelismo e arquitetura modular, resultando em taxa 
de quadros e resolução adequada para medições 3D em tempo real. 
 
Figura 23 - Sistema de triangulação 
 





Zhang e Peisen (2006) apresentam uma técnica para encontrar os relacionamentos 
entre o sistema de coordenadas da câmera e o sistema de coordenadas do projetor. Os 
parâmetros extrínsecos são obtidos pelos mesmos procedimentos para obtenção dos parâmetros 
intrínsecos, com apenas uma imagem de calibração. O conceito-chave é permitir que o projetor 
“capture” imagens como uma câmera, fazendo com que a calibração de um projetor seja a 
mesma que a de uma câmera, ou seja, essencialmente é o mesmo procedimento para calibração 
de sistemas tradicionais de visão estéreo, semelhante ao processo biológico da estereopsia 
(visão estéreo ou visão binocular) utilizada para produzir a percepção de profundidade. Um 
sistema de luz estruturado, com câmera e luz estruturada, difere de um sistema clássico de visão 
estéreo evita o problema difícil técnica de combinar estéreo visão para obter profundidade. 
 
A técnica de Zhang e Peisen propõe calibrar o projetor e a câmera de forma 
independente, o que evita os problemas relacionados ao acoplamento dos erros da câmera e do 
projetor. Ao tratar o projetor como uma câmera, a técnica proposta permite calibrar um sistema 
de luz estruturado como se fosse um sistema clássico de visão estéreo. Para o sistema 
desenvolvido nesta pesquisa, um modelo linear com uma pequena tabela de consulta (Look-Up 
Table – LUT) para compensação de erros é considerada suficiente. A Look up Table cria uma 
tabela de novos valores para imagem tratada. 
 
A Figura 24a mostra a imagem de tabuleiro de xadrez capturada pelo CCD e a 
imagem do dispositivo de micro espelho digital (digital micromirror device – DMD) 
correspondente. A Figura 24b mostra a imagem do tabuleiro de xadrez capturada pela câmera 
com iluminação de luz vermelha e a imagem do DMD. Pode-se verificar a precisão da imagem 
do DMD projetando-a no tabuleiro real e verificando seu alinhamento. Se o alinhamento for 








Fonte: Zhang e Peisen, 2006 
 
Lino (2008) aplicou a técnica de moiré de projeção com deslocamento de fase, para 
levantamento topográfico de objetos. Basicamente, a técnica de moiré consiste na comparação 
de duas grades: uma de referência e outra que se deforma ao ser projetada no objeto. Com a 
aplicação da técnica foi possível a determinação de modelos com coordenadas 3D. O autor 
utilizou, ainda, o software ImageJ e apresentou as rotinas desenvolvidas. As conclusões 
mostram ser exequível o método proposto na determinação da topografia de frutas.  
 






Khojastehnazhand et al. (2008) propõe um processamento de imagem com 
algoritmo para determinação do volume da laranja. O sistema de visão de máquina proposto 
consiste em duas câmeras CCD, um sistema de iluminação adequada e um computador pessoal. 
As câmeras são colocadas em ângulo alinhado um com o outro, a fim de dar duas vistas 
perpendiculares da imagem da laranja. Inicialmente, o algoritmo segmenta o plano de fundo e 
divide a imagem em uma série de troncos de cone elíptico alinhados. O volume e área da 
superfície de cada tronco de cone são calculados pelo método da segmentação. O volume e área 
da superfície total da laranja é a soma aproximada de todos os troncos elementares. A diferença 
entre os cálculos dos volumes e as áreas de superfície obtidos pela imagem método de 
processamento e medido por deslocamento de água e método da fita, respectivamente, não são 
estatisticamente significativos a escalas de 5%. Os resultados mostram que o tamanho da laranja 
não tem nenhum efeito sobre a precisão do volume e área de superfície estimada encontrada 
pela técnica de processamento de imagem.  
 
Khojastehnazhand et al. (2010) propõe um algoritmo para classificação de limão 
em um ambiente básico visual (visual basic environment). O sistema consiste de duas câmeras 
CCD, duas placas de captura, um sistema de iluminação adequado, um computador pessoal e 
outras partes mecânicas. O algoritmo inicialmente extrai o fruto da parte do fundo. Informações 
sobre os valores de cor HSI e os volumes de frutas são extraídos e salvas em um banco de dados. 
Ao comparar as informações durante a classificação com as informações disponíveis no banco 
de dados, a classificação é determinada. Este algoritmo pode ser facilmente adaptado para a 
classificação de outros produtos agrícolas. 
 
Niola et al. (2011) propuseram procedimentos destinados a estabelecer uma 
correspondência geométrica entre as coordenadas 3D da faixa do laser no objeto e suas 
coordenadas digitais no plano da imagem para que as medidas apresentadas pelo sistema de 
medição sejam precisas. O sistema de medição consiste em uma fonte de linha laser e um sensor 
de imagem posicionados fixamente um em relação ao outro. Para a “calibração” foi utilizado 
um micrômetro digital que movimenta o alvo com dimensões conhecidas.  
 
O procedimento proposto no trabalho de Niola et al. utiliza o mesmo alvo de 
calibração do tabuleiro de damas é comumente utilizado para calibração interna de uma câmera. 
Uma interface gráfica permite ao usuário adquirir as imagens de laser em um alvo que pode se 




da triangulação a relação geométrica entre as coordenadas da faixa de laser no alvo e suas 
coordenadas digitais no plano da imagem são ajustadas. A figura 25 apresenta a configuração 
proposta por Niola, et al. para calibração do sistema de medição. 
 
Fonte: Niola et al. 2011 
 
Wan et al. (2011) desenvolveram um sistema de perfilometria a laser para medir a 
deformação tridimensional de lentes de contato mecanicamente deformadas. Com dois sensores 
de imagem diametralmente opostas com o objeto de estudo, no centro, iluminado por uma linha 
laser que se desloca ao longo do objeto. A figura 26 apresenta a configuração básica. Seções 
transversais iluminadas a laser bidimensionais em incrementos definidos são capturadas com 
as câmeras. Dos contornos 2D registrados nas imagens é extraída uma matriz de pontos 3D com 












Fonte: Wan, 2011 
 
Honegger (2013) apresenta um trabalho para inspeção rápida de objetos 3D. Com 
o objetivo de aumentar a velocidade de digitalização, busca-se a amplitude e a fase de franjas 
projetadas no objeto e busca-se também a redução de dados diretamente na câmera porque a 
taxa de transferência de dados entre a câmera e o computador é um fator limitante da velocidade 
de digitalização. Uma representação esquemática é apresentada na figura 27. 
 
Com um sensor CMOS (complementary metal-oxide-semiconductor) 300x300 
pixel e um projetor de franja, capaz de modular as franjas projetadas com até 250 kHz. Com 
movimentos passo a passo na direção lateral, cobre-se várias áreas do objeto de medição. Entre 
cada imagem, o movimento lateral deve corresponder ao campo de visão da câmera. 
 
Nas altas taxas de aquisição, a aceleração do sistema gera forças mecânicas 
incompatíveis e inaceitáveis. Para obter um procedimento de varredura contínua e, ao mesmo 
Figura 26 - Esquema perfilômetro com 2 sensores e laser em pillow-block 
controle deslizante com 
motor de passo em 
incrementos de 50 μm 
com curso de 18 mm 
Câmera 2 





tempo, usar o desempenho de uma câmera matricial, foi desenvolvido um sistema especial de 
lentes que reconfigura uma câmera matricial para que se comporte como uma câmera 
multilinhas. Com um campo de visão de 120x3 (mm) de largura correspondem as 300 linhas 
do sensor da câmera com uma resolução lateral de 10 (μm). Na direção longitudinal, o 
comprimento do objeto de 120 (mm) é dividido em 12.000 linhas para atingir a mesma 
resolução de 10 (μm).  
 
Entre cada linha há um grande espaço vazio, que não é visualizado pela câmera, se 
a câmera for deslocada em uma direção inclinada para a orientação da câmera sobre o objeto, 
os espaços vazios também podem ser gravados. Em um alinhamento ideal, o objeto de medição 
completo pode ser escaneado em um movimento contínuo, cobrindo o comprimento total de 
120 (mm). A figura 30 apresenta o esquema proposto por Honegger. 
 
Fonte: Honegger, 2013 
 
Fracarolli (2014) propôs técnicas para automação de processos de seleção e 
classificação de produtos com biospeckle e luz estruturada. Com o biospeckle obtém-se 
informações quanto a qualidade do material biológico, por exemplo, maturidade e através da 
luz estruturada obtém-se a geometria do material biológico.  
 
A combinação da posição geométrica com informações de atividade biológica abre 
espaço para propostas de elaboração novas normas de classificação de produtos agrícolas. A 
autora diferenciou frutos quanto ao formato, classe, coloração e defeitos por meio de 
processamento de imagens. A associação das técnicas permite “observar frutos com 





irregularidades superficiais, maturidade, danos mecânicos e latentes, entre outros. Esta pode se 
tornar a base para a seleção automática de produtos agrícolas”.  
 
Os resultados da pesquisa demonstram a viabilidade de se avaliar a maturidade de 
mamões através da metodologia proposta de forma objetiva e automática e apontam, ainda, para 
uma implementação das técnicas em uma esteira de seleção de acordo com o estádio de 
maturação. A integração da luz estruturada com o biospeckle se demonstrou ser uma ferramenta 
de suporte técnico e científico à classificação de frutos. A figura 28 apresenta as etapas de 
segmentação até se obter o perfil do objeto em estudo.  
 
Fonte: Fracarolli, 2014 
 
Dhameliya et al. (2016) propõe uma metodologia para medir o volume de manga. 
Embora não tenham atingido boa precisão, a metodologia pode apresentar processamento em 
velocidade necessária para uma esteira de classificação de frutas. Os volumes são calculados a 
partir do perfil digital da imagem da manga. A partir da aquisição, tratamento e análise em uma 
ou mais imagens é possível obter propriedades como altura, largura e área da imagem que 
guarda uma relação com o objeto real. A figura 29 apresenta a configuração para obtenção das 













Fonte: Dhameliya et al., 2016 
 
Wilm et al. (2016) discutem aspectos dos sistemas de luz estruturada em tempo real 
e apresentam contribuições na “calibração”, codificação de cenas e correção de movimento. Os 
autores ressaltam que embora a digitalização com luz estruturada seja um método versátil para 
aquisição de formas 3D e que seja muito mais rápido do que a maioria das técnicas de medição 
concorrentes, ainda, demora alguns segundos para ser concluída. Os sensores de imagem 
apresentam, cada vez, mais resolução a preços mais baixos como, por exemplo, o Microsoft 
Kinect e estão difundindo em larga escala os imageadores 3D. Contudo, tais sensores são 
geralmente limitados em seus sistemas ópticos e a exatidão e a precisão ficam comprometidas, 
tornando-os inadequados para um escaneamento preciso. 
Com melhorias recentes na tecnologia de projetores, maior poder de processamento e 
métodos apresentados nesta tese, é possível realizar varreduras de luz estruturadas em 
tempo real com 20 medições de profundidade por segundo. Isso oferece novas 
oportunidades para estudar cenas dinâmicas, controle de qualidade, interação 
humano-computador e muito mais (WILM et al., 2016). 
A figura 30 esquematicamente apresenta o princípio da luz estruturada com uma 
câmera e um projetor. Neste caso particular, os pontos de correspondência são codificados 
usando padrões senoidais com o método do deslocamento de fase (Phase Shifting - PS). Uma 
série de padrões é projetado sobre o objeto o reflete para a câmera. Isso permite identificar a 
coordenada ascendente do projetor nesse ponto, cujas coordenadas 3D podem ser determinadas. 




Figura 30 - Esquema de Wilm para codificação de cena 
 




Um feixe de luz é composto de fótons, entidades elementares cuja natureza é 
ambígua, podendo se comportar ora como ondas, ora como partículas. Albert Einstein previu 
em 1916 que a colisão de um fóton em um átomo excitado emitiria um fóton idêntico ao que 
colidiu.  
  
O engenheiro norte-americano Theodore Maiman produziu em 1960 o primeiro 
equipamento capaz de emitir um laser, acrônimo em inglês para amplificação de luz por 
emissão estimulada de radiação (Light Amplification by Stimulated Emission of Radiation):  
O poder do laser está na sincronia de seus fótons. Diferentemente das fontes 
de luz natural e artificial, cujos átomos emitem fótons em tempos, frequências 
e direções diferentes, os átomos de um gerador de laser emitem fótons em 
sincronia, com a mesma frequência e a mesma direção. Um feixe 
de laser usado para soldar ou cortar chapas de metal, por exemplo, emite 
fótons com a mesma potência que uma lâmpada caseira de 100 watts. A 
diferença é que o feixe laser permite concentrar toda essa potência em uma 
área muito pequena (ZOLNERKEVIC, p. 18). 
 
 A luz é gerada pela realimentação da própria luz. Dois espelhos paralelos são 
posicionados para reflexões consecutivas até que todos os fótons estejam alinhados no sentido 
do eixo dos espelhos. A figura 31 mostra uma representação da sucessão de eventos na cavidade 
de ressonância, sendo que “a” representa a inatividade pela ausência de uma fonte de excitadora. 




fótons que ressoam na cavidade. Em “c” após sucessivas reflexões nos espelhos, os fótons estão 
alinhados com o vetor normal, ortogonal ao plano dos espelhos.  
 
Fonte: Adaptação de Matzner, 1983 
 
2.2.2.1 Tipos de Lasers 
Centenas de tipos de laser estão disponíveis no mercado para as mais variadas 
aplicações. A Figura 32 apresenta uma classificação de parte destes lasers que estão em uso. De 




Figura 31 – Sucessão de eventos na cavidade de ressonância 








Fonte: Latham, 2008, p.5 
 




2.2.2.2 Diodo semicondutor emissor de laser 
O diodo laser (laser diode - LD) também conhecido como diodo laser de injeção 
(injection laser diode - ILD) é um eficiente emissor de radiação laser construído a partir de 
matérias semicondutores. São pequenos, se comparados com outras tecnologias de produção de 
laser. Pertencem a uma classe específica de laser de estado sólido, que são construídos de 
materiais semicondutores, em oposição ao convencional lasers de estado sólido, que são feitos 
de cristais isolantes dopado com íons ativos (DELFYETT, 2001).  
 
Com corrente elétrica da ordem de alguns miliampere (mA) é possível gerar 
radiação laser com eficiência superior a 90%. O arsenieto de gálio é muito utilizado na produção 
de lasers semicondutores e permite reduções significativas no tamanho do dispositivo e são 
mais rápidos se comparados com o silício. Outras composições são usadas como o arsenieto de 
gálio e alumínio ou o fosfeto de índio. A composição do material semicondutor define o 
comprimento de onda de emissão desejado do laser. A figura 33 destaca a área da junção e a 
divergência do feixe laser emitido.  
 
Figura 33 - Representação de um diodo de estado sólido GaAs 
Fonte: Latham, 2008, p. 46 
 
 
Os espelhos ópticos nas extremidades da cavidade óptica de um diodo de estado 
sólido são formados a partir da clivagem em planos paralelos bem definidos para produzir 
superfícies planas em cada extremidade da cavidade. Extremidades facetadas e bem polidas 
atuam como espelhos para fornecer a realimentação óptica necessária para alcançar a 
ressonância na cavidade, enquanto as paredes laterais do chip laser são mais ásperas para evitar 




diodo laser com os respectivos comprimentos de onda e destaca o AlxGa1-xAs e o GaAs1-xPx 
utilizados na fabricação de lasers com comprimento de onda de 850 (nm) de particular interesse 
para a presente pesquisa. 
 
Tabela 5 – Compostos químicos e comprimentos de onda 












Fonte: Latham, 2008, p. 47 
 
2.2.2.3 Modos do Laser 
As características construtivas e os materiais de fabricação do laser, determinam 
propriedades exclusivas do feixe de laser, conhecidas como modos de laser. Os modos laser são 
propriedades do feixe de fótons que evolui e ressoa no amplificador, refletindo entre os 
espelhos. O desenvolvimento dos modos envolve uma tentativa, por partes concorrentes do 
feixe de luz tendo frequências ligeiramente diferentes, para caber em um número exato de suas 
ondas na cavidade óptica com a restrição imposta pelos espelhos. Pode-se comparar com a 
corda de um violão vibrando. A vibração é zero nas duas extremidades, mas a corda é livre para 
vibrar ao longo de seu comprimento. A maioria dos lasers tem um número de modos operando 
simultaneamente nos modos longitudinal e transversal, que dão origem a uma frequência 
complexa e estrutura espacial dentro do feixe. “Não fossem os modos, um feixe de luz seria 





2.2.2.3.1 Modos longitudinais  
 
Cada modo longitudinal é um feixe de luz separado que se forma na cavidade entre 
os espelhos com um número exato completo de “meios comprimento” de onda ao longo deste 
caminho. Por exemplo, para um laser de luz verde com três modos longitudinais ligeiramente 
diferentes, indistinguíveis na cor para o olho, surgem: 1.000.000, 1.000.000.5 e 1.000.001 ciclos 
completos de oscilação entre os espelhos enquanto viaja exatamente o mesmo caminho para 
frente e para trás através do amplificador (DELFYETT, 2001, p. 272).  
 
A figura 34 apresenta esquematicamente dois modos longitudinais distintos 
ocupando a mesma região espacial da cavidade óptica do laser. 
 
Figura 34 - Modos longitudinais distintos 
 
Fonte: Delfyett, 2001, p. 272 
 
2.2.2.3.2 Modos Transversais  
 
Enquanto os modos longitudinais envolvem muitos feixes de fótons viajando 
exatamente o mesmo caminho através do amplificador, mas diferindo em comprimento de onda, 
diferentes modos transversais são representados por caminhos ópticos ligeiramente diferentes 
ao percorrer o amplificador.  
 
O feixe que emerge do laser então tem uma divergência maior à medida que mais 




dentro da cavidade do laser para evitar os modos transversais mais divergentes. O modo 
eletromagnético transversal (transverse electromagnetic mode — TEM) possui índices em 
função do número de modos no feixe laser. 
 
Os modos transversais em uma cavidade estável de dois espelhos são referidos 
como modos gaussianos. A forma de onda eletromagnética particular que se encaixa 
exatamente nas superfícies do espelho para moldar o modo transversal é o feixe Gaussiano. A 
variação da irradiância - devido ao campo elétrico - através do feixe, apresenta diferentes 
padrões cada um composto de regiões claras e escuras. 
 
Esses padrões de escuro e brilhante em um plano perpendicular ao próprio feixe são 
chamados de modos transversais. O modo de ordem zero tem um máximo, o modo de primeira 
ordem tem dois máximos e assim por diante. As diferentes geometrias da cavidade podem dar 
origem a um modo único e puro, como o modo TEM00, ou uma combinação de vários modos. 
A figura 35 apresenta esquematicamente dois modos transversais distintos oscilando sobre 
diferentes regiões espaciais da cavidade óptica do laser.  
 
Fonte: Delfyett, 2001, p. 273 
 
 
Os diferentes modos mostrados na figura 36 são identificados como Modos 
Eletromagnéticos Transversais (TEMxy). O índice “x” indica o número de regiões de irradiação 
zero ao longo da direção x. O índice “y” indica o número de regiões de irradiação zero ao longo 
da direção y. 
 





Fonte: Latham, 2008, p. 20 – módulo 2-1 
 
O TEM00 refere-se a uma única região brilhante sem regiões de zero irradiação - 
exceto aquela nas bordas distantes do padrão. O modo TEM20, por exemplo, tem dois mínimos 
ao longo da direção x e nenhum ao longo da direção y; O modo TEM03 tem zero mínimo ao 
longo da direção x e três mínimos ao longo da direção y, e assim por diante. Observe que os 
modos de ordem superior estão mais espalhados do que o modo TEM00 da ordem inferior.  
 
O modo TEM00 possui a maior quantidade de irradiação perto do centro do modo. 
O padrão de irradiação do feixe TEM resultante de um laser operando em “multimodo” é a 
soma de cada um dos modos individuais, sendo maior do que qualquer modo TEM único e se 
aproxima de um topo plano (flat-top) em irradiação em toda a largura do feixe. 
 
Os modos TEM de ordem superior assim como as saídas multimodo tem um fator 
M vezes maior em largura transversal do que o modo TEM00 que é mais simples e puro. Muitas 
das equações operacionais para um laser são baseadas no feixe gaussiano TEM00 




matematicamente "puro". A figura 37 apresenta uma comparação da irradiância de um feixe 
laser TEM00 e um feixe laser multimodo. Na ordenada está o valor total da irradiância 
transversal do feixe e na abscissa encontra-se a distância transversal através da largura do feixe. 
 
Fonte: Latham, 2008, p. 21 – module 2-1 
         
Uma medida da qualidade óptica de um raio laser é dada pela divergência do feixe. 
A divergência θ para um feixe TEM00 de comprimento de onda λ, a partir de uma "abertura" 
circular de raio wo, é dada pela relação apresentada na equação 54. 
θ00  =  2 λ𝜋𝜋𝑤𝑤0 (54) 
Para um feixe de saída multimodo, cujo fator de multiplicação é M, a divergência 
de feixe de ângulo completo θM é dada pela equação 55. 
 
θ𝑇𝑇 =  𝑀𝑀θ00  =  2M λ𝜋𝜋𝑤𝑤0  (55) 
 
Se o ângulo de divergência do feixe for aumentado por um fator M para um feixe 
de modo multimodo (ou de ordem superior) em comparação com um feixe TEM00, o diâmetro 
do feixe multimodo é aumentado por um fator de M e a área resultante do ponto do laser em 
um alvo é aumentado por um fator M2. A maioria dos fabricantes de laser fornece o fator M 
juntamente com as especificações laser para um determinado laser. 
 
Figura 37 - Comparação da irradiância TEM00 e um feixe laser Multimodo 




2.2.2.4 Laser saída pulsada 
  
Em um sistema que opera com imagens digitais capturadas (frames) de uma cena 
com objetos em movimento, deve-se considerar o tempo para que uma imagem seja formada 
no sensor e transmitida para a unidade de análise  e processamento para obtenção de 
informações para tomada de decisões. O obturador da câmera fotográfica, a conversão 
analógica/digital do sensor de imagem e a transmissão para a unidade de tratamento e análise 
de imagem, via USB ou outro qualquer canal de comunicação, limitam o número de imagens 
que podem ser transmitidas por unidade de tempo.   
 
Com uma fonte de radiação eletromagnética pulsada “iluminando” uma cena com 
o objeto de estudo em movimento, é possível se obter várias imagens concatenadas em um 
único frame. Com um único frame é possível transportar várias imagens concatenadas do sensor 
de imagem para a unidade de tratamento e análise de imagens. A estroboscopia trata do registro 
de objetos em movimento obtido com o uso do estroboscópio que “ilumina” de modo 
intermitente e sincronizado uma cena. Uma representação esquemática de uma fonte geradora 
de laser saída pulsada pode ser observada na figura 38. 
 
Figura 38 - Representação esquemática: fonte geradora de laser saída pulsada 
 
Fonte: Errey, 1997, p. 158 
 
 
A figura 39a apresenta uma representação esquemática de um objeto em movimento 




concatenadas do objeto em movimento passando exatamente pelo ponto “A” e exatamente pelo 
no ponto“B”, deve-se manter o obturador da câmera fotográfica aberto e a cena deve ser 
iluminada com dois pulsos de luz consecutivos disparados exatamente quando o objeto passa 
por “A” e quando o objeto passa por “B”, tendo decorrido o espaço Δx. A figura 39b representa 
esquematicamente um frame que capturou o objeto passando pelo ponto “A” e pelo ponto “B”, 
todas as demais posições foram desconsideradas, portanto, não foram registradas no frame.  
 
Se a cena estiver iluninada por outra fonte de luz externa, além da fonte 
estroboscópica laser, é necessário sintonizar o sensor de imagem com a fonte estroboscópica, 
caso contrário não é possível obter o congelamento do movimento porque o sensor irá registrar 
toda cena do ponto “A” até o ponto “B” e o objeto aparecerá “borrado” no frame.  
 
A sintonização entre o sensor de imagem e a fonte geradora de laser pulsado 
consiste em um filtro óptico, instalado na frente do sensor, que permite somente a passagem do 
comprimento de onda da fonte geradora de laser e bloqueia todos os demais comprimentos de 
onda do espectro de radição.  
 
Fonte: Adaptação de Macedo, 2012 
 
Supondo que um sistema imageador ativo “ilumina” um objeto em estudo, em 
movimento, com duas linhas lasers para se obter informações de suas dimensões. Supondo, 
ainda, que se deseja concatenar três imagens deste objeto em movimento em um único frame. 
Com um sensor de imagem protegido da luz ambiente por um filtro sintonizado, é possível 
manter o obturador aberto sem que o sensor gere uma imagem. No momento em que o objeto 
passa pelo ponto “A” os módulos lasers “L5” e “L6”, da figura 40, recebem um pulso (pulse 
width modulation - PWM) e uma radiação laser de pequena duração e alta intensidade “ilumina” 
a cena e o sensor registra o objeto neste instante.  
Figura 39 - Luz estroboscópica iluminando objeto em movimento 
a b 
A                                          B 





Fonte: Próprio autor 
 
Quando o objeto passa pelo ponto “B” um segundo pulso dispara “L3” e “L4”. Um 
segundo instante da cena em movimento é registrada. O obturador se mantém aberto e o sensor, 
portanto, se mantém exposto à cena, mas não é sensibilizado porque o filtro óptico garante que 
o sensor esteja no escuro. Quando o objeto passa pelo ponto “C” um terceiro pulso dispara “L1” 
e “L2”. Um terceiro instante da cena em movimento é registrada. Após o terceiro pulso, o 
obturador se fecha e o frame com as três imagens concatenadas é transferido para a unidade de 
análise.  
 
Fonte: Próprio autor 
 
Na figura 41 se observa três imagens, de uma fruta, concatenadas em um único 
frame com auxílio de um estroboscópio com três pares de  linhas lasers: (L1 e L2); (L3 e L4) e 
(L5 e L6).  
 
Figura 40 – Três imagens concatenas em um único frame - processo 
Figura 41 – Três imagens concatenadas em um único frame 
L1 L2 L3 L4 L5 L6 
sentido do movimento 
   C          B         A     




No quadro 1 são apresentados alguns tipos de lasers e a taxa máxima de pulsos por 
segundo. Observa-se que para diodos lasers é possível atingir frequências da ordem de 400 
KHz. A energia por pulso é um parâmetro importante porque para que um sensor de imagem 
possa gerar uma imagem, é necessário uma energia de exposição mínima.  
 
Fonte: Whybrew, s/d., p. 9 





P = potência em watts; 
E = energia em joules; 





f = frequência em Hz; 
p = período em segundos. 
 
Com uma fonte de luz convencional, é difícil de se obter um curto tempo de 
iluminação e simultaneamente uma alta energia. Esta relação limita o controle de forma 




estroboscópica ou em flash para este tipo de fonte luminosa. Por outro lado, uma fonte de laser 
é capaz de fornecer pulsos de duração muito curta, abaixo de 10 (ns) com potências de pico 
muito altas em cada pulso (ERREY, 1997, p. 160). A iluminação de modo intermitente de um 
objeto em movimento permite congelar imagens nítidas, sem fantasmas em velocidades 
maiores se comparado com uma iluminação contínua.   
 
2.2.3 Filtro óptico 
Filtro é um elemento óptico que reduz ou bloqueia completamente a radiação 
incidente sobre sua superfície para determinados comprimentos de onda ou faixa, de modo que 
radiação transmitida é bem menor que a radiação incidente (I << Io). A figura 42 representa esta 
condição (VARELLA, 2006).  
 
Em visão de máquina, por exemplo, o filtro bloqueia os comprimentos de onda da 
radiação eletromagnética indesejada da luz ambiente, deixando passar os comprimentos de onda 
que transportam informações úteis à medição e controle. O filtro sintonizado com a fonte 
emissora de radiação eletromagnética ajuda o sistema imageador a obter uma imagem de alta 
qualidade, favorece a segmentação do objeto, melhora a eficiência de reconhecimento do objeto 
em estudo, a precisão e a velocidade de processamento. 
 
Para indicar a transparência de um filtro para determinada frequência ou faixa de 
frequência utiliza-se o coeficiente de transmissão ou transmitância T(λ). A transmitância é a 
relação entre a intensidade da radiação transmitida (I) e a intensidade da radiação incidente (Io) 
e traduz o grau de transmissão da radiação incidente no elemento óptico, é a quantidade de 
radiação que pode passar pelo elemento óptico. Por exemplo, um elemento com transmitância 
de 12% permite a passagem de 12% da radiação, bloqueando 88%.  
 
A densidade – D ou densidade óptica (optical density – OD) é obtida a partir do 
coeficiente de transmissão T(λ), é uma medida da absortância (fator de absorção). A equação 
56 permite calcular a transmitância de um filtro em função da radiação incidente e transmitida. 









𝑇𝑇(𝜆𝜆) = 100 ∗ 𝐼𝐼
𝐼𝐼0
 (59) 
𝐷𝐷 = log10 � 1𝑇𝑇(𝜆𝜆) �  =   − log10 𝑇𝑇(𝜆𝜆)  =  log10  ( 𝐼𝐼0𝐼𝐼  ) (60) 
 
Os filtros são, ainda, especificados pelo tipo de fixação, pelo diâmetro (Ø) e pela 
espessura – “t” (thickness). A fixação rosqueada tipo C-mount, por exemplo, é amplamente 
utilizado para montar o filtro em um sistema óptico. O tipo C-mount é padronizado pela 
ANSI B1.1 para roscas unificadas designada como "1-32 UN 2A" que especifica 32 fios de 
rosca por polegada. A figura 45 apresenta esquematicamente os principais parâmetros de um 
filtro óptico. 
 
Fonte: Varella, 2006 
 
Onde: 
Io = intensidade da radiação eletromagnética incidente; 
I = intensidade da radiação eletromagnética transmitida; 
t = espessura do filtro; Ø = diâmetro do filtro. 
 
A curva de transmissão que caracteriza o filtro é uma representação gráfica da 
transmitância em função dos comprimentos de onda da radiação eletromagnética incidente no 







filtro. Na figura 43 observa-se cinco curvas de transmissão dos filtros passa faixa, passa baixa, 
passa alta, rejeita faixa e passa faixa estreita. Estes filtros podem ser obtidos em um único 
elemento ou na associação de filtros.  
 
Fonte: Próprio autor 
 
Onde: 
 Passa faixa 
 Passa baixa (short pass filters - SPF) 
 Passa alta (Long pass filters - LPF) 
 Rejeita faixa 
 Passa faixa estreita (narrow bandpass filter) 
 
É possível associar filtros para obtenção de maior densidade óptica e curvas 
características especiais para o filtro resultante da associação. A figura 44 apresenta 














Fonte: Varella, 2008 
 
A densidade óptica e a transmitância do conjunto pode ser calculada pelas equações 
59 e 60. 
𝐷𝐷𝑟𝑟 =  𝐷𝐷1 + 𝐷𝐷2 (61) 
𝑇𝑇(𝜆𝜆)𝑟𝑟 =  𝑇𝑇(𝜆𝜆)1  ∗  𝑇𝑇(𝜆𝜆)2 (62) 
Onde: 
Dr = Densidade óptica resultante da associação de filtros 
D1 = Densidade óptica do filtro 1 (componente da associação) 
D2 = Densidade óptica do filtro 2 (componente da associação) 
T(λ)r = Transmitância resultante da associação de filtros 
T(λ)1 = Transmitância do filtro 1 (componente da associação) 
T(λ)2 = Transmitância do filtro 2 (componente da associação) 
  
O filtro óptico de densidade neutra, por sua vez, não seleciona nenhuma faixa da 
radiação eletromagnética. Sua função é reduzir a intensidade da radiação transmitida “I”. A 
curva de transmitância de um filtro de densidade neutra – (neutral-density – ND), é apresentada 
na figura 45. Normalmente é utilizado para aumentar a flexibilidade nos ajustes na abertura do 




Figura 44 - Associação de filtros 





Fonte: Mega-9, 2018 
   
Na especificação de filtros deve-se levar em consideração, ainda, o comprimento 
de onda central λc - (central wavelength – CWL); a largura da faixa passante (bandwidth or full 
width at half maximum - FWHM); a transmitância de pico Tpeak; a profundidade de bloqueio ou 
densidade óptica que é apresentada na tabela 6; e a faixa de bloqueio apresentada na tabela 7. 
Estes parâmetros estão representados graficamente na figura 46.    
 
Tabela 6 - Densidade óptica e transmitância 
OD T(λ) T(λ) (%) 
OD1 0.1 10% 
OD2 0.01 1% 
OD3 0.001 0.1% 
OD4 0.0001 0.01% 
OD5 0.00001 0.001% 
OD6 0.000001 0.0001% 
Fonte: Mega-9, 2018 
 
A profundidade de corte ou densidade óptica OD está associada a uma letra e 
quantifica a quantidade máxima de luz que pode passar através da faixa de bloqueio ou corte. 
Por exemplo, se um filtro tem especificação OD3-A, pela tabela 9 e 10 obtém-se que a 
transmitância da radiação na faixa de corte de 400 a 1100 nm é de 0,001. 




Tabela 7 - Código de bloqueio e faixa de corte 
Código de 
bloqueio 
Faixa de bloqueio 
ou 




















Fonte: Mega-9, 2018 
 
 O Comprimento de onda central (λc) pode ser calculado a partir da equação 61:  
𝜆𝜆𝑐𝑐  = 𝜆𝜆𝑙𝑙  +  𝜆𝜆𝑟𝑟2   (63) 
Onde: 
λl = comprimento de onda a esquerda de λc, obtida no eixo “x” a partir de Tpeak / 2 no eixo “y”. 





A largura da faixa passante (bandwidth) ou (full width at half maximum - FWHM) 
é calculada como a diferença entre λr e λl. A expressão matemática de FWHM pode ser 
observada pela equação 62:   
𝐹𝐹𝐹𝐹𝐹𝐹𝑀𝑀 =  𝜆𝜆𝑟𝑟  −  𝜆𝜆𝑙𝑙 (64) 
  
Fonte: Mega-9, 2018 
 
A curva de transmitância da figura 47 é de um filtro de 850 (nm) que foi projetado 
especificamente para a presente pesquisa. Trata-se de uma curva obtida a partir de experimentos 
realizados na fabricante de filtros Mega-9. 
Fonte: Mega-9, 2016 
O filtro passa faixa estreita (narrow bandpass filter) foi especificado da seguinte 
forma: CWL = 850 ±3nm; FWHM = 20 ±3nm; Tpeak: > 80%; blocking: T(λ) < 0.1% @ 200-
1100nm; dimension: M52*P0.75, mount-C. 
Figura 47 - Curva característica filtro passa faixa estreita 850nm 





O fabricante Mega-9 produziu o filtro 850 (nm) (BP850/20K) para ser instalado em 
lentes com rosca de montagem do filtro na extremidade frontal com diâmetro de 52(mm). A 
montagem do filtro óptico na rosca da lente facilita a troca do filtro para realização de vários 
experimentos, mas apresenta um problema que será discutido a seguir.  
 
O comprimento de onda central de um filtro se altera quando a incidência dos raios 
se dá com um ângulo de inclinação em relação ao vetor normal à face do filtro. A equação 65 
permite calcular para cada ângulo de incidência o desvio do comprimento de onda central. A 
figura 48 é uma representação esquemática do fenômeno da alteração do comprimento de onda 
em função do ângulo de incidência no filtro. 
𝜆𝜆𝜃𝜃 = 𝜆𝜆0 ∗ �1 − 𝑛𝑛02𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒2 ∗ 𝑠𝑠𝑖𝑖𝑛𝑛2𝜃𝜃 (65) 
 
Fonte: próprio autor 
 
  A figura 49 apresenta uma comparação para comprimentos de onda central medidos 
e calculado para diferentes ângulos de incidência e ƞeff = 2. Quatro curvas são apresentadas no 
gráfico. No eixo y está a relação de λθ / λ0, em x encontra-se o ângulo de incidência da radiação 
incidente. As curvas são levantadas para ƞ0 = 1 e 1,516 em duas situações: medições de 
laboratório e cálculos teóricos.  
Figura 48 - Representação esquemática da relação de λθ com θ 








Fonte: Mega-9, 2018 
 
Onde: 
λθ = comprimento de onda central no ângulo de incidência θ; 
λ0 = comprimento de onda central do filtro com ângulo de incidência θ = 0 = (central wavelength 
nominal); 
ƞ0 = índice de refração do meio que envolve o filtro, geralmente o ar com ƞ = 1; 
ƞeff  = índice de refração efetivo para o filtro, ƞeff  ≈ 2 para a maioria dos filtros passa faixa da 
Mega-9; 
AOIo = θ = Angle of incidence - Ângulo de Incidência. 
 
2.2.4 Lentes: refração em interfaces esféricas 
Lente, ou lens em latim (lentilha), é um dispositivo óptico que concentra ou 
dispersa uma frente de radiação eletromagnética por meio da refração. Uma superfície esférica 
que refrata a luz pode formar uma imagem. Lentes esféricas focalizam a luz em um ponto. A 
distância “p” do objeto, a distância “i” da imagem e o raio de curvatura “r”, os índices de 
refração dos meios nos quais se propagam o raio incidente e o raio refratado “n1 e n2” estão 














r é positivo se a superfície do lado do objeto é convexa, 
r é negativo se a superfície do lado do objeto é côncava. 
 
Lente é um corpo transparente com duas superfícies sendo que pelo menos uma é 
curvada e refratora. Uma lente convergente concentra os raios incidentes em direção ao eixo 
principal. As lentes divergentes espalham os raios luminosos incidentes em relação ao eixo 
principal. A figura 50 apresenta esquematicamente os raios geradores das superfícies esféricas 
de uma lente. 
 
 
Fonte: Próprio autor 
 
Diz-se que uma lente é simples quando um único elemento de material transparente 
à radiação que o atravessa é utilizado para produzir o efeito desejado. A lente é composta se 
várias lentes simples são usadas para produzir o efeito desejado. 
 
A equação 67 é conhecida como de Gauss e a 68 como equação do fabricante de 
lentes e descrevem o funcionamento de lentes delgadas em que a abertura é bem menor que o 
raio de curvatura. Na figura 51 observa-se os principais parâmetros de uma lente.   















= (𝑛𝑛 − 1) ∗ ( 1
𝑟𝑟1





n = índice de refração da lente imersa no ar; 
r1 = raio de curvatura da superfície da esfera 1; 
r2 = raio de curvatura da superfície da esfera 2; 
f = distância focal; 
p = distância do objeto até o centro óptico da lente; 
i = distância da imagem até o centro óptico da lente. 
 
Pelo princípio da reversibilidade da luz se uma fonte de luz puntiforme é 
posicionada em F2 os raios de luz emergem paralelos do lado de F1, conforme observa-se na 




Figura 51 - Principais parâmetros de uma lente 
o = centro óptico 






r1 = raio de curvatura da 
superfície da esfera 1 
F2 = ponto focal 





Fonte:  Próprio autor 
 
2.2.4.1 Lente convergente ou positiva 
A lente convergente, da figura 55, apresenta pelo menos uma face convexa. Quando 
raios paralelos ao eixo central, atravessam a lente, são refratados para o eixo central, 
convergindo para o ponto focal “F” a uma distância “f” do centro óptico “O”. No sentido 
inverso, os raios convergem para ponto focal “ F’ ” distante “f” de “O”. As lentes convexas 
formam imagens de tamanho e natureza variável em função das posições do objeto até a lente. 
 
A figura 53a apresenta esquematicamente os raios colimados após passarem pela 
lente convexa se concentrarem em um ponto. A figura 53b apresenta raios de uma fonte 










Figura 52 - Princípio da reversibilidade dos raios de luz 
f = distância focal 
F2 = Ponto Focal 
f = distância focal 




Fonte: Próprio autor 
 
Na sequencia, são apresentados cinco casos posíveis para que um objeto seja 
posicionado em frente a uma lente convexa. Em função da distância do objeto até a lente obtém-
se imagens como apresentadas nas figuras 54 até 58. 
 
A figura 54 apresenta o primeiro caso em que o objeto está posicionado bem 
distante da lente, ou seja, o objeto encontra-se a uma distância S ˃ 2f. Nesta situação a imagem 
será real, invertida, menor que objeto e posicionada entre F e 2F. Aplicação típica: câmeras 
fotográficas.  
 
Figura 54 - Lente convexa: objeto distante da lente 
 
Fonte: Hadley, 2015 
 
 
Figura 53 - Raios colimados e raios concentrados por uma lente convergente 
Convergência da radiação 














Na figura 55 observa-se o segundo caso para lentes convexas em que o objeto se 
encontra posicionado sobre 2F’, ou seja, S = 2f. Neste caso a imagem que se forma é real, 
invertida, mesmo tamanho do objeto, posicionada sobre 2F. Aplicação típica em equipamentos 
fotocopiadores. 
 
Figura 55 - Lente convexa: objeto sobre o ponto antiprincipal 
 
 
Fonte: Hadley, 2015 
 
Na figura 56 observa-se o terceiro caso de aplicação de lentes convergentes em que 
o objeto se encontra entre o ponto antiprincipal e o ponto focal, ou seja, entre F’ e 2F’. Neste 
caso a imagem que se forma é real, invertida, maior que o objeto, posicionada depois de 2F. 
Aplicação típica com esta configuração: projetores. 
 
 
Fonte: Hadley, 2015 
 
Na figura 57 observa-se o quarto caso em que o objeto se encontra a uma distância 
f da lente, ou seja, está sobre F’. Neste caso a imagem que se forma é virtual e imprópria.  
Esta configuração é tipicamente aplicada em telescópios e óculos. 





Fonte: Hadley, 2015 
 
Na figura 58 está esquematizado o quinto caso para um objeto que se encontra a 
uma distância da lente que é menor que f, ou seja, o objeto encontra-se depois de F’, mais 
próximo da lente. Neste caso a imagem é virtual, não invertida, maior que objeto, posicionada 
atrás do objeto e da lente. Esta configuração é típica das lupas. 
 
Fonte: Hadley, 2015 
 
2.2.4.2 Lente divergente ou negativa 
A lente divergente apresenta pelo menos uma face côncava. Quando os raios de luz 
paralelos ao eixo central, atravessam a lente, são refratados e se afastam do eixo central. Os 
raios divergem, nunca passando por nenhum ponto em comum. Porém, extensões dos raios 
divergentes passam através de um ponto comum F2 a uma distância f do centro da lente. F2 é 
um ponto focal virtual. Como os pontos focais de uma lente divergente são virtuais, tomamos 
a distância focal “f” como negativa. A imagem formada por uma lente concava se caracteriza 
por um caso único. A imagem é virtual, não invertida, menor que as dimensões do objeto com 
Figura 57 - Lente convexa: objeto sobre o ponto focal 




aplicação típica em óculos e olho mágico. A figura 59 apresenta esquematicamente a lente 
côncava e seus principais pontos. 
 
Fonte: Hadley, 2015 
 
2.2.4.3 Lente cilíndrica ou plano-cilíndrica 
A lente cilíndrica foca a radiação eletromagnética em uma linha. A lente cilíndrica 
alonga a imagem no eixo “x” e concentrando a luz no eixo “y” em um plano unidimensional 
formando uma linha, ou seja, condensa ou expande a luz em apenas uma dimensão. Ideal para 
produzir imagens de linha, para digitalização e projeção. É usada para focalizar a luz em uma 
linha fina em scanners a laser. Na figura 60 são apresentados os principais pontos de interesse 
para especificação de lentes cilíndricas. 
   
 
Fonte: Eksma, 2017, p. 1.38 
 
Figura 59 - Lente côncava - caso único 





A e B = dimensões de altura e largura (mm); 
f = comprimento focal (mm); 
CT = espessura do centro (mm); 
ET = espessura da borda (mm). 
 
2.2.4.4 Lentes cônicas: axicon 
A lente axicon é conhecida como prisma rotacionalmente simétrico, apresenta uma 
superfície cônica e uma superfície plana. Normalmente usada para criar um feixe com um perfil 
de intensidade de Bessel ou um feixe cônico e não divergente. A lente desvia a luz de acordo 
com a lei de Snell, que pode ser usada para encontrar o ângulo de deflexão. Na equação 67 estão 
expressas as relações da geometria da lente axicon (THORLABS, 2018). 
𝑛𝑛 ∗ 𝑠𝑠𝑠𝑠𝑛𝑛(𝛼𝛼) = 𝑠𝑠𝑠𝑠𝑛𝑛( 𝛼𝛼 +  𝛽𝛽) (69) 
 
Onde:  
n = índice de refração do vidro; 
α = ângulo físico do prisma;  
ß = ângulo que o feixe defletido cria com o eixo óptico; 
nar = 1. 
A figura 61 ilustrada a geometria e os principais parâmetros da lente cônica e as 
relações que são estabelecidas. 
 
Fonte: Thorlabs, 2018 
 




Uma lente cônica pode formar um anel a partir de um feixe colimado de luz. A 
combinação de lentes cônicas permite criar uma ampla variedade de padrões. São usadas, ainda, 
para transformar um feixe gaussiano em um feixe não difrativo de Bessel. Normalmente a lente 
axicon recebe um revestimento antirreflexo depositado na superfície da lente em ambos os 
lados.  
 
Eksma Optics, 2017, p. 1.36 
  
Nas figuras 62 e 63 são apresentadas duas associações de lentes para obtenção de 
luz estruturada no formato de tubo oco de luz espessa e formato de anel. 
 
Figura 63 - Axicon associada a uma lente esférica produz um foco anular 
 
Eksma Optics, 2017, p. 1.36 
 
2.2.4.5 Lente asférica 
A lente asférica é projetada para reduzir a aberração esférica e muitas vezes 
substitui sistemas complexos de multilentes. Os raios de luz incidentes próximos à borda 
das lentes sofrem refrações mais acentuadas dos que incidem próximos ao eixo óptico. A 
convergência não está confinada ao ponto focal. Alguns raios se refratarão atrás do ponto focal, 
formando um halo luminoso concêntrico que deteriora a qualidade da imagem. A figura 64 
apresenta a lente asférica, sua geometria e principais parâmetros para especificação. 
 




Figura 64 - Geometria e parâmetros da lente asférica 
Fonte: Eksma, 2017, p. 1.37 
 
2.2.4.6 Associação de lentes 
Na associação de lentes côncava e convexa, como o apresentado na figura 65, a 
lente 2 afasta o ponto focal do sistema óptico e faz com que os raios sejam focados mais longe 
do que se o sistema fosse composto apenas pela lente 1. 
 
Fonte: Headley, 2015  
 
Uma associação de interesse particular para a presente pesquisa é a de lentes 
convergentes, divergentes e cilíndricas para geração de linha laser. Afim de se obter uma fina 
linha, o feixe de laser deve ser focado com a melhor precisão possível sobre a superfície de uma 
Figura 65 - Associação de lentes 




lente cilíndrica. A figura 66 apresenta um esquema de um feixe colimado incidindo em um lente 
menisco “L1” para gerar um ponto bem focado na distância “f”. 
 
Fonte: Eurolaser, 2017 
 
A associação de lentes permite focar com mais precisão na distância focal “f” 
gerando um ponto focal pequeno nítido e limpo. Uma lente de menisco positiva composta de 
uma superfície côncava e a outra convexa em um único elemento óptico, diminui a distância 
focal e mantém a resolução angular do conjunto óptico. Um feixe mais estreito é obtido se uma 
lente menisco é emparelhada com outra lente positiva. (EUROLASER, 2017).  
 
A figura 67 apresenta esquematicamente uma lente menisco positiva e seus 
parâmetros, diâmetro e distância focal (focal length - FL). 
 
Figura 67 - Lente menisco positiva 
 
Fonte: Edmund Optics, 2018 
  
Na figura 68 um feixe de radiação colimado incide em um telescópio com 
alargamento de feixe para na sequência incidir em uma lente menisco. Esta configuração 
permite um foco mais preciso com um ponto menor e nítido. 
Figura 66 - Associação de lentes para um foco pontual 








Fonte: Eurolaser, 2017 
 
2.2.4.7 Profundidade de foco 
A profundidade de foco δ é uma distância em que o tamanho do ponto de foco se 
mantém constante. A profundidade de foco aumenta com maiores distâncias focais e diminui 
com menores distâncias focais. A figura 69 apresenta três situações. A primeira com uma 
distância focal curta e uma pequena profundidade de foco. Observa-se que a medida que a 
distância focal aumenta, a profundidade do foco também aumenta. 
 
Fonte: Eurolaser, 2017 
 
Figura 68 - telescópio de alargamento do feixe laser 
Figura 69 - Distância focal e profundidade de foco 
f3 ˃ f2 ˃ f1 
 
Profundidade de foco 





telescópio de alargamento 
do feixe 




2.2.4.8 Potência e relação conjugada 
A potência, convergência ou vergência é definida pelo inverso da distância focal e 





A relação conjugada é a relação entre a distância do objeto ”s” e a distância da 
imagem “ s’ ” ao longo do eixo principal de uma lente. Para um objeto no ponto focal de uma 
lente, a relação conjugada é infinita. Para um objeto colocado no dobro do comprimento focal 
da lente ou espelho, a imagem é formada em duas vezes a distância focal e a relação de 
conjugado é de 1. A figura 70 apresenta os principais pontos geométricos de uma lente para o 
cálculo da vergência. A equação 71 e 72 expressam as relações entre os principais pontos e a 
magnificação – “m”.   
 

















2.2.4.9 Profundidade de campo 
A profundidade de campo (depth of field - DOF) é a distância medida no eixo óptico 
entre os pontos que estão focados de forma aceitável. A figura 71 apresenta a geometria de uma 
lente que foca precisamente em apenas um plano focal (plane of focus - POF), a diminuição da 
nitidez é gradativa em cada lado do POF, de modo que dentro do DOF, a falta de nitidez é 
imperceptível sob condições normais de visualização. 
 
Figura 71 - Representação esquemática da profundidade de campo 
Fonte: Ray, 1994 
 
 A figura 71 apresenta, ainda, o círculo de confusão (circle of confusion - Coc) que 
é a região circular em que o ponto da imagem é considerado nítido. Um objeto, em frente de 
uma lente a uma distância “s”, produz uma imagem nítida e focada em “s’ “. Fora de “ s’ “ a 
imagem se apresenta fora de foco. Mas para pequenas distâncias na proximidade de “ s’ “ o 
olho humano não consegue perceber que a imagem está fora de foco e é considerado como 
"aceitavelmente nítido". A câmera Canon T5i (EOS 700D) com sensor sistema avançado de 
foto (APS-C tem um círculo de confusão de 0,019 (mm) (FLEMING, 2005; CANON, 2009, 
2017, 2018a).  
 
Na tabela 8 são apresentadas algumas distâncias próximas - DN e afastadas – DF 
para uma lente 50 (mm) instalada em um sensor APS-C. Observa-se que para objetos muito 
próximos da lente, a profundidade de campo é muito pequena, logo, dependendo das dimensões 
do objeto, partes estarão fora de foco. Para uma distância “s” de 50(mm), por exemplo, para a 
abertura do diafragma entre f/1.4, na prática, não há profundidade de campo e para f/16 a 










Tabela 8 - Tabela de profundidade de campo 
 
 
Fonte: Fleming, 2005 
 
Na figura 72 as distâncias – DN e DF são representadas no eixo das abcissas em 
torno de “s”.  
 
Fonte: Próprio autor 
 
 As equações 73, 74 e 75 permitem os cálculos da distância próxima DN, da 





(mm) DN DF DN DF DN DF DN DF DN DF DN DF DN DF DN DF
50,0 50,0 50,0 50,0 50,0 50,0 50,0 49,0 51,0 49,0 51,0 49,0 51,0 48,0 52,0 47,0 53,0
75,0 74,0 76,0 74,0 76,0 74,0 76,0 73,0 77,0 73,0 77,0 72,0 78,0 71,0 80,0 69,0 82,0
100,0 99,0 101,0 99,0 101,0 98,0 102,0 97,0 103,0 96,0 104,0 95,0 106,0 92,0 109,0 90,0 113,0
150,0 148,0 152,0 147,0 153,0 145,0 155,0 144,0 157,0 141,0 160,0 138,0 165,0 133,0 171,0 128,0 182,0
f/1,4 f/2 f/2,8 f/4 f/5,6 f/8 f/11 f/16
𝐷𝐷𝑁𝑁 = 𝑠𝑠 ∗ 𝑓𝑓2𝑓𝑓2 + 𝑁𝑁𝑐𝑐 ∗ (𝑠𝑠 − 𝑓𝑓) (73) 
𝐷𝐷𝐹𝐹 = 𝑠𝑠 ∗ 𝑓𝑓2𝑓𝑓2 −  𝑁𝑁𝑐𝑐 ∗ (𝑠𝑠 − 𝑓𝑓) (74) 
Figura 72 - Distância próxima e afastada DOF 





2.2.4.10 Conjunto sensor de imagem e lente 
O sensor de imagem é um chip fotossensível que equipa as câmeras fotográficas. 
Na Canon, por exemplo, dividem-se, basicamente, em APS-C e Full Frame. O sistema 
avançado de foto (advanced photo system - classic – APS-C) tem dimensões aproximadas de 
22,3 x 14,9 (mm) e o sensor Full Frame 36 x 24 (mm). A figura 73 apresenta uma representação 
esquemática dos ângulos de visão promovidos pela Full Frame e pela APC-S. O sensor APC-
C tem um Fator de Corte de 1,6 na imagem se comparada com a mesma imagem capturada com 
um sensor Full Frame, ou seja, com o sensor APS-C observa-se um ângulo mais fechado de 
visão. Uma lente de 50 (mm) tem uma distância focal equivalente a 80(mm) em um sensor 
APC-C, ou seja, 50 (mm) x 1,6 = 80 (mm) (CANON, 2018a, 2018b). Quanto maior a distância 
focal, menor o campo de visão. 
 
Figura 73 - Sensor Full Frame e APS-C: campo de visão para uma mesma lente 
 
Fonte: Canon, 2018a 
 
 A tabela 9 apresenta algumas características da lente Canon EF 50mm f/1.4 – 
USM acoplada a um sensor APS-C. O ângulo de visão de uma lente 50 (mm) em um sensor 




























80 USM 30º32’ 6/7 22 58 0,45 290 ES-71 II 
Fonte: Canon, 2018b  
 
2.2.4.11 Resolução pelo critério de Rayleigh 
A resolução mede a capacidade de equipamentos ópticos de distinguir objetos muito 
próximos. As imagens produzidas por lentes são figuras de difração e para resolver ou distinguir 
dois objetos pontuais distantes utiliza-se o critério de Rayleigh.  
 
O critério de Rayleigh nos permite distinguir dois objetos pontuais distantes com uma 
separação angular pequena. A figura 74 exemplifica o critério de Rayleigh apresentado pelo 
aspecto visual e o gráfico de intensidades.  
Fonte: Halliday et al., 2016, p. 121 
 
Na figura 74a os pontos não podem ser resolvidos por causa da difração. Na figura 74b 
a separação angular das duas fontes pontuais é tal que o máximo central da figura de difração 
de uma das fontes coincide com o primeiro mínimo da figura de difração da segunda, que 




satisfaz o critério de Rayleigh. A difração produz um máximo central e máximos e mínimos 
concêntricos, com o ângulo θ correspondente ao primeiro mínimo dado pela equação 76. 
 
De acordo com o critério de Rayleigh, dois objetos estão no limite da resolução 
quando o máximo central de difração de um dos objetos coincide com o primeiro mínimo de 
difração do outro objeto, ou seja, a separação angular entre eles não pode ser menor que o 
ângulo calculado pela equação 76 que é o critério de Rayleigh (HALLIDAY et al., 2016, p. 
137). 
𝜃𝜃𝑅𝑅 = 𝑠𝑠𝑠𝑠𝑛𝑛−1 ∗ 1,22𝜆𝜆𝑑𝑑  (76) 
𝜃𝜃𝑅𝑅 = 1,22 𝜆𝜆𝑑𝑑 (77) 
 
Para que θR seja o menor possível pode-se aumentar o diâmetro do diafragma da 
lente “d” e ou diminuir o comprimento de onda da luz utilizada “λ”. Halliday et al. (2009) 
apresentam um exemplo, a seguir, que explicita o uso do critério de Rayleigh. Qual o mínimo 
θR entre duas fontes puntiformes com λ = 550 (nm) para que no anteparo seja observada as duas 
fontes, sendo que a imagem foi formada por uma lente convergente circular de diâmetro d = 32 
(mm) e distância focal f =24 cm? Qual a separação Δx dos centros das imagens no plano 
focal?  
 
Fonte:  Halliday et al., 2009, p. 123 
 
A figura 75 é uma representação esquemática de uma montagem experimental para 
aplicação do critério de Rayleigh no exemplo. P1 e P2 estão distantes do sistema óptico. Do 
lado direito as intensidades luminosas “I” dos pontos são representadas nas ordenadas. Na 






imagem não se tem pontos, como prevê a ótica geométrica, mas um disco luminoso cercado por 
anéis claros e escuros formados pela difração. Substituindo os valores na equação 76, temos:  
θR = 2,097 x 10-5.  
 
Para calcular o valor de Δx deve-se observar o triângulo, formado com o eixo 
principal da lente e o raio de luz de P2, apresentado na figura 76. Para θi muito pequeno tg (θi) 
≃ θi.  
 
Fonte: Próprio autor 
 Da equação 78 obtém-se o valor de Δx expresso na equação 79. 
 
𝑓𝑓𝑡𝑡 �𝜃𝜃𝑖𝑖2 � = 𝛥𝛥𝑋𝑋2𝑓𝑓   (78) 
𝛥𝛥𝑥𝑥 =  𝑓𝑓 ∗ 𝜃𝜃𝑖𝑖 = 5 µ𝑚𝑚 (79) 
 
2.2.4.12 Função de transferência de modulação 
A função de transferência de modulação (modulation transfer function - MTF) 
representada em um gráfico apresenta o desempenho de uma lente na transmissão do contraste 
de um objeto entregue em um plano focal. Nas ordenadas são expressos os valores da 
transmissão do contraste em porcentagem e nas abcissas a distância do centro óptico em 
milímetros. Normalmente compõe o gráfico do MTF valores de transmissão para frequências 
espaciais para 10 e 30 pares de linhas por milímetro – (lines pairs per millimeter - lp/mm) 
(SONY, 2007, p. 134).  
 
Figura 76 - Representação esquemática para cálculo de Δx 
𝛥𝛥𝑥𝑥 2  




O MTF descreve a capacidade de uma lente de resolver linhas pretas e brancas 
finamente espaçadas impressas em um padrão de teste. À medida que as linhas se aproximam 
entre si, a imagem começa a borrar, as linhas vão se misturando à medida que os limites da 
capacidade de resolução da lente são atingidos. Quanto mais linhas por milímetro a lente 
conseguir resolver, melhor será a resolução e o contraste da lente (RAY, 1992). 
 
Fonte: Sony, 2007, p. 135 
Onde: 
 
Na figura 77 se observa 8 linhas agrupadas por cor e por tipo de traço. Linhas verdes 
apresentam a resposta da lente com a abertura máxima do diafragma da objetiva e linhas 
vermelhas representam a resposta da lente para a abertura f/8. Por tipo de traço temos:  
a) contínua e espessa;  
b) contínua e fina; 








Centro da lente 




c) tracejada e espessa; e 
d) tracejada e fina. 
 
As linhas espessas representam a resposta da lente ao padrão de 10 (lp/mm) com 
duas orientações: radial – “R” e tangencial – “T”. Na orientação radial as linhas paralelas ao 
raio da lente e na orientação tangencial as linhas são perpendiculares ao raio da lente. 
 
A linha vermelha espessa e contínua mostra os valores de contraste radial para a 
frequência espacial de 10 pares de linhas por milímetro (line pairs per millimeter - lp/mm) com 
o diafragma parcialmente fechado em f/8 A linha é quase plana, indicando que a resolução é 
constante em aproximadamente toda lente. Observa-se, ainda, que as linhas vermelhas estão 
acima das linhas verdes, indicando que o diafragma mais fechado melhora a resolução. 
Basicamente, quanto mais alta no eixo “Y” e mais plana a curva, melhor é o desempenho da 
lente. Quanto menor a distância entre as linhas verde e vermelha, mais consistente será o 
desempenho da lente em uma faixa de configurações de abertura (SONY, 2007, p.133). 
 
2.2.4.13 Distâncias: mínima, de trabalho e captura 
A distância mínima de foco é medida a partir do objeto até o plano do sensor de 
imagem em que se consegue foco. A distância de trabalho é usada para descrever a menor 
distância entre o objeto e o elemento frontal da lente em que se consegue foco. A distância de 
captura é a distância entre o sensor de imagem e o objeto quando este se encontra nitidamente 
focado (SONY, 2007, p. 87 e p.141). Para uma lente Canon 50mm e abertura máxima do 
diafragma de f/1.4 a distância mínima de foco, de acordo com a tabela 10, é de 0,45 (m).  
 
Fonte: Canon, 2006 
 




2.2.5 Proteção ocular contra radiação laser 
Se há radiação laser no ambiente, a segurança dos olhos deve ser considerada. 
Quanto ao uso de produtos a laser, a maioria das organizações segue os regulamentos padrão 
ANSI Z136.1. No Brasil a NBR 16248:2013 e a NBR 16250:2013 orientam sobre proteção 




Fonte: ABNT, 2018 
 
Se o olho humano é exposto à radiação laser, pode ocorrer danos na retina ou na 
córnea dependendo do comprimento de onda e da potência luminosa e tempo de exposição. 
Torna-se necessário normas que especifiquem os níveis máximos de radiação permitida. O 
conceito de "olho seguro" abrange todo o espectro óptico de 180 (nm) a 1 (mm) de comprimento 
de onda, não apenas na faixa de perigo para a retina que vai de 400 (nm) a 1400 (nm). Fora da 
faixa de perigo da retina, existe potencialmente um perigo para a córnea. Um comprimento de 
onda fora da faixa de perigo da retina não é, portanto, automaticamente seguro para os olhos. 
 
Os regulamentos de luz visível são especificados separadamente dos regulamentos 
invisíveis porque as respostas de aversão diferem em ambos os casos. São respostas de aversão 
o piscar de olhos e o movimento da cabeça em resposta à luz brilhante. Nos lasers menos 
perigosos, como por exemplo os lasers classificados na classe 2, o fechar de olhos, como 
reflexo, é proteção suficiente. Um fechar de olhos pode ocorrer dentro de 0,25 segundos. No 
caso da radiação invisível, como o infravermelho, não ocorre resposta de aversão. Logo, os 
Quadro 2 - Normas ABNT proteção ocular 
NBR 16247:2013 Filtros para soldagem e técnicas associadas: Requisitos de transmitância e recomendações de uso 
NBR 16248:2013 Filtros para radiação ultravioleta: Requisitos de transmitância e recomendações de uso 
NBR 16249:2013 Filtros de proteção contra radiação infravermelha: Requisitos de transmitância e recomendações de uso 
NBR 16250:2013 Métodos de ensaios ópticos 
NBR 16360:2015 Protetor ocular e facial tipo tela: Requisitos 




regulamentos devem ser vistos como dois conjuntos distintos de classes de segurança, um 
conjunto para luz e outro definido para radiação invisível. 
 
As normas têm por objetivos classificar lasers de acordo de acordo com o grau de 
risco de radiação óptica, a fim de auxiliar o usuário a avaliar o perigo e auxiliar no controle e 
especificação de proteção, visa, ainda, estabelecer requisitos para que o fabricante forneça 
informações claras e objetivas, rotulação e instruções sobre os perigos associados à radiação do 
laser reduzindo a possibilidade de ferimentos. 
 
A ANSI Z136.1, por exemplo, classifica os lasers para a luz visível, de 400 a 700 
nm em cinco classes para indicar o nível de perigos. Os óculos de proteção são especificados 
pela EN208 para trabalhos de ajuste em laser e sistemas laser em que o operador trabalha nos 
ajustes do laser. A EN 207 especifica a proteção pessoal dos olhos para os demais casos não 
abrangidos pela EN208.  
 
A densidade óptica – OD traduz o fator de atenuação em um determinado 
comprimento ou faixa de comprimento de onda. Um exemplo de aplicação da OD é dado a 
seguir: Para um laser de 850 (nm), onda contínua e potência de 10.000 (W/m²), a densidade 
óptica é dada pela equação 80 que retorna D = 3. Logo, pela EN207 a proteção deverá ser 
especificada como a seguir:  D 850 L3 
𝐷𝐷 = log(𝑃𝑃) − 1 (80) 
 
A quadro 3 apresenta a classificação IEC 60825-1 de 2001. A linha foi acrescida da 
norma atualizada em 2014.    
 
Quadro 3 - Classe de lasers pela IEC 60825-1 
1 Esta classe é segura para o olho em todas as condições de operação 
1C 
C de contato (contact), limitada a produtos destinados ao tratamento de pele. Não é destinado ao 
contato com tecido ocular, embora seja projetado para ter uma saída óptica segura para os olhos. Os 
produtos 1C são aqueles destinados à depilação, redução de rugas e redução de acne, incluindo o uso 
doméstico. 
1M É segura para visualização diretamente a olho nu, mas pode ser perigosa para exibição com a ajuda de instrumentos ópticos (binóculos, telescópios, microscópios, lupas), exceto óculos de prescrição 
2 Laser visível. Seguro para exposição acidental com tempo menor que 0,25 s 




3R Não seguro. Baixo risco 
3B Perigoso. O reflexo da radiação de uma superfície fosca (como uma parede) é segura 
4 Perigoso. Exposição à reflexão difusa também é perigosa. Risco de incêndio 
Fonte: Lasermet, 2017 e IEC 60825-1, 2001 
 
2.2.6 Sistemas de Medição 
Um sistema de classificação de frutas é basicamente um sistema de medição. Seja 
medir o diâmetro, volume ou qualquer outro atributo da fruta. Uma vez que o sistema de 
medição retorna um valor confiável e com uma determinada precisão, é possível aplicar uma 
determinada norma e fazer a classificação da fruta.  
 
Classificar uma fruta parte do pressuposto de medi-la, logo, é necessário uma 
revisão bibliográfica sobre metrologia como base de sustento da presente pesquisa. Entendida 
como o estudo das medições e suas aplicações, a metrologia com sua metodologia permite 
estabelecer procedimentos para se medir com maior confiabilidade e precisão. 
 
Albertazzi e Sousa (2018, p.152) diferenciam “sistema de medição” e “instrumento 
de medição”. Por instrumento de medição entende-se sistemas de medição de pequeno porte, 
normalmente “encapsulados em um único conjunto fisicamente individualizado, como um 
paquímetro, um termômetro e um voltímetro”. Reserva-se o termo sistema de medição para 
qualquer meio de medição composto por vários módulos interligados. Um sistema de medição 
é um conjunto de elementos, hardware e software, interligados que permite obter o valor de um 
mensurando construído especificamente para este fim. O sistema de medição busca encontrar 
o número de vezes que a unidade de medição está contida dentro do mensurando levando em 
consideração o meio, o procedimento e método, o agente que efetua a medição e a clara 
definição do mensurando. 
 
Medir é o procedimento experimental que tem por objetivo obter o valor de uma 
grandeza física de um mensurando, o objeto da medição. A indicação é o valor de uma grandeza 
fornecido por um sistema de medição. O valor de uma grandeza física tem como objetivos, 




Para exprimir quantitativamente uma grandeza física, é necessário compará-la com 
uma unidade e determinar o número de vezes que essa unidade está contida na 
grandeza avaliada. É fundamental que a unidade utilizada seja muito bem definida e 
amplamente reconhecida internacionalmente. Só assim as medições assumem caráter 
universal (ALBERTAZZI e SOUSA, 2018, p.3).  
 
Não é possível medir sem erros. Para realizar uma medição sem erros, seriam 
necessários: (a) um sistema de medição perfeito; (b) um ambiente controlado e perfeitamente 
estável; (c) um operador perfeito e (d) que a grandeza sob medição (mensurando) tivesse um 
valor único, perfeitamente definido e estável.  
 
O processo de medição apresenta uma sequência de operações que possibilitam 
delimitar os erros e obter informações confiáveis e úteis. Além do mensurando e do sistema de 
medição, fazem parte do processo o operador, os procedimentos de medição utilizados e as 
condições em que as medições são efetuadas. 
 
O processo de medição deve ser perfeitamente clarificado para que ele possa ser 
repetido nas mesmas condições sempre que necessário. “O sistema de medição, os acessórios e 
os padrões envolvidos são parte dos meios de medição. As condições ambientais e a presença 
de outras grandezas de influência e demais particularidades devem ser controladas para que o 
processo de medição esteja bem definido”. 
 
A aplicação do sistema de medição sobre o mensurando produz a indicação. Porém, 
o trabalho de medição não se encerra com a obtenção da indicação. É necessário considerar os 
erros, compensar o que for possível e apresentar a faixa de dúvidas ainda remanescente no 
resultado da medição. A resposta do ato de medir é, sempre, uma faixa de valores dentro da 
qual o valor verdadeiro do mensurando é esperado. A figura 78 apresenta esquematicamente a 
faixa de valores e o resultado da medição como sendo RM = RB ± u 
 
O resultado da medição não é um número, é uma faixa que se estende de menos “u” 




Figura 78 - Representação esquemática do resultado de uma medição 
Fonte:  Albertazzi e Sousa, 2018, p. 11 
 
Onde: 
RM = resultado da medição 
RB = resultado-base 
u = incerteza da medição 
 
O resultado da medição – RM é composto de duas parcelas: o resultado-base – RB 
e a incerteza de medição – u. O resultado-base está no centro da faixa do resultado da medição. 
É o valor que, acredita-se, que mais se aproxima do valor verdadeiro do mensurando. É 
calculado a partir da indicação ou da média de várias indicações à qual pode ser aplicada uma 
correção (ALBERTAZZI; SOUSA, 2018, p.11).  
 
Dúvida ou incerteza de medição – “u” está relacionada à falta de exatidão presente 
no resultado da medição. Decorre da ação combinada dos vários componentes de erro que agem 
sobre o processo de medição. O tamanho da faixa em torno do resultado-base, estende-se de 
menos “u” até mais “u”. 
 
Os erros decorrentes de uma medição devem ser quantificados e apresentados como 
resultado de uma medição. Logo, devem ser estudados e classificados. O erro pode ser 
decomposto em previsível e aleatório. O erro previsível é denominado erro sistemático e 
corresponde ao erro médio e tende a se manter constante ao longo do processo de medição, 
logo, passível de compensação. Já o erro aleatório é a parcela imprevisível do erro. É a 
componente do erro responsável pelas variações em repetidas medições.  
 




A precisão e a exatidão estão associadas ao desempenho de um sistema. Um sistema 
com ótima precisão repete bem e com ótima exatidão não apresenta erros significativos. Na 
figura 79 os raios dos círculos vermelhos apresentam similitude com a precisão.  
 
Fonte: Albertazzi e Sousa, 2018, p. 36 
 
A equação 81 apresenta o erro de medição como a diferença entre o valor indicado 
pelo sistema de medição e o valor verdadeiro do mensurando. 
 
𝐸𝐸 = 𝐼𝐼 − 𝑉𝑉𝑉𝑉 (81) 
 
Onde: 
E = Erro de medição 
I = Indicação do sistema de medição 
VV = Valor Verdadeiro do mensurando 
 
O erro sistemático pode ser calculado pela equação 81. 
𝐸𝐸𝑠𝑠 = Ī∞ − 𝑉𝑉𝑉𝑉 (82) 
 
Onde: 
Es = Erro sistemático 




Ī∞ = Média de um número infinito de indicações 
VV = Valor Verdadeiro do mensurando 
 
Como não se conhece com exatidão o valor verdadeiro do mensurando e não há 
tempo para se efetuar infinitas medições, na prática deve-se buscar a tendência que é um valor 
estimado do erro sistemático apresentado pela equação 83. 
 
𝑇𝑇𝑑𝑑 = Ī − 𝑉𝑉𝑉𝑉𝐶𝐶 (83) 
 
Onde: 
Td = Tendência (ou tendência instrumental) 
Ī = Média de um número finito de indicações 
VVC = Valor Verdadeiro Convencional do mensurando é uma estimativa suficientemente 
próxima do valor verdadeiro do mensurando. VVC é uma estimativa do VV.  
 
A correção, dada pela equação 84, é uma constante que somada à indicação, compensa 
o erro sistemático de um sistema de medição e em módulo corresponde ao valor da tendência. 
Somando-se o valor da correção à indicação, obtém-se a indicação corrigida “Ic” e é expressa 
pela equação 85: 
 
𝐶𝐶 =  − 𝑇𝑇𝑑𝑑 = 𝑉𝑉𝑉𝑉𝐶𝐶 −  Ī (84) 
𝐼𝐼𝑐𝑐 =  𝐼𝐼 + 𝐶𝐶 (85) 
 
O erro aleatório, por sua vez, não segue nenhum padrão e é o responsável pelo 
distanciamento entre a indicação corrigida “Ic” e o valor verdadeiro convencional VVC. As 
equações 86 e 87, a seguir, expressam essas relações:   
 
𝐸𝐸𝑎𝑎𝑖𝑖 =  𝐼𝐼𝑖𝑖 −   Ī (86) 
𝐸𝐸𝑎𝑎𝑖𝑖 = 𝐼𝐼𝑐𝑐𝑖𝑖 − 𝑉𝑉𝑉𝑉𝐶𝐶 (87) 
 
Onde:  
Eai = erro aleatório da i-ésima indicação; 
Ici = Indicação corrigida de i-ésima ordem; 




Ī = média das indicações; 
VVC = Valor Verdadeiro Convencional. 
 
O valor do erro aleatório de cada medição individual por si só é de pouca relevância 
prática, a Precisão, no entanto, é de interesse porque estima a faixa de valores dentro da qual o 
erro aleatório é esperado para uma dada probabilidade de abrangência (ALBERTAZZI; 
SOUSA, 2018, p 45). 
 
Fonte: Albertazzi e Sousa, 2018, p. 46 
 
 
Observa-se na figura 80 dois parâmetros que caracterizam a distribuição normal: a 
média “µ” e o desvio-padrão “σ”.  O valor de “σ” é uma medida da intensidade da dispersão e 
“µ” corresponde a posição do eixo de simetria da curva.   
 
O valor exato do desvio-padrão “σ” só poderia ser conhecido a partir de um número 
infinito de medições como expresso pela 88:  
 
𝜎𝜎 = lim
𝑛𝑛 → ∞  �∑ (𝐼𝐼𝑖𝑖 −  Ī)2𝑛𝑛𝑖𝑖=1 𝑛𝑛   (88) 
 





σ = desvio-padrão 
Ii = i-ésima indicação 
Ī = média de todas as indicações 
n = número de medições repetitivas efetuadas 
 
Pode-se, no entanto, estimar o desvio-padrão “σ” pelo desvio-padrão da amostra 
“s”, calculado a partir de um número finito de medições repetidas do mesmo mensurando como 
apresentado na equação 89: 
 
𝑠𝑠 =  �∑ (𝐼𝐼𝑖𝑖 −  Ī)2𝑛𝑛𝑖𝑖=1
𝑛𝑛 − 1   (89) 
 
Onde: 
s = desvio-padrão da amostra; 
Ii = i-ésima indicação; 
Ī = média de todas as indicações; 
n = número de medições repetitivas. 
 
2.2.6.1 Estimativa da incerteza-padrão 
A incerteza-padrão “u”, equação 90, é o valor do desvio-padrão da amostra 
associada ao número de graus de liberdade “ν”, equação 91, que corresponde ao número de 
medições menos um: 
 
𝑢𝑢 =  �∑ (𝐼𝐼𝑖𝑖 −  Ī)2𝑛𝑛𝑖𝑖=1
𝑛𝑛 − 1   (90) 
𝜈𝜈 = n – 1 (91) 
Onde:  
u = incerteza-padrão obtida a partir da amostra; 
Ii = i-ésima indicação; 
Ī = média das indicações; 




𝜈𝜈 = número de graus de liberdade da estimativa da incerteza-padrão; 
 
2.2.6.2 Estimativa da precisão 
A área sob a curva normal na faixa limitada por “µ – 2σ” e “µ + 2σ” corresponde a 
aproximadamente 95,45% da área total, ou seja, há uma probabilidade de abrangência de 
95,45% de que o erro aleatório esteja dentro da faixa delimitada por ± 2 σ. Em outras palavras 
se a probabilidade de abrangência é de 95,4% a precisão corresponde a uma faixa de ± 2 σ em 
torno do valor central, a disposição no gráfico pode ser observada na figura 81. 
Fonte: Albertazzi e Sousa, 2018, p. 49 
 
Para compensar as dúvidas associadas a uma estimativa com poucas indicações do 
desvio-padrão, a precisão deve ser calculada pela equação 92. O fator t de Student pode ser 
obtido da tabela do anexo I, ou calculado pela equação 93:  
 
𝑃𝑃 =   ±(t ∗ u)  (92) 
𝑓𝑓 =  Ī −  µ0𝑠𝑠
√𝑛𝑛
  (93) 
Onde: 
P = precisão da medição; 




t = coeficiente t de Student para a probabilidade abrangência escolhida e n-1 graus de liberdade; 
u = incerteza-padrão obtida a partir da amostra com n-1 graus de liberdade; 
Ī = Média da amostra; 
µo = Valor fixo usado para comparação com a média da amostra; 
s = Desvio-padrão amostral; 
n = Tamanho da amostra. 
 
2.2.6.3 Minimizando a influência dos erros sistemáticos e aleatórios  
A influência dos erros sistemáticos é minimizada ao ser somada a correção. Para 
minimizar os efeitos dos erros aleatórios, pode-se apresentar o Resultado da Medição – RM a 
partir do valor médio de várias medições repetidas do mesmo mensurando. 
 
O resultado da medição de um mensurando com apenas uma indicação é dado pela 
equação 94: 
 
𝑅𝑅𝑀𝑀 = 𝐼𝐼 + 𝐶𝐶 + 𝑃𝑃 (94) 
 
Quando “n” medições repetidas são realizadas sobre um mesmo mensurando, é 
possível calcular uma indicação média – Ῑ dada pela equação 95: 
 




A precisão neste caso é reduzida e o Resultado da Medição – RM pode ser obtido 
pela equação 96: 





Calibração é o conjunto de procedimentos que permite definir, descrever, 




e com precisão o sistema de medição. O desempenho metrológico de um sistema de medição é 
expresso pela calibração que é importante para manter a universalidade e confiabilidade das 
medições efetuadas em qualquer momento ou local. A calibração deve ser expressa por um 
documento de saída contendo todas as investigações, procedimentos e resultados na forma de 
um relatório ou certificado.  
 
2.2.6.5 Intervalo de indicação, de medição, resolução, sensibilidade 
O intervalo de indicação – II, ou faixa de indicação está compreendido entre o 
menor e o maior valor que pode ser medido pelo sistema de medição, corresponde ao intervalo 
delimitado entre o mínimo e o máximo da escala (IImin — IImax). Para o intervalo de medição –
IM, os erros do sistema mantêm-se dentro do limite até o Emax. O intervalo de medição – IM 
pode ser igual ou menor que o intervalo de indicação – II, IM ⩽ II. A resolução é a menor 
diferença entre indicações que pode ser significativamente registrada pelo sistema de medição. 
A sensibilidade é o quociente entre a variação da resposta pela variação do estímulo. Na figura 
82 observa-se dois instrumentos de medição linear. O instrumento “B” é mais sensível que o 
instrumento “A”. Normalmente, a sensibilidade e o intervalo de medição são inversamente 
proporcionais, o aumento de um significa a redução do outro.  
 
 
Figura 82 - Sensibilidade e curvas características de sensibilidade 
 
Fonte: Albertazzi e Sousa, 2018, p.99 
 
A figura 83 apresenta a curva característica para sistemas com sensibilidade não 





Figura 83 - Sensibilidade de um sistema de medição não linear 
 
Fonte: Albertazzi e Sousa, 2018, p. 100 
 
A repetibilidade de medição é a precisão sob repetidas medições do mesmo objeto, 
ou de objetos semelhantes, efetuadas nas mesmas condições, que incluem: (a) mesmo 
procedimento de medição; (b) mesmo operador; (c) mesmo sistema de medição, utilizado nas 
mesmas condições; (d) mesmo local; e (e) repetições em um curto período. A precisão 
determinada em condições de repetibilidade e denominada de repetibilidade de medição 
(ALBERTAZZI; SOUSA, 2018, p. 106). 
 
2.2.6.6 Diagrama de erros 
O diagrama de erros da figura 84 representa graficamente as variações dos erros ao 
longo do intervalo de medição. O diagrama é composto de uma linha central que representa a 
tendência que é a estimativa dos erros sistemáticos e uma faixa onde são esperados os erros 
aleatórios para uma dada probabilidade de abrangência. Os contornos da faixa são 





Fonte: Albertazzi e Sousa, 2018, p. 101 
 
Onde: 
+Emax = Erro máximo positivo dentro do intervalo de medição 
- Emax = Erro máximo negativo dentro do intervalo de medição 
Td = Tendência 
P = Precisão 
IMmin = Valor mínimo do intervalo de Medição 
IMmax = Valor máximo do intervalo de medição 
IImax = Intervalo de indicação máximo 
IImin = Intervalo de indicação mínimo 
 
2.2.6.7 O erro de linearidade 
Mesmo nos sistemas de medição lineares a curva obtida da resposta em função 
estímulo não é uma reta. O erro de linearidade exprime o quanto a curva real se afasta da reta 
ideal. Definindo o erro de linearidade pelo método dos mínimos quadrados – MMQ. O erro de 
linearidade é a maior das distâncias “d1” ou “d2”. A figura 85 apresenta a curva real do erro de 
linearidade e a reta MMQ.  
+ Emax 
- Emax 
IMmax IMmin = IImin 
 
IImax 





Fonte:  Albertazzi e Sousa, 2018, p. 107 
 
2.2.6.8 Medição indireta e calibração indireta 
Nas medições indiretas o valor do mensurando é calculado a partir de operações 
matemáticas aplicadas a um modelo que permita calcular o valor do mensurando em função das 
grandezas de entrada.  Na ausência de uma medida materializada para a calibração direta, lança-
se mão da calibração indireta.  
 
No método de calibração indireta a grandeza a medir é gerada por meio de um 
dispositivo auxiliar. O valor gerado da grandeza não precisa ser bem conhecido, mas deve ser 
estável. A medição da grandeza é feita pelo sistema de medição a calibrar – SMC e, 
simultaneamente, por outro sistema de medição, usado como referência, o sistema de medição-
padrão - SMP. As indicações de ambos os sistemas são comparadas. As incertezas do sistema 
de medição-padrão são dimensionadas de forma a serem cerca de dez vezes melhores que a do 
sistema de medição a calibrar, de tal forma que as diferenças encontradas entre as indicações 
possam ser atribuídas aos erros do sistema de medição a calibrar. A figura 86 apresenta 
esquematicamente os procedimentos para calibração indireta. 
 





Fonte: Albertazzi e Sousa, 2018, p.123 
 
2.2.6.9 Medição do volume de sólidos 
Na determinação gravimétrica do volume, normalmente, a água é utilizada como 
fluido de calibração. O volume é calculado a partir da massa e da densidade da água. A massa 
específica ou densidade absoluta “ρ” de uma substância é definida como a razão entre sua massa 
“m” e seu volume “V’ conforme equação 97. A unidade da densidade é o Kg/m3 ou seu 
submúltiplo (g/cm3) pelo Sistema Internacional de Unidades de Medidas (YOUNG; 






O volume de sólidos pode ser obtido de maneira indireta por imersão em um líquido 
de acordo com o princípio de Arquimedes que afirma que todo corpo, parcial ou totalmente, 
submerso em um líquido, fica sujeito a uma força de empuxo “E” com intensidade igual ao peso 


























do líquido deslocado. O valor do empuxo “E” não depende da densidade do corpo que é imerso 
no líquido. Um corpo imerso na água parece possuir um peso menor do que no ar. As equações 
98, 99 e 100 expressam o princípio de Arquimedes:  
 
𝐸𝐸 = 𝑚𝑚𝐴𝐴𝐿𝐿 ∗ 𝑡𝑡 (98) 
𝑚𝑚𝐴𝐴𝐿𝐿 =  𝜌𝜌𝐴𝐴 ∗ 𝑉𝑉𝐴𝐴𝐿𝐿 (99) 
𝐸𝐸 =  𝜌𝜌𝐴𝐴 ∗ 𝑉𝑉𝐴𝐴𝐿𝐿 ∗ 𝑡𝑡 (100) 
 
Onde: 
E = módulo da força Empuxo 
mLD = massa de líquido deslocado 
ρL = densidade específica do líquido 
VLD = volume do líquido deslocado 
g = aceleração da gravidade 
 
Quando o corpo se encontra completamente imerso, o volume de líquido deslocado 
corresponde ao volume total do corpo em estudo e pode ser calculado pela massa de líquido 
deslocado dividido pela densidade específica do líquido. A equação 101 apresenta a relação da 
massa deslocada e o volume do objeto em estudo (MONTANHEIRO, 1990, p. 120).   
 
𝑉𝑉𝑡𝑡𝑜𝑜𝑡𝑡𝑡𝑡𝑙𝑙 = 𝑚𝑚𝐴𝐴𝐿𝐿𝜌𝜌𝐴𝐴  (101) 
 
2.2.6.10 Volume por diferença de massas 
A figura 87 apresenta uma configuração básica para medição do volume por 
diferença de massas.  Um béquer com água sobre uma balança registra uma massa “m” que é a 
soma da massa de água e a massa do béquer.  
  
O sólido em estudo é suspenso por uma fita delgada e imerso totalmente na água. 
É de fundamental importância que o sólido não esteja em contato com as paredes ou o fundo 
do béquer. O valor obtido da balança, com o sólido totalmente imerso, é “ m’ ”.  
 









ρLD = 0,99821 (g/cm3) a 20 oC e 1bar para a água (LIDE, 2005, p. 986).  
 
 O mercado oferece balanças configuradas para medir o volume de sólidos pela 
diferença de massas, conhecidas como densímetro de sólidos. Dongguan Hongtuo sediada na 
China, por exemplo, oferece vários modelos e faixas de precisão. 
 
Fonte: Dongguan Hongtuo, 2018 
 
A tabela 11 apresenta algumas propriedades da água líquida na faixa de 0 a 100 °C 
na pressão de 1 bar. Densidade, capacidade calorífica específica a pressão constante, pressão 
de vapor, viscosidade, condutividade térmica, constante dielétrica e tensão superficial. 
 




Tabela 11 – Propriedades da água 
 
Fonte: Lide, 2005, p. 986 
 
2.2.6.11 Volume pelo líquido deslocado 
Observa-se na figura 88 que há um deslocamento de líquido quando um sólido é 
imerso totalmente. O volume final menos o volume inicial corresponde ao volume do sólido. 
 
Fonte: Próprio autor 
 
Na prática a graduação do béquer não oferece uma leitura rigorosa do volume. O 
menisco também dificulta a leitura. O menisco é a curvatura na superfície do líquido e pode ser 
observado na figura 89. No caso da água a curvatura é côncava em função de moléculas serem 
atraídas mais fortemente pela parede do vidro do que pelas próprias moléculas; a borda da 
superfície do líquido, em contato com o vidro, é levemente elevada.  
Figura 88 - Medição de volume por deslocamento de líquido 






Fonte: Próprio autor 
 
2.2.6.12 Volume pelo transbordo de líquido 
Se a massa de líquido deslocada pelo volume do sólido imerso transbordar é 
possível medir sua massa com uma balança de precisão. A figura 90 apresenta uma 
configuração que coleta a massa de água que transborda com um segundo béquer sobre o prato 
da balança.   
 
Ao encher o primeiro béquer completamente observa-se uma superfície convexa no 
topo do reservatório devido a tensão superficial do líquido. A superfície se comporta como uma 
membrana submetida a uma tensão.  
 
Diferentemente da molécula no interior do líquido, às moléculas da superfície não 
têm moléculas acima. A desigualdade de atrações na superfície cria uma fina película como se 
fosse uma membrana elástica na superfície da água pela tensão superficial (YOUNG; 
FREEDMAN, 2003, p. 76). A figura 90 apresenta esquematicamente o fenômeno da tensão 
superficial formando uma “bolha” de água para além do limite do béquer. Pode-se observar, 
também, o arranjo experimental. 






Fonte: Próprio autor 
 
Deve-se encontrar a máxima quantidade de água que pode ser adicionada ao béquer 
1 sem que transborde, antes da imersão do sólido em estudo. Esta tarefa não é fácil, depende de 
operador para operador e impõe erros aleatórios ao método de medição. A velocidade de 
inserção do objeto no béquer gera perturbações na dinâmica do líquido que se refletem na 
medição, impondo mais uma dificuldade em se obter precisão neste procedimento. 
  
Figura 90 - Medição de volume por transbordo do volume de líquido 
Tensão Superficial 
balança 
Béquer 1 completamente 
cheio de água 
Béquer 2 recebe a massa de 





Uma configuração mais precisa pode ser obtida com a utilização de um recipiente 
de transbordo (overflow can). A figura 91 apresenta a configuração para medição do volume de 
água deslocada com o auxílio do overflow can 
Fonte: Próprio autor 
 
2.2.7 Modelagem negativo positivo com resina poliéster 
Frutas são impermanentes, seu formato, cor, volume e maior diâmetro transversal, 
entre outros, são efêmeros. Para se desenvolver um sistema de medição de frutas é desejável 
que se tenha modelos que substituam as frutas. Modelos de frutas que mantenham fielmente, 
ao longo do tempo, as características que se pretende medir. Um sistema de medição passa por 
um processo de calibração em que se efetua muitas medições. O desenvolvimento e o processo 
de calibração de um sistema de medição de frutas demanda tempo, mas com o tempo as frutas 
necessárias ao processo amadurecem, perdem massa e por fim deterioram-se. Como recurso de 
desenvolvimento da presente pesquisa, optou-se em modelar uma fruta.    
 
A modelagem é um processo mecânico de produção ou reprodução de peças a partir 
do preenchimento de um molde com matéria-prima não sólida. Além do uso de moldes, pode-
se, ainda, recorrer a estereolitografia ou impressão 3D (SORS et al., 2002). 
 




béquer recebe a massa de 




A modelagem pode ser empregada para se preservar a forma tridimensional de 
objetos impermanentes. Trata-se de um processo que reproduz fielmente o formato do objeto 
em estudo. Em termos gerais o processo de modelagem com poliéster de estireno, guarda uma 
estreita relação com o processo de fundição, e pode ser simplificada nas seguintes etapas: 1. 
preparação da borracha de silicone para confeccionar o molde negativo; 2. confeccionar o 
molde em negativo da peça original, 3. preparação da resina de preenchimento e; 4. 
preenchimento do molde negativo com a resina.  
 
A borracha de silicone é um elastômero bicomponente, com viscosidade “ν” da 
ordem de 40.000 (cP) com retração linear da ordem de 0,3%. A reação de solidificação à 
temperatura ambiente inicia-se após a adição de catalisador. Por suas características físico 
químico a borracha de silicone é amplamente utilizada em moldes negativo pela facilidade de 
extração das peças moldadas da cavidade do molde (REDELEASE, 2010).  
 
Para preenchimento da cavidade do molde em negativo, utiliza-se a resina de 
poliéster cristal é um polímero de poliéster insaturado diluído em estireno utilizado para 
confecção de peças principalmente com moldes. Trata-se de um líquido viscoso que na presença 
de um catalisador se solidifica na temperatura ambiente com um tempo de cura total entre 10 e 
12 horas, com apenas duas horas pode ser desmoldado. Pode-se reduzir, ainda mais, o tempo 
de cura pela do acelerador de cobalto. O poliéster insaturado tem menor grau de reticulação e é 
mais tenaz que o saturado. Para catalisação do poliéster de estireno utiliza-se o peróxido de 
metil etil cetona - tipo D ou peróxido orgânico (AVIPOL, s/d).  
 
 Deve-se levar em consideração que se o modelo, que servirá para impressão da 
cavidade receptora da resina, for o próprio objeto de estudo sem sofrer processo de aumento 
tridimensional, a peça final terá um volume menor que o objeto de estudo porque a resina de 
preenchimento sofre uma contração tridimensional quando da solidificação. 
 
 Com uma viscosidade típica de 1600 (cP - centipoise) a resina de poliéster preenche 
com fidelidade as reentrâncias do molde com um tempo de trabalho de aproximadamente 10 
minutos. A peça final é transparente e apresenta boa resistência mecânica e reproduz com 
exatidão o molde. É possível adicionar pigmentos ou corantes das mais variadas cores. Os 




também, adicionar compostos minerais inertes para baixar o custo da produção, mas perde-se a 
translucides da resina e resistência mecânica (REDELEASE, 2010). 
 
 O Departamento de Saúde e Serviços Humanos dos EUA, recentemente, 
acrescentou o estireno na lista de agentes cancerígenos. Ao utilizar produtos químicos, 
recomenda-se consultar a ficha de informações de segurança de produtos químicos – FISPQ. A 
Ficha fornece informação sobre o produto químico e recomendações quanto à segurança, saúde, 
proteção e meio ambiente. A FISPQ é elaborada de acordo com a NBR 14725 (INTERTOX, 
2012). 
 
2.2.7.1 Modelagem digital 
Com o modelo digital obtido a partir de uma fruta in natura é possível preservar 
seu formato: cor, volume, maior diâmetro transversal, entre outros. A partir deste modelo digital 
como padrão é possível estender a classificação de frutas por grupo ou em frutas bem-formadas 
ou não, por exemplo.  
 
A curva é o lugar geométrico das posições sucessivas de um ponto no espaço. As 
curvas se classificam em:  
 
1. Quanto à curvatura: 
1.a - plana ou de uma curvatura – só possui a curvatura de flexão. 
1.b - revessa ou de duas curvaturas – possui curvaturas de flexão e torção. 
2. Quanto à origem ou geração: 
2.a - geométrica – obedece a um traçado geométrico, como por exemplo uma circunferência 
2.b - empírica – não obedece a um traçado geométrico, como, por exemplo, a partir da 
triangulação laser;  
3. Quanto à extensão: 
3.a - finita ou limitada – todos os pontos são próprios, são curvas fechadas, como, por exemplo, 
uma circunferência; 
3.b - infinita ou ilimitada – tem pontos impróprios, são curvas abertas, como, por exemplo, uma 





A partir de curvas é possível gerar superfícies ou sólidos geométricos com as 
ferramentas da extrusão, varredura e revolução de curvas. Curvas abertas podem criar 
superfícies e curvas fechadas podem criar superfícies ou sólidos. Na figura 92 observa-se 
algumas imagens geradas no AutoCAD da Autodesk a partir de curvas guias. A varredura 
estende um objeto 2D ao longo de um caminho. A extrusão estende a forma de um objeto 2D 
em uma direção perpendicular para o espaço 3D e a revolução varre o objeto 2D em torno de 
um eixo. Já o elevar estende os contornos de uma forma entre um ou mais objetos abertos ou 
fechados (AZEVEDO; CONCI, 2003; AUTODESK, 2016). 
 
Fonte: Autodesk, 2016 
 
Modelamento 3D são métodos matemáticos que criam uma representação 
tridimensional virtual de objetos para projeto e análise de máquinas, entre outras aplicações. 
Para modelar objetos tridimensionais destacam-se os modelos aramados, os modelos de 
superfícies e os modelos sólidos. Na modelagem em estrutura de arame ou aramado (wireframe) 
as arestas de um objeto 3D são apresentadas sendo que as faces não são preenchidas. Trata-se 
de uma rede ou malha poligonal, uma representação “esquelética” de um objeto 3D por meio 
de linhas e curvas. A figuras 93 apresenta uma esfera, um cubo e um icosaedros em estrutura 
de arame (CHEGG, 2018).  





Fonte: Chegg, 2018 
 
A modelagem de superfícies consiste em criar um modelo mediante seu 
revestimento por um conjunto de faces. A modelação de superfícies parte do desenho de várias 
arestas, tal como no aramado, sendo que, neste caso, o espaço deixado vazio entre as arestas é 
preenchido com uma superfície sem espessura. A modelagem de superfície é um método 
matemático para exibir objetos com aparência sólida que possibilita o exame de objetos 
específicos em vários ângulos. A modelagem de superfície exibe um modelo com menos 
ambiguidades que a modelagem de estrutura de arame. 
 
 A modelagem de sólidos permite definir todo o volume de um objeto a partir de sua 
extrusão. Esta modelagem representa todo o volume do objeto com se ele fosse realmente 
maciço. É possível extrair dados como, por exemplo, o volume. 




3 MATERIAL E MÉTODOS 
O sistema imageador infravermelho – SII, objeto do presente estudo, foi projetado 
como um componente para equipar uma máquina classificadora de frutas. É necessário, 
portanto, pensar no funcionamento do SII integrado à uma esteira de transporte de frutas. A 
correta interpretação e um exercício para se teorizar o funcionamento de uma esteira de 
transporte são indispensáveis para se chegar ao domínio absoluto para que possa operar em 
perfeito sincronismo com o SII e se obter os resultados esperados de classificar frutas por 
volume.  
 
A esteira de transporte da Máquinas GB foi escolhida entre os fabricantes no 
mercado nacional para compor com o SII. A Indústria de Máquinas Agrícolas GB Ltda, 
instalada em Limeira desde 1970, é uma das pioneiras em sistemas eletrônicos de classificação 
de frutas e se tornou a maior fabricante de máquinas operando com sistemas de visão de 
máquina. Esta esteira de transporte é projetada para orientar a fruta antes da cabine de captura 
de imagem. Na cabine de captura de imagem, a esteira gira a fruta em torno do seu maior eixo 
para que imagens de diversas vistas possam ser capturadas enquanto a fruta é transportada.  
 
Desde 2014, várias visitas técnicas foram agendadas na Máquinas GB e contaram 
com a presença de pesquisadores do CEA/IAC e do orientador. A seguir são descritos os 
resultados obtidos.  
 
3.1 Esteira transportadora 
A figura 94 apresenta a esteira transportadora do sistema de classificação de frutas 
da Máquinas GB. Observa-se que a fruta “F1” está em contato direto com as rodas de transporte 
R1, R1’, R2 e R2’ que formam o berço de transporte da fruta. Por atrito, a fruta encontra-se em 
movimento linear. Quando as rodas se aproximam da cabine de captura de imagens, um 
dispositivo as faz girar e por atrito a fruta “F1” gira, mas em sentido contrário das rodas. O 
coeficiente de atrito estático µe depende dos materiais que constituem as superfícies de contato 
das rodas e a superfície da fruta. A força de atrito pode ser calculada, pela equação 103, como 
o produto de µe pelo módulo da normal do peso da fruta: 





Fonte: Máquinas GB, 2018 
 
Todas as rodas de transporte têm um diâmetro – D e a cada giro completo de 360º 
percorrem linearmente uma distância de Δx = C, que é o comprimento da circunferência. O 
comprimento é função do raio “r” e pode ser calculado pela equação 104:   
 
𝐶𝐶 = 2 ∗  𝜋𝜋 ∗ 𝑟𝑟 (104) 
 
A fruta e as rodas de transporte se comportam como um Sistema de Transmissão de 
Movimento com Polias em que não há uma rigorosa relação de transmissão, logo, passível de 
haver escorregamento. A relação de transmissão pode ser obtida pela equação 105 (ROSOLIA, 
1974, p. 31): 
 







ρ = relação de transmissão; 
n1 = rotação da polia motriz; 
n2 = rotação da polia acionada; 




Movimento linear de transporte 
Movimento de 
rotação das frutas 
Movimento de rotação 




D1 = diâmetro da polia motriz; 
D2 = diâmetro da polia acionada. 
  
O sistema imageador infravermelho de frutas, desenvolvido na presente pesquisa, 
requer que as frutas girem em torno do maior eixo e que os eixos estejam orientados para que 
várias imagens sejam capturadas de diferentes vistas da superfície de uma mesma fruta. A 
esteira desenvolvida pela Máquinas GB tem um mecanismo que se vale do comportamento de 
rolamento do pêssego para se obter a orientação. A orientação depende da relação 
diâmetro/altura – D/H (figura 95). Esta relação permite uma previsão da probabilidade de 
orientação para uma dada distância de transporte na esteira. Estudos de Rigney et al. (1996) 
constataram que os pêssegos ficam orientados dentro de um curso linear da esteira entre 430 e 
1050 (mm). A figura 95 apresenta esquematicamente a orientação dos eixos das frutas.  
 
3.1.1 Orientação da fruta na esteira 
 A esteira de transporte de frutas em uma máquina de classificação por imagem, 
geralmente, requer frutas orientadas para medições confiáveis. A esteira da Máquinas GB é um 
exemplo de orientação da fruta por rolamento. O rolamento permite, ainda, a obtenção de várias 
imagens capturadas da superfície orientada de uma mesma fruta. 
 
Fonte: Próprio autor 
 
O modelo de fruta elaborado para realização dos experimentos tem o maior 
diâmetro transversal de 58 (mm). Pela equação 105 sabe-se que para cada volta completa de 
D 
H 
F1 F3 F2 




360º do modelo de fruta, as rodas da esteira terão girado 216º com um translado linear dado 
pela equação 106: 
 
𝛥𝛥𝑥𝑥 = 216 ∗ 𝐶𝐶360  (106) 
 
 O resultado do translado linear Δx, para um determinado giro da roda de transporte, 
permite converter ângulos específicos da fruta em deslocamento linear da esteira. Se, por 
exemplo, o SII for configurado para calcular o volume de uma fruta com a captura de três 
imagens nos ângulos 0º, 45º e 90º, pulsos estroboscópicos de lasers devem ser disparados nas 
distâncias 0, 44 e 89,54 (mm) 
 
3.1.2 Modelagem da esteira de transporte de frutas 
Um Goniômetro de Posicionamento Automatizado Digital – GPAD foi projetado e 
implementado para girar o modelo de fruta, em torno do seu eixo entre posições angulares 
precisas e sincronizadas com os disparos de uma câmera digital para captura de imagens e com 
os módulos lasers para “iluminar” a cena. Um motor de passo acoplado por polias dentadas ao 
eixo principal, faz girar uma Base de rotação com graduação em graus. A base foi impressa em 
uma impressora laser que gravou um transferidor 360º no acrílico. A base de rotação com 
graduação suporta o modelo de fruta e permite uma supervisão humana do preciso 
funcionamento do goniômetro.  A palavra goniômetro é aqui empregada não como um 
instrumento que mede um ângulo, mas como um dispositivo construído especificamente para 
que a fruta descreva um movimento rotatório em ângulos precisamente especificados. A figura 





Fonte: Próprio autor 
 
O motor de passo da Oki KBL42LLB600A de 7,5º por pulso no modo passo inteiro 
“full step” está acoplado solidariamente, chavetado, a uma polia dentada motriz de 16 dentes 
que transmite movimento ao eixo da base de rotação por intermédio de uma polia dentada 
movida de 48 dentes. As polias estão sincronizadas por uma correia dentada Pirelli 536 MXL 
com passo de 2,032 (mm). 
  
 A relação de transmissão de movimento rotativo “ρ” da polia dentada comandada e 









n1 = rotação do eixo motriz; 
n2 = rotação do eixo movido; 
z1 = número de dentes da polia motriz; 
z2 = número de dentes da polia movida ou comandada.  
 
𝑛𝑛2 = 13 ∗ 𝑛𝑛1  (108) 
  








Para cada três rotações da polia motriz a polia movida executará uma rotação. A 
equação 108 apresenta esta relação. Logo, a cada passo de 7,5º do motor de passo na 
configuração passo completo (full step) a polia comandada solidária ao transferidor executará 
uma rotação de 2,5º.  
 
3.1.3 Modelagem de uma fruta 
 As frutas são perecíveis e impermanentes, ou seja, amadurecem rapidamente e os 
formatos são efêmeros e instáveis. Desenvolver um sistema de medição de volume de frutas, 
requer modelos estáveis em que se possa realizar várias medições em vários estágio do 
desenvolvimento do projeto. O pêssego, por exemplo, é uma fruta que amadure mesmo depois 
de colhida e em pouco tempo se observa a redução de seu volume (COSTA, 2018). Outro fator 
que dificulta a pesquisa com frutas in natura é a sazonalidade, ou seja, só estão disponíveis no 
mercado em certas épocas do ano.  
  
 Para contornar a dificuldade de se pesquisar com a fruta in natura, optou-se pela 
modelagem de uma fruta em resina para preservar sua forma tridimensional. A modelagem com 
poliéster de estireno, guarda precisamente o formato da fruta para inúmeras medições ao longo 
do tempo. Modelar um pêssego foi a escolha por se tratar de uma fruta que embora se pareça, 
em muito, com outras frutas, tem um formato tridimensional ímpar com uma diversidade de 
formas e apresenta um ápice (bico) e uma sutura que são predicados próprios que se puderem 
ser observados pelo SII, provavelmente, se possa estender a medição de volume à outras frutas.  
 
3.1.3.1 Volume padrão – modelo de fruta 
Para que se possa avaliar o desempenho metrológico do SII é necessário um volume 
padrão com um valor verdadeiro convencional – VVC que expresse fielmente uma fruta. O 
padrão fornece um valor verdadeiro convencional indispensável para se conhecer a precisão de 
um sistema de medição. O padrão deve ter um VVC permanente ao longo do tempo e das 
variações de temperatura e pressão. Se o padrão possuir os atributos de uma fruta, tais como 
formato com irregularidades e geometria típica, a avaliação do SII será tão mais eficaz e 
direcionada aos fins a que se destina. O padrão fornece a Medida Materializada de maneira 
permanente do valor conhecido de uma dada grandeza, tal como um bloco-padrão ou um 





Para se obter um volume padrão, moldou-se um modelo a partir de uma fruta obtida 
na gôndola de um supermercado. A fruta escolhida foi um pêssego chiripá, cultivado em 
Farroupinha, RS pela Silvestrin Frutas, com formato redondo-ovalada, com sutura 
desenvolvida, pequena ponta e 58 milímetros de maior diâmetro transversal. A figura 97 
apresenta a fruta in natura escolhida para gerar um modelo de fruta em resina. 
 
Após o modelamento, observou que o modelo de fruta em resina de estireno 
manteve todas as medidas do formato da fruta in natura, o maior diâmetro transversal, por 
exemplo, manteve-se em 58 (mm). Todos os detalhes da fruta in natura, como bico, sutura 
saliente, irregularidades e região do pedúnculo, se mantiveram com uma fidelidade ímpar.  
 
Figura 97 - Fruta in natura para gerar um modelo de fruta em resina 
 
Fonte: Próprio Autor 
 
3.1.4 Rotação do modelo de fruta para captura de imagens 
 Um modelo de fruta em resina foi desenvolvido especificamente para o projeto. O 
modelo foi fixado com plastilina sobre a base de rotação. O eixo maior do modelo de fruta foi 
alinhado com o eixo de rotação da base de rotação. Um módulo eletrônico microprocessado 
interligado a um módulo de potência A4988 controlou o motor de passo. Dois sinais gerados 
pelo módulo eletrônico comandaram, ainda, a câmera e os módulos lasers. A figura 98 apresenta 
a interligação dos módulos da mesa óptica. 
 
O módulo de potência do motor de passo (stepping driver) A4988, da Allegro 
MicroSystems, possui 5 modos de operação do motor de passo (selectable step modes) 
selecionáveis entre: full, 1/2 (half step), 1/4, 1/8, e 1/16, com capacidade de saída de até 35 (V) 
e 2 (A). É possível, a partir dos modos de operação do A4988, girar o modelo em ângulos 





Figura 98 - Interligação dos módulos na mesa óptica 
 
Fonte: Próprio autor 
  
O microcontrolador foi programado para rotacionar o modelo de fruta em 180º com 
intervalos de 2,5 em 2,5 graus e disparar a T5i a cada intervalo, em um total de 72 imagens 
capturadas. Ao rotacionar o modelo em 180º obtém-se todas silhuetas de 2,5 em 2,5 graus, as 
demais, a partir dos 180º, não são necessárias, neste momento, pois são iguais e rebatidas.  A 
silhueta é o delineamento do modelo de fruta com os contornos em escala do reflexo da linha 
laser sobre a superfície 3D do modelo.  
 
3.1.5 Configuração da Canon T5i e da Lente EF 50mm 
 A Canon T5i não vem com o cartão de memória necessário à gravação e 
armazenamento das imagens capturadas. Foi instalado um cartão Lexar SDHC II com 
transferência de 300 MB/s com capacidade de armazenamento de 32 GB. 
 
Retirou-se o filtro óptico passa faixa de 400 a 700 (nm) instalado pela Canon junto 




do infravermelho. Uma empresa especializada foi contratada para remoção do filtro óptico. Na 
sequência foi instalado na rosca da lente EF-50mm um filtro óptico sintonizado de 850 (nm). 
 
A tampa da ocular (eyepiece cover) foi instalada para evitar a entrada de luz difusa 
do ambiente no interior da câmera. A entrada de luz difusa pela ocular pode escurecer a imagem 
capturada (CANON, 2015, p. 308). 
 
No modo de disparo manual “M” todos os parâmetros de controle de exposição são 
ajustados manualmente e separadamente. O modo “M” está disponível na zona criativa do 
seletor de modos. A seguir, são apresentadas as configurações básicas aplicadas na T5i. A 
velocidade do obturador foi ajustada em 1/50 (s); abertura do diafragma em F8.0, que oferece 
o melhor desempenho na transmissão do contraste da lente Canon 50mm F1.4. O gráfico da 
função de transferência de modulação (modulation transfer function - MTF) da figura 77 
apresenta o desempenho da lente para algumas aberturas.  
 
A sensibilidade à luz do sensor de imagem foi ajustada em ISO 800. Quanto maior 
a sensibilidade ISO, melhor o sensor responde a pequenas quantidades de energia da radiação 
eletromagnética, mas o ruído presente na imagem capturada aumenta. O ruído aqui entendido 
como pixels que são sensibilizados aleatoriamente pelo próprio funcionamento do sensor e que 
são perceptíveis na imagem, mas não partiram do objeto em estudo.  
 
Estilo de imagem selecionado para monocromático com detalhes de nitidez: 7 
(nitidez máxima); contraste: 4 (maior definição de claro e escuro); efeito de filtro: nenhum – 
“N” e efeito de tom: nenhum – “N”. Modo de avanço: disparo único.  
 
No modo de avanço disparo único, cada acionamento do botão de disparo até o fim 
de curso, o sensor captura uma única imagem. No caso, os disparos são comandados pelo sinal 
gerado pelo módulo eletrônico na entrada “controle remoto” da T5i. 
 
A qualidade de imagem selecionada foi a S2 (pequeno 2 - Small 2), com espaço 
máximo de armazenamento de 2,50 megapixels com 1920 linhas por 1280 colunas, com 





A proporção da tela (aspect ratio) escolhida foi a 16:9 que altera a qualidade da 
imagem “S2” para aproximadamente 2,1 megapixels em 1920x1080. A grade de linhas guia no 
LCD da T5i escolhida foi a “Tipo 2”. Pois apresenta o maior número de linhas possível na grade 
de linhas na tela de LCD (grid display). Um maior número de linhas ajuda o posicionamento e 
análise dos objetos na hora do enquadramento da cena no frame.  
 
Os demais recursos disponíveis na lista de opções à disposição do usuário não foram 
ativados, uma vez que consomem recurso de processamento da câmera, ou seja, aumenta o 
tempo para que uma imagem esteja disponível para ser transferida para o computador ou não 
foram ativados porque são irrelevantes para a aplicação da câmera no projeto do sistema de 
medição infravermelho.  
 
A lente Canon 50mm F1.4 possui uma chave de comutação entre foco automático 
e foco manual. A chave foi posicionada na posição manual. O foco manual foi ajustado para 
que objetos distantes 550 (mm) fiquem nítidos. Logo, 550 (mm) é a distância de captura – DC. 
A distância de captura é a medida entre a marca do plano focal da câmera (focal plane mark) 
até o plano focal. A figura 99 apresenta os cálculos da profundidade de campo, a distância mais 
próxima – DN, e a distância mais afastada – DF.  
 
Figura 99 - Cálculos de profundidade de campo 
 





A figura 100 apresenta uma representação esquemática das distâncias calculadas 
entre a câmera e o GPAD, bem como a profundidade de campo. No corpo da T5i existe um 
símbolo, figura 100b, que indica a posição do sensor no corpo da câmera.  
 
Figura 100 - distâncias entre a câmera e o GPAD 
Fonte: Próprio autor 
 
3.1.6 Módulo laser infravermelho 
A fonte laser infravermelho foi montada com um dissipador de calor (heatsink), um 
diodo laser, um telescópio com alargamento de feixe e convergência, uma lente cilíndrica e um 
módulo eletrônico para controle da corrente no diodo laser e controle do tempo de emissão da 
radiação eletromagnética por modulação de largura de pulso (pulse-width modulation -  PWM). 
A imagem do módulo laser, fonte geradora de infravermelho 850 (nm) é apresentada na figura 
101. Todos os componentes foram adquiridos separadamente no eBay, um serviço de comércio 
eletrônico que reúne milhões de vendedores do mundo todo. Montagem e ajustes foram 







Figura 101 - Módulo laser, diodo, lentes e controle 
Fonte: Próprio autor 
 
Na montagem do módulo laser de radiação eletromagnética, o diodo laser mostrado 
na figura 102 é encapsulado em T0-18 com Ф = 5,6 (mm), potência nominal de 1watt e 
comprimento de onda típico de 850 (nm). O diodo é fixado ao dissipador de calor por intermédio 
de um suporte cilíndrico com diâmetro Ф de 22 milímetros apresentado esquematicamente na 
figura 105b. 
 
Fonte: Thorlabs, 2018 
 
Uma das características do diodo laser é que o feixe emitido não é circular. A figura 
103 apresenta esquematicamente a região da junção e ajuda a entender o formato do feixe laser 
observado nos experimentos e relatado na figura 104.  
Figura 102 - Diodo laser em encapsulamento TO18 
ventilador 
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Com comprimento típico da ordem de 200 (µm) a junção emite um feixe que se 
assemelha a um formato de segmento de linha, que devido ao ângulo de divergência, tem sua 
espessura aumentada em função da distância da fonte ao anteparo.  
 
Figura 103 - Ângulo de divergência do feixe laser 
 
Fonte: Próprio autor 
 
 O feixe de raios lasers ao emergir da junção PN e incidir em um anteparo gera uma 
imagem que foi capturada e pode ser observada na figura 104. Observa-se que a projeção 
ortogonal do feixe laser, em um anteparo, tem uma forma aproximadamente elipsoidal em que 
se pode traçar dois eixos, d1 e d2. A imagem foi gerada com um módulo laser, sem lentes, com 
comprimento de onda de 650 (nm) e potência de 5 (mW) com o módulo laser distante 330 (mm) 
do anteparo.  
 
 O formato do feixe laser observado na figura 104 dificulta a obtenção de uma linha 
laser bem fina e focada. Uma solução para contornar esta dificuldade é alinhar o eixo d1, 
observado na figura 104, com o eixo óptico vertical da EF50mm, figura 110, e o eixo radial (Φ) 
da lente cilíndrica da figura 106.  
  
Um telescópio com alargamento de feixe e convergência deve ser acoplado ao 
módulo laser para convergir o feixe laser apresentado na figura 104.  O objetivo é focar o feixe 
em um ponto menor e mais circular possível para depois passar por uma lente cilíndrica e obter 
uma linha laser. Em função do formato do feixe laser da figura 104, são necessários ajustes para 





Fonte: Próprio autor 
 
3.1.6.1 Fixação do diodo laser no dissipador de calor 
A figura 105 apresenta as dimensões do dissipador de calor ativo (cooler – heatsink 
+ fan) utilizado para extrair calor do diodo laser. Com um furo de 22 milímetros, este 
dissipador, recebe o suporte cilíndrico de fixação do diodo da figura 105b.  
 
Os componentes de fixação e dissipação de calor, permitem que se possa girar o 
diodo laser no suporte até que o eixo maior d1 fique perpendicular ao eixo X, figura 104. Com 
este procedimento se consegue a linha laser mais fina possível.  
 
Pasta térmica foi adicionada entre o diodo laser e o suporte e, também, entre o 
suporte e o dissipador, para permitir uma troca de calor mais eficiente. Por sua viscosidade, a 
pasta térmica ajuda no ajuste da perpendicularidade do eixo maior – d1 uma vez que oferece 
uma pequena resistência ao movimento.  
 
O diodo laser infravermelho foi alimentado com a tensão nominal de 12 volts e o 
feixe foi projetado em um anteparo a 330 (mm) de distância. Na sequência o suporte de fixação 
do diodo laser foi girado até que d1 ficasse perpendicular ao eixo X. Um parafuso allen M4, 









Fonte: Deplaser Parts, 2018 
 
Uma rosca interna M9x05 (mm), figura 105b, permite rosquear na frente do diodo 
laser um telescópio com alargamento de feixe e convergência. À medida que o telescópio é 
rosqueado, observa-se no anteparo o ajuste do foco. O ajuste deve prosseguir até se obter o 
menor ponto possível. Finalmente para se obter uma radiação eletromagnética estruturada em 
forma de linha, deve-se acrescentar uma lente cilíndrica ao conjunto. A lente e o suporte são 
apresentados na figura 106. 
 
Observou-se nos experimentos que o diâmetro da lente cilíndrica influencia o 
tamanho da linha laser projetada. Quanto maior o diâmetro Φ da lente, menor o tamanho da 
linha laser projetada, ou seja, menor o ângulo α. No experimento foram testadas quatro lentes 
cilíndricas com o ângulo α variando entre 35º, 45º, 60º, 120º. A lente cilíndrica com α = 35º 
ofereceu a maior concentração de energia da radiação eletromagnética com bom foco, linha 
delgada e de pequena dimensão. 
 
 A rosca do suporte da lente cilíndrica tem comprimento suficiente que permite a 
fixação no módulo e o ajuste fino para que a linha laser seja orientada para formar um ângulo 
preciso de 90º com o plano da mesa óptica. A rosca do suporte  da lente cilíndrica recebeu uma 
fina camada de silicone em pasta de alta pressão e um anel de borracha tipo o’ring com um 
formato de anel e seção circular, com diâmetro interno de 9 (mm) e 3 (mm) de espessura. Ao 
se rosquear o suporte da lente cilíndrica, deve-se aplicar uma leve pressão no fim do processo 
de rosqueamento para garantir um travamento do sistema roscado para que não se solte por 




Trava do suporte 






vibrações quando em uso. O travamento ocorre em função do aperto do o’ring sobre a rosca 
graças ao esforço de compressão axial. 
 
Figura 106 - Lente cilíndrica fixada no suporte roscado 
 Fonte: Próprio autor 
   
3.1.7 Posicionamento dos lasers na mesa óptica 
 Os módulos lasers L1 e L2 foram posicionados sobre o primeiro semicírculo da 
mesa óptica, distantes 330 (mm) da origem “O” sobre as linhas de +30º e -30º. Os módulos 
estão  a uma altura de 152 (mm) da mesa óptica, medida a partir do centro óptico da lente 
cilíndrica.  
 
 As linhas foram ajustadas para se cruzarem na origem “O”, conforme figura 107. 
Todas as medidas de distâncias e ângulos foram realizadas com o medidor laser de distâncias 
Bosch GLM 50 C com precisão de ± 1,5 (mm) e inclinações de 0 – 360º ± 0,2º.  
 
Figura 107 - Lasers posicionados em ±30º: linhas se cruzam em “O” 
 
Fonte: Próprio autor 
 
anteparo 







As linhas lasers foram alinhadas com o apoio de um esquadro plano de precisão 
com base em aço inoxidável com 150 x 100 (mm) posicionado sobre a origem “O” do sistema 
de coordenadas da mesa óptica. Observa-se que após os ajustes, as linhas se confundem sobre 
a superfície do esquadro. Este procedimento garante a perpendicularidade das duas linhas lasers 
em relação a mesa óptica e que estão se cruzando na origem “O” e de que estão precisamente 
em ±30º. A figura 108 mostra as duas linhas lasers formando um ângulo de 60º entre si. Na 
origem “O” da mesa óptica foi posicionado um esquadro e se observa, após os ajustes, que as 
linhas se confundem na face do esquadro.  
 
Figura 108 - Alinhamento das linhas lasers 
 
Fonte: Próprio autor 
   
3.1.8 Alinhamento do GPAD 
Na sequência, o GPAD foi alinhado para garantir o paralelismo do eixo de rotação 
com as linhas lasers. A base de rotação com graduação foi substituída, no GPAD, por um 
parafuso allen M5. As dimensões do parafuso allen foram usadas para ajuste da escala, ou seja, 





Na figura 109a a base de rotação com graduação foi substituída pelo parafuso allen. 
Na figura 109b observa-se a perpendicularidade do eixo em relação a mesa óptica e o 




Fonte: Próprio autor 
 
Onde: 
d1 = 5 (mm); 
d2 = 8,5 (mm); 
L = 60 (mm); 
Passo (Pitch) = MA-0,80; 
K = 5 (mm); 
Compr. Rosca = 22 (mm). 
 
A figura 110 apresenta a disposição básica dos componentes do SII sobre a mesa 
óptica. Os centros ópticos dos módulos lasers e da lente EF 50mm estão a 150 (mm) de altura, 
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Figura 110 - Disposição dos componentes na mesa óptica 
Fonte: Próprio autor 
 
Onde: 
T5i = Câmera digital Canon; 
MCxy = Mesa coordenada com deslocamento no eixo x e eixo y; 
a 







MC = microcontrolador responsável do controle dos lasers, do goniômetro digital e do disparo 
da Cano T5i; 
FT = fonte de alimentação;   
L1 e L2 = módulos lasers infravermelho 850 (nm); 
GPAD = Goniômetro de posicionamento automatizado digital. 
 
3.1.9 Testes de oclusão 
Com a base de rotação com graduação reinstalada no GPAD e o modelo de fruta 
fixado na base, os módulos lasers L1 e L2 foram dispostos em 4 posições gravadas na mesa 
óptica, em relação ao eixo central da mesa óptica: ± 75º; ± 60º; ± 45º e ± 30º. Com o laser L1 
posicionado em + 30º e L2 em – 30º, o modelo de fruta foi rotacionado 180º e não se observou 
oclusão das linhas. A T5i foi fixada sobre uma mesa coordenada – MCxy, com movimentos no 
eixo x e eixo y. 
 
A figura 111a apresenta uma imagem capturada do modelo de fruta sem o filtro 
óptico sintonizado de 850 (nm). Com o filtro óptico sintonizado instalado na lente EF 50mm a 
imagem capturada pode ser vista na figura 111b. Em ambos os casos se observa a deformação 
da linha laser pela superfície tridimensional do modelo de fruta.  
Fonte: Próprio autor 
 
 





 Na figura 112a as linhas “A” e “B” são apresentadas para ajudar na análise mais 
detalhada da área formada entre as linhas lasers sobre a superfície do modelo de fruta. As linhas 
são projetadas sobre a superfície do modelo formando um ângulo de 30º, cada uma, em relação 
ao centro óptico da lente EF 50mm. A representação é esquemática e está fora de escala.     
  
Fonte: Próprio autor 
  
Enquanto a linha contínua “A” está na posição 30º, a linha tracejada “ A’ “ está na 
posição 210º. Se as linhas “A” e “ A’ “ forem projetadas no plano do papel em cosseno de 60º 
forma-se uma silhueta do modelo que corresponde a ½ da área da silhueta real do modelo 
tridimensional 3D. As linhas “A” e “B” projetadas no plano do papel em cosseno de 60º não 
formam uma silhueta real do modelo tridimensional 3D, mas formam uma área que pode ser 
considerada para o cálculo do volume e do diâmetro do modelo de fruta. A linha “A” forma 
com o eixo central uma área A1 e a linha “B” com o eixo central forma uma área B1.    
 
O volume foi calculado a partir da área média – Amed, das 72 áreas obtidas das 
imagens capturadas de acordo com a equação 109, onde Ai é a área da i-ésima imagem.  
 
 𝐴𝐴𝑚𝑚𝑒𝑒𝑚𝑚 =  ∑ 𝑇𝑇𝑖𝑖72𝑖𝑖=172  (109) 
  
 Sabendo-se que existe um círculo cuja a área tem o valor de Amed. A área de um 
círculo pode ser calculada pela equação 110. 







𝐴𝐴 =  𝜋𝜋 ∗ 𝑟𝑟2 (110) 
 
Logo, o raio do círculo de área com valor Amed pode ser calculado pela equação 
111: 
 




 Sabendo-se que uma esfera é gerada pela revolução de uma semicircunferência de 
raio “r” em torno de um eixo, como observado na figura 113 e que seu volume pode ser 





Fonte: Próprio autor 
 
𝑉𝑉 = 43 ∗  𝜋𝜋 ∗ 𝑟𝑟3 (112) 





Substituindo o valor de “r” da equação 111 na equação 112 obtém-se a equação 
113: 
 
𝑉𝑉 = 43 ∗  𝜋𝜋 ∗ � �𝐴𝐴𝑚𝑚𝑒𝑒𝑚𝑚𝜋𝜋  �3 (113) 
  
 Simplificando a equação 113, obtém-se a equação 114: 
 
𝑉𝑉 = 43 ∗  𝐴𝐴𝑚𝑚𝑒𝑒𝑚𝑚 ∗  �𝐴𝐴𝑚𝑚𝑒𝑒𝑚𝑚𝜋𝜋  (114) 
 
 A equação 114 calcula o volume de uma esfera obtida a partir da revolução de uma 
semicircunferência de raio “r” e área média – Amed.  
 
3.1.10 Macro para o ImageJ 
O ImageJ é um programa, de arquitetura aberta e de domínio público, desenvolvido 
para análise e processamento de imagens. Escrito em Java pelo National Institutes of Health. 
Pode ser expandido com plugins ou macros.  
 
Pensando na arquitetura da linguagem de programação, o Java é uma linguagem 
interpretada, logo, não é a mais indicada para uma sistema de visão de máquina para classificar 
frutas em uma esteira de classificação. No entanto o ImageJ possui ferramentas ímpares para 
análise de imagens em vários formatos e pilhas (stack). Dentre suas funções mais elaboradas 
estão as de medição de parâmetros e as de filtragens. São estas funções que influenciaram de 
maneira decisiva a adoção do ImageJ nesta fase da pesquisa. No futuro a macro “calcvol” será 
implementada em uma linguagem compilada, por exemplo, C e C++. 
 
A macro “calcvol” foi utilizada para tornar as tarefas menos repetitivas com retorno 





3.1.10.1 Macro calcvol 
1. Entra ou permanece no modo em lote e oculta a imagem ativa 
setBatchMode(“hide”);   
 
2. Aguarda o usuário selecionar a pilha de imagens que serão analisadas 
open( ); 
 
3. Dispara um temporizador para cronometrar o tempo de execução da macro   
start = getTime(); 
 
4. Configura e ajusta a escala de pixels para milímetros. Com o applet Threshold é possível 
dividir uma imagem em primeiro e segundo plano. O Threshold é um método 
de segmentação de imagens. Dos métodos disponíveis no Threshold, o método limiar mínimo 
de erro (Threshold MinError) retornou o melhor resultado como um “filtro morfológico” para 
fechar imagens com pequenas aberturas que geram falhas na análise com o applet Analyze 
Particles do ImageJ. O Analyze Particles é um pequeno programa utilitário que executa funções 
simples para analisar partículas e retornar valores como o cálculo de área e médias. O filtro 
morfológico pode remover estruturas escuras menores que o elemento estruturante e conectar 
estruturas brilhantes que foram separadas por um espaço escuro. 
 
run("Set Scale...", "distance= fsc known=1 pixel=1 unit=mm global");  //fsc = fator de escala 
setThreshold(0, 5); 
setOption("BlackBackground", false); 
run("Convert to Mask", "method=MinError background=Light list"); 
run("Analyze Particles...", "size=1000-3000 display clear stack"); 
 
5. O Sumarize calcula e exibe a média - Mean, o desvio padrão – (standard deviation – SD), o 
mínimo - Min e o máximo - Max dos valores para cada coluna na tabela de resultados. 
 
run("Summarize"); 
Amed = getResult("Area",72);  
 
6. A área média em milímetros quadrados é convertida em centímetros quadrados. No cálculo 




com o eixo óptico da EF 50mm formam uma área 50% menor que a área real, a projeção em 
co-seno de 60º que é 1/2.  
 
Equação do volume; 






3.1.11 Densímetro de sólido por método hidrostático  
Um modelo de fruta foi desenvolvido para a calibração do sistema imageador 
infravermelho – SII. É preciso que o volume do modelo de fruta seja conhecido com precisão 
para que possa ser considerado o Valor Verdadeiro Convencional na calibração do SII. Logo, 
para medir o volume do modelo de fruta vamos utilizar o método hidrostático que apresenta 
três variações bem difundidas.  
  
O método hidrostático é consolidado para medição de volumes irregulares. Entre as 
opções no método encontra-se o de transbordo de recipiente, o de transbordo por overflow can 
e por diferença de massas.  
 
O transbordo de recipiente apresenta um erro aleatório que o inviabiliza na obtenção 
de valores precisos para um Valor Verdadeiro Convencional. A tensão superficial do líquido 
dificulta a operação de preenchimento da quantidade máxima de líquido antes que o líquido 
transborde. É difícil de se avaliar o limite máximo de líquido que o recipiente pode receber sem 
transbordar.    
 
 Para selecionar o melhor método hidrostático entre o overflow can e o de diferença 
de massas se utilizou uma esfera de vidro de precisão que nos permitiu obter um valor teórico 
calculado matematicamente e compará-lo com os resultados apresentados por cada um dos 
métodos. Dos métodos, o que apresentou a melhor precisão foi utilizado para se medir o volume 





3.1.11.1 Densímetro com recipiente de transbordo - overflow can 
No segundo método hidrostático, foi projetado e implementado um recipiente de 
transbordo (overflow can) a partir de um almofariz de alumínio fundido conforme figura 114. 
Uma válvula em latão revestido de níquel, modelo TR 543C, tipo (1), foi utilizada para construir 
um duto de escoamento. A figura 115 apresenta as dimensões básicas do duto. A temperatura 
da água foi monitorada com auxílio de um termômetro digital infravermelho GM320 com 
resolução de ±1 ℃ e mantida a 20 ℃.    
  
Figura 114 – Densímetro de sólidos por transbordo do overflow can 
Fonte: Próprio autor 
  
 O duto de escoamento permite o transbordo da massa de líquido quando da inserção 
do modelo de fruta, para tanto o mecanismo interno da válvula TR 543C foi retirado e a rosca 
interna foi removida pela usinagem com uma broca de 5 (mm). 
 
Fonte: Schrader, 2012 
 





Para se obter a precisão de cada um dos métodos hidrostáticos é necessário um 
padrão de volume previamente conhecido e preciso. Um volume padrão que se possa assumir 
como o valor verdadeiro convencional – VCC. Pode-se calcular facilmente o volume de uma 
esfera pelo seu diâmetro ou raio. Com uma esfera de vidro de diâmetro nominal de 48 (mm), o 
volume foi calculado de pela equação 112.  
 
O overflow can recebeu água até a linha de nível “N” que pode ser observado na 
figura 116. Após esta operação, o excesso fluiu pelo duto de escoamento por aproximadamente 
30 segundos. Após o escoamento, um béquer vazio foi posicionado sobre a balança e seu 
mostrador foi zerado ao se apertar o botão de tara. A esfera de vidro, então, foi submersa. O 
nível da água subiu novamente até a linha limite de nível “N”. Toda água que fluiu nesta 
situação foi coletada em um béquer sobre uma balança, conforme apresentação esquemática na 
figura 116. Toda água coletada em gramas, dividida por “ρ” se traduziu no volume da esfera de 
vidro totalmente imersa.  
 
Na análise dimensional da equação 115, a grandeza física do volume da esfera de 
vidro imersa em água tem sua unidade em (cm3) se a massa de água coletada  for mensurada 







= 𝑐𝑐𝑚𝑚3 (115) 
 
 
Figura 116 - Configuração do método hidrostático overflow can 






O tempo total para cada mensuração é de aproximadamente dois minutos. Os 
resultados são apresentados na tabela 12. Por fim, o volume da esfera de vidro foi mensurado 
pelo método de diferença de massas apresentado a seguir. 
 
3.1.11.2 Densímetro de sólidos pela diferença de massas 
A figura 117a apresenta o arranjo experimental para o densímetro de sólidos pelo 
método hidrostático pela diferença de massas. Um béquer com água é colocado sobre o prato 
da balança e seu mostrador (display) é zerado ao se apertar o botão de tara. A esfera de vidro 
está suspensa com o auxílio do suporte aramado e o suporte universal de vidraria. Na figura 
117b observa-se que, com o auxílio da garra com altura ajustável a esfera é totalmente 
submersa, porém, sem encostar no fundo ou nas laterais do béquer. Com o procedimento 
descrito, a massa de água deslocada com a imersão da esfera de vidro é a própria leitura direta 
no mostrador. 
 
Fonte: Próprio autor 
 
Onde: 
(1) = Garra com altura ajustável; 
(2) = Suporte universal de vidraria; 













(4) = Esfera de vidro com diâmetro nominal de 48 (mm); 
(5) = Béquer com água suficiente para submergir completamente a esfera; 
(6) = Balança digital fundo de escala = 500 (g); resolução = 0,01 (g); 
(7) = Mesa com suspensão antivibratório para balanças de precisão; 
(8) = Esfera submersa, mas sem tocar nas laterais ou no fundo do béquer. 
 
Para manter o mensurando suspenso, quando imerso em água, foi desenvolvido um 
suporte que é apresentado na figura 118. Deve-se considerar que este suporte desloca 0,1 (g) de 
massa de água quando imerso conjuntamente com o mensurando. A configuração do sistema, 
os suportes e a habilidade do operador devem garantir que a esfera não toque nas laterais ou no 
fundo do recipiente.   
 
Figura 118 - Suporte aramado para suspensão – diferença de massas 
 
Fonte: Próprio autor 
  
3.1.12 Comparação entre métodos hidrostáticos 
Para se obter a precisão do método hidrostático overflow can, além do VVC do 
volume da esfera de vidro, foram realizadas doze medições do volume desta esfera. A massa 
“m” de água que transbordou, foi mensurada com uma balança de precisão de 0,01 (g). A tabela 







Da tabela 18, em anexo, obtem-se o valor do coeficiente “t” de Student para um 
grau de liberdade – ν = 11 e faixa de abrangência de 95%. A precisão do método overflow can 
é obtido pela multiplicação do coeficiente “t” pela incerteza-padrão da tabela 12 (primeira linha, 
décima coluna).  
 
 Na sequência o volume da esfera de vidro foi mensurado pelo método hidrostático 
por diferença de massas.  A diferença de massas “m” foi mensurada com uma balança de 
precisão de 0,01 (g). A tabela 13 apresenta os resultados do método hidrostático de diferença 
de massas.  
 
Os métodos foram comparados e foi escolhido densímetro de sólidos pelo método 
da diferença de massas porque apresentou maior precisão.  
 
 Na sequência o modelo de fruta foi mensurado pelo método da diferença de massas 
para se obter seu volume. Os resultados da mensuração do volume do modelo de fruta pelo 
método hidrostático de diferença de massas encontram-se na tabela 14.  
 
 O volume do modelo de fruta obtido pelo densímetro pelo método de diferença de 
massas foi adotado como o valor verdadeiro convencional VVC e com ele é possível estimar o 
erro sistemático, calcular a correção e, ainda, estimar a faixa do erro aleatório do SII. O VVC 
permite, ainda, calcular o erro relativo percentual – Er% que é uma comparação rápida entre o 
VVC com o valor obtido em cada mensuração, sendo expresso pela equação 116: 
 
𝐸𝐸𝑟𝑟% = �𝑉𝑉𝑉𝑉𝐶𝐶 − 𝑉𝑉𝑉𝑉𝑉𝑉𝐶𝐶 � ∗ 100 (116) 
 
O modelo de fruta, de VVC conhecido, foi fixado no goniômetro que promoveu um 
giro de 180º de 0 a 177,5º com incrementos de 2,5º em 2,5º. A cada passo uma imagem foi 
capturada, num total de 72 imagens. Com a equação 117 implementada na macro “calcvol” foi 
calculado o volume. 
 











A equação 117 deriva-se da equação 114 que calcula o volume a partir da área 
média – Amed de uma semicírculo. A equação 117 apresenta o 103  no denominador para 
converter o volume de (mm3) para (cm3).  
 
A linha laser projetada na superfície do modelo de fruta forma um ângulo de 30º 
com o centro óptico do sensor da câmera fotográfica. Para se obter a silhueta do modelo de fruta 
em escala 1:1 é necessário considerar que o ponto P(a,b) na superfície do modelo de fruta é 
projetado no plano β em co-seno de 60º que é igual 1/2, conforme figura 119. Logo, a imagem 





Fonte: Próprio Autor 
 
 Para classificar o modelo de fruta de acordo com as normas da PBMH (2008), a 
equação 118 calcula o diâmetro do modelo de fruta – D a partir do volume do modelo de fruta 
mensurado pelo SII. 
 
𝐷𝐷𝑖𝑖𝑡𝑡 =  2 ∗   �3 ∗  𝑉𝑉𝑜𝑜𝑙𝑙4 ∗  𝜋𝜋3   (118) 
 
Com um paquímetro digital Mitutoyo 150 (mm) x 0,01 (mm) se mediu o maior diâmetro 
transversal do modelo de fruta. O valor obtido pelo paquímetro, foi assumido como VVC. O 
VVC foi, então, comparado com valor obtido pelo SII na configuração: três imagens 0º, 45º  e 
90º, e o erro relativo percentual – E% foi calculado. 
 








α = 30º  
hipotenusa unitária 





Para o último experimento, a T5i foi programada no modo “bulb” para disparar, via 
controle remoto, e manter o obturador aberto por tempo determinado pelo microcontrolador 
para captura de três imagens concatenadas em um único frame. Foi desenvolvida uma rotina 
para o microcontrolador do SII que permitiu:  
 
1. girar o modelo de fruta fixado no GPAD até que a posição θ1 = 0o (que se encontra gravado 
no transferidor do GPAD) esteja perfeitamente alinhado com o eixo central da mesa óptica, 
figura 109.  
 
2. abrir e manter o obturador aberto.  
 
3. disparar os lasers “L1” e “L2”. Estipulou-se o tempo do pulso de controle do módulo laser 
ton = 1/125 segundos, ou seja, a radiação eletromagnética em 850 (nm) “iluminou” o modelo de 
fruta por 0,008 segundos. Este tempo se demonstrou suficiente para capturar uma imagem no 
lado esquerdo do frame.  
O GPAD solidariamente fixado na mesa óptica, permite simular uma fruta rolando na esteira, 
mas, não permite simular o movimento linear de transporte.  
 
Para simular o movimento linear de transporte da fruta na esteira, optou-se, alternativamente, 
pelo movimento relativo da T5i solidária a uma mesa coordenada. A T5i foi fixada sobre uma 
mesa coordenada de 4 vias com trilhos deslizantes em x e y (4-way rail slider), com movimento 
por cremalheira e pinhão nos dois eixos x e y que permite ajuste preciso e manual, através de 
manoplas x e y e posicionamento visual auxiliado por escalas milimétricas grafadas nos eixos. 
A mesa coordenada foi fixada à mesa óptica por intermédio de um suporte flexível (flex tripod 
Z axis tilt, folding tripod bracket solution).  
 
4a. deslocar a T5i, manualmente com a manopla x. Esta ação permite  que uma segunda imagem 
seja formada no centro do frame; 4b. girar o modelo de fruta fixado no GPAD até a posição θ19 
= 45º; disparar os lasers “L1” e “L2” com ton = 1/125 (s). 
 
5a. deslocar a T5i, manualmente com a manopla x para que uma terceira imagem seja formada 
no lado direito do frame; 5b. girar o modelo de fruta fixado no GPAD até a posição θ37 = 90º; 





Após a captura da terceira imagem, o obturador se fecha e o frame com as três imagens 
concatenadas é formada e enviada para a unidade de análise e processamento de imagens. A 
macro “calcvol” calculou o volume do modelo de fruta para três imagens concatenadas em um 




4 RESULTADOS E DISCUSSÕES 
O volume calculado – V = 57, 9058 (cm3) de uma esfera de vidro com diâmetro 
nominal de 48 (mm) foi assumido como o VVC para calibração dos métodos hidrostáticos 
overflow can e diferença de massas e suas precisões foram comparadas.  
  















Fonte: Próprio autor 
  








































ν = 11 
P 
Precisão 
P = ± (t * u) 
1 57,34 57,44 58,13 0,22 -0,22 57,91 -0,69 -0,46 0,41 0,91 
2 58,16 58,26 58,03   -0,22  0,13 0,36     
3 57,98 58,08 58,03   -0,22  -0,05 0,18     
4 57,62 57,72 58,03   -0,22  -0,41 -0,18     
5 58,37 58,47 58,03   -0,22  0,34 0,57     
6 58,15 58,25 58,03   -0,22  0,12 0,35     
7 57,80 57,90 58,03   -0,22  -0,23 0,00     
8 58,09 58,19 58,03   -0,22  0,06 0,29     
9 59,00 59,11 58,03   -0,22  0,98 1,20     
10 57,93 58,03 58,03   -0,22  -0,10 0,13     
11 58,08 58,18 58,03   -0,22  0,05 0,28     





















Ea E Ea + Es 
u 
incerteza-padrão 




1 57,80 57,90 57,97 0,06 -0,06 57,91 -0,06 0,00 0,06 0,13 
2 57,84 57,94 57,86  -0,06  -0,02 0,04   
3 57,84 57,94 57,86  -0,06  -0,02 0,04   
4 57,82 57,92 57,86  -0,06  -0,04 0,02   
5 57,92 58,02 57,86  -0,06  0,06 0,12   
6 57,96 58,06 57,86  -0,06  0,10 0,16   
7 57,90 58,00 57,86  -0,06 
 0,04 0,10   
8 57,92 58,02 57,86 -0,06  0,06 0,12   
9 57,92 58,02 57,86 
 
-0,06  0,06 0,12   
10 57,81 57,91 57,86 -0,06  -0,05 0,01   
11 57,81 57,91 57,86 -0,06  -0,05 0,01   





 A precisão – Poc, do método hidrostático overflow can, foi de  ± 0,91 e a precisão – 
Pdm, do método pela diferença de massas, foi de ± 0,13. A precisão foi o diferencial para a 














Fonte: Próprio Autor 
 
O resultado da medição do volume do modelo de fruta – RM = 95,11 ± 0,04 (cm3), 
foi obtido a partir dos dados obtidos da tabela 14 e da equação 96:  
 
𝑅𝑅𝑀𝑀 = Ṽ𝑐𝑐 + 𝐶𝐶 ± 𝑃𝑃
√𝑛𝑛
 
RM = 95,17 + (-0,06) ± 0,13/√12  
RM = 95,11 ± 0,04 
 
Onde: 
Ṽ = 95,17 (g) = valor da indicação; 
ρ = 0,99821 (g/cm3) = densidade da água a 20 oC (extraído da tabela 11); 
C = -0,06 (extraído da tabela 13); 
P = ± 0,13 (extraído da tabela 13). 
𝑃𝑃
√𝑛𝑛
=  ± 0,04 
 
Logo, o VVC para calibração do SII será V= 95,11 (cm3).  
 











1 95,10 95,27 95,17 
2 94,96 95,13 95,00 
3 95,09 95,26 95,00 
4 95,10 95,27 95,00 
5 95,00 95,17 95,00 
6 94,92 95,09 95,00 
7 94,90 95,07 95,00 
8 95,06 95,23 95,00 
9 94,94 95,11 95,00 
10 94,92 95,09 95,00 
11 95,01 95,18 95,00 





O VVC de 95,11 (cm3) para o modelo de fruta é uma estimativa suficientemente 
próxima do valor verdadeiro do mensurando para calibração do SII.  
 
Nas tabelas 15, 16 e 17 a coluna Er% apresenta o erro relativo percentual que 
compara o VCC com o valor do volume obtido por “calcvol”. 
 
4.1.1 Resultados das mensurações do SII 
Na tabela 15 são apresentados os volumes do modelo de fruta calculado com uma 
imagem obtida no ângulo θi que varia de 0º até 177,5º. Supondo o SII implementado em uma 
esteira transportadora de frutas e que o SII esteja configurado para retornar o valor do volume 
com somente uma imagem capturada. Não é possível precisar em que ângulo o sensor irá 
capturar a imagem que será utilizada para cálculo do volume. Logo, a tabela 15 apresenta o 
resultado do cálculo do volume para todas as possibilidades. Lembrando que o SII calcula o 
volume com base na silhueta do modelo de fruta capturada em um determinado ângulo. Logo, 
as imagens de 0 a 180º representam todas as possíveis silhuetas, dos 180 aos 360º as silhuetas 
se repetirão.  
 
Se for utilizada a imagem 1, capturada em um ângulo θi = 0º, para cálculo do 
volume, o valor obtido será de 88,361 (cm3) com um Er% = 7,10. Se for utilizada a imagem 2, 
capturada em um ângulo θi = 2,5º, o volume será de 88,910 com um Er% = 6,52 e assim 
sucessivamente até a imagem 72, capturada em um ângulo θi = 177,5º, que retorna um volume 
de 95,514 com um Er% = -0,43. Observa-se que na pior das hipóteses o erro relativo percentual 





Fonte: Próprio Autor 
 











1 0 88,361 7,10 
2 2,5 88,910 6,52 
3 5 89,459 5,94 
4 7,5 89,927 5,45 
5 10 90,384 4,97 
6 12,5 90,757 4,58 
7 15 91,124 4,19 
8 17,5 91,326 3,98 
9 20 91,714 3,57 
10 22,5 91,952 3,32 
11 25 92,213 3,05 
12 27,5 92,347 2,91 
13 30 92,470 2,78 
14 32,5 92,526 2,72 
15 35 92,625 2,61 
16 37,5 92,614 2,62 
17 40 92,621 2,62 
18 42,5 92,595 2,64 
19 45 92,778 2,45 
20 47,5 92,757 2,47 
21 50 92,831 2,40 
22 52,5 92,952 2,27 
23 55 93,118 2,09 
24 57,5 93,263 1,94 
25 60 93,601 1,59 
26 62,5 93,911 1,26 
27 65 94,582 0,55 
28 67,5 94,733 0,40 
29 70 95,136 -0,03 
30 72,5 95,511 -0,42 
31 75 95,689 -0,61 
32 77,5 95,898 -0,83 
33 80 96,200 -1,15 
34 82,5 96,369 -1,32 
35 85 96,636 -1,60 












37 90 97,080 -2,07 
38 92,5 97,162 -2,16 
39 95 97,194 -2,19 
40 97,5 97,200 -2,20 
41 100 97,336 -2,34 
42 102,5 97,345 -2,35 
43 105 97,430 -2,44 
44 107,5 97,348 -2,35 
45 110 97,514 -2,53 
46 112,5 97,664 -2,69 
47 115 97,731 -2,76 
48 117,5 97,741 -2,77 
49 120 97,753 -2,78 
50 122,5 97,732 -2,76 
51 125 97,641 -2,66 
52 127,5 97,422 -2,43 
53 130 97,479 -2,49 
54 132,5 97,371 -2,38 
55 135 97,318 -2,32 
56 137,5 97,208 -2,21 
57 140 97,053 -2,04 
58 142,5 97,028 -2,02 
59 145 96,934 -1,92 
60 147,5 96,951 -1,94 
61 150 96,885 -1,87 
62 152,5 96,755 -1,73 
63 155 96,614 -1,58 
64 157,5 96,570 -1,54 
65 160 96,541 -1,50 
66 162,5 96,384 -1,34 
67 165 96,231 -1,18 
68 167,5 96,164 -1,11 
69 170 95,976 -0,91 
70 172,5 95,846 -0,77 
71 175 95,682 -0,60 






A tabela 16 apresenta o cálculo do volume do modelo de fruta a partir de três 
imagens consecutivas. Na primeira linha da tabela, o volume foi calculado com a área média 
das imagens obtidas nos ângulos 0º; 2,5º e 5º. Na segunda linha o volume foi calculado com a 
área média das imagens obtidas nos ângulos 2,5º; 5º e 7,5º e assim sucessivamente até a linha 
70, onde são consideradas as imagens obtidas nos ângulos 172,5º; 175º e 177,5º.  
 
Com a aquisição de uma única imagem o erro relativo percentual – Er% é de no 
máximo 7,10%. Com a aquisição de três imagens consecutivas o erro relativo percentual – Er% 
diminui para 6,52%. 
 
A tabela 17 apresenta o cálculo do volume do modelo de fruta a partir de três 
imagens espaçadas em ângulos de 45º. Na primeira linha da tabela, o volume foi calculado com 
a área média das imagens obtidas nos ângulos 0º; 45º e 90º. Na segunda linha o volume foi 
calculado com a área média das imagens obtidas nos ângulos 2,5º; 47,5º e 92,5º e assim 
sucessivamente até a linha 36,  onde são consideradas as imagens obtidas nos ângulos 87,5º; 
132,5º e 177,5º.  
 
No caso de três imagens concatenadas em um único frame em que foram capturadas 
nos ângulos 0º, 45º e 90º, com o movimento relativo da T5i, o erro relativo percentual – Er% 
manteve-se 2,52%. Logo, capturar três imagens, uma a uma e transferi-las para a unidade de 
análise e processamento, aumenta o tráfego pelo canal de comunicação e não representa ganhos 
de precisão em relação a concatenar as três imagens em um frame e então transferir o frame.  
 
Com uma única imagem o erro relativo percentual – Er% é de no máximo 7,10%, 
com três imagens consecutivas o erro relativo percentual – Er% diminui para 6,52% e com a 
aquisição de três imagens distanciadas 45º uma das outras, o erro relativo percentual – Er% 
diminui, ainda mais, para 2,52%. 
 
Se o volume do modelo de fruta for calculado pela macro “calcvol”, considerando-
se no cálculo todas as 72 imagens capturadas, obtém-se valor de 94,967 (cm3). O erro relativo 






Para o cálculo do volume com uma única imagem o erro relativo percentual – Er% 
é de 7,10%, com três imagens consecutivas – Er%  = 6,52%, com três imagens distanciadas 
umas das outras de 45º tem-se Er% = 2,52%, e se o cálculo do volume for feito com as 72 
imagens capturadas o erro relativo percentual – Er% será de apenas 0,15%. 
 
A macro “calcvol” despendeu 0,92 segundos, considerando as 72 imagens para 
calcular o volume e o diâmetro da fruta modelo, mas com a vantagem de apresentar um erro 










































1 0; 2,5; 5 88,909 6,52 
2 2,5; 5; 7,5 89,431 5,97 
3 5; 7,5; 10 89,923 5,45 
4 7,5;10; 12,5 90,356 5,00 
5 10;12,5; 15 90,755 4,58 
6 12,5; 15; 17,5 91,069 4,25 
7 15; 17,5; 20 91,388 3,91 
8 17,5; 20; 22,5 91,664 3,62 
9 20; 22,5; 25 91,959 3,31 
10 22,5; 25, 27,5 92,170 3,09 
11 25; 27,5; 30 92,343 2,91 
12 27,5; 30; 32,5 92,448 2,80 
13 30; 32,5; 35 92,541 2,70 
14 32,5; 35; 37,5 92,589 2,65 
15 35; 37,5; 40 92,620 2,62 
16 37,5; 40; 42,5 92,610 2,63 
17 40; 42,5; 45 92,665 2,57 
18 42,5; 45; 47,5 92,710 2,52 
19 45; 47,5; 50 92,789 2,44 
20 47,5; 50; 52,5 92,847 2,38 
21 50; 52,5; 55 92,967 2,25 
22 52,5; 55; 57,5 93,111 2,10 
23 55; 57,5; 60 93,327 1,87 
24 57,5; 60; 62,5 93,591 1,60 
25 60; 62,5; 65 94,031 1,13 
26 62,5; 65; 67,5 94,408 0,74 
27 65; 67,5; 70 94,817 0,31 
28 67,5; 70; 72,5 95,127 -0,02 
29 70; 72,5; 75 95,445 -0,35 
30 72,5; 75; 77,5 95,699 -0,62 
31 75; 77,5;80 95,929 -0,86 
32 77,5; 80; 82,5 96,156 -1,10 
33 80; 82,5; 85 96,402 -1,36 
34 82,5; 85; 87,5 96,585 -1,55 











36 87,5; 90; 92,5 96,997 -1,98 
37 90; 92,5; 95 97,146 -2,14 
38 92,5; 95; 97,5 97,186 -2,18 
39 95; 97,5; 100 97,243 -2,24 
40 97,5; 100; 102,5 97,294 -2,30 
41 100; 102,5; 105 97,370 -2,38 
42 102,5; 105; 107,5 97,374 -2,38 
43 105; 107,5; 110 97,431 -2,44 
44 107,5; 110; 112,5 97,509 -2,52 
45 110; 112,5; 115 97,636 -2,66 
46 112,5; 115; 117,5 97,712 -2,74 
47 115; 117,5; 120 97,742 -2,77 
48 117,5; 120; 122,5 97,742 -2,77 
49 120; 122,5; 125 97,709 -2,73 
50 122,5; 125; 127,5 97,598 -2,62 
51 125; 127,5; 130 97,514 -2,53 
52 127,5; 130; 132,5 97,424 -2,43 
53 130; 132,5; 135 97,389 -2,40 
54 132,5; 135; 137,5  97,299 -2,30 
55 135; 137,5; 140 97,193 -2,19 
56 137,5; 140; 142,5 97,096 -2,09 
57 140; 142,5; 145 97,005 -1,99 
58 142,5; 145; 147,5 96,971 -1,96 
59 145; 147,5; 150 96,924 -1,91 
60 147,5; 150; 152,5 96,864 -1,84 
61 150;152,5; 155 96,751 -1,73 
62 152,5; 155; 157,5 96,646 -1,62 
63 155; 157,5; 160 96,575 -1,54 
64 157,5; 160; 162,5 96,498 -1,46 
65 160; 162,5; 165 96,385 -1,34 
66 162,5; 165; 167,5 96,259 -1,21 
67 165; 167,5; 170 96,123 -1,07 
68 167,5; 170; 172,5 95,995 -0,93 
69 170; 172,5; 175 95,835 -0,76 
70 172,5; 175, 177,5 95,681 -0,60 
 
(continuação) 






Fonte: Próprio Autor 
 
Para classificar o modelo de fruta de acordo com as normas da PBMH (2008) e com os 
dados levantados pelo SII, a partir da superfície do modelo de fruta com 72 imagens, o diâmetro 
do modelo de fruta foi calculado pela equação 119.  
 
𝐷𝐷𝑖𝑖𝑡𝑡 =  2 ∗   �3 ∗  𝑉𝑉𝑜𝑜𝑙𝑙4 ∗  𝜋𝜋3   (119) 
 
 O diâmetro do modelo de fruta – Dia, expresso pela equação 119 é de 57 (mm). Com 
um paquímetro digital Mitutoyo 150 (mm) x (0,01) (mm) mediu-se o maior diâmetro transversal 
do modelo de fruta. O valor obtido foi Dpaq = 58 (mm). O erro relativo percentual – E% 
calculado é de 1,7%. 
 
 







1 0, 45; 90 92,717 2,52 
2 2,5; 47,5; 92,5  92,923 2,30 
3 5; 50; 95 93,143 2,07 
4 7,5; 52,5; 97,5 93,344 1,86 
5 10; 55; 100 93,598 1,59 
6 12,5; 57,5; 102,5 93,775 1,40 
7 15; 60; 105 94,040 1,12 
8 17,5; 62,5; 107,5 94,184 0,97 
9 20; 65; 110 94,593 0,54 
10 22,5; 67,5; 112,5 94,773 0,35 
11 25; 70; 115 95,018 0,10 
12 27,5; 72,5; 117,5 95,191 -0,08 
13 30; 75; 120 95,296 -0,20 
14 32,5; 77,5; 122,5 95,377 -0,28 
15 35; 80; 125 95,481 -0,39 
16 37,5; 82,5; 127,5 95,461 -0,37 
17 40; 85; 130 95,571 -0,48 








19 45; 90; 135 95,718 -0,64 
20 47,5; 92,5; 137,5 95,702 -0,62 
21 50; 95; 140 95,685 -0,60 
22 52,5; 97,5; 142,5 95,720 -0,64 
23 55; 100; 145 95,790 -0,71 
24 57,5; 102,5; 147,5 95,847 -0,78 
25 60; 105; 150 95,967 -0,90 
26 62,5; 107,5; 152,5 96,001 -0,94 
27 65; 110; 155 96,234 -1,18 
28 67,5; 112,5; 157,5 96,320 -1,27 
29 70; 115; 160 96,468 -1,43 
30 72,5; 117,5; 162,5 96,544 -1,51 
31 75; 120; 165 96,556 -1,52 
32 77,5; 122,5; 167,5 96,597 -1,56 
33 80; 125; 170 96,605 -1,57 
34 82,5; 127,5; 172,5 96,545 -1,51 
35 85; 130; 175 96,598 -1,56 






 Com o diâmetro – Dia = 57 (mm), retornado pela “calcvol”, e a tabela de calibre 
contida nas normas do PBMH (2008), é possível encontrar a classe a que pertence o modelo de 
fruta. A classe C4 agrupa os pêssegos com diâmetro entre 56 e 61 (mm), ou seja, trata-se de 
uma fruta calibre 4.  
 
 O tempo de processamento de “calcvol” para a análise das 72 imagens foi de 0,92 
segundos, medido a partir de um temporizador inserido na macro calcvol para cronometrar o 











O SII demonstrou-se adequado e capaz de atender o PBMH (2008) na norma de 
para classificação de pêssegos, obtendo o maior diâmetro transversal do modelo de fruta com 
uma estreita margem de erro relativo percentual – Er% = 1,7%. A capacidade do SII de medir 
o volume modelo de fruta com precisão e velocidade ajustáveis é, talvez, ainda mais importante 
para aplicações futuras, pois permite uma padronização mais uniforme e justa para toda cadeia, 
uma vez que o volume representa melhor o tamanho de frutas do que o maior diâmetro 
transversal.  
 
Na tarefa de medir volumes, o SII apresentou bons resultados, com medições 
precisas (0,15% de erro relativo percentual) em sua configuração mais precisa, medições 
rápidas e com erro aceitável em sua configuração mais rápida (7,1% de erro relativo percentual) 
e um ponto ótimo entre as duas variáveis analisando 3 imagens espaçadas de 45o, produzindo 
resultados com velocidade adequada e com margem de erro pequena, com 2,5% de erro relativo 
percentual.  
O tempo de resposta do SII, para retornar volume e diâmetro, em sua configuração 
mais precisa foi de 0,92 segundos, uma velocidade já adequada para o trabalho em esteiras 
classificadoras. Ajustes na velocidade e na precisão do SII bem como a otimização do código 
escrito em linguagem compilada, indicam a possibilidade de produzir tempos ainda menores 
para o uso prático do sistema.  
 
Os materiais utilizados na construção do SII são encontrados comercialmente no 
mercado nacional, permitindo a construção do SII com custo reduzido se comparado com 
máquinas de classificação comercializadas no mercado brasileiro. Isto põe, possivelmente, o 
uso do SII ao alcance de pequenos, médios produtores e cooperativas para a classificação de 
suas frutas. 
 
Apesar do modelo de fruta utilizado no levantamento dos dados ter sido obtido a 
partir de um pêssego chiripá, qualquer fruta com forma que guarde similitude, pode, a princípio, 




Os resultados obtidos pelo SII, são típicos porque se trata de visão de máquina 
totalmente digital, a margens de erro são pequenas e a repetibilidade e a reprodutibilidade são 
altas. O SII permite a classificação de frutas com homogeneidade inatingíveis por operadores 
humanos.  
 
 A utilização de radiação infravermelho ofereceu duas notáveis vantagens durante 
os trabalhos, a segmentação da imagem para análise computacional foi grandemente facilitada 
e a medição do SII não sofreu interferências da iluminação ambiente. Por sua vez, se o SII 
trabalhar, paralelamente, com outras ferramentas ou máquinas, não sofrerá influência e não 
influenciará.   
 
No que tange a segmentação de imagem, o filtro em frente ao sensor da câmera captura 
somente a linha laser refletida pelo objeto em cena, permitindo a captura de uma imagem que 
contém, praticamente, apenas o dado a ser analisado. Este procedimento aumenta a velocidade 
de processos computacionais de forma significativa. A intermitência sincronizada dos pulsos 
estroboscópios do módulo laser infravermelho, permitiu capturar três imagens concatenadas em 
uma única imagem por fruta (frame).  A transferência do frame pela porta USB, carrega três 
vezes mais informações que uma transferência de imagem por imagem. Este mecanismo de 
transmissão, se demonstrou adequada e capaz de atender às demandas sem produzir aumento 



















6 SUGESTÕES PARA TRABALHOS FUTUROS 
 
 
• Caracterizar o desempenho metrológico do SII. Emitir um relatório de calibração 
embasado no procedimento experimental da calibração para verificar a maneira efetiva 
como os valores indicados pelo SII se relacionam com os valores do mensurando. 
 
• Desenvolver de filtros morfológicos capazes de fechar figuras com pequenas oclusões 
das linhas laser. 
 
• Desenvolver rotinas computacionais para fazer o levantamento do formato 
tridimensional de frutas selecionadas.  
 
• Substituir a câmera e lente Canon por similares de aplicação industrial.  
 
• Estudar a influência da cor da fruta na absorção e refletância da linha laser de 
comprimento de onda de 850 (nm). 
 
• Desenvolver uma esteira de transporte de frutas para integrar o SII – sistema imageador 
infravermelho. 
 
• Verificar o desempenho do SII, vantagens e desvantagens ao se iluminar a fruta em 
estudo com um feixe circular de radiação infravermelho 850 (nm), em vez de uma linha, 
com emissão estroboscópica para congelar o movimento da fruta na esteira. 
 
• Verificar se o infravermelho 850 (nm) com feixe circular possibilita destacar injurias na 
fruta; 
 





• Replicar a metodologia de Rigney (1996) e validar seu estudo sobre “características 
físicas do pêssego para orientação” aplicadas aos pêssegos nacionais e seus cultivares 
(Raseira et al., 2014).  
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Faixa de abrangência  /  probabilidade de abrangência 
σ 1,96σ 2,00σ 2,58σ 3,00σ 
68,27% 95% 95,45% 99,00% 99,73% 
1 1,837 12,706 13,968 63,656 235,811 
2 1,321 4,303 4,527 9,925 19,206 
3 1,197 3,182 3,307 5,841 9,219 
4 1,142 2,776 2,869 4,604 6,620 
5 1,111 2,571 2,649 4,032 5,507 
6 1,091 2,447 2,517 3,707 4,904 
7 1,077 2,365 2,429 3,499 4,530 
8 1,067 2,306 2,366 3,355 4,277 
9 1,059 2,262 2,320 3,250 4,094 
10 1,053 2,228 2,284 3,169 3,957 
11 1,048 2,201 2,255 3,106 3,850 
12 1,043 2,179 2,231 3,055 3,764 
13 1,040 2,160 2,212 3,012 3,694 
14 1,037 2,145 2,195 2,977 3,636 
15 1,034 2,131 2,181 2,947 3,586 
16 1,032 2,120 2,169 2,921 3,544 
17 1,030 2,110 2,158 2,898 3,507 
18 1,029 2,101 2,149 2,878 3,475 
19 1,027 2,093 2,140 2,861 3,447 
20 1,026 2,086 2,133 2,845 3,422 
25 1,020 2,060 2,105 2,787 3,330 
30 1,017 2,042 2,087 2,750 3,270 
35 1,014 2,030 2,074 2,724 3,229 
40 1,013 2,021 2,064 2,704 3,199 
50 1,010 2,009 2,051 2,678 3,157 
60 1,008 2,000 2,043 2,660 3,130 
70 1,007 1,994 2,036 2,648 3,111 
80 1,006 1,990 2,032 2,639 3,097 
90 1,006 1,987 2,028 2,632 3,086 
100 1,005 1,984 2,025 2,626 3,077 
150 1,003 1,976 2,017 2,609 3,051 
200 1,003 1,972 2,013 2,601 3,038 
1000 1,000 1,962 2,003 2,581 3,008 
10000 1,000 1,960 2,000 2,576 3,001 
100000 1,000 1,960 2,000 2,576 3,000 
Fonte: Albertazzi e Sousa, 2018, p. 451 
Tabela 18 - Coeficientes t de Student 
