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SYMMETRIC POLYNOMIALS AND EXTERIOR POWER
OF A POLYNOMIAL RING IN ONE VARIABLE
T. R. SEIFULLIN
Abstract. We consider exterior power of a polynomial ring in one variable as a module over a ring of symmetric
polynomials. It is obtained expliit expressions of symmetric polynomials via elementary symmetric polynomials.
Introduction
In this article we consider the r-th exterior power and the r-th symmetric tensors of the polynomal ring in one variable.
We consider the second as an algebra, and the first as a module over second. The r-th symmetric tensors of the
polynomal ring in one variable as an algebra is isomorphic to the algebra of symmetric polynomials in r vatiables. By
this consideration it was obtained explicit expression of any symmetric polynomial via elementary symmetric polynomials
in 1 of theorem 2.2. A similar consideration is available in the works of authors D. Laksov and A. Thorup. In the work
[6] of these authors by using similar consideration it was obtained formula in (2) of theorem 0.1 from which can be
obtained another formula that explicitly expresses any symmetric polynomial via elementary symmetric polynomials.
In writing this article I relied on works of N. Bourbaki [1-5].
1. Preliminaries
Notation 1.1. Denote by
(ai|i=p,p−1) = (), (ai|i=p,p) = (ap),
(ai|i=p,r) = (ai|i=p,q, ai|i=q+1,r), if p≤q, q+1≤r.
Denote by
(a≤r) = (ai|i=1,r).
Notation 1.2. Denote by
‖ai|i=p,p−1‖ = ‖‖, ‖ai|i=p,p‖ = ‖ap‖,
‖ai|i=p,q‖ = ‖ai|i=p,r ai|i=r+1,q‖, if p≤r, r+1≤q.
We will say that ‖ai|i=p,q‖ is a vector of the size |q−p+1.
Denote by
‖a≤r‖ = ‖ai|i=1,r‖.
Notation 1.3. Denote by





∥∥∥∥, if k≤m, m+1≤l.





j=k,l‖ = ‖aji |
j=k,l|i=p,q‖, if p≤q+1, k≤l+1.
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Notation 1.5. Denote by
(a|×0) = (), (a|×1) = (a),
(a|×(p+q)) = (a|×p, a|×q), if p≥1, q≥1.
Notation 1.6. Denote by
‖a|×0‖ = ‖‖, ‖a|×1‖ = ‖a‖,
‖a|×(p+q)‖ = ‖a|×p a|×q‖, if p≥1, q≥1.
Notation 1.7. Denote by





∥∥∥∥, if k≥1, l≥1.
There holds
‖a|×k|×p‖ = ‖a|×p|×k‖, if k≥0, p≥0.
Notation 1.8. Denote by
‖a|×p×k‖ = ‖a|×k|
×p‖ = ‖a|×p|×k‖, if k≥0, p≥0.
Notation 1.9. Let ⊤ be an associative operation, denote by
⊤(ai|i=p,p) = ⊤(ap) = ap,
⊤(ai|i=p,r) = ⊤(⊤(ai|i=p,q),⊤(ai|i=q+1,r)), if p≤q, q+1≤r.
Let ⊤ be an associative operation with an unity 1, denote by
⊤(ai|i=p,p−1) = ⊤() = 1.
Notation 1.10. If ⊤ be an associative and commutative operation, let (ai|i∈I) be a family of elements, where I be a
finite set.
Denote by
⊤(ai|i∈I) = ⊤(ap) = ap, if I={p},
⊤(ai|i∈I′∪I′′) = ⊤(⊤(ai|i∈I′),⊤(ai|i∈I′′)), if I ′∩I ′′=∅.
If ⊤ be an associative and commutative operation with an unity 1, denote by
⊤(ai|i∈I) = ⊤() = 1, if I=∅.
Notation 1.11. Let ⊤ be an binary operation. Let l=‖lj|j=k,l‖. Denote by
‖l ⊤| ai|i=p,q‖ = ‖lj⊤ai|
j=k,l
i=p,q‖, if p≤q+1, k≤l+1.
Notation 1.12. Let ⊤ be an binary operation. Let a=‖ai|i=p,q‖, where p+1≤q. Denote by
‖a‖⊤b = ‖ai⊤b|i=p,q‖.
Notation 1.13. Let p, q∈Z, and q≤p−1. Denote by [q, p]={l|l∈Z, q≤l≤p}.
Notation 1.14. Let P be a statement. We shall write ?P=1, if P is true; ?P=0, if P is false.
Notation 1.15. Let A be a set. Denote by 1A the identity map A→ A, a 7→ a.
Notation 1.16. Let A, B be sets, B⊆A. Denote by 1B⊆A the embedding map B → A, b 7→ b.
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Notation 1.17. Let A be an associative ring with an unity. Denote by 0A a zero element of the ring A, denote by 1A
an unity element of the ring A.
Notation 1.18. Let A be an associative ring, M be a module over A, denote by 0M a zero element of the module M.
Let M be a subset of the setM, denote by Span(M) the set of all linear combinations of elements of the set M , i. e. the
set of all elements of the form
∑
(aq ·mq|q∈Q), where Q be a finite set, (aq|q∈Q) be elements of the ring A, (mq|q∈Q)
be elements of the set M , and call it a linear closure of the set M over the ring A.
Notation 1.19. Denote by !r the set of all invertible maps [1, r]→ [1, r].
Denote by εr the identity map [1, r]→ [1, r], i 7→ i.
A transposition we call element τ∈!r such that for some i′, i′′∈[1, r] such that i′ 6= i” there holds τ(i′)=i′′, τ(i′′)=i′, for
any i∈[1, r] such that i 6=i′, i 6=i′′ there holds τ(i)=i.
!r is a group under operations compositions maps, an unit element of this group is εr. The group !r generated by
transpositions.
Definition 1.1. There exists an unique homomorphism of groups group !r into subgroup {−1, 1} of multiplicative group
integers Z such that τ 7→ −1 for any transposition τ∈!r.
Denote this homomorphism by sgn.
Let R be a commutative ring with a unity.
Convention 1.1. Throughout this article, unless otherwise mentioned, by module we shall mean module over R, by
tensor product we shall mean tensor product over R, by linear map we shall mean linear map over R, by bilinear map
we shall mean bilinear map over R, by algebra we shall mean algebra over R, by linear closure we shall mean linear
closure over R, by homomorphism of algebras shall mean homomorphism of algebras over R.
Let M be a module.
Notation 1.20. Denote by Tr(M) =
⊗
(M|i=1,r).




















1) For any τ ′, τ ′′∈!r, m∈Tr(M) there holds
τ ′ (τ ′′ m) = (τ ′ τ ′′)m,
2) For m∈Tr(M) there holds
εr m = m.
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Notation 1.21. Denote by TSr(M) the set of all elements m∈Tr(M) such that for any transposition τ∈!r there holds
τ m = m.
TS




r(M)→ Tr(M), m 7→ m.
Note that in cases r=0 and r=1 there holds TSr(M) = Tr(M).
Notation 1.22. Denote by TAr(M) the set of all elements m∈Tr(M) such that for any transposition τ∈!r there holds
τ m = −m.
TA




r(M)→ Tr(M), m 7→ m.
Note that in cases r=0 and r=1 there holds TAr(M) = Tr(M).
Notation 1.23. Denote by ATr(M) the submodule of the module Tr(M) generated by elements m∈Tr(M) such that
for some transposition τ∈!r there holds
τ m = −m,
Note that in cases r=0 and r=1 there holds ATr(M) = {0Tr(M)}.
Notation 1.24. Denote by Sr(M) = Tr(M)/AT




: Tr(M)→ Sr(M), m 7→ m+AT
r(M).
Note that in cases r=0 and r=1 there holds Sr(M) = Tr(M).
Notation 1.24. Denote by STr(M) the submodule of the module Tr(M) generated by elements m∈Tr(M) such that
for some transposition τ∈!r there holds
τ m = m.
Note that in cases r=0 and r=1 there holds STr(M) = {0Tr(M)}.
Notation 1.26. Denote by Ar(M) = Tr(M)/ ST
r(M), or
∧r




: Tr(M)→ Ar(M), m 7→ m+ST
r(M).
Note that in cases r=0 and r=1 there holds Ar(M) = Tr(M).
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Notation 1.28. Let m∈M. Denote by Tr(m) =m⊗r.
Proposition 1.1. Let m∈M. For any m∈M, any τ∈!p there holds
τ Tr(m) = Tr(m),
i. e. Tr(m)∈TS
r(M).




(M), where r′+r′′+2=r, there holds
m′⊗m⊗m⊗m′′ ∈ STr(M).











(M), where r′+r′′+2=r, there holds
m′⊗(m′⊗m′′−m′′⊗m′)⊗m′′ ∈ ATr(M).







Let M be a module.




: Tr(M)→ Tr(M), m 7→
∑
(sgn(τ)·(τ m)|τ∈!p).












Hence, the linear map AtrrM induces a linear map
A
r(M)→ TAr(M),
which denote by atrr
M
.
Proposition 1.5. If a module M is free, then the map atrr
M
is invertible.
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Let N, L be modules over R and φ: N→ L be a linear map.







where ni∈N for i=1, r.
Proposition 1.6. Let N, L be modules over R and φ: N→ L be a linear map. Let τ∈!r, n∈Tr(N), then
τ Tr(φ) (n) = Tr(φ) (τ n).







Proposition-notation 1.8. Let N, L be modules, φ: N→ L be a linear map.
Then the linear map Tr(φ): Tr(N)→ Tr(L) induces linear maps:
1) TSr(N)→ TSr(L), which denote by TSr(φ),
2) TAr(N)→ TAr(L), which denote by TAr(φ),
3) Ar(N)→ Ar(L). which denote by Ar(φ).
Let A an associative algebra over R with a product
piA: A×A→ A,




(A|i=1,r) is an associative algebra, as tensor product of associative algebras with units.
Notation 1.30. Denote by Tr(pi) the product in Tr(A).
Let a′i, a
′′














Proposition 1.10. If A is a commutative algebra, then Tr(A) is a commutative algebra.
For any τ∈!r. a′, a′′∈Tr(A) there holds
τ (a′·a′′) = (τ a′)·(τ a′′).
Let τ∈!r. Then
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Proposition 1.11. There holds
1) TSr(A)·TSr(A) ⊆ TSr(A);
2) TSr(A)·TAr(A) ⊆ TAr(A);
3) TSr(A)· STr(A) ⊆ STr(A).
Proposition 1.12. Let A be an associative algebra with an unity 1A.
1. TSr(A) with the product induces by the product in Tr(A) is an associative algebra with the unity
1TSr(A) = 1Tr(A),
and is a subalgebra of the algebra Tr(A).
If A is a commutative algebra, then TSr(A) is a commutative algebra.
2. TAr(A) with the product induces by the product in Tr(A) is an unitary module over algebra TS
r(A).
3. Ar(A) with the product induces by the product in Tr(A) is an unitary module over algebra TS
r(A).
Proposition 1.13. The map atrr
A
: Ar(A) → TA
r(A) is a homomorphism of modules over TSr(A), i. e. for any






Proof. Let a∈TSr(A), m∈Ar(A). Since a∈TS










(sgn(τ)·(a·(τ m))|τ∈!r) = a·(
∑











is a linear map, then atrr
A
is a homomorphism of modules over TSr(A).
Let M be a semigraded module.
Notation 1.31. Denote by Tr(M)≤d = Span(TrM (M
≤d|×r)).
T
r(M) with a semigraded (Tr(M)≤d|d∈Z) is a semigraded module.
Notation 1.32. Denote by TSr(M)≤d = Tr(M)≤d∩TS
r(M).
TS
r(M) with a semigraded (TSr(M)≤d|d∈Z) is a semigraded module.
Notation 1.33. Denote by TAr(M)≤d = Tr(M)≤d∩TA
r(M).
TA
r(M) with a semigraded (TAr(M)≤d|d∈Z) is a semigraded module.
Notation 1.34. Denote by Sr(M)≤d = (Tr(M)≤d+AT
r(M))/ATr(M).
S
r(M) with a semigraded (Sr(M)≤d|d∈Z) is a semigraded module.
Notation 1.35. Denote by Ar(M)≤d = (Tr(M)≤d+ ST
r(M))/ STr(M).
A
r(M) with a semigraded (Ar(M)≤d|d∈Z) is a semigraded module.
Proposition 1.14. There holds
S












Proposition 1.15. The map atrr
M
: Ar(M)→ AT
r(M) is a semihomogeneouse linear map of modules of the degree ≤0,
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i. e. Ar(M)≤d is lineary generated by elements of the form
∧
(mi|i=1,r), where mi∈M≤d for all i=1, r.
2) There holds
S




i. e. Sr(M)≤d is lineary generated by elements of the form
∏
(mi|i=1,r), where mi∈M≤d for all i=1, r.
Let A be a semigraded algebra with an unity.
Proposition 1.18. T




















Proposition 1.20. TAr(A) is a semigraded module over the semigraded algebra TSr(A), i. e. TAr(A) is a semi-









r(A) is a semigraded unitary module over the semigraded algebra TSr(A), i. e. Ar(A) is a















1M≤d⊆M = 1M≤d .
Then
1) The map Tr(1M≤d⊆M) induces the isomorphism of modules T
r(M≤d)→ Tr(M)≤d;
2) The map TSr(1M≤d⊆M) induces the isomorphism of modules T
r(M≤d)→ Tr(M)≤d;
3) The map TAr(1M≤d⊆M) induces the isomorphism of modules TA
r(M≤d)→ TAr(M)≤d;
4) The map Ar(1M≤d⊆M) induce the isomorphism of modules A
r(M≤d)→ Ar(M)≤d.
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Let (xi|i=1,r) be a tuple of variables.
Notation 1.36. Denote by 0(xi|i=1,r) the zero element of the ring R[xi|i=1,r], and 1(xi|i=1,r) the unit element of the
ring R[xi|i=1,r].
Definition 1.4. Define the action of permutations τ∈!r on R[xi|i=1,r] by
τ h(xi|i=1,r) = h(xτ−1(i)|i=1,r).
1.For any permutations τ ′, τ ′′∈!r and any polynomial h(xi|i=1,r) ∈ R[xi|i=1,r] there holds
τ ′ τ ′′ h(xi|i=1,r) = τ
′ (τ ′′ h(xi|i=1,r)).
2. For any polynomial h(xi|i=1,r) ∈ R[xi|i=1,r] holds
εr h(xi|i=1,r) = h(xi|i=1,r).
Notation 1.37. Denote by tsr(R[xi|i=1,r]) the set of all polynomials h(xi|i=1,r) in R[xi|i=1,r] such that for any
transposition τ in !r there holds
τ h(xi|i=1,r) = h(xi|i=1,r).
Notation 1.38. Denote by tar(R[xi|i=1,r]) the set of all h(xi|i=1,r) ∈ R[xi|i=1,r] such that for any transposition τ in
!r there holds
τ h(xi|i=1,r) = −h(xi|i=1,r).
There holds
tsr(R[xi|i=1,r])· tsr(R[xi|i=1,r]) ⊆ tsr(R[xi|i=1,r]),
tsr(R[xi|i=1,r])· tar(R[xi|i=1,r]) ⊆ tar(R[xi|i=1,r]),
1R[xi|i=1,r ] ∈ ts
r(R[xi|i=1,r]).
Hence,
1) the product in R[xi|i=1,r] induces a structure of an associative and commutative algebra on tsr(R[xi|i=1,r]) with the
unity 1R[xi|i=1,r ].
2) the product in R[xi|i=1,r] induces structure of an unitary module on tar(R[xi|i=1,r]) over the algebra tsr(R[xi|i=1,r])
with the unity 1R[xi|i=1,r ].
Let x be a variable. Since R[x] is a commutative algebra over R, then also R[x]⊗r is a commutative algebra over R as
tensor product of commutative algebras over R.
Proposition 1.23. There is an isomorphism of algebras over R
ν: R[xi|i=1,r]→ Tr(R[x]),
xi 7→ 1
⊗(i−1)⊗x⊗1⊗(r−i) for i=1, r,
1(xi|i=1,r) 7→ 1(x)⊗r.
This isomorphism induces




this means that there holds
νs(a
′(xi|i=1,r)·a′′(xi|i=1,r)) = νs(a′(xi|i=1,r))·νs(a′′(xi|i=1,r))
for any a′(xi|i=1,r), a′′(xi|i=1,r) ∈ tsr(R[xi|i=1,r]);






this means that there holds
νa(a
′(xi|i=1,r)·m′′(xi|i=1,r)) = νs(a′(xi|i=1,r))·νa(m′′(xi|i=1,r))
for any a′(xi|i=1,r) ∈ tsr(R[xi|i=1,r]), m′′(xi|i=1,r) ∈ tar(R[xi|i=1,r]).
Convention 1.2. Throughout this article put xi=1
⊗(i−1)⊗x⊗1⊗(r−i) for i=1, r.
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Notation 1.39. Denote by R[x]≤d the set of all polynomials in R[x] of the degree ≤d.
R[x]≤d is submodule of a module R[x]. The ring R[x] is a semigraded ring, with a semigraded (R[x]≤d|d∈Z).
Notation 1.40. Denote by R[(xi)
≤d|i=1,r] the set of all polynomials in R[xi|i=1,r] of the degree in xi which is ≤d for
i=1, r.

































i. e. tsr(R[xi|i=1,r]) is a semigraded algebra, ta







≤d = tsr(R[xi|i=1,r])∩ t
r(R[xi|i=1,r])
≤d,
tar(R[xi|i=1,r])≤d = tar(R[xi|i=1,r])∩ tr(R[xi|i=1,r])≤d.













i. e. tsr(R[xi|i=1,r]) is a semigraded algebra, tar(R[xi|i=1,r]) is a semigraded module over the semigraded algebra
tsr(R[xi|i=1,r]).








The isomorphism of algebras
ν: R[xi|i=1,r]→ Tr(R[x]),
induces

















Since σ(xi|i=1,r)(y) symmetrically depends from (xi|i=1,r), then σp(xi|i=1,r) is a symmetric polynomial in (xi|i=1,r).
Note that σ(xi|i=1,r)(y) has in xi the degree ≤1, hence, there holds
Proposition 1.27.
σp(xi|i=1,r) ∈ tar(R[xi|i=1,r])≤1 for p=0, r.
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Proposition 1.28. Let pd
R[x]: R[x]→ R[x]
≤d be a linear map such that xδ 7→?(δ≤d)·xδ for δ≥0. Then
pd
M
1M≤d⊆M = 1M≤d ,
and
1) The map Tr(1R[x]≤d⊆R[x]) induces the isomorphism of modules
T
r(R[x]≤d)→ Tr(R[x])≤d.
2) The map TSr(1R[x]≤d⊆R[x]) induces the isomorphism of modules
T
r(R[x]≤d)→ Tr(R[x])≤d.
3) The map TAr(1R[x]≤d⊆R[x]) induces the isomorphism of modules
TA
r(R[x]≤d)→ TAr(R[x])≤d.
4) The map Ar(1R[x]≤d⊆R[x]) induces the isomorphism of modules
A
r(R[x]≤d)→ Ar(R[x])≤d.
Proof. The first statement proposition obviously. Then 1), 2), 3) proposition it follows from proposition 1.22 under
substitution M≤d 7→ R[x]≤d for d∈Z, M 7→ R[x].
Definition 1.5. Let q′≤p′, q′′≤p′′. A map ρ: [q′, p′] → [q′′, p′′] we call monotonous on Ω⊆[q′, p′], if for any l, k in Ω
such that l<k there holds ρ(l)<ρ(k).
Notation 1.43. Denote by Crp the set of all τ∈!p such which are monotonous on [1, q] and on [q+1, p], where 0≤r≤p,
q=p−r.
Notation 1.44. Denote by Crp the set of all maps χ: [1, p]→ {0, 1} such that
∑
χ = r, where 0≤r≤p.
Notation 1.45. Denote by ¬ the map {0, 1} → {0, 1} such that ¬1=0, ¬0=1.
Notation 1.46. Let χ: [1, p]→ {0, 1} be a map. Let h=(hi|i=1,p), denote by
h|×χ := (hi|i=1,p|×χ) := (hi|×χ(i)|i=1,p).
Proposition 1.29. Each χ∈Crp corresponds unique τ∈C
r
p such that χ(τ(l)) = 1 for all l∈[1, q], χ(τ(l)) = 0 for all
l∈[q+1, p], where 1≤r≤p, q=p−r. There holds
(aτ(i)|i=1,q, bτ(i)|i=q+1,p) = (al′ |×¬χ(l′)|l′=1,p, bl′′ |×χ(l′′)|l′′=1,p)
= (ai|i=1,p|×¬χ, bi|i=1,p|×χ) = (a|×¬χ, b|×χ).
Notation 1.47. In proposition 1.29 denote by
sgn(χ) = sgn(τ).
Definition 1.6. Let H is a module, A is an associative algebra with an unity, and be given a bilinear mapA×
∧r
(H)→∧r
(H) of modules such that
∧r
(H) is a module over A, where r≥0.
Let akj∈A for j=1, p, for k=1, q, let hj∈
∧1
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Here the condition τ∈Cpp means that t is monotonous on [1, 0] and on [1, p], such map is only the identity map εp: [1, p]→
































Here the condition τ∈Crp means that t is monotonous [1, p] and on [p+1, p], and such map is only the identity map
εp: [1, p]→ [1, p], and then sgn(τ) = 1. There holds
∧
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Lemma 1.2. Let akj (xi|i=1,r)∈ ts



























Proof. Since akj (xi|i=1,r)∈ ts





































Notation 1.48. Denote by [xα]∗ the linear map R[x]→ R such that
[xα]∗.x
β =?(α=β).
Notation 1.49. Denote by x≤d = ‖xd−δ|δ=0,d‖, [y≤d]∗ = ‖[yd−δ]∗|δ=0,δ‖.
Notation 1.50. Let (x′i′ |i′=1,r′), (x
′′
i′′ |i′′=1,r′′) be tuples of variables. In general linear maps
R[x′′i′′ |i′′=1,r′′ ]→ R[x
′
i′ |i′=1,r′ ]
we will denote by a(x′i′ |i′=1,r′ ;x
′′
i′′ |i′′=1,r′′)∗, where a is a symbol.
Notation 1.51. Let A be commutative algebra. Let x=(xi|i=1,r) be variables, a=(ai|i=1,r) be elements in A. Denote
by 1(ai|i=1,r;xi|i=1,r)∗ the homomorphism of algebras R[xi|i=1,r]→ A such that xi 7→ ai for i=1, r.
Proposition 1.30. Let x=(xi|i=1,r) be variables. Then the map 1(x;x)∗ is the identity map R[x]→ R[x].
Definition 1.7. Let x′=(x′i′ |i′=1,r′), y
′=(yj′ |j′=1,t′), x′′=(x′′i′′ |i′′=1,r′′), y
′′=(yj′′ |j′′=1,t′′),
z=(zk|k=1,s) be tuples of variables. Let be given linear maps
a(x′; y′, z)∗: R[y
′, z] ( ≃ R[y′]⊗R[z])→ R[x′],
b(z, x′′; y′′)∗: R[y
′′]→ R[z, x′′] ( ≃ R[z]⊗R[x′′]).
Denote by
a(x′; y′, z)∗ b(z, x
′′; y′′)∗
= (a(x′; y′, z)∗⊗1(x′′;x′′)∗) (1(y′; y′)∗⊗b(z, x′′; y′′)∗),
and call composition of these maps. This is a linear map
R[y′, y′′] ( ≃ R[y′]⊗R[y′′])→ R[x′, x′′] ( ≃ R[x′]⊗R[x′′]).
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2. Main results
Transition 2.1. Let be given matrixs: A of the size |lk, B of the size |
l
d+1, C of the size |
l
m with elements in R[xi|i=1,r],
































































∥ for i=1, r.





















The last equality holds since σ0(xi|i=1,r) = 1(xi|i=1,r). This it implies equality being proved.
Transition 2.2. Let be given vectors: a(y) of the size |k, b(y) of the size |l, c(y) of the size |m of polynomials in






























Proof. The matrix of the second determinant is obtained from the matrix of the second determinant by the fol-





































































Then determinants of the both matrixs are equal.
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(Since elements of y≤d·y∆
′
has in y the upper degrees ≤d+∆′, elements of y≤∆



















Since elements of y≤∆
′′−1·yd−r+1+∆
′
·σ(xi|i=1,r)(y) has in y the lower degrees ≥d−r+1+∆
′≥∆′, elements of y≤d·y∆
′
has in y the lower
degrees ≥∆′, elements of y≤∆





































































































































































(The upper degree of yα·y−r·σ(xi|i=1,r)(y) in y is ≤α−r+r = α, then if β>α there holds
[yβ ]∗.yα·y−r ·σ(xi|i=1,r)(y) = 0,
if β=α there holds
[yβ ]∗.yα·y−r ·σ(xi|i=1,r)(y) = [y
r ]∗.σ(xi|i=1,r)(y) = σr(xi|i=1,r).
Hence, the matrix of the first determinant is triangular with elements σr(xi|i=1,r) on diagonal.
The lower degree of yα·σ(xi|i=1,r)(y) in y is ≥α, then if β<α there holds
[yβ ]∗.yα·σ(xi|i=1,r)(y) = 0,
if β=α there holds
[yβ ]∗.yα·σ(xi|i=1,r)(y) = [y0]∗.σ(xi|i=1,r)(y) = σ0(xi|i=1,r)(y).
Hence, the matrix of the third determinant is triangular with elements σr(xi|i=1,r) on diagonal.










Convention 2.1. In proofs of theorems 2.1 and 2.3 by
1
= we shall mean transition 2.1, by
2
= we shall mean tran-
sition 2.2, by
3
= we shall mean transition 2.3.
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(R[x])≤d for χ∈Crd+1, elements (
∧
(x≤d|×χ)|χ∈Crd+1) are lineary independent,
∧r
(R[x])≤d is a free









(R[x])≤r−1 is an one generated free module with a basis (
∧
(x≤r−1)).
Proof 1. Since χ∈Crd+1, then
∑
χ = r. Since elements in (x≤d|×χ) belongs to R[x]≤d, the number of their is equal to∑
χ′ = r, then by of proposition 1.16
∧
(x≤d|×χ′) ∈ Ar(R[x])≤d =
∧r(R[x])≤d.
Since R[x]≤d is a free module with a basis (x≤d), then (
∧
(x≤d|×χ)|χ∈Crd+1) are lineary independent in
∧r
(R[x]≤d),∧r
(R[x]≤d) is a free module with the basis (
∧
(x≤d|×χ)|χ∈Crd+1). Since by of 3 of proposition 1.28 there is an
isomorphism of modules
∧r(R[x])≤d ≃ ∧r(R[x]≤d), then elements (∧(x≤d|×χ)|χ∈Crd+1) are lineary independent in∧r
(R[x])≤d,
∧r









r consists only of one maps






























for some hqi (x) ∈ R[x]
≤d+∆ for i=1, r, for q∈Q. Then
1) S(xi|i=1,r) is polynomially expressed via (σp(xi|i=1,r)|p=1,r) polynomial of the degree ≤∆;
2) S(xi|i=1,r)∈(tsr(R[xi|i=1,r])≤1)∆;
3) S(xi|i=1,r)∈ tsr(R[xi|i=1,r])≤∆.











Columns of determinant are [y≤d+∆]∗.y
≤∆−1·σ(xi|i=1,r)(y), elements which is elements in (σp(xi|i=1,r)|p=0,r), or zeroes,
the number of such columns is ∆. Also columns of determinant are columns [y≤d+∆]∗.h
q
≤r(y), elements which are
elements in R. Hence, the determinant is polynomially expressed via elements in (σp(xi|i=1,r)|p=0,r) by a homogeneouse
polynomial of the degree =∆, since it polylineary depends from own columns. Then Sq(xi|i=1,r) is polynomially
expressed via (σp(xi|i=1,r)|p=0,r) by a homogeneouse polynomial of the degree =∆, then S(xi|i=1,r) as the sum of
Sq(xi|i=1,r) over q∈Q is polynomially expressed via (σp(xi|i=1,r)|p=0,r) by a homogeneouse polynomial of degree =∆.
Since σ0(xi|i=1,r)=1(xi|i=1,r), then S(xi|i=1,r) is polynomially expressed via elements (σp(xi|i=1,r)|p=1,r) by a polynomial
of the degree ≤∆. Since elements in (σp(xi|i=1,r)|p=0,r) belongs to tsr(R[xi|i=1,r])≤1, and S(xi|i=1,r) is expressed via
elements (σp(xi|i=1,r)|p=0,r) by a homogeneouse polynomial of the degree =∆, then S(xi|i=1,r) ∈ (tsr(R[xi|i=1,r])≤1)∆.
Since by of proposition 1.25
(tsr(R[xi|i=1,r ])≤1)∆ ⊆ tsr(R[xi|i=1,r ])≤∆,
then S(xi|i=1,r) ∈ tsr(R[xi|i=1,r])≤∆.
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and for some hqi (x) ∈ R[x]








2. Let hqi (x) ∈ R[x]














































S(xi|i=1,r) ∈ tsr(R[xi|i=1,r ]),
then statements









Since S(xi|i=1,r) ∈ tsr(R[xi|i=1,r])≤∆, then by of proposition 1.26
S(xi|i=1,r) = νs(S(xi|i=1,r)) ∈ νs(tsr(R[xi|i=1,r ])≤∆) = TS
r(R[x])≤∆.
Then by of proposition 1.20
S(xi|i=1,r)·
∧
(x≤r−1) ∈ TSr(R[x])≤∆·Ar(R[x])≤d ⊆ Ar(R[x])≤d+∆ =
∧r(R[x])≤d+∆.








for some hqi (x) ∈ R[x]
≤d+∆ for i=1, r, for q∈Q.
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Proof 2,3. There there holds
atr(S(xi|i=1,r)·
∧


























since the first equality there holds by of proposition 1.13, the second equality holds by of lemma 1.1, the fourth equality



































r(R[x])) = 0TAr(R[x]) = νa(0tar(R[xi|i=1,r])) = νa(0(xi|i=1,r)).
Since by of proposition 1.5 and proposition 1.23 maps
atrr
R[x]
: Ar(R[x])→ TAr(R[x]), νa: tar(R[xi|i=1,r ])→ TA
r(R[x]),









































S(xi|i=1,r) ∈ tsr(R[xi|i=1,r ])≤∆,
S(xi|i=1,r) ∈ TS
r(R[x])≤∆,
are equivalent. Since there holds the first, then there holds and the second.
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Theorem 2.1. Let r≥1, d=r−1, ∆≥0.





























∧r(R[x]) is a free one generated module over TSr(R[x]) by element ∧(x≤r−1).
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By of 3) of lemma 2.2
tsr(R[xi|i=1,r ])≤∆.






are equivalent. Since there holds the first statement, then there holds and the second statement.

















are equivalent. Since there holds the second equality, then there holds the first equality.




(x≤r−1). Since hi(x)∈R[x]≤d+∆ for i=1, r, then by of proposition 1.16∧
(h≤r(x)) ∈ Ar(x)≤d+∆. By of proposition 1.17
∧r(R[x])≤d+∆ is lineary generated by elements of the form ∧(h≤r(x)),
where hi(x) ∈ R[x]
≤d+∆ for i=1, r. By proposition 1.26
νs(tsr(R[xi|i=1,r ])
≤∆) = TSr(R[x])≤∆,











Proof 3. Since by of 2 of lemma 2.1
∧r
(R[x])≤r−1 is lineary generated by element
∧
(x≤r−1), then by of 2 of theorem∧r
(R[x]) is an one generated module over TSr(R[x]) element
∧
(x≤r−1). By of proposition 1.26
νs(tsr(R[xi|i=1,r ])≤∆) = TS
r(R[x])≤∆,
then any element in TSr(R[x])≤∆ is of the form S(xi|i=1,r) = νs(S(xi|i=1,r)), where

















are equivalent, and since there holds the first equality, then there holds the second equality. Then
S(xi|i=1,r) = 0(xi|i=1,r),
hence,
S(xi|i=1,r) = 0(xi|i=1,r) = 0TSr(R[x]).
Hence,
∧r
(R[x]) is a free one generated module over TSr(R[x]) by element
∧
(x≤r−1).
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Theorem 2.2. Let r≥1, d=r−1, ∆≥0.
1. Let hqi (x) ∈ R[x]















































this is equivalent to
tsr(R[xi|i=1,r ])
≤∆ ⊆ (tsr(R[xi|i=1,r ])
≤1)∆.
3. tsr(R[xi|i=1,r])≤∆ is polynomially generated by elements (σp(xi|i=1,r)|p=1,r) by polynomials of the degree ≤∆.



































Since hqi (x) ∈ R[x]
≤d+∆ for i=1, r, r≥1, d=r−1, ∆≥0, then for Sq(xi|i=1,r) it is satisfies the conditions of theorem 2.1.

























































Then from 3 of lemma 2.2 it follows
S(xi|i=1,r) ∈ tsr(R[xi|i=1,r ])≤∆.
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Then by of 1 of lemma 2.3 for some hqi (x) ∈ R[x]



















Then by of 2 of lemma 2.2
S(xi|i=1,r) ∈ (tsr(R[xi|i=1,r ])≤1)∆,
by of 1 of lemma 2.2 S(xi|i=1,r) is polynomially expressed via (σp(xi|i=1,r)|p=1,r) by polynomial of the degree ≤∆. Since
S(xi|i=1,r) is arbitrary element in tsr(R[xi|i=1,r])≤∆, then
tsr(R[xi|i=1,r ])
≤∆ ⊆ (tsr(R[xi|i=1,r ])
≤1)∆,
and tsr(R[xi|i=1,r])≤∆ is polynomially generated by elements (σp(xi|i=1,r)|p=1,r) by polynomials of the degree ≤∆.
Since by of proposition 1.26 the map
νs: tsr(R[xi|i=1,r ])→ TS
r(R[x]),




≤∆ ⊆ (tsr(R[xi|i=1,r ])
≤1)∆.
are equivalent. Since there holds the second inclusion, then there holds the first inclusion.
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Theorem 2.3. Let r≥1, d≥r−1, ∆=∆′+∆′′, ∆′≥0, ∆′′≥0.
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Since by of proposition 1.5 and proposition 1.23 maps
atrr
R[x]
: Ar(R[x])→ TAr(R[x]), νa: tar(R[x|i=1,r ])→ TA
r(R[x]),

























































are equivalent. Since there holds the second equality, then there holds the first equality.
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(Nonzero summands can be only for these χ∈Cr
d+1+∆+r for which there holds
χi=0 for all i∈[1,∆
′′] and for all i∈[∆′′+d+1,∆′′+d+1+∆′+r],






d+1. Denote by ϕ the map C
r
d+1 → B, χ


















(Since elements in [y≤d+∆]∗.A′′(xi|i=1,r)(y), [y
≤d+∆]∗.A′(xi|i=1,r)(y) belongs to TS
r(R[x])≤1, A′′ include ∆′′ columns, A′ include ∆′
columns, on the rest columns [y≤d+∆]∗.y≤d·y∆
′
there are elements in R, then the determinant ∈(TSr(R[x])≤1)∆
′+∆′′ = (TSr(R[x])≤1)∆ =
TS
r(R[x])≤∆, the last equality holds by of proposition 1.24. Since χ′∈Cr














By of proposition 1.17
∧r(R[x])≤d+∆ is lineary generated by elements of the form ∧(h≤r(x)), where hi(x) ∈ R[x]≤d+∆
for i=1, r. Then
∧r(R[x])≤d+∆ ⊆ TSr(R[x])≤∆·
∧r(R[x])≤d.
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3. Some application
Definition 3.1. Divided difference operator we call and denote by ∇(x1, x2;x)∗ the map R[x]→ R[x1, x2] such that
(x1−x2)·(∇(x1, x2;x)∗ F (x)) = F (x1)−F (x2).
Property 3.1. ∇(x1, x2;x)∗ exists and is unique such map, it is a linear map.
Property 3.2. Let x1 = x⊗1, x2 = 1⊗x. Then ∇(x1,x2;x)∗ is coproduct R[x] → R[x]⊗R[x]. This coproduct is
cocommutative and coassociative.
Cocommutativity of ∇(x1,x2;x)∗ it follows from property
∇(x1, x2;x)∗ = ∇(x2, x1;x)∗.
Coassociativity of ∇(x1,x2;x)∗ it follows from property
∇(x1, x2;x)∗∇(x, x3;x)∗ = ∇(x2, x3;x)∗∇(x1, x;x)∗.
Definition 3.2. Denote by
∇(x1;x)∗ = 1(x1;x)∗,
∇(xi|i=1,r;x)∗ = ∇(xi|i=1,r−1;x)∗∇(x, xr ;x)∗ for r≥3.
The equality
∇(xi|i=1,r;x)∗ = ∇(xi|i=1,r−1;x)∗∇(x, xr ;x)∗
holds for all r≥2.
Property 3.3. Let F (x) be a polynomial in x, then ∇(xi|i=1,r;x)∗ F (x) is symmetric polynomial in (xi|i=1,r), i. e.
belongs to tsr(R[xi|i=1,s]).
Property 3.3 it follows from property 3.2 of cocommutativity and coassociativity of the coproduct ∇.
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Lemma 3.1. Let F (x) be a polynomial in x, r≥1. There holds
1. (∇(xi|i=1,r;x)∗ F (x))·det
∥∥∥x≤r−1i |i=1,r
∥∥∥ = det







































The first transition is obtained by following transformations of columns
δ=r−1, 1:
∥∥xδi |i=1,r







∥∥ = ∥∥(xi−xr)·xδ−1i |i=1,r
∥∥.






























∥∥∥∥ = (x1−x2) =
∏
((xi−xk)|i=1,k−1|k=2,2).
There holds E(1), since
det
∥∥x01
∥∥ = 1 =∏((xi−xk)|i=1,k−1|k=2,1).
Then for all r≥1 there holds E(r).
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Proof 1. Equality being proved represent in the form E(r). Let us assume, that for some r≥2 there holds E(r−1).
There holds
det
∥∥F (xi)|i=1,r x≤r−2i |i=1,r
∥∥
= det



























∥∥∇F (xi, xr)|i=1,r−1 x≤r−3i |i=1,r−1
∥∥.
The first transition is obtained by foloows transformations of columns
δ=r−2, 1:
∥∥xδi |i=1,r







∥∥ = ∥∥(xi−xr)·xδ−1i |i=1,r
∥∥,
∥∥F (xi)|i=1,r
∥∥ 7→ ∥∥F (xi)|i=1,r
∥∥−F (xr)·
∥∥x0i |i=1,r





By of E(r−1), the first equality obtained in proof of 2 of lemma, and definition 3.2 there holds
∏
((xi−xr)|i=1,r−1)·det






∥∥∥ ·(∇(xi|i=1,r−1;x)∗∇F (x, xr))
= det
∥∥∥x≤r−1i |i=1,r
∥∥∥ ·(∇(xi|i=1,r−1;x)∗∇(x, xr ;x)∗ F (x))
= det
∥∥∥x≤r−1i |i=1,r
∥∥∥ ·(∇(xi|i=1,r;x)∗ F (x)).
Thus there holds E(r), i. e.
det
∥∥∥x≤r−1i |i=1,r
∥∥∥ ·(∇(xi|i=1,r;x)∗ F (x)) = det
∥∥F (xi)|i=1,r x≤r−2i |i=1,r
∥∥.
There holds E(2), since










































































There holds E(1), since






Then for all r≥1 there holds E(r).
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Corollary 3.1. Let F (x) be a polynomial in x of the degree ≤d, d≥r−1, r≥1. Then
∇(xi|i=1,r;x)∗ F (x) = det
∥∥[y≤d]∗.| y≤d−r·σ(xi|i=1,r)(y) F (y) y≤r−2
∥∥,
∇(xi|i=1,r;x)∗ F (x) ∈ tsr(R[xi|i=1,s])≤d−r+1,
F (x)∧
∧
(x≤r−2) = (∇(xi|i=1,r;x)∗ F (x))·
∧
(x≤r−1).
Proof. Let’s make the substitution ∆ 7→ d−r+1, r 7→ r in 2 of theorem 2.2, then
h≤r(x) 7→ (F (x), x≤r−2),
S(xi|i=1,r) 7→ ∇(xi|i=1,r;x)∗ F (x).
It is satisfies conditions of 1 of theorem 2.2, since r 7→ r≥1, ∆ 7→ d−r+1≥0,
(hi(x)∈R[x]≤r−1+∆ for i=1, r) 7→ (F (x)∈R[x]≤d, x≤δ ∈ R[x]≤d for δ=0, r−2),
that holds, since F (x) is a polynomial of the degree ≤d and δ≤r−2≤r−1≤d;
S(xi|i=1,r) 7→ ∇(xi|i=1,r;x)∗ F (x) ∈ tsr(R[xi|i=1,s]),




7→ (∇(xi|i=1,r;x)∗ F (x))·det
∥∥∥x≤r−1i |i=1,r
∥∥∥ = det
∥∥F (xi)|i=1,r x≤r−2i |i=1,r
∥∥,






7→ ((∇(xi|i=1,r;x)∗ F (x))·
∧
(x≤r−1) = F (x)∧
∧
(x≤r−2)).




7→ (∇(xi|i=1,r;x)∗ F (x) = det
∥∥[y≤d]∗.| y≤d−r·σ(xi|i=1,r)(y) F (y) y≤r−2
∥∥),
(S(xi|i=1,r) ∈ tsr(R[xi|i=1,s])≤∆) 7→ (∇(xi|i=1,r;x)∗ F (x) ∈ tsr(R[xi|i=1,s])≤d−r+1).




where λi∈R for i=1, r, then
∇(λi|i=1,r;x)∗ F (x) = det











∇(λi|i=1,r;x)∗ F (x) = det
∥∥[y≤d]∗.| y≤d−r·σ(λi|i=1,r)(y) F (y) y≤r−2
∥∥
= det
∥∥[y≤d]∗.| y≤d−r·f(y) F (y) y≤r−2
∥∥.
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4. Examples
Example 4.1.
(ai|i=2,5) = (a2, a3, a4, a5),



































(a≤4) = (a1, a2, a3, a4),



























(a|×4) = (a, a, a, a),










a a a a
a a a a













Example 4.3. ?(3=3) = 1, ?(3=2) = 0, ?(3<2) = 0, ?(2≤3) = 1.
Example 4.4.
∑










(a1, a2, a3, a4) = a1∧a2∧a3∧a4.
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, ‖a‖ = ‖a2 a3 a4 a5‖,
then







Example 4.6. Let ⊤ be a binary operation,
‖a‖ = ‖a2 a3 a4 a5‖,
then
‖a‖⊤b = ‖a2 a3 a4 a5‖⊤b = ‖a2⊤b a3⊤b a4⊤b a5⊤b‖.




(0, 0, 1, 0, 1) = 0+0+1+0+1 = 2.
Hence, χ∈C25. There holds
¬χ = ¬(0, 0, 1, 0, 1) = (¬0,¬0,¬1,¬0,¬1) = (1, 1, 0, 1, 0).
Let a = (ai|i=1,5) = (a1, a2, a3, a4, a5), b = (bi|i=1,5) = (b1, b2, b3, b4, b5). There holds
a|×¬χ = (a1, a2, a3, a4, a5)|×(1,1,0,1,0) = (a1|×1, a2|×1, a3|×0, a4|×1, a5|×0) = (a1, a2, a4),
b|×χ = (b1, b2, b3, b4, b5)|×(0,0,1,0,1) = (b1|×0, b2|×0, b3|×1, b4|×0, b5|×1) = (b3, b5).
Then
(a|×¬χ, b|×χ) = (a1, a2, a4, b3, b5) = (aτ(1), aτ(2), aτ(3), bτ(4), bτ(5)),
where τ=(1, 2, 4, 3, 5). There holds τ∈!5, the map τ is monotonous on [1, 3], and monotonous on [4, 5], hence, τ∈C25 .
There holds
χ(τ) = χ(1, 2, 4, 3, 5) = (χ(1), χ(2), χ(4), χ(3), χ(5)) = (0, 0, 0, 1, 1).


















∧ h1 h2 h3 h4
∥∥∥∥∥∥






































































































































































































































































∧ h1 h2 h3
∥∥∥∥∥∥∥∥∥∥
= 0.
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Convention 4.1. Let r≥1. In following examples put
σp = σp(xi|i=1,r) for p=0, r,
σ˜p = σp(xi|i=1,r) for p=0, r.
Example 4.10.
x≤0 = ‖x0‖, x≤1 = ‖x1 x0‖, x≤2 = ‖x2 x1 x0‖, x≤3 = ‖x3 x2 x1 x0‖.
Example 4.10.


















































[y4]∗.H(y)=H4, [y3]∗.H(y)=H3, [y2]∗.H(y)=H2, [y1]∗.H(y)=H1, [y0]∗.H(y)=H0;




















































[y4]∗.y1·H(y)=H3, [y3]∗.y1·H(y)=H2, [y2]∗.y1·H(y)=H1, [y1]∗.y1·H(y)=H0, [y0]∗.y1·H(y)=0;
[y4]∗.y0·H(y)=0, [y3]∗.y0·H(y)=H3, [y2]∗.y0·H(y)=H2, [y1]∗.y0·H(y)=H1, [y0]∗.y0·H(y)=H0;
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δ = hi,4·x4+hi,3·x3+hi,2·x2+hi,1·x1+hi,0·x0 for i=1, r.
Then
‖[y≤d+∆]∗.|h≤r(y)‖ = ‖[y































If ∆=2, d=r−1, then






















































·s(y)‖ = ‖[y≤6]∗.|y≤1·y2·s(y)‖ = ‖[y≤6]∗.| y1·y2·s(y) y0·y2·s(y)‖



































































































Example 4.16. Let ∆=2, r=3, d=r−1, ∆′=1. Then
‖[y≤d+∆]∗.|y≤d·y∆
′
















































SYMMETRIC POLYNOMIALS AND EXTERIOR POWER 35
Example 4.17. Let r=3.
If d=r−1, then
‖x≤di |























































(x2, x1, x0) = x2∧x1∧x0.
If d=3, then
‖x≤di |




































































































































































































































































































































(h1(x), h2(x), h3(x)) = h1(x)∧h2(x)∧h3(x).
36 T. R. SEIFULLIN
Example 4.20. (to lemma 2.2) Let ∆=2, r=3, d=r−1.
Let hi(x) ∈ R[x]




hi,δ·xδ for i=1, r.
Let
S(x1, x2, x3) = det
∥∥∥∥∥∥∥∥∥∥
σ0 h1,4 h2,4 h3,4
σ1 σ0 h1,3 h2,3 h3,3
σ2 σ1 h1,2 h2,2 h3,2
σ3 σ2 h1,1 h2,1 h3,1




1) S(x1, x2, x3) is polynomially expressed via (σ˜1, σ˜2, σ˜3) by polynomial of the degree ≤∆;
2) S(x1, x2, x3) ∈ (tsr(R[x1, x2, x3])≤1)∆;
3) S(x1, x2, x3) ∈ tsr(R[x1, x2, x3])≤∆.
Proof. Determinant polylineary depends from ∆ first columns, elements which are (σ˜0, σ˜1, σ˜2, σ˜3), hence, polynomi-
ally is expressed via (σ˜0, σ˜1, σ˜2, σ˜3) by homogeneouse polynomial of the degree ∆. Then S(x1, x2, x3) polynomially is
expressed via (σ˜0, σ˜1, σ˜2, σ˜3) by homogeneouse polynomial of the degree ∆. Since σ˜0=1(x1, x2, x3), then S(x1, x2, x3) is
polynomially expressed via (σ˜1, σ˜2, σ˜3) by polynomial of the degree ≤∆.
Since σ˜0, σ˜1, σ˜2, σ˜3 ∈ tsr(R[x1, x2, x3])≤1, and S(x1, x2, x3) is polynomially expressed via (σ˜0, σ˜1, σ˜2, σ˜3) by homoge-
neouse polynomial of the degree ≤∆, then S(x1, x2, x3) ∈ (tsr(R[x1, x2, x3])≤1)∆.
Since by of proposition 1.25
(tsr(R[x1, x2, x3])
≤1)∆ ⊆ tsr(R[x1, x2, x3]≤∆,
then S(x1, x2, x3) ∈ tsr(R[x1, x2, x3]≤∆.
Example 4.21. (to theorem 2.1) Let ∆=3, r=3, d=r−1.




hi,δ·xδ for i=1, r.
Let
S(x1, x2, x3) = det
∥∥∥∥∥∥∥∥∥∥∥∥
σ0 h1,5 h2,5 h3,5
σ1 σ0 h1,4 h2,4 h3,4
σ2 σ1 σ0 h1,3 h2,3 h3,3
σ3 σ2 σ1 h1,2 h2,2 h3,2
σ3 σ2 h1,1 h2,1 h3,1






























that is equivalent to
S(x⊗1⊗1, 1⊗x⊗1, 1⊗1⊗x) ∈ TSr(R[x])≤∆,
h1(x)∧h2(x)∧h3(x) = S(x⊗1⊗1, 1⊗x⊗1, 1⊗1⊗x)·(x2∧x1∧x0).
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σ0 h1,5 h2,5 h3,5
σ1 σ0 h1,4 h2,4 h3,4
σ2 σ1 σ0 h1,3 h2,3 h3,3
σ3 σ2 σ1 h1,2 h2,2 h3,2
σ3 σ2 h1,1 h2,1 h3,1

























σ0 h1,5 h2,5 h3,5
σ1 σ0 h1,4 h2,4 h3,4
σ2 σ1 σ0 h1,3 h2,3 h3,3
σ3 σ2 σ1 h1,2 h2,2 h3,2
σ3 σ2 h1,1 h2,1 h3,1
























σ0 h1,5 h2,5 h3,5
σ1 σ0 h1,4 h2,4 h3,4
σ2 σ1 σ0 h1,3 h2,3 h3,3 1
σ3 σ2 σ1 h1,2 h2,2 h3,2 1
σ3 σ2 h1,1 h2,1 h3,1 1






















σ0 h1,5 h2,5 h3,5
σ1 σ0 h1,4 h2,4 h3,4
σ2 σ1 σ0 h1,3 h2,3 h3,3 1
σ3 σ2 σ1 h1,2 h2,2 h3,2 1
σ3 σ2 h1,1 h2,1 h3,1 1










σ0 h1,5 h2,5 h3,5
σ1 σ0 h1,4 h2,4 h3,4
σ2 σ1 σ0 h1,3 h2,3 h3,3 1
σ3 σ2 σ1 h1,2 h2,2 h3,2 1
σ3 σ2 h1,1 h2,1 h3,1 1







σ0 h1,5 h2,5 h3,5
σ1 σ0 h1,4 h2,4 h3,4
σ2 σ1 1 σ0 h1,3 h2,3 h3,3
σ3 σ2 1 σ1 h1,2 h2,2 h3,2
σ3 1 σ2 h1,1 h2,1 h3,1









σ2 σ1 1 σ0
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Example 4.22. (to theorem 2.3) Let ∆=3, r=3, d=3.
1. Let hi(x) ∈ R[x]











σ˜0 h1,6 h2,6 h3,6
σ˜1 σ˜0 h1,5 h2,5 h3,5
σ˜2 σ˜1 1 h1,4 h2,4 h3,4
σ˜3 σ˜2 1 σ˜0 h1,3 h2,3 h3,3
σ˜3 1 σ˜1 h1,2 h2,2 h3,2
1 σ˜2 h1,1 h2,1 h3,1
σ˜3 h1,0 h2,0 h3,0
∧ x3 x2 x1 x0
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
.











σ0 h1,6 h2,6 h3,6
σ1 σ0 h1,5 h2,5 h3,5
σ2 σ1 1 h1,4 h2,4 h3,4
σ3 σ2 1 σ0 h1,3 h2,3 h3,3
σ3 1 σ1 h1,2 h2,2 h3,2
1 σ2 h1,1 h2,1 h3,1


























40 T. R. SEIFULLIN









σ0 h1,6 h2,6 h3,6
σ1 σ0 h1,5 h2,5 h3,5
σ2 σ1 1 h1,4 h2,4 h3,4
σ3 σ2 1 σ0 h1,3 h2,3 h3,3
σ3 1 σ1 h1,2 h2,2 h3,2
1 σ2 h1,1 h2,1 h3,1


























σ0 h1,6 h2,6 h3,6
σ1 σ0 h1,5 h2,5 h3,5
σ2 σ1 1 h1,4 h2,4 h3,4
σ3 σ2 1 σ0 h1,3 h2,3 h3,3
σ3 1 σ1 h1,2 h2,2 h3,2
1 σ2 h1,1 h2,1 h3,1


























σ0 h1,6 h2,6 h3,6
σ1 σ0 h1,5 h2,5 h3,5
σ2 σ1 1 h1,4 h2,4 h3,4
σ3 σ2 1 σ0 h1,3 h2,3 h3,3
σ3 1 σ1 h1,2 h2,2 h3,2
1 σ2 h1,1 h2,1 h3,1





























































Dividing both parts of the obtained equality by the common multiple we obtain the equality
det
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
σ0 h1,6 h2,6 h3,6
σ1 σ0 h1,5 h2,5 h3,5
σ2 σ1 1 h1,4 h2,4 h3,4
σ3 σ2 1 σ0 h1,3 h2,3 h3,3
σ3 1 σ1 h1,2 h2,2 h3,2
1 σ2 h1,1 h2,1 h3,1
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σ˜0 h1,6 h2,6 h3,6
σ˜1 σ˜0 h1,5 h2,5 h3,5
σ˜2 σ˜1 1 h1,4 h2,4 h3,4
σ˜3 σ˜2 1 σ˜0 h1,3 h2,3 h3,3
σ˜3 1 σ˜1 h1,2 h2,2 h3,2
1 σ˜2 h1,1 h2,1 h3,1
σ˜3 h1,0 h2,0 h3,0




σ˜0 h1,6 h2,6 h3,6
σ˜1 σ˜0 h1,5 h2,5 h3,5
σ˜2 σ˜1 1 h1,4 h2,4 h3,4
σ˜3 σ˜2 σ˜0 h1,3 h2,3 h3,3
σ˜3 σ˜1 h1,2 h2,2 h3,2
σ˜2 h1,1 h2,1 h3,1





σ˜0 h1,6 h2,6 h3,6
σ˜1 σ˜0 h1,5 h2,5 h3,5
σ˜2 σ˜1 h1,4 h2,4 h3,4
σ˜3 σ˜2 1 σ˜0 h1,3 h2,3 h3,3
σ˜3 σ˜1 h1,2 h2,2 h3,2
σ˜2 h1,1 h2,1 h3,1





σ˜0 h1,6 h2,6 h3,6
σ˜1 σ˜0 h1,5 h2,5 h3,5
σ˜2 σ˜1 h1,4 h2,4 h3,4
σ˜3 σ˜2 σ˜0 h1,3 h2,3 h3,3
σ˜3 1 σ˜1 h1,2 h2,2 h3,2
σ˜2 h1,1 h2,1 h3,1





σ˜0 h1,6 h2,6 h3,6
σ˜1 σ˜0 h1,5 h2,5 h3,5
σ˜2 σ˜1 h1,4 h2,4 h3,4
σ˜3 σ˜2 σ˜0 h1,3 h2,3 h3,3
σ˜3 σ˜1 h1,2 h2,2 h3,2
1 σ˜2 h1,1 h2,1 h3,1
σ˜3 h1,0 h2,0 h3,0
∥∥∥∥∥∥∥∥∥∥∥∥∥∥
·(x3∧x2∧x1).




(R[x])≤d. Coefficients of their is de-
terminants, which ∈ (TS(R[x])≤1)∆ ⊆ TS(R[x])≤∆, since σ˜0, σ˜1, σ˜2, σ˜3 ∈ TS(R[x])≤1, in all determinants the num-
ber of columns with σ˜0, σ˜1, σ˜2, σ˜3 is equal to ∆
′′+∆′=∆, inclusion ⊆ holds by of proposition 1.24. There holds
h1(x)∧h2(x)∧h3(x) ∈
∧r







∧r(R[x])≤d+∆ lineary generated by elements of the form h1(x)∧h2(x)∧h3(x), where h1(x), h2(x), h3(x) ∈
R[x]≤d+∆ for r=3.
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Example 4.23. (to theorem 2.2) Let ∆=3, r=3, d=r−1,
F (x) = F2·x2+F1·x1+F0·x0,
S(x1, x2, x3) = F (x1)·F (x2)·F (x3).
Tnen
S(x⊗1⊗1, 1⊗x⊗1, 1⊗1⊗x)·(x2∧x1∧x0) = (F (x)⊗F (x)⊗F (x))·(x2∧x1∧x0)
= (F (x)·x2)∧(F (x)·x1∧(F (x)·x0),
S(x1, x2, x3) = det
∥∥∥∥∥∥∥∥∥∥
σ0(x1, x2, x3) F2
σ1(x1, x2, x3) σ0(x1, x2, x3) F1 F2
σ2(x1, x2, x3) σ1(x1, x2, x3) F0 F1 F2
σ3(x1, x2, x3) σ2(x1, x2, x3) F0 F1
σ3(x1, x2, x3) F0
∥∥∥∥∥∥∥∥∥∥
= Res(σ(x1, x2, x3), f).
Let
f(x) = (x−λ1)·(x−λ2)·(x−λ3) = f3·x3+f2·x2+f1·x1+f0·x0.
Then
f(x) = σ0(λ1, λ2, λ3)·x3+σ1(λ1, λ2, λ3)·x2+σ2(λ1, λ2, λ3)·x1+σ3(λ1, λ2, λ3)·x0,
hence,
σ0(λ1, λ2, λ3) = f3, σ1(λ1, λ2, λ3) = f2, σ2(λ1, λ2, λ3) = f1, σ3(λ1, λ2, λ3) = f0,
σ(λ1, λ2, λ3)(x) = σ0(λ1, λ2, λ3)·x3+σ0(λ1, λ2, λ3)·x2+σ0(λ1, λ2, λ3)·x1+σ0(λ1, λ2, λ3)·x0
= f3·x3+f2·x2+f1·x1+f0·x0 = f(x).
We have
S(λ1, λ2, λ3) = F (λ1)·F (λ2)·F (λ3),
S(λ1, λ2, λ3) = det
∥∥∥∥∥∥∥∥∥∥
σ0(λ1, λ2, λ3) F2
σ1(λ1, λ2, λ3) σ0(λ1, λ2, λ3) F1 F2
σ2(λ1, λ2, λ3) σ1(λ1, λ2, λ3) F0 F1 F2
σ3(λ1, λ2, λ3) σ2(λ1, λ2, λ3) F0 F1





f2 f0 F1 F2
f1 f1 F0 F1 F2
f0 f2 F0 F1
f3 F0
∥∥∥∥∥∥∥∥∥∥
= Res(σ(λ1, λ2, λ3), F ) = Res(f, F ).
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·(∇(x1, x2, x3, x4, x5;x)∗ F (x)).
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Let d=3, r=4, ∆=r−1. By of 2 of lemma 3.2
















































































that is equivalent to
(∇(x1,x2,x3,x4;x)∗ F (x))·(x3∧x2∧x1∧x0) = F (x)∧x2∧x1∧x0,
and by of 1 of theorem 2.2





σ2 σ1 σ0 F4
σ3 σ2 σ1 F3
σ4 σ3 σ2 F2 1







σ2 σ1 σ0 F4
σ3 σ2 σ1 F3
∥∥∥∥∥∥∥∥
.
Let d=4, r=3, then















































































Let d=2, r=3, then







Let d=3, r=3, then












SYMMETRIC POLYNOMIALS AND EXTERIOR POWER 47
Let d=3, r=4, then








Let d=4, r=4, then













Let d=5, r=4, then





σ3 σ2 F2 1










Let d=6, r=4, then




σ2 σ1 σ0 F4
σ3 σ2 σ1 F3
σ4 σ3 σ2 F2 1







σ2 σ1 σ0 F4
σ3 σ2 σ1 F3
∥∥∥∥∥∥∥∥
.
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Let d=1, r=2, then




∥∥∥∥ = det ‖F1‖.
Let d=2, r=2, then











Let d=3, r=2, then














Let d=4, r=2, then
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Let d=0, r=1, then
∇(x1;x)∗ F (x) = det ‖F0‖ = det ‖F0‖ = F (x1).
Let d=1, r=1, then












∥∥∥∥ = F (x1).
Let d=2, r=1, then



















Let d=3, r=1, then






















Let d=4, r=1, then
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f2 f3 f4 F4
f2 f2 f3 F3
f0 f2 f2 F2 1







f2 f3 f4 F4
f2 f2 f3 F3
∥∥∥∥∥∥∥∥
.






f2 f3 f4 [x
4]∗
f2 f2 f3 [x
3]∗













f2 f3 f4 [x
4]∗
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