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CHAPTER 1 INTRODUCTION 
The ability to represent texture is the single most important step in the development 
of systems for measuring the similarity of textures and segmenting images on the basis of 
differences in textures. 
1.1 What is Texture? 
A formal definition of textiure does not exist, although texture is an intuitive concept, [t is 
said in [29j that texture has been extremely refiractory to precise definition. Bovik et aL [2) sug­
gest that an exact definition of texture either as a surface property or as an image property has 
never been adequately formulated. Despite this lack of a universally agreed definition, textures 
are often described as homogeneous patterns of spatial arrangements of pixels that regional 
intensity or color alone cannot sufficiently describe. They may consist of the structiured and/or 
random placement of elements, but also may be without fiindamental subunits. For example. 
Fig. 1.1 illustrates a variety of real-world images where textiure contributes considerably to the 
"look and feel" of the image. 
Some researchers describe textiure in terms of the human visual system: that textures do 
not have uniform intensity, but are nonetheless perceived as homogeneous regions by a human 
observer. For example. Chaudhuri et aL [6| notes that : 
Texture regions give different interpretations at different distances and at differ­
ent degrees of visual attention. .A.t a standard distance with normal attention, it 
gives the notion of macroregularity that is characteristic of the particular texture. 
When viewed closely and attentively, homogeneous regions and edges, sometimes 
constituting texels. are noticeable. 
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(a) 
•Wl-v:-;'!';'?: 
(b) 
Figure LI Examples of images with texture content, (a) natural scene 
image with trees, sky. and clouds, (b) some of the texture images 
from well-known Brodatz texture album and MeasTex databa^'e. 
However, a definition based on human acuity poses problems when used as the theoretical 
basis for a quantitative texture analysis algorithm. Faugeras and Pratt [23} note that the basic 
pattern and repetition frequency of a texture sample could be perceptually invisible, although 
quantitatively present. 
Most natural siurfaces exhibit texture, for example, clouds, trees, bricks, grass, and water 
images can be described as textures. Therefore a texture recognition sjrstem will be a natural 
part of many computer vision systems. .Application domains of texture analysis are described 
in the following section. 
1.2 Applications of Tescture Analysis 
There exists a wide range of the successftil applications of texture recognition systems. An 
overview article by Tacerjran and Jain [79j contains more information about applications of 
texture analysis. We discuss a few examples briefly in this section. 
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Remote Sensing Remote sensing is the measorement of object properties fer from the ob­
ject. Remote sensing techniques include satellite photography, sonar smrroys. seismic surveys, 
etc. .A. number of texture recognition approaches have been applied to images obtained by 
remote sensing techniques for the purpose of terrain classification [82}. cloud classification [43]. 
sea floor mapping [49], and seismic pattern recognition [64]. 
Medical Imaging This field has benefited significantly from texture analysis techniques. 
Ultrasound, x-ray. tomography, and Magnetic Resonance Image (MRI) images are routinely 
analjfzed with respect to their texture properties in medical diagnosis applications. .Applica­
tions include classification of ultrasound liver(normal/abnormal) images [85]. lesion detection 
in mammographic images for early cancer detection [27]. ultrasound beef quality grading [37]. 
and abdominal organ segmentation on MRI [39]. 
Document Analysis Most of the information available is either recorded on paper or 
in the form of photographs and videos. This information needs to be digitized into images and 
the text converted to ASCII for storage, retrieval, and manipulation to build a digital library. 
The text regions of printed documents are perceived as texture when viewed from a sufficient 
distance. Texture segmentation techniques have been successfiiUy applied for discriminating 
text regions from other objects such as figures and plots [86. 33]. The extracted text regions are 
then subsequently analyzed using optical character recognition (OCR) systems for character 
recognition. 
Content based image retrieval Digital media and, in particular, images cuid video data, 
present mciny chaUenging problems in storage, access, cind distribution. Large collections of 
multimedia documents can be found in diverse application domains such as the entertainment 
industry, education, medical imaging, and geographic information systems. However, locating 
cin image (or video frame) is not straightforward. Content based image search scheme have 
been an evolving research area in computer vision for the past few years. Since some content 
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tjrpes, such, as grass, trees. leaves, hair, sky, water, and brick wall have texture as an important 
characteristic, texture analysis methods have been successfully applied to content based image 
retrieval systems [50, 88, 56, 72J. 
Digital image watermarking With the rapid growth of Internet technologies and avail­
ability of multimedia computing facilities, the enforcement of multimedia copyright protection 
becomes an important issue. Digital watermarking is viewed as an effective way to deter con­
tent users from illegal distribution [13}. One approach to achieve this goal in digital image 
watermarking involves adding an invisible information (called watermark) to a "host image' to 
mark ownership of the image. The watermark must be imperceptible (transparent) yet must 
be unaffected (robust) by signal processing methods that attempt to remove the embedded 
watermark. However, these are conflicting requirements where a suitable trade-off needs to be 
made. By applying texture segmentation algorithms, content based watermarking techniques 
can be developed [34]. It is shown that by embedding different amounts of key information 
depending on the textureness of a region improves both the robustness and perceived quality 
of the watermarked image [341. 
1.3 Issues in Texture Analysis 
As discussed above, texture recognition systems find a large number of applications. While 
a considerable reseairch has been carried out in the field of textiure anal]rsis. the problems related 
to texture processing have still only been partially solved and active research is continuing. In 
this section- we address a few important issues in texture cinalysis area. 
First, there are no widely used performance metrics for texture analysis algorithms, as 
evidenced by the lack of quantitative comparisons in literature. It is obvious that obtaining 
a "good" feature set is the most important step for texture classification and segmentation. 
However, the bases for comparison which, involves choice of texture databases, size of input sam­
ples, preprocessing technique, classification algorithms, feature selection method, and amount 
of training and testing data set. These are generally not consistent in each, experiment. A 
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different database is employed even among the comparative studies, making the problem more 
complicated. 
Second, perceptual meanings of texture features are not clearly provided, which implies 
either the characteristics of the features are not accurately measiured or the featiues do not 
have a physical connection to texture properties, such as "coarseness", "directionality", and 
•Regularity". This needs to be taken into account during the feature extraction procedure. 
The last issue involves view-point invariant properties of texture features. Textiures in real-
world images are very often distorted by artifacts such as those resulting from non-uniform 
lighting (illumination), shading, or different view angles. This makes the problem of texture 
analysis more difficult. The variables associated with image formation in the case of real 
world images is illustrated in Fig. 1.2. It is very difficult to obtain texture features that are 
independent of all possible variables simultaneously. Until recently, successful studies on this 
important issue have been limited. 
1.4 Scope of this dissertatioa 
The main focus of this dissertation is on wavelet-based approaches for efficient texture 
classiScation and segmentation. To achieve this goal, the dissertation addresses the following 
issues. 
1. Oriented wavelet filter design. Conventional wavelet transforms result in four subim-
ages with a mixture of the two orientations (horizontal/vertical). However, it has limited 
freedom with regard to orientation tuning for image analysis. This problem can be al­
leviated by using oriented wavelet filters by providing information that complements 
information generated via standard wavelet filters. In this study, a new oriented wavelet 
filter set capable of obtaining better characterization of oriented textures is described. 
2. Viewpoint invariant texture representatioa We address one of the most important 
and difficult issues in this study. We assume that the view angle is perpendicular to 
the textiure sturface(^ = 90°) and the scale is restricted (5^ = constcint). However, the 
6 
/ I \ 5 
8 
Figure L.2 Image formation from texture surface. 0=rotationj <p=view an­
gle, (J=scale, A=illumination. 
rotation (0) is not restricted, and we explore texture representations that approximate 
the rotation invariance since it is one of the important view-point invariance problems. 
We also do not restrict the illumination (A) parameter and obtain illimiination-invariance 
using rotation-invariant texture features. 
3. Perceptually meaningful texture feature extraction .A.s the importance of digital 
libraries are increasing, a feature set that is capable of representing texture properties is 
also becoming increasingly important. We take this issue into account during the feature 
extraction process. 
4. Feature dimensionality reduction for efficient textxire segmentation An im­
portant issue in the design of a multichannel filtering system for texture segmentation 
is the selection of usefiil channels. Channels that contain weak discriminatory informa­
tion do not improve the overall segmentation performemce. An efficient channel selection 
method will be proposed for addressing the unsupervised texture segmentation problem. 
1.5 Outline of this dissertation 
This dissertation can be divided into three parts; the introductory part (Chapter 1, 2, and 
3), the methodology part (Chapter 4, 6. and 7), and the application peirt (Chapter 5, 6, 8). 
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Note that Chapter 6 includes both methodology and appOcation. An overview of the chapters 
is given in this section. 
Chapter 1: Introduction to the problems and a brief overview of applications 
Chapter 2: A summary of popular textmre analysis methods is given. In addition, a 
survey covering a broad range of prior work relative to each method is provided. 
Chapter 3: A description of a standard wavelet transform is given. Furthermore, wavelet 
frames, wavelet packet, and tree-structured wavelet transform used for characterizing texture 
are discussed. Literature survey on the previous work relating to wavelet and texture analysis 
is also given. 
Chapter 4: Two oriented wavelet transforms are described and a new wavelet filterbank is 
proposed for efficient characterization of textiure images. A combination of the new filterbank 
and the standard wavelet filterbank constitutes a dual wavelet filterbank (DWFB) with which 
texture can be more efficiently characterized. 
Chapter 5: The effectiveness of the filterbank proposed in Chapter 4 is demonstrated 
for a texture classification problem using two different texture databases which include a vari­
ety of texture patterns. 
Chapter 6: A set of new DWFB-based features is proposed for rotation-invariance and 
grajrscale transform-invariance problems. Experimental evidence showing effectiveness of the 
feature set are provided. 
Chapter 7: A feature reduction method for a multichajmel-bcised segmentation approach 
is developed. The feature vector dimensions are reduced by discarding channels that contain 
weak discriminatory power. 
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Chapter 8: An application of wavelet analysis to the tendon injxiry evaluation of racehorse 
is demonstrated. The segmentation algorithm developed in Chapter 7 is applied to localize 
the damaged tendon area. The effectiveness of wavelet-based energy features for tendon fiber 
alignment is also demonstrated. 
Chapter 9: .A. few concluding remarks are presented. X siunmary of the findings and 
contributions of this study, followed by a list of areas where further investigation may lead to 
improvement in the proposed textiure analysis algorithms is included. 
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CHAPTER 2 RELATED WORK ON TEXTURE 
A variety of methods for texture feature extraction have been proposed during the last few-
decades. A good overview of this subject is found in [79|. Texture analysis, in general, can be 
classified into three categories: statistical, structural, and spectral. However, we prefer to use 
the terms "statistical', 'model-based', and "filtering-based", since many popular and successful 
approaches belongs to one of these categories. 
This chapter summarizes concepts underlying a few popular texture analysis methods in 
each category, and discusses issues of comparative performance among algorithms. Popular 
methods include co-occturence matrix. Markov Random Field model. Fourier transform. Gabor 
filter set. and the wavelet filterbank method. 
2.1 Statistical Approach 
Statistical approaches rely on the assimiption that texture can be defined by local statistical 
properties of pixel gray levels. One of the simplest approaches for describing textiures is to 
use moments of the gray-level histogram of a texture image [261- In 1973. Handick et aL ["29) 
proposed a set of fourteen features firom a gray-level cooccurrence matrix (GLCM) whose 
elements represent estimates of the probability of transitions firom one level to another in a 
given direction (9) at a given interpixel distance (J). The probability measure is defined by 
Pr{x) = {Cij|(d*.0)}-. where the GLCM is defined by 
.Vf 
Cij = Pij/ Pij. 
i.j=l 
Pij represents the number of occurrences of gray level pj and gj. and M is the total possible 
number of gray level pairs. 
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The size of C is determined by the number of distinct gray levels in the input image. 
However, to reduce the computational demcinds for the GLCM featxrre extraction, the image 
intensities need to be quantized into fewer gray levels (typically from 256 to 16 or 32 levels). 
This reduces the size of GLCMs and causes a dramatic decrease in computation time. 
Once C is computed for pre-determined S and 9 (normally 0°.45''.90°. and 135°). the 
problem is to analyze the matrix C to categorize the textture of the region over which it is 
computed. Energy, entropy, correlation, local homogeneity, and inertia are a commonly used 
subset of the original 14 features introduced by Haralick et al. [29]. These are defined as 
energy = (2.1) 
'•J 
entropy = log C,j (2.2) 
'•J 
correlation = ^ (2.3) 
^ o-rcr, 
'J 
local homogeneity = V" rrC',; (2.4) 
^ I -h (i —j)-l.J •' 
inertia = - j")"C,,. (2.5) 
'•J 
where and cTr the mean and standard deviation of the row sums of the matrix C. and 
fij; and cr^ are the corresponding statistics of the column sums. 
The GLCM approach has been successfiiUy applied to various applications, such as ultra­
sound liver image classification [85], terrain classification [821, and texture image retrieval [47|. 
It is also shown that a more accturate classification can be obtained by using a set of interpixel 
distances [12|. 
The drawbacks of the GLCM approach include issues such as deciding the number of 
quantization levels and selecting optimal interpixel distcince (5) and orientations {$) that can 
be obtained by conducting a few experiments, a priori. 
2.2 Model-based Approach 
In the model-bcised approach, a texture is assumed to be a realization of a stochastic process 
that can be described by a few parameters. Hence, texture analysis is viewed as a parameter 
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estimation problem: given a texture image, estimate the parameters of the assimied random 
process. The estimated parameters can serve as features for textiure classification [14. 7. 35. 36} 
and segmentation [19, 55, I8j problems. In addition, a synthetic texture image can be created 
by sampling the process. However, the difficulty with this approach is that many natural 
textures do not conform to the restrictions of a particular model. 
Cross and Jain [14] demonstrate one of the first successful texture models using a Markov 
Random Field (MRP) model. They show how to estimate model parameters and demonstrate 
that the MRF models fit some of the textures reasonably well. Since their work, a growing 
number of researchers have used MRF models for texttire analysis. Other model-based schemes 
proposed to date include fractal models [62] and Wold models [50]. 
2.2.1 Gaussian Markov Random Field 
Let X denote the random field defined on Q and F denote the set of all possible configu­
rations of X on Q. X is a Markov Random Field on Q with respect to the neighborhood q of 
site r if the following conditions are satisfied. 
1. Markov Pmpertij P(X = x) > 0 for all x € F. 
2. Positivity condition P(x^\xr.r E Q-.r r = P{xs\xr.r € r)s)~ 
3. Homogeneous property P{xg\xr.r E Ha) is the same for all sites r. 
The condition {1) states the probability of X having a certain value at a particular pixel, given 
the values of X elsewhere, is dependent only on the values of X in the neighborhood of the 
pixel. The condition (2) states that all combinations of pixel values are possible. 
A Gaussian Markov Random Field (GMEIF) model is a special case of MRF. where it is 
assumed that texture intensity values can be modeled by a Gaussian Markov Random Field. 
GMRF models have been shown to perform well in both the classification and segmentation of 
tectured images [7. 55j. In the G^'ERF model, the texture y{m.n) at pixel (m.n) is modeled 
by the following equation. 
— k.n — I) +• e{m. n) (2.6) 
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Figure 2.1 Neighbor sets for the first- through, fourth-order GMRF models. 
where iV, is a neighborhood set and e(m.n) is a stationary Gaiissian noise sequence with zero 
mean and autocorrelation fimction given by 
R A k J )  =  < 
•) 
(2.7) 
if (Jt./) = (0.0) 
if(Ar./)6.V, 
0. otherwise 
The definition of neighborhood iV^ controls the characteristics of the model, and the order 
of the model is one if GMRF assumes that each pixel vaiue depends only on those pixels 
immediately adjacent to it (i.e. iV, = {(0.1).(0. —1).(1.0).(—I.O)}). while the second-order 
model assumes the diagonally adjacent pixels also affect its value. i.e. iV, = {(0.1). (0. —1). 
(1.0). ( — 1.0), (1.1). (1. —1). (—1.1), (-1.-1)}. The neighbor sets for the first-to fourth-order 
GMRF models are shown in Fig. 2.1. 
To further investigate the properties of the model, the Z-transform of Eq. (2.6) can be 
written by 
Y { z i , z o ) =  Y .  d u Y { z i . Z 2 ) z Z ' z ^ '  ^ E i z i . z o ) ,  
kue.v. 
Hence, the transfer function H{zi.zi) is 
(2.8) 
B{zuZo) = E { Z i , Z 2 )  
Y{Z I , Z 2 )  1- Yi OklzZ-Z.y 
fci€.V, 
-I (2.9) 
Then, the PSD of GMRF is 
Sy(zi,z2) = Se(zi,Z2)/[A(zi,Z2)A(zi'^,Z2% (2-10) 
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But, from, the Eq. (2.7), the PSD of e(m,n) is 
Seizi.zo) = cr 
ues. 
= crA{zuZ2). (2.11) 
Then, we have 5y(zi,z2) = a^/A{zi Due to the symmetric structure of the neighbor­
hood defined and the 6 parameters, .4.(zi,z2) = >l(zf ^z-j'). Hence. 
C  2 /  W _ ,  V  / • - >  T O \  
— "• K — '•—I 
Evaluating Sj,(zi.z>) on the unit circles zi = .z> = e''^- yields the power spectral density 
•> 
Su{uji.ujo) = — . (2.13) 
I- ^ 9 k j e x p { - j { k u i + l i j 2 ) )  
U€:V, 
Thus. GMRF can be modeled by filtering a stationary Gaussian noise sequency e(m.n) using 
the transfer Eimction L/.4.(2i,z>). From Eq. (2.13). it is also observed that GMRF can be 
completely characterized by the set of parameters .A,n example of textures obtained 
using the GMRF model is shown in Fig. 2.2. The upper figtures are created by using a fourth-
order GMRF. and the lower plots correspond to power spectnun densities which are obtained 
from Eq. (2.13). The set of parameters {0,(t^} used are in [7). 
Given a texture, we wish to determine the pcurameters of a GMRF model which could be 
used for reconstructing the original textxnre. The two popular methods for estimation are the 
Least Square method and Maximum Likelihood Estimate method [36]. 
.Although G^'IRF models have been applied successfidly for texture analysis, a number of 
issues need to be addressed. For example, the model parameters do not uniquely represent a 
texture, the computational complexity is high for parameter estimation, and not all textures 
can be modeled as Gaussian random processes. It is found that GMRF model parameters 
are not superior to filtering-based texture analysis methods for texture classification applica­
tions [67, 60}. 
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Figure 2.2 Texture images generated by using the fourth-order GMRF 
model. Lower figures are power spectrum densities used to ob­
tain corresponding upper textiure images. 
2.3 Filtering-based Approaches 
2.3.1 Fourier Transform 
Fourier spectrum-based approaches have been one of the popular spectral approaches, since 
the Fourier spectnun is ideally suited for describing the directionality of periodic or almost 
periodic 2-D patterns in an image [26|. Such methods are used primarily to detect global 
periodicity in cin image by identifying high-energy, narrow peaks in the spectrum. 
The Fourier transform of an image f{x. y) is defined by [26{ 
F{u,v)=lp (2.14) 
and its corresponding discrete Fourier transform is given by 
F{u.v) = ^  (2.15) 
m=Q n=0 
where M and iV" are the ranges along the two axes. The power spectrum is computed by 
tF|~ = FF* (where * denotes the complex conjugate). 
It is known that the radial distribution of values in |F|'- is sensitive to texture coarse­
ness [82}. For example, a coarse texture would have liigh values of \F^ concentrated near the 
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(a) D6 (b) D74 
Figure 2.3 Examples of power spectrum of a relatively fine textxure (a) and 
a coarse texture (b). The difference in coarseness of the original 
images (upper row) is apparent in their power spectnuns (lower 
row). 
origin, while in the case of image with a fine texture, the values of |F|- wiU be more spread 
out. This is illustrated in Fig. 2.3. Thus, the averages of |F|~ taken over ring-shaped regions 
centered at the origin may be used as features. Such features are given by 
0^ = f"'\F{r.e)(-de. (2.16) 
JO 
where F(r.6) is the F{u, u) expressed in polar coordinates with r = y/u- -r v-. and 0 = 
tan~^{v/u). 
Similarly, it is known that the angular distribution of values in |F|- represents the direc­
tionality of the texture in the image /. A texture with many texture primitives in a given 
direction 9 would have high values of |F|" concentrated around the perpendicular direction 
9 -1- (7r/2). while in a weakly directional texture. |F|'- is small in the direction. Again, texture 
directionality can be measured by averages of 1F|- taken over wedge-shaped regions centered 
at the origin^ 
09=^ \F{r,e)\^dr (2.17) 
for various veilues of 9. the wedge slope. 
16 
The standard form of texture features based on ring- and wedge-shaped samples of the 
discrete Fourier spectrum are of the form 
0r,,r,.= r \F{n9)fdd, r lF(r,0)l-^dn 
J r=Ti J 0=01 
(2.18) 
respectively. 
The two sets of features utilize the basic concepts of textiure characteristics in the frequency 
domain and provide reasonable classification perfnrmanrp [82. S.=>1. 
2.3.2 Gabor Filters 
Recently, multi-channel filtering methods have shown significant potential for texture clas­
sification and segmentation [2. 80. 40. 48. 32. 41]. The multi-channel filtering decomposes 
images into multiple oriented spatial-frequency {s-f) channels, maximizing the simultaneous 
localization of energy in both spatial and frequency domains. The approach to texture anal­
ysis is intuitively appealing because it allows us to exploit differences in dominant sizes and 
orientations of different textures. The notion of s-/analysis is also supported by experimental 
research on human and mammalian vision [1]. Gabor filters are one of s-/techniques and they 
measure the localized s-f information at specific scales and orientations. 
two-dimensional Gabor filter can be defined by [32] 
f I trll h{x. y )  =  e x p  <  —— — -I—> cos(27nio(x cos 6 -i- y s 
[ - 1^1 J 
ind)). (2.19) 
where uq is called "center frequency^, and is the frequency of a sinusoidal plane wave along 
the x-axis (i.e. the 0° orientation), and cTJ. and are the space constants of the Gaussian 
envelope cilong the x and y coordinate system. 
The frequency and orientation-selective properties of Gabor filter are more explicit in its 
frequency domain representation. The frequency domain representation of Eq. (2.19) is given 
by 
BW.V) = A (exp |-i I (a-hup)- IT 
_2 _2 (2.20) 
where (TU  = l/2ir(Ti. aj, = l/27rcrj,. and A = iTtaxay, Hence, by varying uo,CTX .(TJ ,. and 9 
parameter values, we can obtain a set of filters that are sensitive to frequency and orientations. 
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(a) uq = 0 (b) UQ = 2 
(c) tio =4 (d) uo = 6 
Figure 2.4 Variation of Gabor filters due to changes in center frequency uq. 
The other parameters are fixed at 0 = C.ai = 0.2.=0.1. 
Variation in uq provides frequency-selective filters, while variation in 9 provides orientation-
selective filters. The impulse response of corresponding filters are shown in Fig. 2.4. and 
Fig. 2.5. respectively. 
In multi-channel approaches, it is common to decompose a texture image using a set of 
Gabor filters and compute a feature set from the filtered output. Then, the features are 
classified using conventional pattern recognition techniques to determine the original texture. 
Hence, computing a "good" measure of the texture is crucial in texture classification. It is 
known that smaller bandwidths in the s — f domciin are desirable to obtain finer distinctions 
among different textures. However, the effective width of a filter in the spatial domain and its 
bandwidth in the frequency domain are inversely related due to the uncertainty principle [17j. 
Gabor filters achieve the theoretical lower bound of the uncertainty principle. They attain 
maximum joint resolution in s-/and are boimdedby the relations Ax-A u > ^ and Ay-Au > 
where (Aar^ Ay) and (A«. Av) are the resolution in space and frequency domains, respectively. 
These observations need to be taken account in the choice of filter parameters. 
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(a) 0 = 0° (b) 0 = 30° (c) e = 60° (d) 9 = 90° 
Figure 2.5 Variation of Gabor filters due to rotation angle 6. The other 
parameters are fixed at uq = 2.ar = 0.2. aj, = 0.2. 
Jain and Farrokhnia [32} present a procedure for choosing the filter parameters. They 
restrict the number of orientation parameters to four: 0°.45°.90°. and 145° for computational 
efficiency. It is also noted that the four 9s are sufficient for discriminating many textures. For 
tiQ, the following values are used: 
l\/2. 2n/2. 4^2..... {iV//4) Vl. 
where M is a width of image and is a power of 2. These frequencies are I octave apart And 
they guarantee that the passband of the filter with the highest frequency (iV//4)\/2 falls inside 
the image array. Several experiments also show that simple cells in the visual cortex are also 
about 1 octave wide [65]. 
For an image of size 256 x 256. a total of 4 x Iog2(256/2) = 28 can be used. This set of 
filters results in a nearly uniform coverage in the s-/domain. A decomposition obtained by the 
filter set is nearly orthogonal, since the amount of overlap between the filters is small. Even 
witli the (nearly) uniform and orthogonal decomposition scheme, a selection of a subset of the 
filtered images is desirable since it is not necessarily true that all filter provides discriminatory 
information about the texture. A selection can be made based on the amount of energy in the 
filtered image [32]. 
It is foond that the Gabor filter-based analysis is usefiil in texture classification [28. 67], 
segmentation [32. 66. 2. 20], and content-based image retrieval [56. 88] applications. However, 
there are drawbacks with, using Gabor filters in practical applications. The selection of pa­
rameters for frequency, orientation and bcmdwidth. for each filter is highly dependent on the 
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image. This process is nontrrivial [2}. Otherwise, the complete Gabor expansioa results in an 
impractical number of filters. In addition, the Gabor fimctions are not orthogonal and there is 
a trade-off between the redundancy and completeness in the design of the Gabor filter bank. 
2.3.3 Wavelet Transform-based. Methods 
A more practical way to obtain the spatial-frequency analysis, without using Gabor func­
tions, is through the use of a quadrature mirror filter (Q^LF) wavelet filterbank. The wavelet 
filterbank provides dyadic trade-ofis in s-f resolution by spacing the filters at octave-band 
distances. Obtaining high joint resolution in both dimensions is critical in textxure region ex­
traction where the localization of the texture pattern is important. .Additional information 
relating to this filterbank and related work of wavelet-based approaches on texture analysis is 
presented in greater detail in Chapter 3. 
2.4 Texture Classificatioii Performance Measure 
Most papers describing texture classification algorithms usually give percentage classifica­
tion accuracy residts on sample textures. Although texture features are drawn from a widely 
used set of textures, such as the Brodatz textures, the selection of textmres varies from pa­
per to paper. It is also true that papers describing texture segmentation algorithms usually 
demonstrate the performance of the algorithm on arbitrarily selected texture images. This has 
the advantage that images can be chosen to ensiire that the algorithm is presented in the best 
light. 
The issue of bias has been addressed and comparative studies have been performed in [82. 
12. 60, 61,4, 68, 67]. For sample, Weszka et aL [82] compare the accuracy of three different 
approaches (Fourier power spectrum, second-order gray level statistics, and first-order statis­
tics of gray level difference) on terrain images. Conners and Harlow [12} conduct a theoretical 
analysis of the algorithm [82{ which shows, for eyample, uniqueness of the features and the 
amount of information that could be captured by the texture features. The increasing sophisti­
cation of algorithms and lack of a formal definition of texture has made such a theoretic study 
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very difficult since then. 
Ohanian and Dubes [60] provide additional comparative performance among four commonly 
used texture feature sets based on classification error. The feature sets include GLCM, GMRF 
parameters, Gabor filter energy peirameters, and fractal parameters. Four classes of images 
were used in the study: fractal images, GMRF images, natural leather image, and painted 
surface images. Each class has four samples. The GLCM method has been found to be the 
best except for the fractal images. However, half of the image sets are artificially generated, 
and the munber of images are too limited to draw a general conclusion. 
Ojala et al. [61] provide another comparison of texture featiures using the same image set 
used in [60j and nine classes of Brodatz images. They use simple texture parameters based 
on the gray level difference method. Law's texture energy [44), center-symmetric covariance. 
and local binary patterns. The goal of their study is to find pairs of such featiures which 
provide complementary information about the textiure so that uncorrelated texture information 
is obtained. The classification results obtained based on the complementary pairs are better 
than most of the results obtained with featture sets in [60]. 
Buf et aL [4] describe a benchmark test for comparing the accuracy of seven texture segmen­
tation algorithms. Their benchmark measittes the acctiracy along the borders of segmentation 
results: it assumes that the classification of the texture in distinct regions is correct. How­
ever. their benchmark is based entirely on artificial textiures. Additional comparative study on 
texture segmentation has been carried out by Reed and Buf [70j. 
Porter and Canagarajah [67] describes a a rotation-invariant classification scheme for com­
paring three different feature sets on 16 Brodatz texture images. The feature sets include 
GMRF, Gabor filters, and wavelet filters. The wavelet-based approach is foimd to be the most 
accurate and the least sensitive to noise. 
A comparative study for most major filtering approaches to texture segmentation is con­
ducted by Randen and Husoy [68|. The methods include Law's mask, ring/wedge filters, dyadic 
Gabor filterbajiks, wavelet transforms, wavelet packets and wavelet frames, quadrature mirror 
filters, discrete cosine transform, eigenfilters, oprimized Gabor filters, linecu: predictors, and 
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optimized finite impulse response filters. It is found that various filtering approaches yield 
different results for different images. No single approach performs best or even very close to 
best for all images. 
Most of the texture features described above lack a connection with the perceptucd meaning 
of textures. It is therefore hard to describe textures using the feature parameters. In [50]. Liu 
and Picard used the Wold transform to extract perceptual parameters for image retrieval ap­
plications. Basic texture properties such as regularity, fineness/coarseness, and direction were 
measured from the model. They claim that the Wold model offers a perceptually more satisfy­
ing pattern measure while e.xceeding the performance of other well-known pattern recognition 
methods including the TSWT [5} method. 
Smith and Bums [76] propose a framework. MeasTex. for measuring the accuracy of tex­
ture classification algorithms. This frumework provides a way of standardizing the practice for 
reporting algorithm results. MeasTex addresses the aforementioned deficiencies by: incorpo­
rating a large set of texture classification problems: being publicly available: having supporting 
software: being easily extendible. 
There is a very important issue which is missing In all the papers describing comparative 
performance of feature sets: the conclusions made by the comparative studies may not be true. 
For example, it is not safe to draw such a statement: "one transform domain is superior than 
the other~. unless the texture features obtained in a specific transform domain are the best 
featxires we could obtain from the domain. In addition, if a standard featiure set is not available 
in each method as in the GLCJi^I approach, the conclusion needs to be made very carefully. 
Thus, we should be concerned not only with the image transform method, but also with the 
method of feature extraction in each transform domain. 
In this dissertation, the classification experiments employ the same data set used in recent 
literature to provide a partial comparison between the proposed approach and other successftil 
approaches. 
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CHAPTER 3 WAVELETS AND TEXTURE ANALYSIS 
Texture discrimination is one of the most difficult tasks among low-level computer vision 
problems [54]. .Although textures are quickly preattentively discriminated by a hiunan ob­
server [52], appropriate models for textures do not exist. The perception of texture depends 
on local but not pointwise properties. However, a prescriptive procedure for selecting the 
neighborhood size over which textures caa be analyzed is not available. This has motivated 
the use of a transform with which image properties are measiu'ed over domains of varying 
sizes. In parallel, psychophysics. and physiological experiments [16] have shown that mul-
tiscale/multiresolutioa transforms seem to appear in the visual cortex of mammals. Haar 
and Gabor decompositions. Gaussian and Laplacian pyramids are examples of miiltiscale de­
compositions. In the last decade, wavelet theory has emerged and now provides a solid and 
unified framework for multiscale image analysis, making it a preferred tool because of several 
conceptual and computational advantages [51]. 
This chapter focuses on that part of wavelet theory which is of interest to the computer 
vision community, in particular, for tecture classification and segmentation. Variations of 
wavelet transforms used in the textiure analysis literature are also described. 
3.1 The Continuous Wavelet Transform 
.A. wavelet is a fimction whose Fourier spectrum i^(/) satisfies the admissibility criterion 
If is sufficiently regular (which means that it decreases exponentially as t increases), this 
condition becomes 
give by 
(3.1) 
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1^(0) =0 ^ il;{t)dt = 0 (3.2) 
J —OO 
This shows that a wavelet is a zero mean fimction and hence exhibits some oscillatory behavior. 
A family of wavelet ftmctions (a wavelet basis) is constructed from one single fimction 
(called the mother wavelet) by translation and scaling of the mother wavelet as follows: 
,/. . ^ o •>\ 
~ V a } 
where a denotes a dilation parameter (which is inversely proportional with frequency) and 
b indicates a translation parameter. A classical example of such a family is the Daubechies 
wavelet family [15j of which three members of the family are represented in Fig. 3.1. The 
wavelet becomes narrower for smaller values of a and examines a small regioa of the signal 
to resolve time details more accurately. Likewise, for larger a. the wavelet is expanded and 
examines a larger region of the signal to resolve low frequency details more accurately. That 
is. the mother wavelet can be considered as a bandpass fimction centered around some center 
frequency and is translated in time to select the part of the signal to be analysed. This feature 
of wavelet transform is very usefiil in the analysts of nonstationary waveforms. 
The one-dimensional continuous wavelet transform (CWT) of a signal f{t) is performed by 
projecting it onto the wavelet basis 
WfaW = f{t)ip^j,{t)df = < >r a # 0. (3.4) 
where < - > denotes an inner product operation. 
3.2 Discrete Wavelet Ttansform 
There is a high redundancy in continuous wavelet transform when the parameters (o. 6) in 
Eq.( 3.4) are continuous. Hence, the transforms tire usually evaluated on a discrete grid in 
the time-frequency plane. This is performed by selecting integer powers of a fixed dilatation 
parameter oq > 1 for a. i.e.^ a = where m is an integer. The value of 6 is chosen such that 
high frequency wavelets (small 'a's) are trsmslated by smaU steps in order to cover the whole 
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(a) (b) (c) 
Figure 3.1 Examples of Daubechies wavelet family representing low to high 
frequency (from left to right), (a) a = 2~. (b) a = 2'. (c) a = 2°. 
time range, while low frequency wavelets (large 'a's) are translated by larger steps. Since the 
duration of ^(a^'^f) is proportional to a^. b can be discretized as 6 = n6oa^. where 6o is fixed 
and n€ Z. The corresponding wavelets are then 
- nboa^)) (3.5) 
= ao~"'^V(ao'"i-"6o)- (3.6) 
The parameters OQ.bo may be chosen when feasible so that the fimction form an 
orthonormal basis in L"(72.) such that 
0mjir^m'.n' ^mm'^nn' (3.7) 
where dmn is a delta fimction. The most commonly used values of oq and 60 that form an 
orthonormal basis are 2 eind 1. respectively, restdting in 
= 2-t - n). (3.8) 
Here, the scales are on a dyadic grid. Then, a dyadic discrete wavelet transform of a signal f{t)  
can be obtained, where the signal is split into octave frequency bands. This cjin be defined as 
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follows: 
/(O ~ y \ (3-9) 
m,n 
where 
dm,n =< f- tf'm.n >= J f {t)i;rn.n{t)dt (3.10) 
are called the wavelet coefficients. 
3.3 Multiresolution Decomposition Theory 
It is shown that a signal can be evaluated in multiscales by selecting different values of 
n. If a resolution is defined as the number of basis ftmctions used to represent the signal, the 
wavelet representation can be viewed as a multiresolution representation. 
Consider a signal / € Is-{TZ). Let Pm a- projection operator such that Pm/ is the approx­
imation of / at the resolution m. It can be proven that P,n is an orthogonal, linear operator 
and that Pm/ is an element of the vector space defined by [53) 
^'m = {P,n/|/€L-(7^)}. (3.II) 
.A. multiresolution anaysis of / is then performed by projecting / on successive lower resolution 
(higher a) approximations. If aU possible values of m is considered, a ladder of nested subspaces 
can be obtained 
... C K. C C V'o C V_i C V"_2 C ... (3.12) 
with Vm is dense in L'CTS) and nm=—» = {0}. To make this ladder of subspaces 
a multiresolution representation, additional requirements need to be met: 
f i t )  € V'm => /(2f) 6 V'm-i, Vm 6 2 .  (3.13) 
and 
f i t )  E V Q = >  f i t  - n ) e  V o r  Vn € 2, (3.14) 
Finally, there exists a ftmction <pit) 6 VQ such that the set {(pQjiit) = <pit — n).n € 2} form a 
basis of Vq. This last equation, together with Eq. (3.13) leads to 
<^At) = 2-3-0(2-'"£ - n) (3-15) 
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Figure 3.2 Schematic representatioa of the ladder of subspaces in wavelet 
transforms. 
which is an orthonormal basis for Vm with n £ Z. The fimction 0{t) is called scaling function. 
The process of projecting / from Vm-i to V'm results in loss of signal information. The 
lost information between the transition is contained in the space which is the orthogonal 
complement of space V'm. That is. V'm-i = 0 iVm. where © stands for "orthogonal sum". 
The space Wm contains the difference information between Pmf and Pm-if and is therefore 
called the detail apace at scale m. The process is illustrated in Fig. 3.2. 
It is remarkable that the set of fimcttons that spans the complementary space of V'm turn 
out to be a wavelet basis [53j and can be defined from a mother wavelet stich that 
— n). In other words, the wavelet decomposition of a signal contains 
the information lost in the projection of a signal at two successive leveb of resolution. Suppose, 
for example, we have a signal f{t) € Vm- Since 0 it is possible to write 
/ ( ^ )  ~  ^  fr'Pmji ^ 0mji (3.16) 
n 
~ ^ ^ ^ fr4hn-rlJl ^ ^ f- ^ (3.1/ ) 
n n 
Then. 
^ ^ ^ fr'ihnji ^ 4hnji ^ 1 f •; ^Ihn-^Vji > '^m+l.nr (3-18) 
n n a 
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where < f,<ihn,n > results in. an apprccdmation of a signal, Smjir and < fri'mM > results in 
a wavelet coefficients. cirn.re- This clearly shows that the wavelet decomposition of f{t) is the 
difference between the information contained by projecting two successive levels of resolution. 
In order to generate a multiresolution representation of a signal f { t )  (let's assume f [ t )  6 
Vb). the decomposition is applied recursively to the approximation coefficients Sm.n, resulting 
^m-ri.n and dm+un- If the decomposition is performed up to scale level m = 1. f{t) can be 
decomposed as follows: 
I 
fW ~ ^ ^ ^ ^.n^i.nr (3.19) 
1 1=1 n 
and the space Vo can be represented by 
r  
Vo = V7 0 (3.20) 
1=1 
3.4 Quadrature Mirror Filter (Q^^IF) 
Mallat [53) introduces a wavelet transform called the 'PYRAMID WAVELET TTANSFORRRT with 
which computing the orthonormal wavelet basis is not needed in practice. One possibility to 
construct an orthonormal wavelet basis is to use the scaling fimction as a starting point. In a 
multiresolution ladder of spaces Vv„, with (f>o GVq C V-i. it follows that 
0(f) = %/2^/ijfe0(2f-&) (3.21) 
k 
with hn =< 0o.Ot<P-i,n >- Then the orthonormal wavelet basis generated from a mother 
wavelet tpo is orthogonal to that generated from ^ in V'_i, i.e.. tpQ 6 PVo c Vli. Then, there 
exists a sequence gn such that 
ii;{t) = y/2Y,9k1'{2t - k). (3.22) 
k 
and satisfies 
(3.23) 
Using the discrete Fourier transform, the relation of the two filters can be written as 
= Yi 9ke~^^ = = A(7r - w). (3.24) 
it k 
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Figure 3.3 A structure of the discrete wavelet transform using Quadrature 
Mirror Filters. 
Therefore h{tjj) is a "Tnirror" of g{uj) with respect to the "half-band" value ca = ;r/2 and 
consequently gn and /i„ are "quadrature mirror filters" (QMF). 
Equations 3.21 and 3.22 can be generalized for successive spaces. Therefore, it is possible 
to write 
'^mji ~ ^ ' ^ k—ln^m—l.k (3.25) 
k 
~ ^ (3.26) 
k 
This QMF structiu'e is illustrated in Fig. 3.3. The synthesis of the upper scale signal is imple­
mented by upsampling and filtering operations with the filter coefficients: hn = /i-re-i-ffn = 
Downsampling is performed by tjiking every two coefficients, and upsampling is per­
formed by adding zeros between any two consecutive coefficients. This is a very efficient method 
for computing the discrete wavelet transform (DWT). 
Note that the fin and gn are associated with a lowpass and a highpass filter, respectively, 
and they satisfy the following conditions: 
H{ij) = G(a;) = G{-uj).  (3.27) 
where and G{cjj) are Fourier transforms of h and g. respectively, and H(cj) and G{UJ} are 
Fourier transforms of synthesis filters h. and g that are chosen to obtain a perfect reconstruction. 
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3.5 Extension to Two-Dimensional Wavelet Ttansforms 
Having defined the one dimensional scaling fimction and wavelet fimction, a two-dimensional 
separable scaling fimction can be obtained as: 
<p{x.y)  =(f>ix)<l>{y)  (3.28) 
whose dilations and translations form a basis for a subspace Vm. In addition, there exist three 
mother wavelets generating orthonormal bases for three orthogonal spaces: Wi. Wi. and W3. 
respectively. These wavelets are also separable, and are given by 
ipi (x .y)  = <t>{x)ip{y)  
iJjo(x.tj) = tl;(x)(i){y) (3.29) 
«/'3{^.!/) = '^(•c)iA(y). 
.A. commonly used method for 2-D DWT implementation involves a successive application 
of 1-D QMF filters hn and <7„ along the columns and rows of the image. The subimages result­
ing &om such operations to an image A are three detail images and and an 
approximation image (.-l^t). where the subscript denotes the frequency information of the rows 
and the columns, respectively. For example. At,i{ emphasizes the "low" frequency information 
along the rows and "high" frequency information along the columns, retaining details of hor­
izontal information. Likewise, the subimage Am^ emphasizes vertical information, and A^fi 
emphasizes diagonal information. This process is repeated iteratively on the approximation 
image All. with a translated and dilated version of basis ftmctions for each consecutive scale. 
An example of 2-D DWT for a commonly used "Lena" image is shown in Fig. 3.4. Hor­
izontal. vertical, and diagonal details are clearly seen in corr^ponding subimages. Subimage 
labeling according to the characteristics of contained information is also shown in Fig. 3.4(b). 
The frequency partition for two-level decomposition using 2-D wavelet transform is illus­
trated in Fig. 3.5. The decomposition of a signal at coarser resolution produces wavelet filters 
with, better localization for low frequency. The number of subimages M becomes 3/ -t-1, where 
I is the sccde depth. The combination of a series of filters to produce each, subimage is called 
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Figure 3.4 An example of a two level DWT of the well-known "Lena" image 
(a). The letters in (b) indicate the corresponding frequency 
components of the detail images. 
a channel of a filterbank. That is. we have 3/ + I charmels in the case of /"-level wavelet 
decomposition. 
3.6 Stationary Wavelet Transform 
It is known that a simple integer shift of the input signal results in a nontrivial modifica­
tion of the discrete wavelet decomposition [53|. This property represents a problem for the 
texture feature extraction algorithm since "texture" is considered to be shift-invariant (i.e. 
stationary). A natural way to overcome this limitation is to use a redundant version of DWT 
which is called the stationary wavelet transform (SWT) in which the down-sampling operation 
is not performed [801- The multi-resolutional chcuracteristic of this redundant decomposition 
is achieved by upsampling I-D DWT filters before fiirther decomposition. The block diagram 
of l-D SWT decomposition of a function f{t) is shown in Fig. 3.6 (a). H{z) and G(r) in the 
figure represent the Z-domain filter responses of hn and respectively. 
The ectension to 2-D SWT can be also made with the method described in the previous 
section. The corresponding schematic is shown in Fig. 3.6(b) which uses a notation for denoting 
channel outputs that will be used in Chapter 7. The diagram illustrates how the I-D filters 
are applied to obtain 2-D wavelet representations. The subscript {x or y) at the filter response 
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Figiire 3.5 Partitions of firequency domain resulting from a 2-IeveI decom­
position using DVVT. The letters correspond to the ones in Fig. 
3.4(b) 
denotes that the filter is applierl in the direction of the subscript. Each channel is characterized 
by a successive application of filters in x and y both directions. For example, channel 5 can 
be characterized by the application of the filter 
This redundant wavelet transform has found its usefulness in texture classificatioa and 
segmentation applications. The classification accuracy obtained by using SWT is found to be 
superior than the one obtained by using DWT [80j. In addition. SWT has been successfully 
applied to address texture segmentation problems in [4I{. 
3.7 Wavelet Packets 
Wavelet packets are the set of fimctions generated by splitting each of 0 and ih into two new 
orthonormcd sets of basis functions as described in section 3.3. The corresponding schematic 
representation of the subspace splitting is illustrated in Fig. 3.7. Unlike a pyramid wavelet 
transform, the packet decomposition decomposes the low- (approxtmation) and high-frequency 
(detail) components, constructing a tree-structures multiband tension of the wavelet trans­
form. For ecample. the number of subtmages of three level packet decomposition of an image 
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Figure 3.6 A block diagram of stationary wavelet transforms using Quadra­
ture Mirror Filters, (a) l-D SWT: (b) 2-D SWT. I = 2. 
is 64. Thus, wavelet packets are well localized in both time and frequency and thus provide an 
attractive alternative to pure Fourier analysis. 
In [40}, Laine and Fan show that the use of the wavelet packet transform provides perfect 
classification results for twenty five textures (size 128 x 128). The textiure featiures used are 
energy and entropy measures of the decomposition output. However, most natural texture 
images do not have energy in the entire frequency domain as shown in Fig. 2.3. and a number 
of subimages may not be related to the global texture at all. .AJso. the features tend to 
be sensitive to textiure translation and rotation when the number of transformation levels 
increases, making the frequency partitions finer. In addition, this approach requires a large 
texture sample size in order to obtain reasonable classification accuracy. It is worth noting 
that the energy features described in [40) can be approximated by computing the mean square 
sum from the uniformly divided cells in the 2-D frequency domain. 
Additional examples of the use of wavelet packet transform in texture analysis can be 
found [21. 46j-
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Figure 3.7 Schematic representation of the subspaces in the wavelet packet 
decomposition. 
3.8 Tree-Structured Wavelet Transform (TSWT) 
As discussed in Section 3.3. the pyramid wavelet transform recursively decomposes a signal 
into a set of frequency channels that have narrower bandwidths in the lower frequency region. 
However, this decomposition may not be usefiil in texture anal5rsis. since the most significant 
information of a texture usually appears in the middle frequency channels. Therefore a so­
phisticated approach to perform the wavelet translorm for textures is to detect the dominant 
frequency channels and then to explore those dominant channels fiirther. 
Chang <ind Kuo [5j introduce a tree-structured wavelet transform (TSWT) to accomplish 
the frequency selective wavelet transform. Such a decomposition scheme is obtained using 
an energy measure of subimages Jis a criterion in decision making for further decomposition. 
A schematic of a possible four-level TSWT decomposition is shown in Fig. 3.8. This avoids 
the full decomposition that occurs in wavelet packets, resulting in a computationally efficient 
algorithm. 
More than 95 % accuracy in classifying Brodatz [3} text;ures is achieved using this adaptive 
multichannel method [o}- Features employed for texture classification include the locations of 
the first five dominant channels exhibiting large energy values after a 4rlevel decomposition. 
In order to keep the smallest subimage size reasonable, the texture sample needs to be large 
enough (the authors recommend 128 x 128). The approximation of the features, however, can 
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Figure 3.8 Elxample of a possible four-level TSWT decomposition. Subim-
ages with higii energy are fiurther decomposed. 
be obtained from 2-D Fourier transforms by dividing the frequency domain with [x/l6. x/l6] 
size cells and identifying the locations of the first five highest energy values, [n addition, the 
featiu-es are substantially similar to the locations of dominant frequency channels obtained 
from the 4-Ievel wavelet packet decomposition. 
3.9 Summary 
A brief description on wavelet theory is given in this chapter. Definitions of the wavelet 
transforms both in continuous and discrete time, multi-resolution theory, fast implementation 
of DWT using QMFs. and its extension to 2-D case are described. In addition, the use 
of modified DWT that overcomes some of drawbacks associated with DWT is described for 
texture applications. The modified wavelet transforms include redundant wavelet transform, 
wavelet packet transform, and tree structured wavelet transform. 
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CHAPTER 4 ORIENTED TWO-DIMENSIONAL WAVELET FILTERS 
In the previous chapter, we described a separable 2-D QMF scheme for texture image 
decomposition. A drawback of this approach is that the orientation decomposition is limited. 
The diagonal information captxured by a standard wavelet transform contains two diagonal 
details (45° and 135°) simultaneously. In many textiure analysis problems, however, additional 
rotational information is needed. For example, results independent of orientation are demanded 
for rotation-invariant classification, where detailed directional information is used to generate 
rotation-invariant featiures. 
.\ fine orientation selectivity can be obtained by using Gabor wavelet filters or non-separable 
oriented wavelet transforms, such as the hexagonal wavelet transform [75| and the steerable 
wavelet filters [24j. The hexagonal wavelet representation partitions orientations into three 
bands of 60 degrees equally covering the firequency domain using a hexagonal sampling system 
and filters at the expense of implementation difficulty. This scheme has been applied to mam-
mographic images for featiure enhancement [42}: its application to textiure anal}rsis. however 
has not been actively reported. Steerable filters are overcomplete. and the filter can be steered 
along any direction tising a linear combination of a set of basis functions. 
In this chapter, we introduce a new set of oriented and non-separable wavelet filters to ob­
tain better orientation tuning for texture image analysis. In addition, a dual wavelet filterbank 
is built by combining the standard and oriented wavelet filter sets. 
4.1 2-D Wavelet transforms using 2-D Filters 
As shown in Section 3.5. the QMFs are typically applied to images in a separable manner. 
The I-D QMFs are successively applied, in x and y directions, resulting in fiaur subimages 
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with a mixture of the two orientations. The equivalent 2-D QMFs can be obtained from the 
products of 1-D wavelet and scaling functions and they are defined as 
H^{k. l )=h{k)h{l)  
=h(k)g{l)  
mikJ)  =9{k)h{l)  
HUk.l}^g(f: )gi l )  (1.1)  
where the superscript "6-' denotes that it is a standard wavelet filter (SWF). .\n example of 
2-D Haar filters is given by 
I 1 
I 1 ' - 2 
I 
I 
-I 
-1 
I 
-L 
I 
-1 
I -I 
-L 1 
The application of these filters results in three detail images and an approximation image. 
Successive decomposition of the approximation image at each scale level results in a pyramidal 
tree structure with finer resolutions obtained toward the lower frequency bands. 
Using a 2-D filtering approach, the channel response can be represented by combining the 
corresponding 2-D filters. We use to represent the 2-D impulse response of chaimel 
k in the Z domain. Hence, the approximate version (channel 0) of an image /(x.y) from a 
three-level decomposition is obtained by 
I(zi,22)Po(2i.-2) = r(zl.ro)H„(^l.^2)H„{z^z.J)HH(r^c.j) (4.3) 
in the Z domain. Although this approach involves more operations than the I-D approach, it is 
computationally eflScient when the number of channels to be used is limited, since the channel 
response Pjt(zi- ro) can be pre-generated and unnecessary successive filtering operations can be 
avoided. This is particularly useful in packet type transforms where there are many channels 
to decompose cind only a few dominant chaimels are of interest. 
4.2 Rotated Wavelet Filters 
We introduce a new method to achieve the spatial-frequency localization of an image in 
the diagoncd directions by rotating 2-D wavelet filters counter-clockwise by 45 degrees so that 
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Figure 4.1 Angle reference for the 2-D wavelet transforms used in this 
study. 
the decomposition is performed along the directions xj and yj, instead of x„ and y„ directions 
as illustrated in Fig. 4.1. We call the rotated version of standard wavelet filter as a rotated 
wavelet filter (RWF). The new filter set is oriented and suitable for texture characterization, 
especially for textures with diagonal information. .\n example of RWF set for SWF with 4 
coefficients in and is presented in Fig. 4.2. 
The superscript "r" represents "rotated", compared to for "standard". The size of the 
filter is [2L — I) x (2L — 1), where L is the length of the 1-D filter. .A.Ithough the size of the 2-D 
filter becomes large, the computational complexity associated with the RWT decomposition is 
the same as that of SWF decomposition, if both are implemented in the 2-D firequency domain. 
RWF set that is obtained by rotating 2-D Haar SWF set shown in Eq. (4.2) can be given 
by 
0 1 0 0
 1 o
 
1 
II 
1-
0 1 0 
.«3 "2 
0 -I 0 
1 0 1 1 0 -I II 
1-
1 0 -I 1 0 1 
0 10 0 1 0 0 - 1  0  0 -I 0 
(4.4) 
The subsets spanned by those four filters are also rotated by 45°. The firequency partitioning 
of the RWFs are shown in Fig. 4.3(b). A corresponding partitioning for SWF is also shown for 
comparison. Each covers a quarter of whole firequency region and the sec of RWFs retains the 
orthogonality property, since the following condition holds: 
^ f" Si{uj)Sj{ut)du} = 0, (i 7^ j), (4.5) 
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Figure 4.2 Design of rotated wavelet filters (filter length L = 4). (a) Ro­
tated 2-D filter. Empty cells are zeros: (b) The filter coefficient 
values for four 2-D RWFs. 
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Figure 4.3 Frequency partitioning for the stationary wavelet filters (a) and 
rotated filters (b). 
where Si{u3) is the Fourier transform of the 2-D filter Hl{kJ). 
The one-level R\VF decomposition of a natural texture image ~D34 " from Brodatz texture 
album is shown in Fig. 4.4(c). Two different diagonal characteristics of the texture are clearly 
seen at the outputs of filters and Ho- For comparison, outputs of SWT set are also 
presented. This characteristics of RWF set provides important complementary information to 
the SWF set in feature extraction, and provides additional directional information. 
The RWT set also keeps the self-inverting property of the standard wavelet filter set. mean­
ing that the filter coefficients that are used for decomposition can be used for reconstruction. 
The 2-D synthesis filters can be generated by replacing the filter coefficients hn and gn in 
Fig. 4.2 with hn and 
hji — /if,—RJ-lrfftt ~ n-hlr ^ — I. 2. .L. (•^-6) 
Then, the original 2-D signal can be reconstructed by convolving the subband images with the 
synthesis filters. 
Thus, the 2-D RWF set is not separable anymore and provides better freedom of orientation 
tuning for image analysis, which in turn, provides a useful tool for extracting a directionality 
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(a) 
(b) (c) 
Figure 4.4 Demonstration of the one-level decomposition nsLng SWF and 
RWF for a natural texture image ~D34". (a) Original image: 
(b) Outputs of SWF: (c) Outputs of RWF. For (b) and (c). from 
the top left clockwise, filtered image using Hq, Hi. flo- and H:\ 
measurement of textinres in conjimction with the SWF set. This will be demonstrated in 
Chapters 5 and 6. 
4.3 Dual Wavelet Filter Bank 
The cascaded structiure of the wavelet decomposition forms a filterbank. We define a 
dual wavelet filterbank (DWFB) by combining a standard wavelet filterbank (SWFB) and a 
rotated wavelet filterbank (RWFB). To avoid a shift-variant characteristic of DWT. we employ 
a redundant version of the DWT. A diagram of the DWFB is presented in Fig. 4.5. The 
upper bank represents a SWTB and the lower represents a RWFB. Each bank has ten channel 
outputs ( tfk)- The output of Hq is further decomposed generating eight subband images at the 
next scale level. The intermediate channel outputs of Hq filter are ignored, to have the same 
number of channels in each filter bank. 
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Figure 4.5 A diagram of the dual wavelet Slterbank with scale level three. 
The upper bank represents a SWFB and the lower represents 
a RWFB. The output of Hq filter is further decomposed into 
eight subbands at the next level. 
4.4 Summary 
A. set of rotated wavelet filters (RWF) are proposed to obtain better representation of 
directional patterns in texttires. They sire obtained by rotating a set of 2-D standard wavelet 
filters (SWF) counter-clockwise by 45°. The new 2-D RWF set is not separable. It provide 
better freedom of orientation tuning for texture analysis, while keeping the orthogoncility and 
self-inverting properties of SWF. However, the subsampling process that appears in DWT 
causes a partial data loss in this case. Consequently original signal cannot be completely 
reconstructed using the RWF set. Hence, this may not be a good candidate for a compression 
applications. 
A dual wavelet filterbank (DWFB) is constructed by combining the two filter sets, and the 
use of this in textiire classification applications is described in the following chapters. 
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CHAPTER 5 WAVELET-BASED TEXTURE CLASSIFICATION 
IQ this diapter. an application of wavelet transforms to texture classification is addressed. 
We summarize the most successfiil wavelet-based features that have appeared in literature to 
date. We also describe the use of the dual wavelet filterbank to address texture classifica­
tion problems in order to measure the effectiveness of the additional wavelet filterbank. The 
classification performance has been measured using two large natural textiure databases. 
5.1 Wavelet-based Texture Features 
The most successful texture features that have appeared in texture classification literature 
to date can be simmiarized as follows: 
• Energy The energy distribution across the scale is known to be an important charac­
teristic for texture analysis [51|. The energy of the channel output yk{m. n) is computed 
where M and N are the width and length of the image ykim.n). It is viewed as an av­
erage lo-aorm. The energy can be also obtamed firom -^||Yfc(a;t.a;2)ir' using Parseval's 
theorem, where is the Fourier transform of n). Due to the orthogonality 
property of wavelet space generated by a set of wavelet filters, the wavelet decomposition 
preserves the energy through the decomposition scale. That is. 
as follows; 
(5.1) 
£r{||ar(m,n)|l-} = ^  E{I|yjfe(m,n)||-}, (5.2) 
k 
where E represents the expectation operator. 
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The energy is also considered as a variance of the channel output for A: = 1.2^ - - -, iiT — 1, 
since JTit Jli Si{k, i) = 0 for i ^ 0. This results in. 
£!{yk{Tn. n)} = £^{(Pjfc * a:(m. n)} = 0. (5.3) 
where Pjt is the combination of the 2-D filters HiS that characterize the Arth channel. 
More examples that use this energy feature for classification problem are found in [40. 8. 
5. 68, 83, 46}. Chang and Kuo [o] use an /i-norm based energy measxure which is defined 
as 
£r{j|x(m.M)||} = (5.4) 
it 
Wilson and Bayoumi [83} propose a method for the efficient classification of compressed 
texture images by calculating wavelet energy features directly from a compressed embed­
ded zerotree wavelet [73} symbol stream. 
• Energy ratio Energy ratio features are used in [37] to characterize continuously varying 
texture patterns in ultrasound images. The ratio between subimages can be obtained by 
dividing the energy of a subimage by one obtained from another subimage. For example. 
^ ^ ratio between two vertical detail subimages in two consecutive scales. I and 
2. It is found that the features are grayscale transform-invariant and they outperform 
the GLCM-based features and Fourier features [37]. 
• Entropy This measure, previously proposed in [291 texture analysis, has been 
used in. [lOj to identify a "best basis" for building wavelet packet libraries for signal 
compression. Entropy measure on the channel output defined as 
.Vf-UV-l 
H H lyjfcCwirn)!'" log|yfc(m.n)(-. (5.5) 
m n 
has been used as a texture feature in [40. 8j. 
• First and second-order statistics Wouwer et al. [84} use the wavelet histogram 
feature and wavelet co-occurrence features for a classification of thirty VisTex [81} tex­
ture images. Their primary goal is to capture the first-order and second-order statistics 
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of wavelet coefficients as key descriptions for texture discrimination. The first-order 
statistics are captured by modeling a histogram of wavelet coefficients using 
h{u) = (5.6) 
where 0 is inversely proportional to the decreasing rate of the peak, while a models the 
width if the histogram peak. K" is a normalization constant to ensure that f h[u)du = I. 
The texture signatures used are a and 
Eight features are computed based on the co-occurrence matrix [29} to capture the second-
order statistics of wavelet coefficients. The authors claim that the histogram features 
outperform the energy features, and the second-order statistics features outperform the 
histogram features in their texture classification experiment. Some textures seem to be 
best characterized using first-order statistics, while for others second-order statistics are 
better. However, the best residts are obtained by combining both feature sets. 
.A. disadvantage associated with wavelet approaches is that they require larger size texture 
samples (128 x 128) in order to obtain reasonable classification acciuracy. The size has to 
be sufficiently large to ensure that the size of the smallest subimage contains enough texture 
information. The use of a stationary wavelet transform (SWT) overcomes this drawback. 
Unser [80} characterizes textures using a set of channel energies estimated at the outputs of 
the stationary wavelet filterbank. Satisfactory classification acciuracy was obtained for twelve 
Brodatz texture images using a texture sample size of only 32 x 32. It is also shown that the 
SWT outperfotraed the DWT approach in clcissifying the twelve texture types [SOj. 
Since one of the main objectives in this study is to demonstrate the effectiveness of the use 
of RWFB in addition to SWFB in texture analjrsis. we use the energy measure of the channel 
output to represent the texture. For the wavelet decomposition. Haar wavelet filters are used 
because of its computational simplicity. The Haar wavelet is found to provide a fairly good 
classification performance compared to higher order spline wavelets [80]. Moreover, general 
procedures for selecting wavelet basis fimctions have not been identffied. The choice of the 
basis function mainly depends on the application. 
45 
5.2 Experfmentetl Implementatioii 
Several issues are involved in selecting the texture database to be used in the experiment. 
The most fimdamental issue is whether to use realworld textures or synthetic textures. Real 
world textures have one unarguable advantage: ultimately, vision systems must operate in a 
realworld environment, and should be developed on data with real world properties. On the 
other hand, synthetic textures offer some advantages: an abundant supply of estimation and 
validation data can be generated, and the degree of difficidty of the texture problems can be 
precisely controlled. Synthetic textures also have a significant disadvantage: the algorithm for 
generating the texture may introduce artifacts which favor particular algorithms in ways which 
will not be reflected in realworld textures. We favor the use of realworld textiures. 
Two different classification experiments axe performed using different data sets selected 
from the Brodatz's album [3) that has been used widely by many researchers. The images 
are scanned from an album of 112 textures photographed by Phil Brodatz. The images are 
diverse, including grass, pebbles, paper, cloth weave, woods and clouds. These images have 
been a standard for texture classification and segmentation problems. 
The discriminating power of two filter sets (DWFB and RWFB) for various textiure images 
is measinred in experiment I. whereas the performance for visually similar textiures is measured 
in experiment II. Another experiment (Experiment HI) is conducted on the database used 
in [84j to evaluate a relative performance of our feature set to the first- and second-order 
statistics features [84l. It is our intention to provide a comparative study as much as possible 
to reduce ambiguity in selecting a suitable texture anal3rsis method. 
5.2>1 Experixaent I and II 
The textxnre data used for experiment I and II Eire shown in Fig. 5.1 and Fig. 5.2. respec­
tively. The images are selected on a visual basis with each texture mciintaining the essential 
substructure within its 32 x 32 size. For experiment I^ twenty eight textures are selected from 
Brodatz's album in a way that the data set includes a variety of texture patterns. Among the 
twenty eight patterns, five textures that have s£m3ar texture patterns are selected for experi-
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Figure 5.1 Brodatz texture data used in experiment L First row: D3. D4. 
D6. D9, second row: Dll, D16. D19. D21, third row: D24. 
D28. D29. D32, fourth row: D34, D52. D53. D55. fifth row: 
D57. D65. D68. D74. sbcth row: D77. D78. D82. D84. seventh, 
row: D92, D93, D95, DI03-
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Figure 5.2 Visually similar pattern textiures used in experiment II: D4. 
D29. D32. D57. D77. 
ment II. They consist of speckle-like patterns and exhibit similar size texture primitives that 
are not easily discriminated by the human eye. 
The original image whose size is 256 x 256 with 256 gray levels, is subdivided into 64 non-
overlapping samples of size 32 x 32. resulting in a total of 1792 and 320 samples for experiment 
I and II. respectively. Fifty percent of samples are used for learning, and the rest are used 
for testing the classifier. The classifier performance is evaluated using two different randomly 
selected learning and testing sets. For both experiments, the mean of the sample is extracted 
firom each sample in order to render the sample texture fairly independent of the first order 
statistics. 
5.2.2 Experiment III 
A total of 30 textures are obtained from the VisTex database [81] which is used in the study 
by Wbuwer ET AL [84j. VisTex database is gaining acceptance as a standard image database. 
The VisTex images offer an advantage over the Brodatz images. Both the Brodatz images 
and VisTex images are diverse. However. Brodatz tends not to have multiple images of similar 
scenes, and so very few pairs of Brodatz textures are difficult to distinguish. On the other hand, 
many of VisTex images are of similar scenes. It is possible, therefore, to find pairs of textures 
which are difficult to distinguish visually. This allows a more chaUenging texture problem to 
be compiled [76|. The results in Section 5.3.3 show that the texture problems drawn from 
the VisTex images are more difficult than those drawn from the Brodatz images. Again, the 
sample mean is subtracted from each, sample. 
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As in [84}, sixty-four non-overlapping samples size of 64 x 64 are obtained from an original 
image size of 512 x 512, resulting in a total number of 1920 samples of which half are used for 
training and the rest are used during the testing phase. Fig. 5.3 shows the 30 texture images 
whose size is 512 x 512. 
5.2.3 Bayes Distance Classifier 
We use a simple classification method in which the decision fimction is based on the distance 
measure, since oiur main objective in this study is to see how the addition of RWFB features 
improves the texture classification performance relative to those obtained using only SWFB. 
Among the distance measures including Euclidian and Mahalanobis distances. Bayes distance 
is found to provide the best performance in [5|. However. Mahalanobis distance performs as 
close as the Bayes's [67]. 
In the learning phase, n samples obtained from the textiure class i are decomposed using 
SWFB and RWFB and a feature vector F is calculated for each sample. Then, a representative 
feature map. nit. for each texture class i is generated by averaging the featiures over all n 
samples. .Although the exact form of joint density function of features are not available, we 
may cissume. invoking the law of large mmibers. that the density function of features is Gaussian 
so that the Bayes decision fimction can be assumed as 
£)(F.ini,C,) = (F - mi)^C-^(F - m.) + In |C,|. (5.7) 
where C, is the covariance matrix of feature set for texture i measiured from n samples. 
For the classification phase, we employ the following steps: 
1. Decompose an unknown texture and construct a feature vector F. 
2. Calculate the decision fimction Di = Z}(F.mi.Ci) for the candidate textures. 
3. Assign the unknown textme to a class i if Di < Dj for all j 7^ i. 
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Figure 5.3 VisTec tmciges for experiment HI: from left to right: first 
row: BarkO. Bark4. Bark6. BarkS. Bark9: second rowiBrickl. 
Brick4, BricfcS. FabricO. Fabric4: third row:Fabric7. FabricQ. 
Fabricll. FabricIS. Fabricl6: fourth rowJabriclT. FabriclS. 
FoodO, Food2, FoodS: fifth rowiFoodS, Grass!. SandO. Stone4. 
Tilel; sixth row: TileS. TileT. Water6. Wood!. Wbod2-
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5.3 Results and Discussions 
The three-level {I = 3) wavelet decompositioa using DWFB is used for texture feature 
extraction. The performance of SWFB and RWFB approaches for texture classification are 
presented and discussed, in this section. Each accuracy figure represents the results of an 
average of two tests conducted with two different randomly selected learning and testing sets. 
Experiments are performed using featiure sets: 
• set 1 - SWFB only 
• set 2 - RWFB only 
• set 3 - DWFB 
• set 4 - SWFB and chaimel outputs of filters H\. tPi components of the RWFB 
The feature set 4 was selected in a manner that reduces the redimdancy in feature set 3. This 
is possible since the overlap between the filter responses of flj and Hq is quite significant in 
the firequency domain, and this results in a lot of redundant information [for example, see 
Fig. 4.4(b) and (c)]: the filter response of is completely covered by those of the and H?y 
filters. 
The classification results obtained firom the three experiments, showing the percent of 
correct classification as a fimction of decomposition level for each featiure set. are listed in 
Tables 5.1. 5.2. and 5.3. The niunber of features used in each experiment is shown within the 
parenthesis next to the classification rate. 
5.3.1 Experiment I 
The performance obtained using the SWFB featmres (set 1) is better than that obtained 
using the RWFB features (set 2) for each scale level (/}. especially level I. However, the 
performances are approximately the same for levels 2 and 3. The classification acciuracy im­
proves as the number of scale levels increases for both sets as in [80]. However, the degree of 
improvement firom level 2 to 3 is not significant. 
The combination of the two feature sets (set 3) always outperformed, each method individ­
ually which is consistent with our expectation. In particular, a significcint improvement was 
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Table 5.1 Percent of correct classification results obtained in experiment I 
as a  fimction of  the number of  decomposit ion scale levels  I .  
number of 
scale (/) set 1 set 2 set 3 set -4 
1 93.42% (4) 89.34% (4) 97.16% (8) 96.65% (6) 
2 95.78% (7) 95.76% (7) 97.10% (14) 97.71% (II) 
3 96.13% (10) 95.98% (10) 96.20% (20) 96.82% (16) 
observed for scale level 1. It is also foimd that increasing the scale level affects the classification 
performance adversely for set 3. This may be due to the increased level of ambiguity in the 
featiure space as the degree of redundancy among the features increases. The reason is also 
cited by Mao and Jain [57]. Given a fixed number of samples, increasing the number of features 
for each sample has two conflicting effects: the additional features provide more information 
that improves a classification accuracy: the sample of instances is less representative of the 
true distribution which degrades classification accuracy on unseen instances. Typically, as the 
number of features increases, classification accturacy on unseen instances rises to peak, then 
degrades. This is known as the peaking phenomenon [31]. 
FoUowing a systematic study to identify the best combination of the features, featiure set 
4 was selected based on the reasons that we mentioned earlier. The results show that set 4 
provides better performance relative to set 3 except in the first scale in which the number of 
features did not appear to be adeqtiate. The highest classification rate (97.71%) was obtained 
using set 4 with level 2. Thus, reducing redimdancy in the feature space appears to result in 
performzince improvement. 
It is worth noting that the highest classification rate obtained using a single filter bank did 
not match the lowest rate obtained with, the combined methods (set 3 or 4) even at a higher 
scale level. These findings show that the RWFB method provides additional information 
relating to the texture and shows the efiectiveness of the RWFB in texture classification. The 
experiments also show that increasing the number of scale levels does not guarantee improved 
52 
Table 5.2 Percent of correct classification results obtained in experiment 
n as a fimctioa of the number of decomposition scale levels. 
number of 
scale (J) set 1 set 2 set 3 set 4 
L 94.79% (4) 95.84% (4) 97.92% (8) 97.91% (6) 
2 94.26% (7) 96.35% (7) 97.39% (14) 98.69% (11) 
3 93.74% (10) 95.56% (10) 96.87% (20) 97.39% (16) 
performance for sets 3 and 4. 
5.3.2 Experiment H 
In this experiment, the RWFB feature set outperformed the SWFB feature set in each 
scale level. This improvement can be attributed to the fact that some of the discriminating 
patterns are diagonally distributed in the texture samples and they are better captured using 
the RWFB set. Combining the two feature sets, we obtain additional improvement as shown 
in the set 3 column. As in the case of experiment I. set 4 provides better performance relative 
to set 3 except in the case of scale level 1. However, the performance of set 4 with /" = 1 is very 
close to that of set 3. A possible explanation is that the discriminatory power of and 
Biters is very significant for the specific textures used in this experiment. .-Vgain. the highest 
classification rate (98.69%) was obtained using set 4 with level 2. 
The maximum classification rate obtained firom a single filter bank did not reach the lowest 
level obtained by combining the two featiure sets despite the fact that it contained a larger 
number of features. It is also observed that increasing the mmiber of decomposition levels did 
not improve the classification accuracy in this experiment, especially for sets 1 and 3. This may 
imply that the discriminatory information exists mostly in the high frequency regions [7r/2. f}, 
i.e.. the additional information at the deeper scale does not contribute to the performance 
while adding uncertainty to the process of discrimination. 
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Table 5.3 Percent of correct classification obtained in experiment HE 
(thirty VisTex images) as a function of the number of decom­
position scale levels. 
number of 
scale (/) set 1 set 2 set 3 set 4 
1 90.73% (4) 86.00% (4) 93.49% (8) 93.54% (6) 
2 y4.ii% (7) ai.6i% (7) 94.84% (14) 95.73% (ii) 
3 93.18% (10) 90.73% (10) 89.48% (20) 92.08% (16) 
5.3.3 Experiment III 
SWFB featiures outperform RWFB features in this experiment. The combination of the two 
filter sets improves the performance for scale levels 1 and 2. However, we observe a significant 
peaking in performance for Set 3 and Set 4 as the scale level increases. .Again, the best 
performance (95.73%) is obtained from Set 4 with £ = 2. The highest classification accuracy-
achieved by using DWFB feature set is higher than combined set of first- and second-order 
statistic features [84} by 1.75%. 
.\ccording to [841, the 30 VisTex images are selected such that the classification performance 
using energy features alone is < 90%. thus creating a sufficiently hard classification problem. 
In [84], the classification accuracy 83% is achieved by using energy features alone. However, 
we observe the classification performance using energy features alone is greater than 90% even 
with one level decomposition. The only difference between the proposed scheme and the one 
in [84] is the wavelet basis (Haar in our method cind second-order spline wavelet in [84]) and 
the number of decomposition level (3 and 4. respectively). 
We also observe that discriminating VisTex images is more difficult than discriminating 
Brodatz images, even with, a larger sample size (64 x 64 for VisTex and 32 x 32 for Brodatz). 
As mentioned earlier, this may be caused by confusion drawn from multiple scenes of the same 
class in the VisTex database. 
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5.4 Summary 
The effectiveness of the new filter set is illustrated by applying it to image texture classi­
fication tasks. The RWFB decomposition provides complementary texture information to the 
SWFB decomposition. Consequently, a combined feature set results in significantly better ac­
curacy rate than a feature set obtained firom a single filter bank despite the fact that a smaller 
number of features is employed. 
For the classification of 28 Brodatz texture classes, we achieved 97.71% classification accu­
racy using LI energy measures obtained from 32 x 32 sample size. We also obtained 98.69% 
accuracy in the discrimination of five similar pattern texture types using the same feature set 
used in experiment I. 
For the classificatioa of 30 VisTex texture classes, we achieved 95.73% classification ac-
cxuracy using eleven energy measures obtained from DWFB. .A.s observed from the accuracy 
figmres. we may conclude that the VisTex images are not as well characterized as Brodat>r 
images by using energy parameters. This observation agrees with the observations made in 
[84j. In addition, the classification accuracy that was achieved by using DWFB is higher than 
the best feature combination used in [84|. This shows the significance of the proposed texture 
features and their applicability to general natural texture characterization. 
•As mentioned earlier, the classification performance can be optimized by employing an 
adaptive method for selecting the best feature combination to minimize redundancy among 
features. In addition, research needs to be carried to identify a perceptually meaningful texture 
feature set using DWFB. An extension of these ideas to other pattern recognition applications 
such as texture segmentation or denoising applications can be also made. 
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CHAPTER 6 VIEWPOINT-INVAIIIANT TEXTURE CLASSIFICATION 
In this chapter, the viewpoint-invariant texture classification problem, in particular, the 
rotation- and grayscale transform- invariance issue, is addressed. We begin with a description 
of a prior work in the area followed by a discussion of a new approach for obtaining rotation-
and grayscale transform-invariance via energy feature transformation. The performance of the 
proposed texture feature set is evaluated by applying it to two different texture databases that 
have been used in literatiure in order to provide a basis for reference. 
6.1 Introductiou 
Several approaches have been introduced to address the texture rotation-invariance prob­
lem. Kashyap and Khotanzad [36} developed the "circular autoregressive" model to overcome 
the inherent rotation dependency of Markov Random Field models. En [9|. textures are modeled 
by different Gaussian Markov flandom Fields (GMRF). The rotation and scale parameters were 
made part of the model through an appropriate transformation of the power spectral density 
of the GMRF. 
A set of Gabor filters has been used for computing rotation-invariant texture features 
by considering the rotation invariance in the spatial domcdn as a translation invariance in a 
firequency domain [78}. Chen and Kimdu [8j use the wavelet transform and a Hidden Markov 
Model (HMM) method. The energy and entropy features are derived firom each subband 
image. They achieve 93.33% classification accuracy using a for the classification of ten 
Brodatz [3] texttnre types. The captures the trend caused by rotation and provides 
effective information concerning dependence among the subbands. Wii and Wei [87] use a 
spiral resampling technique along with the subbcmd decomposition and a H^^IM. Prior to the 
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subband decomposition, the image is spirally resampled into a 1-D signal and the texture 
features are obtained from high-order statistics of the subband signals. Here, the rotation-
invariance is reflected as translation-invariance. The highest accuracy they achieve is 95.14% 
for 16 Brodatz texture types. However, the texture features in [8| and [87) are not truly 
rotation-invariant by themselves, since the rotation-invariance is captured by the classification 
method. H^'IM. 
Porter and Canagarajah [67j provide a comparative study among GMRF. Gabor filter, 
and wavelet transform approaches to the problem of 16 Brodatz textiure classification. To 
obtain rotation invariance. a circularly symmetric neighborhood in all directions is used for a 
GMRF model instead of using a conventional neighborhood structure. .A. circularly symmetric 
Gabor filter set and discrete wavelet transform are used to compute additional sets of rotation-
invariant features. In the wavelet approach, the LH and HL subimages in each scale are 
grouped together to obtain rotation invariance. It is shown that the wavelet approach is most 
efficient in terms of computational expense and classification acctmicy on 16 Brodatz images. 
However, it is not safe to conclude that the wavelet approach is superior than Gabor and 
GMEIF approach in obtaining textures' rotation invariance as the authors claim, since the 
features that the authors compute using the Gabor and GMRF approach may not be the best 
set that one can obtain using those approaches. For example, the nimiber of Gabor filters can 
be increased, and the order of GMRF model can be increased. In addition, the performance 
differs from one texture database to another database. 
Recently, Haley and Manjimath [28} proposed a complete space-frequency model to obtain 
a set of rotation-invariant features. A polar, analjrtic form of 2-D Gabor wavelets is developed 
and used to compute the model parameters which are invarituit with respect to texture rota­
tion. Unlike other studies mentioned above, the rotation of textinre is not obtained by image 
processing in order to provide more accurate texture rotation. Thirteen classes of Brodatz 
images with seven rotation angles in each class are used in the experiment, resulting in 96.8% 
classification accuracy. However, the number of features used is significantly larger than other 
filtering-based approaches. 
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The goal of feature extraction is to obtain a texture measure which, can be used to discrim­
inate among different textiure pattern classes. Most wavelet-based textiure analysis cJgorithms 
extract features such as energy or entropy from the channel outputs. In this study, we look 
into an intelligent method to generate a set of features that are independent of textiure ro­
tation by transforming the energy measures into another set of featiure. The feature set we 
will be presenting is unique in that rotation- and grayscale transform-invariance are achieved 
simultaneously and a few of the featiures are perceptually meaningfiil. 
6.2 Grayscale Transform-invariance 
Texture features that are invariant to grayscale changes due to variations in illumination 
levels are very desirable in many cases, since it is very imlikely that images are acquired under 
identical lighting conditions. Using histogram equalization, the undesirable effects can be elim­
inated to some extent as shown in [8). The third- and fourth-order moments both normalized 
with respect to the second-order moment are also used to obtain grayscale transform-invariance 
[81-
In this study, the grayscale transform-invariance is achieved in two steps. First, the effect 
of shift is removed by subtracting the mean of the signal to null the effect of 3. The effect of 
a scale constant Q is removed in feature formulation as described below. 
Instead of using the standard energy measure, we use a normalized energy that is defined 
as 
. _ g{||yfc(Tn.n)ir-} 
where tjkim.n) is the chaimel output of the original image. That is. the channel energy is 
normalized by the energy of an original image x(m.n). The terminology of'normalized energy" 
appears in [Sj. the normalization, however, is performed by dividing energy by a constant 255~. 
Then, how do we obtain the invariance through normalization? Let the gray-scale trans­
formed image xt = ax+0. where a is a positive scale factor, and 0 is a. shift factor. The effect 
of shift can be removed by subtracting the mean of Xf Let x be the mean subtracted image. 
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Then, 
X = xt — Xf = CKT-f-/3 — xt = ax + /3 — ox — )3 = a(x — x). (6.2) 
Since the input to the filterbank is zero mean, every channel output i/jfc(m. n) is also zero-mean 
except for the lowest approximation(fc = 0). Then, the averaged lo— norm becomes just a 
vziriance. The variance of channel output of mean subtracted image. yk{Tn. n) is 
Var(yk{Tn,Ti)) = V^ar(i*Hfc) 
= Var(a{x — x) * H^) 
= Var(ax * H^-) — Var{ax * H^) 
= a"V"ar(x « Hfc). (6.3) 
Then, the normalized energy becomes 
.  Var(yk)  a-Var{x *Kk) 
Var(x) d-Var{x) 
Thus, the effect of a is removed by calcidating the normalized energy. Likewise, the normal­
ized energy parameter we defined is independent of linear grayscale transforms. Similarly, 
the normalized energy obtained using (i— norm is also independent of the linear grayscale 
transform. 
6.3 Sttbband Energy Distribution 
In this section, we would like to provide a general idea about the energy distribution of 
filterbank channel output, especially when the texture is rotated to justify the choice of wavelet-
based energy measures as texture feattures. We begin by showing the energy variations due to 
texture rotation, particularly for a texture with high directionality. Fig. 6.1 shows the energy 
of a SWFB channel outputs for the "brick~ image [see Fig. 6-6j with a rotation angle range 
[0,2irl. As shown in. the figure, the energy is a function of a rotation angle 9. and we define it as 
e{6)k for channel k. We also adopt the following notation throughout this dissertation: ChL, 
and denote channels that have filter Hi. Hz and respectively at each scale L 
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Figure 6.1 EInergy distribution, at the SWFB outputs Ar = 4.5.6 with the 
"bride' image as an input texture. 
Since the filter characteristic of Hf is y-axis symmetric, and that of is x-axis symmetric, 
the functions and have a period T = TT and satisfy = e{6 -i- -
Similarly, the T = •it/2 for e{0)(y. . This is also true for the RWFB. but with a delay of x/-t. H H 
We expect to obtain a larger max{e{9)^ — e(9)fy } for directional textures. This will f f  L  L f f  
be clearly demonstrated throughout this section. Fig. 6.2 shows a subband energy distribution 
from a SWFB for six selected texture images (shown in Fig. 6.6) that have different direction­
ality and coarseness. In each plot, there are seven solid lines that correspond to seven rotation 
angles from 0 to 210 degrees. For the textures that have round-shape primitives (for example, 
"bubbles" image), the influence of rotation is not significant, that is. the variation in energy is 
not significant with respect to rotation. Note that a regular but not directional texture such 
as "^ave" image is also insensitive to the rotation. Fig. 6.3 shows a different view of Fig. 6.2. 
where the x-axis is the rotation angle and y-axis is the £fc. The pattern of variations are similar 
in three scale levels. 
.\s observed from the above figures, the energy parameter itself is not consistent for texture 
rotation, especially for directional textures. Now, we introduce a new feature set that is 
independent of texture rotation by making use of the normalized energy mecisures from a dual 
wavelet filterbank. 
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(a)Grass (b)Weave 
(a)Leather (b)Water 
I 
i 
1 
3 I 
(c)Brick (d.)BubbIes 
Figure 6.2 Subband energy distribution firom a SWFB for selected texture 
images that have different directionality. Multiple lines in each 
plot indicate seven rotation angles: 0. 30, 60, 90. 120. 150. and 
200 degrees. 
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Figure 6.3 Different view of Fig. 6.2 for three directional textures. From 
top row to bottom, scale I = I. 2. and 3. respectively. 
6.4 Rotatioa-invariant feature extraction 
6.4.1 Scale Energy-Based Features 
Although the energy vector £*itself is not able to provide the rotation-invariant measure of 
a textiure. we can approximate the rotation invariance by adding the three channel energies in 
each scale. The group of three corresponding firequency regions are illustrated in Fig. 6.4 for the 
SWFB and RWFB. Although the shape of the region is not exactly circular, the energy within 
the same scale is roughly constant in spite of texture rotation. For example, the addition of 
three fimctions 6(^)43.5 in Fig. 6.1 is roughly constant. The area of the corresponding frequency 
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A. A. 
(b) 
Figure 6.4 Frequency coverage for scale sum energy feature. FSSE for (a) 
SWFB and (b) RWFB. 
region in both filterbanks is same in each scale. 
6.4.1.1 Scale Sum Energy 
We define the feature scale sum energy at each scale i as follows: 
3i 
rn _ |lyfc(Tn.rt)ir-
SSE Z- i = 1.2. and 3. (6.5) 
k=3i—2 k=3i—2 
The F sse features can be edso obtained by Ri^. where R is a matrix 
R = 
0 1 I I 0 0 0 0 0 0 
0 0 0 0 I 1 I 0 0 0 
0 0 0 0 0 0 0 1 I I 
6.4.1.2 Scale Energy Ratio 
We define scale energy ratio features that measure the relative energy amount in two con­
secutive scales. The scale energy ratio is defined as 
pt-i 
c-i-l.' _ ^SSE 
^SER — • 
^SSE 
i = 1.2. and 3. (6.6) 
where F^sE ^ energy of smoothest version of the image, yo. and it can be also obtained 
by 1 — Y.i=i ^SE- helps visualization of this feattire. For example, a low value 
implies that the texture has higher energy in the 3rd scale compared to the 2nd scale, which 
implies that the texture has more frequency components within [jr/2. tt} than the [7r/4. ff/2| 
range-
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Figure 6.5 Visualization of SER featin-e. 
Energy spread across scales are ditferent for different textures. Hence, we introduce another 
feature set that measure the relative energy change across scales by computing the ratio of 
FSER features, incorporating energy information from three consecutive scales. The parameters 
are defined as follows: 
pO.l rrO p2 
cl _ ^SER _ ^SSE^SSE m W - (6.') 
n>i-2 pi p3 
rf _ ^SER _ ^SSE^SSE 
Since these features measure the relative energy change from high to low^ frequency, these 
parameters are expected to be good indices of texture coarseness/fineness. 
6.4.2 Directionality Feattire 
Channels and Ci^ff are very sensitive to rotation as shown in Fig. 6.1 through Fig. 6.3 
for both filter banks. The more directionality we have, the higher energy variation we obtain 
from the channel outputs. There is a small energy chcinge for a texture image with round 
objects in it or a very structured texture with various textture orientations-
Let D{ecr ) represent the difference in energy between the two channels (C^£ and 
if C 
C^£), where D{a^b) = |a — 6(. Then the difference (we call it Dl) provides an indication of 
how much a texture is oriented in the corresponding scale i. However, this value also varies as 
a textxure rotates [imagine £)(e4,eg) in Fig. 6.1|. Hence, the Di from a single filterbcink cannot 
serve as a rotation-invariant feature. The deficiency can, however, be met by introducing Dl 
from RWFB where the energy difference is obtained from the 45° shifted frequency regions. For 
example, if a texture that is strongly directional in vertical direction is rotated by 45 degrees. 
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the D\ &om SWFB reach^ at its minfmnTn. while that from RWFB reaches at its maximum. 
Hence, the combinatioa of the energy difference between and C\[i from both filter 
banks is expected to be constant. This is computed as follows: 
^DM — 
^SE SWFB 
+ ^ ^ H L  ^ L H  
^SE IRIVFB 
(6.8) 
In simmiary, the new feature set F includes FSSE- FSERR FRSER^ and FD.M- The features 
are rotation-invariant as well as grayscale transform-invariant, since they are all computed 
based on the normalized energy measinre which is grayscale transform-invariant. 
6.5 Experimental Setup 
The proposed feature set is evaluated by conducting two different classification experiments 
using two different data sets. The texture databases are chosen mainly because we woidd 
tike to evaluate the performance of the proposed feature set relative to results obtained with 
alternative approaches proposed in recent years [28. 84]. For the first experiment (experiment 
[). we use the data set used by Haley and Manjunath [28]. The rotated texture images are 
obtained from the USC-SPIP Image database [74]. The database consists of thirteen of the 
Brodatz texture images, each digitized at seven different rotation angles: 0. 30. 60. 90. 120. 
150. and 200 degrees. The images are not obtained by artificial rotation which may contribute 
to distortion in textures, particularly when the textiure is very finely structiured. In addition, 
the range of textures is broad in terms of coarseness, directionality, and regularity. The effect 
of texttire rotation on energy measiures is significant when the texture is strongly directional, 
causing difficulties in obtaining rotation invaricmce. For perfectly homogeneous and isotropic 
textiure. texture features ought to be ideally rotation-invariant. This point is often overlooked 
in the literature when texture selection is made. 
The total number of images is 91 and the images are all of size 512 x 512 pixels with 8 
bits/pixel. The rotated textxnre images were scanned using a 512 x 512 pixel video digitizing 
camera. Fig. 6.6 presents these textures showing 256 x 256 size samples with a rotation angle of 
60°. The original image is then subdivided into sixteen 128 x 128 samples without overlapping. 
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resulting in. a total of 91 x 16 = 1456 samples. Examples of the rotated '^traw'' texture are 
shown in Fig. 6.7, indicating sixteen 128 x 128 samples. As seen from the figure, the straw 
image is not considered as a homogeneous textinre. Several samples possess different textiure 
properties relative to the rest of them. Such problems render the classification task even more 
difficult. 
For the second experiment, thirty VisTex images used in [84] are used to evaluate the 
robustness of the proposed rotation- and grayscale transform-invariant feature set with respect 
to the problem of larger and different databases. The experimental setup is described in Section 
5.2.2. and is identical to the one used in [84j. 
.A. three-level {/ = 3) wavelet decomposition using DVVFB is used for rotation-invariant tex­
ture feature extraction. The texture sample with its mean subtracted is decomposed through 
20 channels of DWFB and two normalized energy vectors are generated for each sample, .\gain. 
the Haar wavelet is used for its computational simplicity. The energy vectors are calculated 
using both average Zi-norm and LO-NORM methods. Then, viewpoint-invariant texture featiures 
are generated by transforming the normalized energy vectors using the methods described in 
the previous section. The feature vector is then classified using a Bayes classifier described in 
Section 5.2.3. The overall texture classification scheme is presented in Fig. 6.8. .A.gain. half 
the samples are used for training while the rest are used during the testing phase. 
6.6 Featxire Analysis 
In this section, the correlation of the viewpoint-invariant features to the texture classes is 
presented. Thirteen Brodatz textiures. used in the experiment L were used to demonstrate the 
effectiveness of the approaches. One sample is extracted from each rotation angle, and hence, 
we have seven samples for each texture class. 
6.6.1 Scale Energy-based Featiures 
The correlation plot of the F^SE parameters with thirteen texture types is shown in Fig. 6.9. 
The parameters are approximately constant with respect to the rotation. The parameters from 
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Grass(D9) Bark(D12) Straw(Dl5) 
Weave(D16) WooI{D19) Leather{D24) 
Sand(D29) Water (D38) Wbod(D68) 
£laffia(D84) Pigskin(D92) Brick(D94) 
BubbIes(D112) 
Figure 6.6 Textures used in. the experiment. Each tKcture was digitized at 
seven different rotation angles: 0. 30. 60. 90. 120. 150. and 200 
degrees. The size displayed here is 256 x 256. 
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(150°) (200°) 
Figure 6.7 Examples of rotated texture image "straw"^. Sixteen 
non-overlapping samples of size 128 x 128 are shown. 
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Figure 6.8 Overall diagram of rotation-invariant texture classification pro­
cedure. 
the two filter banks eire somewhat similar in magnitude. Fig. 6.10 presents the correlation 
between the FSER parameters and the thirteen texture classes. They are also roughly constant 
within the same texture range. The difierence between the two FBs is slightly amplified 
compeired to the FSSE parameters. As mentioned earlier^ these features measture the relative 
energy in the two consecutive scal^ and the combination of three FSER features serves as a 
measure of coarseness of a tejcture. For example, the texture '^ooP has low, medium, and high 
^ TO RT I 
value of and F^^^, respectively, which implies that the textiure is very coarse. 
In contrast the '^weave" texture has high, medium, and low values for the three features. This 
variation is reflected in the parameter FRSER- A correlation plot for the parameters is shown 
in Fig. 6.11. The parameter F^^^ appeairs to mesisure the coarseness of texture very well. 
For example, "beirk", "wooP, and "brick" images which are coarse have high F^^^ for both 
SWFB and RWFB. Since the effect of F^SE ^ dominant in it is highly correlated with 
I/F^^E is not used in the experiment. 
6.6.2 Directionality Meastire 
In order to gain a better understanding of the FQM feature, we show how a constcmt value 
of directionality is obtained through an example presented in Fig. 6.12. DSWFB and DRWFB 
in the figure represents the first term and second term of Eq. (6.8), r^ectively. Although 
either DSWFB or DRWFB varies due to texture rotation, the sum of the two terms stays 
fairly constant, which implies that DSWFB^DRWFB) provides complementary information to 
DRWFB^DSWFB)' The correlation plot of features with 13 texture types is shown in 
Fig- 6.13. The featiire matches well with human perception. As expected, "straw", "water"*. 
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Figtire 6.9 Scale sum energy features from the output of (a) SWFB and 
(b) RWFB. The was amplified two times for better visu­
alization. 
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Figure 6.10 Scale energy ratio features from the output of (a) SWFB and 
(b) RWFB-
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Figure 6.11 Correlation plot of feature with thirteen texture classes. 
"wood", and "brick" show relatively high directionality in all the scales. It is interesting to 
note the changes across the scales. The parameter for "brick^ and "bark" increases as the 
scale goes down, which implies that frequency components associated with the directionality 
lie towards the low frequency. The FQIU parameter for "water" decreases as the scale goes 
from 2 to L showing that the texture loses its directionality in the lower frequency rage. It 
follows human perception, since the "water" image contains more high frequency components 
than the "wood" image. 
6.6.3 Feature Selection 
Some of the features presented previously may be highly correlated with each other. Since 
redtmdant and ambiguous information may adversely affect the classification performance, the 
choice of features is important. Most feature selection methods involve high computational 
complexity, and do not always lead to an optimal selection. In this study, we use a very simple 
feature selection algorithm described as follows: 
72 
0.7 
0.6 
0.5 
0.4 
0.3 
0.2 
0.1 
t O ' a 
o * 
0.5 t t.5 2 
e 
23 3.5 
Figure 6.12 Normalized distance D for both filter banks and the simi-
mation of the two for directioncility measurement [Fq^i) of 
"wood" texture. 
for i = Irfeatmre dimension n 
for J = I:n 
compute r,j = — 
if Ty > p (t # j )  
compute Vik and Ujjt, 
•y 
where Vik — for each texture class k 
m.jfc 
discard / with higher Uik 
end 
end 
end 
where and cTj are a mean and a standard deviation of fi. respectively, and p is a constant 
determined by the user. In this experiment, p was set at 0.95. 
To evaluate each feature category, we performed classification experiments using a diffprpnt 
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Figtire 6-13 Correlatioa of thirteen texture classes, where i de­
notes the scale level, (ftom top to bottom) ? 
N^ote the variations cicross the scale level. 
74 
Table 6.1 Nine feature combinations studied in the experiment. 
Featmres No. of Featm-es 
Set 1 
Set 2 
Set 3 
Set 4 
Set 5 
Set 6 
Set 7 
Set 8 
Set 9 
[^SSEr FsERr 
[FSSE, FSER, F^EHIRWFB 
[ F D M ]  3 
14 
10 
10 
17 
7 
Set 1 + Set 2 
Set 1 -r Set 3 
Set 2 •+• Set 3 
5et 1 -r Set 2 -r Set 3 
[F'ksERlDiVFB + Set 3 
Selected Featxure Set 10 
o 
combination of features listed in Table 6.1. 
The ten features selected for Set 9 using the selection method include [^55^. 
^RSERI SWFB. from R\VFB. Fp^f. F^^f. and Fq^[ 
6.7 Classification Results 
6.7.1 Ebcperiment I 
The classification performance of each feature set is presented in Table 6.2 showing the 
percent correctly classified using two energy measure methods. .\s shown in the table, there 
is an advantage of using /i—norm over ^2—°orm for energy calculation. Except for Set 1 and 
Set 2. fi—norm-based energy measiu^es provide better classification performance than [2—D.ona 
measures. This can be attributed to the fact that the inter-class variance becomes larger when 
the fo—norm based energy is used. Hence, discussions are limited to results obtained using the 
fi—norm. 
The features from a single FB (Set 1 and Set 2) provided about 80% classification accuracy, 
and FojVf featinres provided around 60% accuracy. However, a combination of Set 1 and Set 2 
provided an average 14% improvement over the single FB. .\nother significant improvement is 
obtained by adding 3 more FoiU features to the Sets 1 and 2 (see Sets 5 and 6). Combining 
aH three feature categories, we obtained 96.70% accuracy. The Set 8 that consists of only five 
perceptual features, which, measure the texture's coarseness and directionality, provided an 
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Table 6.2 Classificatioa performance of viewpoint-invariant texture fea­
tures for thirteen Brodatz textures using two diflferent energy-
measures. 
Featiure Set 
Classification Rate (%) 
li— norm l->— norm 
Set I 78.43% 80.63% 
Set 2 76.99% 79.12% 
Set 3 60.03% 56.94% 
Set -t 91.14% bO.-tO/O 
Set 5 95.95% 94.23% 
Set 6 95.40% 92.93% 
Set 7 96.70% 94.78% 
Set 8 94.92% 94.71% 
Set 9 97.53% 95.47% 
accinracy of 95%. The performance of Set 3 was improved by 35% by adding two more FitsER 
features. Thus, these perceptual features play a very important role in classification. 
The best performance achieved is 97.53 % using Set 9. This is better than the best perfor­
mance (96.8%) presented in [28] in which the same experimental data and significantly more 
texture features (order of ten) are used. From two different experiments, only 36 samples out 
of a total of 1456 samples are misclassified. Major misclassification includes "grass straw", 
"bark bubble", "sand pigskin", and "wood •H- straw", where and ^ denote that an 
error occiurs in one and both directions, respectively. However, "weave", "leather", "water". 
"Traffia". and "brick" images are perfectly classified. Note that ""water" and "wood" images 
that are very close each other are also perfectly discriminated. In addition, none of the single 
texture types showed less than 93% accuracy with Set 7 and Set 9. The result obtained using 
Set 9 is summarized in Table 6.3. 
6.7.1.1 Evalaation of Perceptual Features 
Among the features presented in the previous sections. and FDM features show 
good connection to the perceptual meaning of textinres. Another experiment was performed to 
evaluate those perceptual features. We define a coarseness measure feature (Fcx[) parameter 
by taking the mean of FRSER features firom SWFB and RWFB to obtain a single measurement 
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Table 6.3 Classificatioa performance for each, texture class using ten se­
lected features. 
d9 D12 DI3 D16 D19 d24 d29 D38 D68 D84 D92 d94 D112 
D9 105 
D12 — 109 — — I — — — — — 2 — 3 
D15 3 — 109 — — — — — 3 — — — — 
D16 — — — 112 — — — — — — — — — 
D19 — — — — 108 — — — — — 2 — — 
D24 I — — — — 112 — — — — — — — 
d29 I — — — — — 109 — — 2 — — 
D3S — i. — — — — »• *> — — — 
D68 — — 2 — — — — 107 — — — 
D84 — — — — — — — — 112 — — — 
D92 — — — — 2 — 3 — — 106 — — 
D94 112 — 
0112 — 3 1 107 
% Rate 93.S 97.3 97.3 100 96.4 100 97.3 100 93.5 100 94.6 100 95.3 
of coEirseness. Then, we divide every sample into three categories: very coarse, coarse, and 
fine based on the Fc.\[ parameter. The results are tested with FQM parameters at the next 
level and. then divided into three categories: very directional, directional, and non-directional. 
The fine texture is tested with coarse with ^5^/: 'T^nd very coarse with The 
procedure and the classified textures are presented in Fig. 6.14. The results show that 81% 
of the samples fail into the categories shown in the figitte. .Aimost half the "straw" images 
were classified as category 'coarse, very directional* instead of 'fine, very directional', and the 
half of "bsirk" samples are classified as 'coarse, non-directional' instead of 'very coarse, non-
directional'. Increasing the number of thresholds for FCM improves classification accuracy. 
6.7.1.2 Feature Evaluation for Rotation Invariance Only 
The rotation-invariant features developed by Haley and Manjunath [28j are not grayscale 
transform-invariant. To provide a fair comparison between their method and the approach 
discussed in this dissertation, an additional test has been conducted. Grayscale transfbrm-
invariance is not considered in this t^. This is accomplished by ignoring the energy normal­
ization procedure. The results obtained by using rotation-invariant features are summarized 
in Table 6.4. 
The improvement obtained in Set I and Set 2 over the viewpoint-invariant (rotation- and 
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Figure 6.14 Example of tree-pnming results obtained using four perceptual 
texture features. 
grayscale transform- invariant) feature is significant. 12% increase in the classification 
accuracy is obtained. The highest classification accuracy. 99.31% is achieved using the ten 
selected feature set. This offers a significant improvement over the method proposed by Haley 
and Manjunath [28]. 
6.7.2 Experiment II 
For this experiment, thirty VisTex images are used to evaluate the performance when a 
larger and different databases are used. Again, two tests have been conducted: Test I iises 
featiures with viewpoint-invariance (rotation and grayscale invariance both), while Test II uses 
features with rotation-invariance property only. The classification results are stmunarized in 
Table 6.5. 
The first observation is that the performance of Test I is not comparable to the residt 
obtained by using energy features developed in Chapter 5 [see Table 5.3]. This implies that 
the viewpoint-invariant features aure not favored tmless texttnre rotation is involved. However, 
by ignoring grayscale-invariance. we achieve a significant improvement in all feature sets except 
for Set 3 and Set 8 in which the number of features are not sufficient to discriminate thirty 
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Table 6.4 Classification performance of features with rotation-invaricince 
only. 
Feature Set Classification Rate (%) 
Set L 90.93% 
Set 2 88.80% 
Set 3 60.03% 
Set 4 95.40% 
Set 5 97.53% 
Set 0 97.66% 
Set 7 98.01% 
Set 8 94.92% 
Set 9 99.31% 
Table 6.5 Performance of the proposed featiu-e set for 30 VisTe.x texture 
classification. 
Classification Rate (%) 
Feature Set Test 1 Test 11 
Set I 66.77% 86.77% 
Set 2 62.55% 85.57% 
Set 3 37.55% 38.70% 
Set 4 77.00% 90.63% 
Set 5 80.57% 92.29% 
Set 6 76.09% 91.93% 
Set 7 81.98% 93.22% 
Set 8 64.27% 66.93% 
Set 9 82.60% 91.51% 
texture classes. The highest accuracy obtained &om Test H is 93.22%. The performance is 
close to the highest classification accuracy 94% obtained by Wbuwer et al. [84j. 
6.8 Summary 
A new set of viewpoint-invariant texture featiires tire proposed in this chapter. Texttire 
features are computed based on the normalized energy vectors that are obtained from the 
channel outputs of DWFB. The features are applied to two texture databases each used by 
Haley and Majmiath. [28j and by Wbirwer et aL [84j. respectively. They include thirteen 
Brodatz texture classes with 7 rotation angles in each class and thirty VisTex images with no 
79 
rotation. In. order to conduct a comparative study, the experimental setup for each, database 
is identical to the setup used by other researchers. 
Oiur results also show that Ii-nonn based energy estimates provides better performance 
relative to the fa-Qorm based estimates. The highest classification accimicy we achieved for 
Brodatz and VisTex databases are 97.53% and 82.60%. respectively. The 97.53% acciuracy 
is higher than the highest classification accuracy reported in [28], while 82.60% for VisTex 
falls short of the figure (94%) reported in [84} and the figure (95.73%) reported in Chapter 
5. The number of features used are 10. 300. and 120 for the proposed approach. Haleys. and 
Wouwers approach, respectively. However, significant improvement can be made by ignoring 
grayscale transform-invariance. Ignoring the invariance makes it fair to compare with the other 
methods. By doing so. we could achieve 99.31% and 93.22% for Brodatz and VisTex database, 
respectively. The improvement in performance is obvious, since the brightness information is 
lost as a result of the energy normalization procediure. which removes one of the important 
image properties. 
In addition to improvement in viewpoint-invariant texture discrimination, two important 
perceptual properties, coarseness and directionality are captured by the proposed textiure fea­
tures. This is a very desirable characteristic in a texture classification system, since it is good 
to have perceptual image indices for an automated image query system. 
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CHAPTER 7 UNSUPERVISED TEXTURE SEGMENTATION USING 
FEATURE DIMENSION REDUCTION 
Textxire segmeatation is another important texture anal3rsis issue. One of the difficulties 
associated with segmenting textures is the high computation demand. In this chapter, a new 
and efficient method is developed to reduce the dimensions of the feature space, and thereby 
the computational effort is described. By reducing the amount of ambiguity among features, 
we obtain better performance. 
7.1 Introduction 
Texture segmentation involves identifying regions with imiform textiures in a given image. 
Appropriate texture meastires are needed in order to decide whether a given region has a 
uniform texture or otherwise. Several different texture measures for segmentation purposes 
are experimentally compared in [4} and [70]. Laine [41) applied the wavelet packet frame 
method and an envelope detection algorithm for texture segmentation. The number of channels 
increases at the rate of power of two along with the decomposition level, thereby increasing the 
computational complexity substantially. Lin et al. [481 proposed a texture segmentation 
scheme using a tree-structured, wavelet transform in which the decomposition mechanism is 
based upon the global energy of the transformed images, avoiding urmecessary decomposition 
that occurs during the packet transformation. 
However, the multiscale-based segmentation approaches previously mentioned do not con­
sider the discriminating power of each feature image. Several methods has been introduced 
for feature reduction and separability measure of texture features [80. 32. 63. 22}. Etemad and 
Chellappa [22| present unsupervised, texture analysis methods for which the finrther wavelet 
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decomposition is performed based, on the overall class separability instead of energy measiure. 
Unser [SOj uses the Karhunen-Loeve transform to reduce the dimension of feature space that 
is obtained from variance estimates of wavelet frtime filter outputs. Pichler et al. [63] apply 
the Gabor filtering method and use a measure of feature contrast as a tool for featiure weight­
ing and for reducing the feature space dimensions. Jain and Farrokhnia [32] also use Gabor 
filters and reduced the dimension of feature space by calculating energy of each filter output. 
The channels with largest energy are selected for a clustering procedure. However, wavelet 
decomposition does not guarantee that the dominant filtered images contain discriminatory 
information since it employs a different scheme of frequency partitioning. In many cases, 
lower scale channels (larger i in Fig. 3.6) are likely to have more energy, although high scale 
channels (smaller i) may have the most amount of discriminating information (Examples in 
Section 7.2.5 will demonstrate this). Hence, a reliable and efficient channel selection method is 
strongly recommended in the wavelet domain for more accurate and computationally efficient 
segmentation. 
The goal in this study is to find a minimum number of measurements that can discriminate 
textures that are perceived to be different. The measiurements should also remain approxi­
mately constant in a region when the texture is considered to be homogeneous. In an attempt 
to do so. a novel approach for channel selection is proposed by evaluating the histogram of 
each channel output. The histogram of an image with gray levels in the range k ^ [0. L — l| 
is a discrete fimction p{k) = rijfc/n. where is the number of pixels in the image with that 
gray level, and n is the total number of pixels in the image. We use a wavelet-based multiscale 
filter bank, jmd the gray values in the filtered images transformed nonlinearly serve as tex­
ture features. A fusion of the extracted features at different scales permits a compact texture 
representation. 
82 
9rayt«v«t.>t 
Figure 7.1 (From left to right) (al-a2) A 128 x 128 artificial image and 
region labels: (bl-b3) channel outputs. r„(x.y). n = 1.3. and 
5. respectively: (cl-c3) image histograms of (b). 
7.2 Unsupervised Texture Segmentation Algorithm in Wavelet Domain 
7.2.1 Feature Ebctraction 
Texture features that are used in this study are basically obtained from the wavelet filter-
bank outputs. r„(x, i/).n = 1 iY. where N is the number of channels in the filterbank [see 
notations in Fig. 3.6(b)|. The channel outputs are obtained by decomposing the zero-mean 
onginal image into several filtered images with limited spectral information. Four different 
texture images (two Gaussian Markov Random Field based, a fractal based, and a paint wall 
image) are used for demonstration purposes. These images were also used by Ohanian and 
Dubes [60f for evaluating commonly used texture feature extraction methods. These textures 
do not necessarily represent general texture types. They, however, provide a set of test images 
for evaluating algorithms. Fig. 7.1 presents an example of 2-D stationary wavelet transform 
(SWT) of cm original image that consists of four different texture classes [Fig. 7.1(ai)J and 
examples of charmel outputs [Fig. 7.1(bl-b3)l. Fig. 7.1(a2) shows their region labels. The 
sa 
Figure 7.2 (From left to right) (al-a3) Feature images en(x.y) that corre­
spond to r„(x. y) in Fig. 7.1. where n = L 3. and 5. respectively: 
(bl-b3) image histograms of (a) with CT = 2.5. 
histogram of the channel outputs shown in Fig. 7.1(cl-c3) has a Gaussian shape and. therefore 
the charmel output itself is not a good candidate for a feature image. The goal, therefore, is 
to obtain a meaningfiil feature image from such that the resulting image has better 
separability in terms of gray levels. X histogram of pixel values for a successfiil segmentation 
algorithm should clearly distinguish peaks corresponding to segmented regions. The necessary 
degree of separability for unsupervised clustering purposes can be obtained by applying a se­
ries of fimctions on r„(x.y). resulting in a significant change in the number of modes in the 
histogram. We describe our approach for transforming the histogram of a channel output such 
that it contains distinct peaks. 
First. r„(x.t/) is transformed using one of the commonly used nonlinear fimctions [32}. ^(^r) 
which is defined as 
l -e"^ C(x) = tanh{ax) = ^ ^ 
followed by another nonlinear fimction abs{ ). .Application of (^{x) expands the histogram 
and. therefore, expands the dynamic range of gray levels. Then, the feature image en(x.y) 
corresponding to the filtered image r„(x.y) can be represented by 
eniXrV) = i Yi a6s{C(r„(a,6))}, 
(o,6)€«^x. 
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where Wj^ is an M x M window centered at the pixel {x.y). The window size needs to be 
carefully selected. A smaller window localizes tectiure boundaries more acciuately with poorer 
region localization, while a larger window works better for region segmentation. The choice of 
window weights also affects the segmentation result. Generally, a Gaussian weighted window 
is found to provide better boundary localization [32|. The Gaussian function has the form 
G{r. y) = (x" -h y-). (7.1) 
where o* is a constant that controls a sharpness of its lowpass filtering characteristics. This 
smoothing function plays a role as an envelope detector in conjimction with the previous 
application of nonlinear fimctions. It forces the pixels within each texture class to have a 
similar gray levels. Through these steps, a new histogram fimction is obtained. .-Vs shown in 
Fig. 7.2. we can observe a significant change in the histogram shape from r„(x.i/) to e„(x.(/). 
especially in the case of n = I and 3. This significantly improves the separability of the different 
texture classes in the image. The feature et(x. y) has four distinct peaks in the histogram. The 
peaks correspond to the four different texture classes. .A simple thresholding scheme can be 
applied for segmentation at this stage. The segmentation system employed in the paper is 
schematically summarized in the block diagram shown in Fig. 7.3. 
7.2.2 Selection of parameter a 
The selection of the a parameter is very important in order to generate a meaningfid 
feature image. Fig. 7.4 demonstrates the effect of a parameter tr on a feattnre image. ti{x~y). 
and its histogram. .\s shown in the figure, when a increases, the boundary regions become 
blurred, while the separability in the histogram plot becomes significant due to the incresise in 
homogeneity within each texture category. For example. en(x. y) becomes a meaningfid feature 
image with a larger a. having three distinct gray levels. Hence, a needs to be selected such 
that the resulting feature image hcis a well-separated set of modes in the histogram. Since 
unsupervised clustering algorithm classifies the feattires largely based on distance measures, 
a histogram with distinctly separable peaks is required to obtain a good classification result. 
However, a larger value of a does not always lead to a better segmentation result, since the 
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boundary localization has to be considered at the same time. This leads to a trade-off between 
choosing a good region segmentation and a good boundary segmentation. This parameter is 
determined during the channel selection algorithm which is described in the next section. For 
a Gaussicm. weighted window, the effect of window size is not critical. 
7.2.3 Channel Selection using EUstogram Analysis 
It is important to reduce the dimensions of the feature space, not only because it reduces 
the computational effort associated with the clustering procedure, but also because it improves 
the classification accuracy by reducing ambiguity. It has been shown that the separation 
performance is not monotonically dependent on the dimensions of the feature space. Indeed, 
the classification accuracy decreases beyond a certain dimension [57]. We present a new method 
for reducing feature space dimensions by analyzing a histogram of each feature image, en{x, y). 
As described earlier, the histogram function of r„(x,y) is transformed in a manner that 
increases the number of modes by successively applying two nonlinear fimctions followed by 
a smoothing function on rn{x,y)~ We measure the separability of the featxrre image by ex­
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Figure 7.4 Ulustratioa of the effect of a for Gaussian function on the fea­
ture image and its histogram. The first row represents e>(x. y) 
with increasing a (from left to right), and the second row rep­
resents the corresponding histograms. 
amining distinct peaks in its histogram fimction. Peaks in the histogram could potentially be 
associated with a specific texture category. The -best" feature image would have the same 
number of peaks as the number of texture classes. The procedure for channel selection with a 
predetermined number of classes. is as follows: 
1. Obtain a histogram fimction p(fc) from featiure images e„(r. t/).n = I .V. 
2. Compute the derivative of p{k) for each n. 
3. Count the number of zero crossings (N'zc) from step 2. 
If the area of derivative between two consecutive zero crossings is smaller thcin a constant 
K. then N'zc = N'zc ~ 1- The constant K can be considered as a threshold value for 
counting zero crossings from larger peaks. 
4. If Nzc ^ 0' where be a constant that is determined by a user, then select the channel 
n. If not. GOTO step L with cr = cr-f-7. where 7 represents an increment of the Gaussian 
ftmctioa parameter cr. 
Steps 2 cuid 3 together count the number of modes in the histogram fimction p{x). An ide<d 
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feature image offers a good boundary and a region localization simultaneously with Nzc = 2iV"c. 
As long as Nzc does not increase with cr, the selection of a smaller value of o* is recommended to 
obtain good boundary localization. Normally, values of a beyond 4 did not lead to identification 
of additional peaks in the histogram. In addition, we did not observe a significant smoothing 
effect for the purpose of segmentation with <r < 2. The parameter 0 can be determined 
depending upon the choice of Nzc and the number of selected channels. The increment for 7 
can be chosen to be an arbitrarily small positive value. 
7.2.4 Feature Clustering 
The fined, step in the segmentation procedure involves the use of a clustering technique. 
We use the K-means algorithm [llj for clustering. Each featiue is normalized with respect to 
its maximum value so that every input feature has the same weight. The main shortcoming 
of filtering-based segmentation algorithms is that they do not take into consideration the fact 
that neighboring pixels are very likely to belong to the same texture class. .A. simple method 
for addressing this problem is to postprocess the segmented image by employing a median filter 
or the relaxation method [30]. Postprocessing the images improves the degree of segmentation 
homogeneity at the expense of loss in precision with respect to the boundary estimates. We use 
a simple method that has been proposed in [32} to incorporate spatial neighborhood information 
directly in the clustering process. This is achieved by including the spatial coordinates of the 
pixels as two additional features (see Fig. 7.3). 
7.2.5 Texture Segmentation 
For texttire segmentation, we use the Haar wavelet filter, since it is computationally efficient 
and it has shown its usefiilness in tectinre analysis applications [80{. X two level 2-D SWT 
decomposition (iY = 7) is used. The proposed segmentation algorithm was evaluated using 
two texture images [Fig. 7.1 and Fig. 7.6(a)]. The threshold K is taken as 10% of mayimnTn 
area under the derivative of histogram function. The increment in cr was set at 7 = 0.5, and 
a for C(a:) was 0.01. 
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(a) (b) (c) 
Figure 7.5 Segmentation results of an artificial image using e„(x.t/): (a) 
n =1. 2, and 3: (b) n = all: (c) n = 1 
Fig. 7.5 shows segmentation results obtained with the artificial image with and without 
employing the channel selection method. The channels that meet the selection criteria (p = 6) 
were channels 1. 2. and 3. The result obtained using the selected channels are shown in 
Fig. 7.5(a). We also present the result obtained using channel 1 alone for comparison purposes 
in Fig. 7.5(c). As observed from the results, texture segmentation obtained using the selected 
feature images provides better boundary localization than the one obtained using every chamiel 
The efficiency of the proposed algorithm was again evaluated using a composite Brodatz 
texture image [3] which has been commonly used as one of the standard texture images to 
evaluate texture segmentation techniques. The image has five difierent texture classes with 
more complex boundaries [Fig. 7.6(a) j. Channels 1.2.4. and 7 meet the selection criteria (l3 = 
6) and the histograms of the channel outputs are shown in Fig. 7.6 (dl-d4). None of the single 
e„(ar. (/) has five peaks in its histogram. However, by combining the four selected feature images, 
good localization of texture categories [See Fig. 7.6 (b)] is obtained, although there are some 
misclassifications along the boundary regions as seen by different gray shade between textures. 
The segmentation result obtained using all channel outputs was found to be satisfactory for 
certain texture categories [Fig. 7.6(c)|. However, it showed more misclassifications at the 
boundary between textures. 
Through these two test experiments, we observe that many higher scale channels (smaller n) 
were selected and they provide mote discriminating power than lower scale channels, although 
they have smaller levels of energy. It is also shown that a better localization of different tecture 
[Fig. 7.5(b)I. 
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categories can be achieved by combining the segmentation cilgorithm with the channel selection 
method. 
7.3 Stimmary 
A method for an efficient wavelet-based texture segmentation is proposed. -A. novel approach 
for wavelet channel selection is proposed in order to achieve a reduction in feature dimensions. 
The selection has been made by measuring the separability of the modes in the histogram of a 
feature image that is transformed from the channel output. The reduced feature space restxlts 
in better segmentation results. 
The limitation associated with the proposed feature reduction method is that the algorithm 
requires a set of user-defined parameters {K and 3) that need to be decided a priori. .A.n 
improvement in segmentation acciuracy could be also achieved by using wavelet packets in 
conjunction with the chatmel selection method. 
90 
Figure 7.6 Segmentation experiment for a natural texture image, (a) orig­
inal image (256 x 256): (b) segmentation result using selected 
channels (n = L.2.4.7): (c) segmentation result using the all 
channels: (d) histograms of e„(ar.y) for the selected channels 
used for (b). (dl) n = 1. cr = 2.5: (d2) n = 2. cr = 2: (d3) 
n = 4, o" = 2.5: (d4) n = 7. cr = 3 
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CHAPTER 8 TEXTURE ANALYSIS FOR TENDON INJURY 
EVALUATION 
In this chapter, an application of the texture segmentation algorithm to ultrasound tendon 
image characterization is described. The feature reduction algorithm developed in the previous 
chapter is employed for segmenting injured tendon regions from normal tendons. The results 
show that a more objective assessment of tendon injury can be obtained by using wavelet-based 
texture analysis techniques. 
8.1 Introduction 
Sports-related connective tissue injiuries can be classified as macrotraumatic acute tissue 
destruction or microtraumatic chronic abusive cyclic loading. Diuring strenuous exercise as in 
training and racing, the equine superficial digital flexor tendon (SDFT) is subjected to heavy 
cyclic loads. The microtrauma can lead to mechanical strain and cyclic loading can lead to 
degenerative changes which can result in irreversible tissue damage and a chronic tendinosis 
cycle with microtears and ultimately tissue failure. In humans and other animal models, 
the term tendinosis has been used to characterize a focal area of intratendinotis degeneration 
that is initially asymptomatic. Histological findings include noninflammatory intratendinous 
collagen degeneration with fiber disorientation, hypocellularity, scattered vascular ingrowth, 
and occasional local necrosis or calcification [45|. 
Injury to the SDFT in racehorses accounts for about 8% —12% of all racing injuries. With 
traditional modes of therapy, there is approximately a 40% — 50% chance that the horse will 
return to athletic activity after significant SDFT injury. Consequently the problem represents 
a major economic loss to racehorse owners. Although, clinicians can see the evidence of tendon 
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disruption^ they still do not have a method for objectively quantifying the fiill extent of the 
damage. Hence, it is necessary to have an objective assessment of both the degree of initial 
tendon injury and the extent of healing in. order to make a correct decision as to whether, or 
when, a horse can resume training and racing. More importantly, if minor injuries (degenerative 
changes) can be detected in their early stages, the incidence of clinical tendinitis in racehorses 
can presimiably be reduced by altering the management of these horses. 
The value of ultrasonic imaging in detecting tendon injury has been well established 
in equine veterinary medicine [69], Real-time medical ultrasound scanners provide a two-
dimensional B-mode image of the tissue along the plane of sound wave propagation. Histologic 
examination of normal tendons demonstrates the axial alignment of fiber bundles [69}. This 
parallelism of fibers is a consistent finding in midline sagittal (longitudinal or parallel to the 
length of the tendon) ultrasound scans of the tendons of the metacapus and metatarsus of 
normal horses. The cross-sectional images of the tendons show fine dot patterns since soimd 
beam interacts with the fiber bimdles approximately perpendicularly. In the dorsal plane, 
the echogenecity of the tendon structure is mottled where the circiilar-shaped reflectors are 
related to bimdles of collagen fibers in transverse section [69j. In the sagittal plane, echogenic 
lines corresponding to longitudinal sections of bimdles of collagen fibers give each tendon and 
ligament a striated echogenic pattern [69],[77{. With tendinosis. there is collagen degeneration 
with fiber disorientation and disruption in alignment. .-Vt present, sonographic demonstration 
of injuries and the assessment of healing are based largely upon a qualitative interpretation of 
the image. Typically, tendon lesions are graded on a scale of I to 4. .A. grade I correlates with 
only minor damage: a grade 4 lesion correlates with major damage. 
In an attempt to provide a semi-quantitative evaluation. Reef et ai [71} measure the length 
of the lesion and the damaged cross-sectional area. Genoverse et al. [25| tin If the cross-sectional 
area and a qualitative grading of lesion echogenicity and express them as a severity grading. All 
these techniques, however, still require a subjective visual assessment of the area of damaged 
tendon. NicoII et oL [59} evaluate the merits of measuring the mean gray-level of the image area 
for obtaining a more quantitative assessment. However, there is a strong potential for extract­
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ing additional information from cdtrasound images using texture analysis algorithms. Texture 
analjrsis has shown its usefulness in meiny medical applications, for example, in discriminat­
ing normal from abnormal liver [85|,[58J and in characterizing intramuscular fat percentage in 
ribeye muscle of cattle [371-
In this chapter, we apply the texture segmentation algorithm developed in the previous 
chapter to ultrasound B-scan tendon images for objective assessment of changes in texture 
that would help climcian assess the equine tendon injury. In addition, energy ratio features 
will be obtained from DWT subimages and used in characterizing tendon fiber alignment as 
an additional injury index. 
8.2 Tendon Image Acquisition and Clinical Evaluation 
Ultrasound scans were obtained from horses that injured their tendons while racing at a 
local racetrack in the 1996 season, [mages were collected from 24 horses with superficial digital 
flexor tendon (SDFT) injury. Of these 24 horses. 7 had bilateral tendon injuries. 5 injured the 
right front SDFT. and 12 injured the left front SDFT. The injury was diagnosed on clinical 
evaluation including subjective evaluation of ultrasound images by an experienced clinician. 
Gray-scale digital images of B-mode ultrasound were acquired using a veterinary ultrasound 
machine, the PEE Medical Scanner 200 (Classic Medical Supply Inc.. Tequ^ta. Florida) with 
a 7.5 MHz linear array transducer. 
Tendon scans were performed at six difierent sites on the leg (zones lA - 3B in Fig. 8.1) 
in order to provide a representative sample of the entire SDFT. The collected image size is 4 
cm X 7 cm (309 x 426 pixels). The sites chosen included sites of predilection for injury based 
upon previous experience. Zones 2A, 2B, and 3A are common sites of SDFT injury. Since the 
deep digital flexor tendon (DDFT) is rarely injured, it is used as a normal reference image. A 
cross-sectional view (with a transducer perpendicular to long axis of the tendon or leg) and a 
longitudinal view (with a transducer parallel to long axis of the tendon or leg) were obtained 
at each site. Whenever an injured tendon was scanned, the opposite clinically normal tendon 
was also scanned to facilitate a comparison, and to minimize the effects of biological variation 
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Figure 8.1 Sagittal view of the metacarpus. .A.. Frozen section. B. 
Schematic of frozen section showing zones of scaiming. DD 
= deep digital flexor tendon: SD = superficial digital flexor 
tendon. 
between horses. Some of these horses were scanned more than once to evaluate subsequent 
healing that took place over several months. For each ultrasoimd image, the SDFT and DDFT 
were traced by an experienced ultrasonographer for fiirther analysis. The whole area of the 
SDFT and DDFT was traced and selected from the cross-sectional image. rectangular 
area in the longitudinal view containing adequate texture information was selected for further 
analjrsis. 
The SDFT and DDFT are identified in images shown in Fig. 8.2. The upper region of 
interest (ROI) represents the SDFT and the lower ROI represents the DDFT. The darker 
area within the cross-sectional image of the SDFT is the lesion and has different texturai 
characteristics relative to the normal area. For the longitudinal view image, the amount of 
fiber alignment is measured from the selected ROI as an injury index. The normal tendon, in 
general, has parallel horizontal lines in the SDFT as mentioned in Section 8.1. The injured 
tendon is characterized with disruptions of the alignment in the longitudinal view images. 
Subjective grades were assigned at the time of ultrasound examination for each image. The 
subjective fiber alignment was graded as: L if > 75% of the fibers in the lesion are parallel. 2 if 
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lA IB 2A 2B 3A 3B 
Figure 8.2 Typical ultrasound images of equine leg showing SDFT and 
DDFT. TVansducer is at top edge of images. Actual image size 
is 4 cm wide and 7 cm deep (309 x 426 pixels). First row: 
Cross-sectional images from zone LA through 38. The subjec­
tive grades are 1. 1. 3. 3. 2. and 2. respectively. Second row: 
Corresponding longitudinal view images. The fiber alignment 
grades are I. I. 3. 3. 3. and 2. The upper regions of interest 
(ROI) represent the SDFT and the lower ROIs represent the 
DDFT. The transducer is at the top edge of the images. 
> 30 but < 75% of the fibers in the lesion are parallel. 3 if > 25% but < 50% of the fibers are 
parallel, and 4 if < 25% of the fibers were parallel. However, since the grades are somewhat 
subjective, they may differ between examiners. Hence, an objective assessment of tendon injiury 
for both cross-sectional eind longitudinal images would provide better information about the 
injury status. However, a true objective reference of tendon injury (e.g.. biopsy or histology 
of a tendon slice or possibly a high, resolution MRI image) was not available for the horses 
scanned. Therefore, the objective of the present study is to develop an "objective" algorithm 
that wiE at best match the accuracy of visual classification by an experienced clinician. Fig. 8.3 
shows the procedures of our experiments for two types of images. 
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Figure 8.3 Injury evaluation procedure for two types of B-scan tendon im­
ages. 
8.2.1 Lesion Segmentation for Cross-sectional Images 
One of the important tasks for evaluating cross-sectional images is the detection and mea­
surement of the amount of injured SDFT that lies at the outer tendon region. The injiu-ed 
tendon does not reflect ultrasound in the way the normal tendon does, which makes the texture 
property of the two regions different. The subjective injury grades are largely based on the 
visual appearance of the B-scan images, and they are not consistent. To provide more objective 
data on the amount of SDFT damage, a wavelet packet frame method was applied without 
employing the feature selection method [381. The dimensions of the feature space needs to be 
very large to obtain a reasonably good texture differentiation using the packet-based method. 
We apply the texture segmentation procedure proposed in Section III to differentiate the dam­
aged lesion and to quantify the percentage of the damaged SDFT. The rectangular shaped 
ROI that contains the SDFT is used as an input to the segmentation system. 
8.2.2 Ultrasonic Fiber Measurement for Longitudinal Images 
For the longitudinal image, fiber alignment in the SDFT was characterized using energy-
based texture parameters obtained from a SWFB. The relations between the energy from 
different channels provide a measure of differences in dominant sizes and orientations of texture 
pattern [37]. Since the main focus in analjrzing the longitudinal image is the quantification of 
horizontal line patterns, some of the energy ratio {ER) parameters used in [37} were adopted 
in this experiment. The texture parameters used for measuring fiber aligiunent were calculated 
by first computing the ER parameters from the SDFT and DDFT of the same B-scan image 
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using 
ERi = J, i = L 2,/, (8.1) 
where E denotes the energy defined in equation (5.1). and Aff^denote a horizontally 
emphasized and a vertically emphasized subimage. respectively at scale level i. The energy 
ratio of the two channels characterizes the relative amoimt of directional (horizontal/vertical) 
components in the original image. The ER of SDFT is then divided by that of DDFT and 
the resulting parameter is denoted as normalized energy ratio {N^ER = ERSDFT/ERDDFT)-
Since the DDFT is rarely injured, it is a good reference for the purpose of normalization. 
8.3 Restilts 
We present the injured lesion segmentation results obtained by using the proposed approach 
in Chapter 7 to analyze cross-sectional images, as well as fiber alignment measurement residts 
obtained by analyzing longitudinal view images. 
.A. redundant wavelet filterbank with ten channels (/ = 3) was used for decomposing cross-
sectional SDFT images. The SDFT images in Fig. 8.2 are presented again in Fig. 8.4 (al-
a6). We applied the channel selection method to ten feature images of each SDFT image for 
obtaining feature reduction. The number of texture classes associated with the tendon images 
is two (normal/abnormal), and we set the parameter fi at 4. Although there are variations 
in the channel nimibers selected for each SDFT image, channel 10 was selected in all cases, 
which allows low firequency components associated with the two textures to be differentiated. 
In addition, channel 6 was selected to ensiure that horizontal lines that are visible in the normal 
tendon area tire well emphasized. 
The lesion segmentation results are presented in Fig. 8.4 (bl-b6) and the percentage of 
the injured SDFT is smnmarized in Table 8.1. The numbers in parentheses £ire the subjective 
grades. The SDFT damaged percentage has good correlation with the subjective grades except 
for the zone 3A. This may be attributed to either subjectiveness of the visual evaluation or 
misclassification of the proposed segmentation algorithm. 
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(bl-b6) 
Figure 8.4 Lesiou segmentation results. (al-a6) The SDFTs from 
cross-sectional images in Fig. 8.2: (bl-b6) the corresponding 
results indicating the percentage of the injured SDFT. 
Table 8.1 Percentage of damaged SDFT and the fiber aligiunent measure 
for the ROIs in fig. 8.2. The numbers in parentheses are the 
subjective grades. 
Zone SDFT damage percentage ,VERi 
lA 2.23 (1) 0.9116 (1) 
IB 1.08 (1) 0.9889 (I) 
•2A 14.09 (3) 0.3213 (3) 
2B 13.87 (3) 0.3789 (3) 
3A 14.03 (2) 0.5399 (3) 
33 8.87 (2) 0.8329 (2) 
For the analysis of the longitudinal image, we use a seven channel SWFB. and we mea­
sure the parameter N^ERiA = 1.2. Eighty two images that were selected from the database 
depending on the number of available images for each subjective grade were analjrzed. The 
NERi parameter was calculated cind tested for correlation with four different grades of injury 
assigned by a clinician. Although the subjective grading may not be a good basis for evaluating 
results, it provides an insight iato the usefiilness of the texture parameters. NERo was found 
to be poorly correlated with the grades. However. NERi was found to be highly correlated 
with the grades, which implies that the information relating to the horizontal fiber lines are 
captured in the first scale. In other words, the frequency range of the vertical variations of the 
horizontal fiber lines lies between [x/2.3rl. 
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Table 8.2 Results of fiber aligmnent grading for longitudinal image analy­
sis. ^standard deviation 
Subjective grade lio. of images Average NERi ±(T' 
1 24 0.97 0.15 
2 29 0.63 0.10 
3 20 0.43 0.07 
4 8 0.31 0.05 
NERi values for the images in Fig. 8.2(b) are shown in Table. 8.1. The SDFT damage 
percentage and NERi parameter in the table are negatively correlated with fairly high corre­
lation. since the injured tendon normally tends to have a larger damaged tendon area and a 
smaller value of parallel fiber aligmnent index. .\s we observe, the subject grading for cross-
sectional and longitudinal images are not consistent for zone 3A. Elither subjectiveness of the 
grading or the different range of image scanning area could have caused this problem. 
The result of the test obtained with 82 scans using NERi is summarized in Table 8.2. The 
mean value in each category does not exactly fall in the range of the current grading criteria. 
However, the NERi parameter provides a tool for objective assessment of fiber alignment in 
the longitudinal images. En summary, the parameters obtained from the two methods provided 
great potential for quantitative measxurements of tendon injiuy. 
8.4 Summary 
The wavelet-based texture ancilysis algorithm was applied to ultrasotmd images of racing 
horses for evaluating tendon injury. measure of the percentage of injmred SDFT is obtained 
by appljring the textiure segmentation algorithm to cross-sectional images. Similarly, a measure 
of the fiber alignment is obtained from the longitudinal images using a directionally sensitive 
energy ratio parameter. The results agree well with subjective grades estimated by an expe­
rienced clinician for both cross-sectional and longitudinal images. Of course, this potential 
technique will have to be thoroughly evaluated against an objective reference, such as biopsy 
or histology of a tendon slice or possibly a high resolution MRI inrnge. Eventually, this ap-
procLch may help the veterinarian in objectively quantifying image textures which could then 
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potentially aid in evaluating progress of injury or healing process. 
It is also desirable to develop methods for combining the quantitative results obtained from 
both types of image analysis. 
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CHAPTER 9 CONCLUSIONS 
The main focus of this dissertation is on filtering-based texture anal5rsis. using the wavelet 
filterbank approach. Efficient algorithms are developed for the classification and segmentation 
of texture images. The viewpoint-invariance problem, which is one of the most challenging 
tasks, is tackled by introducing a dual wavelet filterbank that consists of a standard wavelet 
filterbank (SWFB) and a rotated wavelet filterbank (RWFB). The RWFB is developed in order 
to achieve better characterization of oriented texture patterns and is obtained by rotating the 
2-D standard wavelet filters by 45°. The classification performance is evaluated using a large 
number of natural texture images. The performance is compared with results obtained by 
using other successful filtering-based approaches [84. 28l. 
.\n efficient method for reducing a dimensions of the featture space is proposed for texture 
segmentation problems where the computational complexity is one of the main issues. The 
feature reduction is obtained by analyzing histograms of feature images. The proposed seg­
mentation algorithm has been applied to ultrasound tendon images for an objective assessment 
of racehorse tendon injiuTr. 
The major contributions of this dissertation, the major findings firom the experiments- and 
the list of suggestions for fiiture research cire described in the following sections. 
9.1 Major Contributions 
The major contributions of this dissertation can be siunmarized as follows: 
1. A new oriented wavelet filterbank. RWFB. that is more efficient than SWFB in character­
izing oriented textmre patterns is introduced. The oriented filters are non-separable and 
retain the orthogonality and inversibility of the standard wavelet filterbank. The texture 
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classification resiilts obtciined in Chapter 5 show that RWFB provides complementary 
information to the SWFB, resulting in an improvement of classification accruracy. The 
performance of the combined feature set is better than most of the successfiii wavelet-
based texture approaches [84]. 
2. A dual wavelet filterbank (DWFB) is introduced in order to obtain a set of rotation-
invariant texture featiures. The featiures seem to have a phjrsical connection with human 
perception. The "coarseness" and "directionality" properties of a textiure seem to be 
captured by a few of the proposed features. These features are first introduced in this 
study (except the FSSE featiure). The features offer results that are superior to a re­
cently proposed filter-based approach [28} for rotation-invariant texture classification, 
even though we employ significantly smaller number of features. This implies that the 
proposed feature set is better representative of textiures than others. 
3. Directionality feature is invariant with respect to texture rotation. In addition, comput­
ing this feature in different scales provides directionality of a texture in multi-resolution. 
This multi-resolution features are particidarly useful for a texture that contains different 
amount of directional patterns in multiple directions. To the best of our knowledge, this 
is the first multi-channel/multi-resolutional filtering approach that has been proposed to 
obtain the directionality of a texture image. 
4. The rotation-invariant texture featiures are also grayscale transform-invariant. This is a 
significant accomplishment, since it reduces an effort for a pre-processing procedure that 
needs to be performed for normalization. 
5. Although we have not conducted a complete comparative study, two well accepted filter­
ing approaches are used to facilitate a partial comparison. 
6. A channel selection algorithm, has been presented for achieving featiure reduction in tex­
ture segmentation problems. The selection process improves the segmentation perfor­
mance and reduces the computational complexity. The channel selection is made by 
analyzing histogram functions of the channel output. 
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9.2 Major Findings 
Major findings observed from the classification experiments that were conducted can be 
summarized as follows: 
L It is still very difficult to represent textures completely using a limited number of pa­
rameters. The incompleteness arises partially due to the fact that a number of texture 
samples used m the trainmg and testmg phases are not considered homogeneous. 
2. It is observed that the fi—norm based energy measure represents textures more efficiently 
than the /o—norm based energy measiure. This has not been reported in literature yet. 
and warrants a thorough investigation using different texture databases. 
3. Another consistent finding we have observed is the superior performance of Haar wavelet 
basis over the higher-order Daubechies wavelet basis, although the Haar wavelet basis 
is not recommended for applications such as denoising and compression. .A. justification 
needs to be provided 
9.3 Suggestions for Further Research 
We have introduced DVVFB for obtaining an effective set of texture features that are useful 
for both general tind viewpoint-invariant texture classification problems. Experimental results 
obtained show that the proposed approach is very promising in terms of effectiveness, simplicity, 
and robustness. Suggestions for fiitiure work include are: 
1. The rotation-invariant texture features obtained from DWFB can be also obtained from 
other oriented wavelet transforms, such as Gabor filter set. Hexagonal wavelet transform 
[75]. and a steerable wavelet transform [24] at the expense of frequency and orientation 
fine-tuning. A study comparing these oriented wavelet transform needs to be conducted. 
2. Current work on DWFB has so far focused on algorithm development and experimental 
justification. A more thorough theoretical analysis needs to be carried out. In addition, 
applications such as denoising and image enhancement can be explored using DWFB. 
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3. The limitatioa of the texture features obtained from DWPB is that they cannot captiure 
the structiure of texture primitives, as in most filtering-based featiure extraction meth­
ods. Hence, 'Regularity" measure was not obtained using the proposed filterbank scheme. 
This is due to the fact that the energy parameter captures the global information within 
the filtered images. However, a measure of second-order statistics, such as a covariance 
matrix or a set of GLCM features, captures structm-al information on the wavelet co­
efficients. This information in multiple scales may serve as a measure of regularity in 
multiresolution. 
4. .As we have observed from textiure classification experiments, the peaking phenomenon 
is significant. .\ systematic approach needs to be carried out to obtain an optimal set of 
featiu-es for a given texture data set. 
5. The textiure segmentation algorithm proposed in Chapter 7 can benefit from a system­
atic approach for obtaining parameters for channel selection. This will render the user-
independent approach. 
6. Finally, theoretical research needs to be carried out for defining textures. Surveys in 
characteristics of all possible filters and the amount of textural information that can be 
obtained using each of the filters would significantly benefit the texture analysis commu­
nity and assist it in selecting a transform domain for a given task to be solved. 
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