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DIFFERENTIAL EQUATIONS AND CONSERVATION OF INVARIANTS
KRISTIAN DEBRABANT AND ANNE KVÆRNØ AND NICKY CORDUA MATTSSON
ABSTRACT. In this paper, we consider a class of stochastic midpoint and trapezoidal
Lawson schemes for the numerical discretization of highly oscillatory stochastic differential
equations. These Lawson schemes incorporate both the linear drift and diffusion terms in
the exponential operator. We prove that the midpoint Lawson schemes preserve quadratic
invariants and discuss this property as well for the trapezoidal Lawson scheme. Numerical
experiments demonstrate that the integration error for highly oscillatory problems is smaller
than the one of some standard methods. Stochastic Lawson; Quadratic invariants; Stochastic
oscillators; Highly oscillatory problems; Numerical schemes.
1. INTRODUCTION
In this paper, we consider Stratonovich stochastic differential equations (SDEs) in which
the drift and diffusion terms can be split into linear and nonlinear parts,
(1)
dX(t) = (A0X(t)+g0(X(t)))dt+
M
∑
m=1
(AmX(t)+gm(X(t)))◦dWi(t), t ∈ I, X(t0) = X0,
where Wm(t), m = 1, . . . ,M, denote independent, one-dimensional Wiener processes, and
the SDE is solved on the interval I = [t0,T ]. We assume that SDE (1) has a unique solution
for X0 ∈ Rd and that gm ∈ C1(Rd ,Rd). We also assume that the matrices Am ∈ Rd×d ,
m = 0, . . . ,M, are constant, and moreover (in connection with the gm) chosen such that the
following commutativity assumption is satisfied:
Assumption 1 (Commutativity).
[Al ,Ak] = AlAk−AkAl = 0 for all l,k = 0,1, . . . ,M.
To simplify the notation, we define W0(t) = t, so that (1) can be written as
(2) dX(t) =
M
∑
m=0
(AmX(t)+gm(X(t)))◦dWm(t), t ∈ I, X(t0) = X0.
Exponential methods for solving such problems have been applied in particular in the
SPDE setting, mostly, but not exclusively for problems with additive noise. [4] proposed an
exponential method for stochastic oscillators, [17] suggested one for damped Hamiltonian
systems. Recently, [7] presented a quite general approach constructing exponential integra-
tors for (2) with multiplicative noise. One of the strategies presented there is an adaptation
of a method introduced for ordinary differential equations (ODEs) by [14] to SDEs of the
form (2). The idea is to transform the system by the fundamental solution of the linear part,
solve the transformed system by a scheme of preference, and then transform back again. In
the ODE literature, this is also referred to as an integrating factor method ([15, 5]). This
is the procedure which will be applied in this paper, and which is described in detail in
Section 2. We are essentially interested in studying highly oscillatory problems, and to show
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that the Lawson methods can attain good accuracy with larger step sizes than what can be
obtained by standard stochastic methods. We will also show that the Lawson methods can,
under reasonable assumptions, maintain conservation properties of the underlying scheme.
Let us demonstrate the ideas of the paper by an introductory example.
Example 1 (The nonlinear Kubo oscillator). As a starting point, consider the Kubo oscilla-
tor
(3) dX(t) =
(
0 −ω
ω 0
)
Xdt+
(
0 −σ
σ 0
)
X ◦dW (t)
which models a simple oscillator perturbed by a stochastic term and appears in nuclear
magnetic resonance and molecular spectroscopy ([13, 8]). The exact solution of this problem
starting at (t˜,X(t˜)) for t˜ ∈ I is given by
X(t) = eL
t˜ (t)X(t˜),
where the fundamental solution eL
t˜ (t) is a rotation matrix,
eL
t˜ (t) =
(
cosα t˜(t) −sinα t˜(t)
sinα t˜(t) cosα t˜(t)
)
with α t˜(t) = ω(t− t˜)+σ(W (t)−W (t˜)).
Clearly, the exact solution X(t) of the linear problem is norm-preserving, i. e. satisfies the
invariant
(4) I (X) = X21 (t)+X
2
2 (t) = constant for all t.
[4] proposed an extension to the Kubo oscillator by including a nonlinear, skew-symmetric
drift term. We extend this further, with non-linear terms in both the drift and diffusion, in
addition to including multidimensional noise:
(5) dX(t) =
M
∑
m=0
[
ωm
(
0 −1
1 0
)
X +
(
0 −Um(X)
Um(X) 0
)
X
]
dWm
with Um : R2→ R and ωm ∈ R. The solutions of these problems all preserve the invariant
(4), see Section 3.1 for details. We are interested in studying to which extend a numerical
solution will be able to follow the fast oscillations of the linear parts, as well as how well
the invariant (4) is preserved. In this example, the following three methods (described in
detail in Section 2) have been applied to the SDE (5):
• The standard implicit stochastic midpoint rule (“Midpoint”), which is known to
preserve quadratic invariants ([16, 11]).
• The method proposed by [4] (“TDSL”) for highly oscillatory SDEs. This is a drift
Lawson scheme based on the trapezoidal rule, but it does not preserve the invariant
for the nonlinear problem.
• A Lawson scheme based on the implicit midpoint rule (“MFSL”). Details of this
scheme are given in Section 2, and in Section 3.1 it is proved that this scheme
preserves the quadratic invariant I .
In our example here will use M = 2 and
U0(X) =
1
5
(X1+X2)5, U1(X) = 0, U2(X) =
1
3
(X1+X2)3, ω0 = 10, ω1 = 10, ω2 = 0,
and the SDE is integrated from 0 to 1, using step sizes h = 2−5.
The numerical results are presented in Fig. 1. According to this, the implicit midpoint rule
(“Midpoint”) preserves the invariant, it is however not able to resolve the fast oscillations,
thus the numerical solution suffers from a severe phase shift. The method proposed by [4]
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FIGURE 1. Numerical trajectory of the nonlinear Kubo oscillator
(“TDSL”) resolves the oscillations well, but the solution drifts away from the manifold.
The Lawson midpoint rule (“MFSL”) both stays on the manifold and resolves the high
oscillations. This example is further exploited in Section 4.
The outline of this paper is as follows: In Section 2 we derive the midpoint and trapezoidal
stochastic Lawson schemes. In Section 3 it is proved that, under reasonable assumptions,
the Lawson transformation preserves linear and quadratic invariants, and consequently, if
the underlying scheme preserves such invariants, so will the corresponding Lawson scheme.
Section 4 is devoted to numerical experiments.
2. STOCHASTIC LAWSON SCHEMES
In this section we will shortly outline how to derive the stochastic Lawson schemes, with
particular emphasis on the implicit midpoint and the trapezoidal Lawson scheme.
Consider the linear SDE
(6) dXˆ(t) =
M
∑
m=0
AmXˆ(t)◦dWm(t)
and let
W t˜(t) = (Wm(t)−Wm(t˜))Mm=0 and Lt˜(t) =
M
∑
m=0
AmW t˜m(t).
Under the commutativity condition, Assumption 1, the exact solution of SDE (6) through
the point (t˜, Xˆ(t˜)) is given by [3, Chapter 8.5]
(7) Xˆ(t) = eL
t˜ (t)Xˆ(t˜),
as can easily be verified by the chain rule for Stratonovich integrals [12, Chapter III,
Theorem 2.1],
dXˆ = eL
t˜ (t)
M
∑
m=0
Am ◦dWm(t)Xˆ(t˜) =
M
∑
m=0
AmeL
t˜ (t)Xˆ(t˜)◦dWm(t) =
M
∑
m=0
AmXˆ(t)◦dWm(t).
We will now outline the procedure for constructing Lawson schemes. Let discretization
points t0 < t1 < · · ·< tN = T be given and denote the approximations by the Lawson scheme
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at time tn by Yn, n= 0, . . . ,N. Start from a point (tn,Yn) and consider the locally transformed
variable
(8) V n(t) = e−L
n(t)X(t) and thus X(t) = eL
n(t)V n(t),
where Ln = Ltn . Applying again the chain rule for Stratonovich integrals results under
Assumption 1 in
dV n(t) = e−L
n(t)
(
−
M
∑
m=0
Am ◦dWm(t)X(t)+
M
∑
m=0
(AmX(t)+gm(X(t)))◦dWm(t)
)
= e−L
n(t)
M
∑
m=0
gm(X)◦dWm(t),
which can be written as a nonautonomous, nonlinear SDE in the transformed variable V n(t),
(9)
dV n(t) =
M
∑
m=0
e−L
n(t)gm(eL
n(t)V (n))◦dWm(t) =
M
∑
m=0
gˆnm(W
n(t),V n(t))◦dWm(t),
V n(tn) =V nn = Yn,
where W n =W tn . One step from (tn,Yn) to (tn+1,Yn+1) with a Lawson scheme is now just
one step of some appropriate one-step method applied to the transformed system (9), giving
V nn+1, followed by a back-transformation Yn+1 = e
Ln(tn+1)V nn+1 (see [6]).
In this paper only Lawson schemes based on the implicit trapezoidal and midpoint rules
will be discussed. These methods applied to (the autonomous version of) SDE (9) are given
by
V nn+1 =V
n
n +
M
∑
m=0
(
gˆnm(W
n(tn),V nn )+ gˆ
n
m(W
n(tn+1),V nn+1)
)
∆W nm
2
, trapezoidal rule,
(10)
V nn+1 =V
n
n +
M
∑
m=0
gˆnm
(
W n(tn)+W n(tn+1)
2
,
V nn +V
n
n+1
2
)
∆W nm, implicit midpoint rule,
(11)
where the stochastic increments are ∆W nm =Wm(tn+1)−Wm(tn), m = 0, . . . ,M. Applying
the back-transformation results in the two Lawson methods of interest in this paper:
Yn+1 = e∆L
n
Yn+
M
∑
m=0
(
e∆L
n
gm(Yn)+gm(Yn+1)
)
∆W nm
2
, trapezoidal Lawson rule,
(12)
Yn+1 = e∆L
n
Yn+
M
∑
m=0
e
∆Ln
2 gm
(
e
∆Ln
2 Yn+ e−
∆Ln
2 Yn+1
2
)
∆W nm, midpoint Lawson rule,
(13)
where ∆Ln = Ln(tn+1) = ∑Mm=0 Am∆W nm. Due the construction of the methods, the conver-
gence properties of the underlying methods are retained ([6]).
We would like to emphasize that there is some freedom in how to choose the matrices
Am in SDE (2) and thus the Lawson methods (12) and (13), as we for any Am ∈ Rd×d can
rewrite an integrand A˜mX + g˜m(X) as
A˜mX + g˜m(X) = AmX +
=:gm(X)︷ ︸︸ ︷
(A˜m−Am)X + g˜m(X),
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see also [6]. The matrices Am have to be chosen such that Assumption 1 is satisfied. In this
manuscript, we will distinguish between drift stochastic Lawson (DSL) and full stochastic
Lawson (FSL) schemes. With a DSL scheme, the splitting is done such that the linear parts
A˜m of the diffusion terms (m = 1,2, . . . ,M) are completely integrated in the nonlinear terms
gm, that is, Am = 0 for m = 1,2, . . . ,M. The scheme suggested by [4] (denoted by TDSL
in the present article) is an example of a DSL scheme, based on the trapezoidal rule (12).
In an FSL scheme, there is at least one nonzero linear diffusion term Am (m = 1,2, . . . ,M)
present in the operator Lt˜(t).
The underlying numerical scheme is restored by setting all the linear parts Am to 0
(m = 0,1, . . . ,M). For a continuous splitting between the linear and the nonlinear part, see
[7].
3. PRESERVATION OF INVARIANTS
In the following we investigate when stochastic Lawson schemes preserve invariants.
We first present the analysis for quadratic invariants before briefly commenting on the
preservation of linear invariants.
3.1. Preservation of quadratic invariants. In this section we study when SDE (2) for a
D ∈ Rd,d satisfies the quadratic invariant
(14) I (X(t)) := X(t)>DX(t) =I (X(t0)),
and the ability of the numerical schemes to preserve it. Without loss of generality we will
assume that D = D>. For the rest of this section we will use a combination of the following
assumptions:
Assumption 2. The matrices Am, m = 0, . . . ,M, are skew-symmetric and commute with D.
Assumption 3. For all X ∈ Rd and m = 0, . . . ,M we have X>Dgm(X) = 0.
The necessity of these two assumptions can be seen by applying the chain rule for
Stratonovich integrals and using the symmetry of D to obtain
dI (X(t)) = 2
M
∑
m=0
X(t)>DAmX +X(t)>Dgm(X)◦dWm.
To preserve I (X(t)) we need both terms to be zero, the first is zero if Assumption 2 holds
and the second is zero if Assumption 3 holds. In summary it holds (see e.g. [11]):
Lemma 1. Under Assumptions 2 and 3, SDE (2) has a quadratic invariant, i. e. its solution
X(t) fulfills Eq. (14).
We now prove that the invariant (14) is preserved under transformations (8):
Lemma 2. Let Assumption 2 be fulfilled. Then it holds for I defined in Eq. (14) and all
vectors v of suitable dimension that
(15) I (v) =I (eL
n(t)v).
Proof. By (14) and using that Am, m = 0, . . . ,M, are skew-symmetric (by Assumption 2)
and eL
n(t) thus orthogonal we obtain
I (eL
n(t)v) = v>e−L
n(t)DeL
n(t)v
which, using that all Am commute with D (by Assumption 2) simplifies to
I (eL
n(t)v) = v>Dv =I (v).

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Now we are able to prove that the transformed system preserves the same invariant as
the original one:
Lemma 3. Let Assumptions 1 to 3 hold. Then the transformed system SDE (9) with solution
V n(t) preserves the same invariant as the original system SDE (2) with solution X(t), i.e.
(16) I (V n(t)) =I (X(t)) =I (X(t0)).
Proof. By Eq. (8) it holds for V n(t) that (under Assumption 1)
I (X(t)) =I (eL
n(t)V n(t)).
By Lemma 2 it follows that
I (X(t)) =I (V n(t)).
By Lemma 1 we can conclude on Eq. (16). 
Theorem 1. Let Assumptions 1 to 3 hold and let Yn denote the discrete time approximation of
SDE (2) at time point tn using an SL scheme with an underlying numerical one-step method
that preserves quadratic invariants. Then the SL scheme preserves the same quadratic
invariant as SDE (2), i.e.
(17) I (Yn) =I (X(t)) =I (X(t0)).
Requirements for stochastic Runge–Kutta methods to preserve quadratic invariants are
given in [11]. Strictly speaking, their results only apply to autonomous systems, it is
however straightforward to extend their results to the nonautonomous transformed SDE (9).
We can then conclude with the following corollary:
Corollary 1. Under the assumptions of Theorem 1 the midpoint stochastic Lawson scheme
preserves the quadratic invariants (14).
Proof of Theorem 1. This follows directly by applying a numerical one-step method that
preserves quadratic invariants to the transformed system: Let V nn+1 be the numerical solution
at time tn+1 of SDE (9) which preserves quadratic invariants, i. e.
I (V nn+1) =I (V
n(tn)) =I (Yn).
By Lemma 2 and the definition of Yn+1 = e∆L
n
V nn+1 it follows that
I (Yn+1) =I (V nn+1) =I (Yn)
and further by induction that
I (Yn+1) =I (Y0) =I (X(t0)).
By Lemma 3 we have that
I (V n(t)) =I (X(t)) =I (X(t0)).
Combining the last two equations finishes the proof. 
It is well known that the standard trapezoidal rule almost preserves quadratic invariants
for deterministic differential equations, see e.g. [10, Example V.4.2]. This property does
unfortunately not extend to the stochastic trapezoidal rule in general. But if all the drift and
diffusion terms are linear and included in the L operator, a similar result can be obtained,
which is also a good argument for using full stochastic Lawson schemes instead of the drift
ones.
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Theorem 2. Let Assumptions 1 to 3 hold, let gm ≡ 0 for m = 1, . . . ,M in SDE (2) (all
diffusion terms are linear and commute) and let Yn denote its discrete time approximation
using the trapezoidal FSL scheme. Then there exists a constant c such that
(18) E|I (Yn)−I (X(t0))| ≤ ch2.
Proof. The trapezoidal Lawson rule (12) can be considered as composed by two half steps,
one with an exponential forward Euler step, and one with an exponential backward Euler
step, as follows:
Yˆn = e
1
2∆L
n
Yn+ e
1
2∆L
n
M
∑
m=0
gm(Yn)
∆W nm
2
,(19)
Yn+1 = e
1
2∆L
n
Yˆn+
M
∑
m=0
gm(Yn+1)
∆W nm
2
.(20)
Doing one more half step with the forward Euler method gives
Yˆn+1 = e
1
2∆L
n+1
Yn+1+ e
1
2∆L
n+1
M
∑
m=0
gm(Yn+1)
∆W n+1m
2
= e
1
2 (∆L
n+∆Ln+1)Yˆn+ e
1
2∆L
n+1
M
∑
m=0
gm(Yn+1)
∆W nm +∆W n+1m
2
,
which together with (20) could be considered as one step of a modified version of the
midpoint rule starting from Yˆn, and we would like to see if it conserves quadratic invariants:
Yˆ>n+1DYˆn+1 = Yˆ
>
n e
1
2 (∆L
n+∆Ln+1)>De
1
2 (∆L
n+∆Ln+1)Yˆn
+ Yˆ>n e
1
2 (∆L
n+∆Ln+1)>De
1
2∆L
n+1
M
∑
m=0
gm(Yn+1)(∆W nm +∆W
n+1
m )
+
M
∑
m=0
gm(Yn+1)>e
1
2∆L
n+1>
De
1
2∆L
n+1
M
∑
m=0
gm(Yn+1)
(
∆W nm +∆W n+1m
2
)2
.
By Assumption 2 e∆L
n
is orthogonal and commutes with D, so
(21) Yˆ>n+1DYˆn+1 = Yˆ
>
n DYˆn+
M
∑
m=0
Y>n+1Dgm(Yn+1)(∆W
n
m +∆W
n+1
m )
+
M
∑
m=0
gm(Yn+1)>Dgm(Yn+1)
(∆W nm)2− (∆W n+1m )2
4
,
where we also used Assumption 1 and that by (20) it holds that
e
1
2∆L
n
Yˆn = Yn+1−
M
∑
m=0
gm(Yn+1)
∆W nm
2
.
The second term of (21) vanishes since Y>Dg(Y ) = 0 for all Y ∈ Rd by Assumption 3,
so we obtain
(22) Yˆ>n+1DYˆn+1 = Yˆ
>
n DYˆn+
M
∑
m=0
gm(Yn+1)>Dgm(Yn+1)
(∆W nm)2− (∆W n+1m )2
4
,
and the quadratic invariant is not preserved in general due to the terms involving the
difference of two subsequent stochastic increments. Since ∆W0 = h, and gm = 0 for m =
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1, . . .M the last sum is 0, and Yˆ>n+1DYˆn+1 = Yˆ
>
n DYˆn, which by (14) can be written as
I (Yˆn+1) =I (Yˆn). It follows that
I (Yn+1)−I (Y0) =I (Yn+1)−I (Yˆn)+I (Yˆn)−I (Yˆ0)+I (Yˆ0)−I (Yˆ0)
=I (Yn+1)−I (Yˆn)+I (Yˆ0)−I (Yˆ0).
Direct computations show that
I (Yˆ0)−I (Y0) = 14g0(Y0)
>Dg0(Y0)h2, I (Yn+1)−I (Yˆn) =−14g0(Yn+1)
>Dg0(Yn+1)h2,
and in conclusion
I (Yn)−I (Y0) =−14
(
g0(Yn)>Dg0(Yn)−g0(Y0)>Dg0(Y0)
)
h2.

Notice that a similar argument can also be used as a direct proof of Corollary 1: One
step of the stochastic midpoint Lawson scheme is composed by one half step of the forward
Euler scheme followed by one half step of the backward Euler scheme, both using the same
stochastic increments ∆W nm/2, so the last sum of (22) is 0.
3.2. Preservation of linear invariants. For completeness we also study when SDE (2)
preserves linear invariants
(23) I˜ (X(t)) = r>X(t) = I˜ (X(t0))
and the ability of the numerical schemes to preserve it.
As we did for quadratic invariants, we calculate dI˜ (X(t)),
dI˜ (X(t)) =
M
∑
m=0
[
r>AmX(t)+ r>gm(X(t))
]
◦dWm.
Thus for SDE (2) to preserve linear invariants we need the following two assumptions to be
fulfilled:
Assumption 4. The matrices Am, m = 0, . . . ,M, satisfy r> ∈ Null(Am).
Assumption 5. For all X ∈ Rd and m = 0, . . . ,M we have r>gm(X) = 0.
We now note that by Assumption 4 we have that
r>eL
n(t) = r>.
Using this property, Lemmas 2 and 3 and Theorem 1 extend directly to linear invariants.
4. NUMERICAL EXAMPLES
In this section we present three numerical experiments, where we demonstrate that
• DSL schemes yield good results for small diffusion terms, whereas for large
diffusion terms, FSL schemes are superior.
• The midpoint SL schemes preserve quadratic invariants.
• The trapezoidal FSL scheme almost preserves quadratic invariants for linear diffu-
sions, but not for non-linear diffusions.
• The SL schemes reproduce the correct oscillatory energies of the Fermi-Pasta-
Ulam-Tsingou problem better than the implicit midpoint rule, even though none of
these are invariants.
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We will consider four different SL schemes; the trapezoidal DSL (TDSL), the trapezoidal
FSL (TFSL), the midpoint DSL (MDSL) and the midpoint FSL (MFSL), and compare to
the standard implicit midpoint rule.
4.1. Stochastic rigid body problem. In this section we consider a highly oscillatory
stochastic rigid body problem, that is the classical rigid body problem, see e.g. [1, 2],
perturbed by a linear skew-symmetric drift,
(24)
dX = ω
 0 1 0−1 0 0
0 0 0
Xdt+
 0 X3/I3 −X2/I2−X3/I3 0 X1/I1
X2/I2 −X1/I1 0
Xdt
+σ
 0 1 0−1 0 0
0 0 0
X ◦dW.
As in the above references we choose the parameters
(25) I1 = 2, I2 = 1, I3 = 2/3, t0 = 0, and X(0) = (cos(1.1),0,sin(1.1))>.
We will in the following vary ω and σ to test how the schemes respond to highly oscillatory
drift rsp. diffusion terms.
4.1.1. Short time scale, T = 1. In this part of the section, we are interested in the behaviour
on short time scales, that is, how well the numerical solution matches the period of the exact
solution. To test this, we perform two types of numerical experiment:
(a) Highly oscillatory drift and diffusion. In this experiment we keep the ratio σ/ω = 1
constant. Thus we increase both the oscillatory drift and diffusion through ω = σ ∈
{1,5,10}.
(b) Highly oscillatory drift. In this experiment we keep a small oscillatory diffusion,
σ = 0.3, and increase the oscillatory drift through ω ∈ {0,10,100}. Thus the ratio
σ/ω reduces. σ is here picked equal to the value used in [4].
In both cases, we run the simulation for a range of step sizes, log2(h) ∈ {−11, . . . ,−3}, and
use the MFSL scheme with hre f = 2−12 as reference solution. We repeat the simulations
for 50 different underlying Wiener processes. In Fig. 2 we report the average error. The
95%-confidence intervals have been calculated and span in all cases less than 25% of the
corresponding error value. We note that for the simulations with ω = 0 and σ = 0.3, the
two DSL schemes coincide with their primitive schemes and have thus been omitted.
In Fig. 2a we see results for experiment (a), where both the drift and diffusion become
highly oscillatory. We here see that the FSL schemes behave increasingly better than the
DSL schemes and the implicit midpoint rule for increasing ω and σ . For σ = ω = 1,
all schemes show an approximate first order of strong convergence for the presented step
sizes. The two FSL schemes are comparable and have an error that is approximately by
a factor 3−4 smaller than the error of the DSL schemes and implicit midpoint rule. For
ω = σ ∈ {5,10} we see that the order of convergence for the DSL schemes and the implicit
midpoint rule deteriorates for increasing values, while the FSL schemes maintain the first
order of convergence. This means that e.g. in the most extreme case, the error of the FSL
schemes is by a factor 28 smaller than the one of the DSL schemes and the implicit midpoint
rule. In all cases, we do have that the DSL schemes are slightly better than the implicit
midpoint rule.
In Fig. 2b we see the results for experiment (b), where only the drift is highly oscillatory,
and the diffusion is kept at a low level. We here see that all SL schemes are performing
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FIGURE 2. Numerical results for the stochastic rigid body problem
equally well, while the implicit midpoint rule in most cases performs significantly worse.
For ω = 0 and σ = 0.3, all three presented schemes are identical, which makes sense, as
the linear parts are so small, that the main driver of the SDE is the non-linear drift, which
is handled almost identically by the schemes. We also see in this case that all schemes
exhibit approximately strong convergence of order one. For ω = 10 and σ = 0.3, we start
to see the benefit of solving the linear drift exactly. All SL schemes yield similar results
and have an error that is approximately by a factor 8 smaller than the one of the implicit
midpoint rule for the smallest step size. All schemes do still show approximately first order
of convergence. For the highest oscillatory problem with ω = 100 and σ = 0.3 we see a
clear difference between the SL schemes (which again yield similar results) and the implicit
midpoint rule. First, we see that the implicit midpoint rule no longer shows first order of
convergence already for smaller step sizes (roughly 2−8) than it occurs for the SL schemes
(roughly 2−5). This results in a factor 2−10 between the error of the SL schemes and the
one of the implicit midpoint rule.
In general from Fig. 2 we see that in all cases, the SL schemes yield better results than
the standard implicit midpoint rule, with the exception of the case where ω = 0 and σ = 0.3,
where they are comparable. In addition we see that if it is only the drift which is highly
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oscillatory, DSL schemes are recommendable, as they are performing as well as the FSL
schemes but are cheaper to use. However, when we go to the case where both the drift and
diffusion terms are highly oscillatory, then the FSL schemes are significantly better than the
DSL schemes, which are comparable, though slightly better, to the implicit midpoint rule.
In the following we will now turn our attention to what happens on a longer time scale.
4.1.2. Long time scale, T = 100. Here we are interested in how the schemes perform on
longer time scales. In case the exact solution stays on some bounded manifold, one typical
way to measure long-time behaviour is to see how well the numerical solution stays on the
same manifold, as this will bound the error.
In the case of the stochastic rigid body problem 24, this is possible as we note Assump-
tions 2 and 3 are satisfied, thus we have by Lemma 1 that the exact solution of Eq. (24)
preserves the invariant
(26) I (X(t)) = X(t)>IdX(t)
where Id denotes the d-dimensional identity matrix, and thus has to stay on the unit sphere.
Besides, we have that A0 and A1 commute; thus the requirements of Corollary 1 are
satisfied, and we expect MDSL and MFSL to preserve the invariant. As g1(x) = 0 we have
in addition that the requirements for Theorem 2 are satisfied, and thus we expect the TFSL
scheme to nearly preserve the invariant. Lastly, as g0(x) 6= 0, Theorem 3.1 in [4] does not
apply, and thus we expect the TDSL scheme to drift off.
In the following we simulate one path for each scheme using step size 2−5 in the interval
t = [0,100]. We use the two extreme cases from above, that is ω = σ = 10, and ω = 100
and σ = 0.3. We then calculate the numerical invariant I (Yn) and plot it as a function of t.
In the top plot of Fig. 3, where we have ω = σ = 10, we see that all schemes except
for the TDSL scheme seem to preserve the invariant (26), as predicted by Corollary 1
and Theorem 2. The TDSL scheme does not preserve the invariant exactly as also shown in
Figure 12 of [4]; however, the drift away from the manifold is extremely slow.
In the lower plot of Fig. 3 we see that all schemes more or less preserve the invariant.
The small variations of the midpoint schemes are on the order of the precision at which we
solve the non-linear equations. In contrast to the previous case, it also seems like the TDSL
scheme almost preserves the invariant. This can be explained by noting that Theorem 2
applies to the TDSL scheme for σ = 0, and one thus can expect a similar behaviour for
small values of σ .
To further show the almost preservation of quadratic invariants by the TFSL scheme
(Theorem 2) we plot the average maximum deviation from the invariant from 50 simulations
with ω = 10 and σ = 0.3 in Fig. 4. Here we, indeed, see the expected second order as
proved by Theorem 2.
4.2. Non-linear Kubo oscillator. In this section we consider the nonlinear Kubo oscillator,
introduced in Section 1,
(27) dX(t) =
M
∑
m=0
[
ωm
(
0 −1
1 0
)
X +
(
0 −Um(X)
Um(X) 0
)
X
]
dWm
with Um : R2→ R. In particular we will use M = 2 and the parameters
U0(X) =
1
5
(X1+X2)5, U1(X) = 0, U2(X) =
1
3
(X1+X2)3, ω0 = ω, ω1 = σ , ω2 = 0,
where the non-linearities are scaled to ensure that the highly oscillatory parts come from the
linear terms. As in the rigid body case, we will now vary ω and σ to investigate how the
12 KRISTIAN DEBRABANT AND ANNE KVÆRNØ AND NICKY CORDUA MATTSSON
TDSL TFSL MDSL MFSL Midpoint
0 10 20 30 40 50 60 70 80 90 100
0
2
4
·10−2
tn
lo
g
I
(Y
n)
ω = σ = 10
0 10 20 30 40 50 60 70 80 90 100
−2
0
2
4
·10−4
tn
lo
g
I
(Y
n)
ω = 100, σ = 0.3
FIGURE 3. Numerical values of the invariant for the rigid body problem (only
every 40th value has been plotted)
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FIGURE 4. The average maximum deviation from the invariant observed for the
TFSL method on the stochastic rigid body problem
schemes respond to highly oscillatory parts in the drift and / or diffusion terms on both the
short and long term.
4.2.1. Short time scale, T = 1. We perform again two types of numerical experiments:
(a) Highly oscillatory drift and diffusion. We increase both the oscillatory drift and diffusion
through ω = σ ∈ {1,5,10}.
(b) Highly oscillatory drift. In this experiment we keep a small oscillatory diffusion,
σ = 0.3, and increase the oscillatory drift through ω ∈ {1,10,50}.
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In both cases, we run the simulation for a range of step sizes, log2(h) ∈ {−11, . . . ,−4}, and
use the MFSL scheme with hre f = 2−12 as reference solution. We repeat the simulations for
50 different underlying Wiener processes.
In Fig. 5 we report the average errors. The 95%-confidence intervals have been calculated
and span in all cases less than 30% of the corresponding error value with exception of the
TDSL scheme for ω = σ ∈ {5,10} and log2(h) ∈ {−4,−5}, where they span up to 105%.
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(A) Convergence results when both drift
and diffusion become highly oscillatory
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(B) Convergence results when only the
drift becomes highly oscillatory
FIGURE 5. Numerical results for the non-linear Kubo oscillator
In Fig. 5a, we see the results when both the drift and diffusion become highly oscillatory.
For ω = σ = 1 we see, just as in the rigid body case, nearly no difference between the
schemes and that all schemes exhibit a strong order of convergence of p = 0.5 as expected.
Moving to larger values for ω and σ we see that the FSL schemes outperform the DSL
schemes and the implicit midpoint rule by some order of magnitude with the MDSL scheme
being slightly better than the standard implicit midpoint rule. We also see that the errors of
the MDSL scheme and the implicit midpoint rule are bounded by approximately 1, whereas
the error of the TDSL scheme continues to grow for increasing step sizes, hinting at a bad
long term behaviour. The ω = σ = 10 case with h = 2−5 is the example plotted in Fig. 1 in
the introduction.
In Fig. 5b, we see that all SL schemes behave almost identically as expected. For ω = 1
and σ = 0.3, the implicit midpoint rule performs similar to the SL schemes, but again for
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growing ω then the implicit midpoint rule deteriorates, and the benefit of using the SL
schemes increases, resulting in the error of the SL schemes being up to 24 times smaller.
In general we see from Fig. 5 that if both drift and diffusion are highly oscillatory, then
both midpoint SL schemes yield better results than the standard implicit midpoint rule. Of
the trapezoidal based schemes, only the TFSL scheme is always better than the implicit
midpoint rule. In addition we see that if it is only the drift which is highly oscillatory, a
DSL scheme should be used, whereas for the case where both the drift and diffusion terms
are highly oscillatory, the FSL schemes are preferable. We now turn our attention to the
long term behaviour.
4.2.2. Long time scales, T = 50. We now investigate how well the numerical solution stays
on the same manifold as the exact solution. Again we note that Assumptions 2 and 3 are
satisfied, thus we have by Lemma 1 that the exact solution of Eq. (27) preserves the invariant
(28) I (X(t)) = X(t)>IdX(t),
and thus has to stay on the unit circle. Besides, we have that A0, A1 and A2 trivially commute;
thus Corollary 1 applies, and we expect MDSL and MFSL to preserve the invariant. As
g2(x) 6= 0 we do not have the requirements for Theorem 2 satisfied, and thus we do not
expect the TFSL scheme to nearly preserve the invariant, in continuation hereof we also
expect the TDSL scheme to drift off.
In the following we simulate 1 path for each scheme using step size 2−5 in the interval
t = [0,50]. We use the two extreme cases from above, that is ω = σ = 10, and ω = 100
and σ = 0.3. We then calculate the numerical invariant I (Yn) and plot it as a function of t.
TDSL TFSL MDSL MFSL Midpoint
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FIGURE 6. Numerical results for the nonlinear Kubo oscillator (the three schemes
based upon the implicit midpoint rule are all overlapping; only every 40th value
has been plotted)
In Fig. 6 we see how the invariant evolves as a function of time. We see that all midpoint
rules preserve the invariant exactly as expected, and, also as expected, both trapezoidal
schemes drift away from the manifold. In the top plot, which is the highly oscillatory drift
and diffusion case, the TDSL scheme drifts away from the manifold much faster than the
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TFSL scheme, showing that including the linear diffusion improves on how fast we drift
away from the manifold. In the lower plot in Fig. 6 we see that the two trapezoidal schemes
drift away from the manifold equally fast, and thus for small oscillations in the diffusion,
the TFSL scheme is not advantageous over the TDSL scheme.
4.3. Fermi-Pasta-Ulam-Tsingou problem. Another classical highly oscillatory problem
is the deterministic Fermi-Pasta-Ulam-Tsingou problem (FPUT), which describes a mechan-
ical system of m pairwise connected highly oscillatory springs and slow nonlinear springs.
We note that this system is not included in the theory presented in Section 3.1 as it is not of
the form (2).
After the change of variables
x0,i = (q2i+q2i−1)/
√
2, x1,i = (q2i−q2i−1)/
√
2,
y0,i = (p2i+ p2i−1)/
√
2, x1,i = (p2i− p2i−1)/
√
2
with q and p being the position and momentum, the Hamiltonian of the deterministic FPUT
problem is given by [10, Chapter I.5]
(29)
I0(x,y) =
1
2
m
∑
i=1
(
y20,i+ y
2
1,i
)
+
ω2
2
m
∑
i=1
x21,i+
1
4
(
(x0,1− x1,1)4+(x0,m+ x1,m)4
)
+
1
4
m−1
∑
i=1
(x0,i+1− x1,i+1− x0,i− x1,i)4 .
If we further let
(30) I j(x,y) =
1
2
(
y21, j +ω
2x21, j
)
denote the energy of the jth stiff spring, then the total oscillatory energy ∑mj=1 I j should
remain close to a constant value [10, Chapter I.5]. We now suggest a stochastic extension
where, considering the stochastic integral in the Stratonovich sense, we will have I0 as the
Hamiltonian of the drift and
I1(x,y) =
σ
2
m
∑
i=1
(
y20,i+ y
2
1,i
)
+
σω2
2
m
∑
i=1
x21,i
as the Hamiltonian of the diffusion. However, now we no longer have near preservation of
the total oscillatory energy as the stochastic rotation adds and subtracts energy, though from
the simulations we will present, it does seem like we have near preservation in expectation.
We will, as in [10, Chapter I.5], use m = 3, thus from Equation (1.2) in [16] we can derive
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the 3 ·2 ·2 = 12 dimensional system
(31)
A0 =

0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 −ω2 0 0 0 0 0 0 0 0
0 0 0 0 −ω2 0 0 0 0 0 0 0
0 0 0 0 0 −ω2 0 0 0 0 0 0

,g0 =

0
0
0
0
0
0
−g10+g20
−g20+g30
−g40−g30
+g10+g
2
0
+g20+g
3
0
−g40+g30

,
A1 = σA0
with
g10 = (X1−X4)3, g20 = (X2−X5−X1−X4)3, g30 = (X3−X6−X2−X5)3,
g40 = (X3+X6)
3,
where we let
(X1,X2,X3,X4, . . . ,X7, . . .) = (x0,1,x0,2,x0,3,x1,1, . . . ,y0,1, . . .).
4.3.1. Global error. Once again, we consider convergence. To test the problem, we use
ω = 50 as in [10] and σ = 0.02. We approximate the error as the average of 50 simulations,
where we use the MFSL scheme with h = 2−12 as a reference solution. The results can be
seen in Fig. 7. The 95%-confidence intervals have been calculated and in all cases they
span less than 25% of the shown mean values. In Fig. 7, we see that all Lawson schemes
TDSL TFSL MDSL MFSL Midpoint
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)
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FIGURE 7. Convergence of the TDSL, TFSL, MDSL, MFSL and implicit midpoint
rule for the Fermi-Pasta-Ulam problem
perform significantly better than the implicit midpoint rule and that the two FSL schemes
are only slightly better than the two DSL schemes. Lastly, we see that the feasible step sizes
of the Lawson schemes are larger than the feasible step sizes for the implicit midpoint rule -
the convergence deteriorates for the implicit midpoint rule approximately when h = 2−6
whereas the convergence of the Lawson schemes only deteriorates around h = 2−3, the SL
schemes thus allowing to use much larger step sizes than the implicit midpoint rule.
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4.3.2. Almost preservation of invariant. The FPUT preserves the Hamiltonian (see [10, 16]),
but this has quartic terms, and the methods presented in this paper only preserve quadratic
terms. Thus we will here look at the oscillatory energies, which are quadratic, but only
almost preserved.
We now simulate the stochastic FPUT problem with ω = 50 similar to [10], using
constant step size hn = h = 0.02 such that ωh = 1 and σ = 0.02. We perform M = 50
simulations and present in Fig. 8 the average oscillatory energies I j as well as their sum.
As all SL schemes deliver visually indistinguishable results, we have plotted the TFSL as
reference for all of them. The variance is less than 10−4. We see what looks like a nearly
constant oscillatory energy in expectation, as in the deterministic case, for both the implicit
midpoint rule and the SL schemes. We also see that both the implicit midpoint rule and the
SL schemes behave very well; the largest difference can be seen at the intersection of I2 and
I3, here the SL schemes intersect earlier than the implicit midpoint rule.
E(I1) E(I2) E(I3) E(I1+ I2+ I3)
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0
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tn
Midpoint
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1
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Stochastic Lawson (TFSL)
FIGURE 8. Numerical results for the stochastic Fermi-Pasta-Ulam-Tsingou prob-
lem (we have only plotted the implicit midpoint rule and the TFSL scheme as the
rest of the Lawson schemes look similar to the TFSL scheme)
To further analyze the difference between the schemes, we plot the cumulated maximum
weak error in Fig. 9, which is defined by
Errn(Ii) = max
t∈[0,tn]
|E(Ii)−E(Ire fi )|
for the individual oscillatory energies and similarly for the total oscillatory energy I =
I1+ I2+ I3. Here I
re f
i refers to the reference solution obtained from the implicit midpoint
rule with h = 0.001.
We see in Fig. 9 that all SL schemes have approximately the same error for the different
oscillatory energies, whereas the implicit midpoint rule has a significantly larger error.
When looking at the total oscillatory energy, we see that all SL schemes have a comparable
error until t = 80 where the TDSL, MDSL and MFSL schemes drift up to the implicit
midpoint rule. This leaves the TFSL scheme at approximately half the error of the rest
of the schemes at t = 100, which is partly explained by the observation by [9] that the
trapezoidal rule applied to the deterministic FPUT problem does in contrast to e.g. the
Sto¨rmer–Verlet scheme not suffer severely from high oscillations, combined with the fact
that the full Lawson transformation reduces the stochastic FPUT problem to a random ODE.
5. CONCLUSION
In this paper we proved that stochastic Lawson schemes under suitable conditions
preserve linear and quadratic invariants. We proved that the trapezoidal stochastic Lawson
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FIGURE 9. Numerical results for the stochastic Fermi-Pasta-Ulam-Tsingou prob-
lem (only every 500th value has been plotted)
scheme nearly preserves quadratic invariants exactly if the diffusion terms are linear and
fully included in the exponential. These results have been verified by numerical experiments.
For stochastic differential equations with highly oscillatory drift and diffusion we nu-
merically demonstrated that full stochastic Lawson schemes allow for larger step-sizes than
standard schemes. For equations with only small oscillatory noise terms the difference
between the cheaper drift stochastic Lawson schemes and the more expensive full stochastic
Lawson schemes was in our experiments insignificant in terms of accuracy.
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