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Chapter 1. INTRODUCTION
BACKGROUND
Since 1853, when George Bissel first visited an oil spring in western Pennsylvania, this
liquid energy source has played a major role in modern history. Even though global
petroleum production has grown since 1946 [18], human society has never been as
thirsty for petroleum as today. Related issues such as national security, health risks
and climatic change have also never been more daunting to solve. Although in the
coming 30 years, as seen in Figure 1, the share of domestic energy provided by
petroleum and other liquid fuels is projected to fall from 36% in 2011 to 32% in 2040, it
is highly likely that petroleum will remain a primary source of energy for decades to
come.

Figure 1. (a) World petroleum and other liquids supply in three cases, 1990-2040 (million barrels
per day) [7]; (b) Primary energy use by fuel, 1980-2040 (quadrillion Btu) [13].

As shown in Figure 2 (a), according to the Department of Energy (DOE), although the
total consumption of petroleum and other liquids is expected to peak at 19.8 million
barrels per day in 2019 and fall to 18.9 million barrels per day in 2040, the
transportation sector still accounts for the largest share of total liquid fuel consumption
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throughout the projection (72% in 2012 and 68% in 2040). While many efforts have
been made to find alternatives, the National Research Council (NRC) expects that
“There seems to be little doubt that, regardless of the success of any pathways
discussed, the internal combustion engine (ICE) will be the dominant primary mover in
transportation sector for many years, probably decades.” [19]. A reduction in petroleum
consumption is therefore largely dependent on increasing ICE efficiency.

Figure 2. (a) Consumption of petroleum and other liquids be sector, 1990-2040 (million barrels
per day) [3]; (b) Primary energy use by end-use sector, 2011-2040 (quadrillion Btu) [11]

Figure 3 (a) shows projections of U.S. petroleum and other liquid transportation fuels
consumption for three regulatory scenarios to the year 2040. Figure 3 (b) shows the
average gas mileage of new light-duty vehicles (LDV) following the incorporation of
CAFE standards enacted in 2011. Assuming the CAFE standards recently finalized by
EPA and NHTSA for MY 2017 through 2025 are extended through 2040 with an 4.1percent annual average increase in fuel economy, the Extended Policies case differs
from the Reference and No Sunset cases in assuming an average annual increase of
1.4 percent.

3

Figure 3. (a) Consumption of petroleum and other liquids for transportation in three cases, 20052040 (million barrels per day) [8]; (b) Average fuel economy of new light-duty vehicles,
1980-2040 (miles per gallon, CAFE compliance values) [16].

The stringent fuel efficiency standards for LDVs will require a fleet average 49 mpg in
2025, in addition to regulations requiring the increased use of ethanol.

This

combination will result in a decline in motor gasoline consumption as shown in Figure 4
(a). Since the high efficiency of the diesel engine offers a means of achieving better
fuel economy without having to change the transmission and driveline system, greater
use of this type of engine is expected in the future. An increase in diesel consumption
for LDVs is estimated throughout 2040 (Figure 4 b).

Figure 4. (a) Transportation energy consumption by fuel, 1900-2040 (quadrillion Btu) [2]; (b) U.S.
motor gasoline and diesel fuel consumption, 2000-2040 (million barrels per day) [14].
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The challenge for the diesel engine, however, is to simultaneously meet ever more
stringent emission and fuel economy standards (Figure 5). By 2025, proposed emission
standards (Tier 3) for nitrogen oxides (NOx) is reduced to 30 mg/mile, while those for
particular matter (PM) are reduced to 3 mg/mile for light-duty vehicles, trucks and
motorcycles. Achieving such standards will require a fundamental understanding of
advanced diesel combustion (compression ignition combustion).
Evolution of EPA Light-Duty Vehicles and
Trucks and Motorcycles Emission Standards

1992 Tier 0

2000 Tier 1
2025 Tier 3

2007 Tier 2

Figure 5. Evolution of EPA Light-Duty Vehicles and Trucks and Motorcycles Emission Standards
[6]

Figure 6 shows a soot and NOx production map as a function of equivalence ratio and
combustion temperature.

This map is generated by a 1-D homogeneous reactor

combustion simulation with an n-Heptane detailed mechanism and a constant pressure
of 60 bar. The blue line indicates the adiabatic flame temperature under 21% ambient
oxygen concentration conditions. Since the adiabatic flame temperature is an ideal
case representing a theoretical maximum, combustion will always result in a flame
temperature to the left side of this curve. This map shows that NOx production favors
high temperature zones whose combustion temperature is beyond 2200K at the
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stoichiometric condition, while soot production favors high equivalence ratio (>2) zones
within a specific temperature window.

Figure 6. Soot and NOx production zones as a function of temperature and equivalence ratio.
The yield is obtained from a homogeneous reactor simulation of a reacting n-Heptane /
air mixture at 2.0 msec, at a pressure of 60 bar. The adiabatic gas temperature is
shown by the turquoise line at 21% ambient oxygen concentration. [9]

Low-Temperature Combustion (LTC) modes of operation for compression ignition
engines are therefore attractive for their potential to achieve high thermal efficiencies
while maintaining low NOx and PM (soot) emissions below levels requiring costly aftertreatment system. Various strategies being developed include homogeneous charge
compression ignition (HCCI) [20-30], reactivity controlled compression ignition (RCCI)
[31-35] and partially premixed combustion (PPC) [36-48].

By burning a dilute and

largely premixed charge, local equivalence ratios are maintained sufficiently lean and at
sufficiently low temperatures to simultaneously avoid NOx and soot formation. The
lower temperatures reduce heat transfer losses and increase thermodynamic efficiency
through higher specific heat ratio, providing a benefit to overall thermal efficiency.
Engines operated in HCCI mode typically form a homogeneous mixture external to the
cylinder that subsequent to induction is then compressed until autoignition. The RCCI
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concept utilizes two fuels of different reactivity. The fuel with the lower reactivity, often
gasoline or ethanol, is introduced in the intake port.

Due to its high autoignition

resistance, the fuel mixes during induction and compression and without igniting forms
the dilute and homogeneous charge. The second, more reactive fuel, such as a diesel,
is then introduced via a controlled injection near top dead center (TDC), which auto
ignites the entire charge.

In the PPC mode, to achieve significant NOx and soot

reduction, aggressive EGR is used to decrease local combustion temperature [36-41,
43, 49], or without EGR, an early fuel injection strategy is implemented to provide ample
premixing time to create a lean mixture with sufficient dilution to lower combustion
temperatures [38]. Moreover, high swirl [36], high injection pressure [36, 38, 39, 41],
narrow spray angle injection [38], low compression ratio [36, 39, 40] and multiple
injections [37, 39, 43] have also been suggested to promote fuel-air premixing.
However, simultaneous reduction of NOx and soot emissions incurs a penalty in both
UHC and CO emissions and fuel economy.

All LTC modes face challenges in

controlling the kinetically-driven autoignition process over appreciable load ranges, and
generally make extensive use of negative valve overlap and EGR to manipulate
pressure rise rates, combustion duration and phasing. A fundamental understanding of
any of the LTC modes is therefore dependent upon knowledge of the temperature
parameter throughout the combustion process.
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Chapter 2. LITERATURE REVIEW
The development of advanced diesel engines that meet anticipated emission and fuel
economy standards (Figure 3 (b)) requires a deeper understanding of the various LTC
modes.

Since combustion temperature is a crucial variable for soot and NOx

emissions, it is very important to have the capability to quantify this parameter incylinder.

2.1

Optical Diagnostic Techniques for Flame Temperature Measurement

Optical diagnostic techniques such as -- Rayleigh scattering [50, 51], filtered Raman
scattering (Doppler) [52], Raman scattering [50, 53], coherent anti-stokes raman
spectroscopy (CARS) [54, 55], vibrational thermally-assisted fluorescence [50, 56-58],
two-line atomic fluorescence [50, 57, 59-61], two-line molecular fluorescence [50, 59,
62], chemiluminescence emission [59], absorption thermometry [59] and soot two-color
thermometry [63, 64] -- commonly provide the sole means of non-intrusively
investigating flame temperature. However, significant challenges presented by diesel
combustion, such as temporal and spatial flame heterogeneity, interference from
particle-scattering, background combustion luminosity, and the limitations imposed by
laser repetition rates hinder the utilization of most of these diagnostics.

The final

technique, soot two-color thermometry, is less affected by the above factors, and
therefore, has been widely utilized in diesel engine studies [64-72].
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2.2

Literature Review of Soot Two-Color Thermometry

2.2.1

Classic Soot Two-Color Thermometry

The classic two-color method theory [73] is based on the assumption that soot radiation

E soot ,λ can be modeled by black body radiation Eb,λ weighed by a soot emissivity model

ε λ ,KL :
Equation 1

Esoot ,λ = ε λ ,KL ⋅ Eb,λ = ε λ ,KL ⋅

C1


 C2
 λTsoot

λ 5 exp 


 
 − 1
 

=

C1


 C2
 λTa

λ 5 exp 


 
 − 1
 

Where:

C1 = 2π hc02 = 3.742 × 108 W ⋅ µ m4 / m2
C2 = hc0 / k = 1.439 × 104 µ m ⋅ K

Ta is apparent temperature as if the radiating object is an ideal black body.
A soot emissivity model (Equation 2) was proposed by Hottel and Broughton [74] in
1932, which assumes soot clouds are uniform radiating media along the path length.
Equation 2

 KL 
α 
 λ 

ε λ,KL = 1 − exp  −
Where:

K is a function of soot optical properties, and is proportional to the soot volume fraction.
L is path length of the radiating media.
α is an empirical constant of optical properties of soot in flame. The choice of a suitable
value for this parameter will be discussed in a later section.
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The substitution of Equation 2 into Equation 1 leads to an expression of KL .
Equation 3


 C2  
 exp  λT  − 1
 soot  
KL = −λ α ln 1 −


C 
exp  2  − 1 

 λTa 


By sampling soot radiation as two discrete wavelengths λ1 and λ2 , the unknown
product KL can be eliminated by rewriting the above equation for two specific
wavelengths, under the assumption that KL is the same for both wave bands.
Equation 4



 C2  
 C2  
 exp  λ T  − 1
 exp  λ T  − 1
 1 soot   = −λ α2 ln 1 −
 2 soot  
−λ1α1 ln 1 −
2




 C 
 C 
exp  2  − 1 
exp  2  − 1 


 λ1Ta1 
 λ2Ta 2 




Soot temperature Tsoot can then be solved implicitly, and the back substitution of soot
temperature Tsoot yields the product KL .
2.2.2

Determination of α

The first proposed soot emissivity model in the literature is found in Hottel and
Broughton’s work. The objective was to assist the design of luminous-flame furnaces
with measured true flame temperature and emissivity.
An independent optical thermometry setup was implemented to measure true flame
temperature: A pyrometer was focused on a controllable radiator (tungsten strip lamp)
through a number of luminous flames of controlled thickness and constant temperature
along the line of sight. When sighted through flames, the radiator temperature was
increased until its attenuated radiation was the same as the un-attenuated radiation

10
without flames.

The adjusted temperature of the radiator was then the true flame

temperature.
In Hottel and Broughton’s work, Equation 1 was simplified as:
Equation 5

ε λ ,KL ⋅

C1
C1
=
 C 
C 
λ 5 exp  2  λ 5 exp  2 
 λTsoot 
 λTa 

Since the measurements were taken through a number of identical flames of constant
temperature and known thickness, a soot emissivity model was written as:
Equation 6

 nKL 
α 
 λ 

ε λ ,KL = 1 − exp  −

where n is the flame number.

Equation 5 can then be written as:
Equation 7

1
1
λ

 nKL  
−
= − log 1 − exp  − α  
Ta Tsoot
C2
 λ 

With measurements performed at one wavelength λ1 , Equation 7 can be written twice
for two different values of n , where Tsoot and

KL

λ1α

are unknown variables.

Equation 7 was re-formulated as:
Equation 8



 C  T − Ta1    
 KL 
log − log 1 − exp  2  soot
  = log n + log  α 


 λ1 
 λ1  Tsoot × Ta1    
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 KL 
Since Tsoot was measured independently by an optical pyrometer, the value of log  α 
 λ1 
was obtained by fitting a straight line (shown in Equation 8) with unit slope. With the

 KL 
same procedure performed at a different wavelength λ2 , log  α  was found.
 λ2 
Because the following equation holds, α could be derived with known λ1 and λ2 .
Equation 9

λ 
 KL 
 KL 
log  α  − log  α  = α log  2 
 λ1 
 λ2 
 λ1 
Measurements were done on stearin soot and gas soot with various thickness, α was
found to be 1.39 for visible wavelength λ<800 nm, and α=0.95 for infrared wavelength

λ>800 nm.
A detailed summary of α values is shown in Table 1 which includes early studies
categorized by Ladommatos and Zhao [73] and more recent applications after 1980s.
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Table 1.

Compilation of is empirical constant α in the Hottel and Broughton correlation for soot
emissivity.

Value of Parameter α
Visible

Reference

Infrared Wavelengths

Fuel or Flame Type

1.39

0.95 (λ>0.8 µm)

Steady Luminous

Hottel & Broughton [74]

1.38

0.91-0.97 (λ=2-4 µm)

Diesel engine soot

Matsui et al [75]

1.39

-

Diesel engine soot

Yan & Borman [76]

-

0.94-0.96 (λ> 0.8 µm)

-

Liebert & Hibbard [77]

-

0.89, 1.04 (λ=1-7 µm)

Amyl acetate

-

0.77

Avtur kerosene

-

0.94, 0.95

Benzine

-

0.93

Candle

-

0.96, 1.14, 1.25

Furnace samples

-

1.06

Petrotherm

-

1.00

Propane

-

α=0.91+0.28*ln(λ)

Various fuels

1.43

-

Acetone

1.39

-

Amyl acetate

1.29

-

Coal gas / air

1.23

-

Benzine

1.14

-

Nitrocellulose

0.66-0.75

-

Acetylene / air

Wavelengths

Siddall & McGrath [78]

Rossler & Behrens [79]

α=1.22-0.245*ln(λ[µm])

-

Musculus [72]

1.38

Diesel soot

Kamimoto [80]

-

This work implements α proposed by Musculus as shown in Equation 10, because it fits
the deposited diesel soot data of Matsui et al. [75] relatively well, and is also consistent
with Hottel and Broughton’s recommendations [72].
Equation 10

α = 1.22 − 0.245ln ( λ[ µm])
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2.3

Applications of Soot Two-Color Thermometry

The earliest soot two-color thermometry applied to the DI engine application traced back
to 1946 [81].

With various implementations over half a century, soot two-color

thermometry is clearly the in-cylinder diagnostic tool which is most accessible to engine
research groups.
The following section covers a brief review of most soot two-color thermometry
implementations beginning with an explanation of Equation 11: the signal from an
optical detector viewing a radiating soot cloud is described as [72, 82]:
Equation 11

S = ∫ ∫ ∫ HDet (λ )ε soot ( KL, λ ) Iλ ,Ω,bb (Tsoot , λ ) dAd Ωd λ
λΩA

Where S is the signal from the detector, H Det ( λ ) is the detector transfer function, ε soot
is the soot emissivity, Iλ ,Ω,bb is the blackbody specular, spectral intensity, A is the area
of the soot cloud within the field of view of the detector, Ω is the solid angle subtended
by the active area of the detector, and λ is the wavelength of soot emission.
In most two-color thermometry implementations, soot radiation is sampled at discrete
wavelength through narrow bandpass filters [69, 71, 83-92].

The transmissivity of

narrow-band filters are included in the detector transfer function H Det ( λ ) . If single-point
detectors, such as photo multiplier tubes [68] or photodiodes [72] are used, the
detecting area is quite small compared to its distance from the soot cloud. Therefore,

Iλ ,Ω,bb is considered constant over Ω , and the effect of detector size through Ω can be
folded into a calibration coefficient Cλ . Equation 11 is simplified to a monochromatic
expression at filter central wavelength λ :
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Equation 12

S(λ ) = Cλ ∫ HDet (λ )ε soot ( KL, λ ) Iλ ,Ω,bb (Tsoot , λ ) dA
A

Since the 1980’s, two-dimensional soot two-color thermometry became commonly used
in DI engine research. At first, this method was implemented on high-speed movie and
TV cameras. Negative-color films [66, 70, 93-101] were used to realize wavelength
separation while taking two frames with a single exposure. This technique was soon
replaced by imaging with digital cameras. Single shot frames were captured with two
monochromatic CCD cameras or image splitting and filtering optics [69-71, 83-92, 100].
In this case, the solid angle Ω and soot cloud area A can be folded into a calibration
coefficient Cλ and Equation 11 is simplified as:
Equation 13

S(λ ) = Cλ HDet (λ )ε soot ( KL, λ ) Iλ,Ω,bb (Tsoot , λ )
However, complex optics alignment remains a main issue for this implementation.
Recently, a novel approach has been introduced by Larsson [102] and explained in
detail by Svensson et al. [103] to a digital color camera for soot two-color
measurements.

The wide-band RGB mask was utilized for wavelength separation.

This technique avoids the errors induced by misaligning frames taken by two cameras
and the need for complex optics is eliminated. In Equation 11 for this case, the detector
transfer function H det ( λ ) , the effect of detector size through Ω and soot cloud area A
are all folded into a wavelength-dependent coefficient Qλ , which is known as the optical
system response. Therefore, the signal from the CCD array viewing a radiating soot
cloud for each color channel is described as:
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Equation 14

S = ∫ Qλ ε soot ( KL, λ ) Iλ ,Ω,bb (Tsoot , λ ) d λ
λ

Two-color imaging equipment such as the AVL 513D Engine Videoscope [104] and AVL
VisioScope system [105] are also commercially available for engine combustion
research.

However, in-cylinder soot investigations are limited by their spatial or

temporal resolution, respectively.
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Chapter 3. IMPLEMENTATION OF TWO-COLOR METHOD ON
HIGH-SPEED DIGITAL COLOR CAMERA

A

The available visible range digital color camera Vision Research v7.3 (800×600 pixels,
14-bit image depth, and 6688 fps full resolution up to 190,000 fps with reduced
resolution) used in this work has sufficient temporal resolution to gather crank-resolved
data. There exists a wide-band color filter array deposited on the CMOS chip, where
the different color filters (Red, Blue, Green) are arranged over the focal plane array in a
checkered, Bayer pattern (Figure 7).
Incoming light
Filter layer
Sensor array
Resulting pattern

Figure 7. Color filter array on CMOS chip of camera (Bayer pattern) [1]

To obtain a full-color image from a Bayer filter pattern, many demosaicing algorithms
may be used to interpolate a set of complete RGB values for each pixel [106]. Because
the camera control software contains a proprietary embedded color demosaicing
algorithm of unknown behavior, in-house software was developed to control the camera,
by-pass this unknown function, and allow the direct sampling of the raw pixel data from
the camera’s RAM memory. Linear interpolation is then applied to obtain three color
contents for each pixel with a MATLAB (R2009a) subroutine.
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Figure 8. Bayer Filter Demosaicing Algorithm

From Figure 8(a), to interpolate the red color component for blue-filtered pixels, four
adjacent red pixels are considered:
Equation 15

RB (i, j ) =

1
∑ R(i ± 1, j + 1) + R(i ± 1, j − 1)
4

To interpolate a red component for a green-filtered pixel, from Figure 8(b) and Figure
8(c), two adjacent red pixels are considered:
Equation 16

RG (i , j ) =

1
∑ R(i, j ± 1)
2

Or
Equation 17

RG (i , j ) =

1
∑ R(i ± 1, j )
2

To interpolate the green component for either the red- or blue-filtered pixels, the counts
on the four surrounding green pixels are as in Figure 8(d):
Equation 18

GBorR (i , j ) =

1
∑G(i, j ± 1) + G(i ± 1, j )
4

Apart from the frame edge, the blue pixel pattern is the same as for the red and the
same interpolation method is applied for both the blue and red.
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Equation 19

BR (i , j ) =

1
∑ B(i ± 1, j + 1) + B(i ± 1, j − 1)
4

Equation 20

BG (i, j ) =

1
∑ B(i, j ± 1)
2

Or
Equation 21

BG (i, j ) =

1
∑ B(i ± 1, j )
2

For a given pixel of a particular color, the pixel count is proportional to the emission of
the soot cloud incident to the CMOS sensor array, weighed by the optical system
response coefficient, Qλ , along the optical path, integrated over the wavelength range
of the instrument. For each color channel, Equation 1 then has to be rewritten as an
integral over the (wavelength) band of the respective filter, and weighed by the quantum
efficiency or relative responsivity of the lens/filter/camera optical train:
Equation 22

∫λ

∆

C1 ⋅ Qλ

C
λ  exp  2
 λTa

5

 
 − 1
 

dλ =



 KL  

∫λ 1 − exp  − λ α   ⋅

∆

C1 ⋅ Qλ

 C
λ exp  2
 λTsoot

5

 
 − 1
 

dλ

Where Ta is calibrated against a black body calibration source (M330, MIKRON) with
controlled temperature up to 1973 K.

Qλ is the optical system response of the digital color camera.
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Figure 9. Overview of measuring optical system response for each color channel

The wavelength-dependent, optical system response coefficient, Qλ , for each color is
an important step for implementation of the two-color method on a digital camera with
wide-band Bayer filters. This coefficient accounts for the quantum efficiency of the
CMOS sensor array and transmissivity of the optical path. Components of this path
include the engine piston window, ambient environment, mirror, camera lenses and
Bayer filter. In its measurement, a spectrometer (Acton Research SpectraPro-2150i,
150mm focal length, aperture ratio of f/4, 300 groove/mm grating) is configured as a
monochromator with 150 µm-wide entrance and exit slits.

A low-power detector

(Newport model 918D-UV-OD3) and quartzline halogen lamp (GE, 120V 250W) are
used to establish the wavelength-dependent intensity produced by this steady radiation
source.
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The low-power detector was attached to the exit slit of the spectrometer and sealed to
avoid light leakage.

With the spectrometer focused on the halogen source, a

wavelength scan was performed in 10nm intervals covering the range between 350nm
and 750nm randomly while simultaneous power measurements were taken. To account
for background power levels incident to the meter, a second wavelength scan was
performed with the lens of the spectrometer covered. Figure 9 shows the normalized
spectral distribution of the halogen source emission as seen at the exit slit of the
monochromator, corrected for the wavelength-dependent responsivity of the power
meter detector.
With the lenses of the spectrometer uncovered, the high-speed digital camera was
aligned to the exit slit of the spectrometer at a focal distance equal to its distance from
the engine during experiments. For each randomly scanned wavelength, ten repetitive
frames were taken of the exit slit with exposure times from 2µs to 65µs. An averaged
frame is derived by compensating for the linear effect of exposure time.

Upon

application of the linear demosaicing algorithm, considering the pixels within the slit
image area, (216 pixels), and using the spectral source distribution determined above,
the optical system response for each color is shown in Figure 9, normalized by the
maximal value of each curve.
For each pixel, any of two color channels (Equation 22) will yield a pair of equations with
two unknowns: soot temperature Tsoot and the product KL .
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Figure 10. Soot emissivity as function of product

KL

and wavelength

Since the soot emissivity model has the λ in the denominator (Equation 2), with a fixed

KL value, soot emissivity is higher at shorter wavelength than at longer wavelength.
Moreover, soot emissivity is more sensitive to KL value in the shorter wavelength
region as shown in Figure 10. Therefore, all possible solutions will be located on the left
side of the ideal black body curve in the domain of emissive power calculated with
Equation 22 for the green and red channels of the camera (Figure 11).

However,

another boundary is defined by the adiabatic gas temperature, restricting the solution
domain as the region contained within the lines shown in Figure 11.

Figure 11. Two-color solution region in emissive power domain
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The adiabatic gas temperature boundary is calculated in a single-zone, adiabatic HCCI
reactor (CHEMKIN Pro v15112) of compression ratio 15, connecting rod length-tostroke ratio of 1.65 and inlet temperature and pressure of 310 K and 1 atm. An nHeptane detailed mechanism (Version 3.1 [107]) is used in the model.

With the

maximum adiabatic gas temperature at Φ=1.06 (Figure 12(a)), crank-angle-resolved
adiabatic gas temperature (Figure 12(b)) and the ideal black body curve define the
solution domain for two-color thermometry at each crank angle position.

Figure 12. (a) Maximum Adiabatic Gas Temperature v.s. Ф. (b). Crank-angle-resolved adiabatic gas
temperature with Φ=1.06.

The apparent temperature observed by the camera is determined through calibration
against a blackbody source (MIKRON M330) which approximates Planck’s Law to a
temperature of 1973K. Placed at the same focal distance from the blackbody source as
it is from the engine during experiments, the high-speed camera is aligned with the axis
of the blackbody tube and calibration images are taken over a range of stabilized
blackbody temperatures and exposure times.

For each combination of stabilized

blackbody temperature and exposure time, 10 frames were recorded at an aperture
ratio of f/2.8, and the demosaicing algorithm applied to their averaged raw pixel counts.
Three color components are thus produced for each pixel. In a uniform intensity region
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(7920 pixels) corresponding to the center of the blackbody aperture, average pixel
counts are calculated for each color. Figure 13 shows the averaged pixel count versus
blackbody temperature with exposure time of 10 µsec at an aperture ratio of f/2.8.

Figure 13. Averaged pixel count for each color versus blackbody temperature

The curves show that while the blackbody temperature goes up, the average pixel count
increases exponentially until a saturation level is reached. The red pixels saturate at
lower temperatures than the pixels of the other two colors because in this temperature
range (from 1200K to 1750K), the Planck distribution is weighed towards the longer
wavelength side.
Below the saturation levels, at a given blackbody temperature, the averaged pixel count
is proportional to exposure time. Figure 14 shows the linear correlation between
averaged pixel counts and exposure times at 1410K.
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Figure 14. Averaged pixel count for each color versus exposure time

As blackbody calibration source temperature increases, from Figure 15, the coefficient
of determination (R-square) of a linear fit between averaged pixel counts and exposure
times tends to one.

This is due to the greater signal-to-noise ratio at the higher

temperatures.

Figure 15. Goodness of linear fit of averaged pixel counts with various exposure times for each
color before saturation

To reduce computational effort during image processing, two universal surfaces, or
“look-up” tables, were generated. These surfaces map the domain of apparent red pixel
and green pixel temperatures to soot temperature Tsoot and KL surfaces.

These

surfaces were calculated over a range of equally distributed apparent temperatures
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(from 1200K to 2000K) for each color. For each combination of apparent temperatures
for red and green, an implicit solution of Equation 22, yields Tsoot and KL .
The following contour plots (Figure 16) represent the universal surfaces for soot
temperature Tsoot and KL . Since in the wavelength range of the camera (400 nm to
700 nm), soot emissivity is highly sensitive to KL when this product is less than one
(Figure 10), this variable is shown on a logarithmic scale, log10( KL ). The colored
surface represents the solution space, and apparent temperature pairs elsewhere
represent a region where no solutions for soot temperature Tsoot and KL exist.

Figure 16. Soot temperature and product KL surfaces in the domain of apparent red and green
temperatuers

The engine used in this investigation is a single-cylinder, naturally-aspirated, directinjection AVL Model 5402 with optical access research engine equipped with a Bosch
CR CP1 common-rail injection system.

Optical access is provided via a classic

Bowditch extended piston on top of which is mounted a 20 mm-thick fused-silica
(quartz) window. The placement of a mirror inside the extended piston at 45˚ relative to
the cylinder axis provides an entire view of 40 mm diameter combustion bowl.
Combustion images were captured through the piston window using the high-speed
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CMOS digital color camera (Vision Research Phantom v7.3). Frames were triggered at
0.5 CAD intervals with exposure time of 10 µsec, and synchronized to the engine
crankshaft position. Figure 17 shows the experimental layout with the camera aligned
with the extended piston axis through a 45˚ mirror.
The engine was operated at a speed of 1200 RPM, and ultra-low sulfur diesel was
administered in a single injection per cycle at 400 bar injection pressure. The estimated
fuel delivery rate was constant at 6mg/cycle. The two-color algorithm described above
was applied to high-speed combustion images recorded under steady engine
conditions.

Figure 17. Engine experimental setup [5]

A consecutive sequence of frames was taken at 0.5 CAD intervals in one engine cycle.
These frames, together with the calculated soot temperature and KL distributions are
shown in Figure 18. The soot temperatures in the images are represented by color
according to the color bar shown. Regions shown in gray signify that two colors of a
pixel are saturated. Pixels whose color content resulted in a soot temperature below
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1580K, or where the algorithm did not converge to a solution, are shown in black. The
method successfully determines soot temperature and KL values for a large majority of
pixels and frames over the engine cycle, with soot temperature results in a range near
2000K. This temperature band corresponds to that where soot formation occurs. Pixel
saturation is observed in the later parts of the combustion cycle, where pool burning of
fuel-wetted walls results in a highly luminous diffusion flame.

Exposure times or

aperture settings may be reduced to avoid saturating in these localized regions.
However, such signal attenuation would have the consequence of raising the minimum
soot detection temperature.
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Combustion Frame

Soot Temperature (K)

Soot Optical Thickness KL

Figure 18. Luminous color images of diesel combustion and corresponding soot temperature and
KL value measurements. Shown are consecutive frames recorded at 0.5 crank-angle
intervals at an engine speed of 1200 RPM. Fuel delivery rate = 6 mg/cycle, exposure
time=10 µsec

Further details of this investigation are presented the publication, “Novel Implementation
of Two-Color Soot Temperature Measurement in Optical Diesel Engine with High-speed
CMOS Digital Color Camera” [108].
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Chapter 4. SOOT EVOLUTION WITH HIGH-SPEED TWO-COLOR
THERMOMETRY IN AN OPTICALLY-ACCESSIBLE CI
ENGINE FUELED WITH BIODIESEL BLEND AND ULSD
Biodiesel is a common name for alkyl monoesters of fatty acids derived from animal fats
and vegetable oils. Triglycerides are the main constituents of these oils which cannot
be used directly in engines due to their high viscosity. Transesterification is an effective
method to modify the structure of triglycerides and reduce their viscosity. Because
biodiesel is derived from biomass, its use reduces dependence on petroleum and
reduces net carbon dioxide emissions. Biodiesel or biodiesel blends with conventional
diesel fuel have considerable advantages over petroleum-based diesel fuel in reduced
UHC, CO and PM emissions.
With respect to non-oxygenated diesel fuels, under heavy loads, PM, CO, and UHC
emissions have been reported to decrease as the biodiesel fraction is raised [109-119].
Under low engine loads, both multiple injection schemes and biodiesel addition in the
baseline fuel were observed to reduce CO and particulate emissions [111, 112]. Under
both high and low engine loads, the percentage of SOF in the PM increased when
biodiesel was blended with petroleum-based diesel [110, 112, 116, 120], creating a
more favorable environment for treatment by a diesel oxidation catalyst. Additionally,
biodiesel has excellent lubricity characteristics resulting in small blending amounts
(around 1-2 percent by volume) bringing even the poorest lubricity diesel fuels into
compliance with manufacturer-recommended limits [121, 122].

It can be readily

blended in any proportion with petroleum-based diesel fuel for use in most existing
modern four-stroke compression ignition engines with few technical adjustments or
modifications [123].
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There are several drawbacks to the use of biodiesel.

First, biodiesel has more

unsaturated bonds than petroleum-based diesel which hinders its oxidative stability.
During oxidation, it tends to become acidic and forms insoluble gums and sediments
which may plug fuel filters [109].

Previous studies show that both oxidized and

unoxidized biodiesels experienced shorter ignition delays than diesel fuel and had lower
premixed burned fraction [117]. At the conditions tested, the neat oxidized biodiesel
has a 0.9° shorter ignition delay than the neat unoxidized biodiesel at standard timing
and 1400 RPM [124]. Under full loads, the neat soybean oil methyl ester and yellow
grease methyl ester produced statistically significant reductions in the CO, UHC, and
smoke emissions compared with #2 diesel fuel [115].
A second drawback of biodiesel is that with its high oxygen content [112, 117, 119, 120,
123, 125-127] (around 10% by mass), neat biodiesel fuels generally have lower heating
values which result in increased fuel consumption [109, 110, 113, 120, 126]. Third and
of more concern, a comprehensive analysis of biodiesel impact on exhaust emissions
by the Environmental Protection Agency shows that NOx emission increases by up to
10% with the volume fraction of biodiesel in blends with conventional diesel fuel for
heavy-duty highway engines. NOx emissions were also reported to increase by 2%
when 20 vol/vol% soybean-based biodiesel was added to an average base fuel [128].
However, a contradictory conclusion is reached by the National Renewable Energy
Laboratory (NREL) in their research survey indicating a reduction in NOx emissions
[129, 130]. Other disadvantages of biodiesel include degraded cold flow performance
[118, 128] and increased lubricating oil dilution due to fuel impingement on liner
surfaces [127].
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Biodiesel usually has higher density, cetane number, flash point, surface tension,
kinematic viscosity and bulk modulus, but lower volatility compared with petroleumbased diesel fuel.

These biodiesel characteristics result in changes in combustion

behavior with respect to petroleum-based diesel fuel. Shorter ignition delay [112, 116,
124, 125, 127, 131-133], greater penetration length [111, 126, 131], and less premixedburn fraction [112, 116, 117, 125, 132] are well-documented characteristics of biodiesel
blends.

However, in-cylinder spray and mixing of biodiesel blends have been

experimentally explored to a lesser extent, and research on the effect of biodiesel
content on these processes is inconclusive.

Lee et al. [131] report that under

atmospheric temperature and pressure conditions, biodiesel-blended fuels have inferior
atomization performance compared to commercial diesel due to lower Weber number
and lower injection velocity, while Choi et al. [111] suggest fuel-air mixing of biodiesel is
enhanced by its greater penetration distance, greater viscosity and larger mixing time
scales.
The optical engine and injection system specifications are shown in Table 2 and Table 3.
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Table 2.

Engine specifications

Engine Type
Number of Cylinders
Cycle
Displacement
Bore
Stroke
Connecting Rod Length
Geometric Compression
Ratio
Combustion Bowl Diameter
Combustion Bowl Depth
Number of Intake Valves
Number of Exhaust Valve
Intake Valve
Opening/Closing
Exhaust Valve
Opening/Closing
Injection System

Swirl Control/Ratio
Maximum Speed
Table 3.

AVL 5402, DI
1
4-stroke
510 
85 mm
90 mm
148 mm
15:1
40 mm
14.5 mm
2
2
-394°/594°CA
aTDC
106°/-346°CA
aTDC
Bosch Common
Rail,
Pmax=1350bar
AVL/2.0-4.5
3000 RPM

Engine fuel injector specifications

Model
Design
Angle of Fuel-Jet Axis
(inclusive)
Number of Holes
Hole Diameter

Bosch DSLA
142P
VCO-Nozzle
142°
6
0.13 mm

Optical access is provided via a classic Bowditch extended piston in which is mounted a
20 mm-thick sapphire window, as shown in Figure 19. The combustion bowl is of
rectangular cross-section, and the flat surface geometry of the combustion chamber is
interrupted only by valve pockets placed in the piston bowl rim and valve seat chamfers
in the cylinder head. Oil-less lubrication is provided by slotted graphite rings and the
sealing by uninterrupted bronze-teflon rings. Compressed air directed at the underside
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of the piston window provides cooling of this assembly during operation. Swirl motion is
in the clockwise direction.
85 mm Bore
40 mm
Dia.Bowl

Exhaust Valve
Pocket
Intake Valve
Pocket
Fuel Jet
Orientation
Intake Valve
Pockets
Exhaust Valve
Pocket
Piston Crown
Windows
14.5 mm
Bowl Depth
Piston Bowl
O-Ring
Window
Casing
Sapphire
Window

Figure 19. Extended piston and combustion bowl geometry
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Figure 20 shows the optical setup for high-speed soot two-color thermometry. The
placement of a mirror inside the piston assembly at 45° relative to the cylinder axis
provides a view of the entire 40 mm-diameter combustion bowl. The squish zone (grey
area) is not visible to the optical measurement in this configuration.

Solenoid Injector

Elongated Piston
Squish Zone

Stationary 45°
First Surface
Mirror

High-Speed Digital
CMOS Color Camera
Figure 20. Optical setup for high-speed soot two-color thermometry

Combustion images were captured by a visible range digital color camera (Phantom
v7.3).

In this camera, the square pixel grid of the CMOS sensor is covered by a

broadband color filter array arranged in a particular (Bayer) pattern which described in
the previous chapter. Frames were triggered at 0.5 CAD intervals and synchronized to
the engine crankshaft position through a cRIO field-programmable gate array (National
Instruments) and optical-encoder compatible input module (DRIVVEN). Exposure time
is set to 10 µsec as an optimal trade-off which maximizes signal-to-noise ratio at lower
temperatures while minimizing saturation at the higher temperatures. Aperture ratio is
set to f/4.0 (minimum lens f-stop number is 2.8) to have larger depth of field. Operating
parameters of the high-speed digital color camera are shown in Table 4. The memory
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gate width is set to 12.5 msec. This is the time interval within a cycle over which
imaging is conducted, and at the 1200 RPM engine speed is equivalent to 90 CAD.
Images thus cover the combustion duration from SOI through late-cycle burning.
Throughout this interval, the CMOS camera is storing each frame with 10 µsec
exposure time every 0.5 CAD.

This high-speed imaging technique is utilized to

investigate the aged biodiesel blend combustion in an optical engine, and ULSD is used
as a comparison.
Table 4.

High-speed digital color camera operating parameters

Model
Resolution (pixels)
Operating Mode
Aperture Ratio
Exposure Time (µsec)
Pre-trigger Start (°aTDC)
Memory Gate Width
(msec)

Phantom v7.3
416×400
Sync with engine
speed at 0.5CAD
interval
f/4.0
10
-10.5
12.5

Experimental results reported here are taken from the optical engine operated at 1200
RPM and a swirl ratio of 2.0. The engine has been pre-heated to a temperature of
60°C. Inlet temperatures and pressures were at ambient levels. In-cylinder pressure is
measured with an un-cooled piezo-electric pressure transducer (AVL GH 12 D) which is
mounted through an opening in the cylinder head. A needle lift sensor (MicroEpsilon) is
installed in the fuel injector to detect the displacement of the injector needle.

An

additional pressure transducer measures the pressure in the fuel line between the
common rail and injector. Sensor signals are recorded by a high-speed data acquisition
system triggered by an optical encoder wheel mounted on the engine crankshaft with an
optical resolution of 0.5 CAD and with an electronic multiplication to 0.1 CAD. The
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Apparent Rate of Heat Release (ARHR) is calculated by a MATLAB subroutine using
the analysis provided by Heywood [134], and is shown normalized by the engine
displacement.

A more detailed engine and instrumentation description has been

reported in an earlier publication [5].
ULSD and an aged B20 biodiesel blend were used during experiments. The blend was
mixed from ULSD (80 vol%) and aged B100 (20 vol%) under ambient temperature and
pressure. The properties of ULSD and B100 are shown in Table 5. The composition of
B100 is shown in Table 6. The atmospheric pressure distillation curve of these two
fuels, as provided by the supplier, is shown in Figure 21. The density of aged B20 was
847.18 kg/m , the lower heating value was 40.23 MJ/kg , and the cetane number is
expected to be higher than ULSD. Aged B20 was more viscous and less volatile than
ULSD.
Table 5.

Fuel specifications

Cetane Number
Density@15°C ( / )
Lower Heating Value (MJ/kg)
Kinematic Viscosity @40°C
( /)
Flash Point (°C)
Table 6.

ULSD B100
45.3
54
836.5 889.9
41.2
36.6
2.2

4.34

64

69.5

Composition for B100

Compound
C16:0 (methyl palmitate)
C18:0 (methyl stearate)
C18:1 (methyl oleate)
C18:2 (methyl linoleate)
C18:3 (methyl linoleate)

Fraction
11.0%
4.2%
22.6%
55.0%
7.2%
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Figure 21. Distillation curves for ULSD and B100

The fuel injection system including injector, driver and nozzle, was calibrated using
ULSD.

The quantity of fuel delivered per injection is generally linear with injection

duration except at low injection times as shown in Figure 22.

Figure 22. Fuel delivery calibration for ULSD

Since thermal stability in the optical engine is difficult to achieve during continuous firing,
cylinder data and ARHR measurements were performed in a skip firing mode. Fueled
with ULSD, the engine was warmed up by continuous firing while the in-cylinder
pressure prior to fuel injection was monitored.

When a predetermined value was

reached, engine operation was switched to a 3-fire/9-skip pattern. When the IMEP
during the firing cycles was deemed steady (engine thermal state was stable), start of
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injection (SOI) and injection duration were adjusted so that the locations of peak
premixed combustion (LPPC) for the third firing cycle was 8°aTDC. When the engine
operation was again steady, data collection was begun.

The same experimental

sequence was performed under three command injection pressures.

Detailed fuel

injection timing and observed IMEP are shown in Table 7.
Table 7.

Injection parameters and averaged IMEP for ULSD under 3-fire/9-skip pattern

Injection Pressure
Command (bar)
SOI (°aTDC)
Injection Duration ()
Estimated Injection
Quantity (/inj)
Averaged Gross IMEP for
all firing cycles (bar)

400

600

-10.5 -8.5
1
0.645

800
-7.8
0.52

7.2

8.3

8

1.75

1.66

1.61

When fueled with aged B20, the engine was operated with the same injection duration
times and SOI as with ULSD. The same experimental sequence was performed until the
IMEP under 3-fire/9-skip pattern was deemed steady (engine thermal state was stable),
upon which data collection was begun. Detailed fuel injection timing and corresponding
IMEP are shown in Table 8. The conditions examined here are representative of those
encountered during light load, low temperature operation, such as during idling
subsequent to starting.
Table 8.

Injection parameters and averaged IMEP for aged B20 under 3-fire/9-skip pattern

Injection Pressure
Command (bar)
SOI (°aTDC)
Injection Duration ()
Estimated Injection
Quantity (/inj)
Averaged Gross IMEP for
all firing cycles (bar)

400

600

-10.5 -8.5
1
0.645

800
-7.8
0.52

N/A

N/A

N/A

1.48

1.50

1.33
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During experiments, it was observed that the piston window becomes contaminated
more quickly when fired with aged B20 than with ULSD. This precluded extended
warm-up procedures in skip-fire mode and required a different procedure during the
optical measurements

The use of B100 has been observed by others to result in

obvious fuel film ripples on the piston bowl [126].
To minimize soot deposits on the piston window which would hinder optical access for
soot temperature and KL factor measurements, the engine was not running in skip fire
mode. Instead, the engine was continuously fired for about 100 cycles while high-speed
frames were recorded every 0.5 CAD. During these cycles, the combustion phasing
continuously advanced as the engine warmed, and the LPPC is taken to be indicative of
the thermal condition of the engine. For each command injection pressure with each
fuel, the firing cycle with LPPC nearest to 9.5°aTDC was then selected for soot optical
thermometry calculation. For each fuel, this starting sequence was taken with a clean
piston window at 1200 RPM, a swirl ratio of 2.0 and after the engine was pre-heated to
a temperature of 60°C.

The detailed engine operating conditions and combustion

parameters for these six firing cycles are shown in Table 9.
Table 9. Engine operating conditions and combustion parameters for firing cycles during starting
sequence which are involved in soot optical thermometry calculation

Test Name
Speed (RPM)
Fuel
Injection Pressure
Command (bar)
SOI (°aTDC)
Injection Duration ()
Estimated Injection
Quantity (/inj)
Motoring TDC
Temperature (K)

ULSD
400bar
1200
ULSD

ULSD
600bar
1200
ULSD

ULSD
800bar
1200
ULSD

B20
400bar
1200
B20

B20
600bar
1200
B20

B20
800bar
1200
B20

400

600

800

400

600

800

-10.5
1

-8.5
0.645

-7.8
0.52

-10.5
1

-8.5
0.645

-7.8
0.52

7.2

8.3

8

N/A

N/A

N/A

698.0

692.4

699.0

696.1

697.4

701.4
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Test Name
Net IMEP (bar)
LPPC (°aTDC)
Integrated
ARHR@EVO
(kJ/ )

ULSD
400bar
1.72
9.6

ULSD
600bar
1.23
9.5

ULSD
800bar
1.48
9.5

B20
400bar
1.18
9.5

B20
600bar
1.25
9.8

B20
800bar
1.14
9.2

379.4

306.5

355.6

284.4

311.6

296

The following analysis is based on engine experiments performed under steady and
repeated 3fire/9skip patterns fueled with ULSD and aged B20. For each fuel under
each command injection pressure, all in-cylinder data were grouped into four categories:
1st firing cycle, 2nd firing cycle, 3rd firing cycle, and motoring cycle. Sufficient data was
collected such that each firing category comprises more than 130 cycles. The following
figures show ensemble averaged values from each category.
Figure 23 shows the averaged data for 1st, 2nd, and 3rd firing cycles for ULSD.
Command injection pressure is 800bar, and SOI is -7.8°aTDC. Although it has been
reported that for the same injection command, the higher bulk modulus of biodiesel
results in earlier fuel injection [125, 135], the difference of needle lift profile between
ULSD and aged B20 (Figure 23) is not obvious. The LPPC of the 1st firing cycle is more
retarded than that of the 2nd and 3rd firing cycles, and the peak ARHR during the
premixed combustion is lower. This is a result of the cooling effect of the motored
cycles depressing the wall temperature prior to the 1st injection, as well as change in the
recirculated gas temperature and composition (internal EGR). The combustion phasing
of the 2nd and 3rd firing cycles has no large difference because of similar wall thermal
conditions and gas recirculation. This phenomenon exists for all other conditions where
different injection pressures and fuels have been considered.

41

Needle Lift [a.u.]

Figure 23. Averaged firing cycles for ULSD under command injection pressure 800bar

A comparison of ARHR for ULSD and aged B20 is shown in Figure 24. With the same
injection timing, under steady and repeated firing patterns (3fire/9skip), the advance of
LPPC from 1st to 2nd firing cycles with ULSD is 1.9 CAD while the advance of LPPC
from the 1st to the 2nd firing cycles with aged B20 is only 0.3 CAD. The magnitude of
the premixed ARHR peak increases from the 1st to the 2nd firing cycle with ULSD by
47.77 [kJ/m · deg] while for aged B20, the increases is only 13.08 [kJ/m · deg].
This effect is also observed with command injection pressures of 400bar and 600bar.
This difference suggests that ULSD combustion is more sensitive to changes in wall
temperature than that of aged B20.

Needle Lift [a.u.]

Figure 24. Averaged firing cycles for ULSD and B20 under an injection pressure of 800bar
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Figure 25 shows the ARHR integrated from SOI and normalized by the cumulative value
at the end of combustion. The ignition delay, characterized by the elapsed time from
SOI to the occurrence of positive ARHR, is 9.4 CAD for aged B20 while for ULSD is 9.8
CAD.

The shorter ignition delay observed with aged B20 is consistent with the

characteristics of biodiesel reported by others [112, 116, 124, 125, 127, 131-133]. The
combustion duration, characterized by mass burn fraction 10% to 90%, is also observed
to be nearly a full degree shorter for aged B20 than for ULSD. Combustion with aged
B20, then, has a shorter ignition delay and progresses faster than with ULSD. After the
premixed combustion, the bulk-gas-averaged temperature for aged B20 decreases
below that of ULSD presumably due to its lower energy content and lower fuel quantity.

5.1 CAD

4.3 CAD

Figure 25. Mass burn fraction of the averaged 2nd firing cycles for ULSD and B20 under an
injection pressure of 800bar

The results shown in Figure 26 include two types of optical diagnostics: high-speed
spray imaging (with back illumination) and soot two-color thermometry. The presented
frames are chosen from a half-crank angle-resolution frame sequence. In aged B20
combustion, soot is observed near the edge of the bowl. As per the images and needle
lift traces shown above, this is five degrees beyond injector needle closing and the
occurrence of the last visible fuel spray in the cylinder. As in-cylinder pressure and

43
temperature increase, additional soot is generated away from the bowl edge forming
many local high temperature soot sites which result in high natural luminosity. As the
combustion proceeds, soot is quickly oxidized, leaving little pool burning in the late cycle.
Aged B20 combustion is thus less sensitive to the wall temperature as a greater
proportion of the fuel in consumed within the core of the combustion volume.
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Aged B20

Soot
Temperature
(K)

Soot KL

Soot
Temperature
(K)

Soot KL

24°aTDC

12°aTDC

9°aTDC

-1°aTDC

-2°aTDC

-3°aTDC

-4°aTDC

ULSD

Figure 26. Comparison of ULSD and aged B20 combustion with high-speed spray imaging and
soot two-color thermometry

Two types of soot luminosity are generally observed; the larger areas having uniform
lower values of temperature and KL, and localized regions of small area but elevated
values of these parameters. The appearance of the former regions corresponds to the
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premixed burn portion of the heat release, and their areas fill the regions between the
fuel jets. The high temperature and KL zones appear in regions of pool burning or
diffusion combustion of remnant fuel ligaments. With the same injection timing and
energized duration, aged B20 injection exhibits longer penetration and heavier
splashing during fuel impingement event.

Soot natural luminosity of aged B20

combustion is more intense than that of ULSD combustion. In aged B20 combustion,
soot sites are present not only in the impinged area but also away from the chamber
bowl. After applying two-color thermometry, spatial distribution of soot temperature and
optical thickness KL are shown as well.

Figure 27. Comparison of ULSD and aged B20 combustion with high-speed soot two-color
thermometry

The crank-angle-resolved evolution of soot temperature and net soot formation are
shown in Figure 27.

Mean soot temperature at each crank angle position is the

averaged value of all solution pixels inside chamber bowl. Net soot formation at each
crank angle position is represented by the summation of optical thickness KL for all the
solution pixels inside bowl area.
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In Equation 22, aged B20 soot evolution exhibits greater formation rates than ULSD
combustion, but higher soot temperature also leads to faster oxidization, so that aged
B20 net soot formation falls below that of ULSD after 21°aTDC.
More details of this investigation are shown in the publication, “Soot Evolution with
Cyclic Crank-angle-resolved Two-color Thermometry in An Optical Diesel Engine
Fueled with Biodiesel Blend and ULSD” [136].
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Chapter 5. COMPARISON OF SOOT TEMPERATURE AND KL
BETWEEN HIGH-SPEED TWO-COLOR THERMOMETRY
AND 3-D CHEMICAL KINETIC-COUPLED CFD SIMULATION
As a comparison to the high-speed two-color measurements in ULSD combustion, a
chemical kinetic-coupled CFD package (FORTE, Reaction Design) is used to simulate
the in-cylinder combustion process with a reduced n-Heptane mechanism [137]. In
order to compare two-dimensional soot temperature and KL measurements with a
three-dimensional simulation result, a novel approach known as “line-of-sight
integration” has been developed by Yu et al. [138]. The following section presents a
brief description of this approach.
The presented numerical work implements a two-step empirical soot model: the soot net
formation rate

dM s
within a computational cell is determined from a single step
dt

competition between soot formation rate

dMsf
dMso
and soot oxidation rate
as shown
dt
dt

in Equation 23 [139, 140]:
Equation 23

dMs dMsf dMso
=
−
dt
dt
dt
Soot formation rate is given by:
Equation 24

dMsf 
 E
=  Asf p n exp  − sf
dt
 RT



  MC2H2


Where Asf is the Arrhenius pre-exponential factor, MC2H2 is the mass of C2H2 , p is the
pressure, R is the gas constant, T is the temperature and Esf is the activation energy.
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The soot oxidation rate is adopted from the Nagle and Strickland-Constable model
[141]:
Equation 25

dMso 6MWc
=
MR
dt
ρs Ds s oxid
Where MWc is the molecular weight of carbon, ρs is soot density, Ds is soot particle
diameter, Roxid is the oxidation rate depends on surface chemistry involving the more
reactive A sites and the less reactive B sites.
Equation 26

 K A pO2
Roxid = 
 1 + K Z pO

2


 χ A + K B pO2 (1 − χ A )


Where pO2 is the oxygen partial pressure, χ A is the proportion of A sites defined as:
Equation 27

χA =

pO2
pO2 + KT / K B

The rate constants used in Equation 26 and Equation 27 are given by [142]:
 30000  ,
 15200  ,
 97000  ,
−3
5
K A = 20 exp  −
 K B = 4.46 × 10 exp  −
 KT = 1.51× 10 exp  −




RT 
RT 
RT 
 4100 
K Z = 21.3 exp 

 RT 
From three-dimensional simulation results, soot radiation from each computational cell
is computed by Equation 28:
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Equation 28

Esoot ,λ = ε λ ⋅

C1

C  
λ 5  exp  2  − 1
 λT  


Where temperature T [K ] and soot mass concentration Cm [mg / cm3 ] are given by
simulation results, soot emissivity model ε λ is defined by Equation 29. The detailed
formulation of the soot emissivity model will be discussed in a later section.
Equation 29

 6π E (m )CmL 

ρs λ α



ε λ = 1 − exp 

Where soot density ρs = 1.86 [g / cm3 ] , soot absoprtion function E ( m ) = 0.245 , L[cm] is
the distance between two adjacent cell centers along the extended piston axis. α is the
functional dependence on wavelength proposed by Musculus [72] in Table 1.
Since the aperture ratio of the digital color camera is set to f/11.0, depth of field is
considered to be large enough to maintain focus over a wider range of crank-angles.
Therefore, radiation reaching each pixel of the camera is assumed to origniate from a
cell train oriented along the line of sight. The radiation from each cell reaching to the
digital color camera is attenuated by all the cells situated in the path between the source
cell and the observer. Neglecting reflectivity and scattering effects, to quantify radiation
attenuation, the transmissivity of each cell τ λ is given by Equation 30:
Equation 30

τ λ = 1− ε λ
From the optical system response curve in Figure 9, two effective single wavelengths
representing red and green channels are calculated:
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λred = 601.05nm
λgreen = 548.88nm
After “line-of-sight integration”, soot emissive power E(λred ) and E (λgreen ) are evaluated
at λred and λgreen wavelengths. Simulated soot temperature Tsoot and optical thickness

KL can be solved from Equation 31:
Equation 31


 KL  
E (λred ) = 1 − exp  − α   ⋅
 λred  


C1


C2  
 − 1
 λredTsoot  


5
λred
exp 




 KL  
E ( λgreen ) = 1 − exp  − α   ⋅
 λgreen  


C1



C2
λ T
 green soot

5
λgreen
 exp 



 
 − 1
 

Figure 30 shows the comparison of experimental soot two-color measurements with
simulation at 13°aTDC. It is obvious that the spatial distribution of experimental twocolor solutions entirely depends on soot luminosity visibility to the camera.

In the

simulation, the soot KL solution exhibits high levels between two adjacent spray
plumes, while no solutions are found in the experimental result at the same locations.
This discrepancy means that the limited dynamic range of the camera might overlook
low intensity soot sites which actually contribute to engine-out emission.
The second discrepancy found in Figure 30 is that the simulated two-color soot
temperatures in the vicinity of fuel jet wall impingement are overall higher than
experimental results by around 600 K.
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Experiment

Soot luminosity (a.u.)

Soot KL

Soot Temperature (K)

Swirl

Soot KL

Soot Temperature (K)

Simulation

Red Emissive Power
/ · 

Figure 30. Comparison of experimental soot two-color measurements with simulation at 13°aTDC.
White dashed line shows the spray orientation.

To make a numerical comparison of soot measurements between high-speed two-color
and simulation, Figure 31 shows the crank-angle-resolved average soot temperature
and total soot KL calculated by the two approaches. Simulated two-color thermometry
over-estimates soot temperature by 10%-20% in most crank angle intervals, and it
overestimates soot KL exhibit from 3°aTDC until 45°aTDC.

52

Figure 31. Comparison of Soot Two-Color Pyrometry results of ULSD combustion

Soot radiation Esoot ,λ (Equation 1) is composed of two terms: soot emissivity model and
Planck distribution term. Esoot ,λ is measured by the imaging equipment which has been
calibrated against a blackbody source. All the coefficients in the Planck distribution
term are well known. Therefore, the accuracy of unknown soot temperature T depends
on the accuracy of soot emissivity model. A detailed investigation of the soot emissivity
model is presented in the proceeding chapter.
The further detail of numerical investigation is shown in the publication, “Comparison of
In-Cylinder Soot Evolution in an Optically Accessible Engine Fueled with JP-8 and
ULSD” [138].
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Chapter 6. SOOT EMISSIVITY MODEL ANALYSIS
An inherent assumption of the classic two-color method is that the product KL is the
same for two specific wavelengths, λ1 , λ2 . The validity of this assumption is examined
in a detailed analytical and experimental investigation of the soot emissivity model.
Soot transmissivity τ soot is equal to unity minus soot absorptivity αsoot and soot
reflectivity ρsoot :
Equation 32

τ soot = 1 − αsoot − ρsoot
Neglecting the soot reflectivity term in micro scale investigation, ( ρsoot ≈ 0 ), the equation
is simplified:
Equation 33

τ soot = 1 − α soot
According to Beer’s Law, which describes light attenuation in a gaseous media:
Equation 34

I
= τ soot = exp ( −βsoot L )
I0
Where I0 is the light intensity coming into the gaseous media, and I is the light intensity
coming out of gaseous media after attenuation. L is path length of the radiating media
and βsoot is extinction coefficient of the (uniform) gaseous volume.
According to Kirchhoff’s Law which equates emissivity to absorptivity under thermal
equilibrium:
Equation 35

ε soot = αsoot = 1 − τ soot
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Substitution with Equation 34,
Equation 36

ε soot = αsoot = 1− exp ( −βλ L)
In Equation 36, the soot extinction coefficient βλ is composed of scattering coefficient

σ sλ and absorption coefficient κλ .
Equation 37

β λ = σ sλ + κ λ
If the soot cloud is composed of a large amount of spherical particles of radius a , a
particle distribution function n(a ) is introduced to describe the number of particles as a
function of the particle radius. The scattering, absorption and extinction coefficient for
soot clouds are determined by considering the optical cross-sections over all particles
as follows:
Equation 38
∞

σ sλ = ∫ Csca n(a)da
0

where Csca is scattering cross-section

Equation 39
∞

κ λ = ∫ Cabs n(a)da
0

where Cabs is absorption cross-section

Equation 40
∞

βλ = ∫ Cext n(a)da
0

where Cext is extinction cross-section

When light is interacting with a medium containing small particles (e.g. soot cloud), the
propagation of light is described as an electromagnetic wave.

The material of the

particle is also described as having a complex index of refraction: m = n − ik . How
much and into which direction a particle scatters an electromagnetic wave passing
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through its vicinity depends on (i) the shape of the particle, (ii) the material of the
particle m , (iii) its relative size x = 2π a / λ , and (iv) the clearance between particles
[143].
Often, efficiency factors Q are used instead of cross-sections because they are nondimensional when normalized with the projected surface area of the sphere.
Equation 41
2

Qsca

C
8 m2 − 1 4
= sca2 =
x
3 m2 + 2
πa

Where

m2 − 1
is known as soot complex index of refraction ratio.
m2 + 2

Equation 42

Qabs =

Cabs
 m2 − 1
=
−
4
ℑ
 2
x
π a2
m + 2

2
m2 − 1
Where ℑ  m − 1  is known as imaginary part of 2
, and is often expressed as
m +2
m2 + 2 

ℑ(m ) .

If soot particles are extremely small, then the size parameter x becomes very small,
and the process is described by the Rayleigh scattering regime, as occurs with typical
gases [143]. When x → 0 , the scattering term can be ignored.
Equation 43

βλ ≈ κ λ
For a cloud of nonuniform-size small particles, an absorption efficiency factor can be
written as:
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Equation 44

 m 2 − 1  2π a
Qabs = −4ℑ  2

m + 2 λ
Equation 45
∞
 2
 ∞ 2π a 2
β λ ≈ κ λ = π ∫ Qabs a 2n(a)da = −4ℑ  m2 − 1  ∫
π a n(a)da
0
m + 2 0 λ

Modeling soot particles as globes of radius a , soot volume fraction is:
Equation 46
∞ 4

fv = ∫  π a3  n(a )da
0
3


The soot extinction coefficient then reduces to:
Equation 47

6πℑ(m)fv
 2
f
β λ = −6πℑ  m2 − 1  v = −
λ
m + 2 λ
By substitution of Equation 47 into Equation 36, soot emissivity reduces to:
Equation 48

6πℑ(m)fv L 

λ



ε soot = 1 − exp 

However, soot morphology studies [10, 15, 144] have shown that when soot
aggregates, the total scale becomes fairly large and the scattering effect can no longer
be neglected.
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Figure 32. An example for automated boundary detection of soot aggregates (below as black areas)
and manual selection of primary particles (green lines within the red-colored rectangular
box) for a sample TEM image. [10]

Due to the difficulties of quantifying the soot scattering effect, various empirical
approaches have been used which introduce the ratio of scattering to absorption ( ρsa ,
in Equation 49) or adding α to the power of λ (Equation 50).
Equation 49

ε soot = αsoot = 1 − exp  ( ρsa + 1)


6πℑ(m)fv L 
,
λ


Equation 50

6πℑ(m)fv L 

λα



ε soot = α soot = 1 − exp 

ρsa is the ratio of scattering to absorption
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Chapter 7. SOOT EMISSIVITY
TARGET FLAME

MODEL

CALIBRATION

AGAINST

The work presented here introduces another empirical value, g , to work with the
following equation [145]:
Equation 51

ε soot = 1 − exp  −

gfv L 

 λα 

α = 1.22 − 0.245 ⋅ (ln λ [ µ m ]) [72]

If α accurately quantifies the soot scattering effect, the g factor is proportional to ℑ(m )
which is the imaginary part of the soot complex index of refraction ratio.
Equation 52

g = −6πℑ( m )

The following section describes the experimental approach to calibrate the soot
emissivity model. With re-formulation of the soot emissivity model, Equation 51, the
two-color method changes to:
Equation 53. New two-color method with unknown of soot volume fraction and temperature

∫λ

∆

∫
∆λ

C1 ⋅ Qλ ,red

 C2  
λ exp 
 − 1
 λTa.red  


dλ =

5

C1 ⋅ Qλ ,green

 C2
λ  exp 
 λTa.green

5

 
 − 1
 



 g red fv L  
 ⋅
λ α  

∫λ 1 − exp  −

∆

dλ =

C1 ⋅ Qλ ,red

 C  
λ exp  2  − 1
 λTsoot  


dλ

5


fv L  
 g
 ⋅
∫∆λ 1 − exp  − green
α
λ


C1 ⋅ Qλ ,green

 C
λ  exp  2
 λTsoot

5

 
 − 1
 

dλ

Therefore, the new two-color method yields soot temperature Tsoot and soot volume
fraction fv (instead of KL ).
To calibrate empirical coefficients gred and ggreen , a flat flame burner (McKenna burner)
is utilized as shown in Figure 33. The McKenna burner is an instrument to generate a
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particular flame that has been established in the literature as a standard [17] for
calibration purposes. It is composed of two outlets: a central sintered porous plug for
premixed gaseous fuel and oxidizer, and the annular porous ring supplying shielding
gas such as N2 or Argon. When the velocity of the premixed gas is equal to the velocity
of the shielding gas, the shearing effect between them is minimized. Therefore, the
flame is characterized by only a function of the height above burner, also known as a
“one-dimensional flame”.

Figure 33. McKenna Burner Setup for Flame Calibration

An ethylene / air premixed flat flame is examined under the same conditions as by
Olofsson and Bladh in the Lund group, whose work results in CARS measurements of
the temperature field and soot volume fraction of this flame [4, 12]. This data is applied
to quantify the values of g in the proposed method.
The bottom right corner of Figure 34 shows the raw frame of the target flame taken by
the high-speed CMOS color camera.
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Figure 34. Premixed Ethylene + Air with equivalence ratio at 2.1 (N2 co-flow shielding), total flow
rate of 10 slpm @ 0°C and 1 atm. Flame stagnation plate: stainless steel, 60 mm
diameter, 20 mm thick. Burner coolant temerature is maintained at 20°C

In the work of the Lund group, CARS measurement provides the temperature of N2,
and soot volume fraction is determined by soot LII measurement.

Figure 35. CARS temperature and soot LII measurement [4]

Since soot particles in flat flame have radiative heat loss to the ambient environment,
soot temperature is examined in a detailed analytical and numerical investigation.
According to the law of conservation of energy, the following equation holds for a single
soot particle:
Equation 54

•
•
dT
1 3
π d p ρs cs soot = q conduction − q radiation
6
dt
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d p Diameter of a spherical particle ( 2a ), [ m ]

ρs Soot density [kg ⋅ m−1 ⋅ s −1]
cs Specific heat of soot (carbon) [J ⋅ kg −1 ⋅ K −1]
•

Soot conduction heat transfer rate q conduction is expressed as [146]
Equation 55

•
8kBTg γ g + 1  Tsoot
1
q conduction = αT π d p2 pg
1−
π mg γ g − 1 
8
Tg





αT = 0.48 , Thermal accommodation coefficient of the particle material in the
surrounding gas [12].

pg , Gas pressure [Pa] .

kB , Boltzmann constant, 1.3807 × 10 −23 [J ⋅ K −1]
Tg , Gas temperature [K ] .
mg , Average mass of gas molecules [kg ] .

γ g , Specific heat ratio of gas.
•

Soot radiative heat transfer rate q radiation is expressed as:
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Equation 56
•

q radiation =

∫λ

∆

4π a 2 ⋅ C1

C
λ 5 exp  2
 λTa


 
 − 1
 

dλ

Under thermal equilibrium condition,

dT
= 0 , Equation 54 is simplified as follows:
dt

Equation 57

8kBTg γ g + 1  Tsoot
1
αT pg
1 −
8
π mg γ g − 1 
Tg


C1
dλ
 = ∫




C
∆
λ
5

λ exp  2  − 1
 λTa  


mg and γ g in Equation 57 are quantified by one-dimensional simulation (CHEMKIN Pro
v15112), in which the calculated gas temperature field closely matches the CARS N2
temperature measurements by Olofsson and Bladh in the Lund’s group [4, 12].

Figure 36. Comparison of experimental [4] and numerical gas temperature v.s. HAB for C2H4/Air
premixed flame with Φ=2.1

Specific heat ratio of gas γ g (Figure 38) is calculated with simulated temperature field
(Figure 36), mass fraction for major species (Figure 37) and known gas-phase
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thermodynamics data [147]. Average mass of gas molecules mg is calculated with
molecular weight, mole fraction for major species and Avogadro constant NA .

Figure 37. Simulated mass fraction for each major species v.s. HAB of C2H4/Air premixed flat
flame at Ф=2.1. Mass fraction of N2 is 0.672 at HAB=10 mm.

Figure 38. Simulated specific heat ratio of gas

γg

and average mass of gas molecules

mg v.s.

HAB.

Following the criteria Ta < Tsoot defined by Equation 1, soot temperature Tsoot was
calculated over a range of equally distributed apparent temperatures (from 1100K to
1700K) according to Equation 57. The calculated soot temperature Tsoot as shown in
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Figure 39 is close to the gas temperature Tg (measured by CARS) with errors less than
1.25% throughout the whole evaluation range.

Tg = 1702.7K @ HAB = 10mm

Figure 39. Numerical evaluation of apparent temperature

Tsoot

Ta

effect on actual soot temperature

calculated with Equation 57 at HAB = 10 mm

Therefore, soot temperature Tsoot can be approximated by gas temperature Tg
measured with CARS:
Equation 58

Tsoot ≈ Tg
By substitution of the measured Tsoot and fv into Equation 53, with apparent
temperatures calculated from the target flame image (Figure 40(b)), empirical
coefficients gred and g green can be solved implicitly.

HAB (mm)

HAB (mm)
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Figure 40. CARS and soot LII measurement (a) [4] vs apparent temperature taken by high-speed
CMOS digital color camera (b).

Figure 41 shows the solved empirical coefficients gred and ggreen for different Height
Above Burner (HAB).

Figure 41. Empirical coefficients

gred

and

ggreen v.s. height above burner (HAB)

Since g red ≠ g green , the above assumption of KL being wavelength-independent fails.

KL is wavelength dependent, and the product KL is NOT the same for two specific
wavelengths, λ1 , λ2 .
When the empirical coefficients g are scaled by − 6π , a direct comparison can be
made of −ℑ( m ) (the soot absorption function E (m ) = −ℑ(m ) ) with values found in the
literature for 1064 nm LII measurements on the same target flame [12]. Figure 42
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shows similar values, but different trends with HAB.

Although the wavelengths

considered are different, further investigation of this difference is warranted.

Figure 42. (a) Evaluated maximum soot particle temperature, Tp max, flame temperature, Tg CARS,
and the absorption function, E (m ) = −ℑ(m ) , as function of HAB [12]. (b). Calibrated

E(m)red

and

E (m)green with two-color method against flat flame burner.

By investigating the effect of α on soot emissivity shown in Figure 43, the discrepancy is
believed to be caused by the overestimation of soot emissivity at longer wavelength
region due to higher values of the α coefficient. Therefore, deceasing E(m)red (or gred )
and E (m)green (or ggreen ) are correcting this effect as HAB increases.

Figure 43. Effect of α on soot emissivity with fixed KL
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Since the soot primary particle diameter measured in-cylinder [15] (from 13.5 nm to 15.2
nm) is very close to the soot primary particle diameter measured in the target flame at
HAB=10 mm [4] (13 nm), gred and ggreen values at this same HAB are selected as
values to be used for engine experiments -- gred = 3.681529 , g green = 2.810614 .

Figure 44. Soot primary particle size on premixed C2H4+Air burner [4] and inside engine [15].

By the use of the solved gred and ggreen in Equation 53, with the measured apparent
temperature from Figure 40(b), soot temperature Tsoot and volume fraction fv (ppb) are
shown in Figure 45. This figure illustrates a temperature and soot volume fraction field
as determined by the developed method.
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Figure 45. Soot temperature and volume fraction solved with new two-color method.
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Chapter 8. EXPERIMENTAL AND NUMERICAL COMPARISON OF
SOOT
TWO-COLOR
THERMOMETRY
IN
ENGINE
APPLICATION WITH FLAME-CALIBRATED EMISSIVITY
MODEL
With the flame-calibrated emissivity model, crank-angle-resolved, spatial distribution of
soot temperature Tsoot and fv are solved from soot natural luminosity imaging every 0.5
CAD in ULSD combustion according to Equation 53.
The simulated soot two-color thermometry is also updated accordingly: soot emissivity
model utilized in the “line-of-sight integration” is shown as per Equation 59.
Equation 59

 g λred ,λgreen CmL 

ρs λ α



ε λ = 1 − exp  −

Where Cm [mg / cm3 ] is the simulated soot mass concentration from each computational
cell, other coefficients are kept the same as Equation 29. Moreover, Equation 31 are
updated to Equation 60 with the re-formulated soot emissivity model (Equation 51).
Equation 60


 g f L 
C1
E (λred ) = 1 − exp  − redα v   ⋅
 C  
 λred   5 

λred exp  2  − 1
 λTsoot  



 g green fv L  
E (λgreen ) = 1 − exp  − α
 ⋅
 λgreen   λ 5


green

C1


 C2
exp 
 λTsoot


 
 − 1
 

Therefore, experimental and numerical two-color results in Figure 30 are updated in
Figure 46. In the high-speed two-color method, with the flame-calibrated soot emissivity
model, soot temperatures are higher than previous results (Figure 30) by 26.0%. In the
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numerical two-color simulation, emissive power for the red channel becomes greater
because the new soot emissivity model (Equation 59) results in higher transmissivity for
each computational cell. With flame-calibrated soot emissivity model, simulated soot
temperatures are higher than previous results (Figure 30) by 8.2%.
Soot luminosity (a.u.)

Soot Volume
Fraction (ppb)

Soot Temperature (K)

Experiment

Swirl

Soot Volume
Fraction (ppb)

Soot Temperature (K)

Simulation

Red Emissive Power
/ · 

Figure 46. With flame-calibrated soot emissivity model, comparison of experimental soot twocolor measurements with simulation at 13°aTDC. White dashed line shows the spray
orientation.

With the flame-calibrated emissivity model, Figure 31 updates to Figure 47 which shows
the crank-angle-resolved soot evolution in terms of mean soot temperature and total
soot volume fraction.

Simulated two-color soot temperatures are close to the

experimental two-color temperature measurements within ±5% from 3.5°aTDC to
44.5°aTDC. This result implies an improvement of soot two-color thermometry brought
by the flame-calibrated soot emissivity model.

71

Figure 47. Comparison of Soot Two-Color Pyrometry results of ULSD combustion with and
without flame-calibrated soot emissivity model.

Experimental soot volume fraction fv reaches a peak value of 7.0 ppb at 7.5°aTDC and
experiences another peak of 6.74 ppb at 16°aTDC. Simulated soot fv evolution is at the
same order of magnitude as the experimental two-color measurements, but fails to
catch the soot double-peak evolution behavior observed in-cylinder. After 16°aTDC,
experimental soot fv exhibits higher oxidation rates than the simulation at similar soot
temperatures.

The reason is believed that when the combustion temperature

decreases as mixing-controlled combustion proceeds, more and more soot radiation
falls out of the dynamic range of the digital color camera which results in “higher”
oxidation behavior.
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Chapter 9. INVESTIGATION
OF
LINE-OF-SIGHT
TWO-COLOR
THERMOMETRY LIMITATIONS WITH SIMULTANEOUS
SOOT LASER-INDUCED INCANDESCENCE IN AN OPTICAL
ENGINE
Since soot temperature and optical thickness KL (or volume fraction fv ) measured with
two-color thermometry is based on the line-of-sight accumulated soot radiation, errors
might be introduced when temperature and soot concentration exhibits large gradients
along the line of sight. This limitation is investigated by comparing line-of-sight twocolor thermometry with a planar laser diagnostic technique at the same crank angle
position.
The planar laser diagnostic used in this investigation is soot laser-induced
incandescence (LII).
Since soot is a broad-band absorber, in principle, any wavelength in the visible or IR
regions can be used to heat up soot particles.

When a thin planar laser sheet is

delivered into the combustion chamber, the soot particles in the laser plane will be
heated. The soot particles with elevated temperatures will emit stronger radiation and
thus distinguish themselves from soot clouds outside the laser plane. A Nd:YAG laser
(SpectraPhysics QuantaRay Pro 270) is used for LII excitation and the fundamental
1064 nm wavelength is chosen to avoid interference by fluorescing poly-cyclic aromatic
hydrocarbons (PAH) while maintaining sufficient absorption of soot to generate
incandescence [17, 148-155]. The following analytical analysis explains the correlation
of LII signal with soot volume fraction.
Assuming soot particle is a sphere with a diameter of d p , the energy balance equation
for a single soot primary particle can be written as:
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Equation 61
•
•
π 2E(m)d p
dTsoot
∆Hv dM
1 3
2
= π dp ⋅
⋅ F0q(t ) − q conduction − q radiation +
π d p ρs cs
dt
Mv dt
6
λ

Where F0 is the laser fluence in mJ / mm 2 . Function q(t ) is the pulsed laser temporal
power density in W / mm2 per unit laser fluence ( mJ / mm 2 ).

∆Hv is the heat of

sublimation, Mv is the average molecular weight of the sublimated gaseous carbon
species. The rate of soot particle mass reduction

dM
is related to the mass balance of
dt

the soot particle as:
Equation 62

dd
M
dM 1
= ρsπ d p2 p = −π d p2Nv v
dt
2
dt
NA
Where Nv is the molecular flux associated with soot sublimation and NA is Avogadro’s
constant.

It should be mentioned that there exists other physical and chemical

processes during LII, such as photo-desorption, annealing and soot oxidation [156].
However, these processes are considered unimportant under low to moderately high
laser fluence conditions [157].
Therefore, LII signal SLII at detection wavelength λdet is expressed as:
Equation 63
∞

SLII = ∫ Np ⋅ π d p2 ⋅ ε soot ⋅
0

C1

 C2
5
λdet
exp 
 λdetTsoot


 
 − 1
 

dd p
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Equation 64

 6π E ( m)fv d p 

λdet



ε soot = 1 − exp  −

Since soot particles are assumed to be spherical, soot volume fraction is expressed as:
Equation 65
3

4  dp 
π 
π
3  2
=
fv =
3
dp
6
Substitution of Equation 65 into Equation 64 yields:
Equation 66

 π 2E(m)dp 

λdet



ε soot = 1− exp  −

With a Taylor expansion, Equation 66 is approximated as:
Equation 67

ε soot

π 2E (m)d p
≈
λdet

The substitution of Equation 67 into Equation 63 leads to a simplified expression of SLII :
Equation 68
∞

SLII = ∫ Np ⋅
0

π 3E(m)d p3
⋅
λdet

C1

 C2
5
λdet
exp 
 λdetTsoot


 
 − 1
 

dd p

Figure 48 shows correlation between normalized peak LII signals with laser fluence with
a constant soot volume fraction.

At low laser fluence, the gated peak LII intensity

increases monotonically with the increasing maximum soot temperature Tmax .

With

increasing laser fluence, soot sublimation during laser pulse increases so that
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evaporative cooling and mass loss balanced the maximum soot temperature Tmax , and
the gated LII signal is independent of fluence.

This situation has been frequently

observed in previous studies [158-163]. With further increase of laser fluence, soot
sublimation significantly reduces soot particle size and its volume fraction, resulting in a
decline of the gated LII signal.

Figure 48. Fluence dependence of LII signal [17]

In Melton’s analysis [164], with the assumption that all the radiative flux absorbed by a

π 3d p3E (m )
∆Hv dM
particle
at the
F0q(t ) is equal to the heat flux by sublimation
Mv dt
λ
maximum particle temperature (

dTsoot
= 0 ), the correlation between the LII signal
dt

SLII (Tmax ) at detection wavelength λdet ([nm]) with the particle volume fraction is
expressed as:
Equation 69
∞

3+

SLII (Tmax ) = C1 ∫ Npd p
0

154

λdet ([ nm ])

dd p
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Where Np is the number density as a function of primary particle diameter d p in the
sample volume.
Soot volume fraction fv is given by:
Equation 70
∞ 1

fv = ∫  π d p3  N pdd p
0
6


From Equation 69 and Equation 70 it is obvious that the LII signal is not linearly
proportional to soot volume fraction. However, qualitative measurement of soot volume
fraction can be made with the laser fluence in the plateau region (Figure 48), assuming
the increase in detected LII signal is a result of increasing of soot volume fraction fv .
Figure 49 shows the experimental layout with the two-camera setup.

High-speed

combustion natural soot luminosity was captured by a visible-range digital color camera
at 0.5 CAD intervals. The laser beam, characterized by a Gaussian profile, is formed
into a horizontal laser sheet using a cylindrical plano-concave and spherical convex lens
pair. An iris was adjusted to match the light sheet width with that of the piston crown
window. This laser sheet of approximately 0.5 mm thickness and 12.90 mm width was
delivered through the combustion chamber via a series of flat fused silica windows
mounted in both the adapter plate connecting the cylinder head to the crank-case, and
the piston crown, respectively. The optical access supplied by these lateral windows is
designed to provide laser sheet access for piston position around TDC from -30°aTDC
to 30°aTDC.
mJ/pulse.

The laser energy entering the side window was maintained at 95.8

Considering the energy measurements and the optical geometry of the

77
current setup, laser fluence is expected to be within the plateau region where the LII
signal is nearly independent of laser fluence.

Bowl Diameter Ф=40 mm
Intake

Injector
Beam Dump
Side Windows

Laser Sheet

Exhaust

Convex
Spherical Lens

Concave
Cylindrical Lens

Laser Sheet

Iris
Extended Piston

Neutral Density Beam
Splitter, R50/T50

λ=1064 nm,
Nd: YAG Laser

Stationary 45° First
Surface Mirror

Intensified CCD Camera
PI-MAX2 GEN II

High-speed CMOS
Color Camera

Figure 49. Schematic of the optical setup for the simultaneous soot diagnostics using LII and
high-speed two-color technique

The LII signal was acquired by an intensified CCD camera (Princeton Instruments PIMAX2, GEN II intensifier) once every engine cycle. The ICCD camera is aligned with
the axis of the extended piston through a first surface mirror and a 50R/50T neutral
density beam splitter.

A filter pack comprising a 385 nm long-pass and 420 nm

wavelength band, with a third color filter (BG39) used to block luminosity that would
otherwise leak through the wings of the short-pass filter.

This spectral range is

expected to be relatively free of interference from PAH fluorescence and C 2 Swan-band
emissions [17, 165, 166].

Each frame is synchronized with the engine crankshaft
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position using a crankshaft mounted optical-encoder, and field-programmable gate
array microprocessor (National Instruments cRIO/DRIVVEN Inc) which in turn triggers a
delay generator (Stanford Research DG535). The delay generator was responsible for
providing triggers for the Q-switch and the laser lamp. In such a configuration, the
camera field of view, as represented by the red circle in Figure 49 covers the 40 mm
diameter combustion bowl. The horizontal laser sheet travels from bottom (exhaust
valves) to top (intake valves) of the frame. The white solid line represents the boundary
of the laser sheet. The white dashed line represents the spray orientation. Swirl motion
is in the clockwise direction.
Experimental results reported here are taken from the optical engine operated at 1200
RPM with command injection pressure of 800 bar and a swirl ratio of 2.0. The engine
was pre-heated to a temperature of 60°C. Inlet temperatures and pressures were at
ambient levels.
JP-8 was chosen for experiments in an effort to contribute to the knowledge base of
diesel engine operation using this fuel. JP-8 has been adopted by the US Department
of Defense (DoD) and NATO militaries as the single fuel used by air and land-based
systems in the Single Fuel Concept (SFC) to simplify logistics. It is characterized by a
low aromatic content and a T50 distillation temperature lower than that of ultra low sulfur
diesel fuel (ULSD). The properties of JP-8 used for the experiments are shown in Table
10. The atmospheric pressure distillation curve of this fuel (ASTM D86), as provided by
a third-party institute, is shown in Figure 50.
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Table 10. Fuel specifications

Cetane Number
Density@15° C (kg/m )
Bulk Modulus (@800 bar) MPa
Kinematic Viscosity @40°C
(mm /sec)
Aromatic Content (mass %)

JP-8
49
798
2395
1.368
16.3

Figure 50. Distillation curves for JP-8

INJECTION CALIBRATION
A volume based injection calibration was performed. The injector was set up to deliver
fuel into a vessel connected at its highest point to a blown glass volume with a thin
glass tube. Two photoelectric sensors are clamped onto the glass tube above and
below the volume at levels corresponding to a volume difference of 51.6 ml. A data
acquisition system monitored the number of injections required to raise the fuel level
between the photoelectric sensors. To eliminate thermal expansion effects, the fuel
temperature in the vessel was controlled by circulating chilled water through a copper
tube spiral inside the vessel. Water flow was adjusted with a solenoid valve controlled
by a PID controller (Omega CN76000) with a temperature feedback from a

80
thermocouple located in the vessel.

During the calibration experiment, the fuel

temperature in the vessel was maintained at 22.2° C.
Fuel mass per injection determined by the calibration was corrected to account for
cylinder backpressure at the time of injection that differs from the atmospheric pressure
at which the calibration was performed.
Equation 71

mfuel = mcal

Prail − Patm
Prail − Pcyl

Where m is the predicted fuel mass delivered into the cylinder per cycle, m is the
fuel mass determined during calibration, P ! is rail pressure, P"# is the atmospheric
back pressure at which calibration was performed, and P$ is the cylinder pressure at the
time of injection.
The injection pressure was monitored with a strain gauge pressure transducer (AVL
SL31D-2000) mounted on the high pressure jumper line between the common rail and
the injector. During calibration, the injection pressure was kept constant by the PID
control of an open ECU (ETAS).
Experiments were run in skip-fire mode in order to attain steady thermal conditions in a
minimal time to avoid soot buildup on the piston window. The relatively low surface
temperature and high blowby characteristic of optical engine operation leads to ignition
delays longer than those expected from a comparable conventional engine. As a result,
under single injection mode, the rate of pressure rise in this optical engine is fairly high
and load-limiting.
injection mode.

This limit was extended in the experiments by using a double
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To determine optimal double injection parameters for best fuel economy operation, a
series of performance tests were conducted. Initially, a start of injection (SOI) sweep
was conducted with a single injection, which indicated peak IMEP occurs at an SOI of 8.3°aTDC. Main injection duration was chosen as the value that yields 2 bar IMEP at
this SOI. The main timing was then fixed at this value, -8.3°aTDC, and a sweep of pilot
injection timings made, as shown in Table 11.

The pilot injection fuel mass was

established as the maximum that at the 800 bar rail pressure could be injected without
fuel jet impingement on the walls of the piston bowl, as established by spray images.
From this pilot sweep, -25°aTDC pilot SOI was determined to provide the highest IMEP.
A second iteration was then made, with the pilot injection held at -25°aTDC while a
second main injection sweep was performed from -8°aTDC to 14°aTDC with a step of 2
CAD. The pilot and main injection activation time were kept the same as Table 11
respectively. The pilot/main fuel fraction is 30%/70%.
Table 11. Pilot injection sweep with fixed main injection event at -8.3°aTDC under command
injection pressure at 800 bar, 1200 RPM, swirl ratio 2.0

Pilot Injection Timing
Demand (°aTDC)
Main Injection Timing
Demand (°aTDC)

-30

-25

-20

-10

-8.3

Pilot Activation Time (µs)

300

Main Activation Time (µs)

415

Corrected Pilot Injection
Mass (mg/cycle)
Corrected Main Injection
Mass (mg/cycle)

-15

2.43
5.61

With main start of injection fixed at -8.3°aTDC, Figure 51 shows the effect of pilot
injection timing on IMEP. As a consequence of the angle of fuel-jet axis and piston
geometry, the spray is not delivered into the bowl with pilot injection before -28.3°aTDC,
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which explains the abrupt change when shifting pilot SOI from -30°aTDC to -25°aTDC.
At this early timing fuel is instead delivered to the squish zone, where oxidation is
incomplete, resulting in a drop in IMEP and a rise in fuel consumption.

Figure 51. IMEP and ISFC over sweep of pilot SOI timing with fixed main SOI at -8.3°aTDC

With fixed pilot start of injection at -25°aTDC, Figure 52 shows the effect of main
injection timing. At 6°aTDC, the engine has the highest IMEP at 2.1 bar and the lowest
fuel consumption of 270.3 g/kW-h. Since the injected fuel mass was held constant, the
integrated rate of heat release serves as an indicator of combustion efficiency, which
deteriorates at the advanced SOIs as a result of fuel wall impingement.

Figure 52. IMEP, ISFC and integrated ARHR over sweep of main SOI timing with fixed pilot SOI at 25°aTDC
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The ISFC-soot trade-off over the sweep of main injection timings was examined. As
seen in Figure 53, the lowest fuel consumption combination (pilot SOI -25°aTDC and
main SOI 6°aTDC) has the greatest amount of heat released by EVO, while generating
1.14 mg/m engine-out soot emission. Evident is the decrease in engine-out soot as
SOI is retarded beyond TDC (SOI of 6, 8, 10°aTDC). This trend is accompanied by
increasing fuel consumption as the later combustion phasing reduces the degree of
expansion, but increases late-cycle temperatures and soot oxidation rates. The trend is
not monotonic, as engine-out soot is found to increase for the advanced SOI timings of 2° and -6°aTDC. This is believed to be the result of the negative ignition dwell times at
these injection timings.

Under these conditions, ignition delay is shorter than the

injection duration and fuel is delivered into a combusting mixture leading to locally rich
soot-producing conditions.

Figure 53. Fuel consumption and engine-out soot emission curve with integrated ARHR over
sweep of main SOI timing with fixed pilot SOI at -25°aTDC in Figure 52

The operating point chosen for comparing two-color and LII soot measurements was
that producing peak IMEP. Therefore, pilot SOI at -25°aTDC with 0.3 msec duration,
and main SOI at 6°aTDC with 0.415 msec duration is chosen as the operating point for
soot optical diagnostics. With the JP-8 fuel used, the engine efficiency as observed
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through IMEP values at a constant fueling rate was largely insensitive to start of pilot
injection timing over a broad range of crank angles, from -25° to -15°aTDC.
Shown in the respective columns of Figure 54 are crank-angle-resolved color images of
luminosity and the corresponding soot temperature and KL distributions calculated from
them using two-color thermometry. The grey areas in the second and the third column
are the saturation zones on the CMOS chip due to high luminous soot radiation. The
synchronous LII image recorded by the ICCD camera at 18°aTDC is in the fourth
column.

The color scale shows the pixel count of the LII signal after background

correction and the white solid/dashed line indicates the boundary of the laser sheet.
Since the gated LII signal is taken to be proportional to the soot volume fraction, as per
the analysis above, the color scale of the pixel count is considered to be representative
of soot volume fraction.

30°aTDC

25°aTDC

18.5°aTDC

18°aTDC

17.5°aTDC

16°aTDC

13°aTDC
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Figure 54. Spatial, crank-angle-resolved soot natural luminosity images taken by high-speed
CMOS color camera, calculated soot temperature and KL factor, and LII soot
luminosity taken at 18°aTDC by ICCD camera within the same engine cycle
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In Figure 54 at 18°aTDC, the spatial occurrence of the upper, high intensity LII signal
does not have an elevated KL region in the corresponding image. This is unlikely to be
due to soot sublimation during LII, since an elevated KL region is not evident in the
preceding frame at 17.5°aTDC, recorded prior to the laser pulse. The absence of soot
luminosity signal in this region can only be explained by the soot being at a temperature
below the detection threshold of the CMOS camera, implying a sharp temperature
gradient in the area immediately surrounding the location of the LII signal. The soot
region appearing in the lower part of the LII image does have a corresponding KL
region.
The further detail of this investigation is presented in the publication, “Simultaneous
High-speed

Two-color

Thermometry

and

Laser-induced

Incandescence

Measurements in A Small-Bore Optical Engine Fueled with JP-8” [167].

Soot
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Chapter 10 SUMMARY AND RECOMMENDATIONS
SUMMARY
1. This work firstly achieves the implementation of the classic soot two-color
thermometry on a high-speed digital color camera, for the first time realizing crankangle-resolved spatial distribution measurements of in-cylinder soot temperature and
optical thickness KL as combustion proceeds in an engine cycle.
2. CARS, LII and quantitative imaging data from a calibration flame are used to
develop a soot emissivity model to improve the classic soot two-color thermometry
technique. The method directly yields soot volume fraction instead of soot optical
thickness KL .
3. A comparison has been made between high-speed soot two-color thermometry
measurements and temperature predictions made by a reacting flow CFD model and
simulated classic two-color method in an engine application fueled with ULSD.
Applying a widely used and classic soot emissivity model, simulated two-color
thermometry over-estimates soot temperature by 10%-20% in most crank angle
intervals. The difference between simulated and experimentally determined values
of in-cylinder soot temperature decreases to ±5% upon application of the developed
soot emissivity model.
4. The limitation of line-of-sight two-color thermometry is investigated by comparing incylinder soot optical thickness KL with simultaneously sampled soot laser-induced
incandescence (LII) signal obtained from an optical engine. The results exhibit local
differences, implying the occurrence of significant temperature gradients along the
line of sight.
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RECOMMENDATIONS
1. Soot emissivity model mentioned in this work assumes that all soot particles are
spherical which is different from soot morphology observations. The effect of soot
particle shape on emissivity is recommended to investigate further.
2. Since the improved high-speed two-color thermometry also allows the quantitative
measurements of crank-angle-resolved, spatial distributions of in-cylinder soot
volume fraction instead of soot optical thickness KL , the measurement of soot net
formation rates in-situ is recommended in the future.
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APPENDIX A MATLAB ROUTINE FOR APPARENT HEAT RELEASE
CALCULATION WITH SPECIFIC HEAT RATIO CORRECTION

RATE

clc;close all;clear all;
PathName='C:\...\B155\';
y= [PathName,'*.ifile'];
FileName = dir(y);
[FileName_Varlist,PathName_Varlist] = uigetfile('*.txt',…
'Select Varlist2Save text file');
y_Varlist= [PathName_Varlist,FileName_Varlist];
Varlist2Save=importvarlist2save(FileName_Varlist);
SOI = linspace(-25,-25,length(FileName));% Define Start of Injection(SOI) CAD
for u = 1:length(FileName)
close all;
y_ifile= [PathName,FileName(u,1).name];
TestName = FileName(u,1).name(1:5);
x= [TestName,'_IndiComdata.mat'];
if(exist(x)==0)
[PCYL1,NLFT1,PLIN1,PHANTOM,CRIO1,FID]=Importifile(FileName(u,1).name);
clear PHANTOM
clear NumberofCycles NumberofPoints MaxCrankAngle MinCrankAngle…
AcquisitionStep
NumberofCycles = length(PCYL1.data(1,:));
NumberofPoints = length(PCYL1.data(:,1));
MaxCrankAngle = max(PCYL1.axis(:,1));
MinCrankAngle = min(PCYL1.axis(:,1));
AcquisitionStep = (MaxCrankAngle-MinCrankAngle)/(NumberofPoints-1);
clear InjectionCycle FirstInjectionCycle a
disp(['Make Injection Index for ',TestName]);
InjectionCycle = zeros(1,NumberofCycles);
a = min(CRIO1.data(:,1));
if(a>5)
InjectionCycle(1) = 0;
elseif(a<3)
InjectionCycle(1) = 1;
end
for k = 2:NumberofCycles
a = min(CRIO1.data(:,k));
if(a>5)
InjectionCycle(k) = 0;
elseif(a<3)
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InjectionCycle(k) = InjectionCycle(k-1)+1;
end
clear a
end
clear a
for k = 1:NumberofCycles
if(InjectionCycle(k)==1)
FirstInjectionCycle = k;
break;
else
FirstInjectionCycle = 0;
end
end
clear IndicomCycle
IndicomCycle = [1:NumberofCycles]';
clear InjectionCycle_Filtered
InjectionCycle_Filtered = InjectionCycle((InjectionCycle ~= 0));
clear IndicomCycle_Filtered NumberofFilteredCycles
IndicomCycle_Filtered = IndicomCycle((InjectionCycle ~= 0));
NumberofFilteredCycles = length(IndicomCycle_Filtered);
clear PCYL1_Filtered
PCYL1_Filtered =
struct('data',zeros(NumberofPoints,NumberofFilteredCycles),...
'axis',PCYL1.axis(:,1),'units','Pa','description','Filtered
Cylinder Pressure','tdc_offset',0);
for k = 1:NumberofFilteredCycles
PCYL1_Filtered.data(:,k) = PCYL1.data(:,IndicomCycle_Filtered(k));
end
clear NLFT1_Filtered
NLFT1_Filtered = struct('data',zeros(length(NLFT1.data(:,1)),…
NumberofFilteredCycles),'axis',NLFT1.axis(:,1),…
'units','Pa','description',…
'Filtered Cylinder Pressure','tdc_offset',0);
for k = 1:NumberofFilteredCycles
NLFT1_Filtered.data(:,k) = NLFT1.data(:,IndicomCycle_Filtered(k));
end
clear PLIN1_Filtered
PLIN1_Filtered = struct('data',zeros(length(PLIN1.data(:,1)),…
NumberofFilteredCycles),'axis',PLIN1.axis(:,1),…
'units','Pa','description',…
'Filtered Cylinder Pressure','tdc_offset',0);
for k = 1:NumberofFilteredCycles
PLIN1_Filtered.data(:,k) = PLIN1.data(:,IndicomCycle_Filtered(k));
end
clear CRIO1_Filtered
CRIO1_Filtered = struct('data',zeros(length(CRIO1.data(:,1)),…
NumberofFilteredCycles),'axis',CRIO1.axis(:,1),…
'units','Pa','description',…
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'Filtered Cylinder Pressure','tdc_offset',0);
for k = 1:NumberofFilteredCycles
CRIO1_Filtered.data(:,k) = CRIO1.data(:,IndicomCycle_Filtered(k));
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Process Needle Lift
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
[CAD_Start_NLFT1 CAD_Peak_NLFT1 CAD_End_NLFT1]=…
ProcessNLFT1(TestName,NumberofPoints,NumberofCycles,NLFT1,…
InjectionCycle,-8,-8,0);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Process Rail Pressure
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
Window_Start = -23;
Window_End = -18;
disp(['Calculating the average of PLIN1 from Start of NLFT1 to End of
NLFT1 from ',num2str(Window_Start),' CAD to ',num2str(Window_End),' CAD for
',TestName]);
PLIN1_Mean = ProcessPLIN1(NumberofCycles,NumberofPoints,…
InjectionCycle,PLIN1,Window_Start,…
Window_End);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Calculate the cylinder pressure near EVO
%%%%%%%%%5%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
EVO = 145;
AvgPCYLWindow = [-15.5 -14.5];
disp(['Calculating the average cylinder pressure near EVO from
',num2str(EVO-1),' CAD to ',num2str(EVO+1),' CAD for ',TestName]);
disp(['Calculating the average cylinder pressure near TDC from
',num2str(AvgPCYLWindow(1)),' CAD to ',num2str(AvgPCYLWindow(2)),' CAD for
',TestName]);
[PCYL1_EVO,PCYL1_TDC]= ProcessPCYL1(NumberofCycles,NumberofPoints,…
PCYL1,EVO,AvgPCYLWindow);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Calculate PCYL_VA1
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
AvgPCYLWindow = [-27 -26];
disp(['Calculating the average cylinder pressure from ',…
num2str(AvgPCYLWindow(1)),' CAD to ',num2str(AvgPCYLWindow(2)),…
' CAD for ',TestName]);
[PCYL_VA1]= ProcessPCYL_VA(NumberofCycles,NumberofPoints,…
PCYL1,AvgPCYLWindow);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Engine Parameters
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
disp(['Importing engine geometry']);
CrankRadius = 45*10^(-3);
%Unit is [m]
Stroke = 2*CrankRadius;
%Unit is [m]
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RodLength = 148*10^(-3);
%Unit is [m]
Bore = 85*10^(-3);
%Unit is [m]
CompressionRatio = 15;
%Geometric Compression Ratio
Vd= Stroke*pi*(Bore/2)^2;
%Displacement Volume [m^3]
Vc = Vd/(CompressionRatio - 1);
%Clearance Volume [m^3]
s = CrankRadius*cos(PCYL1.axis(:,1)*pi/180)+…
(RodLength^2-CrankRadius^2*(sin(PCYL1.axis(:,1)*pi/180)).^2).^0.5;
%[m]
%Cylinder volume V at any Crank Angle [m^3]
V = Vc + pi*(Bore^2)*(RodLength + CrankRadius - s)/4;
R = 8.3143;
%Universal Gas Constant
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Calculate Compression Temp
%%%%%%%%%5%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
disp(['Calculate Compression Temperature for ',TestName,' [K]']);
clear BDC
for i=1:NumberofPoints
if(round(PCYL1.axis(i)*10)>-1800)
BDC = i;
break;
end
end
k=1;i=1;Temp_Intake=300;
% Input intake temperature [K]
clear Mass_of_air
for k = 1:NumberofCycles
Mass_of_air(k) = mean(PCYL1.data(BDC-10:BDC+10,k))*…
(Vd+Vc)*28.96/(Temp_Intake*R);
end
clear Mass
Mass=mean(Mass_of_air(k));
clear Temp_Compression
for k = 1:NumberofCycles
Temp_Compression(:,k) = PCYL1.data(:,k).*V*28.96./(Mass*R);
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% y Calculation
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
IVC = -160;
EVO = 145;
yScanWindow = [-50 50];
[y,y_CS,y_ES] = ProcessPolytropic(V,PCYL1,InjectionCycle,…
NumberofCycles,NumberofPoints,IVC,…
EVO,yScanWindow);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% RHR Calculation
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
disp(['Calculating dVda for ',TestName,' [m^3/deg]']);
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dVda = ProcessVolume(AcquisitionStep,NumberofPoints,V,PCYL1);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Calculate the net indicated work per cycle
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
disp(['Calculating IMEP for ',TestName]);
IMEP1 = ProcessIMEP(NumberofCycles,dVda,Vd,PCYL1);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% dPda Calculation (Central Difference)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
IntervalStartAngle = -360;
%Unit is [deg]
IntervalEndAngle = 359.9;
%Unit is [deg]
disp(['Calculating dPda from ',num2str(IntervalStartAngle),…
' CAD to ',num2str(IntervalEndAngle),' CAD for ',TestName,…
' [Pa/deg]']);
dPda = ProcessdPda(NumberofPoints,NumberofCycles,…
IntervalStartAngle,IntervalEndAngle,PCYL1);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% dQnda Calculation
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
disp(['Calculating RHR for ',TestName,' [kJ/(m^3*deg)]']);
clear dQnda
dQnda = struct('data',zeros(NumberofPoints,NumberofCycles),…
'axis',PCYL1.axis(:,1),'units','kJ/(m^3*deg)',…
'description','Rate of Heat Release','tdc_offset',0);
k=1;i=1;
for k=1:NumberofCycles
for i = 1:NumberofPoints
dQnda.data(i,k)=(y(1,k)/(y(1,k)-1)*…
PCYL1.data(i,k).*dVda.data(i)+…
(1/(y(1,k)-1))*V(i).*dPda.data(i,k))/(1000*Vd);
end
end
clear dPda dVda
clear dQnda_Filtered
dQnda_Filtered=struct('data',…
zeros(NumberofPoints,NumberofFilteredCycles),…
'axis',PCYL1.axis(:,1),'units','Pa',…
'description','Filtered Cylinder Pressure',…
'tdc_offset',0);
for k = 1:NumberofFilteredCycles
dQnda_Filtered.data(:,k) = dQnda.data(:,IndicomCycle_Filtered(k));
end
disp(['Saving PCYL1,NLFT1,PLIN1,PLIN1_Mean,IMEP1,dQnda,d2Qnda2,…
IntQn for ',TestName]);
NumberofCycles = length(PCYL1.data(1,:));
IndicomCycle = [1:NumberofCycles]';
InjectionCycle = zeros(1,NumberofCycles);
a = min(CRIO1.data(:,1));

94
if(a>5)
InjectionCycle(1) = 0;
elseif(a<3)
InjectionCycle(1) = 1;
end
for k = 2:NumberofCycles
a = min(CRIO1.data(:,k));
if(a>5)
InjectionCycle(k) = 0;
elseif(a<3)
InjectionCycle(k) = InjectionCycle(k-1)+1;
end
clear a
end
IndicomCycle_Filtered = IndicomCycle((InjectionCycle ~= 0));
NumberofFilteredCycles = length(IndicomCycle_Filtered);
% Important Save
disp(['Saving IndiCom data for ',TestName]);
clear x
x= [TestName,'_IndiComdata'];
save(x,'TestName');
x = [x,'.mat'];
for i = 1:length(Varlist2Save)
if(exist(Varlist2Save{i,1}))
z = Varlist2Save{i,1};
save(x,Varlist2Save{i,1},'-append');
end
end
disp(['Clearing IndiCom data for ',TestName]);
else
disp([x,' exists.']);
clear x
disp(['Loading IndiCom data for ',TestName]);
x= [TestName,'_IndiComdata'];
load(x, '-mat');
NumberofCycles = length(PCYL1.data(1,:));
IndicomCycle = [1:NumberofCycles]';
InjectionCycle = zeros(1,NumberofCycles);
a = min(CRIO1.data(:,1));
if(a>5)
InjectionCycle(1) = 0;
elseif(a<3)
InjectionCycle(1) = 1;
End
for k = 2:NumberofCycles
a = min(CRIO1.data(:,k));
if(a>5)
InjectionCycle(k) = 0;
elseif(a<3)
InjectionCycle(k) = InjectionCycle(k-1)+1;
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end
clear a
end
clear a
IndicomCycle_Filtered = IndicomCycle((InjectionCycle ~= 0));
NumberofFilteredCycles = length(IndicomCycle_Filtered);
end
clearvars -except PathName FileName NumberofFTIRPoints File…
Compare_FTIR_Start Compare_FTIR_End u NumberofCycles…
NumberofPoints TestName TimeLine_Indicom InjectionCycle…
dQnda PCYL1 IMEP1 Qn NLFT1 PLIN1 Temp_Compression…
IndicomCycle_Filtered CRIO1 SOI Varlist2Save
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APPENDIX B MATLAB ROUTINE FOR SEPARATING CYLINDER DATA
ACCORDING TO SKIP/FIRE PATTERN AND TECPLOT 360 OUTPUT
clear Compare_Indicom_Start_Cycle
Compare_Indicom_Start_Cycle = 1;
disp(['IndiCom Start Cycle# is: ',num2str(Compare_Indicom_Start_Cycle)]);
Compare_Indicom_End_Cycle = NumberofCycles;
disp(['IndiCom End Cycle# is: ',num2str(Compare_Indicom_End_Cycle)]);
disp(['Classify firing cycles for ',TestName]);
clear a b c d e…
RHR_1stfiring PCYL1_1stfiring IMEP1_1stfiring...
IntRHR_1stfiring NLFT_1stfiring PLIN1_1stfiring...
Temp_Compression_1stfiring...
RHR_2ndfiring PCYL1_2ndfiring IMEP1_2ndfiring...
IntRHR_2ndfiring NLFT_2ndfiring PLIN1_2ndfiring...
Temp_Compression_2ndfiring...
RHR_3rdfiring PCYL1_3rdfiring IMEP1_3rdfiring...
IntRHR_3rdfiring NLFT_3rdfiring PLIN1_3rdfiring...
Temp_Compression_3rdfiring...
RHR_allfiring PCYL1_allfiring IMEP1_allfiring...
IntRHR_allfiring NLFT_allfiring PLIN1_allfiring...
Temp_Compression_allfiring...
RHR_Motoring PCYL1_Motoring IMEP1_Motoring...
IntRHR_Motoring NLFT_Motoring PLIN1_Motoring...
Temp_Compression_Motoring
j=1;a=1;b=1;c=1;d=1;e=1;
for k = Compare_Indicom_Start_Cycle:Compare_Indicom_End_Cycle
if(InjectionCycle(k) == 1)
RHR_1stfiring(:,a) = dQnda.data(:,k);
PCYL1_1stfiring(:,a) = PCYL1.data(:,k);
IMEP1_1stfiring(:,a) = IMEP1(:,k);
IntRHR_1stfiring(:,a) = Qn.data(:,k);
NLFT_1stfiring(:,a) = NLFT1.data(:,k);
PLIN1_1stfiring(:,a) = PLIN1.data(:,k);
Temp_Compression_1stfiring(:,a) = Temp_Compression(:,k);
CRIO1_1stfiring(:,a) = CRIO1.data(:,k);
a = a+1;
elseif(InjectionCycle(k) == 2)
RHR_2ndfiring(:,b) = dQnda.data(:,k);
PCYL1_2ndfiring(:,b) = PCYL1.data(:,k);
IMEP1_2ndfiring(:,b) = IMEP1(:,k);
IntRHR_2ndfiring(:,b) = Qn.data(:,k);
NLFT_2ndfiring(:,b) = NLFT1.data(:,k);
PLIN1_2ndfiring(:,b) = PLIN1.data(:,k);
Temp_Compression_2ndfiring(:,b) = Temp_Compression(:,k);
CRIO1_2ndfiring(:,b) = CRIO1.data(:,k);
b = b+1;
elseif(InjectionCycle(k) == 3)
RHR_3rdfiring(:,c) = dQnda.data(:,k);
PCYL1_3rdfiring(:,c) = PCYL1.data(:,k);
IMEP1_3rdfiring(:,c) = IMEP1(:,k);
IntRHR_3rdfiring(:,c) = Qn.data(:,k);
NLFT_3rdfiring(:,c) = NLFT1.data(:,k);
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PLIN1_3rdfiring(:,c) = PLIN1.data(:,k);
Temp_Compression_3rdfiring(:,c) = Temp_Compression(:,k);
CRIO1_3rdfiring(:,c) = CRIO1.data(:,k);
c = c+1;
elseif(InjectionCycle(k) == 0)
RHR_Motoring(:,d) = dQnda.data(:,k);
PCYL1_Motoring(:,d) = PCYL1.data(:,k);
IMEP1_Motoring(:,d) = IMEP1(:,k);
IntRHR_Motoring(:,d) = Qn.data(:,k);
NLFT_Motoring(:,d) = NLFT1.data(:,k);
PLIN1_Motoring(:,d) = PLIN1.data(:,k);
Temp_Compression_Motoring(:,d) = Temp_Compression(:,k);
d = d+1;
end
end
disp(['Pick out firing cycles.']);
for k = 1:length(IndicomCycle_Filtered)
if((IndicomCycle_Filtered(k)>=Compare_Indicom_Start_Cycle)&&...
(IndicomCycle_Filtered(k)<=Compare_Indicom_End_Cycle))
RHR_allfiring(:,e) = dQnda.data(:,IndicomCycle_Filtered(k));
PCYL1_allfiring(:,e) = PCYL1.data(:,IndicomCycle_Filtered(k));
IMEP1_allfiring(:,e) = IMEP1(:,IndicomCycle_Filtered(k));
IntRHR_allfiring(:,e) = Qn.data(:,IndicomCycle_Filtered(k));
NLFT_allfiring(:,e) = NLFT1.data(:,IndicomCycle_Filtered(k));
PLIN1_allfiring(:,e) = PLIN1.data(:,IndicomCycle_Filtered(k));
Temp_Compression_allfiring(:,e) =
Temp_Compression(:,IndicomCycle_Filtered(k));
CRIO1_allfiring(:,e) = CRIO1.data(:,IndicomCycle_Filtered(k));
e = e+1;
end
end
clear NumberofAllFiringCycles Numberof1stFiringCycles…
Numberof2ndFiringCycles Numberof3rdFiringCycles NumberofMotoringCycles
Numberof1stFiringCycles=a-1;
Numberof2ndFiringCycles=b-1;
Numberof3rdFiringCycles=c-1;
NumberofMotoringCycles=d-1;
NumberofAllFiringCycles = e-1;
disp([num2str(Numberof1stFiringCycles),' 1st firing cycles']);
disp([num2str(Numberof2ndFiringCycles),' 2nd firing cycles']);
disp([num2str(Numberof3rdFiringCycles),' 3rd firing cycles']);
disp([num2str(NumberofMotoringCycles),' motoring cycles']);
disp([num2str(NumberofAllFiringCycles),' firing cycles']);
clear a b c d e
disp(['Make average of RHR for ',TestName]);
clear RHR_1stfiring_mean PCYL1_1stfiring_mean IMEP1_1stfiring_mean...
IntRHR_1stfiring_mean NLFT_1stfiring_mean PLIN1_1stfiring_mean...
Temp_Compression_1stfiring_mean CRIO1_1stfiring_mean
a=1;
for i=1:length(dQnda.axis)
RHR_1stfiring_mean(i,1) = mean(RHR_1stfiring(i,:));
PCYL1_1stfiring_mean(i,1) = mean(PCYL1_1stfiring(i,:));
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IntRHR_1stfiring_mean(i,1) = mean(IntRHR_1stfiring(i,:));
Temp_Compression_1stfiring_mean(i,1) =
mean(Temp_Compression_1stfiring(i,:));
if((dQnda.axis(i,1)>=CRIO1.axis(1,1))&&…
(dQnda.axis(i,1)<=CRIO1.axis(end,1)))
CRIO1_1stfiring_mean(i,1) = mean(CRIO1_1stfiring(a,:));
a=a+1;
else
CRIO1_1stfiring_mean(i,1)=0;
end
end
IMEP1_1stfiring_mean = mean(IMEP1_1stfiring);
for i=1:length(NLFT1.axis)
NLFT_1stfiring_mean(i,1) = mean(NLFT_1stfiring(i,:));
end
for i=1:length(PLIN1.axis)
PLIN1_1stfiring_mean(i,1) = mean(PLIN1_1stfiring(i,:));
end
clear RHR_1stfiring PCYL1_1stfiring IMEP1_1stfiring…
IntRHR_1stfiring NLFT_1stfiring PLIN1_1stfiring…
Temp_Compression_1stfiring CRIO1_1stfiring
clear RHR_2ndfiring_mean PCYL1_2ndfiring_mean IMEP1_2ndfiring_mean...
IntRHR_2ndfiring_mean NLFT_2ndfiring_mean PLIN1_2ndfiring_mean...
Temp_Compression_2ndfiring_mean CRIO1_2ndfiring_mean
a=1;
for i=1:length(dQnda.axis)
RHR_2ndfiring_mean(i,1) = mean(RHR_2ndfiring(i,:));
PCYL1_2ndfiring_mean(i,1) = mean(PCYL1_2ndfiring(i,:));
IntRHR_2ndfiring_mean(i,1) = mean(IntRHR_2ndfiring(i,:));
Temp_Compression_2ndfiring_mean(i,1) =
mean(Temp_Compression_2ndfiring(i,:));
if((dQnda.axis(i,1)>=CRIO1.axis(1,1))&&…
(dQnda.axis(i,1)<=CRIO1.axis(end,1)))
CRIO1_2ndfiring_mean(i,1) = mean(CRIO1_2ndfiring(a,:));
a=a+1;
else
CRIO1_2ndfiring_mean(i,1)=0;
end
end
IMEP1_2ndfiring_mean = mean(IMEP1_2ndfiring);
for i=1:length(NLFT1.axis)
NLFT_2ndfiring_mean(i,1) = mean(NLFT_2ndfiring(i,:));
end
for i=1:length(PLIN1.axis)
PLIN1_2ndfiring_mean(i,1) = mean(PLIN1_2ndfiring(i,:));
end
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clear RHR_2ndfiring PCYL1_2ndfiring IMEP1_2ndfiring…
IntRHR_2ndfiring NLFT_2ndfiring PLIN1_2ndfiring…
Temp_Compression_2ndfiring CRIO1_2ndfiring
clear RHR_3rdfiring_mean PCYL1_3rdfiring_mean IMEP1_3rdfiring_mean…
IntRHR_3rdfiring_mean NLFT_3rdfiring_mean PLIN1_3rdfiring_mean…
Temp_Compression_3rdfiring_mean CRIO1_3rdfiring_mean
a=1;
for i=1:length(dQnda.axis)
RHR_3rdfiring_mean(i,1) = mean(RHR_3rdfiring(i,:));
PCYL1_3rdfiring_mean(i,1) = mean(PCYL1_3rdfiring(i,:));
IntRHR_3rdfiring_mean(i,1) = mean(IntRHR_3rdfiring(i,:));
Temp_Compression_3rdfiring_mean(i,1) =
mean(Temp_Compression_3rdfiring(i,:));
if((dQnda.axis(i,1)>=CRIO1.axis(1,1))&&…
(dQnda.axis(i,1)<=CRIO1.axis(end,1)))
CRIO1_3rdfiring_mean(i,1) = mean(CRIO1_3rdfiring(a,:));
a=a+1;
else
CRIO1_3rdfiring_mean(i,1)=0;
end
end
IMEP1_3rdfiring_mean = mean(IMEP1_3rdfiring);
for i=1:length(NLFT1.axis)
NLFT_3rdfiring_mean(i,1) = mean(NLFT_3rdfiring(i,:));
end
for i=1:length(PLIN1.axis)
PLIN1_3rdfiring_mean(i,1) = mean(PLIN1_3rdfiring(i,:));
end
clear RHR_3rdfiring PCYL1_3rdfiring IMEP1_3rdfiring…
IntRHR_3rdfiring NLFT_3rdfiring PLIN1_3rdfiring…
Temp_Compression_3rdfiring CRIO1_3rdfiring
clear RHR_allfiring_mean PCYL1_allfiring_mean IMEP1_allfiring_mean…
IntRHR_allfiring_mean NLFT_allfiring_mean PLIN1_allfiring_mean…
Temp_Compression_allfiring_mean CRIO1_allfiring_mean
for i=1:length(dQnda.axis)
RHR_allfiring_mean(i,1) = mean(RHR_allfiring(i,:));
PCYL1_allfiring_mean(i,1) = mean(PCYL1_allfiring(i,:));
IntRHR_allfiring_mean(i,1) = mean(IntRHR_allfiring(i,:));
Temp_Compression_allfiring_mean(i,1) =
mean(Temp_Compression_allfiring(i,:));
end
IMEP1_allfiring_mean = mean(IMEP1_allfiring);
for i=1:length(NLFT1.axis)
NLFT_allfiring_mean(i,1) = mean(NLFT_allfiring(i,:));
End
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for i=1:length(PLIN1.axis)
PLIN1_allfiring_mean(i,1) = mean(PLIN1_allfiring(i,:));
end
clear RHR_allfiring PCYL1_allfiring IMEP1_allfiring…
IntRHR_allfiring NLFT_allfiring PLIN1_allfiring…
Temp_Compression_allfiring CRIO1_allfiring
clear RHR_Motoring_mean PCYL1_Motoring_mean IMEP1_Motoring_mean…
IntRHR_Motoring_mean NLFT_Motoring_mean PLIN1_Motoring_mean…
Temp_Compression_Motoring_mean
a=1;
for i=1:length(dQnda.axis)
RHR_Motoring_mean(i,1) = mean(RHR_Motoring(i,:));
PCYL1_Motoring_mean(i,1) = mean(PCYL1_Motoring(i,:));
IntRHR_Motoring_mean(i,1) = mean(IntRHR_Motoring(i,:));
Temp_Compression_Motoring_mean(i,1) =
mean(Temp_Compression_Motoring(i,:));
end
IMEP1_Motoring_mean = mean(IMEP1_Motoring);
for i=1:length(NLFT1.axis)
NLFT_Motoring_mean(i,1) = mean(NLFT_Motoring(i,:));
end
for i=1:length(PLIN1.axis)
PLIN1_Motoring_mean(i,1) = mean(PLIN1_Motoring(i,:));
end
clear RHR_Motoring PCYL1_Motoring IMEP1_Motoring…
IntRHR_Motoring NLFT_Motoring PLIN1_Motoring…
Temp_Compression_Motoring
disp(['Export Averaged RHR Data for ',TestName]);
x= [TestName,'_Avg'];
crankangle = dQnda.axis(:,1);
crankangle_NLFT = NLFT1.axis(:,1);
crankangle_PLIN = PLIN1.axis(:,1);
matrix=[crankangle,PCYL1_1stfiring_mean,PCYL1_2ndfiring_mean,…
PCYL1_3rdfiring_mean,PCYL1_Motoring_mean,PCYL1_allfiring_mean,…
PLIN1_1stfiring_mean,PLIN1_2ndfiring_mean,PLIN1_3rdfiring_mean,…
PLIN1_Motoring_mean,PLIN1_allfiring_mean,NLFT_1stfiring_mean,…
NLFT_2ndfiring_mean,NLFT_3rdfiring_mean,NLFT_Motoring_mean,…
NLFT_allfiring_mean,RHR_1stfiring_mean,RHR_2ndfiring_mean,…
RHR_3rdfiring_mean,RHR_Motoring_mean,RHR_allfiring_mean,…
IntRHR_1stfiring_mean,IntRHR_2ndfiring_mean,IntRHR_3rdfiring_mean,…
IntRHR_Motoring_mean,IntRHR_allfiring_mean,…
Temp_Compression_1stfiring_mean,Temp_Compression_2ndfiring_mean,…
Temp_Compression_3rdfiring_mean,Temp_Compression_Motoring_mean,…
Temp_Compression_allfiring_mean,CRIO1_1stfiring_mean,…
CRIO1_2ndfiring_mean,CRIO1_3rdfiring_mean];
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save(x,'TestName','crankangle','RHR_1stfiring_mean','PCYL1_1stfiring_mean',…
'IMEP1_1stfiring_mean','IntRHR_1stfiring_mean','NLFT_1stfiring_mean',…
'PLIN1_1stfiring_mean','Temp_Compression_1stfiring_mean',…
'RHR_2ndfiring_mean','PCYL1_2ndfiring_mean','IMEP1_2ndfiring_mean',…
'IntRHR_2ndfiring_mean','NLFT_2ndfiring_mean','PLIN1_2ndfiring_mean',…
'Temp_Compression_2ndfiring_mean','RHR_3rdfiring_mean',…
'PCYL1_3rdfiring_mean','IMEP1_3rdfiring_mean','IntRHR_3rdfiring_mean',…
'NLFT_3rdfiring_mean','PLIN1_3rdfiring_mean',…
'Temp_Compression_3rdfiring_mean','RHR_allfiring_mean',…
'PCYL1_allfiring_mean','IMEP1_allfiring_mean','IntRHR_allfiring_mean',…
'NLFT_allfiring_mean','PLIN1_allfiring_mean',…
'Temp_Compression_allfiring_mean','RHR_Motoring_mean',…
'PCYL1_Motoring_mean','IMEP1_Motoring_mean','IntRHR_Motoring_mean',…
'NLFT_Motoring_mean','PLIN1_Motoring_mean',…
'Temp_Compression_Motoring_mean','crankangle_NLFT','crankangle_PLIN',…
'matrix','CRIO1_1stfiring_mean','CRIO1_2ndfiring_mean',…
'CRIO1_3rdfiring_mean');
disp(['%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%']);
disp(['Generating tecplot file for ',TestName]);
ForIJ(:,1) = crankangle;
ForIJ(:,2) = PCYL1_1stfiring_mean;
ForIJ(:,3) = PCYL1_2ndfiring_mean;
ForIJ(:,4) = PCYL1_3rdfiring_mean;
ForIJ(:,5) = PCYL1_Motoring_mean;
ForIJ(:,6) = PCYL1_allfiring_mean;
ForIJ(:,7) = PLIN1_1stfiring_mean;
ForIJ(:,8) = PLIN1_2ndfiring_mean;
ForIJ(:,9) = PLIN1_3rdfiring_mean;
ForIJ(:,10) = PLIN1_Motoring_mean;
ForIJ(:,11) = PLIN1_allfiring_mean;
ForIJ(:,12) = NLFT_1stfiring_mean;
ForIJ(:,13) = NLFT_2ndfiring_mean;
ForIJ(:,14) = NLFT_3rdfiring_mean;
ForIJ(:,15) = NLFT_Motoring_mean;
ForIJ(:,16) = NLFT_allfiring_mean;
ForIJ(:,17) = RHR_1stfiring_mean;
ForIJ(:,18) = RHR_2ndfiring_mean;
ForIJ(:,19) = RHR_3rdfiring_mean;
ForIJ(:,20) = RHR_Motoring_mean;
ForIJ(:,21) = RHR_allfiring_mean;
ForIJ(:,22) = IntRHR_1stfiring_mean;
ForIJ(:,23) = IntRHR_2ndfiring_mean;
ForIJ(:,24) = IntRHR_3rdfiring_mean;
ForIJ(:,25) = IntRHR_Motoring_mean;
ForIJ(:,26) = IntRHR_allfiring_mean;
ForIJ(:,27) = Temp_Compression_1stfiring_mean;
ForIJ(:,28) = Temp_Compression_2ndfiring_mean;
ForIJ(:,29) = Temp_Compression_3rdfiring_mean;
ForIJ(:,30) = Temp_Compression_Motoring_mean;
ForIJ(:,31) = Temp_Compression_allfiring_mean;
ForIJ(:,32) = CRIO1_1stfiring_mean;
ForIJ(:,33) = CRIO1_2ndfiring_mean;
ForIJ(:,34) = CRIO1_3rdfiring_mean;
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Title=['VARIABLES="crankangle","PCYL1_1stfiring_mean",…
"PCYL1_2ndfiring_mean","PCYL1_3rdfiring_mean","PCYL1_Motoring_mean",…
"PCYL1_allfiring_mean","PLIN1_1stfiring_mean","PLIN1_2ndfiring_mean",…
"PLIN1_3rdfiring_mean","PLIN1_Motoring_mean","PLIN1_allfiring_mean",…
"NLFT_1stfiring_mean","NLFT_2ndfiring_mean","NLFT_3rdfiring_mean",…
"NLFT_Motoring_mean","NLFT_allfiring_mean","RHR_1stfiring_mean",…
"RHR_2ndfiring_mean","RHR_3rdfiring_mean","RHR_Motoring_mean",…
"RHR_allfiring_mean","IntRHR_1stfiring_mean","IntRHR_2ndfiring_mean",…
"IntRHR_3rdfiring_mean","IntRHR_Motoring_mean",…
"IntRHR_allfiring_mean","Temp_Compression_1stfiring_mean",…
"Temp_Compression_2ndfiring_mean","Temp_Compression_3rdfiring_mean",…
"Temp_Compression_Motoring_mean","Temp_Compression_allfiring_mean",…
"CRIO1_1stfiring_mean","CRIO1_2ndfiring_mean","CRIO1_3rdfiring_mean"'];
%ZONE I=2, J=3, DATAPACKING=BLOCK]
Title2=['ZONE T="',TestName,'" ZONETYPE=Ordered I=7200, J=1,
DATAPACKING=BLOCK'];
clear x
x = [TestName,'.plt'];
fid = fopen(x, 'wt');
fprintf(fid, '%s\n', Title);
fprintf(fid, '%s\n', Title2);
fprintf(fid, '%s', 'DT=(');
for j =1:34
fprintf(fid, '%s', 'DOUBLE ');
end
fprintf(fid, '%s', ')');
for j = 1:34
fprintf(fid, '%s\n', '');
for i = 1:7200
if (mod(i-1,5) == 0) && (i>1)
fprintf(fid, '%s\n', '');
end
fprintf(fid, '%20.8f', ForIJ(i,j));
end
end
fclose(fid);
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APPENDIX C MATLAB ROUTINE FOR RECONSTRUCTION OF FULL COLOR
IMAGE FROM MONOCHROMATIC IMAGE
clear x
[pathstr, x, ext, versn] = fileparts(RawCineFile(n,1).name);
clear pathstr ext versn
disp(['Loading ',RawCineFile(n,1).name]);
x=[PathName(1:(end-6)),x,'.cine'];
[PictureHeight,PictureWidth,T,ImageCount]=CINEreadheader ([x]);
numframes=k;
[I]=CINEread(x,numframes);
Gray_Matrix_noBGcorr=uint16(I);
Gain = [1,1,1];
x = RawCineFile(n,1).name(1:(end-5));
disp(['Generate the Bayer filter for ',x]);
clear a b Bayer_Filter
a = [2,1
3,2];
%|G|B|
%|R|G|

%Compare four pic with four different Bayer Filter

b = a;
for i = 1:(PictureWidth/2-1)
b = [b,a];
end
Bayer_Filter = b;
for i = 1:(PictureHeight/2-1)
Bayer_Filter = [Bayer_Filter;b];
end
clear a b
disp(['Assign pixel value for RGB color for ',x,' without gain']);
clear Blue_Matrix_noGain Green_Matrix_noGain Red_Matrix_noGain...
Blue_Matrix_Bg_noGain Green_Matrix_Bg_noGain Red_Matrix_Bg_noGain
for i = 1:PictureHeight
for j = 1:PictureWidth
if(Bayer_Filter(i,j)==1)
%Blue is 1
Blue_Matrix_noGain(i,j) = Gray_Matrix_noBGcorr(i,j);
Green_Matrix_noGain(i,j) = 0;
Red_Matrix_noGain(i,j) = 0;
elseif(Bayer_Filter(i,j)==2)
%Green is 2
Blue_Matrix_noGain(i,j) = 0;
Green_Matrix_noGain(i,j) = Gray_Matrix_noBGcorr(i,j);
Red_Matrix_noGain(i,j) = 0;
elseif(Bayer_Filter(i,j)==3)
%Red is 3
Blue_Matrix_noGain(i,j) = 0;
Green_Matrix_noGain(i,j) = 0;
Red_Matrix_noGain(i,j) = Gray_Matrix_noBGcorr(i,j);
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end
end
end
disp(['Perform color interpolation without gain']);
Red_Matrix_BL_noGain_Raw = Red_Matrix_noGain;
Green_Matrix_BL_noGain_Raw = Green_Matrix_noGain;
Blue_Matrix_BL_noGain_Raw = Blue_Matrix_noGain;
for i = 3:(PictureHeight-2)
for j = 3:(PictureWidth-2)
if(Bayer_Filter(i,j)==1)
%Blue is 1
Blue_Matrix_BL_noGain_Raw(i,j) = (Blue_Matrix_noGain(i,(j-2))+…
Blue_Matrix_noGain(i,(j+2))+…
Blue_Matrix_noGain((i-2),j)+…
Blue_Matrix_noGain((i+2),j))/4;
Green_Matrix_BL_noGain_Raw(i,j) = (Green_Matrix_noGain((i-1),j)+…
Green_Matrix_noGain((i+1),j)+…
Green_Matrix_noGain(i,(j-1))+…
Green_Matrix_noGain(i,(j+1)))/4;
Red_Matrix_BL_noGain_Raw(i,j) = (Red_Matrix_noGain((i-1),(j-1))+…
Red_Matrix_noGain((i+1),(j+1))+…
Red_Matrix_noGain((i-1),(j+1))+…
Red_Matrix_noGain((i+1),(j-1)))/4;
elseif((Bayer_Filter(i,j)==2)&&(Bayer_Filter(i-1,j)==3))
%Green is 2,at red row
Red_Matrix_BL_noGain_Raw(i,j) = (Red_Matrix_noGain((i-1),j)+…
Red_Matrix_noGain((i+1),j))/2;
Green_Matrix_BL_noGain_Raw(i,j) = (Green_Matrix_noGain(i-1,j-1)+…
Green_Matrix_noGain(i+1,j+1)+…
Green_Matrix_noGain(i+1,j-1)+…
Green_Matrix_noGain(i-1,j+1))/5+…
(Green_Matrix_noGain(i,j-2)+…
Green_Matrix_noGain(i,j+2))/5-…
(Green_Matrix_noGain(i-2,j)+…
Green_Matrix_noGain(i+2,j))/10;
Blue_Matrix_BL_noGain_Raw(i,j) = (Blue_Matrix_noGain(i,j-1)+…
Blue_Matrix_noGain(i,j+1))/2;
elseif((Bayer_Filter(i,j)==2)&&(Bayer_Filter(i-1,j)==1))
%Green is 2,at blue row
Blue_Matrix_BL_noGain_Raw(i,j) = (Blue_Matrix_noGain((i-1),j)+…
Blue_Matrix_noGain((i+1),j))/2;
Red_Matrix_BL_noGain_Raw(i,j) = (Red_Matrix_noGain(i,(j-1))+…
Red_Matrix_noGain(i,(j+1)))/2;
Green_Matrix_BL_noGain_Raw(i,j) =(Green_Matrix_noGain(i-1,j-1)+…
Green_Matrix_noGain(i+1,j+1)+…
Green_Matrix_noGain(i+1,j-1)+…
Green_Matrix_noGain(i-1,j+1))/5+…
(Green_Matrix_noGain(i-2,j)+…
Green_Matrix_noGain(i+2,j))/5-…
(Green_Matrix_noGain(i,j-2)+…
Green_Matrix_noGain(i,j+2))/10;
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elseif(Bayer_Filter(i,j)==3)
%Red is 3
Red_Matrix_BL_noGain_Raw(i,j) = (Red_Matrix_noGain(i,(j-2))+…
Red_Matrix_noGain(i,(j+2))+…
Red_Matrix_noGain((i-2),j)+…
Red_Matrix_noGain((i+2),j))/4;
Green_Matrix_BL_noGain_Raw(i,j) = (Green_Matrix_noGain((i-1),j)+…
Green_Matrix_noGain((i+1),j)+…
Green_Matrix_noGain(i,(j-1))+…
Green_Matrix_noGain(i,(j+1)))/4;
Blue_Matrix_BL_noGain_Raw(i,j)=(Blue_Matrix_noGain((i-1),(j-1))+…
Blue_Matrix_noGain((i+1),(j+1))+…
Blue_Matrix_noGain((i-1),(j+1))+…
Blue_Matrix_noGain((i+1),(j-1)))/4;
end
end
end
for i = 1:PictureHeight
for j = 1:PictureWidth
if(Red_Matrix_BL_noGain_Raw(i,j)>(2^14-1))
Red_Matrix_BL_noGain_Raw(i,j)=(2^14-1);
end
if(Green_Matrix_BL_noGain_Raw(i,j)>(2^14-1))
Green_Matrix_BL_noGain_Raw(i,j)=(2^14-1);
end
if(Blue_Matrix_BL_noGain_Raw(i,j)>(2^14-1))
Blue_Matrix_BL_noGain_Raw(i,j)=(2^14-1);
end
end
end
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APPENDIX D MATLAB ROUTINE FOR CALCULATING UNIVERSAL SURFACES
clear all,clc,close all,
x = ['F:\...\Raw_Table_Phantomv73_02KRes_KeR3_68.mat'];
if(exist(x)==2)
disp(['Loading ',x]);
load(x);
else
load('F:\...\LookupTable_Phantomv73.mat');
lambda = [0.4:0.0001:0.7]; %[um]
Lambda=lambda*1000;
%Lambda = [nm]
c1 = 2*pi*6.626*10^(-34)*(2.998*10^8)^2*10^24;% [W*um^4/m^2]
c2 = (6.626*10^(-34)*2.998*10^8/(1.3805*10^(-23)))*10^6;%[um*K]
% For Red
Qe_red_interp = interp1(MeasuredWavelength_ordered,Qe_red,lambda*1000);
Qe_red_interp = Qe_red_interp/max(Qe_red_interp);
% Green
Qe_green_interp = interp1(MeasuredWavelength_ordered,Qe_green,lambda*1000);
Qe_green_interp = Qe_green_interp/max(Qe_green_interp);
% Blue
Qe_blue_interp = interp1(MeasuredWavelength_ordered,Qe_blue,lambda*1000);
Qe_blue_interp = Qe_blue_interp/max(Qe_blue_interp);
KeR_Final=3.681529457;
KeG_Final=2.810613811;
clear alpha
alpha = 1.22-0.245*log(lambda); %lambda = [um]
for i=1:length(Lambda)
if(round(Lambda(i)*10)>=400*10)
StartofTrapz = i;
break;
end
end
for i=1:length(Lambda)
if(round(Lambda(i)*10)>=700*10)
EndofTrapz = i;
break;
end
end
disp(['Interpolate the surface to get Soot Temperature and fvL']);
fvL_axis=[100000:-100:100,90:-1:1,0.1:-0.01:0.01];
AT_R_axis=[1000:0.2:1973];
AT_G_axis=[1000:0.2:1973];
Tsoot_low=900;
Tsoot_high=4000;
counter=zeros(length(fvL_axis),1);
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counter_max=200;
disp(['Calculate fvL vs. Soot Temp for each red apparent temp']);
for j=1:length(AT_R_axis)
clearvars -except i j fvL_axis AT_R_axis Tsoot_low Tsoot_high…
Tsoot_R_axis Tsoot_G_axis counter StartofTrapz…
EndofTrapz lambda Lambda KeR_Final KeG_Final…
Qe_red_interp Qe_green_interp Qe_blue_interp c1 c2…
counter_max AT_G_axis alpha
t0 = AT_R_axis(j);
f0 = c1./(lambda.^5.*(exp(c2./(lambda.*t0))-1));
Phantom_BL_Power = trapz(lambda(StartofTrapz:EndofTrapz),…
f0(StartofTrapz:EndofTrapz).*…
Qe_red_interp(StartofTrapz:EndofTrapz));
for i = 1:length(fvL_axis)
t1 = Tsoot_low;
f1 = (1-exp(-KeR_Final*10^(-6)*fvL_axis(i)./(lambda.^alpha))).*…
c1./(lambda.^5.*(exp(c2./(lambda.*t1))-1));
t2 = Tsoot_high;
f2 = (1-exp(-KeR_Final*10^(-6)*fvL_axis(i)./(lambda.^alpha))).*…
c1./(lambda.^5.*(exp(c2./(lambda.*t2))-1));
if(Phantom_BL_Power>0)
% For red
clear y1 y2 teval feval
SootEmissivePowerRed1 = trapz(lambda(StartofTrapz:EndofTrapz),…
f1(StartofTrapz:EndofTrapz).*…
Qe_red_interp(StartofTrapz:EndofTrapz));
y1 = log(SootEmissivePowerRed1/Phantom_BL_Power);
SootEmissivePowerRed2 = trapz(lambda(StartofTrapz:EndofTrapz),…
f2(StartofTrapz:EndofTrapz).*…
Qe_red_interp(StartofTrapz:EndofTrapz));
y2 = log(SootEmissivePowerRed2/Phantom_BL_Power);
if((y1<=log(1))&&(y2>=log(1)))
teval=((log(1)-y1)*t2+(y2-log(1))*t1)/(y2-y1);
feval = (1-exp(-KeR_Final*10^(-6)*…
fvL_axis(i)./(lambda.^alpha))).*…
c1./(lambda.^5.*(exp(c2./(lambda.*teval))-1));
SootEmissivePowerRedeval=trapz(lambda(StartofTrapz:EndofTrapz),…
feval(StartofTrapz:EndofTrapz).*…
Qe_red_interp(StartofTrapz:EndofTrapz));
yeval = log(SootEmissivePowerRedeval/Phantom_BL_Power);
while(abs(yeval-log(1))>10^(-9))&&(counter(i,1)<counter_max)
if(yeval>log(1))
t2 = teval;
y2 = yeval;
teval=((log(1)-y1)*t2+(y2-log(1))*t1)/(y2-y1);
feval = (1-exp(-KeR_Final*10^(-6)*…
fvL_axis(i)./(lambda.^alpha))).*…
c1./(lambda.^5.*(exp(c2./(lambda.*teval))-1));
SootEmissivePowerRedeval=trapz(lambda(StartofTrapz:EndofTrapz),…
feval(StartofTrapz:EndofTrapz).*…
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Qe_red_interp(StartofTrapz:EndofTrapz));
yeval=log(SootEmissivePowerRedeval/Phantom_BL_Power);
elseif(yeval<log(1))
t1 = teval;
y1 = yeval;
teval=((log(1)-y1)*t2+(y2-log(1))*t1)/(y2-y1);
feval = (1-exp(-KeR_Final*10^(-6)*…
fvL_axis(i)./(lambda.^alpha))).*…
c1./(lambda.^5.*(exp(c2./(lambda.*teval))-1));
SootEmissivePowerRedeval=trapz(lambda(StartofTrapz:EndofTrapz),…
feval(StartofTrapz:EndofTrapz).*…
Qe_red_interp(StartofTrapz:EndofTrapz));
yeval=log(SootEmissivePowerRedeval/Phantom_BL_Power);
elseif(yeval==log(1))
Tsoot_R_axis(i,j) = teval;
end
counter(i,1) = counter(i,1)+1;
end
Tsoot_R_axis(i,j) = teval;
elseif(y1>log(1))
disp(['Tsoot_low=',num2str(Tsoot_low),'K is not low enough!']);
Tsoot_R_axis(i,j) = NaN;
elseif(y2<log(1))
disp(['Tsoot_high=',num2str(Tsoot_high),'K is not high enough!']);
Tsoot_R_axis(i,j) = NaN;
end
else
Tsoot_R_axis(i,j) =0;
end
clear t1 f1 y1 t2 f2 y2 teval feval yeval SootEmissivePowerRed1…
SootEmissivePowerRed2 SootEmissivePowerRedeval…
SootEmissivePowerGreen1 SootEmissivePowerGreen2…
SootEmissivePowerGreeneval SootEmissivePowerBlue1…
SootEmissivePowerBlue2 SootEmissivePowerBlueeval
end
counter=zeros(length(fvL_axis),1);
end
hold off;
counter=zeros(length(fvL_axis),1);
disp(['Calculate fvL vs. Soot Temp for each green apparent temp']);
for j=1:length(AT_G_axis)
clearvars -except i j fvL_axis AT_R_axis Tsoot_low Tsoot_high…
Tsoot_R_axis Tsoot_G_axis counter StartofTrapz…
EndofTrapz lambda Lambda KeG_Final Qe_red_interp…
Qe_green_interp Qe_blue_interp c1 c2 counter_max…
AT_G_axis alpha
t0 = AT_G_axis(j);
f0 = c1./(lambda.^5.*(exp(c2./(lambda.*t0))-1));
Phantom_BL_Power = trapz(lambda(StartofTrapz:EndofTrapz),…
f0(StartofTrapz:EndofTrapz).*Qe_green_interp(StartofTrapz:EndofTrapz));
for i = 1:length(fvL_axis)
t1 = Tsoot_low;
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f1 = (1-exp(-KeG_Final*10^(-6)*…
fvL_axis(i)./(lambda.^alpha))).*…
c1./(lambda.^5.*(exp(c2./(lambda.*t1))-1));
t2 = Tsoot_high;
f2 = (1-exp(-KeG_Final*10^(-6)*…
fvL_axis(i)./(lambda.^alpha))).*…
c1./(lambda.^5.*(exp(c2./(lambda.*t2))-1));
if(Phantom_BL_Power>0)
% For green
clear y1 y2 teval feval
SootEmissivePowerGreen1=trapz(lambda(StartofTrapz:EndofTrapz),…
f1(StartofTrapz:EndofTrapz).*…
Qe_green_interp(StartofTrapz:EndofTrapz));
y1 = log(SootEmissivePowerGreen1/Phantom_BL_Power);
SootEmissivePowerGreen2=trapz(lambda(StartofTrapz:EndofTrapz),…
f2(StartofTrapz:EndofTrapz).*…
Qe_green_interp(StartofTrapz:EndofTrapz));
y2 = log(SootEmissivePowerGreen2/Phantom_BL_Power);
if((y1<=log(1))&&(y2>=log(1)))
teval=((log(1)-y1)*t2+(y2-log(1))*t1)/(y2-y1);
feval = (1-exp(-KeG_Final*10^(-6)*…
fvL_axis(i)./(lambda.^alpha))).*…
c1./(lambda.^5.*(exp(c2./(lambda.*teval))-1));
SootEmissivePowerGreeneval=trapz(lambda(StartofTrapz:EndofTrapz),…
feval(StartofTrapz:EndofTrapz).*Qe_green_interp(StartofTrapz:EndofTrapz));
yeval = log(SootEmissivePowerGreeneval/Phantom_BL_Power);
while(abs(yeval-log(1))>10^(-9))&&…
(counter(i,1)<counter_max)%For green
if(yeval>log(1))
t2 = teval;
y2 = yeval;
teval=((log(1)-y1)*t2+(y2-log(1))*t1)/(y2-y1);
feval = (1-exp(-KeG_Final*10^(-6)*…
fvL_axis(i)./(lambda.^alpha))).*…
c1./(lambda.^5.*(exp(c2./(lambda.*teval))-1));
SootEmissivePowerGreeneval=trapz(lambda(StartofTrapz:EndofTrapz),…
feval(StartofTrapz:EndofTrapz).*Qe_green_interp(StartofTrapz:EndofTrapz));
yeval=log(SootEmissivePowerGreeneval/Phantom_BL_Power);
elseif(yeval<log(1))
t1 = teval;
y1 = yeval;
teval=((log(1)-y1)*t2+(y2-log(1))*t1)/(y2-y1);
feval = (1-exp(-KeG_Final*10^(-6)*…
fvL_axis(i)./(lambda.^alpha))).*…
c1./(lambda.^5.*(exp(c2./(lambda.*teval))-1));
SootEmissivePowerGreeneval=trapz(lambda(StartofTrapz:EndofTrapz),…
feval(StartofTrapz:EndofTrapz).*…
Qe_green_interp(StartofTrapz:EndofTrapz));
yeval=log(SootEmissivePowerGreeneval/Phantom_BL_Power);
elseif(yeval==log(1))
Tsoot_G_axis(i,j) = teval;
end
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end
Tsoot_G_axis(i,j) = teval;
elseif(y1>log(1))
disp(['Tsoot_low=',num2str(Tsoot_low),'K is not low enough!']);
Tsoot_R_axis(i,j) = NaN;
elseif(y2<log(1))
disp(['Tsoot_high=',num2str(Tsoot_high),'K is not high enough!']);
Tsoot_R_axis(i,j) = NaN;
end
else
Tsoot_G_axis(i,j) = 0;
end
clear t1 f1 y1 t2 f2 y2 teval feval yeval SootEmissivePowerRed1…
SootEmissivePowerRed2 SootEmissivePowerRedeval…
SootEmissivePowerGreen1 SootEmissivePowerGreen2…
SootEmissivePowerGreeneval SootEmissivePowerBlue1…
SootEmissivePowerBlue2 SootEmissivePowerBlueeval
end
counter=zeros(length(fvL_axis),1);
end
disp(['Save Raw_Table_Phantomv73_xxKRes.mat']);
AT_R_axis=AT_R_axis;
AT_G_axis=AT_G_axis';
save('Raw_Table_Phantomv73_02KRes_KeR3_68.mat','fvL_axis','AT_R_axis',…
'AT_G_axis','Tsoot_R_axis','Tsoot_G_axis');
clearvars -except AT_R_axis AT_G_axis fvL_axis Tsoot_R_axis Tsoot_G_axis
end
disp(['OK!']);
Tsoot_Table=NaN(length(AT_R_axis),length(AT_G_axis));
fvL_Table=NaN(length(AT_R_axis),length(AT_G_axis));
b=1;
for i=1:length(AT_R_axis)
for j=1:length(AT_G_axis)
delta = Tsoot_R_axis(:,i)-Tsoot_G_axis(:,j);
if((AT_R_axis(i)==AT_G_axis(j))&&…
(delta(1)>-0.0075)&&(delta(1)<0.0035))
Tsoot_Table(j,i)= AT_R_axis(i);
fvL_Table(j,i)=fvL_axis(1);
elseif(AT_R_axis(i)~=AT_G_axis(j))
for k=2:length(fvL_axis)
if((delta(k,1)*delta(k-1,1))<0)
Tsoot_Table(j,i)=(Tsoot_R_axis(k-1,i)-Tsoot_R_axis(k,i)*…
delta(k-1,1)/delta(k,1))/(1-delta(k-1,1)/delta(k,1));
fvL_Table(j,i)=(fvL_axis(k-1)-fvL_axis(k)*…
delta(k-1,1)/delta(k,1))/(1-delta(k-1,1)/delta(k,1));
end
end
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end
end
end
clearvars -except AT_R_axis AT_G_axis fvL_axis Tsoot_R_axis Tsoot_G_axis…
Tsoot_Table fvL_Table a
save('RG_TsootfvL_Table_Phantomv73_02KRes_KeR3_68.mat','AT_R_axis',…
'AT_G_axis','fvL_axis','Tsoot_R_axis','Tsoot_G_axis','Tsoot_Table',…
'fvL_Table');

112

REFERENCES
[1] http://en.wikipedia.org/wiki/Bayer_filter
[2] Transportation energy consumption by fuel, 1900-2040: History: U.S. Energy
Information

Administration,

A.

E.

R.,

DOE/EIA-0384(2011)

(Washington,

DC,

September 2012). Projections: AEO2013 National Energy Modeling System, run
REF2013.D102312A
[3] Consumption of petroleum and other liquids be sector: History: U.S. Energy
Information

Administration,

A.

E.

R.,

DOE/EIA-0384(2011)

(Washington,

DC,

September 2012). Projections: AEO2013 National Energy Modeling System, run
REF2013.D102312A
[4] Olofsson, N. E., Bladh, H., Bohlin, A., Johnsson, J. and Bengtsson, P. E., 2013,
"ARE

SOOTING

PREMIXED

POROUS-PLUG

BURNER

FLAMES

ONE-

DIMENSIONAL? A LASER-BASED EXPERIMENTAL INVESTIGATION", Combust. Sci.
Technol. 185(1), pp.293-309
[5] Jansons, M., Brar, A., Esterfanous, F., Florea, R.-C., Taraza, D. and Henein, N.,
2008, "Experimental Investigation of Single and Two-Stage Ignition in a Diesel Engine",
SAE Technical Paper 2008-01-1071, doi:10.4271/2008-01-1071
[6] DOE, 2008, "Evolution of EPA Light-Duty Vehicles and Trucks and Motorcycles
Emission Standards", http://www.epa.gov/otaq/standards/light-duty/index.htm
[7] Word petroleum and other liquids supply in three cases, 1990-2040: History: U.S.
Energy Information Administration, A. E. R., DOE/EIA-0384(2011) (Washington, DC,
September 2012). Projections: AEO2013 National Energy Modeling System, runs
REF2013.D102312A, LOWPRICE.D031213A, and HIGHPRICE.D110912A

113
[8] Consumption of petroleum and other liquids for transportation in three cases, 20052040: History: U.S. Energy Information Administration, A. E. R., DOE/EIA-0384(2011)
(Washington, DC, September 2012). Projections: AEO2013 National Energy Modeling
System,

runs

REF2013.D102312A,

NOSUNSET.D120712A,

and

EXTENDED.D010313A.
[9] Aronsson, U., "Processes in Optical Diesel Engines - Emissions Formation and Heat
Release" Doctoral Thesis, Division of Combustion Engines, Lund University, 2011
[10] Kook, S. and Pickett, L. M., 2012, "Soot Volume Fraction and Morphology of
Conventional, Fischer-Tropsch, Coal-Derived, and Surrogate Fuel at Diesel Conditions",
SAE Int. J. Fuels Lubr. 5(2), pp.647-664
[11] Primary energy use by end-use sector, 2011-2040: History: U.S. Energy
Information

Administration,

A.

E.

R.,

DOE/EIA-0384(2011)

(Washington,

DC,

September 2012). Projections: AEO2013 National Energy Modeling System, run
REF2013.D102312A
[12] Bladh, H., Johnsson, J., Olofsson, N. E., Bohlin, A. and Bengtsson, P. E., 2011,
"Optical soot characterization using two-color laser-induced incandescence (2C-LII) in
the soot growth region of a premixed flat flame", 33(1), pp.641-648
[13] Primary energy use by fuel, 1980-2040: History: U.S. Energy Information
Administration, A. E. R., DOE/EIA-0384(2011) (Washington, DC, September 2012).
Projections: AEO2013 National Energy Modeling System, run REF2013.D102312A
[14] U.S. motor gasoline and diesel fuel consumption, 2000-2040: History: U.S. Energy
Information

Administration,

A.

E.

R.,

DOE/EIA-0384(2011)

(Washington,

DC,

114
September 2012). Projections: AEO2013 National Energy Modeling System, run
REF2013.D102312A
[15] Kook, S., Zhang, R., Szeto, K., Pickett, L. M. and Aizawa, T., 2013, "In-Flame Soot
Sampling and Particle Analysis in a Diesel Engine", SAE Int. J. Fuels Lubr. 6(1), pp.8097
[16] Average fuel economy of new light-duty vehicles, 1980-2040: History: S.C. Davis,
S. W. D., and R.G. Boundy, Transportation Energy Databook: Edition 31, ORNL-6987
(Oak Ridge, TN: July 2012), Chapter 4, Table 4.21 "Car Corporate Average Fuel
Economy (CAFE) Standards versus Sales-Weighted Fuel Economy Estimates, 19782011 (miles per gallon).". Projections: AEO2013 National Energy Modeling System, run
REF2013.D102312A
[17] Schulz, C., Kock, B. F., Hofmann, M., Michelsen, H., Will, S., Bougie, B., Suntz, R.
and Smallwood, G., 2006, "Laser-induced incandescence: recent trends and current
questions", Applied Physics B 83(3), pp.333-354
[18] Yergin, D., The Prize: The Epic Quest for Oil, Money & Power, Free Press New
York, ISBN 0-13-978-1439110126, 2008
[19] Council, N. R., 2010, "Review of the Research Program of the FreedomCAR and
Fuel

Partnership",

National

Research

Council,

http://www.nap.edu/openbook.php?isbn=0309156831
[20] Dec, J. E., 2002, "A Computational Study of the Effects of Low Fuel Loading and
EGR on Heat Release Rates and Combustion Limits in HCCI Engines", SAE Technical
Paper 2002-01-1309, doi:10.4271/2002-01-1309

115
[21] Sjöberg, M. and Dec, J. E., 2003, "Combined Effects of Fuel-Type and Engine
Speed on Intake Temperature Requirements and Completeness of Bulk-Gas Reactions
for HCCI Combustion", SAE Technical Paper 2003-01-3173, doi:10.4271/2003-01-3173
[22] Dec, J. E. and Sjöberg, M., 2004, "Isolating the Effects of Fuel Chemistry on
Combustion Phasing in An HCCI Engine and the Potential of Fuel Stratification for
Ignition Control", SAE Transactions 113(4), pp.239-257
[23] Sjöberg, M. and Dec, J. E., 2004, "An Investigation of the Relationship Between
Measured Intake Temperature, BDC Temperature, and Combustion Phasing for
Premixed

and

DI

HCCI

Engines",

SAE

Technical

Paper

2004-01-1900,

doi:10.4271/2004-01-1900
[24] Sjöberg, M., Dec, J. E., Babajimopoulos, A. and Assanis, D., 2004, "Comparing
Enhanced Natural Thermal Stratification Against Retarded Combustion Phasing for
Smoothing of HCCI Heat-Release Rates", SAE Technical Paper 2004-01-2994,
doi:10.4271/2004-01-2994
[25] Sjöberg, M. and Dec, J. E., 2005, "Effects of Engine Speed, Fueling Rate, and
Combustion Phasing on the Thermal Stratification Required to Limit HCCI Knocking
Intensity", SAE Technical Paper 2005-01-2125, doi:10.4271/2005-01-2125
[26] Dec, J. E., Hwang, W. and Sjöberg, M., 2006, "An Investigation of Thermal
Stratification in HCCI Engines Using Chemiluminescence Imaging", SAE Technical
Paper 2006-01-1518, doi:10.4271/2006-01-1518
[27] Sjöberg, M. and Dec, J. E., 2007, "Comparing Late-cycle Autoignition Stability for
Single- and Two-Stage Ignition Fuels in HCCI Engines", Proceedings of the Combustion
Institute 31(2), pp.2895-2902

116
[28] Sjöberg, M. and Dec, J. E., 2007, "EGR and Intake Boost for Managing HCCI LowTemperature Heat Release over Wide Ranges of Engine Speed", SAE Technical Paper
2007-01-0051, doi:10.4271/2007-01-0051
[29] Sjöberg, M., Dec, J. E. and Hwang, W., 2007, "Thermodynamic and Chemical
Effects of EGR and Its Constituents on HCCI Autoignition", SAE Technical Paper 200701-0207, doi:10.4271/2007-01-0207
[30] Sjöberg, M. and Dec, J. E., 2011, "Smoothing HCCI Heat Release with
Vaporization-Cooling-Induced Thermal Stratification using Ethanol", SAE International
Journal of Fuels and Lubricants 5(1), pp.7-27
[31] Dempsey, A. B., Adhikary, B. D., Viswanathan, S. and Reitz, R. D., 2012,
"Reactivity Controlled Compression Ignition Using Premixed Hydrated Ethanol and
Direct Injection Diesel", Journal of Engineering for Gas Turbines and Power 134(8),
pp.1-11
[32] Dempsey, A. B. and Reitz, R. D., 2011, "Computational Optimization of Reactivity
Controlled Compression Ignition in a Heavy-Duty Engine with Ultra Low Compression
Ratio", SAE International Journal of Engines 4(2), pp.2222-2239
[33] Hanson, R., Kokjohn, S., Splitter, D. and Reitz, R., 2011, "Fuel Effects on Reactivity
Controlled Compression Ignition (RCCI) Combustion at Low Load", SAE International
Journal of Engines 4(1), pp.394-411
[34] Kokjohn, S. L., Hanson, R. M., Splitter, D. A. and Reitz, R. D., 2011, "Fuel
Reactivity Controlled Compression Ignition (RCCI): A Pathway to Controlled HighEfficiency Clean Combustion", International Journal of Engine Research 12(3), pp.209226

117
[35] Splitter, D., Hanson, R., Kokjohn, S. and Reitz, R., 2011, "Reactivity Controlled
Compression Ignition (RCCI) Heavy-Duty Engine Operation at Mid-and High-Loads with
Conventional

and

Alternative

Fuels",

SAE

Technical

Paper

2011-01-0363,

doi:10.4271/2011-01-0363
[36] Kimura, S., Aoki, O., Ogawa, H. and Muranaka, S., 1999, "New Combustion
Concept for Ultra-Clean and High-Efficiency Small DI Diesel Engines", SAE
Transactions 108(3), pp.2128-2137
[37] Sasaki, S. and Ito, T., 2000, "Smoke-less Rich Combustion by Low Temperature
Oxidation in Diesel Engines", Proceedings. JSAE Annual Congress 100(00), pp.17-20
[38] Shimazaki, N., Tsurushima, T. and Nishimura, T., 2003, "Dual Mode Combustion
Concept With Premixed Diesel Combustion by Direct Injection Near Top Dead Center",
SAE Transactions 112(3), pp.1060-1069
[39] Okude, K., Mori, K., Shiino, S. and Moriya, T., 2004, "Premixed Compression
Ignition (PCI) Combustion for Simultaneous Reduction of NOx and Soot in Diesel
Engine", SAE Technical Paper 2004-01-1907, doi:10.4271/2004-01-1907
[40]

Noehre,

C.,

Andersson,

M.,

Johansson,

B.

and

Hultqvist,

A.,

2006,

"Characterization of Partially Premixed Combustion", SAE Technical Paper 2006-013412, doi:10.4271/2006-01-3412
[41] Aronsson, U., Andersson, Ö., Egnell, R., Miles, P. C. and Ekoto, I. W., 2009,
"Influence of Spray-Target and Squish Height on Sources of CO and UHC in a HSDI
Diesel Engine During PPCI Low-Temperature Combustion", SAE Technical Paper
2009-01-2810, doi:10.4271/2009-01-2810

118
[42] Manente, V., Johansson, B., Tunestal, P. and Cannella, W., 2009, "Effects of
Different Type of Gasoline Fuels on Heavy Duty Partially Premixed Combustion", SAE
International Journal of Engines 2(2), pp.71-88
[43] Kalghatgi, G., Hildingsson, L. and Johansson, B., 2010, "Low NOx and Low Smoke
Operation of a Diesel Engine Using Gasolinelike Fuels", Journal of Engineering for Gas
Turbines and Power 132(9), pp.1-9
[44] Ciatti, S. and Subramanian, S., 2011, "An Experimental Investigation of LowOctane Gasoline in Diesel Engines", Transactions of the ASME-A-Engineering
[45] Kalghatgi, G. T., Hildingsson, L., Harrison, A. J. and Johansson, B., 2011,
"Autoignition quality of gasoline fuels in partially premixed combustion in diesel
engines", Proceedings of the Combustion Institute 33(2), pp.3015-3021
[46] Manente, V., Johansson, B. and Cannella, W., 2011, "Gasoline Partially Premixed
Combustion, the Future of Internal Combustion Engines?", International Journal of
Engine Research 12(3), pp.194-208
[47] Borgqvist, P., Tunestal, P. and Johansson, B., 2012, "Gasoline Partially Premixed
Combustion in A Light Duty Engine at Low Load and Idle Operating Conditions", SAE
Technical Paper 2012-01-0687, doi:10.4271/2012-01-0687
[48] Solaka, H., Aronsson, U., Tuner, M. and Johansson, B., 2012, "Investigation of
Partially Premixed Combustion Characteristics in Low Load Range with Regards to Fuel
Octane Number in a Light-Duty Diesel Engine", SAE Technical Paper 2012-01-0684,
doi:10.4271/2012-01-0684

119
[49] Akihama, K., Takatori, Y. and Inagaki, K., 2001, "Mechanism of the Smokeless Rich
Diesel Combustion by Reducing Temperature", SAE Technical Paper 2001-01-0655,
doi:10.4271/2001-01-0655
[50] Laurendeau, N. M., 1988, "Temperature Measurements by Light-Scattering
Methods", Progress in Energy and Combustion Science 14(2), pp.147-170
[51] Horton, J. F. and Peterson, J. E., 1999, "Transient temperature measurements in
an ideal gas by laser-induced Rayleigh light scattering", Review of Scientific Instruments

70(8), pp.3222-3226
[52] Hofmann, D. and Leipertz, A., 1996, "Temperature Field Measurement in a Sooting
Flame by Filtered Rayleigh Scattering (FRS)", Proceedings of the Combustion Institute

26(1), pp.945-950
[53] Bergmann, V., Meier, W., Wolff, D. and Stricker, W., 1998, "Application of
spontaneous Raman and Rayleigh scattering and 2D LIF for the characterization of a
turbulent CH4/H2/N2 jet diffusion flame", Applied Physics B 66(4), pp.489-502
[54] Eckbreth, A. C., Laser Diagnostics for Combustion Temperature and Species,
Abacus Press Cambridge, Mass, 1988
[55] Bohlin, A., Nordström, E., Carlsson, H., Bai, X.-S. and Bengtsson, P.-E., 2013,
"Pure rotational CARS measurements of temperature and relative O2-Concentration in a
low swirl turbulent premixed flame", Proceedings of the Combustion Institute 34(2),
pp.3629-3636
[56] Joklik, R. G., 1992, "OH Vibrational Thermally-Assisted Laser Induced
Fluorescence Temperature Measurements in Flames", Combustion Science and
Technology 87(1-6), pp.109-125

120
[57] Bradshaw, J. D., Omenetto, N., Zizak, G., Bower, J. N. and Winefordner, J. D.,
1980, "Five Laser-Excited Fluorescence Methods for Measuring Spatial Flame
Temperatures. 1. Theoretical Basis", Applied Optics 19(16), pp.2709-2716
[58] Neuber, A. A., Janicka, J. and Hassel, E. P., 1996, "Thermally Assisted
Fluorescence of Laser-Excited OH A2Σ+ as a flame diagnostic tool", APPLIED OPTICS

35(21), pp.4033-40
[59] Kohse-Hoeinghaus, K., 1994, "Laser Techniques for the Quantitative Detection of
Reactive Intermediates in Combustion Systems", Progress in Energy and Combustion
Science 20(3), pp.203-279
[60] Nygren, J., Engstrom, J., Walewski, J., Kaminski, C. F. and Alden, M., 2001,
"Applications and Evaluation of Two-Line Atomic LIF Thermometry in Sooting
Combustion Environments", Measurement Science and Technology 12(8), pp.12941303
[61] Medwell, P. R., Chan, Q. N., Dally, B. B., Mahmoud, S., Alwahabi, Z. T. and
Nathan, G. J., 2013, "Temperature measurements in turbulent non-premixed flames by
two-line atomic fluorescence", Proceedings of the Combustion Institute 34(2), pp.3619–
3627
[62] Ayoola, B., Hartung, G., Armitage, C. A., Hult, J., Cant, R. S. and Kaminski, C. F.,
2009, "Temperature response of turbulent premixed flames to inlet velocity oscillations",
Experiments in Fluids 46(1), pp.27-41
[63] Cignoli, F., Luliis, S. D., Manta, V. and Zizak, G., 2001, "Two-dimensional twowavelength emission technique for soot diagnostics", Applied Optics 40(30), pp.53705378

121
[64] Zhao, H. and Ladommatos, N., 1998, "Optical Diagnostics for Soot and
Temperature Measurement in Diesel Engines", Progress in Energy and Combustion
Science 24(3), pp.221-255
[65] Bakenhus, M. and Reitz, R. D., 1999, "Two-Color Combustion Visualization of
Single and Split Injections in a Single-Cylinder Heavy-Duty D.I. Diesel Engine Using an
Endoscope-Based

Imaging

System",

SAE

Technical

Paper

1999-01-1112,

doi:10.4271/1999-01-1112
[66] Kobayashi, S., Sakai, T., Nakahira, T., Komori, M. and Tsujimura, K., 1992,
"Measurement of Flame Temperature Distribution in D.I. Diesel Engine with High
Pressure Fuel Injection", SAE Technical Paper 920692, doi:10.4271/920692
[67] Shakal, J. S. and Martin, J. K., 1994, "Imaging and Spatially Resolved Two-Color
Temperature Measurements Through a Coherent Fiberoptic : Observation of Auxiliary
Fuel Injection Effects on Combustion in a Two-Stroke DI Diesel", SAE Technical Paper
940903, doi:10.4271/940903
[68] Matsui, Y., Kamimoto, T. and Matsuoka, S., 1979, "A Study on the Time and Space
Resolved Measurement of Flame Temperature and Soot Concentration in a D.I. Diesel
engine by the Two-Color Method", SAE Technical Paper 790491, doi:10.4271/790491
[69] Hampson, G. J. and Reitz, R. D., 1998, "Two-Color Imaging of In-Cylinder Soot
Concentration and Temperature in a Heavy-Duty DI Diesel Engine with Comparison to
Multidimensional Modeling for Single and Split Injections", SAE Technical Paper
980524, doi:10.4271/980524

122
[70] Ahn, S. K., Matsui, Y., Kamimoto, T. and Matsuoka, S., 1981, "Measurement of
Flame Temperature Distribution in a D.I. Diesel Engine by Means of Image Analysis of
Nega-Color Photographs", SAE Technical Paper 810183, doi:10.4271/810183
[71] Shiozaki, T., Nakajima, H., Yokota, H. and Miyashita, A., 1998, "The Visualization
and Its Analysis of Combustion Flame in a DI Diesel Engine", SAE Technical Paper
980141, doi:10.4271/980141
[72] Musculus, M. P. B., 2005, "Measurements of the Influence of Soot Radiation on InCylinder Temperatures and Exhaust NOx in a Heavy-Duty DI Diesel Engine", SAE
Technical Paper 2005-01-0925, doi:10.4271/2005-01-0925
[73] Ladommatos, N. and Zhao, H., 1994, "A Guide to Measurement of Flame
Temperature and Soot Concentration in Diesel Engines Using the Two-Colour Method
Part 1: Principles", SAE Technical Paper 941956, doi:10.4271/941956
[74] Hottel, H. C. and Broughton, F. P., 1932, "Determination of True Temperature and
Total Radiation from Luminous Gas Flames", Industrial & Engineering Chemistry
Analytical Edition 4(2), pp.166-175
[75] Matsui, Y., Kamimoto, T. and Matsuoka, S., 1980, "A Study on the Application of
the Two-Color Method to the Measurement of Flame Temperature and Soot
Concentration in Diesel Engines", SAE Technical Paper 800970, doi:10.4271/800970
[76] Yan, J. and Borman, G. L., 1988, "Analysis and In-Cylinder Measurement of
Particulate Radiant Emissions and Temperature in a Direct Injection Diesel Engine",
SAE Technical Paper 881315, doi:10.4271/881315
[77] Hibbard, R. R. and Liebert, C. H., 1970, "Spectral Emittance of Soot", National
Aeronautics and Space Administration, NASA-TN-D-5647; E-5435

123
[78] Siddall, R. G. and McGrath, I. A., 1962, "The Emissivity of Luminous Flames",
Proceedings of the Combustion Institute 9(1), pp.102-110
[79] Rossler, F. and H., B., 1950, "Bestimmung des Absorptionskoeffizienten von
russteilchen verschiedener flammen", Optik 6(1), pp.145
[80] Kamimoto, T. and Murayama, Y., 2011, "Re-examination of the emissivity of diesel
flames", International Journal of Engine Research 12(6), pp.580-600
[81] Uyehara, O. A., Myers, P. S., Watson, K. M. and Wilson, L. A., 1946, "Flametemperature measurement in internal-combustion engines", American Society of
Mechanical Engineers -- Transactions 68(1), pp.17-28
[82] Wahiduzzaman, S., Morei, T., Timar, J. and DeWitt, D. P., 1987, "Experimental and
Analytical Study of Heat Radiation in a Diesel Engine", SAE Technical Paper 870571,
doi:10.4271/870571
[83] McComiskey, T., Jiang, H., Olan, Y., Rhee, K. T. and Kent, J. C., 1993, "HighSpeed Spectral Infrared Imaging of Spark Ignition Engine Combustion", SAE Technical
Paper 930865, doi:10.4271/930865
[84] Jeong, Y. I., Qian, Y., Campbell, S. and Rhee, K. T., 1994, "Investigation of a Direct
Injection Diesel Engine by High-Speed Spectral IR Imaging and KIVA-II", SAE Technical
Paper 941732, doi:10.4271/941732
[85] Clasen, E., Campbell, S. and Rhee, K. T., 1995, "Spectral IR Images of DirectInjection Diesel Combustion by High-Pressure Fuel Injection", SAE Technical Paper
950605, doi:10.4271/950605

124
[86] Fusco, A., Corcione, F. E., Mazziotti, G., Vaglieco, B. M. and Papetti, F., 1995, "An
Experimental and Numerical Study of Air-Fuel Mixing and Combustion of a DividedChamber Diesel Engine System", SAE Technical Paper 952427, doi:10.4271/952427
[87] Corcione, F. E., Mazziotti, G. and Vaglieco, B. M., 1996, "Two Dimensional
Analysis of Diesel Combustion by Spectral Flame Emissivity Measurements", SAE
Technical Paper 960838, doi:10.4271/960838
[88] Vattulainen, J., Nummela, V., Hernberg, R. and Kytola, J., 2000, "A system for
quantitative imaging diagnostics and its application to pyrometric in-cylinder flametemperature measurements in large diesel engines", Measurement Science &
Technology 11(2), pp.103-119
[89] Ishii, H., Goto, Y., Odaka, M., Kazakov, A. and Foster, D. E., 2001, "Comparison of
Numerical Results and Experimental Data on Emission Production Processes in a
Diesel Engine", SAE Technical Paper 2001-01-0656, doi:10.4271/2001-01-0656
[90] Kawano, D., Senda, J., Kawakami, K., Shimada, A. and Fujimoto, H., 2001, "Fuel
Design Concept for Low Emission in Engine Systems 2nd report: Analysis of
combustion characteristics for the mixed fuels", SAE Technical Paper 2001-01-0202,
doi:10.4271/2001-01-0202
[91] Beatrice, C., Bertoli, C., Giacomo, N. D., Guido, C. and Migliaccio, M., 2002, "Incylinder Soot Evolution Analysis in a Transparent Research DI Diesel Engine Fed by
Oxygenated Fuels", SAE Technical Paper 2002-01-2851, doi:10.4271/2002-01-2851
[92] Ito, T., Kitamura, T., Ueda, M., Matsumoto, T., Senda, J. and Fujimoto, H., 2003,
"Effects of Flame Lift-Off and Flame Temperature on Soot Formation in Oxygenated
Fuel Sprays", SAE Technical Paper 2003-01-0073, doi:10.4271/2003-01-0073

125
[93] Zhang, L., Minami, T., Takatsuki, T. and Yokota, K., 1993, "An Analysis of the
Combustion of a DI Diesel Engine by Photograph Processing", SAE Technical Paper
930594, doi:10.4271/930594
[94] Donahue, R. J. and Foster, D. E., 2000, "Effects of Oxygen Enhancement on the
Emissions from a DI Diesel via Manipulation of Fuels and Combustion Chamber Gas
Composition", SAE Technical Paper 2000-01-0512, doi:10.4271/2000-01-0512
[95] Kweon, C.-B., Foster, D. E. and Shibata, G., 2000, "The Effects of Oxygenate and
Gasoline-Diesel Fuel Blends on Diesel Engine Emissions", SAE Technical Paper 200001-1173, doi:10.4271/2000-01-1173
[96] Mori, K., Jyoutaki, H., Kawai, K. and Sakai, K., 2000, "New Quiescent Combustion
System for Heavy-Duty Diesel Engines to Overcome Exhaust Emissions and Fuel
Consumption Trade-Off", SAE Technical Paper 2000-01-1811, doi:10.4271/2000-011811
[97] Nikolic, D., Wakimoto, K., Takahashi, S. and Iida, N., 2001, "Effect of Nozzle
Diameter and EGR Ratio on the Flame Temperature and Soot Formation for Various
Fuels", SAE Technical Paper 2001-01-1939, doi:10.4271/2001-01-1939
[98] Takahashi, S., Wakimoto, K., Iida, N. and Nikolic, D., 2001, "Effects of Aromatics
Content and 90% Distillation Temperature of Diesel Fuels on Flame Temperature and
Soot Formation", SAE Technical Paper 2001-01-1940, doi:10.4271/2001-01-1940
[99] Ciatti, S. A., Blobaum, E. L. and Foster, D. E., 2002, "Determination of Diesel
Injector Nozzle Characteristics Using Two-Color Optical Pyrometry", SAE Technical
Paper 2002-01-0746, doi:10.4271/2002-01-0746

126
[100] Won, Y.-H., Kamimoto, T. and Kosaka, H., 1992, "A Study on Soot Formation in
Unsteady Spray Flames via 2-D Soot Imaging", SAE Technical Paper 920114,
doi:10.4271/920114
[101] Dahlén, L. and Larsson, A., 2000, "CFD Studies of Combustion and In-Cylinder
Soot Trends in a DI Diesel Engine - Comparison to Direct Photography Studies", SAE
Technical Paper 2000-01-1889, doi:10.4271/2000-01-1889
[102] Larsson, A., 1999, "Optical Studies in a DI Diesel Engine", SAE Technical Paper
1999-01-3650, doi:10.4271/1999-01-3650
[103] Svensson, K. I., Mackrory, A. J., Richards, M. J. and Tree, D. R., 2005,
"Calibration of an RGB, CCD Camera and Interpretation of its Two-Color Images for KL
and Temperature", SAE Technical Paper 2005-01-0648, doi:10.4271/2005-01-0648
[104] Sholes, K. R., Odaka, M., Goto, Y., Ishii, H. and Suzuki, H., 2002, "Study of the
Effect of Boiling Point on Combustion and PM Emissions in a Compression Ignition
Engine Using Two-Component n-Paraffin Fuels", SAE Technical Paper 2002-01-0871,
doi:10.4271/2002-01-0871
[105] Rente, T. and Denbratt, I., 2003, "Experimental Study of the Combustion Process
in a Heavy–Duty DI Diesel Engine for Different Injection Scenarios", SAE Technical
Paper 2003-01-1783, doi:10.4271/2003-01-1783
[106] Malvar, H. S., He, L.-w. and Cutler, R., 2004, "High-Quality Linear Interpolation for
Demosaicing of Bayer-patterned Color Images", IEEE International Conference on
Acoustics, Speech and Signal Processing 3(1), pp.485-488
[107] LLNL, 2013, "n-Heptane, Detailed Mechanism, Version 3.1", https://wwwpls.llnl.gov/?url=science_and_technology-chemistry-combustion-n_heptane_version_3

127
[108] Zha, K., Florea, R.-C. and Jansons, M., 2010, "Novel Implementation of Two-Color
Soot Temperature Measurement in Optical Diesel Engine with High-speed CMOS
Digital Color Camera", International Conference on Advanced Research & Applications
in Mechanical Engineering 1569414603
[109] Monyem, A. and Gerpen, J. H. V., 2001, "The Effect of Biodiesel Oxidation on
Engine Performance and Emissions", Biomass and Bioenergy 20(pp.317-325
[110] Schumacher, L. G., Marshall, W., Krahl, J., Wetherell, W. B. and Grabowski, M.
S., 2001, "Biodiesel Emissions Data from Series 60 DDC Engines", ASAE 44(6),
pp.1465-1468
[111] Choi, C. Y., Bower, G. R. and Reitz, R. D., 1997, "Mechanisms of Emissions
Reduction Using Biodiesel Fuels", Final report for the national biodiesel board
[112] Choi, C. Y., Bower, G. R. and Reitz, R. D., 1997, "Effects of Biodiesel Blended
Fuels and Multiple Injections on D.I. Diesel Engine Emissions", SAE Technical Paper
970218, doi:10.4271/970218
[113] Serdari, A., Fragioudakis, K., Teas, C., Zannikos, F., Stournas, S. and Lois, E.,
1999, "Effect of Biodiesel Addition to Diesel Fuel on Engine Performance and
Emissions", Journal of Propulsion and Power 15(2), pp.224-231
[114] Agarwal, A. K., 2001, "Biodiesel Development and Characterization for Use as a
Fuel in Compression Ignition Engines", Journal of engineering for gas turbines and
power 123(2), pp.440
[115] Canakci, M. and Gerpen, J. H. V., 2003, "Comparison of Engine Performance and
Emissions for Petroleum Diesel Fuel, Yellow Grease Biodiesel, and Soybean Oil
Biodiesel", ASAE 46(4), pp.937-944

128
[116] Senda, J., Okui, N., Suzuki, T. and Fujimoto, H., 2004, "Flame Structure and
Combustion Characteristics in Diesel Combustion Fueled with Bio-diesel", SAE
Technical Paper 2004-01-0084, doi:10.4271/2004-01-0084
[117] Zheng, M., Mulenga, M. C., Reader, G. T., Wang, M. and Ting, D. S.-K., 2006,
"Influence of Biodiesel Fuel on Diesel Engine Performance and Emissions in Low
Temperature Combustion", SAE Technical Paper 2006-01-3281, doi:10.4271/2006-013281
[118] McCrady, J. P., Stringer, V. L., Hansen, A. C. and Lee, C.-f. F., 2007,
"Computational Analysis of Biodiesel Combustion in a Low-Temperature Combustion
Engine Using Well-Defined Fuel Properties", SAE Technical Paper 2007-01-0617,
doi:10.4271/2007-01-0617
[119] Kawano, D., Ishii, H. and Goto, Y., 2008, "Effect of Biodiesel Blending on
Emission Characteristics of Modern Diesel Engine", SAE Technical Paper 2008-012384, doi:10.4271/2008-01-2384
[120] Sharp, C. A., Howell, S. A. and Jobs, J., 2000, "The Effect of Biodiesel Fuels on
Transient Emissions from Modern Diesel Engines, Part I Regulated Emissions and
Performance", SAE Technical Paper 2000-01-1967, doi:10.4271/2000-01-1967
[121] VanGerpen, J. H., Soylu, S., Chang, D. Y. Z., "Evaluation of the lubricity of
soybean oil-based additives in diesel fuel",
[122] Munson, J. W., Hertz, P. B., Dalai, A. K. and Reaney, M. J., 1999, "Lubricity
survey of low-level biodiesel fuel additives using the 'Munson ROCLE' bench test", SAE
Technical Paper 1999-01-3590, doi:10.4271/1999-01-3590

129
[123] Senatore, A., Cardone, M. and Buono, D., 2008, "Combustion Study of a Common
Rail Diesel Engine Optimized to be Fueled with Biodiesel", Energy & Fuels 22(3),
pp.1405-1410
[124] Monyem, A., Gerpen, J. H. V. and Canakci, M., 2001, "The Effect of Timing and
Oxidation on Emissions from Biodiesel-fueled Engines", ASAE 44(1), pp.35-42
[125] Cheng, A. S., Upatnieks, A. and Mueller, C. J., 2006, "Investigation of the Impact
of Biodiesel Fueling on NOx Emissions Using an Optical Direct Injection Diesel Engine",
International Journal of Engine Research 7(4), pp.297-318
[126] Fang, T., Lin, Y.-c., Foong, T. M. and Lee, C.-f. F., 2008, "Spray and Combustion
Visualization in an Optical HSDI Diesel Engine Operated in Low-Temperature
Combustion Mode with Bio-diesel and Diesel Fuels", SAE Technical Paper 2008-011390, doi:10.4271/2008-01-1390
[127] Mueller, C. J., Boehman, A. L. and Martin, G. C., 2009, "An Experimental
Investigation of the Origin of Increased NOx Emissions When Fueling a Heavy-Duty
Compression-Ignition Engine with Soy Biodiesel", SAE Technical Paper 2009-01-1792,
doi:10.4271/2009-01-1792
[128] 2002, "A Comprehensive Analysis of Biodiesel Impacts on Exhaust Emissions",
EPA420-P-02-001,
[129] Peterson, C. L., 2000, "The Effect of Biodiesel Feedstock on Regulated Emissions
in Chassis Dynamometer Tests of a Pickup Truck", Transactions of the ASAE 43(6),
pp.1371-1381
[130] Schönborn, A., Ladommatos, N., Allan, R., Williams, J. and Rogerson, J., 2008,
"Effect of the Molecular Structure of Individual Fatty Acid Alcohol Esters (Biodiesel) on

130
the Formation of NOx and Particulate Matter in the Diesel Combustion Process",
doi:10.4271/2008-01-1578
[131] Lee, C. S., Park, S. W. and Kwon, S. I., 2005, "An Experimental Study on the
Atomization and Combustion Characteristics of Biodiesel-Blended Fuels", Energy &
Fuels 19(5), pp.2201-2208
[132] Leung, D. Y. C., Luo, Y. and Chan, T. L., 2006, "Optimization of Exhaust
Emissions of a Diesel Engine Fuelled with Biodiesel", Energy & Fuels 20(3), pp.10151023
[133] Stringer, V. L., Cheng, W. L., Lee, C.-f. F. and Hansen, A. C., 2008, "Combustion
and Emissions of Biodiesel and Diesel Fuels in Direct Injection Compression Ignition
Engines using Multiple Injection Strategies", SAE Technical Paper 2008-01-1388,
doi:10.4271/2008-01-1388
[134] Heywood, J. B., INTERNAL COMBUSTION ENGINE FUNDAMENTALS, McGrawHill New York, ISBN 0-13-978-0070286375, 1988
[135] Knothe, G., Sharp, C. A. and Thomas W. Ryan, I., 2006, "Exhaust Emissions of
Biodiesel, Petrodiesel, Neat Methyl Esters, and Alkanes in a New Technology Engine",
Energy & Fuels 20(1), pp.403-408
[136] Zha, K., Florea, R.-C. and Jansons, M., 2012, "Soot Evolution with Cyclic Crankangle-resolved Two-color Thermometry in An Optical Diesel Engine Fueled with
Biodiesel Blend and ULSD", Journal of Engineering for Gas Turbines and Power 134(9),
pp.1-7

131
[137] Patel, A., Kong, S. and Reitz, R. D., 2004, "Development and Validation of a
Reduced Reaction Mechanism for HCCI Engine Simulations", SAE Technical Paper
2004-01-0558, doi:10.4271/2004-01-0558
[138] Yu, X., Zha, K., Florea, R.-C. and Jansons, M., 2012, "Comparison of In-Cylinder
Soot Evolution in an Optically Accessible Engine Fueled with JP-8 and ULSD", SAE Int.
J. Fuels Lubr. 5(2), pp.875-891
[139] Hiroyasu, H. and Kadota, T., 1976, "Models for Combustion and Formation of
Nitric Oxide and Soot in Direct Injection Diesel Engines", SAE Technical Paper 760129,
doi:10.4271/760129
[140] Patterson, M. A., Kong, S.-C., Hampson, G. J. and Reitz, R. D., 1994, "Modeling
the Effects of Fuel Injection Characteristics on Diesel Engine Soot and NOx Emissions",
SAE Technical Paper 940523, doi:10.4271/940523
[141] Nagle, J. and Strickland-Constable, R. F., 1962, "Oxidation of carbon between
1000–2000 C", Proceedings of the Fifth Carbon Conference 1(1), pp.154
[142] Liu, Y., Tao, F., Foster, D. E. and Reitz, R. D., 2005, "Application of a MultipleStep Phenomenological Soot Model to HSDI Diesel Multiple Injection Modeling", SAE
Technical Paper 2005-01-0924, doi:10.4271/2005-01-0924
[143] Modest, M. F., RADIATIVE HEAT TRANSFER, Academic Press New York, ISBN
978-0-12-386944-9, 2013
[144] Wal, R. L. V., Ticich, T. M. and Stephens, A. B., 1998, "Optical and microscopy
investigations of soot structure alternations by laser-induced incandescence", Applied
Physics B 67(1), pp.115-123

132
[145] Gray, W. A. and Muller, R., Engineering Calculations in Radiative Heat Transfer,
Pergamon Press Oxford, 1974
[146] Filippov, A. V. and Rosner, D. E., 2000, "Energy transfer between an aerosol
particle and gas at high temperature ratios in the Knudsen transition regime",
International Journal of Heat and Mass Transfer 43(1), pp.127-38
[147] NIST, 2011, "NIST Chemistry WebBook", http://webbook.nist.gov/chemistry
[148] Goulay, F., Schrader, P. E., Nemes, L., Dansson, M. A. and Michelsen, H. A.,
2009, "Photochemical interferences for laser-induced incandescence of flamegenerated soot", Proceedings of the Combustion Institute 32(1), pp.963-970
[149] Boiarciuc, A., Foucher, F. and Mounaim-Rousselle, C., 2006, "Soot volume
fractions and primary particle size estimate by means of the simultaneous two-colortime-resolved and 2D laser-induced incandescence", Applied Physics B 83(3), pp.413421
[150] Axelsson, B., Collin, R. and Bengtsson, P. E., 2001, "Laser-induced
incandescence for soot particle size and volume fraction measurements using on-line
extinction calibration", Applied Physics B 72(3), pp.367-372
[151] Michelsen, H. A., Witze, P. O., Kayes, D. and Hochgreb, S., 2003, "Time-resolved
laser-induced incandescence of soot: the influence of experimental factors and
microphysical mechanisms", Applied Optics 42(27), pp.5577-5590
[152] Moreau, C. S., Therssen, E., Mercier, X., Pauwels, J. F. and Desgroux, P., 2004,
"Two-color laser-induced incandescence and cavity ring-down spectroscopy for
sensitive and quantitative imaging of soot and PAHs in flames", Applied Physics B 78(34), pp.485-492

133
[153] Wal, R. L. V., 2009, "Laser-induced incandescence: excitation and detection
conditions, material transformations and calibration", Applied Physics B 96(4), pp.601611
[154] Sjöholm, J., Wellander, R., Bladh, H., Richter, M., Bengtsson, P.-E., Alden, M.,
Aronsson, U., Chartier, C., Andersson, O. and Johansson, B., 2011, "Challenges for InCylinder High-Speed Two-Dimensional Laser-Induced Incandescence Measurements of
Soot", SAE Technical Paper 2011-01-1280, doi:10.4271/2011-01-1280
[155] Migliorini, F., Thomson, K. A. and Smallwood, G. J., 2011, "Investigation of optical
properties of aging soot", Applied Physics B 104(2), pp.273-283
[156] Michelson, H. A., 2003, "Understanding and predicting the temporal response of
laser-induced incandescence from carbonaceous particles", JOURNAL OF CHEMICAL
PHYSICS 118(15), pp.7012-7045
[157] Liu, F., Stagg, B. J., Snelling, D. R. and Smallwood, G. J., 2006, "Effects of
primary soot particle size distribution on the temperature of soot particles heated by a
nanosecond pulsed laser in an atmospheric laminar diffusion flame", International
Journal of Heat and Mass Transfer 49(3-4), pp.777-788
[158] Tait, N. P. and Greenhalgh, D. A., 1993, "PLIF Imaging of Fuel Fraction in
Practical Devices and LII Imaging of Soot", Physical Chemistry 97(12), pp.1619-1625
[159]

Axelsson,

B.,

Collin,

R.

and

Bengtsson,

P.-E.,

2000,

"Laser-induced

incandescence for soot particle size measurements in premixed flat flames", Applied
Optics 39(21), pp.3683-3690
[160] Wal, R. L. V., 1996, "Laser-induced incandescence: detection issues", Applied
Optics 35(33), pp.6548-6559

134
[161] Bryce, D. J., Ladommatos, N. and Zhao, H., 2000, "Quantitative Investigation of
Soot Distribution by Laser-Induced Incandescence", Applied Optics 39(27), pp.50125022
[162] Eckbreth, A. C., 1977, "Effects of laser-modulated particulate incandescence on
Raman scattering diagnostics", Journal of Applied Physics 48(11), pp.4473-4479
[163] Allouis, C., D'Alessio, A., Noviello, C. and Beretta, F., 2000, "Time resolved laser
induced incandescence for soot and cenospheres measurements in oil flames",
Combustion science and technology 153(1), pp.51-63
[164] Melton, L. A., 1984, "Soot diagnostics based on laser heating", APPLIED OPTICS

23(13), pp.2201-2208
[165] Bengtsson, P.-E. and Aldén, M., 1995, "Soot-visualization strategies using laser
techniques Laser-induced fluorescence in C2 from laser-vaporized soot and laserinduced soot incandescence", Applied Physics B 60(1), pp.51-59
[166] Wal, R. L. V. and Weiland, K. J., 1994, "Laser-induced incandescence:
Development and characterization towards a measurement of soot-volume fraction",
Applied Physics B 59(4), pp.445-452
[167] Zha, K., Yu, X. and Jansons, M., 2012, "Simultaneous High-speed Two-color
Thermometry and Laser-induced Incandescence Soot Measurements in A Small-Bore
Optical Engine Fueled with JP-8", Proceedings of the 2012 Fall Conference of the
ASME Internal Combustion Engine Division 2012-92100

135

ABSTRACT
DEVELOPMENT OF A TWO-COLOR OPTICAL DIAGNOSTIC FOR THE
DETERMINATION OF ENGINE IN-CYLINDER SOOT TEMPERATURE AND VOLUME
FRACTION EVOLUTION WITH A FLAME-CALIBRATED EMISSIVITY MODEL
by

KAN ZHA
August 2013

Advisor:

Dr. Marcis Jansons

Major:

Mechanical Engineering

Degree:

Doctor of Philosophy

A fundamental understanding of advanced compression ignition combustion is
requisite to meet the simultaneous challenges of stringent fuel efficiency and emission
standards. Single zone simulation shows that nitrogen oxide (NOx) production occurs
in a high temperature region near the leaner side of stoichiometry and soot production
in a high equivalence ratio region within a specific temperature window. Combustion
temperature, therefore, is a crucial variable that determines soot and NOx emissions
under various combustion modes, and it is thus very important to have the capability to
quantify this parameter in-cylinder. Optical diagnostic techniques such as -- Rayleigh
scattering, filtered Raman scattering (Doppler), Raman scattering, coherent anti-stokes
Raman spectroscopy (CARS), vibrational thermally-assisted fluorescence, two-line
atomic fluorescence, two-line molecular fluorescence, chemiluminescence emission,
absorption thermometry and soot two-color thermometry -- commonly provide the sole
means of non-intrusively investigating flame temperature.

However, significant

challenges of diesel combustion, such as temporal and spatial flame heterogeneity,
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interference from particle-scattering, background combustion illumination, and the
limitations imposed by laser repetition rates hinder the utilization of most of these
diagnostics. The final technique, soot two-color thermometry, is less affected by the
above factors, and therefore, has been widely utilized in diesel engine studies. This
work presents an approach to implement the classic soot classic two-color thermometry
technique on a high-speed digital color camera to realize crank-angle-resolved, spatial
distribution of in-cylinder combustion temperature.

A comparison is made between

high-speed two-color thermometry measurements and reacting flow simulations in an
engine application fueled with ULSD. The results show the simulations over-estimate
soot temperature by 10%-20% in most crank angle intervals. To improve the two-color
thermometry technique, a soot emissivity model is developed by incorporating soot
optical properties and CARS and laser-induced incandescence (LII) data obtained from
a rich (Φ=2.1), C2H4 / Air premixed flat calibration flame. With the flame-calibrated soot
emissivity model, the in-cylinder soot temperature error between simulation and
experiment decreases to ±5% implying an improvement of the soot two-color
thermometry technique.

The limitations of line-of-sight two-color thermometry are

investigated by comparing the in-cylinder soot optical thickness KL with simultaneous
soot laser-induced incandescence (LII) measurements in an optical engine. The results
exhibit significant spatial differences, implying temperature gradient along the line of
sight.
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