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Abstract
We study sampling from a target distribution ν∗ ∝ e−f using the unadjusted Langevin
Monte Carlo (LMC) algorithm when the target ν∗ satisfies the Poincare´ inequality and the
potential f is weakly smooth, i.e., ∇f is β-Ho¨lder continuous. We prove that O˜(ǫ−1/β) steps
are sufficient for LMC to reach ǫ neighborhood of the target in Chi-square divergence. We
derive the dimension dependency of the convergence rate under various scenarios, where the
effects of initialization and the Poincare´ constant are particularly taken into consideration. For
convex and first-order smooth potentials, if we assume the Kannan-Lova´sz-Simonovits (KLS)
conjecture [KLS95], then LMC with warm-start achieves the best-known rate O˜(dǫ−1) which
was previously established for strongly convex potentials. In the pessimistic case when the KLS
conjecture is not true, using the results of Lee and Vempala [LV17], and initializing LMC with
a Gaussian, we obtain the rate O˜(d3ǫ−1) for all smooth potentials that are convex up to finite
perturbations. Translating this rate to KL divergence improves upon the best-known rate for
smooth potentials that have linear tail growth. For weakly smooth potentials whose tails behave
like ‖x‖α, the regime of improvement becomes the interval α ∈ (1, 10/7]. Finally, as we rely on
the Poincare´ inequality, our framework covers a wide range of non-convex potentials that are
weakly smooth, and have at least linear tail growth.
1 Introduction
We consider sampling from a target distribution ν∗ ∝ e−f using the Langevin Monte Carlo (LMC)
xk+1 = xk − η∇f(xk) +
√
2ηWk, (1.1)
where f : Rd → R is the potential function, Wk is a d-dimensional isotropic Gaussian random
vector independent from {xl}l≤k, and η is the step size. We study the convergence of LMC (1.1)
when the potential f is convex up to finite perturbations, and its gradient is Ho¨lder continuous.
LMC algorithm is the Euler discretization of the following stochastic differential equation (SDE)
dzt = −∇f(zt)dt+
√
2dBt, (1.2)
where Bt denotes the d-dimensional Brownian motion. The solution of the above SDE is referred
to as the first-order Langevin diffusion, and the convergence behavior of the LMC algorithm (1.1)
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is intimately related to the properties of the diffusion process (1.2). Denoting the distribution of zt
with ρt, the following Fokker-Planck equation describes the evolution of the above dynamics [Ris96]
∂ρt(x)
∂t = ∇ · (∇f(x)ρt(x)) + ∆ρt(x) = ∇ ·
(
ρt(x)∇ log ρt(x)ν∗(x)
)
. (1.3)
Convergence to equilibrium of the above equation has been studied extensively under various as-
sumptions and distance measures. Defining the Chi-square divergence and the KL divergence
between two probability distributions ρ and ν in Rd as,
χ2
(
ρ|ν) = −1 + ∫ ( ρ(x)ν(x))2 ν(x)dx and KL(ρ|ν) = ∫ log ( ρ(x)ν(x)) ρ(x)dx, (1.4)
Poincare´ inequality (PI) and log-Sobolev inequality (LSI) are particularly useful conditions on the
target, and they imply the exponential convergence of (1.3) in Chi-square and KL divergence,
respectively. LSI is known to hold for strongly log-concave distributions [BE´85], and it is robust
against finite perturbations [HS87]. Therefore, the applicability of LSI condition is restricted to
potentials that have at least quadratic tail growth. On the other hand, PI holds under much weaker
conditions, i.e., any log-concave distribution satisfies PI [LV17], and it is also robust against finite
perturbations [BGL13]. Since a convex potential has to grow at least linearly [BBCG08, EH20],
it follows that potentials exhibiting at least linear growth must satisfy PI. Although PI allows
one to cover a much larger class of potentials compared to LSI, it poses significant challenges to
the analysis; e.g., dimension dependencies induced by the Poincare´ constant and the initialization
should be taken into consideration.
A probability density ν satisfies the Poincare´ inequality (PI) if the following holds
∀ρ, χ2(ρ|ν) ≤ CP ∫Rd ∥∥∇ ρ(x)ν(x)∥∥2ν(x)dx, (PI)
where CP is termed as the Poincare´ constant, and ρ is a probability density. If ν∗ satisfies (PI),
it is straightforward to show that dχ2
(
ρt|ν∗
)
/dt = −2 ∫ ‖∇ ρt(x)ν∗(x)‖2ν∗(x)dx; thus, PI implies the
exponential convergence of the diffusion
d
dtχ
2
(
ρt|ν∗
) ≤ − 2CPχ2(ρt|ν∗) =⇒ χ2(ρt|ν∗) ≤ e−2t/CPχ2(ρ0|ν∗). (1.5)
Under additional smoothness assumptions on the potential function, convergence behavior of (1.3)
to equilibrium can be translated to that of the LMC algorithm. In particular, implications of LSI
on the convergence of LMC is relatively well-understood [Dal17b, DM17, VW19, EH20]; however,
there is no convergence analysis of LMC in Chi-square divergence when the target satisfies PI.
Motivated by [CGL+20], this work studies the relationship between PI and the convergence of
LMC in Chi-square divergence. Our results improve the best-known rates for LMC for convex po-
tentials up to finite perturbations that have linear tail growth, without resorting to KLS conjecture
or warm-start. Our contributions can be summarized as follows.
• For target distributions ν∗ ∝ e−f that satisfy PI with a potential f that has β-Ho¨lder continu-
ous gradient, we establish the convergence rate O˜(ǫ−1/β) for the LMC algorithm in Chi-square
divergence, i.e., LMC reaches ǫ neighborhood of a d-dimensional target in Chi-square diver-
gence after O˜(ǫ−1/β) steps. This convergence rate holds for all weakly smooth potentials that
have at least linear tail growth, and implies the same rate in KL divergence.
• We investigate the effects of initialization as well as the validity of KLS conjecture, both of
which enter the convergence rate through dimension dependency. In the optimistic scenario
when LMC is initialized with warm-start and the KLS conjecture is true, we show that the
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best-known convergence rate, which was established for strongly convex and smooth potentials
in KL divergence, holds for all convex and smooth potentials. In the pessimistic case when
the LMC algorithm is initialized with a Gaussian and the KLS conjecture is false, our rates
still improve the best-known rates for potentials that have linear tail growth. In the case of
weakly smooth potentials whose tails behave like f(x) ∼ ‖x‖α, regime for which we prove a
faster convergence rate for LMC becomes α ∈ (1, 10/7], where α denotes the tail growth rate
of the potential. These results are summarized in Table 2.
• Using the properties of the Chi-square divergence, we obtain convergence rates in various
measures of distance including L2-Wasserstein distance, which to the best of our knowledge,
is the first result in this metric for LMC for potentials that grow slower than quadratic. This
covers a wide range of non-convex, weakly smooth potentials that grow at least linearly.
The rest of this paper is organized as follows. In the remainder of this section, we briefly survey
the related work and the notation. Section 2 contains the convergence results under the Poincare´
inequality. Section 3 explores the effects of initialization as well as the KLS conjecture, and derives
the rates with and without these assumptions. In Section 4, we show the applicability of our results
over three examples, and compare our rates with existing work. Finally, we conclude in Section 5
with brief remarks on the future work, and provide the postponed proofs in Section 6.
Related work. Started by the pioneering works [DM16, Dal17b, DM17], non-asymptotic analysis
of LMC has drawn a lot of interest [Dal17a, CB18, CCAY+18, DM19, DMM19, VW19, DK19,
BDMS19, LWME19]. It is known that O˜ (dǫ−1) steps of LMC yield an ǫ accurate sample in KL
divergence for strongly convex and first-order smooth potentials [CB18, DMM19]. This is still
the best-known rate in this setup, and recovers the best-known rates in total variation and L2-
Wasserstein metrics [DM17, Dal17b, DM19]. Recently, these global curvature assumptions are
relaxed to growth conditions [CCAY+18, EMS18]. For example, [VW19] established convergence
guarantees for LMC when sampling from targets distributions that satisfy a log-Sobolev inequality,
and has a smooth potential. This corresponds to potentials with quadratic tails [BE´85, BG99] up
to finite perturbations [HS87]; thus, this result is able to deal with non-convex potentials while
achieving the same rate of O˜ (dǫ−1) in KL divergence.
The results for vanilla LMC for weakly smooth potentials are limited. [CDJB20] established the
convergence rate of O˜ (d2+1/βǫ−2/β) in total variation distance by imposing a composite structure
that ensured strong convexity. Recently, [EH20] established convergence rates for potentials with
β-Ho¨lder continuous gradients that have at least linear growth. Their technique relies on a moment-
dependent variant of LSI, and ultimately by tuning the moment order, they obtain the convergence
rate for the last LMC iterate. In contrast, we use the vanilla Poincare´ inequality, which makes
the analysis simpler and enables us to extend the convergence guarantees to all subsequent iterates
beyond the required number of steps. A thorough comparison is provided in Section 4.
Our work relies on diffusion processes and functional inequalities. We refer interested reader to
[MV99] and [BGL13] for further details about these topics.
Notation. Throughout the paper, log denotes the natural logarithm. For a real number x ∈ R,
we denote its absolute value with |x|. We denote the Euclidean norm of a vector x ∈ Rd with ‖x‖.
The gradient, divergence, and Laplacian of f are denoted by ∇f(x), ∇ · f(x) and ∆f(x).
We use E [x] to denote the expected value of a random variable or a vector x, where expecta-
tions are over all the randomness inside the brackets. For probability densities p,q on Rd, we use
KL
(
p|q) and χ2(p|q) to denote their KL divergence (or relative entropy) and Chi-square divergence,
respectively, which are defined in (1.4).
We denote the Borel σ-field of Rd with B(Rd). L2-Wasserstein distance and total variation (TV)
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metric are defined respectively as
W2(p, q) = infν
(∫ ‖x− y‖2dν(p, q))1/2, and TV (p, q) = supA∈B(Rd) ∣∣∫A(p(x)− q(x))dx∣∣ ,
where in the first formula, infimum runs over the set of probability measures on Rd × Rd that has
marginals with corresponding densities p and q.
O˜ notation is used to hide log-factors in big O notation, i.e., for functions f and g, we say
f(x) = O˜(g(x)) if ∃k > 0 such that f(x) = O(g(x) log(g(x))k).
Multivariate Gaussian distribution with mean µ ∈ Rd and covariance matrix Σ ∈ Rd×d is
denoted with N (µ,Σ). Throughout the paper, xk is used to denote the k-th iteration of LMC with
ρk denoting its distribution. Bt and Wk are used to denote the standard Brownian motion and
Gaussian noise, respectively. The target distribution and its potential are denoted by ν∗ ∝ e−f
and f , and λ∗ denotes the largest eigenvalue of the covariance matrix of the target distribution.
We reserve ǫ, d, and η for accuracy (tolerance), dimension, and step size, respectively. Finally, CP
denotes the Poincare´ constant in (PI).
2 Main Results under the Poincare´ Inequality
We study target distributions that satisfy the Poincare´ inequality.
Assumption 1 (Poincare´ inequality). The target ν∗∝e−f satisfies (PI) with Poincare´ constant CP.
PI can be seen as a linearization of LSI [OV00] and it is less restrictive in the sense that, LSI
requires at least quadratic tail growth on the potential f [BE´85, HS87, BG99] whereas PI only
requires at least linear growth. In particular, PI is known to hold for targets with a potential f
satisfying
〈x,∇f(x)〉 ≥ α‖x‖ for ‖x‖ ≥ R,
for some positive constants α and R [BBCG08, Corollary 1.6]. This covers all log-concave targets
[BBCG08, Lemma 2.2], and their finite perturbations [BGL13, Proposition 4.2.7].
The Poincare´ inequality is sufficient to achieve exponential convergence of the diffusion in Chi-
square divergence [CGL+20]; thus, this will be the metric of choice to establish convergence of
LMC. Chi-square divergence conveniently upper bounds a variety of distance measures between
probability distributions. For example, KL divergence, TV and W2 metrics can be bounded as
TV (ρ, ν∗) ≤
√
KL
(
ρ|ν∗
)
/2 ≤
√
χ2
(
ρ|ν∗
)
/2 and W2(ρ, ν∗)2 ≤ 2CPχ2
(
ρ|ν∗
)
. (2.1)
Above, the former inequality is due to [Tsy08, Lemma 2.7] together with Csisza´r-Kullback-Pinsker
inequality, and the latter is shown to hold in, for example [Liu20, Theorem 1.1]. Since a majority
of the recent rates for LMC are established in KL divergence, we make the rate comparisons in this
distance measure. We emphasize that the Poincare´ constant may depend on dimension d, which is
taken into consideration in the final rate calculations in Section 3.
2.1 Evolution of the discrete chain
A representative analysis of LMC (see e.g. [VW19, EH20]) starts with the interpolation process,
dx˜k,t = −∇f(xk)dt+
√
2dBt with x˜k,0 = xk. (2.2)
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We denote by ρ˜k,t and ρk, the distributions of x˜k,t and xk, and we observe easily that ρ˜k,η = ρk+1.
The advantage of analyzing the interpolation process is in its continuity in time, which allows one
to work with the Fokker-Planck equation. Using this diffusion, in Lemma 1, we show that the time
derivative of χ2
(
ρ˜k,t|ν∗
)
differs from the differential inequality (1.5) by an additive error term.
Lemma 1. If ν∗ satisfies Assumption 1, then the following inequality governs the evolution of
Chi-square divergence of interpolated process (2.2) from the target
d
dtχ
2
(
ρ˜k,t|ν∗
) ≤ − 32CPχ2(ρ˜k,t|ν∗)+ 2E [‖∇f(x˜k,t)−∇f(xk)‖2] . (2.3)
Proof. The proof follows from similar lines that lead to a differential inequality in KL divergence
(see for example [VW19]). Let ρ˜t|k denote the distribution of x˜k,t conditioned on xk, which satisfies
∂ρ˜t|k(x)
∂t = ∇ · (∇f(xk)ρ˜t|k(x)) + ∆ρ˜t|k(x).
Taking expectation with respect to xk we get
∂ρ˜k,t(x)
∂t = ∇ · (
∫ ∇f(xk)ρ˜tk(x, xk)dxk) + ∆ρ˜k,t(x)
= ∇ · (ρ˜k,t(x) ∫ ∇f(xk)ρ˜k|t(xk|x˜k,t = x)dxk +∇ρ˜k,t(x))
= ∇ · (ρ˜k,t(x) (E [∇f(xk)|x˜k,t = x)] +∇ log ρ˜k,t(x)))
= ∇ ·
(
ρ˜k,t(x)
(
E [∇f(xk)−∇f(x)|x˜k,t = x] +∇ log
(
ρ˜k,t(x)
ν∗(x)
)))
.
Now we consider the time derivative of Chi-square divergence of ρ˜k,t from the target ν∗
d
dtχ
2
(
ρ˜k,t|ν∗
)
= 2
∫ ρ˜k,t(x)
ν∗(x)
× ∂ρ˜k,t(x)∂t dx
= 2
∫ ρ˜k,t(x)
ν∗(x)
×∇ ·
(
ρ˜k,t(x)
(
E [∇f(xk)−∇f(x)|x˜k,t = x] +∇ log
(
ρ˜k,t(x)
ν∗(x)
)))
dx
1
= −2 ∫ ρ˜k,t(x)〈∇ ρ˜k,t(x)ν∗(x) ,E [∇f(xk)−∇f(x)|x˜k,t = x] +∇ log
(
ρ˜k,t(x)
ν∗(x)
)
dx〉
= −2 ∫ ‖∇ ρ˜k,t(x)ν∗(x) ‖2ν∗(x)dx + 2 ∫ 〈∇ ρ˜k,t(x)ν∗(x) ,E [∇f(x)−∇f(xk)|x˜k,t = x]〉ρ˜k,t(x)dx
2≤ −32
∫ ‖∇ ρ˜k,t(x)ν∗(x) ‖2ν∗(x)dx+ 2 ∫ E [‖∇f(x)−∇f(xk)‖2|x˜k,t = x] ρ˜k,t(x)dx
3≤ − 32CPχ2
(
ρ˜k,t|ν∗
)
+ 2E
[‖∇f(x˜k,t)−∇f(xk)‖2] ,
where step 1 follows from the divergence theorem, step 2 from 〈a, b〉 ≤ 14‖a‖2 + ‖b‖2 and in step 3,
we used Assumption 1.
The above differential inequality (2.3) is the discrete version of (1.5), which will be used to
establish a single step bound that can be iterated to yield the final convergence result. For this, we
control the additive error term in (2.3), namely ‖∇f(x˜k,t) − ∇f(xk)‖, under various smoothness
conditions on the potential function. We consider smooth potentials with Lipschitz continuous
gradient in Section 2.2, and weakly smooth potentials with β-Ho¨lder continuous gradient for β ∈
(0, 1) in Section 2.3. The analysis for these cases are different, and lead to different rates, which
are discussed in the subsequent sections in detail.
2.2 Smooth potentials
In this section, we assume that the potential is first-order smooth as follows.
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Assumption 2 (Smoothness). The gradient of the potential f satisfies
∀x, y, ‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖.
In contrast to the continuous case where the convergence rate of the diffusion process was
dimension-free (except for the possibility of the dimension dependent Poincare´ constant), the bias
in the discrete time process will induce extra dimension dependency. Using the above smoothness
assumption in conjunction with Lemma 1, we prove the following single step bound.
Lemma 2. If Assumptions 1 and 2 hold, then the following inequality is satisfied between the
consecutive iterates of the LMC algorithm,
χ2
(
ρk+1|ν∗
) ≤ (e− 3η2CP + 8CPL4η3)χ2(ρk|ν∗)+ 4dL2η2 (1 + Lη) .
Proof follows from integrating the differential inequality (2.3) in Lemma 1 and bounding the
moments with the Chi-square divergence. We defer it to Section 6 and discuss its implications first.
By iterating the bound in the previous lemma, we establish the following convergence guarantee.
Theorem 3. Suppose that the target ν∗ ∝ e−f satisfies Assumption 1 and the potential f satisfies
Assumption 2. Then for a small ǫ satisfying ǫ ≤ ψ , 8d(1 ∧ 4LCP ∧ 2(LCP)2) and for some
∆0 upper bounding the error at initialization, i.e. χ
2
(
ρ0|ν∗
) ≤ ∆0, if we choose the step size as
η = 3
128CPL2
× ǫd then LMC reaches ǫ accuracy (i.e. χ2
(
ρN |ν∗
) ≤ ǫ) after N steps for any N
satisfying
N ≥ 114(CPL)2 × d
ǫ
× log
(
2∆0
ǫ
)
.
Proof. For this choice of η and the bound on ǫ, we have η ≤
√
3
8CPL2
∧ 2CP3 ∧ 1L . This implies
e
− 3
2CP
η
+ 8CPL
4η3 ≤ 1− 38CP η, and 4dL2η2(1 + Lη) ≤ 8dL2η2.
Combining the above bounds with Lemma 2, we easily get
χ2
(
ρk|ν∗
) ≤ (1− 38CP η)χ2(ρk−1|ν∗)+ 8dL2η2. (2.4)
We state the following elementary lemma.
Lemma 4. For a real sequence {θk}k≥0, if we have θk ≤ (1− a)θk−1 + b for some a ∈ (0, 1), and
b ≥ 0, then θk ≤ e−akθ0 + b/a.
Iterating (2.4) with the help of Lemma 4, we obtain the following bound
χ2
(
ρk|ν∗
) ≤ e− 3ηN8CP∆0 + 64CPdL2η3 .
The conditions on η and N imply that each term on the RHS is bounded by ǫ/2.
The above theorem implies the rate O˜(C2P dǫ log
(
2∆0
ǫ
)
) in Chi-square divergence. Here, both CP
and ∆0 may depend on the dimension, which will be discussed in detail in Section 3. The next
corollary translates the above convergence result to other measures of distance.
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Corollary 5. Using (2.1), the previous theorem implies that if LMC is run with the following
triplets of step size, number of steps, and accuracy satisfying,
ηW2 =
3
256C2PL
2 × ǫ2d , NW2 ≥ 228C3PL2 × dǫ2 × log
(
4CP∆0
ǫ2
)
for ǫ ≤ √2ψCP,
ηKL =
3
128CPL2
× ǫd , NKL ≥ 114(CPL)2 × dǫ × log
(
2∆0
ǫ
)
for ǫ ≤ ψ,
ηTV =
3
64CPL2
× ǫ2d , NTV ≥ 57(CPL)2 × dǫ2 × log
(
∆0
ǫ2
)
for ǫ ≤
√
ψ
2 ,
we obtain a sample within ǫ distance from the target in W2, KL, and TV, respectively. Here, ψ is
defined in Theorem 3.
We emphasize the significance of the rate obtained in L2-Wasserstein metric, which is the first
convergence result in this metric for LMC under subquadratic growth. Previous results established
rates under KL divergence in this regime; however, lack of Talagrand’s inequality for subquadratic
potentials prevented translating these to L2-Wasserstein metric.
2.3 Weakly smooth potentials
It is often the case in practice that the potential function is not sufficiently smooth and may not
satisfy Assumption 2 [CDJB20]. In this section, we extend the results of the previous section to
weakly smooth potentials, i.e. potentials with β-Ho¨lder continuous gradient.
Assumption 3 (Weak smoothness). For some β ∈ (0, 1), the gradient of the potential satisfies
∀x, y, ‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖β.
Clearly, the case β = 1 corresponds to Assumption 2. However, the analysis for the case
β ∈ (0, 1) differs in handling the moments of LMC; thus, the Lipschitz case is intentionally excluded
from the analysis of the current section. More specifically, although the results of this section will
improve the best-known rates, they will not recover the rates obtained in the previous section if we
let β → 1. This suggests that there is still room for improvement in the analysis of this section.
In the weakly smooth case, we make the following additional α-dissipativity assumption.
Assumption 4 (α-dissipativity). For α ∈ [1, 1+β], and some constants a > 0 and b ≥ 0, we have
∀x, 〈∇f(x), x〉 ≥ a‖x‖α − b.
This assumption is a relaxation of the more common 2-dissipativity, and the transition from
α = 2 to α < 2 mimics the relaxation from LSI to PI in that, the above assumption holds for
all potentials with at least linear growth whereas 2-dissipativity implies at least quadratic tails.
Specifying the growth rate α will allow us to obtain tighter moment bounds for the target. This is
seen in the next lemma where the moment bounds depend on the growth rate α.
Lemma 6. If Assumption 4 holds, then the second moment of the target satisfies
x ∼ ν∗, E
[‖x‖2] ≤ (a+b+3a/2 )2/α d2/α.
Proof. Refer to [EH20, Lemma 22] for the proof of a more general statement.
Using the interpolation diffusion (2.2) and Lemma 1 as well as the moment bound in Lemma 6,
we establish the following single step bound in the weakly smooth case (cf. Lemma 2).
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Lemma 7. If Assumptions 1, 3 and 4 hold, then the following inequality is satisfied between the
consecutive iterates of the LMC algorithm,
χ2
(
ρk+1|ν∗
) ≤ (e−3η2CP + 8Cβ2P L2(1+β)η2β+1)χ2(ρk|ν∗)+ 4L2dβηβ+1 + 8L2η2β+1‖∇f(0)‖2β
+ 8Cβ
2
P L
2(1+β)η2β+1 + 8η2β+1L2(1+β)
(
a+b+3
a/2
)2β2/α
d2β
2/α.
Proof is almost identical to that of Lemma 2 except in handling the target moments. We defer
the proof to Section 6, and iterate the above bound to obtain the final convergence guarantee.
Theorem 8. Suppose that the target ν∗ ∝ e−f satisfies Assumption 1, and the potential f satisfies
Assumptions 3 and 4. Then for a small ǫ satisfying ǫ ≤ ψ, and for some ∆0 upper bounding the
error at initialization, i.e. χ2
(
ρ0|ν∗
) ≤ ∆0, if the step size is set to η = (3ǫd−(β∨2β2/α)64CP(6+L2)
) 1
β
, then
LMC reaches ǫ accuracy (i.e. χ2
(
ρN |ν∗
) ≤ ǫ) after N steps for any N satisfying
N ≥ 3(24L2 + 144)1/βC1+1/βP
d1∨(2β/α)
ǫ1/β
log
(
2∆0
ǫ
)
,
where, for γ = 64CP(6 + L
2)dβ∨2β2/α/3, ψ is given as
ψ , γ
{(
2CP
3
)β ∧√ 3
64C1+β
2
P
L−1−β ∧ L−2−2β
(
a+b+3
a/2
)−2β2/α ∧ C−β2P L−2−2β ∧ L−2‖∇f(0)‖−2β}.
Proof. The bound on ǫ implies that
ηβ ≤
(
2CP
3
)β ∧√ 3
64C1+β
2
P
L−1−β ∧ L−2−2β
(
a+b+3
a/2
)−2β2/α ∧ C−β2P L−2−2β ∧ L−2‖∇f(0)‖−2β ,
which further implies the inequalities e
−3η
2CP + 8Cβ
2
P L
2(1+β)η2β+1 ≤ 1− 3η8CP and
8ηβL2(1+β)
(
a+ b+ 3
a/2
)2β2/α
d2β
2/α + 8Cβ
2
P L
2(1+β)ηβ + 8L2ηβ‖∇f(0)‖2β + 4L2dβ
≤ 4L2dβ + 8d2β2/α + 16 ≤ (24 + 4L2)dβ∨2β2/α.
Combining these bounds with Lemma 7, we get
χ2
(
ρk|ν∗
) ≤ (1− 38CP η)χ2(ρk−1|ν∗)+ (24 + 4L2)dβ∨2β2/αηβ+1.
Iterating this with Lemma 4, we obtain the following bound
χ2
(
ρk|ν∗
) ≤ e− 3ηN8CP ∆0 + 8CP(24+4L2)dβ∨2β2/α3 ηβ .
The values for η and N imply that each term on RHS is bounded by ǫ/2, completing the proof.
The next corollary translates the above convergence result to various other measures of distance.
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Corollary 9. Using (2.1), the previous theorem implies that if LMC is run with the following
triplets of step size, number of steps, and accuracy satisfying,
ηW2 =
(
3
128C2PL¯
2
) 1
β × ǫ
2
β
d1∨
2β
α
, NW2 ≥ 3C
1+ 2
β
P
(
48L¯2
) 1
β × d1∨
2β
α
ǫ
2
β
×log
(
4CP∆0
ǫ2
)
for ǫ ≤ √2ψCP,
ηKL =
(
3
64CPL¯2
) 1
β × ǫ
1
β
d1∨
2β
α
, NKL ≥ 3C
1+ 1
β
P (24L¯
2)
1
β × d1∨
2β
α
ǫ
1
β
× log (2∆0ǫ ) for ǫ ≤ ψ,
ηTV =
(
3
32CPL¯2
) 1
β × ǫ
2
β
d1∨
2β
α
, NTV ≥ 3C
1+ 1
β
P (12L¯
2)
1
β × d1∨
2β
α
ǫ
2
β
× log (∆0
ǫ2
)
for ǫ ≤
√
ψ
2 ,
we obtain a sample within ǫ distance from the target in W2, KL, and TV, respectively. Here,
L¯2 , 6 + L2 and ψ is defined in Theorem 8.
For a potential with β-Ho¨lder continuous gradient satisfying α-dissipativity, ǫ dependency of the
rate is O˜(ǫ−1/β) in both Chi-square and KL divergence. We notice that the dimension dependency
is O˜(C1+1/βP log(∆0)d1∨(2β/α)) which, in contrast to the smooth case (β = 1), depends on the growth
rate α. This is due to using Lemma 6, where we bound the second moment of the target using
α-dissipativity. In the case 2β/α ≤ 1, the dimension dependency is the same for both smooth
and weakly smooth cases. This covers canonical potentials of the form ‖x‖α for α ∈ [1, 2] where
β = α−1. In the case 2β/α > 1, the above rate cannot recover the one obtained for the smooth case
by letting β → 1. We conclude this section by noting that PI by itself cannot remove the growth α
from the rate and a certain smoothness is needed. For example, the distribution ν∗ ∝ exp (−‖x‖4)
satisfies PI with a dimension free constant, but E
[‖∇‖x‖4‖2] is Ω(d3/2) and can not be bounded
by O(d) which is needed to achieve the rate obtained in the case of smooth potentials.
3 Effects of Poincare´ Constant and Initialization on the Rate
The established rates depend on the Poincare´ constant CP and the log of the initial error, i.e. log ∆0
for some ∆0 satisfying χ
2
(
ρ0|ν∗
) ≤ ∆0. Although these quantities do not affect the ǫ dependency
of the rate, they may depend on dimension, which is the main focus of this section.
3.1 Gaussian initialization vs warm-start
Initializing LMC with a Gaussian yields an initial error bound ∆0 that is exponential in dimension.
Proposition 10. Let f satisfy Assumptions 3 and 4, and x∗ denote a critical point of f . Set
M = |f(x∗)|+ 2Lβ+1 (1 + ‖x∗‖2) and initialize LMC with x0 ∼ N (0, 14M I). Then, for d ≥ 4, we have
logχ2
(
ρ0|ν∗
) ≤M + d2 log 2Mπ + (2ba ) 1α
(
‖∇f(0)‖+ L (2ba ) βα
)
+ b+ |f(0)|+ dα log (4πda ).
The above bound is O(d log(d)); therefore, initializing with a Gaussian random vector with
sufficiently small variance will increase the dimension dependency of the rate by this factor. More
specifically, under Gaussian initialization, the dimension dependencies of the rates established in
Theorems 3 and 8 become O˜(C2Pd2) and O˜(C1+1/βP d2∨(2β/α+1)) for smooth and weakly smooth
potentials, respectively. Arguably, this is an artifact of the Chi-square divergence instead of, say,
KL divergence where the additional dimension dependency is logarithmic in d.
It is common in the MCMC literature that a sampling algorithm is initialized under a warm-
start assumption, which informally means that the initial distribution is close to the target in some
sense [DCWY19, DMM19, Dal17b]. We state the following warm-start assumption.
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Assumption 5 (Warm-start). LMC is initialized with ρ0 satisfying χ
2
(
ρ0|ν∗
) ≤ Kdn, for some K
and n that do not depend on the dimension.
Since the convergence rates in Theorems 3 and 8 depend on log(∆0) for χ
2
(
ρ0|ν∗
) ≤ ∆0, the
warm-start assumption may only contribute log(d) factors into the convergence rate. Under this
assumption, the established rates have the corresponding dimension dependencies O˜(C2Pd) and
O˜(C1+1/βP d1∨2β/α) for smooth and weakly smooth potentials, respectively. We emphasize that
the above warm-start assumption may not be feasible in practice, in which case our rates still
improve the best-known rates for potentials with near-linear tail growth (see Section 3.2 for details).
Constructing an O˜(d)-complexity LMC-based algorithm that generates ρ0 satisfying Assumption 5
is an important problem left for a future study.
3.2 Poincare´ constant: CP
It is known that LSI implies Talagrand’s inequality which further implies PI. In fact, PI is the lin-
earization of both LSI and Talagrand’s inequality, and LSI with constant CP/2 implies Talagrand’s
inequality with constant 2CP which implies (PI) [OV00]. Moreover, LSI holds for a strongly convex
potential [BE´85], and its finite perturbation [HS87], with a dimension-free LSI constant. Thus,
Poincare´ constant is dimension-free in this case, providing the following rates.
Corollary 11. If ν∗ satisfies LSI and Assumption 2 holds, rates implied by Theorem 3 and Corol-
lary 5 are summarized in Table 1.
Distance Rate w/ Gaussian init Rate w/ warm-start
χ2,KL O˜(d2/ǫ) O˜(d/ǫ)
TV,W2 O˜(d
2/ǫ2) O˜(d/ǫ2)
Table 1: Rates of LMC for smooth potentials satisfying LSI with Gaussian and warm-start.
In the above corollary, only smooth potentials are considered since weak smoothness implies a
subquadratic growth, and it is known, for example the potential f(x) = |x|α+C for α < 2 does not
satisfy LSI [BG99]. Note that in the case of warm-start, these rates recover the best-known rates
in various distances [CB18, VW19, Dal17b, DMM19]. However, when initialized with a Gaussian
satisfying the conditions of Proposition 10, the dimension dependency is larger by a factor of 1.
Consequently in this case, the existing rates in KL divergence, and TV andW2 metrics outperform
the rates of Corollary 11; however, the convergence rate in Chi-square divergence is new.
For potentials that are not strongly convex or lack quadratic tail growth, Poincare´ constant may
be dimension dependent. The sharpest dimension dependency known to this date is due to [LV17],
which states that for a log-concave target distribution ν∗, and λ∗ denoting the largest eigenvalue
of its covariance matrix, for a universal constant K, we have CP ≤ Kd1/2λ∗. This result also holds
under finite perturbations [BGL13, Proposition 4.2.7]; thus, a potential that can be written as a
δ-perturbation of a convex potential will satisfy PI with constant CP = O(e4δd1/2) (here, factor 4
in e4δ is to account for the normalizing constant).
While the existing bounds on the Poincare´ constant depend on the dimension, celebrated
Kannan-Lova´sz-Simonovits (KLS) conjecture [KLS95] states that the optimal bound for convex
potentials is dimension-free, i.e., CP ≤ Kλ∗, for some universal constant K. The following corol-
lary summarizes the convergence rates of LMC in Chi-square divergence (and other measures of
distance), both under the KLS conjecture as well as the tightest proven bound of [LV17].
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Figure 1: Dimension dependency of the convergence rates of LMC in KL divergence for potentials
with tail growth α. Red dashed curve is the known rate of [EH20] established under a modified LSI
(notice the discontinuity at α = 1 in the left plot). Other curves correspond to rates established in
this paper under various assumptions. Solid curves correspond to the regimes where the existing
rate is improved by the current work.
Corollary 12. Suppose the potential f can be written as a finite perturbation of a convex function.
The following table summarizes the convergence rates of LMC in various settings.
Distance Assumption
Convergence Rate
w/ KLS & Warm-start
Additional factor
w/o KLS
Additional factor
w/o Warm-start
χ2,KL 2 O˜(d/ǫ) ×O˜(d) ×O˜(d)
TV 2 O˜(d/ǫ2) ×O˜(d) ×O˜(d)
W2 2 O˜(d/ǫ
2) ×O˜(d3/2) ×O˜(d)
χ2,KL 3 & 4 O˜(d1∨2β/α/ǫ1/β) ×O˜(d(β+1)/(2β)) ×O˜(d)
TV 3 & 4 O˜(d1∨2β/α/ǫ2/β) ×O˜(d(β+1)/(2β)) ×O˜(d)
W2 3 & 4 O˜(d
1∨2β/α/ǫ2/β) ×O˜(d(β+2)/(2β)) ×O˜(d)
Table 2: Convergence rates of LMC for a potential that is a finite perturbation of a convex function.
Third column is the rate under the assumptions of KLS conjecture and warm-start, and the last
two columns show the additional dimension factor if any of these assumptions are removed.
The ǫ dependencies stated in Corollary 12 are independent of KLS and warm-start, and they
coincide with the best-known ǫ dependency for weakly smooth potentials with subquadratic growth
known to authors [EH20]. Under KLS and warm-start, the above result improves the best-known
dimension dependency for any potential whose tail growth is in the range α ∈ [1, 2]. Without
relying on conjectures, namely under [LV17] and Gaussian initialization, the established rates still
improve the best-known rates for smooth potentials whose tail growth is linear (i.e. α = 1). The
improvement range is α ∈ (1, 10/7] if one considers canonical weakly smooth potentials of the form
‖x‖α (‖x‖ is not differentiable at 0). Figure 1 demonstrates the regimes of improvement.
Finally, we refer interested reader to [KD20, Section C] for a discussion on some of the issues
covered in this section.
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4 Examples
We demonstrate the results of previous sections over several examples. The rates discussed in this
section are in terms of KL divergence since many recent works rely on this distance measure.
Example 1 (Weakly smooth potential with subquadratic tails): Consider the potential
f(x) = ‖x‖α for α ∈ (1, 2) (or its finite perturbation, e.g. f(x) = ‖x‖α + cos (‖x‖)). The ǫ depen-
dency of the rate achieved by LMC is O˜(ǫ1/(α−1)) as given by Corollary 12. The dimension depen-
dency of the rate is stated in Table 3, with and without the assumptions of warm-start and KLS
conjecture. The table also compares these rate to the best-known rate of O˜(d(3−α)/(α−1)) [EH20].
Assumption None KLS Warm-start KLS & Warm-start
d-dependence (5α− 4)/(2α − 2) 2 (3α− 2)/(2α− 2) 1
Improves [EH20] when α ≤ 10/7 α ≤ 5/3 α ≤ 8/5 Always
Table 3: Dimension dependence for f(x) = ‖x‖α when α ∈ (1, 2).
Example 2 (Smooth potential with linear tails): Consider the potential f(x) =
√
1 + ‖x‖2
which is convex and has linear tails. The rate obtained from Corollary 12 is O˜(d/ǫ) under KLS
and warm-start. Without the KLS conjecture, the rate drops to O˜(d2/ǫ), and further removing the
warm-start condition, the rate becomes O˜(d3/ǫ). However, all of these rates are tighter than the
rates of O˜(d5/ǫ3) [CB18] (calculated by assuming W2(ρ0, ν∗) = O˜(d)), and O˜(d5/ǫ) [EH20].
Example 3 (Bayesian logistic regression): In Bayesian logistic regression, the goal is to gen-
erate samples from a posterior distribution with the following potential function
f(x) = − log p(x)− 〈Y, V x〉+∑ni=1 log(1 + exp(〈x, vi〉)),
where V ∈ Rm×d and Y ∈ Rm denote the matrix of covariates and the response vector, respectively,
and vi is the i-th row of V . In practice, the prior distribution p can be arbitrary whereas most
theoretical results require the prior to be the Gaussian distribution in order to ensure that the
potential is smooth and has quadratic growth [Dal17b, LWME19]. Our results allow us to use
subquadratic priors like pseudo-Huber prior p(x) ∝ exp (1−√1 + ‖x‖2) [GDVM19, HZ03], which
results in a similar setting as in the previous example, and we obtain the rates O˜(d/ǫ) under KLS
conjecture and warm-start, O˜(d2/ǫ) without KLS, and O˜(d3/ǫ) without KLS nor warm-start. All
these rates are tighter than the previously known rates of O˜(d5/ǫ3) [CB18] and O˜(d5/ǫ) [EH20].
5 Conclusion
In this paper, we analyzed the convergence of unadjusted LMC algorithm for a class of target
distributions that satisfy Poincare´ inequality, and have smooth and weakly smooth potentials. We
used the Fokker-Planck equation of the interpolated process alongside the smoothness assumptions
to obtain a differential inequality which in turn yielded a single step bound to be iterated to obtain
our main convergence results. The obtained rates improve upon the existing rates for potentials
that have near-linear tail growth even without KLS conjecture or warm-start.
There are several important future directions that one can consider, among which we highlight a
few here. Perhaps the most pressing direction is the conditions KLS and the warm-start. Although
these conditions will not change the ǫ dependence of the rate, they affect the dimension dependency
significantly. Thus, constructing an O˜(d)-complexity LMC-based algorithm that provides a sample
satisfying Assumption 5 is important. Finally, we note that many of the bounds in the paper can
be improved, at the expense of introducing some additional complexity into the results.
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6 Deferred Proofs
Proof of Lemma 2. Using Assumption 2, we bound the bias term in (2.3) as
E
[‖∇f(x˜k,t)−∇f(xk)‖2] ≤ L2E [‖x˜k,t − xk‖2] .
By integrating the interpolated process (2.2), we get x˜k,t− xk = −∇f(xk)t+
√
2Bt. We substitute
this in the previous inequality to get
E
[‖∇f(x˜k,t)−∇f(xk)‖2] ≤L2E [‖−∇f(xk)t+√2Bt‖2]
=L2t
(
tE
[‖∇f(xk)‖2]+ 2d) .
We use (2.1) to bound E
[‖∇f(xk)‖2]. Let y ∼ ν∗ be a random variable such that the joint
distribution of (xk, y) is the optimal coupling such that E
[‖xk − y‖2] =W2(ρk, ν∗)2. We write
E
[‖∇f(xk)‖2] ≤ 2E [‖∇f(y)‖2]+ 2E [‖∇f(xk)−∇f(y)‖2]
≤ 2E [‖∇f(y)‖2]+ 2L2E [‖xk − y‖2]
= 2E
[‖∇f(y)‖2]+ 2L2W2(ρk, ν∗)2
≤ 2E [‖∇f(y)‖2]+ 4CPL2χ2(ρk|ν∗).
Finally for E
[‖∇f(y)‖2], we write
E
[‖∇f(y)‖2] = ∫ 〈∇f(y),∇f(y)〉ν∗(y)dy
=
∫
∆f(y)ν∗(y)dy
= E [∆f(y)] .
Assumption 2 implies ∆f(y) ≤ dL, so we get E [‖∇f(y)‖2] ≤ dL. Therefore, we have
E
[‖∇f(xk)‖2] ≤ 4CPL2χ2(ρk|ν∗)+ 2dL.
Putting all of these together, we get
E
[‖∇f(x˜k,t)−∇f(xk)‖2] ≤ 4CPL4t2χ2(ρk|ν∗)+ 2dL2t+ 2dL3t2.
Plugging this back in (2.3), we get
d
dtχ
2
(
ρ˜k,t|ν∗
) ≤ − 32CPχ2(ρ˜k,t|ν∗)+ 8CPL4t2χ2(ρk|ν∗)+ 4dL2t+ 4dL3t2.
By rearranging and multiplying with exp
(
3
2CP
t
)
, and using the fact that t ≤ η, we obtain
d
dt
(
e
3t
2CP χ2
(
ρ˜k,t|ν∗
)) ≤ e 3η2CP (8CPL4η2χ2(ρk|ν∗)+ 4dL2η + 4dL3η2) .
Integrating both sides and rearranging yields the desired inequality.
Proof of Lemma 7. Using Assumption 3, we bound the bias term in (2.3).
E
[‖∇f(x˜k,t)−∇f(xk)‖2] ≤ L2E [‖x˜k,t − xk‖2β] ≤ L2E [‖x˜k,t − xk‖2]β .
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We bound E
[‖x˜k,t − xk‖2] first and raise it to power β later. By integrating the interpolated
process (2.2), we get x˜k,t − xk = −∇f(xk)t+
√
2Bt. We have
E
[‖x˜k,t − xk‖2] = E [‖−∇f(xk)t+√2Bt‖2] = t (tE [‖∇f(xk)‖2]+ 2d) .
We use (2.1) to bound E
[‖∇f(xk)‖2]. Let y ∼ ν∗ be a random variable such that the joint
distribution of (xk, y) is the optimal coupling so that E
[‖xk − y‖2] =W2(ρk, ν∗)2. We write
E
[‖∇f(xk)‖2] ≤ 2E [‖∇f(y)‖2]+ 2E [‖∇f(xk)−∇f(y)‖2]
≤ 2E [‖∇f(y)‖2]+ 2L2E [‖xk − y‖2β]
≤ 2E [‖∇f(y)‖2]+ 2L2E [‖xk − y‖2]β
≤ 2E [‖∇f(y)‖2]+ 2L2W2(ρk, ν∗)2β
≤ 2E [‖∇f(y)‖2]+ 21+βCβPL2χ2(ρk|ν∗)β.
For the term E
[‖∇f(y)‖2], we have
E
[‖∇f(y)‖2] = 2E [‖∇f(y)−∇f(0)‖2]+ 2‖∇f(0)‖2
≤ 2L2E [‖y‖2β]+ 2‖∇f(0)‖2
≤ 2L2E [‖y‖2]β + 2‖∇f(0)‖2
≤ 2L2
(
a+b+3
a/2
)2β/α
d2β/α + 2‖∇f(0)‖2,
where the last steps follows from Lemma 6. Therefore, for E
[‖∇f(xk)‖2], we have
E
[‖∇f(xk)‖2] ≤ 21+βCβPL2χ2(ρk|ν∗)β + 4L2 (a+b+3a/2 )2β/α d2β/α + 4‖∇f(0)‖2.
Using the previous inequality, we get the following bound
E
[‖x˜k,t − xk‖2] ≤ 21+βCβPL2t2χ2(ρk|ν∗)β + 4t2L2 (a+b+3a/2 )2β/α d2β/α + 4t2‖∇f(0)‖2 + 2dt.
Raising both sides to power β, and using the inequalities (a + b)θ ≤ aθ + bθ and aθ ≤ 1 + a for
θ ≤ 1, we obtain
E
[‖x˜k,t − xk‖2]β ≤ 4Cβ2P L2βt2βχ2(ρk|ν∗)+ 4Cβ2P L2βt2β + 4t2βL2β (a+b+3a/2 )2β2/α d2β2/α
+ 4t2β‖∇f(0)‖2β + 2dβtβ.
Plugging this back in (2.3), we get
d
dtχ
2
(
ρ˜k,t|ν∗
) ≤ − 32CPχ2(ρ˜k,t|ν∗)+ 8Cβ2P L2(1+β)t2βχ2(ρk|ν∗)+ 8Cβ2P L2(1+β)t2β
+ 8t2βL2(1+β)
(
a+b+3
a/2
)2β2/α
d2β
2/α + 8L2t2β‖∇f(0)‖2β + 4L2dβtβ.
By rearranging and multiplying with exp
(
3
2CP
t
)
, and using the fact that t ≤ η, we obtain
d
dt
(
e
3t
2CP χ2
(
ρ˜k,t|ν∗
)) ≤ e 3η2CP(8Cβ2P L2(1+β)η2βχ2(ρk|ν∗)+ 8Cβ2P L2(1+β)η2β + 4L2dβηβ
+ 8η2βL2(1+β)
(
a+b+3
a/2
)2β2/α
d2β
2/α + 8L2η2β‖∇f(0)‖2β
)
.
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Integrating both sides and rearranging yields the desired inequality.
Proof of Lemma 4. Recursion on xk ≤ (1− a)xk−1 + b yields
xk ≤ (1− a)kx0 + b(1 + (1− a) + (1− a)2 + · · ·+ (1− a)k−1) ≤ (1− a)kx0 + b
a
.
Using the fact that 1− a ≤ e−a completes the proof.
Proof of Proposition 10. We first show that for some M , we have f(x) ≤M(1+‖x‖2) for all x.
We prove this under β-Ho¨lder continuous ∇f for β ∈ (0, 1]. Let x∗ be a critical point of f . From
Taylor’s theorem, we have
f(x) =f(x∗) +
∫ 1
0 〈∇f(x∗ + τ(x− x∗)), x− x∗〉dτ
≤f(x∗) +
∫ 1
0 ‖∇f(x∗ + τ(x− x∗))‖dτ‖x − x∗‖
≤f(x∗) + L
∫ 1
0 τ
βdτ‖x− x∗‖1+β
≤f(x∗) + Lβ+1‖x− x∗‖1+β
≤f(x∗) + Lβ+1 + 2Lβ+1‖x‖2 + 2Lβ+1‖x∗‖2
≤M(1 + ‖x‖2),
where M = |f(x∗)|+ 2Lβ+1(1 + ‖x∗‖2).
Denoting the normalizing constant of the target with Z, i.e., Z =
∫
e−f(x)dx, if Assumption 4
is satisfied, then elementary algebra shows that the normalizing constant Z ≤ O(dd). One can see
this by using the following lemma.
Lemma 13. If f satisfies Assumptions 3 and 4, then
f(x) ≥ a
2α
‖x‖α + f(0)− (2b/a)1/α
(
‖∇f(0)‖+ L (2b/a)β/α
)
− b.
Proof is provided below. We upper bound the normalizing constant as
Z =
∫
e−f(x)dx ≤e(2b/a)1/α(‖∇f(0)‖+L(2b/a)β/α)+b−f(0) ∫ e− a2α‖x‖αdx
=e(2b/a)
1/α(‖∇f(0)‖+L(2b/a)β/α)+b−f(0) 2πd/2
α (2α/a)
d/α Γ(d/α)
Γ(d/2) .
Next, using the following upper bound on the ratio of Gamma functions,
Γ(d/α)
Γ(d/2) ≤ (d/α)d/α,
we obtain
Z ≤ e(2b/a)1/α(‖∇f(0)‖+L(2b/a)β/α)+b−f(0)(4πd/a) dα .
Taking the logarithm of both sides and using 1 ≤ α ≤ 2, we get
log(Z) ≤ (2b/a)1/α
(
‖∇f(0)‖+ L (2b/a)β/α
)
+ b+ |f(0)|+ dα log(4πd/a).
Therefore, choosing the initial distribution x0 ∼ N (0, 14M I), we obtain
log χ2
(
ρ0|ν∗
) ≤ log(Z) +M + d log (√2M/π) = O(d log (d)),
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which concludes the proof.
Proof of Lemma 13. For notational ease, let R =
(
2b
a
) 1
α . First, using Assumption 3, we upper
bound ‖∇f(x)‖ when x ≤ R as
‖∇f(x)‖ ≤ ‖∇f(0)‖+ L‖x‖β ≤ ‖∇f(0)‖+ L (2b/a)β/α .
Now using Assumption 4, we lower bound f .
f(x) = f(0) +
∫ R
‖x‖
0
〈∇f(tx), x〉dt+
∫ 1
R
‖x‖
〈∇f(tx), x〉dt
≥ f(0)−
∫ R
‖x‖
0
‖∇f(tx)‖‖x‖dt+
∫ 1
R
‖x‖
1
t
〈∇f(tx), tx〉dt
≥ f(0)−
(
‖∇f(0)‖ + L (2b/a)β/α
)
R+
∫ 1
R
‖x‖
1
t
(a‖tx‖α − b) dt
1≥ f(0)− (2b/a)1/α
(
‖∇f(0)‖ + L (2b/a)β/α
)
+
a
2
‖x‖α
∫ 1
R
‖x‖
tα−1dt
≥ f(0)− (2b/a)1/α
(
‖∇f(0)‖ + L (2b/a)β/α
)
+
a
2α
‖x‖α
(
1− R
α
‖x‖α
)
≥ a
2α
‖x‖α + f(0)− (2b/a)1/α
(
‖∇f(0)‖+ L (2b/a)β/α
)
− b.
where step 1 uses the fact that if t ≥ R‖x‖ then a‖tx‖α − b ≥ a2‖tx‖α.
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