ABSTRACT Computational models of the cardiac action potential are increasingly being used to investigate the effects of 4 genetic mutations, predict pro-arrhythmic risk in drug development, and to guide clinical interventions. These safety-critical 5 applications, and indeed our understanding of the cardiac action potential, depend on accurate characterisation of the underlying 6 ionic currents. Four different methods can be found in the literature to fit ionic current models to single-cell measurements: 7 (Method 1) fitting model equations directly to time constant, steady-state, and I-V summary curves; (Method 2) fitting by comparing 8 simulated versions of these summary curves to their experimental counterparts; (Method 3) fitting to the current traces themselves 9 from a range of protocols; and (Method 4) fitting to a single current trace from an information-rich voltage clamp protocol. We 10 compare these methods using a set of experiments in which hERG1a current from single Chinese Hamster Ovary (CHO) cells 11 was characterised using multiple fitting protocols and an independent validation protocol. We show that Methods 3 and 4 provide 12 the best predictions on the independent validation set, and that the short information-rich protocols of Method 4 can replace 13 much longer conventional protocols without loss of predictive ability. While data for Method 2 is most readily available from the 14 literature, we find it performs poorly compared to Methods 3 and 4 both in accuracy of predictions and computational efficiency. 
where g Kr is the maximum conductance, a and r are gating variables (defined below), V is the trans-membrane potential and 135 E K is the reversal potential for potassium ions (note that, although the measurements we used were from CHO cells expressing 136 hERG1a, we use the shorthand terms I Kr and g Kr throughout this paper). The Nernst equation was used to calculate a separate 137 E K value for each cell:
where R is the gas constant, (1 − r)
(1 − r) the inactivated fraction, and k 1 to k 4 are the voltage-dependent transition rates. The ordinary differential equations 150 governing a and r are then derived with mass-action kinetics and can be written in the form:
Where a ∞ and r ∞ denote voltage-dependent steady-states and τ a and τ r denote voltage-dependent time constants defined in terms of the transition rates as 154 τ a = 1/(k 1 + k 2 ), τ r = 1/(k 3 + k 4 ),
156 157
The voltage dependencies of the transition rates are defined using an Eyring-derived exponential formulation as
159 k 2 = p 3 exp(−p 4 · V), k 4 = p 7 exp(−p 8 · V).
161
The model parameters to be inferred are therefore the kinetic parameters p 1 , p 2 , . . . , p 8 and the conductance p 9 = g Kr . All 162 model parameters are constrained to be strictly positive: p i > 0 for i ∈ 1, 2, . . . , 9.
163

Experimental methods
164
The experimental data used in this study are taken from Beattie et al. (14) . In short, manual patch-clamp recordings were 165 performed at room temperature (between 21-22°C) in CHO cells stably expressing hERG1a (which encodes the alpha subunit 166 of the channel carrying I Kr ). Recordings were taken from nine cells, and seven protocols in each cell (we will refer to 167 these as Cells #1 to #9, and Pr1 to Pr7, with the numbering matching the original publication). After the final protocol was 168 completed, the I Kr blocker dofetilide was washed in, and all protocols were repeated. Each cell's data was then post-processed 169 by first leak-correcting the signals recorded both in the presence and absence of dofetilide, before subtracting the I Kr -blocked 170 signal from the unblocked one to remove any endogenous currents. For this study, we used the already leak-corrected and 171 dofetilide-subtracted data as published on https://github.com/mirams/sine-wave. The first protocol, Pr1, did not elicit 172 strong currents in any of the cells, and so was not used in this study.
173
Following Beattie et al. (14) , capacitance artefacts were removed from the experimental data by discarding the first 5ms 174 after each discontinuous voltage step. To obtain similar results from simulated protocols, the same filtering was applied to all 175 simulated data.
176
The six protocols used in this study are shown in Figure 1 . The first four, Pr2-5, are adaptations of common step protocols 177 used to characterise I Kr . Specifically, Pr2 is used to estimate a single time constant of activation (for V = +40 mV), Pr3 is used 178 to estimate the steady state of activation, Pr4 is used to estimate time constants of inactivation, and Pr5 provides data about both is intended to provide the same information in a much shorter time. It consists of an initial step to +40 mV, designed to trigger a 181 large current, followed by a section consisting of the sum of three sine waves. Finally, Pr6 is a collection of AP wave forms,
182
representing the membrane potential under physiological and pathological conditions. As in Beattie et al. (14), we used Pr6 as a 183 validation protocol, while either Pr7 or the set Pr2-5 were used for fitting. Note that the full set of protocols was run on every 184 cell.
185
A detailed description of all protocols and the associated analysis methods is given in Supporting Material S1. In analysing 186 these protocols, we found it useful to perform simulations (using the parameters obtained by (14)) and plot the model state in a 187 two-dimensional phase diagram as shown in Figure 1 . A guide to using these diagrams for analysis is provided in Supporting
188
Material S1.1.
189
The voltage step protocols Pr2-5 can be used to derive a set of graphs which characterise the current, shown in In the remainder of the paper, we will refer to the curves in Figure 2 as the summary curves. 
207 208 This can be rewritten as a 'Boltzmann curve'
where h a is the 'midpoint of activation' (the point where a ∞ (V = h a ) = 0.5), and s a is the slope of the activation curve at 
217 218
Next, we rewrite Eq. 6 to find 
227
Using a similar procedure (but with a slight change in signs), we plot the logarithm of k 4 (V) = r ∞ /τ r = p 7 e −p 8 V , fit to find 228 p 7 and p 8 , and then use p 6 = −s r − p 8 and p 5 = p 7 e s r h r to find all four inactivation parameters.
229
Finally, we find a value for the conductance parameter g Kr by performing a simulation of Pr5, deriving an IV-curve, and 230 then calculating the scaling factor that minimises the sum-of-squares error between the simulated and experimental IV curves.
231
Quantifying goodness-of-fit
232
To evaluate the goodness-of-fit from Method 1, we derive an error function and evaluate it with the obtained parameter values.
233
We write θ = {p 1 , p 2 , . . . , p 9 } for the parameters and introduce symbols representing the experimental and measured data sets.
234
To denote a cell's set of experimentally approximated midpoints of activation we useã . With this notation, we can now define the error criterion as a weighted sum of RMSEs:
242 243 where n a ∞ = 7, n r ∞ = 8, n τ a = 9, and n τ r = 17. Note that this is a cell-specific measure, as both time constants are normalised 244 with respect to the largest value found in the used cell data. This weighting corrects for differences in the scaling of the four
245
RMSEs, ensuring that none of them dominate in the end result. No normalisation is needed for the steady-states, which are 246 already constrained to the range (0, 1). In contrast to measures introduced below, E M1 is invariant with respect to conductance 247 (p 9 ). Finally, we note that an alternative Method 1 could be created by using numerical optimisation to minimise E M1 , this is 248 explored further in Supporting Material S3.6, it did not create a more predictive model than the method presented here.
249
Method 2: fitting simulated summary curves
250
In Method 2, we accept that the summary curves are imperfect approximations of the model variables, and so we base our fitting
251
on simulated experiments of Pr2-5, analysed using the same methods as for the experimental data to arrive at simulated versions 252 of the summary statistic curves. This gives us two sets of summary curves, one simulated and one experimental, using which
253
we can define an error measure that quantifies the goodness-of-fit. By varying the parameters and repeating the simulations we
254
can then find a set of parameters that minimises this error.
255
To formulate the error measure, we again writeã The error to minimise for each cell is defined as a weighted sum of RMSEs
The number of data points was the same for each cell, with n τ a = 9, n τ r = 17, n a ∞ = 7, and n IV = 9 (for a total of 42 265 cell-specific data points). As in E M1 , weighting is used here to give every term equal influence.
266
Method 3: fitting current traces from traditional protocols
267
In Method 3, we forgo the summary curve calculation altogether and simply perform 'whole trace fitting' on the currents simulated current in protocol i with parameters θ, we define the function to be optimised as a normalised RMSE:
Note that the weighting here is not strictly necessary for the optimisation procedure, but is used to enable E M3 value comparisons 273 between cells.
274
Method 4: fitting current traces from an optimised protocol 275 In Method 4, we define a similar normalised RMSE measure based on fitting only the current under the sinusoidal protocol, Pr7:
(20)
278
As in E M3 , the weighting used here allows us to compare values between cells.
279
To compare the results of the four fitting methods, we applied each method to each cell, resulting in 4 parameter sets per 281 cell. Next, we simulated the AP waveform protocol (Pr6) with all parameter sets, and compared these to the corresponding 282 measurements. Note that Pr6 was not used in any of the fitting methods, so that this constitutes an independent validation. The 283 results were quantified using a normalised RMSE:
where R is defined by Eq. 16, as before.
287
In addition to the independent validation, we performed cross-validation by testing how well models fit with one method 288 could predict the fitting data used by the others. This was shown visually, and was quantified by evaluating E M1 -E M4 on the 289 best result found for each cell/method. Note that E AP,k already contains a term to normalise the error with respect to the magnitude of the current in cell k, so that no 295 further weighting is required. Combined error measures for E M1 through to E M4 were defined in the same manner.
296
Minimising the error measures 297 Methods 2, 3, and 4 all proceed by finding a parameter set that minimises an error function. In previous work we found that 
308
Several studies (70-72) have found that, for strictly positive parameters (i.e. for all 9 parameters in our model) optimisation 309 performance can be improved searching in a log-transformed parameter space. In at least some cases, this has been shown 310 to turn non-convex (i.e. hard) problems into simpler convex ones (73) . For Methods 2, 3, and 4, we used a log-transform on 311 parameters p 1 , p 3 , p 5 , and p 7 .
312
We used an adaptive step time solver for simulations of Pr6 and Pr7. As shown in Johnstone (74), simulating with lax When running the optimisations for Methods 2, 3, and 4, each fit was run several times from different starting points,
318
sampled uniformly from within the transformed space shown in Figure 3 .B. Fifty repeats were run per cell for every method,
319
and the best result (lowest error) was used as the final fit for that cell/method. We comment on the reliability of these fits below.
320
Software and algorithms
321
Simulations were performed in Myokit (75), using CVODE (76) for Pr6 and Pr7 simulations with tolerances as described above,
322
and an analytical solver for Pr2-5. Further analysis was performed in Python 3.6 using NumPy/SciPy (77). When deriving time 323 constants, fits to exponential curves were performed using the Nelder-Mead downhill simplex algorithm implemented in SciPy.
324
All other fits were performed using CMA-ES (65), via the PINTS (78) inference framework. When calculating benchmarks, 
328
RESULTS
329
We now discuss the results of fitting a model with each of the four methods, using Cell #5 as an example in our figures. However, as the summary curves approximate but do not equal the model variables, a good fit in this figure is not necessarily 339 desirable. This is discussed further in Supporting Material S1.6.
340
In Figure 5 , we again plot the experimentally derived data points (e.g.ã data, although none of the methods are able to match the steep peak in theτ r points well, which may be due to the fact that 345 points left of the peak were derived from Pr5, while the right-most points are obtained from Pr4. 
362
A quantitative view of the validation and cross-validation results for Cell #5 is given in Figure 9 (top). The top row of this 363 table shows the RMSE for the independent validation protocol. To enable easier comparisons, the RMSEs have been normalised 364 to the best performing method, so that the best method has relative RMSE 1, while a method with a relative value of 2 has an 365 RMSE that is twice as high. For Cell #5, Method 4 provided the best predictions of the independent test protocol and also 366 performed well on cross-validation. As may be expected, each method had the lowest score on its own fitting data. Data for all 9 367 cells is given in Supporting Material Figure S13 .
368
The lower panel in Figure 9 shows similar relative RMSEs, but now presented as the mean and standard deviation for all 9 369 cells. Here, Method 3 performed best at the AP prediction task, although Method 4 was very close (within standard deviation) 370 and outperformed it at cross-validation. 
Reliability
378
Having inspected the predictive capabilities and quality-of-fit of models obtained with each method, we next investigated the 379 reliability of each method's optimisation procedure. Ideally, a method returns the same result every time it is applied, and 380 indeed Method 1 lives up to this ideal. For Methods 2-4 however, we used (1) randomly sampled initial guesses for parameter 381 sets; and (2) a stochastic optimiser. To increase our chances of finding the best result, we repeated this process 50 times. For a 382 reliable method, we expect a large number of the methods to return similar parameter sets, with similar RMSEs. None of the models were trained on Pr6 data, making this an independent validation. The left panels show the full duration of the signal, and the panels on the right zoom in on selected regions (2.41 to 2.48s, 5.5 to 7.3s, and 7.25 to 7.9s).
was slower than Method 4 (shown in Supporting Material Figure S14 ). The number of function evaluations was similar for
390
Methods 3 and 4, indicating that this difference in performance was due to the increased simulation time needed for Method 3
391
(228s of simulated currents versus 8s of simulation for Method 4). However, many repeats of Method 2 were seen to terminate 392 with a low number of evaluations, which may indicate these optimisations terminated early in a local optimum. To explore this 393 hypothesis, we performed a brute-force exploration of E M2 and E M4 for Cell #5, in the region near the optimum returned by
394
Methods 2 and 4 respectively, as shown in Figure 11 . For E M4 we see a clear optimum in each panel, and the function appears Figure 10: The number of repeats that returned an RMSE within 1% of the best value found in 50 repeats. Data is shown for Methods 2, 3, and 4, for all 9 cells (Method 1 is a deterministic method, and so returns the same answer every time).
DISCUSSION
402
We defined four methods, each representative of a wider class, to fit ion current models using whole-cell current recordings.
403
Methods 3 and 4, both based on whole-current fitting were found to provide the most accurate predictions, while Methods 1 404 and 2, both based on fitting pre-processed 'summary' data, fared more poorly. Of the methods where we applied a stochastic 405 optimisation routine (2, 3, and 4), Methods 3 and 4 were found to provide the most consistent results, and Method 4 was the 406 most time-efficient both in terms of experimental and computational effort.
407
To further compare the results from different methods, we plotted the fits from each method and each cell in Figure 12 .
408
Even in areas where parameter sets overlapped, each method can be seen to introduce its own small bias. The figure also points 409 to a difference in deactivation for Method 3, which consistently placed the deactivation parameters p 3 and p 4 in a different part 410 of the parameter space than the other methods. We found that models using parameter sets found by Method 3 gave the best 411 action potential predictions, although this was very closely followed by Method 4 (see Figure 9 ). Looking at Figure 6 we can 412 see that many cases where Method 1, 2, and 4 predictions deviated from the measured current were during deactivation. This 
