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AN ALTERNATE PROOF OF WISE’S MALNORMAL SPECIAL
QUOTIENT THEOREM
IAN AGOL, DANIEL GROVES, AND JASON FOX MANNING
Abstract. We give an alternate proof of Wise’s Malnormal Special Quotient
Theorem (MSQT), avoiding cubical small cancellation theory. We also show
how to deduce Wise’s Quasiconvex Hierarchy Theorem from the MSQT and
theorems of Hsu–Wise and Haglund–Wise.
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1. Introduction
The role of subgroup separability is a central one in geometric group theory and
topology. In particular, as witnessed by Scott’s Criterion [Sco78], it is intimately
linked to the problem of promoting immersions to embeddings in finite covers. After
the work of Kahn and Markovic [KM12], the Virtual Haken Conjecture was reduced
to proving separability of certain surface subgroups of 3–manifold groups. The key
to the first author’s proof of this separability in [Ago13] was the notion of virtually
special cube complexes, as developed by Wise and his collaborators.
In [HW08] Haglund and Wise proved that if G is a hyperbolic group which acts
properly and cocompactly on a CAT(0) cube complex then the action is virtually
special if and only if all quasi-convex subgroups of G are separable. This leads to
the desirability of finding criteria which show that a group acts in a virtually special
(and proper cocompact) way on a CAT(0) cube complex.
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Foundation.
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2 IAN AGOL, DANIEL GROVES, AND JASON FOX MANNING
The results of Hsu-Wise [HW15] and Haglund-Wise [HW12] together show that
when a hyperbolic group G has a malnormal quasi-convex hierarchy then it has the
desired type of action. See Section 3 for the definition of hierarchies and Section 6
for more details, in particular Theorem 6.1 which combines the results of [HW15]
and [HW12]. In the unpublished work [Wis] Wise proves that hyperbolic groups
with quasi-convex hierarchies also admit such actions, and hence all their quasi-
convex subgroups are separable. Wise’s result is much more broadly applicable
than Theorem 6.1 because subgroups appearing in the hierarchy in many natural
applications will not be malnormal. See Section 10 for more details and a proof of
Wise’s result, which appears as Theorem 10.2 in this paper.
Subsequently, the first author [Ago13] proved that any hyperbolic group which
acts properly and cocompactly on a CAT(0) cube complex acts in a virtually special
way, with no further hypotheses. One of the main purposes of this paper is to
explain some of the ingredients (from [Wis]) that go into this proof, so we do not
assume the results from [Ago13] here. In fact, this paper is intended to provide
an alternative account of the results needed for [Ago13] without relying on any of
the results from [Wis]. It is important to note that Wise proves various results in
greater generality than is required for [Ago13], and in this paper we do not recover
the full strength of the results in [Wis]. In particular, we work throughout with
hyperbolic groups, whereas certain of Wise’s results are proved for more general
relatively hyperbolic groups.
As we explain in Section 10 (and is made clear in [Wis]) the key result for proving
Wise’s Theorem 10.2 is the Malnormal Special Quotient Theorem (MSQT), and the
main purpose of the current paper is to provide a new proof of this theorem. In
fact, we prove Theorem 2.7 below, which is a generalization of Wise’s MSQT.
Our key innovation in the proof is a new kind of hierarchy for virtually special
hyperbolic groups (described in Section 5). It is a consequence of work of Haglund
and Wise [HW08] that any virtually special hyperbolic group has a finite-index sub-
group with a malnormal quasi-convex hierarchy terminating in the trivial group.
However, the MSQT requires us to ‘kill’ certain subgroups of a malnormal familyP of quasiconvex ‘peripheral’ subgroups. We construct (in Theorem 2.11) a new
hierarchy (of a different finite-index subgroup) which is quasiconvex but does not
terminate in the trivial group. The peripheral subgroups of the finite index sub-
group are conjugate to finite index subgroups of the elements of P. The virtue of
this new hierarchy is that its peripheral subgroups are elliptic at every stage of the
hierarchy, and furthermore when they intersect an edge group of a splitting in an
infinite set they are entirely contained in the edge group. (See Section 3.5 and par-
ticularly Definition 3.31 for more details.) Therefore (using certain results about
Relatively Hyperbolic Dehn Filling – see Section 7) the hierarchy and the filling
are operations which ‘commute’, and we find a hierarchy of the filled group. Using
the results of Haglund-Wise and Hsu-Wise described above, we deduce that the
filled group is virtually special, as required. In Section 4 we prove a Combination
Theorem which (as with most combination theorems) states that certain subgroups
are amalgamated free products or HNN extensions, and are also quasi-convex. This
allows us to see that the hierarchy which we build topologically has the expected
algebraic structure, which in turn allows us to deduce that the hierarchy is quasi-
convex. We now provide a more detailed and technical outline of the main work in
this paper.
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2. Outline
Special cube complexes are defined in [HW08, Definition 3.2]. Note that [HW08,
Proposition 3.10] states that a special complex has a finite A-special cover, and
many people use the term ‘special’ to mean A-special. Since we are only interested
in this property virtually, the distinction is not important. In fact, we do not need to
use the definition of special cube complexes in this paper. Rather, we use the notion
as a black box by quoting results, particularly those from [HW08, HW15, HW12].
Definition 2.1. We say that a group G is special if it is the fundamental group of
a compact special cube complex. (Other authors use the term compact special.)
A group is virtually special if it has a finite-index subgroup which is special.
Remark 2.2. If G is a hyperbolic group which acts properly and cocompactly on
a CAT(0) cube complex X˜ then G is virtually special if and only if all quasi-convex
subgroups of G are separable [HW08, Theorems 1.3 and 1.4]. Therefore, being
virtually special is a property of the (hyperbolic) group, not the particular cube
complex upon which it acts properly and cocompactly.
As mentioned in the introduction, the Main Theorem from [Ago13] shows that
any hyperbolic group which acts properly and cocompactly on a CAT(0) cube
complex is virtually special. However, in this paper we are giving an alternative
account of some of the ingredients of the proof of this theorem, and so we do not
assume this result from [Ago13].
Notation 2.3. Let A be a group. The notation B <˙A indicates that B < A and∣A ∶ B∣ <∞. Similarly, the notation B ⊲˙A indicates B ⊲ A and ∣A ∶ B∣ <∞.
Definition 2.4. Let P = {P1, . . . , Pm} be a finite collection of subgroups of a group
G (called a peripheral structure for G). A choice of subgroups (called filling kernels){Ni ⊲ Pi}ni=1 gives rise to a (Dehn) filling of (G,P):
G↠ G(N1, . . . ,Nm)
with kernel ⟪∪iNi⟫G. A Dehn filling G → G(N1, . . . ,NM) is called peripherally
finite if Ni ⊲˙Pi for all i.
We want to apply Dehn filling to relatively hyperbolic pairs (G,P) where G is
itself hyperbolic. To see when we can do this, recall the definition of a malnormal
collection of subgroups.
Definition 2.5. A collection P of subgroups of G is said to be malnormal (resp.
almost malnormal) if for any P,P ′ ∈ P, and g ∈ G, either P g ∩ P ′ is trivial (resp.
finite), or P = P ′ and g ∈ P .
The following well known characterization of relatively hyperbolic pairs (G,P)
where G is hyperbolic follows from results of Bowditch and Osin.
Theorem 2.6. [Bow12, Osi06] Suppose G is hyperbolic and P is a finite collection
of subgroups of G. The pair (G,P) is relatively hyperbolic if and only if P is an
almost malnormal collection of quasiconvex subgroups.
Proof. The forward direction follows from some much more general facts about
parabolic subgroups of relatively hyperbolic groups: If (G,P) is any relatively hy-
perbolic pair, then the collection P is almost malnormal by [Osi06, Proposition
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2.36]. Moreover the elements of P are undistorted in G [Osi06, Lemma 5.4]. Undis-
torted subgroups of a hyperbolic group are quasiconvex.
The other direction is proved by Bowditch [Bow12, Theorem 7.11]. 
Here is our main result:
Theorem 2.7 (Main Theorem). Let G be hyperbolic and virtually special, and
suppose (G,P) is relatively hyperbolic. There are subgroups {P˙i ⊲˙Pi} so that if
G¯ = G(N1, . . . ,Nm) is any filling with Ni < P˙i and Pi/Ni virtually special and
hyperbolic for all i, then G¯ is hyperbolic and virtually special.
Since finite groups are virtually special and hyperbolic, we recover the following
theorem of Wise.
Corollary 2.8 (The Malnormal Special Quotient Theorem, [Wis]). Let G be hy-
perbolic and virtually special, and suppose (G,P) is relatively hyperbolic. There are
subgroups {P˙i ⊲˙Pi} so that if G¯ = G(N1, . . . ,Nm) is any peripherally finite filling
with Ni < P˙i for all i, then G¯ is hyperbolic and virtually special.
The proof of Theorem 2.7 relies on the following theorem, which is [Wis, Theorem
11.2] in Wise’s manuscript. In Section 3 we explain the terminology, and in Section
6 we recall how the result follows almost immediately from the work of Hsu-Wise
[HW15] and Haglund-Wise [HW12].
Theorem 6.1. (Malnormal Quasiconvex Hierarchy) If G is a hyperbolic group with
a malnormal quasiconvex hierarchy terminating in a collection of virtually special
groups, then G is virtually special.
Thus, in order to prove Theorem 2.7, it suffices to prove that G¯ (under suitable
hypotheses on the filling) is a hyperbolic group which (virtually) has a malnormal
quasiconvex hierarchy terminating in a collection of virtually special groups. The
key results for proving that this is the case are Theorems 2.11 and 2.12 below.
Notation 2.9 (Peripheral structure on a finite index subgroup). Given G′ ⊲˙G, a
peripheral structure P on G induces a peripheral structure P ′ on G′: For each
P ∈ P, let E0(P ) = {gPg−1 ∩G′ ∣ g ∈ G}, and let E(P ) be obtained from E0(P ) by
choosing one element of each G′–conjugacy class of subgroup. Note that E(P ) is
finite, and each element is conjugate to a finite index subgroup of P . Now letP ′ = ⊔
P ∈P E(P ).
We summarize all this with the notation (G′,P ′) ⊲˙(G,P).
Note that (G′,P ′) is relatively hyperbolic if and only if (G,P) is.
Remark 2.10. The collection P ′ just defined can also be recovered from topology,
if we keep in mind the fundamental group of a subcomplex Y ⊂X is only defined up
to conjugacy in pi1X. Suppose G = pi1X and Y is a collection of subcomplexes of X
whose fundamental groups correspond to P. Let X ′ →X be a regular finite-degree
cover, so pi1X
′ = G′ ⊲˙G. Let Y ′ be the collection of preimages of elements of Y in
X ′. Then P ′ is the set of fundamental groups of elements of Y ′.
Our main result is obtained from the following two statements. (See Section 3
below for definitions of the terminology relating to hierarchies.)
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Theorem 2.11 (Virtual Relative Hierarchy). Given (G,P) relatively hyperbolic,
with G hyperbolic and virtually special, there is some (G′,P ′) ⊲˙(G,P) which has a
malnormal quasiconvex fully P ′-elliptic hierarchy terminating in P ′.
Theorem 2.11 is proved in Section 5.6.
Theorem 2.12 (Hierarchy Filling). Suppose (G,P) is relatively hyperbolic with G
hyperbolic and having a malnormal quasiconvex fully P-elliptic hierarchy terminat-
ing in P. For all sufficiently long fillings,(G,P)Ð→ (G¯, P¯),
with all elements of P¯ hyperbolic, the group G¯ is hyperbolic and has a malnormal
quasiconvex hierarchy terminating in P¯.
Theorem 2.12 is proved in Section 8.2.
In Section 9 we prove the main theorem from the two theorems above. Briefly
one argues as follows: Given (G,P) as in the theorem, one passes to a finite index
subgroup (G0,P0) satisfying the conclusion of Theorem 2.11. This subgroup has
a malnormal quasiconvex hierarchy terminating in peripheral subgroups. Theorem
2.12 says that any sufficiently long filling of (G0,P0) still has such a hierarchy. Now
assume a filling (in addition to being sufficiently long) has the property that P /N
is always virtually special, for P ∈ P0 and N the corresponding filling kernel. Using
the Relatively Hyperbolic Dehn Filling Theorem 7.2, these P /N are precisely the
peripheral subgroups of the filling. Using the Malnormal Quasiconvex Hierarchy
Theorem 6.1 the filling is virtually special. If the filling was chosen appropriately,
it gives a filling of (G,P) which is therefore also virtually special.
2.1. Conventions. Let ∆ be a geodesic triangle with vertices {x, y, z} in a geodesic
space X. The triangle determines a metric tripod T∆, and a comparison map
φ∶ ∆→ T∆, isometric on each side of ∆. The leg of T∆ adjacent to φ(x) has length
equal to the Gromov product
(y, z)x ∶= 1
2
(d(x, y) + d(x, z) − d(y, z)) .
The triangle ∆ is said to be δ–thin if φ−1(t) has diameter at most δ, for all t ∈ T∆.
For us a space is δ–hyperbolic if all the triangles are δ–thin. (For the relationship
between this and other definitions of hyperbolicity, see [BH99, Chapter III.H].)
3. Hierarchies
3.1. Hierarchies of groups. We refer to Serre [Ser80] for more detail on the
basic theory of graphs of groups, their fundamental groups, and the relationship
with actions on trees. All the underlying graphs of a graph of groups will be finite.
In contrast to Serre, we do not require that the maps from edge-groups to vertex
groups be injective. Rather, in our applications a graph of groups is found from a
graph of spaces via van Kampen’s Theorem, and much of our work is to prove that
the maps from edge-spaces to vertex-spaces are pi1-injective.
Recall that for Serre, a graph is a pair of sets (V,E), with a fixed-point free
involution e ↦ e¯ on E (exchanging an oriented edge with its orientation reverse),
and a “terminus” map t∶ E → V mapping an edge to the vertex it is oriented toward.
The “initial” point of an edge is i(e) ∶= t(e¯).
Definition 3.1. A graph of groups (Γ,G) is:
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(1) A graph Γ = (V,E);
(2) An assignment G∶ V ⊔ E → Grp of a group to each edge and vertex of Γ,
satisfying G(e¯) = G(e); and
(3) For each edge e ∈ E, a homomorphism φe∶ G(e)→ G(t(e)).
The graph of groups is faithful if all homomorphisms φe are injective.
Remark 3.2. For any graph of (pointed) spaces (see Section 3.2 below), there is
a corresponding graph of groups obtained by applying the pi1 functor to the spaces
and maps, and using the same underlying graph. The groupoid of homotopy classes
of paths between basepoints of vertex spaces is isomorphic to the fundamental
groupoid of the corresponding graph of groups. Similarly, the fundamental group
of the graph of spaces is isomorphic to the fundamental group of the graph of
groups.
Definition 3.3. A graph of groups structure for G is a graph of groups (Γ,G)
together with an isomorphism between G and pi1(Γ,G, v), the fundamental group
of the graph of groups based at some vertex v. The structure is degenerate if the
graph Γ consists of a single point v, with G(v) = G, and the isomorphism is the
identity map. We’ll say the structure is faithful if (Γ,G) is faithful.
Definition 3.4. A hierarchy of length 0 for G is the degenerate graph of groups
structure for G. Let n > 0. A hierarchy of length n for G is a (finite) graph of
groups structure for G, together with a hierarchy of length (n − 1) for each vertex
group.
Note that a hierarchy of length 1 for G is the same thing as a graph of groups
structure for G. Longer hierarchies can be thought of as “multi-level graphs of
groups”.
Definition 3.5 (Levels of a hierarchy, terminal groups). Let Gv be a vertex group
of this graph of groups structure. We say that Gv is at level 1 of the hierarchy. The
groups at level 1 of the hierarchy for Gv are at level 2 of the hierarchy for G, and
so on. If H is a hierarchy, we sometimes write “H ∈H” to mean that H is at level
i of H for some i.
If a hierarchy has length n, the groups at level n are called the terminal groups
of the hierarchy.
It is convenient in this definition to allow any or all of the graphs of groups to
be degenerate, though of course we are mostly interested in the case when at least
some of the graphs of groups at each level are nondegenerate.
Definition 3.6. A faithful hierarchy is one for which every graph of groups occur-
ring in the hierarchy is faithful.
In a faithful hierarchy, each vertex or edge group at any level embeds in G, and
so can be thought of as a subgroup of G. In general H ∈ H only gives a subgroup
up to conjugacy in G, but we can pin it down if necessary by choosing maximal
trees in all the underlying graphs of the hierarchy.
Definition 3.7. Let H be a faithful hierarchy of G, and let P be a collection of
subgroups of G. If every terminal group of H is conjugate to an element of P, we
say that the hierarchy terminates in P.
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Remark 3.8 (Warning). Even in the faithful case, our terminology differs from
Wise’s in [Wis12, Wis], in two ways. First, Wise’s hierarchies consist of a sequence
of one-edge splittings, and not general graphs of groups. Our hierarchies could
be converted to ones satisfying this property, at the expense of lengthening them.
Second, Wise usually requires the terminal groups to be trivial (sometimes virtually
special), and we don’t have any such requirement in general.
Sometimes hierarchies have some extra properties which we like. Here are some
of them.
Definition 3.9. Let H be a faithful hierarchy for the group G. Each H ∈H comes
equipped with a graph of groups structure. Write E(H) for the set of edge groups
of this structure. We say the hierarchy H is
(1) quasiconvex if G is finitely generated and, for all H ∈ H, K ∈ E(H), K is
quasi-isometrically embedded in H; and
(2) (almost) malnormal if, for all H ∈ H, K ∈ E(H), K is (almost) malnormal
in G.
Remark 3.10 (Different kinds of malnormal hierarchy). There are a number of
reasonable choices for the definition of a malnormal hierarchy. A stronger version
might require E(H) to be a malnormal collection in G (or just in H). A weaker
(and more common) version just requires the elements of E(H) to be malnormal in
H and not necessarily in G.
3.2. Homotopy hierarchies of spaces. Hierarchies of spaces are multi-level graphs
of spaces, so we start by recalling what is meant by a graph of spaces.
Definition 3.11. A graph of spaces (Γ,X ) consists of the following data:
(1) A graph Γ = (V,E);
(2) an assignment of path-connected spaces X ∶ V ⊔E → Top satisfying X (e¯) =X (e);
(3) for each edge e a continuous map ψe∶ X (e)→ X (t(e)).
For each v ∈ V , let Ev = {e ∈ E ∣ t(e) = v} be the collection of edges incident on v.
We combine all the maps ψe for edges incident on v to get a map
Ψv ∶ ⊔
e∈Ev X (e)→ X (v).
The semistar S(v) is defined to be the mapping cylinder of Ψv. The realization
R(Γ,X ) is then defined to be the union of the semistars, glued together using the
identifications X (e) = X (e¯). We’ll sometimes abuse language and refer to this
realization as a graph of spaces.
Definition 3.12. A graph of spaces structure on X is a homotopy equivalence
h∶ R(Γ,X ) → X for some graph of spaces (Γ,X ). The structure is degenerate if
Γ consists of a single point labeled by X, and the homotopy equivalence is the
identity.
Remark 3.13. A graph of spaces (Γ,X ) gives rise to a graph of groups (Γ,G) in a
straightforward way. Indeed, for each vertex or edge space X (x), one may choose
a basepoint bx. The edge or vertex group G(x) is defined to be pi1(X (x), bx). The
maps ψe need not be basepoint preserving, so we also make a choice, for each edge
e, of a path σe from ψe(be) to bt(e). Such a path gives an identification of G(v)
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with pi1(X (v), ψe(be)). Using this identification, we can define φe∶ G(e) → G(t(e))
to be (ψe)∗.
The fundamental groupoid of this graph of groups [Hig76] is isomorphic to
the groupoid of homotopy classes of paths in R(Γ,X ) with endpoints in {bv ∣
v a vertex of Γ}.
Conversely, given any graph of groups we may build a corresponding graph of
basepointed spaces in a straightforward way, realizing each edge and vertex space
by a K(pi,1), and setting the maps ψe to be continuous pointed maps inducing the
homomorphisms φe.
Definition 3.14. A hierarchy of length 0 for a space X is the degenerate graph of
spaces structure on X.
A hierarchy of length n for X is a graph of spaces structure on X, together with
a hierarchy of length (n − 1) on each vertex space.
The levels of the structure are the collections of vertex spaces at each stage.
That is, the vertex spaces at level one are the vertex spaces of the graph of spaces
structure on X; those at level 2 are the vertex spaces of the spaces at level 1, and
so on.
The vertex spaces at level n of a length n hierarchy are called the terminal spaces.
At each level of a hierarchy, there is a collection of homotopy equivalences con-
necting the graphs of spaces at that level with the vertex spaces of the previous
level. In the following two examples, these homotopy equivalences are actually
homeomorphisms. Note however that in our proof of the Virtual Hierarchy Theo-
rem 2.11 we need to consider hierarchies in which the homotopy equivalences are
not homeomorphisms.
Example 3.15 (Special Cube Complex). The hyperplanes of a (compact) special
cube complex X induce a hierarchy of spaces which is particularly simple. Order the
hyperplanes H1, . . .Hn. Each hyperplane Hi is two-sided, so the (open) cubes which
intersect it give a product neighborhood N(Hi) ≅Hi×(−1,1). Each hyperplane Hi
is the edge space for a graph of spaces structure with underlying graph either an
edge (if Hi is separating) or a loop (otherwise). The (one or two) components of
X ∖N(Hi) are the vertex spaces. The order allows us to use these decompositions
to define a hierarchy.
Level 0 is the cube complex X; level 1 consists of the components of X ∖N(H1);
level k consists of the components of X ∖ (⋃ki=1N(Hi)). The edge spaces at level k
are the components of Hk ∖ (⋃k−1i=1 N(Hi)). The terminal spaces are points.
Example 3.16 (Haken 3–manifold). Each surface in the Haken hierarchy has a
product neighborhood, so we can regard this hierarchy as a hierarchy of spaces in
an obvious way. The terminal spaces are balls.
Remark 3.17. Using Remark 3.13, each graph of spaces gives rise to a graph of
groups, via some choices of basepoints and connecting arcs. A hierarchy of spaces
therefore gives rise to a hierarchy of groups in a straightforward way.
There is also a general construction of a hierarchy of spaces from any hierarchy of
groups, following the last paragraph of Remark 3.13. In this construction the ability
to use homotopy equivalences rather than homeomorphisms is very convenient.
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3.3. Induced Hierarchies on subgroups. The following result follows easily by
considering the action of H < G on the Bass-Serre tree corresponding to a graph of
groups structure (Γ,G) for G.
Proposition 3.18. [Bas93] Suppose that G has a graph of groups structure (Γ,G),
and that H ⊲˙G. Then H has an induced graph of groups structure (Γ˜,H) so that
(1) Each vertex group of (Γ˜,H) is equal to (Kg∩H) ⊲˙Kg for some vertex group
K of (Γ,G) and some g ∈ G.
(2) Each edge group of (Γ˜,H) is equal to (Kg ∩H) ⊲˙Kg for some edge group
K of (Γ,G) and some g ∈ G.
Proposition 3.18 has the following corollary, by induction on n:
Corollary 3.19. Suppose that G has a hierarchy H of length n, and that H ⊲˙G.
Then the hierarchy on G induces a hierarchy H′ of length n on H. Moreover, for
each i ∈ {0, . . . , n},
(1) Each vertex group at level i of H′ is equal to (Kg ∩H) ⊲˙Kg for some vertex
group K at level i of H and some g ∈ G.
(2) Each edge group at level i of H′ is equal to (Kg ∩H) ⊲˙Kg for some edge
group K at level i of H and some g ∈ G.
3.4. Quasiconvex hierarchies of special groups.
3.4.1. Quasiconvexity. The following lemma is easy, thinking of the Cayley graph
of G as coarsely having the structure of a tree of spaces.
Lemma 3.20. Suppose that G has a graph of groups structure (Γ,G). If the edge
groups of (Γ,G) are quasiisometrically embedded in G, then so are the vertex groups.
Corollary 3.21. If H is a quasiconvex hierarchy of G, then all the edge and vertex
groups of H are quasiisometrically embedded in G.
The following lemma is straightforward.
Lemma 3.22. If H is a quasiconvex hierarchy of G, and G0 ⊲˙G, then the induced
hierarchy H0 on G0 is a quasiconvex hierarchy.
3.4.2. Malnormality. Recall that a subgroup H < G is malnormal if H ∩ gHg−1 is
trivial for all g ∉ H, and is almost malnormal if H ∩ gHg−1 is finite for all g ∉ H.
The failure of (almost) malnormality of a subgroup is measured by the height.
Definition 3.23 (Height). Let H < G. The height of H in G is the largest number
n ≥ 0 so that there are n distinct cosets {g1H, . . . , gnH}, so that the intersection of
conjugates ⋂i giHg−1i is infinite. Thus finite groups have height 0, infinite almost
malnormal subgroups have height 1, and so on.
The following lemma is straightforward and left to the reader.
Lemma 3.24. Suppose H < G, and G0 <˙G. Let H0 = H ∩G0. If H is malnormal
in G, then H0 is malnormal in G0. More generally, the height of H0 in G0 is at
most the height of H in G.
Definition 3.25. Say that H < G is virtually malnormal if there is a finite index
subgroup G0 < G so that if H0 =H ∩G0, then H0 is malnormal in G0.
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Definition 3.26. The subgroup H < G is separable in G (or just separable when
G is understood) if
H =⋂{G0 ∣H < G0 <˙G}.
Proposition 3.27. [HW08, HW09] If G is hyperbolic and virtually torsion-free,
and H < G is quasiconvex and separable, then H is virtually malnormal.
Proof. Hruska and Wise [HW09, Theorem 9.3] implies that a separable quasiconvex
subgroup of a hyperbolic group is virtually almost malnormal. Indeed they show
that there is some G0 <˙G containing H so that H is almost malnormal in G0. By
hypothesis, G is virtually torsion-free. Let G1 <˙G be a torsion-free subgroup, and
let G2 = G0 ∩ G1. We then have H2 = H ∩ G2 malnormal in G2, using Lemma
3.24. 
Theorem 3.28. [HW08, Theorem 1.3] Let G be hyperbolic and virtually special,
and let H < G be quasiconvex. Then H is separable in G.
Corollary 3.29. If G is hyperbolic and virtually special, and H < G is quasiconvex,
then H is virtually malnormal.
Proof. Since G is virtually special it is linear, in particular virtually torsion-free.
The subgroup H is separable by Theorem 3.28. We can therefore apply Proposition
3.27. 
Theorem 3.30. If H is a quasiconvex hierarchy of a hyperbolic virtually special
group G, then for some G0 ⊲˙G, the induced hierarchy H0 of G0 is a malnormal
hierarchy.
Proof. The finitely many edge groups of H are all virtually malnormal by Propo-
sition 3.29. Lemma 3.24 implies malnormality is preserved by passing to further
finite index subgroups. We may therefore find G0 ⊲˙G so that for every edge group
H of H, the intersection H ∩G0 is malnormal in G0. By Corollary 3.19, every edge
group of the induced hierarchy is of the form Hg ∩G0 for some such edge group
H, and some g ∈ G. Conjugation by g ∈ G gives an automorphism of G0, so all
these edge groups are malnormal in G0. In particular, any edge group at level i is
malnormal in the vertex group at level i − 1 which contains it, so the hierarchy H0
is a malnormal hierarchy. 
3.5. Relative hierarchies. In this paper we’re particularly interested in hierar-
chies relative to a family of peripheral subgroups.
Definition 3.31 (P–elliptic hierarchy). Let G be a group with a hierarchy H, and
let P be a family of subgroups of G. Recall that any vertex group H ∈ H comes
equipped with some graph of groups structure H ≅ pi1(Γ,G, v). We say that H isP–elliptic if it satisfies the following condition:
Suppose that H ∈H, and suppose that P ′ is any G–conjugate of P ∈ P satisfying
P ′ ⊆H. Then P ′ is H–conjugate into a vertex group of (Γ,G).
A P-elliptic hierarchy H is fully P-elliptic if whenever P ′ is any G-conjugate of
P ∈ P and whenever E is an edge group in H then either P ′ ∩ E is finite or else
P ′ < E.
In other words, a hierarchy is fully P–elliptic if the elements of P are never cut up
by the splittings in the hierarchy. (We think of ‘cutting’ along edge groups, which
is the algebraic consequence of cutting along subspaces of a topological space.)
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Recall the notation (G0,P0) ⊲˙(G,P), which means that G0 ⊲˙G, and that the
elements of P0 are representatives of all the G0–conjugacy classes of subgroup of
the form P g ∩G0 where P ∈ P and g ∈ G. The following result is straightforward.
Lemma 3.32. Suppose that (G0,P0) ⊲˙(G,P) and that G has a fully P–elliptic
hierarchy H. Then the induced hierarchy H0 of G0 is fully P0–elliptic.
The results in this section can be easily assembled to give:
Theorem 3.33. Suppose that G is hyperbolic and virtually special and that (G,P)
is relatively hyperbolic. Suppose G is given a quasiconvex fully P–elliptic hierarchyH terminating in P. Then for some (G0,P0) ⊲˙(G,P), and any (G′,P ′) ⊲˙(G,P) so
that G′ ≤ G0, the induced hierarchy H′ is a quasiconvex malnormal fully P ′–elliptic
hierarchy terminating in P ′.
Proof. By Theorem 3.30 there is a (G0,P0) ⊲˙(G,P) so that the induced hierarchyH0 is malnormal. The induced hierarchy H′ on (G′,P ′) remains quasiconvex and
malnormal by Lemmas 3.22 and 3.24. Lemma 3.32 shows that the hierarchy is fullyP ′-elliptic. Finally, the “moreover” part of Corollary 3.19 shows that the terminal
groups of H′ are a subset of conjugates of P ′. However, since the elements of P ′
are always elliptic in all graphs of groups decompositions, all elements of P ′ must
appear as conjugates of terminal vertex groups of H′. 
The results in this section (particularly Theorem 3.33 above) are used in the
proof of Theorem 2.11 in Section 5 below.
4. A metric combination theorem
In this section we prove a combination theorem in the setting of δ–hyperbolic
CAT(0) spaces which is analogous to the Baker–Cooper combination theorem in
hyperbolic manifolds [BC08]. This combination theorem is Theorem 4.5 below. It is
worth noting that this theorem is about CAT(0) spaces in general, not just about
cube complexes. Our application of Theorem 4.5 is to show that the hierarchy
of spaces that we build in the proof of Theorem 2.11 in Section 5 is faithful and
quasiconvex.
Definition 4.1. Let R ≥ 0. Suppose that A ⊆ Y is connected. Let piA∶ Y A → Y be
the cover corresponding to the image of pi1(A) in pi1(Y ). There is a canonical lift
L∶ A→ Y A. Let N˜R(A) be the R-neighborhood of L(A) in Y A.
We say that A is R-embedded in Y if piA is injective on N˜R(A), and call the
image piA(N˜R(A)) a tubular neighborhood of A.
If A is not connected, but the components of A are R–embedded with disjoint
tubular neighborhoods, we say that A is R–embedded in Y .
Definition 4.2 (Elevation). Let W be connected, and let φ∶ W → Z be some map.
If pi∶ Zˆ → Z is a cover, then φ may not lift to Zˆ but there is some (minimal) cover
piW ∶ Wˆ →W so that the composition φ ○ piW lifts to a map φˆ∶ Wˆ → Zˆ. Such a lift
(or its image) is called an elevation of W to Zˆ. If φ is an inclusion map, then the
elevations of W are just the connected components of pi−1(W ).
Most of the time, we are interested in the images of elevations, and not the precise
maps. In those cases, we say two elevations are distinct if they have different images.
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Definition 4.3. Suppose that f ∶ N → N is an affine function f(n) = Kn +C. We
say that B = {Bi} forms an f -separated family of sub-complexes of Y if for any two
distinct elevations U1 and U2 of elements of B to Y˜ (the universal cover) and any
D ≥ 0 we have
Diam (ND(U1) ∩ND(U2)) ≤ f(D).
Note that if there are at least two distinct elevations of elements of B, then any
function f as in the definition must have K ≥ 1.
The key example of an f–separated family is given by the following proposition:
Proposition 4.4. Let (G,H) be a relatively hyperbolic pair with G hyperbolic.
Suppose that Y is a space with pi1Y = G and that for each H ∈ H there is a path-
connected subspace BH ⊆ Y with pi1(BH) conjugate to H. Then B = {BH} is
f–separated for some affine function f .
Proof. Fix a Cayley graph Γ for G. This graph is δ–hyperbolic for some δ ≥ 0, and
the cosets gH for H ∈H are uniformly λ–quasiconvex in Γ for some λ > 0. We may
assume δ and λ are both integers.
We first prove the analogous statement for cosets of elements of H in G. Namely,
we find a number K so that for any H1,H2 in H (not necessarily distinct), any two
distinct cosets g1H1 and g2H2, and any t ∈ N,
(1) diam (Nt(g1H1) ∩Nt(g2H2)) ≤Kt +K.
There are finitely many pairs H1,H2 in H so it suffices to fix (not necessarily
distinct) H1 and H2 and find a K which works for that pair. Also note that it
suffices to verify the inequality (1) for g1 = 1.
To find K, we first observe that there are only finitely many double cosets H1gH2
which intersect the ball of radius R ∶= 2λ + 2δ about 1. Let C = {c1, . . . , cn} ⊂
BR(1) be a set of representatives of these cosets. In case H1 = H2, we omit the
representative for the double coset H1 =H1H1 from C.
Claim 4.4.1. For each c ∈ C, the diameter diam (NR(H1) ∩NR(cH2)) is finite.
Proof of Claim 4.4.1. If the diameter is infinite, then the limit sets of H1 and H
c
2
would intersect. By [GMRS98, Lemmas 2.6 and 2.7] there would be an infinite
order element in H1 ∩Hc2 , contradicting malnormality of H. 
Let
M = max
c∈C diam (NR(H1) ∩NR(cH2)) + 2λ + 1.
Claim 4.4.2. Unless H1 = H2 and g ∈ H1, we have diam(Nt(H1) ∩Nt(gH2)) ≤
6t +M .
Proof of Claim 4.4.2. Suppose not. Then there are elements x, y ∈ Nt(H1)∩Nt(gH2)
with d(x, y) > 6t+M . There are therefore elements ax, ay ∈H1 and bx, by ∈H2 with
max{d(ax, x), d(gbx, x), d(ay, y), d(gby, y)} ≤ t.
Consider a pair of δ–thin triangles with vertex sets {ax, gby, gbx} and {ax, gby, ay}.
(See Figure 1.) Note that d(ax, gby) ≥ d(x, y) − 2t >M + 4t. Moreover the Gromov
products (gbx, gby)ax and (ax, ay)gby are each at most 2t. It follows that there are
subsegments [p1, q1] ⊆ [ax, ay] and [p2, q2] ⊆ [gbx, gby] of length at least M , and
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gbx gby
ax ay
p2
q2
p1 q1
Figure 1. The cosets H1 and gH2 must come close.
whose endpoints satisfy d(p1, p2) ≤ 2δ and d(q1, q2) ≤ 2δ. The λ–quasiconvexity of
H1 and H2 then implies that there are a
′
x, a
′
y ∈H1 and b′x, b′y ∈H2 so that
(2) min{d(a′x, a′y), d(gb′x, gb′y)} ≥M − 2λ,
but
(3) max{d(a′x, gb′x), d(a′y, gb′y)} ≤ 2λ + 2δ = R.
This gives a contradiction: The inequality (3) implies that H1gH2 intersects BR(1)
nontrivially, so we must have diam(NR(H1)∩NR(gH2)) ≤M −2λ−1. On the other
hand (2) implies that diam(NR(H1) ∩NR(gH2)) ≥M − 2λ. 
We can therefore take K(H1,H2) = max{6,M}, and let K = max{K(H,H ′) ∣
H,H ′ ∈H}.
We now derive the Proposition from the group-theoretic statement. Let Y˜ → Y
be the universal cover, and for each i let Ei be the elevation of Bi to Y˜ which is
preserved by Hi. For some µ ≥ 1,  ≥ 0, we can find equivariant maps φ∶ Y˜ → Γ and
ψ∶ Γ→ Y˜ , so that
(1) φ and ψ are (µ, )–quasi-isometries,
(2) φ and ψ are –quasi-inverses, and
(3) for each Hi ∈H and each g ∈ G, the Hausdorff distances dHaus(φ(gBi), gHi)
and dHaus(ψ(gHi), gBi) are bounded above by .
Now let t > 0, and choose elevations U1 and U2 of elements Bi1 and Bi2 ∈ B.
We have U1 = g1Ei1 and U2 = g2Ei2 . We have φ(Nt(Uj)) ⊆ Nµt+2(gjHij) for
j = 1,2. Thus φ(Nt(U1) ∩ Nt(U2)) ⊆ Nµt+2(g1H1) ∩ Nµt+2(g2H2) has diameter
at most K(µt + 2) + K. Thus ψ ○ φ(Nt(U1) ∩ Nt(U2)) has diameter at most
µ(K(µt + 2) +K) + . Since φ and ψ are –quasi-inverses, we get the affine bound
diam(Nt(U1) ∩Nt(U2)) ≤ µ(K(µt + 2) +K) + 2,
as required. 
Theorem 4.5 (Combination Theorem). Let δ > 0 and let f ∶ N → N be a nonde-
creasing affine function. Suppose that Y is a compact NPC space with δ–hyperbolic
universal cover Y˜ . For B large enough (in terms of δ), and A large enough (in
terms of δ, f , and B), the following combination theorem holds.
Suppose
(1) A = ⊔Ai and B = ⊔Bj are embedded locally convex subsets (where the Ai are
the connected components of A and the Bj are the connected components
of B);
(2) B forms an f -separated family;
14 IAN AGOL, DANIEL GROVES, AND JASON FOX MANNING
(3) A is A-embedded in Y ;
(4) Each Bj ⊂ B is B-embedded in Y ; and
(5) Θ is a connected component of A ∪ B.
Then Θ is pi1-injective with λ-quasi-convex elevation to Y˜ , where λ is a function of
δ only.
In applications, the components of B are thought of as “peripheral” subcom-
plexes. With slightly stronger assumptions on how A and B interact, we are able
to rule out “accidental parabolics”.
Definition 4.6. Let B be an embedded locally convex subset of the nonpositively
curved space Y , and let Ξ ⊂ Y . We say that Ξ has an accidental B–loop if there is
a homotopically essential loop ξ ⊂ Ξ so that
(1) ξ is (freely) homotopic to a geodesic loop in B, and
(2) no positive power of ξ is homotopic in Ξ to a geodesic loop in B.
This notion is stable under finite covers:
Lemma 4.7. Let B, Ξ, Y be as in Definition 4.6, and let pi∶ Y˜ → Y be a finite
cover. If B˜ = pi−1(B) and Ξ′ is an elevation of Ξ to Y˜ then Ξ has an accidentalB–loop if and only if Ξ′ has an accidental B˜–loop.
Proof. Let γ be an accidental B–loop in Ξ, and let γ′ be an elevation to Ξ′. By
condition (1) of Definition 4.6, γ is freely homotopic to a geodesic loop in B. We
can lift the homotopy to get that γ′ is freely homotopic to a geodesic loop in B˜. If
γ′ were freely homotopic to a loop in B˜ ∩ Ξ′, then we could project the homotopy
to get a homotopy of γn into B ∩ Ξ for some n ≥ 1, contradicting condition (2) for
ξ.
Conversely, if γ is an accidental B˜–loop in Ξ′, we can show that γ¯ = pi(γ) is an
accidental B–loop in Ξ. Projecting the homotopy of γ into B˜ gives a homotopy of
γ¯ into B. Moreover, if some positive power of γ¯ were homotopic in Ξ to a loop inB we could lift that homotopy to show some positive power of γ was homotopic in
Ξ′ to a loop in B˜. 
We’ll also prove:
Proposition 4.8. Let Y , A, and B satisfy the assumptions of the Combination
Theorem 4.5. Suppose moreover that A has no accidental B–loops. If Θ is a com-
ponent of A ∪ B, then Θ has no accidental B–loops.
The remainder of this section is devoted to proving Theorem 4.5 and Proposition
4.8.
4.1. Broken geodesics. The following Lemma can be proven using essentially the
same argument as [BH99, III.H.1.13].
Lemma 4.9. Let l ≥ 0. Let c = c1⋯cn be a path from p to q in a δ–hyperbolic
geodesic space, satisfying
(1) For each i, the subpath ci = [pi, pi+1] is geodesic;
(2) for each i ≠ 1, the Gromov product (pi−1, pi+1)pi ≤ l;
(3) for each i ∉ {1, n}, the length of ci is strictly bigger than 2l + 8δ.
Then if γ is any geodesic from p to q, the Hausdorff distance between γ and c is at
most l + 5δ.
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4.2. Proof of Theorem 4.5. We’ll show the following assumptions on A, B are
sufficient.
B > 50δ(4)
A > 2 max{f(B + 2δ) + δ + B , 2B}(5)
Recall that given S ⊆ Y connected, and pi∶ Y ′ → Y any cover, an elevation of S
to Y ′ is a component of pi−1(S). We’re particularly interested in elevations to the
universal cover Y˜ of components of A and B.
Definition 4.10. Any elevation of a connected component of A to Y˜ is called
an A–elevation. Any geodesic in an A–elevation is called an A–arc. We defineB–elevations and B–arcs similarly.
4.2.1. pi1–injectivity. In this subsection we show that under the assumptions (4)
and (5), the space Θ described in the statement of Theorem 4.5 is pi1–injective.
Notice that Θ is itself an NPC space, since it is obtained from NPC spaces by
isometrically gluing together convex subspaces (see [BH99, Proposition II.11.6]).
It is worth remarking, however, that the inclusion Θ↪Y is (typically) not a local
isometry, and in fact Theorem 4.5 is obvious in the case that it is.
We argue by contradiction, so suppose that k ≠ 1 is in K ∶= ker(pi1Θ → pi1Y ).
Let Θ˜ be the universal cover of Θ. By possibly moving basepoints, we can suppose
k is represented by a loop γ whose elevation to Θ˜ is a biinfinite geodesic. Since k
is in K, the loop γ lifts to the universal cover Y˜ of Y . The loop is a concatenation
of alternating A–arcs and B–arcs, for example
(6) γ = a1b2⋯an−1bn,
where each ai is an A–arc, and each bi is a B–arc. We regard the expression (6) as
a “cyclic word” whose syllables are arcs. To simplify notation below, the indices
1, . . . , n should be taken to be elements of Z/nZ.
Since A–elevations and B–elevations intersect, there may be some choice in the
expression (6); we always assume the expression is chosen so that the syllable length
n is minimized. Note that γ cannot consist of a single A or B–arc, since otherwise
some A or B–elevation contains a nontrivial geodesic loop. Moreover, by moving
the basepoint, we can assume that the first arc is an A–arc, and the last is a B–arc,
as in (6). In other words the syllable length is even.
Lemma 4.11. The syllable length is not 2.
Proof. We have already noted that the syllable length is not 1. If the syllable length
were 2, we would have a geodesic bigon in Y˜ , with one side in some A–elevation
and the other side in some B–elevation. This contradicts convexity of the A andB–elevations. 
Since the syllable length is an even number bigger than 2, there are at least twoB–arcs (and the same number of A–arcs) in γ. We describe a way to “shortcut”
the A–arcs and obtain an B–local (1,5δ)–quasigeodesic loop from γ. This will
contradict Lemma 4.9.
Each A–arc aj lies in some A–elevation Ej . Let aj and aj+2 be two consecutiveA–syllables. The intervening B–syllable bj+1 must leave Ej , or otherwise the ex-
pression (6) could be shortened. Since Ej is convex it follows that Ej+2 ≠ Ej . The
16 IAN AGOL, DANIEL GROVES, AND JASON FOX MANNING
E1
E3
a1
a3p2
b2
q2
bn
qn
α1
Figure 2. Shortcutting around the A–arcs.
A–embeddedness of A implies that d(Ej ,Ej+2) ≥ 2A (A similar argument shows
that successive B–syllables must lie in separate B–elevations, though there is no
useful lower bound on the distance between these elevations.)
Since the elevations Ej and Ej+2 are distance at least 2A from one another,
there must be a point pj+1 on bj+1 satisfying d(pj+1,Ej) = A/2 and another point
qj+1 on bj+1 satisfying d(qj+1,Ej+2) = A/2. (See Figure 2.) For each odd j we
choose a geodesic arc αj in Y˜ from qj−1 to pj+1. For even j, we let βj be the subarc
of bj between pj and qj . Concatenating all these, we obtain a piecewise geodesic
loop
σ = α1β2⋯αn−1βn.
Observe ∣βj ∣ ≥ A for each even j.
Lemma 4.12. Let j be odd. Then ∣αj ∣ > 2B.
Proof. As argued above, the arc αj goes between points q ∶= qj−1 and p ∶= pj+1 in
distinct B–elevations Ej−1 and Ej+1. Let m be the midpoint of αj . By way of
contradiction, suppose that d(m,p) = d(m,q) ≤ B .
Consider a geodesic triangle with base aj and apex m (see Figure 3). Let x ∈
Ej∩Ej−1 and y ∈ Ej∩Ej+1 be the endpoints of aj , and let t = (x, y)m be the Gromov
product of the endpoints of aj with respect to m. Let η be the initial subsegment
of [m,x] of length t. The geodesic segment η lies in an B +δ–neighborhood of Ej−1
and in an B + 2δ–neighborhood of Ej+1. It follows that the length of η is at most
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p
y
aj
αj
m
q
x
η
Ej+1
Ej−1
Figure 3. α–arcs are long
f(B + 2δ). Hence d(m,Ej) ≤ f(B + 2δ) + δ, and
A/2 = d(p,Ej) ≤ f(B + 2δ) + δ + B ,
a contradiction to (5). 
So σ is a piecewise geodesic, and each geodesic piece has length at least 2B . We
must now bound the Gromov products at the corners.
Lemma 4.13. Let j be even. The Gromov product of qj−2 and qj at pj is at most
δ. The Gromov product of pj and pj+2 at qj is at most δ.
Proof. We prove the first assertion. The proof of the second assertion is identical
up to shuffling labels.
We use similar notation to that in Lemma 4.12: p = pj , q = qj−2, and q′ = qj . Let
x be the endpoint of aj−1 meeting bj−2, and let y be the endpoint meeting bj (See
Figure 4).
Because the points {y, p, q′} lie on a geodesic, at most one of the quantities(y, q)p, (q′, q)p is greater than δ. Indeed, consider the two δ–thin triangles with
vertex sets {p, q, y} and {p, q, q′}. Letting M = min{(y, q)p, (q′, q)p}, we see that
there are points p1 ∈ [p, y] and p2 ∈ [p, q′] with d(pi, p) =M for each i, but so that
d(p1, p2) ≤ 2δ. Since {y, p, q′} lie on a geodesic, we have d(p1, p2) = 2M , so M ≤ δ.
We’ll show that in fact (y, q)p > δ, from which we deduce (q, q′)p ≤ δ as required.
Consider the pair of triangles with vertex sets {p, q, y} and {x, y, q}. There are two
cases, depending on the relative sizes of the Gromov products at y. Let D = (y, q)p
be the quantity we are trying to bound from below.
Case 1. (p, q)y ≤ (x, q)y
In this case (see the left-hand side of Figure 5), there is a path from p to a point on
aj−1 ⊆ Ej−1 of length D+2δ. Since d(p,Ej−1) = A/2, this implies D ≥ A/2−2δ > δ,
as required.
Case 2. (p, q)y > (x, q)y
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aj−1
y
p
x
q
q′
Figure 4. Showing Gromov products are small.
y p
x q
x
y p
q
∆
Figure 5. Two possibilities for the quadrilateral with vertices(y, p, q, x). Case 1 is on the left, Case 2 on the right. The sides of
the internal dashed triangles have length at most δ.
(See the right-hand side of Figure 5.) Let ∆ = (p, q)y − (x, q)y be the difference
in the Gromov products at y, and note that there is a path from p to a point on
aj ⊆ Ej−1 of length D + 2δ +∆. Moreover, there is a length ∆ subsegment of [y, q]
which is distance ≤ δ from both [y, p] ⊆ Ej and [x, q] ⊆ Ej−2. But this implies that
∆ ≤ f(δ). Thus
A/2 ≤D + 2δ +∆ ≤D + 2δ + f(δ),
which implies D ≥ A/2 − (2δ + f(δ)) > δ as required.

We now have that σ is a broken geodesic with Gromov products in the corners
of at most δ, and made of pieces of length at least 2B . Since σ is a loop, applying
Lemma 4.9 with l = δ we see that σ must lie a Hausdorff distance at most 6δ from
any point of σ. Since σ contains a geodesic subsegment of length at least 2B > 6δ,
this is a contradiction. 
4.2.2. Quasiconvexity. The argument for quasiconvexity involves similar ideas. Let
p and q be points in the elevation Θ˜ to Y˜ . These are connected by a (unique)
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Θ˜–geodesic γ which can be written as a concatenation of A–arcs and B–arcs
(7) γ = s1⋯sn
where n is minimal subject to the constraint that each sj is a geodesic arc either
in a single A–elevation or a single B–elevation. We call n the syllable length of γ.
Consider the first interior B syllable of γ, which will be s2 or s3, and the last
interior B syllable which is sn−2 or sn−1. Then we may write γ = αθω, where α and
ω consist of at most 2 syllables, and θ has at most n − 2 syllables which begin and
end with B syllables. Let p′ and q′ be the initial and terminal points of θ. As in
the proof of pi1–injectivity, we modify θ to a path σ avoiding the A–syllables. This
path will not be in Θ˜, but will be a quasigeodesic which is a controlled distance
away from Θ˜, and we then apply quasigeodesic stability to find that [p′, q′] is not
far from σ.
Let [p′, q′] be the geodesic joining p′ and q′ in Y˜ . If we can show that [p′, q′]
is uniformly bounded distance from Θ˜, then it follows that the geodesic [p, q] ⊂ Y˜
will be a bounded distance from Θ˜, since the polygonal arc α[p′, q′]ω is made of at
most 5 segments, so that [p, q] ⊂ N3δ(α[p′, q′]ω), and therefore a bounded distance
from Θ˜.
Let J = {j0, j0 + 2, . . . , jmax − 2, jmax} be the set of indices of B syllables sj of θ.
Thus j0 ∈ {2,3}, and jmax ∈ {n−2, n−1}. For each j ∈ J , the B–arc sj travels between
distinct A–elevations Ej−1 and Ej+1, which are distance at least 2A away from one
another. There are therefore points pj and qj on sj so that d(pj ,Ej−1) = A/2 and
d(qj ,Ej−1) = A/2, and the subsegment [pj , qj] has length at least A.
We now let σ be a broken geodesic with ordered vertices (p′, qj0 , . . . , pjmax , q′).
(See Figure 6.)
p
p′
q3
p5 q5
p7
q′
q[p, q]
[p′, q′]
Figure 6. Modifying a subpath of γ to a quasigeodesic σ between
p′ and q′. Note that the blue segments at the beginning and end
of γ may be absent, possibly changing the numbering.
Lemma 4.14. The path σ is contained in a 2δ–neighborhood of γ (and hence of
Θ˜).
Proof. See Figure 6. The path σ is built from two kinds of sub-arcs. The first are
paths already in γ. The second, pictured as dotted green arcs in the Figure, are
geodesics. These geodesics naturally lie in geodesic triangles or quadrilaterals, the
remaining edges of which are in γ. Using δ-hyperbolicity, the result is immediate.

By the same argument used to prove Lemma 4.13, the path σ has Gromov
products in the corners bounded by δ.
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We may apply Lemma 4.9 with l = δ to see that σ has Hausdorff distance at most
6δ from [p′, q′]. Lemma 4.14 then implies that [p′, q′] lies in an 8δ–neighborhood of
Θ˜. Then [p, q] lies in an 11δ neighborhood of Θ˜ as observed above, since it lies in a
3δ neighborhood of α[p′, q′]ω, which is a polygonal arc made of at most 5 geodesic
segments, all of which but [p′, q′] lie in Θ˜.
We conclude that Θ˜ is 11δ–quasiconvex. 
4.3. Proof of Proposition 4.8. As in the proof of Theorem 4.5, we assume
B > 50δ, and
A > 2 max{f(B + 2δ) + δ + B , 2B} .
We argue by contradiction, supposing that there is an essential Θ–loop γ which
is freely homotopic in Y to an essential loop η in some component B of B, but that
no positive power of γ is homotopic in Θ to a loop in B. Adjusting the loops by a
homotopy, we may assume that η is geodesic and that γ is Θ–geodesic, and can be
written as a sequence of A–syllables ai and B–syllables bi; for example
γ = a1b2⋯an−1bn,
where n is the syllable length of γ, and the expression is chosen to minimize this
length in the Θ–homotopy class of γ.
Lemma 4.15. The syllable length of γ is not 1.
Proof. If the syllable length of γ is 1, then there are two possibilities, γ ⊆ A or γ ⊆ B.
The first case is ruled out by the hypothesis that A has no accidental B–loops, the
second by assumption that γ is not homotopic in Θ to a loop in B. 
We suppose therefore that the syllable length of γ is greater than 1, so there is at
least one B–syllable, and at least one A–syllable. We can lift the homotopy between
γ and η to the universal cover Y˜ , obtaining elevations γ˜ and η˜ which fellow-travel
one another (see Figure 7).
η˜
γ˜
Figure 7. Fellow-travelling lifts of η and γ. A–arcs are red; B–
arcs are blue.
Lemma 4.16. Successive B–arcs of γ˜ are contained in distinct B–elevations.
Proof. Suppose that two successive B–arcs are contained in the same B–elevation
E. Since the elevation is convex, the intervening A–arc is also contained in E. It
follows that γ is homotopic in Θ to a loop with one fewer A–syllable, contradicting
the minimality of the syllable length. 
We can perform the same “shortcutting” operation as in the proof of Theorem
4.5, modifying γ˜ to a piecewise geodesic σ which contains long (≥ A) subsegments
of the B–arcs of γ, and which has Gromov products bounded by δ. Using Lemma
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4.9 and δ–hyperbolicity we can see that the broken geodesic σ lies within Hausdorff
distance 8δ of η˜. The broken geodesic σ contains a subsegment of each B–arc of
γ˜ of length at least A. The geodesic η˜ is contained in a single B–elevation. By
Lemma 4.16, not all the B–arcs of γ˜ are contained in the same B–elevation as η˜.
We deduce A ≤ f(8δ), which contradicts the hypothesis on A. This completes the
proof of Proposition 4.8. 
5. Fully P-elliptic hierarchies
In this section, we prove Theorem 2.11. First recall the statement.
Theorem 2.11. Given (G,P) relatively hyperbolic, with G hyperbolic and virtually
special, there is some (G′,P ′) ⊲˙(G,P) which has a malnormal quasiconvex fully P ′-
elliptic hierarchy terminating in P ′.
We describe a fairly general procedure for generating relative hierarchies of spaces
from cube complex pairs. Then we talk about how to ensure such a hierarchy is
faithful, quasiconvex, and malnormal, by passing to carefully chosen finite covers.
5.1. Augmented cube complexes. We first establish some terminology useful
for dealing with cube complex pairs.
Let X be a NPC cube complex, and Z = ⊔ni=1Zi a union of connected NPC cube
complexes which admits a locally isometric immersion Φ = ⊔ni=1 φi∶ Z → X. We’ll
call (X,Z) a cube complex pair. Then the mapping cylinder of Φ,
(8) CΦ = X ⊔ (Z × [0, 1])/{(z, 1) ∼ Φ(z)}
naturally has the structure of an NPC cube complex. Call such a complex the
augmented cube complex based on the pair (X,Z).
There are canonical inclusions X ↪ CΦ and Z ↪ CΦ (this second via z ↦ (z,0)).
The subset X ⊆ CΦ is a deformation retract of CΦ. The components Zi of Z ⊆ CΦ
are referred to as peripheral subcomplexes. The hyperplanes Zi × { 12} are called
peripheral hyperplanes, and all other hyperplanes of CΦ are called non-peripheral
hyperplanes.
Any cover X˜ → X also gives rise to a cover CΦ˜ → CΦ, where Φ˜∶ Z˜ → X˜ is made
up of all the elevations of the maps φi.
Definition 5.1 (Augmented Hyperplanes). Let Φ∶ Z → X be a locally isometric
immersion of NPC cube complexes, and let C = CΦ be the augmented complex.
Let W be a non-peripheral hyperplane of C. The augmented hyperplane A(W ) is
the component of W ∪Z containing W .
In other words the augmented hyperplane A(W ) is the union of W with any
components of Z which meet W . In general, augmented hyperplanes are not par-
ticularly well behaved. They are not convex subsets of the augmented complex, are
not locally separating, and may not be pi1–injective. We will nonetheless be able
to find situations in which they give a faithful hierarchy.
5.2. Double-dot hierarchy. In this subsection we start with a NPC cube complex
X, together with some collection of subcomplexes Z, and construct a particular
hierarchy on a space homotopic to a “generalized double cover” of X. The stages
of the hierarchy (though not its terminal spaces) depend on an ordering of the
hyperplanes of X. In the rest of the paper, the hierarchy is referred to as the
double dot hierarchy for the pair (X,Z).
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Definition 5.2. (cf. [Wis, Construction 9.1]) Let X be any cube complex. Any
hyperplane W ⊂ X gives rise to a map from iW ∶ pi1X → Z/2, measuring the mod-2
intersection between a loop and the hyperplane. Let W be the set of embedded,
2–sided, nonseparating hyperplanes in X. The double-dot cover X¨ →X is the cover
corresponding to the kernel of the map
hW = ⊕iW ∶ pi1X → ⊕
W ∈W Z/2.
Given any augmented complex CΦ, we now describe a “relative” hierarchy of
spaces structure on the double-dot cover using the augmented hyperplanes of CΦ.
An example of an augmented cube complex is shown in Figure 8, together with its
double-dot cover. Parts of the double-dot hierarchy for this complex are shown in
Figures 9 and 10.
Figure 8. An example of an augmented complex (at right) and
its double-dot cover. X is a figure-eight, and Z consists of two
circles. There are two nonseparating hyperplanes, red and orange.
Let C = CΦ be an augmented cube complex, where Φ∶ Z → X is a locally iso-
metric immersion of cube complexes. Let W be the set of embedded, 2–sided,
nonseparating hyperplanes of C. Choose an order (W1, . . . ,Wn) for these hyper-
planes. For i ∈ {1, . . . , n}, let Ai be the augmented hyperplane A(Wi).
Let c∶ C¨ → C be the double-dot cover, and let Z¨ = c−1(Z). Fix a basepoint p˜ ∈ C¨
so that p = c(p˜) lies in the complement of ⋃W. The complementary components
of c−1 (⋃W) are labeled by elements of ⊕W(Z/2). For t ∈ ⊕W(Z/2), let Vt be
the closure of the union of components labeled by t. Note that Vt need not be
connected. The terminal vertex spaces of our hierarchy are components of Vt ∪ Z¨,
where t ranges over ⊕W(Z/2).
The order on W determines a hierarchy of spaces H as follows: For each i, letWi = {W1, . . . ,Wi}, and let Mi =⊕Wi Z/2. The complementary components of ∪Wi
are labeled by elements of Mi. For each t ∈ Mi, let Kt be the closure of the part
labeled t. We define the t–vertex spaces to be those components of Kt ∪ Z¨ which
intersect Kt. The vertex spaces at level i are the t–vertex spaces, for t ranging
over Mi.
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The edge spaces at level i are (some of the) components of pairwise intersections
of vertex spaces. We now describe these intersections.
Figure 9. Level 1 of a double-dot hierarchy, cutting along the
elevated orange augmented hyperplane. There are two edge spaces,
each consisting of two elevations of the orange hyperplane together
with an elevation of a blue peripheral circle.
Definition 5.3. Let A be the closure of a component of c−1(Wi)∖⋃j<i c−1(Wj) in
C¨. We call A a partly-cut-up elevation of Wi.
The following lemma is immediate from the construction.
Lemma 5.4. Any two vertex spaces at level i are either disjoint or intersect in a
union of peripheral complexes and disjoint partly-cut-up elevations of Wi.
We now describe the graph of spaces (Γ,X ) at level i, associated to a vertex
space V at level i − 1. The space V is a t–vertex space, for some t ∈Mi−1. Under
the canonical projection Mi → Mi−1, the fiber above t consists of two elements{t+, t−}, so V is a union of t+–vertex spaces V+ = {V +1 , . . . , V +p } and t−–vertex
spaces V− = {V −1 , . . . V −m}. These form the vertex spaces of the graph of spaces
associated to V . No two t+–vertex spaces intersect nontrivially, and neither do any
t−–vertex spaces. Thus the incidence graph of the set of vertex spaces is bipartite.
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Figure 10. Level 2 of a double-dot hierarchy, cutting one of the
vertex spaces along the elevated red augmented hyperplane. There
is a single edge space.
We modify the incidence graph slightly to a graph Γ by repeating edges representing
multiple components of intersection. Thus the unoriented edges of Γ are in bijective
correspondence with the components of(⋃V+) ∩ (⋃V−) .
The edge-space-to-vertex-space maps are the inclusion maps, and the homotopy
equivalence R(Γ,X ) → V is given in the obvious way, by inclusion on the vertex
spaces, and projection of the mapping cylinders to their images.
5.3. Terminal spaces. In general, the hierarchy described in Section 5.2 above
may not be faithful, and even if it is, may not be quasiconvex, malnormal, or
have reasonable terminal spaces. However, if every hyperplane of X is embedded,
nonseparating and two-sided, the terminal spaces are particularly nice:
Lemma 5.5. Suppose that the elements of Z are embedded and locally isometrically
embedded in X. Let C be the augmented cube complex coming from the pair (X,Z),
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and let C¨ be the double-dot cover. Let Z¨ be the union of the peripheral subcomplexes
of C¨. Suppose that every hyperplane of X is embedded, 2–sided, and nonseparating.
Let Y be a terminal space of the double-dot hierarchy. Then Y has a graph of
spaces structure (Γ,Y), where
(1) Γ is bipartite, with red and black vertices;
(2) if v is a black vertex, Y(v) is contractible;
(3) if v is a red vertex, Y(v) is a component of Z¨; and
(4) every edge space is contractible.
Proof. The hypotheses imply that the set of hyperplanes W from Definition 5.2 is
the entire collection of non-peripheral hyperplanes of C.
After cutting along each of the Wi in turn (for varying i), what remains are: parts
of X cut along all non-peripheral hyperplanes, joined (via parts of the cylinders in
the trivial mapping cylinder of the augmentation) to components of Z¨. The graph
of spaces decomposition of Y is obtained by cutting along the (remaining parts
of the) peripheral hyperplanes. Since we have now cut along all the hyperplanes
of C¨, the remaining parts which do not intersect the peripheral sub-complexes are
cubical polyhedra (in the language of [Ago13]) and are contractible. The other parts
are homotopy equivalent to components of Z¨. Finally, the edge spaces are cubical
polyhedra in the peripheral hyperplanes, and hence are also contractible. 
Corollary 5.6. With the same assumptions as Lemma 5.5, the fundamental group
of a terminal space is a free product (∗pi=1Gi)∗F where F is finitely generated free,
and each Gi is the fundamental group of some component of Z¨.
5.4. Finding a faithful hierarchy. In order to turn the topological statements of
the last subsection into group theoretic statements, we must find conditions under
which the double-dot hierarchy is faithful. This uses the combination theorem from
Section 4.
5.4.1. Lemmas about R–embedded subsets. The following lemma is straightforward.
Lemma 5.7. Suppose that A is R–embedded in B. Let pi∶ B˜ → B be a finite cover,
and let A˜ = pi−1(A). Then A˜ is R–embedded in B˜.
We’ll need to know that certain intersections ofR–embedded sets areR–embedded
(Lemma 5.9). First we need to understand the fundamental groups of those inter-
sections.
Lemma 5.8. Let A and B be locally convex subsets of the NPC space C. Let I be
a component of A ∩B, and let p ∈ I. Then pi1(I, p) = pi1(A,p) ∩ pi1(B,p).
Proof. If σ ∈ (pi1(A,p) ∩ pi1(B,p)) ∖ pi1(I, p), then represent σ as a based geodesic
loop γA in A and as another such loop γB in B. Unless they coincide, the homotopy
between them lifts to a nondegenerate geodesic bigon in the CAT(0) universal cover
of C. Therefore γA = γB ⊆ A ∩B. 
Lemma 5.9. Let R > 0, and suppose A and B are R–embedded locally convex
subsets of the NPC space C. Then A ∩B is R–embedded.
Proof. We first show that components of A ∩B are R–embedded, and then show
they are further than 2R from one another.
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Let I be a component of A ∩B. Then I is contained in A0 ∩B0, where A0 is a
connected component of A and B0 is a connected component of B. Choosing p ∈ I
determines a diagram of covers
CI
φA0
}}
piI

φB0
!!
CA0
piA0 ""
CB0
piB0||
C
with canonical inclusions NR(A0) ⊆ CA0 , NR(B0) ⊆ CB0 , and NR(I) ⊆ CI . We
suppose by contradiction that there are two points x ≠ y in NR(I) so that piI(x) =
piI(y). Since φA0(NR(I)) ⊆ NR(A0) and A is R–embedded, it must be the case
that φA0(x) = φA0(y). Similarly φB0(x) = φB0(y). Let σx be an arc joining x to
the lifted basepoint p˜ in I, and let σy join y to p˜. Then γ = piI(σ¯xσy) is a loop in C
based at p which lifts to both CA0 and CB0 , but not to CI , contradicting Lemma
5.8.
Now suppose that I1 and I2 are two different components of A ∩ B. By way
of contradiction, suppose σ is an arc joining I1 to I2 of length strictly less than
2R. For i = 1,2, let Ai be the connected component of A containing Ii, and let
Bi be the connected component of B containing Ii. Since A is R–embedded and
σ has length less than 2R, we must have A2 = A1; similarly B2 = B1. Again using
R–embeddedness, σ ∪A1 lifts to CA1 . It follows that σ is homotopic rel endpoints
to an arc τA in A. Since A is locally convex, we may choose τA to be geodesic.
Similarly, σ is homotopic rel endpoints to a geodesic τB in B. But this gives rise to
a nondegenerate geodesic bigon in the universal cover C˜, contradicting the CAT(0)
inequality. 
5.4.2. Criterion for the double-dot hierarchy to be faithful. We are particularly in-
terested in subspaces coming from cutting a cube complex up along walls. Let Y
be an NPC cube complex, and let Y¨ → Y be the double-dot cover. Let W be a
nonseparating 2–sided embedded hyperplane of Y , and let W¨ be the preimage of W
under the double-dot cover. Then W¨ cuts Y into two (not necessarily connected)
parts, V + and V −.
Lemma 5.10. If W is R–embedded then V + is R–embedded, as is V −.
Proof. Each component of V + is bounded by a collection of elevations of W . Lemma
5.7 implies that the union of these elevations is R–embedded, so V + is as well. 
Combining Lemmas 5.10 and 5.9 we obtain:
Corollary 5.11. Let W be a collection of 2–sided, embedded, nonseparating, R–
embedded hyperplanes in a cube complex Y , and let t ∈ ⊕WZ/2. If Vt is that part
of the double-dot cover labeled by t then Vt is R–embeddded.
Definition 5.12. Let φ∶ Z →X be a locally isometric immersion. We say that φ (or
sometimes Z) is superconvex if whenever Z˜ is an elevation of Z to the universal cover
ofX, then Z˜ contains every biinfinite geodesic which lies in a bounded neighborhood
of Z˜.
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Lemma 5.13. [Hag08] (cf [SW11]) Let G be hyperbolic and the fundamental group
of an NPC cube complex X. Let H < G be a quasiconvex subgroup. Then there is
a superconvex immersion φ∶ Z →X with φ∗(pi1(Z)) =H.
Proof. Let ΛH be the limit set of H in ∂G = ∂X. By quasi-convexity and δ-
hyperbolicity, any geodesic joining elements of ∂H stays uniformly close to H.
Thus, there is a compact set K in X˜ so that H.K contains all such geodesics.
It follows by δ-hyperbolicity of X˜ that quasi-convexity and combinatorial quasi-
convexity (in the sense of [Hag08, Definition 2.24]) are the same notion. Therefore,
by [Hag08, Theorem H] the combinatorial convex hull Y of H.K is H-cocompact.
We take Z = Y /H. 
Definition 5.14. Let (X,Z) be a cube complex pair, so that the immersion Φ∶ Z →
X is superconvex on each component of Z. Then (X,Z) is a superconvex pair.
In order to ensure our edge spaces don’t have any accidental parabolics, we need
the following lemma:
Lemma 5.15. Let (X,Z) be a superconvex pair, with each component of Z em-
bedded, and let C be the corresponding augmented cube complex. For n ≥ 1 let{W1, . . . ,Wn} be a collection of embedded, 2–sided, nonseparating hyperplanes of
C. Let P be a component of Wn ∖⋃i<nWi. Then P has no accidental Z–loops.
Proof. Recall that the augmented space C is the mapping cylinder of a locally
isometric immersion Φ from Z = ⊔kj=1Zj to X, where each Zj is a connected NPC
cube complex. Let φj = Φ∣Zj . Consider a cube τ of C which intersects, but isn’t
contained in X. This cube can be identified with σ × [0,1] where σ = σ × {0}
is a cube of Z, and σ × {1} = Φ(σ). We observe that under this identification,
P ∩ τ = (P ∩ σ) × [0,1]. Since Zj is embedded, we get a copy of Zj × [0,1] ⊆ C,
and the foregoing argument shows that the intersection of P with this product is
exactly (P ∩Zj × {0}) × [0,1].
Now, let α ⊆ P be a geodesic loop which is homotopic (in C) to a geodesic loop
α′ in Zj ⊆ Z.
Suppose first that α is contained in C ∖X. It is then possible to homotope α
along the product structure into Z. Since the intersection of P with the product
structure is itself a product, this homotopy takes place inside P , so α is not an
accidental Z–loop.
We may therefore assume that α intersects X. We claim that α must be con-
tained in X. Suppose not. By reparameterizing the geodesic loop α∶ [0, L] → C,
we may suppose that α(0) = α(L) ∈ X, but that α(t) ∉ X for small positive t. Let
R be the smallest positive number so that α(R) ∈ X, and let β = α∣[0,R]. Then
β has image in some Zj × [0,1], so we may write β(t) = (z(t), s(t)) for z(t) ∈ Zj ,
s(t) ∈ [0,1]. The projection s(t) must also be locally geodesic, so the quantity s′(t)
is constant. Since s(0) = s(R) = 1, we have s′(t) = 0 for all t ∈ [0,R], contradicting
the supposition that α(t) ∉X for small positive t.
Lifting to the universal cover, we obtain a biinfinite geodesic α˜ ⊆ X˜ which lies
in a bounded neighborhood of the image of some elevation of φj ∶ Zj → X. Since
φj is superconvex, α˜ actually lies in this elevation. But this means that α is in
P ∩ φj(Zj) = P ∩ (Zj × {1}). Since P intersects Zj × [0,1] in a product, α is
homotopic in P into Zj , and therefore into Z. Thus α is not an accidental Z–
loop. 
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Theorem 5.16. Suppose that (X,Z) is an NPC cube complex pair, and suppose
that C is the associated augmented complex. Suppose that the universal cover of
C is δ–hyperbolic, and that there exists some function f so that the family Z is
f–separated. Let A and B be constants sufficient for the Combination Theorem
4.5.
(1) Suppose that each nonseparating embedded 2–sided hyperplane of C is A–
embedded, and that each component Z of Z is B–embedded. Then the
double-dot hierarchy of C¨ is faithful, and the corresponding hierarchy of
fundamental groups is quasiconvex.
(2) Suppose further that the pair (X,Z) is superconvex. Then the edge spaces
of the double-dot hierarchy have no accidental Z¨–loops.
Proof. For the first conclusion, it suffices to show all the edge spaces are pi1–
injective, with quasi-convex elevations to the universal cover C˜ of C.
Let {W1, . . . ,Wn} be the ordered list of embedded, nonseparating, 2–sided hy-
perplanes in C. Let V be a vertex space of the hierarchy at level i − 1. Then the
non-peripheral part of V is marked by some t ∈ Mi−1 = ⊕{W1,...,Wi−1}Z/2. Let Vt
be the part of C¨ marked by t. By Corollary 5.11, the set Vt is A–embedded.
The vertex space V is a component of Vt ∪ Z¨. Let {t+, t−} be the fiber above t
under the projection Mi →Mi−1.
Let E be an edge space at level i of the hierarchy. Then E is a component of the
intersection of two vertex spaces V + and V −, marked by t+ and t−, respectively.
Let W¨i be the preimage of Wi in the double-dot cover C¨. By Lemma 5.7, W¨i is
A–embedded.
Let A = Vt ∩ W¨i. By Lemma 5.9, A is A–embedded.
Let B = Z¨ ⊆ C¨. Then E is a component of A ∪ B. The first conclusion of the
theorem follows from the Combination Theorem 4.5 for A, B, and setting Θ = E.
For the second conclusion we argue as follows. At level i of the hierarchy the
edge spaces are components of A ∪ B where the components of A are elevations of
components of Wi ∖⋃j<iWj . Lemmas 5.15 and 4.7 imply that the components ofA have no accidental B–loops. We can therefore apply Proposition 4.8 to deduce
that E has no accidental Z¨–loops. 
5.5. Scott’s Criterion and separability. We briefly recall Scott’s Criterion [Sco78]
about separability as it is used multiple times in the proof of Theorem 2.11 as an
application of separability. We ignore basepoints in what follows since doing this
does not cause any ambiguity or confusion.
Suppose that X is a connected complex and that H is a subgroup of pi1(X).
Let XH be the cover of X corresponding to H. Scott’s Criterion states that H is
separable in pi1(X) if and only if the following condition holds:
For every finite sub-complex ∆ of XH there exists an intermediate covering
XH →X∆ →X
so that X∆ →X is a finite-degree covering and ∆ embeds in X∆.
We use this (often implicitly) to promote certain immersions to embeddings in
finite covers, and for other purposes that are made clear by this criterion.
5.6. Proof of Theorem 2.11. In the following we make repeated use of Scott’s cri-
terion, together with the fact (referred to as QCERF ) that quasiconvex subgroups
of virtually special groups are separable (Theorem 3.28).
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Step 1: We start with a relatively hyperbolic pair (G,P) so that G is hyperbolic
and virtually special. Since G is virtually special, there is some (G0,P0) ⊲˙(G,P)
(see Notation 2.9) so that G0 = pi1X0, where X0 is a special cube complex.
Lemma 5.17. If X0 is a compact special cube complex, then some isometrically
embedded subcomplex Y of X0 is homotopy equivalent to X0 and has the property
that every hyperplane of Y gives a nontrivial splitting of G0 = pi1X0.
Proof. Since X0 is special, every hyperplane is embedded and two-sided. Thus
each hyperplane gives some one-edge splitting of G0. Suppose W is a hyperplane
giving a trivial splitting of G0, with open cubical neighborhood N(W ). Since the
group-theoretic splitting is trivial, X0 ∖N(W ) must have two components, at least
one of which is homotopy equivalent to X0. Let X
′ be a component of X0 ∖N(W )
homotopy equivalent to X0. The total number of cubes (of all dimensions) in X
′ is
less than the total number of cubes in X0. Thus we can only perform this procedure
finitely many times, eventually arriving at a subcomplex which every hyperplane
splits nontrivially. 
We may therefore suppose (possibly replacing X0 by a subcomplex) every hy-
perplane of X0 gives a nontrivial splitting of G0. Any finite cover of X0 therefore
has the same property.
Let H < G0 be the fundamental group of a hyperplane W . Since W is convex
in the (Gromov hyperbolic and CAT(0)) universal cover of X0, H is a quasiconvex
subgroup. Using QCERF we can pass to a finite cover in which every elevation of
W is nonseparating. (For the idea, see [Lub96, Lemma 2.2].) There is therefore a
finite regular cover X1 →X0 in which every hyperplane is nonseparating.
On the level of fundamental groups we have G1 = pi1X1 ⊲˙G0 with an induced
peripheral structure (G1,P1) ⊲˙(G0,P0) (again as in Notation 2.9). We can sup-
pose further that (G1,P1) ⊲˙(G,P) by passing to a further finite index subgroup if
necessary.
Step 2: The subgroups P1 are quasiconvex in G1 so we can represent them by
superconvex locally isometric immersions {Z(P ) φPÐ→ X1 ∣ P ∈ P1} (Lemma 5.13).
Setting Z1 = ⋃P1 Z(P ) we have a superconvex cube complex pair (X1,Z1), and we
can form the associated augmented complex C1. The following easy lemma ensures
that finite covers of C1 are of the same form.
Lemma 5.18. Any regular finite cover C ′ of C1 has the properties:
(1) C ′ is the augmented complex for a superconvex pair (X ′,Z ′) with(G′,P ′) = (pi1(X ′),{pi1(Z) ∣ Z a component of Z ′}) ⊲˙(G1,P1)
and
(2) Every nonperipheral hyperplane of C ′ is nonseparating.
Step 3: We fix some parameters. Since G is a hyperbolic group, the universal
cover C˜ of C1 is δ–hyperbolic for some δ. Since (G,P) is relatively hyperbolic,
so is (G1,P1). In particular P1 is a malnormal collection. Proposition 4.4 then
implies that the family of elevations of components of Z1 to C˜ is f–separated for
some affine f . We let A and B be constants which are sufficiently large for the
Combination Theorem 4.5 to work. (For example we may take B = 50δ + 1 and
A = 2 max{f(B + 2δ) + δ + B ,2B} + 1.)
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Fundamental groups of hyperplanes and of peripheral complexes are quasiconvex
in G. Using QCERF we may pass to a finite regular cover C2 → C1 associated to a
pair (X2,Z2) so that:
(1) Every non-peripheral hyperplane is A–embedded in C2; and
(2) every peripheral subcomplex is B–embedded in C2.
Step 4: Let G¨2 = pi1(C¨2), and letP¨2 = {pi1Z˜ < pi1(C¨2) ∣ Z˜ an elevation of a component Z ⊆ Z2 to C¨2}.
We now can show the double-dot hierarchy H on C¨2 is faithful and quasiconvex
using Theorem 5.16.(1). Since the peripheral subcomplexes are never cut up, this
hierarchy is P¨2–elliptic. Since the pair (X2,Z2) is superconvex, Theorem 5.16.(2)
implies that the edge spaces of the hierarchy have no accidental Z¨2–loops. This
implies that the hierarchy is fully P¨2–elliptic.
The cube complex C2 is the augmented complex associated to a pair (X2,Z2)
so that every hyperplane of X2 is embedded, 2–sided, and nonseparating (from
Step 1), so Corollary 5.6 applies. We deduce that the hierarchy of groups on G¨2
terminates in free products of free groups and elements of P¨2.
Step 5: Pass to a further finite index subgroup (G3,P3) ⊲˙(G¨2, P¨2) so the hierarchy
induced by H is a malnormal hierarchy. This can be done by Theorem 3.33.
The terminal groups of the induced hierarchy are finite index in the terminal
groups of H. In particular, they are free products of free groups and elements ofP3. We can then continue the hierarchy (quasiconvexly, malnormally, and fullyP3–elliptically) to one which terminates in P3. 
6. The (Malnormal) Special Combination Theorem
The Malnormal Quasiconvex Hierarchy Theorem of Wise is essential to our proof
of Theorem 2.12. We explain how the result follows from the work in [HW15] and
[HW12].
Theorem 6.1 (Malnormal Quasiconvex Hierarchy). [Wis, Theorem 11.2] If G is a
hyperbolic group with a malnormal quasiconvex hierarchy terminating in a collection
of virtually special groups, then G is virtually special.
Theorem 6.1 follows from the following (malnormal version of the) Special Com-
bination Theorem, by induction on the length of the hierarchy.
Theorem 6.2 (Malnormal Special Combination). [HW15] + [HW12] Suppose that
G is a hyperbolic group and that G = pi1(Γ,G) for some faithful graph of groups(Γ,G) where
(1) The edge groups of (Γ,G) are malnormal and quasiconvex in G; and
(2) The vertex groups of (Γ,G) are virtually special.
Then G is virtually special.
Remark 6.3. In Section 10 below we remark how the Malnormal Special Quotient
Theorem and Dehn filling can be used to remove the condition of malnormality
from (1) above in order to obtain another, much more powerful result of Wise from
[Wis].
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Proof of Theorem 6.2. The result follows from the case that Γ has a single edge by
induction on the number of edges in Γ. We therefore assume that Γ is a one-edge
splitting.
[HW15, Main Theorem 8.1] implies that G acts properly and cocompactly on a
CAT(0) cube complex X.
Case 1. G = A ∗C B.
Since C is quasiconvex, there is a C–cocompact convex subcomplex X(C) ⊆ X
[Hag08, Theorem 2.28]. Denote the quotient by the C–action Y (C) = C/X(C).
Since A and B are quasiconvex, there are similarly an A–cocompact subcomplex
X(A) and a B–cocompact subcomplex X(B) with quotients Y (A) = A/X(A) and
Y (B) = B/X(B). By enlarging X(A) and X(B) if necessary, we may assume their
intersection contains X(C).
The inclusions of X(C) into X(A) and X(B) induce local isometries f ∶ Y (C)→
Y (A) and g∶ Y (C)→ Y (B).
These give the necessary data to build a graph of spaces Z with underlying
graph a single edge. It is easily verified that Z is a non-positively curved cube
complex, and the edge space Y (C) is a separating hyperplane. Since A and B are
assumed to be virtually special groups, the vertex spaces Y (A) and Y (B) must be
virtually special cube complexes, as explained in Remark 2.2. Since pi1(Y (C)) = C
is malnormal in G, we may apply [HW12, Theorem 8.5] to conclude that Z is
virtually special.
Case 2. G = A∗C .
This case is similar, but the graph of spaces construction is slightly different. We
suppose that C < A, and choose t ∈ G, φ∶ C → A so that G has the presentation:
⟨A, t ∣ c = tφ(c)t−1, c ∈ C⟩.
Let C ′ = φ(C). Choose some C–cocompact convex subcomplex X(C) ⊆ X. Note
that X(C ′) ∶= t−1X(C) is C ′–cocompact. Since C and C ′ are both subgroups of
the quasiconvex subgroup A, we can choose an A–cocompact convex subcomplex
X(A) ⊆X containing both X(C) and X(C ′).
We now form the quotient spaces Y (A) = A/X(A), Y (C) = C/X(C), and
Y (C ′) = C ′/X(C ′). Let ι∶ Y (C) → Y (A) and ι′∶ Y (C ′) → Y (A) be the maps
induced by the inclusions in X. The translation x↦ t−1x on X restricts to a homeo-
morphism X(C)→X(C ′), which descends to a homeomorphism τ ∶ Y (C)→ Y (C ′).
We now have the data to build a graph of spaces with a single vertex space Y (A)
and a single edge space Y (C). The two maps of the edge space to Y (A) are ι and
ι′ ○ τ , both local isometries.
The space Z thus constructed is a non-positively curved cube complex whose
fundamental group is isomorphic to G. Moreover, it contains a hyperplane H with
fundamental group equal to C, and Z ∖N(H) is virtually special. We may apply
[HW12, Theorem 8.5] to conclude that Z is virtually special. 
Remark 6.4. The preceding argument does not use the assumption that the edge
groups of the hierarchy are malnormal in G, but only the “local” information that
they are malnormal in the next level up.
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7. Relative hyperbolicity and Dehn filling
In this section we state the group theoretic Dehn filling results needed to prove
Theorem 2.12.
7.1. Group theoretic Dehn filling. We first recall the definition of group the-
oretic Dehn filling (Definition 2.4). From a group pair (G,P) and a collection{Ni ⊲ Pi ∣ Pi ∈ P}, we obtain a quotient of G and a filling map
(9) pi∶ G→ G(N1, . . . ,Nm) = G/⟪∪iNi⟫.
Definition 7.1. Let (G,P) be relatively hyperbolic. A statement is true for all
sufficiently long fillings if there is a finite set B ⊂ G ∖ {1} so that the statement
holds for all fillings as in (9) with B ∩ (∪iNi) = ∅.
The basic group theoretic Dehn filling result is the following (but see [DGO11]
for an interesting generalization).
Theorem 7.2 (Relatively hyperbolic Dehn filling [Osi07], cf. [GM08]). Let G be
a group and P = {P1, . . . , Pm} a collection of subgroups so that (G,P) is relatively
hyperbolic. Let F ⊂ G be finite. For all sufficiently long fillings
φ∶ G→ G¯ ∶= G(N1, . . . ,Nm);
(1) ker(φ∣Pi) = Ni for i = 1, . . . ,m;
(2) (G¯,{φ(P1), . . . , φ(Pm)) is relatively hyperbolic; and
(3) φ∣F is injective.
7.2. Quasi-convex Dehn filling results. In this subsection we recall the defini-
tion of relatively quasiconvex subgroup and the statements relating quasiconvexity
to Dehn fillings.
Definition 7.3. Let (G,P) be a relatively hyperbolic group (relatively) generated
by a finite subset S ⊆ G. The relative Cayley graph Γˆ = Γ(G,S ⊔ (⋃P)) is then a
δ–hyperbolic, fine graph [Bow12, Osi06]. A subgroup H < G is said to be relatively
quasiconvex in (G,P) if there is a constant λ so that whenever v ∈ G lies on a
Γˆ–geodesic with endpoints in H, then dS(v,H) ≤ λ.
Remark 7.4. There are many equivalent notions of relatively quasiconvex sub-
groups – [Hru10](cf. [Hru]), [AGM09], [MMP10].
The following result follows immediately from [Hru10, Theorem 1.5] or [MP12,
Theorem 1.1].
Proposition 7.5. Suppose that G is hyperbolic, that H is quasiconvex in G and
that (G,P) is relatively hyperbolic. Then H is a relatively quasiconvex subgroup of
G.
Theorem 7.6. [Hru10] A relatively quasiconvex subgroup H of a relatively hyper-
bolic group (G,P) has a (finite) collection of peripheral subgroups D with respect
to which it is relatively hyperbolic. Moreover, the peripheral subgroups D of H are
conjugate into elements of P.
Remark 7.7. By modifying D if necessary, we can always suppose
(1) each element of D is infinite, and
(2) every infinite intersection of H with a conjugate of some P ∈ P is conjugate
in H to an element of D.
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Definition 7.8. Let (G,P) be relatively hyperbolic. A relatively quasiconvex
subgroup H of G is fully quasiconvex if for any P ∈ P and any g ∈ G the subgroup
H ∩ P g is either finite or else has finite-index in P g.
Definition 7.9 (H–fillings). Let G be hyperbolic relative to P = {Pi, . . . , Pm}, and
let H < G. We say that a filling G → G(N1, . . . ,Nm) is an H–filling if, whenever
gPig
−1 ∩H is infinite, for Pi ∈ P and g ∈ G, it follows that gNig−1 ⊆H.
Definition 7.10 (Induced filling). If H is relatively quasiconvex in (G,P) then
Theorem 7.6 gives H a peripheral structure D so that (H,D) is relatively hyper-
bolic. We suppose D satisfies the conditions of Remark 7.7. Consider an H–filling
pi∶ G→ G(N1, . . . ,Nm).
Let Dj ∈ D. There is some Pi ∈ P and some g ∈ G with g−1Djg ⊆ Pi. We define Kj =
gNig
−1. (Although Dj determines Pi it doesn’t quite determine g. Note however
that since Ni is normal in Pi, the group Kj is independent of the conjugating
element g.) Because pi is an H–filling, we have Kj ⊲Dj , so these groups determine
a filling of H
piH ∶ H →H(K1, . . . ,Kn),
called the induced filling of H.
The next theorem summarizes results from [AGM09], where G is assumed to
be torsion-free and a slightly different definition of H–filling is used. As explained
in [MMP10, Appendix B] (cf. [Ago13, Appendix]), the torsion-free assumption is
unnecessary, so long as we use Definition 7.9.
Theorem 7.11. Let (G,P) be relatively hyperbolic, let H < G be fully relatively
quasiconvex, and let F ⊂ G be finite. For all sufficiently long H–fillings φ∶ G →
G(N1, . . . ,Nm) of G:
(1) [AGM09, Proposition 4.3] φ(H) is fully relatively quasiconvex.
(2) [AGM09, Proposition 4.4] φ(H) is isomorphic to the induced filling (see
Definition 7.10). More precisely if φH ∶ H → H(K1, . . . ,Kn) is the induced
filling map, then (kerφ) ∩H = kerφH .
(3) [AGM09, Proposition 4.5] φ(F ) ∩ φ(H) = φ(F ∩H).
The next statement we need is immediate from the discussion preceding Corol-
lary A.46 in [Ago13]. Note that this discussion does not rely in any way on the
Malnormal Special Quotient Theorem, even though the main result of that ap-
pendix does. Also note that in the statements of the Appendix to [Ago13], the
assumption is made that the peripheral structure P is the structure induced by
the quasiconvex group H. This assumption is not used until we argue that height
strictly decreases after filling. For the rest (including the following statement) it is
only important that H is fully quasiconvex in (G,P).
Theorem 7.12 (Height reduction). Suppose that (G,P) is relatively hyperbolic.
Suppose that H ≤ G is fully quasi-convex of height k. For all sufficiently long
H-fillings G→ G¯, the image H¯ of H in G¯ has height at most k.
8. Induced splittings of quotients
In this section we prove Theorem 2.12, which shows that (with appropriate
assumptions) nice hierarchies of (G,P) descend to nice hierarchies of Dehn fillings
of (G,P).
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8.1. Definition of the filled hierarchy. Let (G,P) be relatively hyperbolic. LetH be a quasiconvex fully P–elliptic hierarchy of G. In this setting, every vertex
or edge group of H is fully relatively quasiconvex. Let pi∶ (G,P) → (G¯, P¯) be a
Dehn filling of (G,P). In this subsection we describe a (not necessarily faithful)
hierarchy on (G¯, P¯). We call this hierarchy H¯ the filled hierarchy.
Each of the groups in the filled hierarchy is the induced filling (in the sense of
Definition 7.9) of some group in the hierarchy H.
At level 0, the filled hierarchy H¯ consists of the degenerate graph of groups
structure on G¯. Suppose we have defined the filled hierarchy down to level i less
than the length of the hierarchy H, and let A¯ ∈ H¯ be a vertex group at level i. The
group A¯ is the induced filling of a vertex group A at level i of H. This group A
comes equipped with a graph of groups structure α∶ pi1(Γ,A, a0) → A, from which
we must build a graph of groups structure on A¯. This graph of groups structure
has the exact same underlying graph Γ and base vertex a0 ∈ Γ, and differs only in
the assignment A¯ of groups and homomorphisms, which is defined as follows: If x
is a vertex or edge of Γ, then A¯x is defined to be the induced filling of Ax. Write
pix∶ Ax → A¯x for the induced filling map. Let e be an edge of Γ with t(e) = v, and
let φe∶ Ae → Av be the homomorphism coming from the graph of groups. We have
to fill in the square: Ae pie //
φe

A¯e
Av piv // A¯v
The necessary condition kerpie ⊆ ker(piv ○ φe) holds, so we get an induced map
φ¯e∶ A¯e → A¯v. These induced maps complete the definition of the graph of groups(Γ, A¯).
We emphasize that the edge maps for this graph of groups may not be injective.
In our applications (eg Corollary 8.4) we must establish injectivity.
To complete the construction of H¯ we need an isomorphism α¯∶ pi1(Γ, A¯, a0)→ A¯.
Coming from H we have an isomorphism α∶ pi1(Γ,A, a0) → A. Also, the induced
fillings pix∶ Ax → A¯x commute with the edge maps, so they suffice to define a
surjection piΓ∶ pi1(Γ,A, a0) → pi1(Γ, A¯, a0). To define α¯ we need to complete the
square
(10) pi1(Γ,A, a0) piΓ //
α

pi1(Γ, A¯, a0)

A piA
// A¯,
where the map at the bottom is the induced filling map of A.
Lemma 8.1. The diagram (10) can be filled in with an isomorphism α¯.
Proof. To complete the diagram with an isomorphism α¯ it is necessary only to show
that kerpiΓ = ker(piA ○ α).
We first show kerpiΓ ⊆ ker(piA ○ α). Let k ∈ kerpiΓ. Then there is an expression
k =∏
i
ki
gi
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where each gi ∈ pi1(Γ,A, a0), and each ki lies in the kernel of some pivi where vi is a
vertex of Γ. (We assume we have made some choice of maximal tree in Γ so we can
regard Av as a subgroup of pi1(Γ,A, a0).) To show kerpiΓ ⊆ ker(piA ○α) it therefore
suffices to show kerpiv ⊆ kerpiA ○α for each v. We therefore assume without loss of
generality that k ∈ kerpiv for some vertex v.
The hierarchy is assumed quasiconvex and fully P–elliptic. Thus Av is fully rela-
tively quasiconvex in (G,P). Even better, there is an induced peripheral structureDv = {D1, . . . ,Dn} on Av so that for each i, there is an infinite Pji ∈ P and a gi ∈ G
so that Di = (Pji)gi . Since piv ∶ Av → A¯v is the filling induced by pi, the element k
has an expression
k =∏
β
nβ
aβ
with each nβ in some induced filling kernel Nβ ⊆ Dβ and each aβ ∈ Av. It suffices
then to show each of these nβ is in kerpiA ○α. But this is clear, since the conjugate(Pjβ)gβ must be conjugate in A to some element of the induced peripheral structure
on A, and so nβ is conjugate into some filling kernel of the induced filling piA on A.
Conversely, if k ∈ ker(piA ○ α), then k = ∏li=1 α−1(kgii ) where each ki is in some
filling kernel Kji ⊲Dji for the induced filling piA. But since the hierarchy is fully P–
elliptic, the subgroup α−1(Dji) is conjugate into some vertex group Av of (Γ,A).
It follows that α−1(ki) is conjugate into kerpiv for some v ∈ Γ, so α−1(ki) is in
kerpiΓ. 
8.2. Proof of Theorem 2.12. The first lemma is a straightforward application of
the definitions.
Lemma 8.2. Let G be hyperbolic, and P be a family of subgroups so that (G,P)
is relatively hyperbolic. Let H be a quasiconvex fully P–elliptic hierarchy of G, and
let A < G be an edge or vertex group of H. Then A is fully relatively quasiconvex
in (G,P), and every filling of (G,P) is an A–filling.
Lemma 8.3. Let G be hyperbolic, and P be a family of subgroups so that (G,P)
is relatively hyperbolic. Let H be a quasiconvex fully P–elliptic hierarchy of G, and
let A be an edge or vertex group of H. Then for all sufficiently long fillings
φ∶ (G,P)→ (G¯, P¯),
the following hold whenever A is a vertex or edge group of H:
(1) The subgroup A¯ = φ(A) is fully relatively quasiconvex in (G¯, P¯).
(2) If G¯ is hyperbolic, then A¯ is quasiconvex in G¯.
(3) The subgroup A¯ is isomorphic to the induced filling of A.
(4) The height of A¯ in G¯ is at most the height of A in G.
Proof. As there are only finitely many edge and vertex groups occurring in H,
statements (1), (3), and (4) follow from 7.11.(1), 7.11.(2) (wih F = ∅), and 7.12,
respectively. The statement (2) follows from (1) by [Hru10, Theorem 10.5] (which
implies that in this case A¯ is undistorted in G¯) and [BH99, Corollary III.Γ.3.6]. 
In particular, Lemma 8.3.(3) has the immediate consequence that the filled hi-
erarchy is faithful:
Corollary 8.4. Let G be hyperbolic, and P be a family of subgroups so that (G,P)
is relatively hyperbolic. Let H be a quasiconvex fully P–elliptic hierarchy of G.
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Then for all sufficiently long fillings
pi∶ (G,P)→ (G¯, P¯),
the filled hierarchy H¯ on G¯ is faithful.
Proof of Theorem 2.12. As in the statement, suppose that (G,P) is a relatively
hyperbolic pair with G hyperbolic, and suppose G is equipped with a malnormal
quasiconvex fully P–elliptic hierarchy H terminating in P. Let
pi∶ (G,P)→ (G¯, P¯)
be a filling which is sufficiently long with respect to Lemma 8.3 and Corollary 8.4.
By Corollary 8.4, the quotient G¯ inherits a hierarchy H¯ with the same underlying
graphs and with each of the edge or vertex groups equal to the image under pi of a
corresponding edge or vertex group of H. In particular, all these edge and vertex
groups are quasiconvex, by Lemma 8.3.(2), so H¯ is a quasiconvex hierarchy. By
8.3.(4), the edge groups of H¯ are all malnormal in G¯, so H¯ is a malnormal hierarchy.
The construction of the filled hierarchy ensures the terminal groups are the induced
fillings of the terminal groups of H. Since the terminal groups of H are in P, the
terminal groups of H¯ are in P¯. 
9. Proof of the main theorem
Before we prove the main theorem, we introduce some terminology.
Definition 9.1. Suppose that (G′,P ′) ⊲˙(G,P), and that {N ′j ⊲ P ′j ∣ P ′j ∈ P ′} is a
collection of filling kernels.
We say that {N ′j} is equivariantly chosen if (i) whenever gP ′jg−1 and hP ′kh−1
both lie in Pi, then gN
′
jg
−1 = hN ′kh−1; and (ii) Each such gN ′jg−1 is normal in the
Pi which contains it.
An equivariant filling of (G′,P ′) is a filling with an equivariantly chosen set of
filling kernels.
The following observation is the reason for considering equivariant fillings.
Proposition 9.2. An equivariant filling (G′,P ′) → (G¯′, P¯ ′) determines a filling(G,P)→ (G¯, P¯), so that (G¯′, P¯ ′) ⊲˙(G¯, P¯).
We now apply Wise’s Malnormal Quasiconvex Hierarchy Theorem (Theorem
6.1), together with our Theorems 2.11 and 2.12, to establish the main result.
Proof of Theorem 2.7. Let (G,P) satisfy the hypotheses of Theorem 2.7. Theorem
2.11 implies that there is a subgroup (G′,P ′) ⊲˙(G,P) with a malnormal quasiconvex
fully P ′-elliptic hierarchy terminating in P ′.
According to Theorem 2.12, any sufficiently long filling (G¯′, P¯ ′) of (G′,P ′) has
a quasiconvex malnormal fully P¯ ′-elliptic hierarchy terminating in P¯ ′. Since G is
virtually special, it is residually finite, so there exist peripherally finite fillings of(G′,P ′) which are sufficiently long for the conclusions of Theorem 2.12 to hold. Let
G′(K1, . . . ,KM) be some such peripherally finite filling, which we may assume is
also sufficiently long for the conclusions of Theorem 7.2 to hold. We then modify
it to be equivariant with respect to G, by setting
K ′i =⋂{Kgj ∣ g ∈ G,#(Kgj ∩ Pi) =∞} .
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We note that these modified filling kernels are contained in the old ones, so the
modified filling G′(K ′1, . . . ,K ′M) will still be sufficiently long for the conclusions of
Theorems 2.12 and 7.2 to hold.
The filling G′(K ′1, . . . ,K ′M) is still peripherally finite, and by Proposition 9.2 it
moreover determines a filling of G. For Pj ∈ P, define P˙j to be equal to (K ′i)g for
some (any) i, g so that (K ′i)g ⊂ Pj . The equivariance ensures there is no ambiguity
in this definition.
Now consider any filling G → G(N1, . . . ,Nm) so that for each i we have (i)
Ni ⊲ Pi; (ii) Ni < P˙i; and (iii) Pi/Ni is virtually special and hyperbolic. There is
an induced equivariant filling
G′ Ð→ G′(N ′1, . . . ,N ′M)
so that N ′j < K ′j and N ′j ⊲ P ′j for each j. This filling is sufficiently long that the
conclusion of Theorem 2.12 holds. In particular the filling G′(N ′1, . . . ,N ′M) has
a malnormal quasiconvex hierarchy terminating in P¯ ′ = {P ′j/N ′j}. By Theorem
7.2, the pair (G′(N ′1, . . . ,N ′M), P¯ ′) is relatively hyperbolic; since the groups in P¯ ′
are hyperbolic, so is the filling. Thus G′(N ′1, . . . ,N ′M) is a hyperbolic group with a
malnormal quasiconvex hierarchy terminating in a collection of hyperbolic, virtually
special groups. By Theorem 6.1, G′(N ′1, . . . ,N ′M) is virtually special.
By Proposition 9.2, G′(N ′1, . . . ,N ′M) ⊲˙G(N1, . . . ,Nm), so the fillingG(N1, . . . ,Nm)
of the original group is also virtually special. 
10. Quasi-convex virtual hierarchies
In [Wis], Wise proves a theorem about groups with virtual hierarchies, which are
slight generalizations of hierarchies allowing finite-index subgroups along the way.
We recall the definition and statement of Wise’s Quasi-convex Hierarchy Theorem.
Definition 10.1. [Wis, Definition 11.5] Let QVH denote the smallest class of
hyperbolic groups that is closed under the following operations.
(1) {1} ∈ QVH.
(2) If G = A ∗B C and A,C ∈ QVH and B is finitely generated and quasi-
isometrically embedded in G then G ∈ QVH.
(3) IfG = A∗B andA ∈ QVH andB is finitely generated and quasi-isometrically
embedded then G ∈ QVH.
(4) If H < G with ∣G ∶H ∣ <∞ and H ∈ QVH then G ∈ QVH.
Theorem 10.2. [Wis, Theorem 13.3] A hyperbolic group is in QVH if and only if
it is virtually (compact) special.
This is stated as [Ago13, Theorem 2.9] (with the extra assumption that the
group is torsion-free). Other than the Malnormal Special Quotient Theorem, it is
the result from [Wis] that is used in [Ago13]. It is used in [Ago13, Theorem 3.1].
In this section we finish by showing how to deduce Wise’s Quasiconvex Hierarchy
Theorem from the Malnormal Special Quotient Theorem and some Dehn filling
results from the Appendix of [Ago13].
10.1. Induced peripheral structure from a quasiconvex subgroup. We first
briefly recall a construction from [AGM09, Ago13]. Let G be a hyperbolic group,
and let H be a quasiconvex subgroup. We describe peripheral structures D on H
and P on G so that
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(1) (H,D) and (G,P) are relatively hyperbolic;
(2) H is fully relatively quasiconvex in (G,P) and D satisfies the conditions
given in Remark 7.7; and
(3) every element of P is commensurable in G with at least one element of D.
We refer to [AGM09, Ago13] for proofs of the above facts.
By [AGM09, Corollary 3.5], there are only finitely many H–conjugacy classes of
minimal infinite subgroups of the form
(11) H ∩ g2Hg−12 ∩⋯ ∩ gjHg−1j .
The malnormal core D of H is formed as follows:
(1) Let D′′ be the set of minimal infinite subgroups of the form (11).
(2) Form D′ from D′′ by replacing each D ∈ D′′ with its H–commensurator.
(3) Form D from D′ by choosing one representative of each H–conjugacy class.
The induced peripheral structure P in G is then formed from D via two similar
steps:
(1) Form P ′ from D by replacing each D ∈ D with its G–commensurator.
(2) Form P from P ′ by choosing one representative of each G–conjugacy class.
In this section, we use the following refinement of Theorem 7.12 from [Ago13].
Note that the proof of this result is elementary and does not use the Malnormal
Special Quotient Theorem or indeed any results about cube complexes.
Theorem 10.3. [Ago13, Theorem A.47] Let H be a quasiconvex subgroup of the
hyperbolic group G, let D be the malnormal core of H in G and let P be the pe-
ripheral structure induced on G by H. For all sufficiently long peripherally finite
fillings φ∶ G → G¯ = G(N1, . . . ,Nm), the height of φ(H) in G¯ is strictly less than
that of H in G.
10.2. Induced peripheral structure from a one-edge splitting. In this sub-
section we suppose that G is a hyperbolic group, and that G has a one-edge splitting
with edge group H < G. That is, either G = A ∗H B or G = A∗φ, where φ∶ H → H ′
is an isomorphism of two subgroups of G. We suppose further that the edge group
H is quasiconvex.
To the splitting corresponds a Bass-Serre tree on which G acts, the edges of
which are in one-to-one correspondence with left cosets of H in G. Let e be the
edge corresponding to the trivial coset. Let T be the collection of maximal subtrees
of T with infinite stabilizer, and let Te = {T ∈ T ∣ e ⊆ T}. Because the height of H
in G is finite, each tree in T is finite.
Observation 10.4. With the above notation:
(1) Each D ∈ D preserves some tree in Te; this gives a one-to-one correspon-
dence of D with the orbit space H/Te.
(2) Each P ∈ P also preserves some tree in Te ⊂ T , giving a one-to-one corre-
spondence of P with the orbit space G/T .
(3) Since each tree T ∈ T is finite, each conjugate gPg−1 with P ∈ P has a finite
index subgroup which is equal to the stabilizer of a tree in T .
Lemma 10.5. Let G be hyperbolic, with a one-edge splitting over a quasiconvex
subgroup H, and with D, P as above. The vertex groups of the splitting are fully
relatively quasiconvex in (G,P).
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Proof. Let P be a conjugate of an element of P which intersects a vertex group A
in an infinite subgroup. A finite index subgroup P ′ < P is the stabilizer of some
tree T ∈ T . The vertex group A is the stabilizer of some vertex v in the Bass-Serre
tree. Since A∩P is infinite, so also is A∩P ′. This infinite subgroup A∩P ′ therefore
stabilizes all of T ∪{v}. It follows that v ∈ T , since T is a maximal tree with infinite
stabilizer. Thus P ′ fixes v, and so P ′ < A. 
10.3. Virtual torsion-freeness. In this subsection we show that a group with
a quasiconvex one-edge splitting and virtually special vertex groups is virtually
torsion-free.
Lemma 10.6. Suppose that (Γ,G) is a (faithful) finite graph of groups with finite
edge groups and virtually torsion-free vertex groups. Then pi1(Γ,G) is virtually
torsion-free.
Proof. Each vertex group Gv contains some finite index normal Nv which is torsion-
free. We can form a new graph of groups (Γ,G′) with the same underlying graph
of groups Γ and the same edge groups, but with G′v = Gv/Nv. Since the kernels of
the maps Gv → G′v are torsion-free, each edge inclusion map φe∶ Ge → Gt(e) induces
a well defined monomorphism φ′e∶ G′(e)→ G′t(e).
Because the vertex groups of (Γ,G) are quotients of the vertex groups of (Γ,G′)
and the edge-inclusion maps of (Γ,G′) are induced by those of (Γ,G), there is an
induced surjection
q∶ pi1(Γ,G)→ pi1(Γ,G′).
Since the maps Gv → G′v have torsion-free kernel, so does q. But pi1(Γ,G′) is a
graph of finite groups, so it is virtually free. Let F ⊲˙pi1(Γ,G′) be free. Then
q−1(F ) ⊲˙pi1(Γ,G) is torsion-free. 
Proposition 10.7. Suppose the hyperbolic group G admits a one-edge splitting with
edge group equal to the quasiconvex subgroup H. Suppose the vertex groups of this
splitting are virtually special. Then G is virtually torsion-free.
Proof. We argue by induction on the height n of H in G. If n = 0, then the result
follows from Lemma 10.6, since virtually special groups are virtually torsion-free.
If n > 0, then let D be the malnormal core of H, and let P be the peripheral
structure on G induced by H. By Lemma 10.5, the vertex groups of the splitting
over H are fully relatively quasiconvex. The elements of P are virtually quasiconvex
subgroups of vertex groups, so they are virtually special. Therefore there exist
arbitrarily long peripherally finite fillings of (G,P). Since the vertex groups are
fully relatively quasiconvex, there are even arbitrarily long peripherally finite fillings
which are both H–fillings and A–fillings for every vertex group A.
By the Malnormal Special Quotient Theorem (Corollary 2.8), there are also
arbitrarily long peripherally finite such fillings so that the induced fillings of the
vertex groups are themselves virtually special. Choose some such peripherally finite
filling φ∶ G→ G¯ = G(N1, . . . ,Nm), long enough so that:
(1) φ has no nontrivial torsion elements in its kernel (this is possible because
there are only finitely many conjugacy classes of torsion elements in a hy-
perbolic group),
(2) φ restricts to the induced filling on H and on each vertex group (see 7.11.(2)
with F = ∅),
(3) G¯ is hyperbolic and H¯ = φ(H) is quasiconvex in G¯ (see 7.11.(1) with F = ∅),
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(4) the height of φ(H) in G¯ is strictly less than the height of H in G (Theorem
10.3).
Because the filling φ is an H–filling as well as an A–filling for each vertex group A,
Lemma 8.1 implies that the (hyperbolic) quotient G¯ has a 1–edge splitting over H¯.
Also, H¯ is quasiconvex, and has height smaller than that of H. Induction implies
that G¯ is virtually torsion-free. Let G¯0 <˙ G¯ be torsion-free, and let G0 = φ−1(G¯0).
The group G0 is a torsion-free finite index subgroup of G. 
10.4. Proof of Theorem 10.2. We now prove Theorem 10.2.
Proof. We have already noted in Example 3.15 that if G is hyperbolic and special
then it admits a particular nice hierarchy and it is easy to see that this means any
hyperbolic virtually special group is in QVH. Thus, it is the converse that we must
prove – any hyperbolic group in QVH is virtually special.
Certainly we know that {1} is (virtually) special. Also, if H is virtually special
and H <˙G then G is clearly also virtually special. Theorefore, it suffices to prove
that if G admits a one-edge splitting with virtually special vertex group(s) and
quasi-convex edge group H then G is virtually special.
We induct on the height of H in G. If the height is 0, then H is finite. Proposition
10.7 implies that there is someG0 ⊲˙G which is torsion free. But thenG0 is a graph of
virtually special groups with trivial edge groups. In particular G0 has a malnormal
quasiconvex hierarchy terminating in virtually special groups. By Theorem 6.1, G0
(and hence G) is virtually special.
Now suppose the height of H is positive. The following is the key claim:
Claim. H is separable in G.
Suppose the claim has been proved. By Proposition 10.7, G is virtually torsion-
free. By Proposition 3.27, separable quasiconvex subgroups of G are virtually
malnormal. Therefore, there is a finite-index (torsion-free) normal subgroup G0 <
G so that for any G-conjugate H ′ of H, the subgroup H ′ ∩ G0 is malnormal in
G0. The induced graph of groups for the hyperbolic group G0 has malnormal and
quasiconvex edge groups, and so G0 (and hence G) is virtually special by Theorem
6.1.
Proof of claim. This argument follows the same structure as that for Proposition
10.7, as we induct on the height of H. If H is finite (height 0) then we have already
shown that G is virtually special, so in particular H is separable.
Now suppose that the height of H is k > 0. We wish to show that H is separable,
so choose g ∉ H. We again consider the malnormal core D of H and the induced
peripheral structure P on G, and choose a peripherally finite filling φ∶ G → G¯ =
G(N1, . . . ,Nm) whose induced fillings on the vertex groups are virtually special (by
Corollary 2.8), and so that furthermore:
(1) φ restricts to the induced filling on H and on the vertex groups (7.11.(2));
(2) G¯ is hyperbolic and H¯ = φ(H) is quasiconvex in G¯ (7.11.(1));
(3) the height of H¯ in G¯ is strictly less than k (Theorem 10.3); and
(4) φ(g) ∉ H¯ (7.11.(3) with F = {g}).
As before (again using the results of Section 8 and in particular Lemma 8.1), the
quotient G¯ has a 1–edge splitting over H¯, and H¯ is quasiconvex and has smaller
height than H. The vertex groups are virtually special. By induction there is a
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finite quotient pi∶ G¯ → Q so that pi(φ(g)) ∉ pi(H¯). But then pi ○ φ gives a map to a
finite quotient separating g from H. 

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