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Abstract
At least two recent developments have put the spotlight on some
significant gaps in the theory of multivariate time series. The recent
interest in the dynamics of networks; and the advent, across a range
of applications, of measuring modalities that operate on different tem-
poral scales.
Fundamental to the description of network dynamics is the direc-
tion of interaction between nodes, accompanied by a measure of the
strength of such interactions. Granger causality (GC) and its asso-
ciated frequency domain strength measures (GEMs) (due to Geweke)
provide a framework for the formulation and analysis of these issues.
In pursuing this setup, three significant unresolved issues emerge.
Firstly computing GEMs involves computing submodels of vector
time series models, for which reliable methods do not exist; Secondly
the impact of filtering on GEMs has never been definitively established.
Thirdly the impact of downsampling on GEMs has never been estab-
lished. In this work, using state space methods, we resolve all these
issues and illustrate the results with some simulations. Our discus-
sion is motivated by some problems in (fMRI) brain imaging but is of
general applicability.
1 Introduction
Following the operational development of the notion of causality by [18] and
[41], Granger causality (henceforth denoted GC) analysis has become an
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important part of time series and econometric testing and inference e.g. [20].
It has also been applied in the biosciences, [27], [2], [9]; climatology (global
warming) [43], [28], [45]; and most recently functional magnetic resonance
imaging (fMRI).
Since its introduction into fMRI [37], [47] it has become the subject
of an intense debate: e.g. see [38] and associated commentary on that
paper. There are two main issues in that debate but which occur more
widely in dynamic networks. Firstly, the impact of downsampling on GC.
In the fMRI neuro-imaging application causal processes may operate on a
time-scale of order tens of milli-seconds whereas the recorded signals are
only available on a one-second time-scale. So it is natural to wonder if GC
analysis on a slow time-scale can reveal dynamics on a much faster time-
scale. Secondly, the impact of filtering on GC due to the hemodynamic
response function which relates the neural activity to the recorded fMRI
signal. Since intuitively GC will be sensitive to time delay, the variability
of the hemodynamic response function, particularly spatially varying time
to onset and time to peak (confusingly called delay in the fMRI literature)
has been suggested as a potential source of problems [8],[21].
An important advance in GC theory and tools was made by [14] who
provided measures of the strength of causality (henceforth called GEM for
Geweke causality measure) including frequency domain decompositions of
them. Subsequently it was pointed out that the GEMs are measures of mu-
tual information [36]. The GEMs were extended to conditional causality
in [15]. However GEMs have not found as wide application as they should
have, partly because of some technical difficulties in calculating them dis-
cussed further below. But GEMs (and their frequency domain versions) are
precisely the tool needed to pursue both the GC downsampling and filtering
questions.
In the econometric literature, it was appreciated early that downsam-
pling, especially in the presence of aggregation could cause problems. This
was implicit in work of [40] ; mentioned also in work of [6] who gave an
example of contradictory causal analysis based on monthly versus quaterly
data and also discussed in [33]. But precise general conditions under which
problems do and do not arise have never been given. We do so below.
Some of the above econometric discussion is framed in terms of sampling
of continuous time models [40], [33],[6]. And authors such as [40] have sug-
gested that models are best formulated initially in continuous time. While
this is a view the author has long shared we deal with only discrete time
models here. To cast our development in terms of continuous time models
would require a considerable development of its own without changing our
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basic message.
The issue at stake, in its simplest form, is the following. Suppose that a
pair of (possibly vector) processes posses a unidirectional GC relation but
suppose measurements are only available at a slower time-scale on filtered
series. Then two questions arise. The first, which we call the forward ques-
tion, is this: Is the unidirectional Granger causal relation preserved? The
second, which we call the reverse question, is harder. Suppose the down-
sampled filtered series exhibit a uni-directional GC relation; does that mean
the underlying unfiltered faster time-scale processes do? The latter question
is the more important and so far has received no theoretical attention.
In order to resolve these issues we need to develop some theory and some
computational/modeling tools. Firstly to compute GEMs one needs to be
able to find submodels from a larger (i.e. one having more time series) model.
Thus to compute the GEMs between time series xt, yt [14],[15] attempted to
avoid this by fitting submodels separately to xt to yt and then also fitting
a joint model to xt, yt. Unfortunately this can generate negative values for
some of the frequency domain GEMs [5]. Properly computing submodels
will resolve this problem and previous work has not accomplished this (we
discuss the attempts in [11] and [5] below).
Secondly one needs to be able to compute how models transform when
downsampled. This has only been done in special cases [34] or by methods
that are not computationally realistic. We provide computationally reliable,
state space based methods for doing this here.
Thirdly we need to study the effect of filtering on GEMs. And then using
these tools one can compute filtered downsampled GEMs and hence study
the effect of sampling and filtering on GEMs.
To sum up we can say that previous discussions including those above
as well as [13],[44],[40],[33] fail to provide general algorithms for finding
submodels or models induced by downsampling. Indeed both these problems
have remained open problems in multivariate time series in their own right
for several decades and we resolve them here. Further there does not seem
to have been any theoretical discussion of the effect of filtering on GEMs and
we resolve that here also. To do that it turns out that state space models
provide the proper framework.
Throughout this work we deal with the dynamic interaction between two
vector time series. It is well known that if there is a third vector time series
involved in the dynamics but not accounted for then spurious causality can
occur for reasons that have nothing to do with downsampling. This situation
has been discussed by [25]; see also [15]. Other causes of spurious causality
such as observation noise are also not discussed. Of course the impact of
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downsampling in the presence of a third (vector) variable is also of interest
but will be pursued elsewhere.
Finally our whole discussion is carried out in the framework of linear
time series models. It is of great interest to pursue nonlinear versions of
these issues but that will be a major task.
The remainder of the paper is organized as follows. In section 2 we review
and modify some state space results important for system identification or
model fitting and needed in the following sections. In section 3 we develop
state space methods methods for computing submodels of innovations state
space models. In section 4 we develop methods for transforming state space
models under downsampling. In section 5 we review GC and GEMs and
extend them to a state space setting. In section 6 we study the effect of
filtering on GC via frequency domain GEMs. In section 7 we give theory to
explain when causality is preserved under downsampling. In section 8 we
discuss the reverse problem showing how spurious causality can be induced
by downsampling. Conclusions are in section 9. There are three appendices.
1.1 Acronyms and Notation
GC is Granger causality or Granger causes. We use the GC designator
alone where we make statements of interest in both weak and strong cases.
dn-gc is does not Granger cause; GEM is Geweke causality measure; SS is
state space or state space model; ISS is innovations state space model; VAR
is vector autoregression; VARMA is vector autoregressive moving average
process; wp1 is with probability 1.
Xba denotes the values xa, xa+1, · · · , xb; so Xaa ≡ xa. For stationary
processes we have a = −∞. z−1 = L is the lag or backshift operator; LHS
denotes left hand side etc. If M,N are positive semi-definite matrices then
M ≥ N means M −N is positive semi-definite. A square matrix is stable if
all its eigenvalues have modulus < 1.
2 State Space
The computational methods we develop rely on state space techniques and
spectral factorization.
There is an intimate relation between the steady state Kalman filter
and spectral factorization which is fundamental to our computational pro-
cedures.
So in this section we review and modify some basic results in state space
theory, Kalman filtering and spectral factorization.
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In the sequel we deal with two vector time series, which we collect to-
gether as, zt = (x
T
t , y
T
t )
T .
2.1 State Space Models
We consider a general constant parameter SS model,
ξt+1 = Aξt + wt, zt = Cξt + vt (2.1)
with positive semi-definite noise covariance, var(wtvt ) = (
Q
ST
S
R ). We refer to
this as a SS model with parameters (A,C,[Q,R,S]).
It is common with SS models to take S = 0, but for equivalence be-
tween the class of VARMA models and the class of state space models it is
necessary to allow S 6= 0.
Now by matrix partitioning, |( Q
ST
S
R )| = |R||Qs|, Qs = Q− SR−1ST . So
introduce,
Noise Condition N. R is positive definite.
whereupon Qs is positive semi-definite.
2.2 Steady State Kalman Filter, Innovations State Space
(ISS) Models and the Discrete Algebraic Ricatti Equa-
tion (DARE)
We now recall the Kalman filter for mean square estimation of the unob-
served state sequence ξt from the observed time series zt. It is given by
[26](Theorem 9.2.1),
ξˆt+1 = Aξˆt +Ktet, et = zt − Cξˆt, or zt = Cξˆt + et
where et is the innovations sequence of variance Vt = R+CPtC
T and Kt =
(APtC
T + S)V −1t is the Kalman gain sequence and Pt is the state error
variance matrix generated from the Ricatti equation, Pt+1 = APtA
T +Q−
KtVtK
T
t .
The Kalman filter is a time-varying filter but we are interested in its
steady state. If there is a steady state i.e. Pt → P as t → ∞ then then
the limiting state error variance matrix P will obey the so-called discrete
algebraic Ricatti equation (DARE)
P = APAT +Q−KVKT , (2.2)
where V = R + CPCT and K = (APCT + S)V −1 is the corresponding
steady state Kalman gain. With some clever algebra [26](section 9.5.1) the
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DARE can be rewritten (the Ricatti equation can be similarly rewritten),
P = AsPA
T
s +Qs −KsV KTs
where As = A− SR−1C and Ks = AsPCTV −1.
We now introduce two assumptions.
Stabilizability Condition St: As, Q
1
2
s is stabilizable (see Appendix A)
Detectability Condition De: As, C is detectable.
In Appendix A it is shown this is equivalent to A,C being detectable. And
also it holds automatically if A is stable.
The resulting steady state Kalman filter can be written as,
ξˆt+1 = Aξˆt +Kǫt, zt = Cξˆt + ǫt (2.3)
where ǫt is the steady state innovation process and has variance matrix V
and Kalman gain K. This steady state filter provides a new state space
representation of the data sequence. We refer to it as an innovations state
space (ISS) model with parameters (A,C,K, V ). We summarize this in,
Result I. Given the SS model (2.1) with parameters (A,C, [Q,R, S]), then
provided N,St,De hold:
(a) The corresponding ISS model (2.3) with parameters (A,C,K, V ) can
be found by solving the DARE (2.2) which has a unique positive definite
solution P .
(b) V is positive definite, (A,C) is detectable and A −KC is stable so
that (A,K) is controllable.
Proof. See appendix A.
Remarks.
(i) Henceforth an ISS model with parameters (A,C,K, V ) will be re-
quired to have V positive definite, (A,C) detectable and (A,K) controllable
so that A−KC is stable.
(ii) It is well known that any VARMA model can be represented as an
ISS model and vice versa [42],[22].
(iii) Note that the ISS model with parameters (A,C,K, V ) can also be
written as the SS model with parameters (A,C, [KV KT , V,KV ]).
(iv) The DARE is a quadratic matrix equation but can be computed
using the (numerically reliable) DARE command in matlab as follows. Com-
pute: [P,L0, G] = DARE(A
T , CT , Q,R, S, I) and then, V = R+CPCT ,K =
GT .
(v) Note that stationarity is not required for this result.
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2.3 Stationarity and Spectral Factorization
Given an ISS model with parameters (A,C,B,Σǫ), we now introduce,
Condition Ev: A has all eigenvalues with modulus < 1 i.e. A is a stability
matrix.
With this assumption we can obtain an infinite vector moving average (VMA)
representation, an infinite vector autoregressive (VAR) representation and a
spectral factorization. The following result is based on [26][Theorem 8.3.2]
and surrounding discussion.
Result II. For the ISS model (A,C,B,Σǫ) obeying condition Ev we have,
(a) Infinite VMA or Wold decomposition,
zt = H(L)ǫt = (C(L
−1I −A)−1B + I)ǫt = (C(I −AL)−1BL+ I)ǫt (2.4)
(b) Infinite VAR representation,
ǫt = G(L)zt = [I + C(L
−1I −A+KC)−1K]zt (2.5)
(c) Spectral factorization. Put L = exp(−jλ) then, zt has positive definite
spectrum with spectral factorization as follows,
fZ(λ) = [C(L
−1I−A)−1, I]
[
Q
ST
S
R
] [
(LI −AT )−1CT
I
]
= H(L)ΣǫH
T (L−1)
(2.6)
(d) H(L) is minimum phase i.e. its inverse exists and is causal and stable.
Proof. (a). Just write (2.3) in operator form. The series is convergent wp1
and in mean square since A is stable.
(b). Rewrite (2.3) as, ξˆt+1 = (A − KC)ξˆt + Kzt, ǫt = zt − Cξˆt. Then
write this in operator form. The series is convergent wp1 and in mean square
since A−KC is stable and zt is stationary.
(c). Follows from standard formulae for spectra of filtered stationary
time series applied to (a).
(d). From (a),(b) G(L) = H−1(L) and by (b) G(L) is causal and stable
and the result follows.
Remarks.
(i) For further discussion of minimum phase filters see [19],[42].
(ii) Result II is a special case of a general result that given a full rank
multivariate spectrum fZ(λ) there exists a unique causal stable minimum
phase spectral factor H(L) with H(0) = I and positive definite innovations
variance matrix Σǫ such that (2.6) holds [22],[19]. In general detH(L) may
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have some roots on the unit circle [23],[19] but the assumptions in result II
rule this case out. Such roots mean that some linear combinations of zt can
be perfectly predicted from the past [23],[19] something that is not realistic
in the fMRI application.
(iii) Result II is also crucial from a system identification or model fitting
point of view. From that point of view all we can know (from second order
statistics) is the spectrum and so if, naturally, we want a unique model, the
only model we can obtain is the causal stable minimum phase model i.e.
the ISS model. The standard approach to SS model fitting is the so-called
state space subspace method [7],[1] and indeed it delivers an ISS model.
The alternative approach of fitting a VARMA model [22],[31] is equivalent
to getting an ISS model.
(iv) We need result I however since when we form submodels we do not
immediately get an ISS model, rather we must compute it.
3 Submodels
Our computation of causality measures requires that we compute induced
submodels. In this section we show how to obtain a ISS submodel from the
ISS joint model.
Now we partition zt = (xt, yt)
T into subvector signals of interest and par-
tition the state space model correspondingly, C = (CXCY ) and B = (BX , BY ).
We first read out a SS submodel for xt from the ISS model for zt. We have
simply ξt+1 = Aξt + wt, xt = CXξt + ǫX,t where, wt = B(
ǫX,t
ǫY,t
) = BXǫX,t +
BY ǫY,t. We need to calculate the covariance matrix, var(
wt
ǫX,t
) = (
Q
S
T
S
R). We
find, R = ΣX,ǫ, Q = var(wt) = BΣǫB
T and, S = E(wtǫ
T
X,t) = B(
ΣX,ǫ
ΣYX,ǫ
) =
Bo. This leads to
Theorem I. Given the joint ISS model (2.3) or (2.4) for zt, then under con-
dition Ev, the corresponding ISS submodel for xt namely (A,CX ,K(X),ΩX)
(the bracket notation K(X) is used to avoid confusion with e.g. CX ,ΣX,ǫ
which are submatrices) can be found by solving the DARE (2.2) with [Q,R, S] =
[BΣǫB
T ,ΣX,ǫ, Bo].
Proof. Firstly we note by partitioning |Σǫ| = |ΣX,ǫ||Σ(Y |X),ǫ| where Σ(Y |X),ǫ =
ΣY,ǫ − ΣY X,ǫΣ−1X,ǫΣXY,ǫ so that ΣX,ǫ and Σ(Y |X),ǫ are both positive defi-
nite. Now we need only check conditions N,St,De of result I. We need
to show, R = ΣX,ǫ is positive definite,(A,CX ) is detectable and (A −
SR
−1
CX , (BΣǫB
T − SR−1RT ) 12 is stabilizable; in fact we show it is con-
trollable.
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The first is already established. The second follows trivially since A is
stable. We use the PBH test (see Appendix A) to check the third.
Suppose controllability fails, then by the PBH test, there exists q 6= 0
with λqT = qT (A − SR−1CX) and 0 = qT (BΣǫBT − SR−1ST ) 12 ⇒ 0 =
qT (BΣǫB
T − SR−1ST ) = qT (BΣǫBT − B( ΣX,ǫΣYX,ǫ )Σ
−1
X,ǫ[ΣX,ǫ,ΣXY,ǫ]B
T ) =
qT (BX , BY )(
0
0
0
Σ(Y |X),ǫ
)(
BT
X
BT
Y
)
= qTBY Σ(Y |X),ǫBTY ⇒ 0 = qTBYΣ(Y |X),ǫBTY q ⇒‖ BTY q ‖= 0 ⇒ qTBY = 0
since Σ(Y |X),ǫ is positive definite. But then, λqT = qT (A−(BX , BY )( ΣX,ǫΣYX,ǫ )Σ
−1
X,ǫCX) =
qT (A−(BXCX+BYΣY X,ǫΣ−1X,ǫCX) = qT (A−BXCX). Thus (A−BXCX , BY )
is not controllable. But this is a contradiction since we can find a matrix
,namely CY so that A−BXCX −BY CY = A−BC is stable.
Remarks.
(i) For implementation in matlab positive definiteness in constructing Q
can be an issue. A simple resolution is to use a Cholesky factorization of
Σǫ = LǫL
T
ǫ and form Bǫ = BLǫ and then form Q = BǫB
T
ǫ .
(ii) The P(X) matrix from DARE,
[P(X), L0, G] = DARE(A
T , CTX , BΣǫB
T ,ΣX,ǫ, Bo, I) obeys P(X) = AP(X)A
T+
BΣǫB
T−K(X)ΩXKT(X) and then K(X) = (AP(X)CTX+Bo)Ω−1X ,ΩX = ΣX,ǫ+
CXP(X)C
T
X .
(iii) [11] discuss a method for obtaining submodels but it is flawed.
Firstly it requires the computation of the inverse of the VAR operator.
While this might be feasible (analytically) on a toy example, there is no
known numerically reliable way to do this in general (computation of de-
terminants is notoriously ill-conditioned). Secondly it requires the solution
of simultaneous quadratic autocovariance equations to determine VMA pa-
rameters for which no algorithm is given. In fact these are precisely the
equations required for a spectral factorization of a VMA process. There do
exist reliable algorithms for doing this but given the flaw already revealed
we need not discuss this approach any further.
Next we state an important corollary:
Corollary I. Any submodel is in general a VARMA model not a VAR. To
put it another way the class of VARMA models is closed under the forming
of submodels whereas the class of VAR models is not.
This means that VAR models are not generic and is a strong argument
against their use. Any vector time series can be regarded as a submodel of
a larger dimensional time series and thus must in general obey a VARMA
model. This result (which is well known in time series folk lore) is significant
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for econometrics where VAR models are in widespread use.
For the next section we need,
Theorem II. For the joint ISS model (2.3) or (2.4) for zt with conditions
St,De holding and with induced submodel for xt given in Theorem I, we
have,
fX(λ) = hX(exp(−jλ))ΩXhTX(exp(jλ)) (3.1)
hX(L) = I + CX(L
−1I −A)−1K(X) = I + LCX(I −AL)−1K(X)
ln|ΩX | =
∫ π
−π
ln|fX(λ)|dλ
2π
4 Downsampling
There are two approaches to the problem of finding the model obeyed by a
downsampled process; frequency domain and time domain. While the the
general formula for the spectrum of a sampled process has long been known,
it is not straightforward to use and has not yielded any general computa-
tional approach to finding submodels of parameterized spectra. Otherwise
the most complete (time domain) work seems to be that of [34] who only
treat the first and second order scalar cases. There is work in the engineer-
ing literature for systems with observed inputs but that is also limited and
in any case not helpful here. We follow a SS route.
We begin with the ISS model (2.3). Suppose we downsample the ob-
served signal zt with sampling multiple m. Let t denote the fine time scale
and k the coarse time scale so t = mk. The downsampled signal is zk = zmt.
To develop the SS model for zk we iterate the SS model above to obtain
ξt+l = A
lξt +Σ
l
1A
l−iBǫt+i−1
Now set t = mk, l = m and denote sampled signals, ξk = ξmk, zk = zmk, ǫk =
ǫmk. Then we find,
ξk+1 = A
mξk + wk , zk = Cξk + ǫk
where wk = Σ
m
1 A
m−iBǫkm+i−1. We now use result I to find the ISS model
corresponding to this SS model.
We have first to calculate the model covariances,
E(ǫkǫ
T
k ) = Σǫ = R
E(wkǫ
T
k ) = A
m−1BΣǫ = Sm (4.1)
10
E(wkw
T
k ) = Qm
Qm = Σ
m
1 A
m−iBΣǫBT (AT )m−i = Σm−10 A
rBΣǫB
T (AT )r (4.2)
⇒ Qm = AQm−1AT +BΣǫBT ,m ≥ 2, Q1 = BΣǫBT
We now obtain,
Theorem III. Given the ISS model (2.3), then under condition E, for m >
1, the ISS model for the downsampled process zk = zmt is (A
m, C,K∗m, V ∗m)
obtained by solving the DARE with SS model (Am, C, [Qm, R, Sm]) where
Qm is given in (4.2) and Sm is given in (4.1).
Proof. Using result I we need to show the following. R is positive definite,
(Am, C) is detectable and (Am − SmR−1C), (Qm − SmR−1STm)
1
2 ) is stabi-
lizable; in fact we show controllability. The first holds trivially; the second
also since A is stable and thus so is Am. For the third we use the PBH test.
Suppose controllability fails. Then there is a left eigenvector q (possibly
complex) with λqT = qT (Am−SmR−1C) = qTAm−1(A−BC) and qT (Qm−
SmR
−1STm) = 0 = qTΣ
m−2
0 A
rBΣǫB
T (AT )r ⇒ Σm−20 qHΣm−10 ArBΣǫBT (AT )rq =
0. Since Σǫ is positive definite this delivers Σ
m−2
0 ‖ BT (AT )rq ‖2= 0 ⇒
BT (AT )rq = 0 for r = 0, · · · ,m− 2.
Using this, we now find, λqT = qTAm−1(A−BC) = qTAm−2(A−BC)2+
qTAm−2BC(A − BC) = qTAm−2(A − BC)2. Iterating this yields, λqT =
qT (A−BC)m. Thus if λm is an m-th root of λ then λmqT = qT (A− BC).
Since also qTB = 0 we thus conclude (A − BC,B) is not controllable. But
this is a contradiction since, (A−BC) +BC = A is stable.
Remarks.
(i) In matlab we would compute, [P ∗m, L0, Gm] = DARE((Am)T , CT , Qm,Σǫ, Sm, I),
yielding V ∗m = Σǫ +CP ∗mCT and K∗m = GTm.
(ii) More specifically P ∗m (m > 1) obeys, P ∗m = A¯mP ∗mA¯Tm + Q¯m −
K¯mV
∗
mK¯
T
m,
where A¯m = A
m − SmΣ−1ǫ C = Am−1(A − BC); Q¯m = Qm − SmΣ−1ǫ STm =
Qm−1;V ∗m = Σǫ + CP ∗mCT ;K∗m = A¯mP ∗mCT (V ∗m)−1.
5 Granger Causality
In this section we review and extend some basic results in Granger causality.
In particular we extend GEMs to the state space setting and show how to
compute them reliably.
Since the development of Granger causality it has become clear [10],[11]
that in general one cannot address the causality issue with only one step
ahead measures as commonly used; one needs to look at causality over all
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forecast horizons. However one step measures are sufficient when one is
considering only two vector time series as we are [10][Proposition 2.3].
5.1 Granger Causality Definitions
Our definitions of one step Granger causality naturally draw on [17], [18],[41],[42]
but are also influenced by [3], who, drawing on work of [35], distinguished
between weak and strong GC or what Caines calls weak and strong feedback
free processes. We introduce:
Condition WSS: The vector time series xt, yt are jointly second order sta-
tionary.
Definition: Weak Granger Causality.
Under WSS, we say yt does not weakly Granger cause (dn-wgc) xt if, for all
t
var(Xt+1|Xt−∞, Y t−∞) = var(Xt+1|Xt−∞)
Otherwise we say yt weakly Granger causes (wgc) xt.
Because of the elementary identity, var(X|Z) = E[var(X|Z,W )]+var[E(X|Z,W )] =
E[var(X|Z,W )]+E[(E(X|Z,W )−E(X|Z))(E(X |Z,W )−E(X|Z))T |Z] the
equality of variance matrices in the definition also ensures the equality of
predictions, E(Xt+1|Xt−∞, Y t−∞) = E(Xt+1|Xt−∞).
This definition agrees with [18],[4] who do not use the designator weak
and [3],[42] who do.
Definition: Strong Granger Causality.
Under WSS, we say yt does not strongly Granger cause (dn-sgc) xt if, for
all t,
var(Xt+1|Xt−∞, Y t−∞, Yt+1) = var(Xt+1|Xt−∞)
Otherwise we say yt strongly Granger causes (sgc) xt. Again equality of the
variance matrices ensures equality of predictions, E(Xt+1|Xt−∞, Y t−∞, Yt+1) =
E(Xt+1|Xt−∞).
This definition agrees with [3] and [42].
Definition: FBI. Feedback Interconnected.
If xt Granger causes yt and yt Granger causes xt then we say xt, yt are
feedback interconnected.
Definition: UGC. Unidirectionally Granger Causes.
If xt Granger causes yt but yt dn-gc xt we say xt unidirectionally Granger
causes yt.
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5.2 Granger Causality for Stationary State Space Models
Now we partition zt = (xt, yt)
T into subvector signals of interest and parti-
tion the vector MA or state space model (2.4) correspondingly,[
xt
yt
]
= [I +
[
CX
CY
]
(L−1I −A)−1(BX BY )
[
ǫX,t
ǫY,t
]
(5.1)
=
[
HXX(L)
HY X(L)
HXY (L)
HY Y (L)
] [
ǫX,t
ǫY,t
]
(5.2)
Σǫ = var
[
ǫX,t
ǫY,t
]
=
[
ΣX,ǫ
ΣY X,ǫ
ΣXY,ǫ
ΣY,ǫ
]
[
HXX(L)
HY X(L)
HXY (L)
HY Y (L)
]
=
[
CX(L
−1I −A)−1BX + I
CY (L−1I −A)−1BX
CX(L
−1I −A)−1BY
CY (L−1I −A)−1BY + I
]
Now we recall results of [3]:
Result III: If zt = (
xt
yt
) obeys a Wold model of the form zt = HZ(L)ǫt
where HZ(L) is a one-sided square summable moving average polynomial
with HZ(0) = I which is partitioned as in (5.2) then:
(a) yt dn-wgc xt iff HXY (L) = 0.
(b) yt dn-sgc xt iff HXY (L) = 0 and ΣXY,ǫ = 0.
We can now state a new SS version of this result:
Theorem IV. For the stationary ISS model (5.1,5.2):
(a) yt dn-wgc xt iff CXA
rBY = 0, r ≥ 0.
(b) yt dn-sgc xt iff CXA
rBY = 0, r ≥ 0 and ΣXY,ǫ = 0.
Proof. Follows immediately from result III sinceHXY (L) = Σ
∞
0 CXA
rBY L
r+1.
Remarks.
(i) By the Cayley Hamilton Theorem we can replace (a) with: CXA
rBY =
0, 0 ≤ r ≤ n− 1, n = dim(ξt).
(ii) Collecting these equations together gives CX(BY , ABY , · · · , An−1BY ) =
0 which says that the pair (A,BY ) is not controllable. Also we have,
BTY (C
T
X , A
TCTX , · · · , (AT )n−1CTX) = 0 which says that the pair (CX , A) is
not observable. Thus the representation of HXY (L) is not minimal.
From a data analysis point of view we need to embed this result in a
well behaved hypothesis test. Results of [14], suitably modified, allow us to
do this.
5.3 Geweke Causality Measures for SS Models
Although much of the discussion in [14] is in terms of VARs we can show
it applies more generally. We begin as [14] did with the following defi-
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nitions. Firstly, FY→X = ln
|ΩX |
|ΣX,ǫ| is a measure of the gain in using the
past of y to predict x beyond using just the past of x; similarly intro-
duce FX→Y = ln
|ΩY |
|ΣY,ǫ| . Next define the instantaneous influence measure,
FY.X = ln
|ΣX,ǫ||ΣY,ǫ|
|Σǫ| . These are then joined in the fundamental decomposi-
tion [14],
FXoY = FY→X + FX→Y + FY.X (5.3)
where, FXoY = ln
|ΩX ||ΩY |
|Σǫ| . [14] then proceeds to decompose these measures
in the frequency domain. Thus the frequency domain GEM for the dynamic
influence of yt on xt is given by [14],
FY→X =
∫ π
−π
fY→X(λ)
dλ
2π
where fY→X(λ) = ln
|fX(λ)|
|fe(λ)| (5.4)
and fe(λ) is assembled (following [14]) as follows.
Introduce W = ΣY X,ǫΣ
−1
X,ǫ and note that ǫY,t − WǫX,t is uncorrelated
with ǫX,t and has variance Σ(Y |X),ǫ = ΣY,ǫ−ΣY X,ǫΣ−1X,ǫΣXY,ǫ. Then rewrite
(5.2) as[
xt
yt
]
=
[
HXX(L)
HY X(L)
HXY (L)
HY Y (L)
] [
I
W
0
I
] [
I
−W
0
I
] [
ǫX,t
ǫY,t
]
=
[
HXX(L) +HXY (L)W,
HY X(L) +HY Y (L)W,
HXY (L)
HY Y (L)
] [
ǫX,t
ǫY,t −WǫX,t
]
This corresponds to (3.3) in [14] and yields the following expressions corre-
sponding to those in [14].
fX(L) = fe(L) +HXY (L)Σ(Y |X),ǫHTXY (L
−1) (5.5)
fe(L) = HeX(L)ΣX,ǫH
T
eX(L
−1) (5.6)
HeX(L) = HXX(L) +HXY (L)W
Using the SS expressions above we rewrite HeX(L) in a form more suited to
computation as,
HeX(L) = [CX(L
−1I −A)−1Bo + I] (5.7)
Bo = BX +BY Σ
T
XY,ǫΣ
−1
X,ǫ = B(
ΣX,ǫ
ΣY X,ǫ
)Σ−1X,ǫ
Note that then, using Theorem II,
FY→X =
∫ π
−π
ln|fX(λ)|dλ
2π
−
∫ π
−π
ln|fe(λ)|dλ
2π
= ln|ΩX | − ln|ΣX,ǫ| = ln |ΩX ||ΣX,ǫ| (5.8)
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Clearly, with L = exp(−jλ), fX(L) ≥ fe(L)⇒ FY→X ≥ 0.
Also the instantaneous causality measure is,
FY.X = ln
|ΣX,ǫ||ΣY,ǫ|
|Σǫ| = ln
|ΣX,ǫ||ΣY,ǫ|
|Σ(X|Y ),ǫ||ΣY,ǫ|
= ln
|ΣX,ǫ|
|Σ(X|Y ),ǫ|
(5.9)
Σ(X|Y ),ǫ = ΣX,ǫ − ΣXY,ǫΣ−1Y,ǫΣY X,ǫ
Clearly ΣX,ǫ ≥ Σ(X|Y ),ǫ so that FY.X ≥ 0.
Introduce the normalised cross covariance based matrix, Γx,y = Σ
− 1
2
Y,ǫΣY X,ǫΣ
−1
X,ǫΣXY,ǫΣ
− 1
2
Y,ǫ .
Then using a well known partitioned matrix determinant formula [32] we find
FY.X = ln|I − Γx,y|. This means that the instantaneous causality measure
depends only on the canonical correlations (which are the eigenvalues of
Γx,y) between ǫX,t, ǫY,t, [39],[29].
To implement these formulae, we need expressions for ΩX ,ΩY , fX(λ).
To get them [14] fits separate models to each of xt and yt. But this causes
positivity problems with fY→X(λ) [5]. Instead we obtain the required quan-
tities from the correct submodel obtained in the previous section. We have,
Theorem Va. The GEMs can be obtained from the joint ISS model (5.1)
and the submodel in Theorem II, as follows,
(a) FY→X = ln
|ΩX |
|ΣX,ǫ| where ΩX is got from the submodel in Theorem II.
(b) The frequency domain GEM fY→X(λ) (5.4) can be computed from
(5.6),(3.1),(5.7).
And ΩY , FX→Y , fX→Y (λ) can be obtained similarly.
Now pulling all this together with the help of result III we have an
extension of the results of [14] to the state space/VARMA case.
Theorem Vb: For the joint ISS model (5.1),
(a) FY→X ≥ 0, FY.X ≥ 0 and FY→X + FY.X = ln |ΩX ||Σ(X|Y ),ǫ| .
(b) yt dn-wgc xt iff, fX(L) = fe(L) which holds iff FY→X = 0 i.e. iff
ΩX = ΣX,ǫ.
(c) yt dn-sgc xt iff fX(L) = fe(L) and Σ(X|Y ),ǫ = ΣX,ǫ i.e. iff FY→X = 0
and FY.X = 0 i.e. iff FY→X + FY.X = 0 i.e. iff ΩX = Σ(X|Y ),ǫ.
Remarks.
(i) A very nice nested hypothesis testing explanation of the decomposi-
tion (5.3) is given by Parzen in the discussion to [14].
(ii) It is straightforward to see that the GEMs are unaffected by scaling
of the variables. This is a problem for other GC measures [12].
(iii) For completeness we state extensions of the inferential results in [14]
without proof. Suppose we fit a SS model to data zt, t = 1, · · · , T using e.g.
so-called state space subspace methods [7],[1] or VARMA methods in e.g.
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[31]. Let FˆY→X , FˆX→Y , FˆY.X , FˆXoY be the corresponding GEM estimators.
If we denote true values with a superscript 0, we find under some regularity
conditions:
H0 : F
0
Y→X = 0⇒ T FˆY→X ⇒ χ22npxpY , as T →∞
and H0 : F
0
Y.X = 0⇒ T FˆY.X ⇒ χ2pxpY
So to test for strong GC we put these together,
H0 : F
0
Y→X = 0, F
0
Y.X = 0⇒ T (FˆY→X + FˆY.X)⇒ χ2(2n+1)pxpY
Together with similar asymptotics for FˆX→Y , FˆXoY we see that the funda-
mental decompositon (5.3) has a sample version involving a decomposition
of a chi-squared into sums of smaller chi-squared statistics.
(iv) [5] attempts also to derive FY→X without fitting separate models
to xt, yt. However the proposed procedure to compute fX(λ) involves a two
sided filter and is thus in error. The only way to get fX(λ) is by spectral
factorization (which produces one-sided or causal filters) as we have done.
(v) Other kinds of causality measures have emerged in the literature
e.g. [27] but it is not known whether they obey the properties in theorems
IVa,IVb. However these properties are crucial to our subsequent analysis.
6 Effect of Filtering on Granger Causality Mea-
sures
Now the import of the frequency domain GEM becomes apparent since it
allows us to determine the effect of one-sided (or causal) filtering on GC.
We need to be clear on the situation envisaged here. The unfiltered time
series are the underlying series of interest but we only have access to the
filtered time series. So we can only find the GEMs from the spectrum of the
filtered time series. What we need to know is when those
′
filtered
′
GEMs
are the same as the underlying GEMs. We have,
Theorem VI. Suppose we filter zt with a stable, full rank, one-sided filter
Φ(L) = (ΦXX(L)0
0
ΦY Y (L)
) then,
(a) If Φ(L) is minimum phase then the GEMs (and so GC) are unaffected
by filtering.
(b) If Φ(L) has the form Φ(L) = ψ(L)Φ¯(L) where ψ(L) is a scalar all
pass filter and Φ¯(L) is stable, minimum phase then the GEMs (and so GC)
are unaffected by filtering.
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(c) If Φ(L) is nonminimum phase and case (b) does not hold then the
GEMs (and so GC) are changed by filtering.
Proof. Denote z¯t = Φ(L)zt = Φ(L)H(L)ǫt by Result II(a). Then for the
frequency domain GEM we need to find, fY¯→X¯(λ) = ln
|fX¯(λ)|
|HeX¯(L)ΣX,ǫHTeX¯(L−1)|
where L = exp(−jλ). We find trivially that. |fX¯(λ)| = |ΦX(L)fX(λ)ΦX(L−1)| =
|ΦX(L)||fX(λ)||ΦX(L−1)|. Finding HeX¯(L) is much more complicated; we
need the minimum phase vector moving average or state space model cor-
responding to (5.2). Taking Φ(L) to be non-minimum phase we carry out a
spectral factorization, fZ¯(λ) = H¯(L)ΣH¯
T (L−1) where H¯(L) is causal, sta-
ble, minimum phase with H¯(0) = I and then from appendix C, H¯(L) can be
written, H¯(L) = Φ(L)H(L)D(L−1),D(L−1) = JET (L−1)J¯−1 where E(L)
is all pass and J, J¯ are constant matrices (Cholesky factors). Writing this
in partitioned form,
H¯(L) =
[
ΦX(L)
0
0
ΦY (L)
] [
HXX(L)
HY X(L)
HXY (L)
HY Y (L)
] [
DXX(L
−1)
DY X(L−1)
DXY (L
−1)
DY Y (L−1)
]
yields HeX¯(L) = ΦX(L)KeX¯(L) where,
KeX¯(L) = HXX(L)(DXX (L
−1) +DXY (L−1)ΣY X,ǫΣ−1X,ǫ)
+ HXY (L)(DY Y (L
−1)ΣY X,ǫΣ−1X,ǫ +DY X(L
−1))
Thus in fY¯→X¯(λ) the |ΦX(L)| factors cancel giving, fY¯→X¯(λ) = ln |fX(λ)||KeX¯(L)ΣX,ǫKTeX¯(L−1)| .
This will reduce to fY→X(λ) iff KeX¯(L) = HeX(L)K(L
−1) where K(L−1)
is all pass which occurs iff DXY (L
−1) = 0,DY X(L−1) = 0,DXX(L−1) =
ψ(L−1)I,DY Y (L−1) = ψ(L−1)I where ψ(L−1) is a scalar all-pass filter. Re-
sults (a),(b),(c) now follow.
We now give two examples.
Example I. Differential delay. Suppose (xtyt ) = (
1
ρ
0
1 )(
at
bt
) and Φ(L) =
( 10
0
L). So the two series are white noises that exhibit an instantaneous
GC. The filtering delays one series relative to the other. Then we have,
z¯t = (
1
0
0
L)(
1
ρ
0
1)(
at
bt
) = ( 1Lρ
0
1 )(
at
bt
) = H¯(L)(atbt ). And we see that H¯(0) = I
while H¯(L) is stable, causal and invertible, indeed H¯−1(L) = ( 1−Lρ
0
1). Thus
we see that the differential delay has introduced a spurious dynamic GC
relation and the original purely instantaneous GC is lost.
Example II. fMRI Hemodynamic Response is non-minimum phase. A
number of stylized or ‘canonical’ HRFs based on the double gamma (i.e.
difference of two gamma functions) have been presented in the literature
e.g. [24],[16]. These stylized HRFs capture two essential features of empirical
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Figure 1: Canonical Motor Cortex HRF and its (log) Roots
HRFs; namely a slow rise to a peak followed by a small negative undershoot.
And past practice has been to use one of them for all voxels in a slice or
even volume. Here we illustrate with a motor cortex HRF from [16]
h(t) = fa(
t
τam
)me−(t/τa−m) − fbα( t
τbp
)pe−(t/τb−p)
where (τa,m) = (1.1, 5) and (τb, p) = (.9, 12) while α = .4. Also we have
scaled each term to have maximum value of 1. Here fa, fb are amplitudes
to be found in a model fitting exercise. In Fig.1 we show a plot of the HRF
with fa = 1 = fb and the zeros on a log scale. One zero has magnitude > 1
showing the HRF is non-minimum phase.
7 Downsampling and Forwards Granger Causality
We now consider to what extent GC is preserved under downsampling.
Using the sampled notation of our discussion above, and defining z¯k =
( x¯ky¯k ), we have the following result:
Theorem VII. Forwards Causality.
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(a) If yt dn-sgc xt then y¯k dn-sgc x¯k.
(b) If yt dn-wgc xt then in general y¯k wgc x¯k.
Remarks.
(i) Part (a) is new although technically a special case of a result of the
author
′
s established in a non SS framework.
(ii) We might consider taking part(b) as a formalization of long standing
folklore in econometrics [6],[33] that downsampling can destroy unidirec-
tional Granger causality. However that same folklore is flawed because it
failed to recognize the possibility of (a). The folklore is further flawed be-
cause it failed to recognize the more serious reverse problem discussed below.
Proof of (a). We use the partitioned expressions in the discussion leading
up to result III. We also refer to the discussion leading up to Theorem VI.
This allows us to write two decompositions. Firstly wk = wX,k + wY,k
where
wX,k = Σ
m
1 A
m−iBXǫX,km+i−1 , wY,k = Σm1 A
m−iBY ǫX,km+i−1
From result III and the definition of dn-sgc
wX,k is uncorrelated with wY,l for all k, l (7.1)
The other decomposition is ǫ¯k = (
ǫ¯X,k
ǫ¯Y,k
) and
ǫ¯X,k is uncorrelated with ǫ¯Y,l for all k, l (7.2)
Next we note from Theorem IV that CX(L
−1I−Am)−1ApBY = CXΣ∞1 Am+r−1BY Lr =
0 for all p ≥ 0. Thus we deduce
CXwY,k = 0, for all k (7.3)
We can now write
x¯k = CX(L
−1I −Am)−1wk + ǫ¯X,k
= CX(L
−1I −Am)−1wX,k + ǫ¯X,k (7.4)
y¯k = CY (L
−1I −Am)−1wX,k + CY (L−1I −Am)−1wY,k + ǫ¯Y,k
Based on (7.4) we now introduce the ISS model for x¯k
x¯k = CX(L
−1I −Am)−1K(X)νX,k + νX,k
where νX,k is the innovations sequence. Using this we introduce the esti-
mator K(X)νX,k of wX,k and the estimation error w˜X,k = wX,k −K(X)νX,k.
Below we show
w˜X,k is uncorrelated with νX,l for all k, l (7.5)
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We thus rewrite the model for y¯k as,
y¯k = CY (L
−1I −Am)−1K(X)νX,k + ζk
ζk = CY (L
−1I −Am)−1[wY,k + w˜X,k] + ǫ¯Y,k
Now we can construct an ISS model for ζk = (I+CY (L
−1I−Am)−1K(Y ))νY,k
where νY,k is the innovations sequence. In view of (7.1,7.2,7.5) νX,k and νY,l
are uncorrelated for all k, l. Thus we have constructed the joint ISS model[
x¯k
y¯k
]
= H¯(z)
[
νX,k
νY,k
]
H¯(z) =
[
I + CX(L
−1I −Am)−1K(X)
CY (L−1I −Am)−1K(X)
0
I + CY (L−1I −Am)−1K(Y )
]
From this we deduce that y¯k dn-sgc x¯k as required.
Proof of (7.5). Consider then
E(w˜X,kν
T
X,l) = E(wX,k −K(X)νX,k)νTX,l) = E(wX,kνTX,l −K(X)E(νX,kνTX,l).
The second term vanishes for k 6= l. The first term vanishes for k > l since
wX,k is uncorrelated with the past and hence νX,l; for l > k it vanishes since
νX,l is uncorrelated with the past. For k = l it vanishes by the definition of
K(X) [26].
Proof of (b). A perusal of the proof of (a) shows that we cannot construct
the block lower triangular joint ISS model; in general we obtain a full block
ISS model.
8 Downsampling and Reverse Granger Causality
We now come to the more serious issue of whether unidirectional Granger
causality might arise from downsampling even though not present on the
original timescale. To establish this we have simply to exhibit a numerical
example but that is not as simple as one might hope.
8.1 Simulation Design
Designing a procedure to generate a wide class of examples of spurious
causality is not as simple as one might hope. We develop such a proce-
dure for a bivariate vector autoregression of order one; a bivariate VAR(1).
On the one hand this is about the simplest example one can consider; on
the other hand it is general enough to generate important behaviours.
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The bivariate VAR(1) model is then,
(
xt
yt
) = A(
xt−1
yt−1
) + (
ǫX,t
ǫY,t
) , A = (
φx
γy
γx
φy
) ,Σ = (
σ2a
ρσaσb
ρσaσb
σ2b
)
where Σ is the variance matrix of the zero mean white noise ( ǫX,tǫY,t ); ρ is a
correlation.
We note that this model can be written as an ISS model with parameters,
A, I,−A,Σ. Hence all the computations desribed above are easily carried
out.
But the real issue is how to select the parameters. By a straightforward
scaling argument it is easy to see the we may set σa = 1 = σb without loss
of generality. Thus we need to choose only A, ρ.
Some reflection shows that there are two issues. Firstly we must ensure
the process is stationarity i.e. for the eigenvalues λ1, λ2 of A we must have
|λ1| < 1, |λ2| < 1. Secondly to design a simulation we need to choose
FY→X , FX→Y ; but these quantities depend on the parameters A, ρ in a
highly nonlinear way so it is not obvious how to do this. And five parameters
is already too many to pursue this by trial and error.
For the first issue we have trace(A) = λ1 + λ2 = φx + φy and det(A) =
λ1λ2 = φxφy − γxγy. Our approach is to select λ1, λ2 and then find φx, φy
to satisfy φx + φy = λ1 + λ2, φxφy = λ1λ2 + γxγy. This requires solution of
a quadratic equation. If we denote the solutions as r+, r− then we get two
cases: (φx, φy) = (r+, r−) and (φy, φx) = (r+, r−). This leaves us to select
γx, γy.
In Appendix B we show that FY→X = ln
σ2x
σ2a
≥ ln(1 + ξx) where ξx =
γ2x(1 − ρ2). And similarly FX→Y ≥ ln(1 + ξy) where ξy = γ2y(1 − ρ2). But
we also show that ξx = 0 ⇒ FY→X = 0 and ξy = 0 ⇒ FX→Y = 0. So we
select ξx, ξy thereby setting a lower bounds to FY→X , FX→Y . This seems
to be the best one can do and as we see below works quite well. So given
ξx, ξy compute γx = ±
√
ξx√
1−ρ2 and γy = ±
√
ξy√
1−ρ2 . This gives four cases and
together with the two cases above yields eight cases.
This is not quite the end of the story since the γx, γy values need to be
consistent with the φx, φy values. Specifically the quadratic equation to be
solved for φx, φy must have real roots. Thus the discriminant must be ≥ 0.
So (φx+φy)
2−4(φxφy) = (λ1+λ2)2−4(λ1λ2+γxγy) = (λ1−λ2)2−4γxγy ≥ 0.
There are four cases; two with real roots, two with complex roots.
If λ1, λ2 are real then we require (λ1 − λ2)2 ≥ 4γxγy ⇒ (λ1 − λ2)2 ≥
4sign(γxγy)
√
ξxξy
1−ρ2 . This always holds if sign(γxγy) ≤ 0. If sign(γxγy) > 0
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then we have a binding constraint which restricts the sizes of ξx, ξy.
If λ1, λ2 are complex conjugates then (λ1−λ2)2 is negative. If sign(γxγy) ≥
0 then the condition never holds. If sign(γxγy) < 0 then there is a bind-
ing constraint which restricts the sizes of ξx, ξy. In particular note that if
sign(γxγy) = 0 then one cannot have complex roots for A. We now use this
design procedure to illustrate reverse causality.
8.2 Computation
We describe the steps used to generate the results below. We assume the
state space model for zt = (
xt
yt
) comes in ISS form. Since standard state
space subspace model fitting algorithms [30],[46],[1] generate ISS models
this is a reasonable assumption. Otherwise we use result I to generate the
corresponding ISS model.
Given a sampling multiple m we first use Theorem III to generate the
subsampled ISS model and hence Σ
(m)
ǫ . To obtain the GEMs we use The-
orem I to generate the marginal models for xt, yt yielding Ω
(m)
X ,Ω
(m)
Y . And
now F
(m)
Y→X , F
(m)
X→Y are gotten from the formulae (5.8),(5.9) and the comment
following Theorem Va.
8.3 Scenario Studies
We now illustrate the various results above with some bivariate simulations.
Example 1. GEMs decline gracefully.
Table 1. GEMs for various sampling intervals for
(λ1, λ2, ξx, ξy, ρ) = (−.95exp(j × .1),−.95exp(−j × .1), 1.5, .2, .2) ⇒ A =
(−.204.452
−1.24
−1.69 ).
m 1 2 3 4 5 6 10 20 30 40
FY→X 1.3761 1.657 1.408 1.169 0.994 0.864 0.551 0.151 0.001 0.014
FX→Y 0.19834 0.253 0.287 0.308 0.319 0.322 0.293 0.109 0.001 0.011
Here, for the underlying process, y pushes x much harder than x pushes
y. This pattern is roughly preserved with slower sampling, but the relative
strengths change.
Example 2. GEMs Reverse.
Table 2. GEMs for various sampling intervals for
(λ1, λ2, ξx, ξy, ρ) = (.95exp(j×.1), .95exp(−j×.1), 1.5, .2, .2)⇒ A = (1.69.452 −1.24.204 ).
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m 1 2 3 4 5 6 10 20 30 40
FY→X 0.92983 0.879 0.766 0.683 0.62 0.57 0.418 0.131 0.001 0.013
FX→Y 1.0476 1.824 2.006 1.795 1.527 1.3 0.751 0.18 0.002 0.016
In this case the underlying processes push eachother with roughly equal
strength. But subsampling yields a false picture with x pushing y much
harder than the reverse.
Example 3. Near Equal Strength Dynamics Becomes Nearly Unidirectional.
Table 3. GEMs for various sampling intervals for
(λ1, λ2, ξx, ξy, ρ) = (.995,−.7, 1, .5, .7) ⇒ A = ( 1.45−.84 1.18−1.16 ).
m 1 2 3 4 5 6 10 20 30 40
FY→X 1.487 0.051 0.245 0.057 0.111 0.052 0.038 0.019 0.012 0.009
FX→Y 1.685 0.167 0.638 0.258 0.467 0.294 0.289 0.212 0.159 0.125
In this case the underlying relation is one of near equal strength feedback
interconnection. But almost immediately a very unequal relation appears
under subsampling which soon decays to a near unidirectional relation.
Example 4. Near Unidirectional Dynamics Becomes Near Equal Strength.
Table 4. GEMs for various sampling intervals for
(λ1, λ2, ξx, ξy, ρ) = (.99exp(j × .25), .95exp(−j × .25), .1, 3,−.8) ⇒ A =
( 1.8832.236
−0.408
0.036 ).
m 1 2 3 4 5 6 10 20 30 40
FY→X 0.023 0.284 0.381 0.428 0.451 0.457 0.309 0.454 0.407 0.168
FX→Y 2.937 2.384 1.617 1.243 1.019 0.859 0.372 0.532 0.453 0.178
In this case a near unidirectional dynamic relation immediately becomes
one of significant but unequal strengths and then one of near equal strength.
There is nothing pathological about these examples and using the de-
sign procedure developed above it is easy to generate other similar kinds
of examples. They make it emphatically clear that GC cannot be reliably
discerned from subsampled data.
9 Conclusions
This paper has given a theoretical and computational analysis of the use
of Granger casuality in fMRI. There were two main issues: the effect of
downsampling and the effect of hemodynamic convolution. To deal with
these issues a number of novel results in multivariate time series and Granger
causality were developed via state space methods as follows.
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(a) Computations of submodels via the DARE (Theorems I,IV).
(b) Reliable computation of GEMs via the DARE (Theorems Va,Vb).
(c) Effect of filtering on GEMs (Theorem VI). In particular the destructive
effect of the non-minimum phase property of HRFs.
(d) Computation of downsampled models via the DARE.
Using these results we were able to develop, in section 8, a framework for
generating downsampling induced spurious Granger causality ’on demand’
and provided a number of illustrations.
All this leads to the conclusion that that Granger causality analysis of
fMRI data cannot be used to discern neuronal level driving relationships
. Not only is the time-scale too slow but even with faster sampling the
non-minimum phase aspect of the HRF will still compromise the method.
Future work would naturally include an extension of the Granger causal-
ity results to handle the presence of a third vector time series. And also ex-
tensions to deal with time-varying Granger causality. Non-Gaussian versions
could mitigate the non-minimum phase problem to some extent but there
does not seem to be any evidence for the non-Gaussianity of fMRI data. Ex-
tensions to nonlinear Granger causality are currently of great interest but
need a considerable development.
10 Stabilizability, Detectability and DARE
In this section we restate and modify for our purposes some standard state
space results. We rely mostly on [26][Appendices E,C].
We denote an eigenvalue of a matrix by λ and a corresponding eigen-
vector by q. We say λ is a stable eigenvalue if |λ| < 1; otherwise λ is an
unstable eigenvalue.
10.1 Stabilizability
The pair (A,B) is controllable if there exists a matrix G so that A − BG
is stable i.e. all eigenvalues of A− BG are stable. (A,B) is controllable iff
any of the following conditons hold,
(i) Controllability matrix: C = [B,AB, · · · , An−1B] has rank n.
(ii) Rank Test: rank[λI −A,B] = n for all eigenvalues λ of A.
(iii) PBH test: There is no left eigenvector of A that is orthogonal to B
i.e. if qTA = λqT then qTB 6= 0.
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The pair (A,B) is stabilizable if: rank[λI − A,B] = n for all unstable
eigenvalues of A. Three useful tests for stabilizability are:
(i) PBH Test: (A,B) is stabilizable iff there is no left eigenvector of
A corresponding to an unstable eigenvalue that is orthogonal to B i.e. if
qTA = λqT and |λ| ≥ 1 then qTB 6= 0.
(ii) (A,B) is stabilizable if (A,B) is controllable.
(iii) (A,B) is stabilizable if A is stable.
10.2 Theorem DARE
[26](Theorem E6.1, Lemma 14.2.1,section 14.7)
Under conditions, N,St,De the DARE has a unique positive semi-definite
solution P which is stabilizing, i.e. As −KsC is a stable matrix. Further if
we initialize P0 = 0 then Pt is nondecreasing and Pt → P as t→∞.
Remarks.
(i) As−KsC stable means A−KC is stable (see below). And this implies
that (A,K) is controllable (see below).
(ii) Since V ≥ R then N ⇒ V is positive definite.
Proof of (i). We first note (taking limits in) [26](equation 9.5.12) Ks =
K−SR−1. We have then As−KsC = A−SR−1C−(K−SR−1)C = A−KC.
So As−KsC is stable iff A−KC is stable. But then (A,K) is controllable.
10.3 Detectability
The pair (A,C) is detectable if (AT , CT ) is stabilizable.
Remarks.
(i) If As is stable (all eigenvalues have modulus < 1) then S,D automat-
ically hold.
(ii) Condition D can be replaced with the detectability of (A,C) which
is the way [26] states the result. We show equivalence below (this is also
noted in a footnote in [26](section 14.7).
Proof of Remark(ii). Suppose (As, C) is detectable but (A,C) is not. Then
by the PBH test there is a right eigenvector p of A corresponding to an unsta-
ble eigenvalue of A with Ap = λp,Cp = 0. But then Asp = (A−SR−1C)p =
Ap = λp while Cp = 0 which contradicts the detectbility of (As, C). The
reverse argument is much the same.
Proof of Result I. (a) follows from the discussion leading to theorem
DARE. (b) follows from the remarks after theorem DARE.
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11 GEMs for Bivariate VAR(1)
Applying formula (5.5) and reading off HXX etc. from the VAR(1) model
yields,
fX(λ) = [(1 + φ
2
y − 2φycos(λ))σ2a + γ2xσ2b − 2ρσaσb(γxφy − γxcos(λ))]/|D(ejλ)|2
D(L) = (1− φxL)(1− φyL)− γxγyL2
This can clearly be written as an ARMA(2,1) spectrum σ2x|1−θxe−jλ|2/|D(ejλ)|2.
Equating coefficients gives
γ0 = σ
2
x(1 + θ
2
x) = (1 + φ
2
y)σ
2
a + σ
2
bγ
2
x − 2ρσaσbγxφy = σ2a(1 + ξx + d2x)
γ1 = σ
2
xθx = σ
2
adx
where ξx = (1−ρ2)γ2xσ2b and dx = φy−ργx σbσa . We thus have θ2x = γ21/σ4x and
using this in the first equation gives, γ0 = σ
2
x+ γ
2
1/σ
2
x or σ
4
x−σ2xγ0+ γ21 = 0.
This has, of course, two solutions
σ2x =
1
2
(γ0 ±
√
γ20 − 4γ21)
⇒ σ
2
x
σ2a
=
1
2
(
γ0
σ2a
±
√
γ20
σ4a
− 4γ
2
1
σ4a
) =
1
2
(1 + ξx + d
2
x ±
√
(1 + ξx + d2x)
2 − 4d2x)
Note that if ξx = 0 this delivers
σ2x
σ2a
= 12(1 + d
2
x +
√
(1− d2x)2 = 1.
We must choose the solution which ensures |θx| < 1 ≡ γ
2
1
σ4x
< 1 ≡ γ0
σ4x
<
2 ≡ γ0/σ2a < 2σ2x/σ2a ≡ 1 + ξx + d2x < 1 + ξx + d2x ±
√
(1 + ξx + d2x)
2 − 4d2x.
And so we must choose the
′
+
′
solution. Continuing, we now claim,
σ2x
σ2a
≥ 1
2
(1+ξx+d
2
x+
√
(1 + ξx − d2x)2 =
1
2
(1+ξx+d
2
x+1+ξx−d2x) = 1+ξx
This follows if, (1 + ξx + d
2
x)
2 − 4d2x ≥ (1 + ξx − d2x)2 ≡ (1 + ξx + d2x)2 − (1 +
ξx − d2x)2 ≥ 4d2x ≡ 2(1 + ξx)2d2x ≥ 4d2x ≡ 1 + ξx ≥ 1, which holds.
12 Spectral Factorization
Suppose ǫt is a white noise sequence with E(ǫt) = 0, var(ǫt) = Σ. Let
G(L) be a stable causal possibly non-minimum phase filter. Then z¯t =
G(L)ǫt has spectrum fZ¯(λ) = G(L)V G
T (L−1) where L = exp(−jλ). We
can then find a unique causal, stable minimum phase spectral factorization,
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fZ¯(λ) = Go(L)VoG
T
o (L
−1). Let V, Vo have Cholesky factorizations, V =
JJT , Vo = JoJ
T
o and set Gc(L) = G(L)J,Go,c(L) = Go(L)Jo. Then fZ¯(λ) =
Gc(L)G
T
c (L
−1) = Go,c(L)GTo,c(L−1). Since Go,c(L) is minimum phase we
can introduce the causal filter E(L) = G−1o,c(L)Gc(L)⇒ E(L)ET (L−1) = I.
Such a filter is called an all pass filter [22],[19]. Now, Gc(L) = Go,c(L)E(L)
or G(L) = Go(L)JoE(L)J
−1 i.e. a decomposition of a non-minimum phase
(matrix) filter into a product of a minimum phase filter and an all pass filter.
We can also write this as, Go(L) = G(L)JE
−1(L)J−1o = G(L)JET (L−1)J−1o
showing how the non-minimum phase filter is transformed to yield a spectral
factor.
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