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1 Úvod
V dnešní době se na trhu objevuje velké množství zařízení, která jsou postavena nad nejrůznějšími
architekturami  s  aplikačně  specifickými  procesory.  Tato  zařízení  dále  při  svém  běhu  používají
nepřeberné počty aplikací. Do budoucna nastává potřeba zvyšovat efektivitu práce vývojářů daných
zařízení a zlepšovat možnosti testování nejen těchto zařízení, ale i aplikací pro tato zařízení.
S těmito úkoly pomáhají virtuální platformy, na kterých se snadno a rychle vytváří modely
těchto zařízení. Potom je možné na těchto virtuálních platformách spouštět programy a tím je testovat
pro nová, právě vznikající, zařízení. Jedním z cílů, kterého ve své práci chci dosáhnout, je možnost
virtualizace dané platformy, na které může následně běžet celý operační systém, nejenom pouze jedna
aplikace. Jednou z firem, která o takové řešení má zájem, je například firma  AVG, která poté může
tímto způsobem bezpečně zkoumat nové typy hrozeb pro vestavěná zařízení a jejich systémy.
Úkolem  mé  práce  je  seznámit  se  s  existujícími  systémy  pro  virtualizaci  platforem
a architektur, které již podporují. Poté se budu snažit tyto platformy rozšířit o možnost, která spočívá
v generování  kódu,  jenž  bude  obstarávat  virtualizaci  dané  architektury,  pomocí  popisu  dané
instrukční  sady této  architektury.  Na  závěr  mé  práce  také  implementuji  části  kódu,  které  budou
zajišťovat simulaci periferií na dané platformě. Tato část bude potřebná pro běh operačního systému
na dané virtuální platformě.
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2 Virtualizace
V této úvodní kapitole především vysvětlím, co se skrývá pod pojmem virtualizace. Zmíním, a poté
podrobně vysvětlím, klíčové aspekty, které se používají ve virtualizaci. To znamená, že popíši hlavní
principy, které se využívají  při  konstrukci virtuálních strojů. Dále v textu ukáži,  jak je možné, že
virtuální  platformy dosahují  tak  skvělého výkonu při  simulaci  programů.  V této  kapitole  rovněž
uvedu  čtenáře  do  názvosloví  virtuálních  platforem a  virtualizace  obecně.  Při  psaní  obsahu  této
kapitoly jsem čerpal z knihy [1].
2.1 Emulace
Implementace  virtuálního  stroje  je  založena  na  emulaci.  Emulace  je  proces,  který  implementuje
rozhraní a funkcionalitu jednoho systému na systému, jenž má jiné rozhraní i funkcionalitu. V tomto
textu dále budeme uvažovat pod pojmem emulace pouze emulaci instrukční sady jedné procesorové
architektury na instrukční sadu jiné procesorové architektury.
Emulace tedy umožňuje na architektuře, která implementuje danou cílovou instrukční sadu,
reprodukovat  chování  programu,  který  byl  zkompilován  do  jiné  zdrojové  instrukční  sady.
Architektura,  která  implementuje  cílovou  instrukční  sadu,  bývá  v  literatuře  označována  pojmem
host. Podobně architektura implementující zdrojovou instrukční sadu se označuje jako quest.
Pro  mnoho  virtuálních  platforem  je  důležité,  aby  emulace  zdrojové  instrukční  sady,  byla
provedena,  co  možná  nejefektivněji.  Čím  menší  bude  přidaná  režie  pro  emulaci,  tím  rychlejší
a atraktivnější bude výsledná virtuální platforma.
Emulace instrukční sady může být provedena pomocí nejrůznějších metod, které mají různé
požadavky na výpočetní zdroje a které nabízí rozdílné vlastnosti, myslím tím především výkonnost
a míru přenositelnosti. Existují dva hlavní přístupy, které se mezi sebou liší v použité technice, jež má
podstatný vliv na výkonnost.
Jedním z těchto hlavních přístupů je interpretace, která se skládá z cyklu, ve kterém se z kódu
natáhne  zdrojová  instrukce.  Následně  se  tato  instrukce  analyzuje  a  poté  se  provede  požadovaná
operace. Dále se pokračuje další instrukcí v kódu.
Druhým přístupem je binární překlad, který se na druhou stranu snaží zkrátit režii, která je
potřebná pro natáhnutí a analýzu instrukcí tím, že jednou provede překlad bloku zdrojových instrukcí
na blok cílových instrukcí. Tento přeložený blok kódu si poté uloží pro opakované použití.
Na rozdíl od interpretace má binární překlad větší počáteční režii, která je potřebná právě pro
překlad. Ale na druhou stranu výpočetní nároky pro následné vykonávání instrukcí jsou podstatně
menší.  Výběr jednoho z těchto přístupů by měl záviset na počtu vykonání daného bloku kódu na
quest architektuře. Naštěstí existují techniky, které leží mezi těmito dvěma extrémy. Mám na mysli
například techniku vláknové interpretace. Vláknová interpretace eliminuje hlavní smyčku v přístupu
interpretace  a  výslednou  efektivitu  zvyšuje  dále  tak,  že  transformuje  zdrojové  instrukce  na  více
efektivní formu mezikódu, která se bude poté interpretovat.
V následujících podkapitolách se budu podrobně věnovat jednotlivým metodám, které slouží
pro  emulování  zdrojové  instrukční  sady.  V těchto  podkapitolách  si  kladu  za  cíl  vysvětlit  hlavní
principy  v  nich  zmíněných  metod.  V  kapitole  3.5 poté  budou  důkladněji  uvedeny  náznaky
implementace níže uvedených metod v rámci virtuálního stroje.
2.1.1 Základní interpretace
V našem zúženém kontextu interpret emuluje a operuje nad kompletním stavem architektury, která
implementuje zdrojovou instrukční sadu. Tento stav, myslím zde stav quest architektury, je tvořen
všemi registry dané architektury a hlavní pamětí. Obraz paměti  quest architektury, který v sobě
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zahrnuje jak kód programu, tak i data programu, se nachází v paměťovém regionu, který spravuje
interpret.
Paměť interpretu  v  sobě  zahrnuje  také  tabulku,  která  se  nazývá  context block,  který
obsahuje nejrůznější komponenty, které tvoří stav quest architektury. V tabulce context block
se nachází například víceúčelové registry, programový čítač a nejrůznější kontrolní registry.
Jednoduchý interpret pracuje tak, že postupuje skrz jednotlivé instrukce přes zdrojový program,
a poté čte a modifikuje stav quest architektury podle chování dané instrukce. Tento typ interpretu se
v  literatuře  označuje  jako  decode-and-dispatch,  protože  je  tvořen  hlavní  smyčkou,  která
dekóduje instrukci a skočí na odpovídající rutinu, která odpovídá chování dané instrukce.
2.1.2 Nepřímá vláknová interpretace
I když je implementace interpretu typu decode-and-dispatch snadná a přímočará, tak výsledná
emulace  instrukcí  je  velmi  pomalá.  Nyní  v  tomto  textu  zavedu  techniky,  které  se  budou  snažit
redukovat nebo eliminovat některé nevýhody předchozího přístupu.
Hlavní smyčka interpretu typu  decode-and-dispatch obsahuje několik skoků, přímých
i nepřímých.  Tyto  skoky  mohou,  v  závislosti  na  jejich  realizaci  na  dané  architektuře,  snižovat
výkonnost  emulace,  zvláště,  pokud je  tyto  skoky těžké predikovat.  Kromě testování  na instrukci
halt nebo na přerušení v hlavní smyčce, zde existuje nepřímý skok implementující příkaz switch.
Dále je nutné provést skok na rutinu interpretu, která emuluje instrukci, a také skok, který provede
návrat z této rutiny po jejím provedení do hlavní smyčky. Nakonec se v hlavní smyčce vyskytuje
skok, který ukončuje hlavní smyčku.
Přidáním části kódu, který z hlavní smyčky skáče na odpovídající rutiny pro emulaci instrukcí,
do těchto jednotlivých rutin je možné odebrat hned tři skoky ze skoků, které jsem výše jmenoval.
Zbývá už jen nepřímý skok s registrem, který nahrazuje příkaz  switch v hlavní smyčce. Přidaná
část kódu se skládá z operací pro natažení operačního kódu instrukce, vyhledání adresy relevantní
rutiny pomocí dispatch tabulky a skoku na tuto rutinu pomocí nepřímého skoku. Z tohoto důvodu
se této metodě říká nepřímá vláknová interpretace. Vláknová interpretace zase vyplývá z faktu, že
takto svázané rutiny tvoří souvisle prováděný kód. Vykonávání tohoto kódu se podobá vláknu. Jednou
z nevýhod, jak vyplývá z výše uvedeného textu, je nutnost replikace zmíněné přidané části kódu do
všech rutin.
2.1.3 Přímá vláknová interpretace
Přestože  hlavní  smyčka  byla  předchozí  metodou  eliminována,  tak  nadále  zůstává  problém režie,
kterou  vytváří  dispatch tabulka.  Vyhledání  odpovídající  rutiny  v  této  tabulce  stále  vyžaduje
přístup do paměti  a  nepřímý skok s  registrem.  Je  žádoucí,  z  důvodu vyšší  efektivity,  eliminovat
přístup do této tabulky.
Lze vypozorovat, že daná rutina interpretu je vyvolána pokaždé, když se při interpretaci narazí
na odpovídající instrukci. Takže každá instrukce je vlastně interpretována vícekrát, a tedy i proces
provádějící  analýzu  a  extrakci  instrukce  musí  být  opakován pro  každou instanci  dané  instrukce.
Nabízí se proto zavést následující přístup, predecoding, který umožní provést opakované operace
pouze  jednou,  uložit  si  vyextrahované  informace  ve  formě  mezikódu,  a  poté  lze  tento  mezikód
s výhodou  použít  pokaždé,  když  dojde  k  emulaci  asociované  instrukce.  Podrobnosti  o  metodě
predecoding a  o  formě  produkovaného mezikódu  se  lze  dočíst  v  knize  [1].  Použití  přístupu
predecoding je prvním krokem k získání metody přímé vláknové interpretace.
I když má použití dispatch tabulky nespornou výhodu v přenositelnosti kódu interpretu, tak
použití  nepřímého  skoku  způsobuje  snížení  výkonnosti  emulace.  Vyhledání  v  paměti  je  potřeba
pokaždé, když se přistupuje k dispatch tabulce. Pro zbavení se této režie je potřeba, aby mezikód
získaný  metodou  predecoding obsahoval  rovnou  adresu  rutiny,  která  slouží  k  emulaci  dané
instrukce.  Přidaný  kód  do  každé  z  těchto  rutin  je  poté  oproštěn  od  vyhledání  dané  instrukce
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v dispatch tabulce. Adresa rutiny se získá z daného pole mezikódu, poté se na tuto adresu provede
nepřímý skok. I když je toto opatření rychlejší, tak postrádá přenositelnost. Naštěstí se v některých
překladačích nabízí možnost používat místo adres návěští, a tímto způsobem lze tuto nevýhodu zcela
odstranit.
2.1.4 Binární překlad
S použitím techniky predecoding jsou všechny instrukce stejného typu vykonány pomocí stejné
rutiny  interpretu.  Výkonnost  může  být  dále  znatelně  zvýšena  pomocí  mapování  každé  zdrojové
binární instrukce na její vlastní, někdy lehce upravený, cílový kód. Tento proces konverze zdrojového
binárního  programu  na  cílový  binární  program  se  nazývá  binární  překlad.  Registry  quest
architektury ze zdrojových instrukcí jsou spravovány v registrové části context block v paměti
a jsou  namapovány  na  registry  host architektury.  Některé  z  registrů  host architektury  jsou
permanentně  přiřazeny  k  důležitým  a  často  používaným  zdrojům  quest architektury.  Proces
mapování registrů  quest architektury na registry  host architektury, například mapování registru
PC na jiný registr, je příkladem mapování stavu  quest architektury na  host architekturu. Proces
mapování zdrojů je základní částí virtualizace.
Binární  překlad,  podobně jako technika přímé vláknové interpretace,  transformuje zdrojový
kód na cílový kód. Na rozdíl od interpretu již nepotřebuje pro emulaci žádných rutin, cílový kód je
možné rovnou vykonat. Přeložený binární kód může ponechat cílové registry ve struktuře context
block v paměti, stejně jako je tomu u interpretu. Jelikož je každá instrukce binárním překladem
pozměněna, tak je možné namapovat zdrojové registry přímo na cílové registry. Umožněním přímého
přístupu k registrům dojde k eliminaci přístupu do context block v paměti. Toto mapování stavu
se běžně u interpretů neprovádí, maximálně pouze pro speciální registry, které pracují s operačním
kódem instrukcí,  například  pro registr  PC.  Rychlost  vykonání  takto přeloženého kódu,  s  vhodně
namapovanými registry, je srovnatelná s rychlostí provedení zdrojového kódu. Cílový kód je možné
ještě více urychlit, a to aplikací nejrůznějších optimalizací.
Z  předchozího  textu  nepřímo  vyplývá,  že  je  možné  použít  predecoding nebo  binární
překlad  před  začátkem vlastní  emulace.  Tento  přístup  se  jmenuje  statický  predecoding nebo
statický binární překlad, neboť jsou k dispozici pouze statické informace o zpracovávaném programu.
Použití  tohoto přístupu není  vždy možné,  protože v době kompilace nejsou známé cílové adresy
nepřímých skoků. Na architekturách typu CISC je situace daleko horší v tom, že instrukce mohou mít
proměnnou  délku.  Také  zarovnání  instrukcí  v  kódu  může  přinášet  komplikace.  Jedná  se  obecně
o Code-Discovery Problem.
Při použití statického překladu pak nastává další potíž, a tou je Code-Location Problem.
Ten spočívá  v tom,  že  k přeloženému kódu se  přistupuje  pomocí  cílového  PC,  který je  jiný  od
zdrojového PC. Nyní je potřeba vykonat například nepřímý skok ve zdrojovém kódu. Cílová adresa
skoku je v registru, ale jádro problému je v tom, že se jedná o adresu do zdrojového kódu, i když už
se nachází v cílovém přeloženém kódu. Musí tedy existovat mechanismus, který umí provést překlad
zdrojové adresy skoku na adresu, která je přítomná v cílovém přeloženém kódu.
Pro  běžnou  architekturu  se  Code-Discovery  Problem vyskytuje  jak  u  metody
predecoding, tak i při binárním překladu. V obou případech je obecným řešením provádět překlad
zdrojového kódu až za běhu, to znamená dynamicky. Nové části kódu budou vždy přeloženy až se na
ně narazí. Tento proces bývá v literatuře označován jako translation.
Přeložené bloky kódu jsou poté uloženy do regionu v paměti,  který byl  pro ně rezervován.
Jakmile  je jeden blok kódu přeložen,  je uložen vždy do této paměti  a při  příští  potřebě překladu
tohoto bloku se přistoupí rovnou k tomuto uloženému kódu. Tato paměť má tendenci narůstat s tím,
jak  moc  kódu  se  doposud  přeložilo.  Kód,  který  se  provádí  velmi  málo,  zbytečně  zabírá  místo.
Z důvodu redukce paměťové náročnosti je paměť organizována ve formě  code cache. Hlavním
principem funkce  code cache je  ukládání  pouze takového kódu,  který byl  naposledy nedávno
použit.
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V procesu  translation je dále potřeba mapovací tabulky, která bude asociovat zdrojové
PC a odpovídající blok zdrojového kódu s cílovým PC a odpovídajícím blokem přeloženého kódu.
Tato tabulka poskytuje možnost indexovat obsah code cache a bývá často implementována
jako hašovací  tabulka.  Cílové  PC ukazuje  na začátek bloku přeloženého kódu v  code cache.
Pokud řízení emulátoru, které tvoří hlavní smyčka řídící proces translation, potřebuje najít blok
přeloženého kódu, provede vyhledání v tabulce. Buď dostane rovnou adresu přeloženého kódu, nebo
je zahlášena code cache miss a provede se překlad požadovaného bloku kódu.
Systém přeloží vždy pouze jeden blok zdrojového kódu. Tento blok se značí jako dynamic
basic block.  Na  rozdíl  od  běžného  statického  základního  bloku  je  tento  blok  určen  podle
aktuálního toku řízení v programu,  zpravidla bývá větší než statický základní blok a instrukce se
mohou vyskytovat ve více dynamických základních blocích zároveň.
Translation proces pracuje následujícím způsobem. Jakmile je zdrojový program nahrán
do paměti, tak řízení emulátoru začne interpretovat zdrojové instrukce pomocí základní nebo nepřímé
vláknové interpretace. Postupně interpret dynamicky generuje přeložený binární kód. Tento kód je
umístěn  do  code cache a  je  vytvořeno  mapování  zdrojového  PC na  cílový  PC pomocí  výše
zmíněné tabulky. Pokud se narazí na skokovou instrukci, tak interpret dokončí překlad dynamického
základního bloku. Řízení emulátoru poté sleduje tok programu a buď přímo vykonává další blok,
pokud již byl přeložen a nachází se v code cache, nebo provede jeho překlad. Jedinou komplikací
mohou být skoky doprostřed již přeloženého dynamického základního bloku. Buď se opět provádí
překlad již jednou existující části bloku, nebo se stávající přeložený blok rozdělí na více částí, k tomu
je ale zapotřebí zavést další informace, které udávají rozsahy bloků, do systému.
Je  důležité  poznamenat,  že  systém  při  procesu  translation musí  udržovat  správnou
hodnotu  zdrojového  PC.  V  systému  je  řízení  předáváno  mezi  interpretem,  řízením  emulátoru
a přeloženými bloky v code cache. Každá z těchto částí musí mít možnost přistoupit k platnému
zdrojovému PC. Interpret použije zdrojové PC přímo podle toho, jak tahá instrukce. Pokud interpret
předává řízení do části řízení emulátoru na konci základního bloku, tak rovněž předá také hodnotu
následujícího  PC.  Obdobně,  když  se  dokončí  provádění  přeloženého  bloku  kódu,  tak  je  opět
zpřístupněna  hodnota  následujícího  PC do  řízení  emulátoru.  Jedním z  řešení  může  být  alokace
speciálního  registru,  který  by  uchovával  hodnotu  zdrojového  PC v  celém systému.  Další  řešení
spočívá ve využití JAL instrukce v přeloženém kódu a přístupu k link registru z řízení emulátoru.
Translation chaining v binárním překladu je protějškem vláknového kódu, který jsem
popsal  v kapitole  2.1.3 o interpretech.  Namísto předání  řízení  do části  řízení  emulátoru na konci
každého přeloženého bloku kódu, mohou být bloky slinkované přímo mezi sebou. Jak jsem zmínil
dříve, bloky jsou překládány vždy po jednom. Rozdíl je nyní v tom, že po dokončení překladu je
výsledný blok svázán s ostatními  bloky.  Dojde opět  k nahrazení  nepřímého skoku na část  řízení
emulátoru,  skokem  na  následující  blok.  Cíl  skoku  se  získá  použitím  hodnoty  zdrojového  PC
z mapovací tabulky a nalezením korespondujícího cílového PC, pokud tento blok již byl přeložen.
Pokud následující blok nebyl přeložen, pak se vloží běžný kód, který předá řízení opět na řízení
emulátoru. Jakmile však je následující blok také přeložen, tak řízení emulátoru najde potřebné cílové
PC a provede přepsání kódu, který předával tok programu na řízení emulátoru.
Translation chaining dobře funguje v těch případech, kdy je možné umístit zdrojové
PC na konec přeloženého bloku. Jsou situace, kdy se cíl skoku nemění. Nicméně, nepřímé skoky přes
registr, zvláště návraty z procedur, mohou měnit cíl skoku při každém provedení přeloženého kódu.
Nelze asociovat  jedno zdrojové  PC s  přeloženým blokem,  který je ukončený nepřímým skokem.
V těchto případech translation chaining příliš nefunguje a je mnohem snazší nechat řízení
emulátoru  vyhledat  správné  cílové  PC přes  mapovací  tabulku.  Existují  i  rychlejší  přístupy  pro
emulaci nepřímých skoků. Jedná se například o metody, které jsou založeny na predikci skoku nebo
na použití strukturovaného zásobníku, shadow stack.
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3 Virtuální stroj
V této kapitole ze všeho nejdříve definuji jednoduchý programovací jazyk, který mi poté bude sloužit
pro demonstraci principů používaných ve virtuálních strojích. Tento jazyk je reprezentantem  většiny
čistě imperativních jazyků. Poté se zaměřím na konstrukci virtuálního stroje, který bude podporovat
tento  jazyk.  Během konstrukce  tohoto  virtuálního  stroje  ukáži  problémy,  které  se  musí  řešit  ve
virtuálních strojích,  a nastíním možná řešení  těchto problémů.  Pro jednoduchost  a srozumitelnost
výkladu jsem se rozhodl popsat virtuální stroj založený na zásobníku. Existují i modernější přístupy,
například  virtuální  stroj  založený  na  registrech,  který  využívám  ve  své  implementaci,  ale  jádro
virtuálního stroje zůstává pořád stejné.
Virtuální stroj musí umět provádět činnost všech hlavních konstrukcí programovacího jazyka.
Konstrukce ukázkového jazyka blíže zmíním v kapitole 3.1. Mezi jeho hlavní konstrukce například
patří  konstrukce  umožňující  práci  s  proměnnými.  Tím  je  myšleno  zajištění  jejich  uložení
a poskytování operací pro přístup k nim a také i jejich aktualizaci. Dále je potřeba mít ve virtuálním
stroji funkční mechanismus vyhodnocování výrazů, podporu pro příkazy větvení a iterací. Na závěr je
potřeba umět provádět volání a návrat z funkcí, který v sobě zahrnuje i předání hodnot z funkcí.
Tyto  konstrukce  jsou  z  pohledu  našeho  jazyka  klíčovými.  V  následujícím  textu  nebude
zmíněna inicializace a ukončení programu, neboť tento problém nejlépe vyřeší překladač.
Jiné programovací jazyky mohou mít jiné klíčové konstrukce. Například funkcionální jazyky
mohou  mít  konstrukce,  které  zajišťují  vázání  volných  proměnných  nebo  aplikaci  funkcí.  Třídně
založené objektové jazyky naopak musí podporovat manipulaci se třídou a instančními proměnnými,
metodami  a  vyvoláním metod.  Dále  musí  podporovat  práci  s  lokálními  proměnnými  pro každou
z těchto metod.
V této kapitole poté definuji veškeré datové struktury, které musí virtuální stroj obsahovat, aby
mohl  úspěšně simulovat  programy napsané v ukázkovém jazyce.  V dalším kroce bych  důkladně
rozebral minimální instrukční sadu virtuálního stroje, kterou musí podporovat. Následně bych popsal
některá důležitá rozšíření instrukční sady a také možnosti virtuálního stroje, které by bylo vhodné
zahrnout do implementace virtuálního stroje.
Na závěr této kapitoly se budu věnovat principům, které dělají virtuální stroje tak žádanými.
Popíši nejen způsob, jakým virtuální stroj provádí simulaci, ale také podstatu moderního virtuálního
stroje založeného na registrech.
Při  psaní  této  kapitoly  jsem  čerpal  primárně  z  knihy  o  virtuálních  strojích  [2].  Některé
z informací, které níže uvádím jsem získal během práce se zvolenými virtuálními platformami.
3.1 Definice ukázkového programovacího jazyka
V  této  kapitole  si  představíme  jednoduchý  imperativní  programovací  jazyk,  na  kterém  později
vysvětlím některé z principů virtuálního stroje. Při jeho definici jsem vycházel z jazyka, který byl
obdobně definován v [2]. Při jeho definici budu vycházet z jazyka C, ze kterého použiji pouze jeho
podmnožinu.  Tato  podmnožina  bude  méně  složitější  než  použití  celého  jazyka  C.  V  textu  níže
předpokládám  čtenářovu  znalost  jazyka  C,  a  tudíž  si  jednotlivé  konstrukce  dovolím  pouze
vyjmenovat a neuvádět jejich syntaxi a sémantiku.
Programovací jazyk bude podporovat pouze běžný celočíselný typ, dále jen int. V některých
výrazech se  bude také uvažovat  typ  boolean,  který se  ale  bude používat  jen pro určité  účely,
například jako výsledek operace porovnání, a nebude se dát uložit do proměnných. Použití datového
typu  boolean nalezne  uplatnění  například  v  podmínkách  větvení  a  iterací.  Dále  jazyk  bude
podporovat pole, kde prvek pole je datový typ int. Pole budou muset mít definované hranice v čase
kompilace.
Dále jazyk bude podporovat běžné celočíselné operace. Jedná se o operace sčítání, odčítání,
násobení,  dělení  a modulo.  Jazyk také podporuje unární operaci  mínus.  Datový typ  boolean je
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výsledkem operací porovnání, <, >, <=, => a ==. Nad datovým typem boolean pracují i operace and,
or a not.
Výrazem může být konstanta datového typu  int,  identifikátor odpovídající proměnné nebo
funkci, unární operátor aplikovaný na výraz, binární operátor aplikovaný na dva výrazy a vyvolání
funkce.
Programovací jazyk rovněž poskytuje příkazy. Množina uvažovaných příkazů sestává z příkazu
přiřazení, větvení, iterace a vyvolání procedury. Přiřazení je omezeno pouze na celočíselné výrazy
a proměnné. Větvení se může skládat pouze z jedné větve, pouze z klíčového slova  if a příkazu,
který se provede,  pokud je podmínka splněna,  nebo dvou větví,  tedy připojení  další  větve  else
a příkazu, který se provede, když je podmínka nesplněna. Mezi příkazy zajišťující iterace pro naši
ukázku patří  while a  for.  Dále  definujeme příkazy  break a  continue,  které  naleznou své
uplatnění právě ve zmíněných iteracích.
V dalším textu budu rozlišovat procedury a funkce. Dohromady je budu označovat jako rutiny.
Procedura je rutina, která nemůže přímo vracet hodnotu, Analogicky funkce je rutina, která přímo
vrací hodnotu. Funkce mohou vracet hodnoty datového typu  int, pole prvků  int, navracení pole
z funkcí  vysvětlím  později,  a  datového  typu  boolean.  Datový  typ  boolean nelze  uložit  do
proměnných, a proto je vyvolání funkcí vracejících boolean omezeno pouze na určité konstrukce,
například podmínku ve větvení. Návrat hodnoty z funkce a předání řízení zpět volajícímu zajišťuje
příkaz return.
Předávání  parametrů  bude  nyní  proveditelné  pouze  pomocí  hodnoty.  Z  toho  plyne,  že
procedury  zatím postrádají  svůj  význam.  Rutiny  lze  definovat  pouze  na  nejvyšší  úrovni,  nejsou
povoleny zanořené definice rutin. Definice rutin mohou být kombinovány s definicemi globálních
konstant a proměnných. Globální konstanty a proměnné mají platnost od místa definice až do konce
programu. Proměnné a konstanty mohou být pouze datového typu int nebo mohou obsahovat pole
prvků int, jak bylo naznačeno dříve. Těla rutin se skládají z části deklarace lokálních proměnných
a části, kterou tvoří příkazy.
3.2 Datové struktury
V této kapitole nejprve definuji datové struktury v paměti, které musí virtuální stroj spravovat, aby
mohl úspěšně simulovat programy napsané v ukázkovém jazyce. Poté definuji registry,  které tvoří
prostředí běhu virtuálního stroje.
3.2.1 Datové struktury v paměti
Nejjednodušší  struktura  virtuálního  stroje  slouží  pro  ukládání  kódu.  Kód  programu  je  typicky
reprezentován v této struktuře posloupností  hodnot datového typu  int.  Na kód každé rutiny lze
potom nahlížet jako na jednodimenzionální pole prvků int. Pokud virtuální stroj obsahuje modul pro
správu paměti, potom kód programu je uložen na haldě, kterou si virtuální stroj vytvoří nad pamětí
přidělené  od  hostujícího  operačního  systému.  V  opačném  případě  je  potřeba  předem  definovat
maximální  velikost kódu. Maximální  velikost kódu lze zvolit  naprosto libovolně. Jednotlivé kódy
rutin lze ukládat  dvěma způsoby.  První  z nich ukládá kód každé rutiny odděleně.  Druhý přístup
naopak ukládá všechny rutiny do jednoho velikého spojitého bloku. Nevýhodou prvního přístupu je,
že virtuální stroj musí obsahovat modul správy paměti. Tento přístup nám ale na oplátku umožňuje
simulovat i dynamicky měnící se kód. Nyní z hlediska jednoduchosti budu uvažovat, že kód bude
uložen druhým způsobem ve formě spojitého pole prvků int. Oblast, ve které se nachází kód, budu
dále v textu nazývat kódový buffer.
Jelikož jazyk podporuje rekurzivní definice rutin, musí virtuální stroj obsahovat zásobník. Na
zásobníku  bude  též  probíhat  vyhodnocování  výrazů.  Ve  virtuálním  stroji,  který  je  založený  na
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registrech, se většina těchto funkcí realizuje přes přidané registry oproti virtuálnímu stroji, který je
založen na zásobníku.
Nyní  se  blíže  podívám  na  organizaci  zmíněného  zásobníku.  Jsou  dva  přístupy  použití
zásobníků ve virtuálním stroji.  První  přístup uvažuje  o jednom zásobníku,  který je  rozdělený na
rámce. Dále v textu se budu věnovat pouze tomuto způsobu použití zásobníku, příslušný obrázek 3.1
je uveden v kapitole  3.3.7, kde je blíže popsána práce s tímto zásobníkem. V tomto zásobníku se
nachází jak data, tak informace o řízení. Když je vyvolána rutina, tak se na tento zásobník umístí
nový rámec. Při opuštění rutiny se tento rámec vyjme ze zásobníku. Rámec se skládá z oblasti pro
parametry,  oblasti  pro lokální  proměnné a z oblasti  řídících informací.  Řídící  informace obsahují
návratovou adresu a ukazatel na předchozí rámec zásobníku. Pokud by jazyk podporoval zanořené
definice rutin, tak by nutně bylo potřeba také ukazatele na rámec v zásobníku aktuálně vykonávané
rutiny. Tímto krokem by došlo ke zpřístupnění lokálních proměnných v prostředí definující rutiny.
Druhý  přístup  používá  dva  zásobníky,  datový  a  řídící  zásobník.  Oba  typy  zásobníků  jsou
strukturované. Datový zásobník uchovává parametry a lokální proměnné. Vrchol tohoto zásobníku se
používá jako pracovní místo, například pro vyhodnocování výrazů. Na řídícím zásobníku se vyskytují
informace  potřebné  pro  vyvolávání  rutin  a  následného  provádění  návratů  z  nich.  Jedná  se
o návratovou adresu a nejrůznější ukazatele.
Zásobník i oblast s kódem mohou být uloženy na haldě, takže v důsledku se na haldu může
pohlížet jako na hlavní datovou strukturu ve virtuálním stroji.
V  přístupu  s  jedním zásobníkem je  prostředí  běhu  reprezentováno  lokálními  proměnnými
a parametry v každém rámci. Rámce také obsahují prostředí pro vyhodnocování výrazů. Při použití
dvou zásobníků datový zásobník reprezentuje prostředí běhu i pracovní prostředí pro vyhodnocování
výrazů.  V přístupu se dvěma zásobníky lze oblast nad aktuálním prostředím použít jako pracovní
prostředí bez ovlivnění obsahu prvků v prostředí.
Každý z těchto přístupů má své výhody i nevýhody. Zásobník v přístupu s jedním zásobníkem
má mnohem komplexnější organizaci než u varianty se dvěma zásobníky. Paměťové požadavky jsou
téměř shodné, ale dva zásobníky musí být navíc monitorovány a synchronizovány oproti jednomu
zásobníku.
Nyní nastíním způsob práce s globálními entitami. S rutinami zde není žádný problém, neboť
jsou  zkompilovány do  kódu  a  jejich  vstupní  bod  je  vždy známý.  Problém nastává  u  globálních
konstant  a  proměnných.  Pokud  by  byly  konstanty  omezeny  tak,  že  jejich  inicializační  výraz  by
neodkazoval na žádné proměnné či konstanty, jejichž hodnoty jsou neznámé v čase překladu, tak by
překladač  mohl  vyhodit  všechny  konstanty  z  programu.  Aby  byly  konstanty  použitelné,  musí
odkazovat i na entity, které jsou neznámé až do vlastního běhu programu. Toto implikuje, že obojí,
konstanty i proměnné, musí  být implementovány jako paměťové buňky,  které se plní až za běhu.
Rozdíl mezi buňkou konstanty a proměnné je v tom, že buňka proměnné umožňuje zápis, zatímco
buňka konstanty nikoliv.
Globální  konstanty  a  proměnné  je  možné  umístit  na  dno  zásobníku,  protože  vůči  celému
programu jsou tyto proměnné lokálními. Lze je také umístit do oddělené banky globálních konstant
a proměnných, jednu konstantu nebo proměnnou na paměťovou buňku.
Banka globálních konstant a proměnných má mnoho výhod. Pokud by mělo být dno zásobníku
odkazováno  zřetězenými  ukazateli,  tak  je  banka  mírně  lepší.  Pokud  by  dno  zásobníku  bylo
odkazováno staticky deklarovaným ukazatelem, tak žádné výhody navíc tento způsob nepřináší.
Dále musí existovat způsob, jakým je možné zastavit běh virtuálního stroje. Tahle podmínka se
dá zařídit velice snadno, a to pomocí příznaku, který řídí hlavní smyčku virtuálního stroje. Hlavní
smyčku  virtuálního  stroje  tvoří  kód  virtuálního  stroje,  který  je  prováděn  po  každém  provedení
instrukce, lze jej najít například v systému QEMU (viz 5.1.3). Reportování chyb z virtuálního stroje je
hodnoceno jako velmi užitečná vlastnost. Reportování chyb se dá zařídit dvěma způsoby. Pokud má
jazyk,  ve kterém je  virtuální  stroj  implementován,  mechanismus  výjimek,  pak jej  lze  s  výhodou
využít i pro tento účel. V případě absence mechanismu výjimek v implementačním jazyce se používá
celočíselná proměnná, do které se v případě chyby nastaví odpovídající kód chyby a virtuální stroj se
zastaví. Hodnoty chyby z této proměnné se poté nějakou cestou zpřístupní uživateli.
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Na závěr této části bych se chtěl zamyslet  ohledně možnosti podpory řetězců v ukázkovém
jazyce.  Řetězce  mohou  být  alokovány  jako  globální  proměnné,  nebo  se  dají  ukládat  přímo  na
zásobník. Která z těchto dvou možností je lepší? Optimální odpověď závisí na frekvenci, s jakou se
daný řetězec vyskytuje ve zdrojovém kódu. Pokud je na řetězec odkazováno z mnoha míst, potom je
lepší jej ukládat v banku literálů, ve kterém jsou ukládány všechny literály. Pokud na daný řetězec
vede málo odkazů, je mnohem výhodnější jej ukládat přímo na zásobník.
Nyní  bych  rád shrnul  získané poznatky.  Pro virtuální  stroj  jsou potřeba následující  datové
struktury:
Kódový buffer
Nachází se v něm instrukce virtuálního stroje, do kterých jsou zkompilovány programy.
Zásobník
Zásobník, který se používá pro vyhodnocování proměnných a pro řízení volání a návratu z rutin.
Banka globálních konstant a proměnných
Obsahuje všechny globální konstanty a proměnné.
Banka literálů
Obsahuje všechny konstanty literálů, na které bylo naraženo během kompilace programu. Nachází se
zde pouze často vyskytující se řetězce.
3.2.2 Registry prostředí
Pro implementaci virtuálního stroje je velice výhodné použít nějaký vyšší programovací jazyk. Výraz
registr  je  často  asociován  s  assemblerem.  Avšak  ve  virtuálním  stroji  pod  tímto  výrazem  je
označována proměnná, někdy také objekt, která udržuje stavovou informaci, která je požadovaná při
běhu virtuálního stroje.
Aktuální množina registrů, které jsou potřebné pro chod virtuálního stroje, bude větší než ta,
která  je  ovlivněna  instrukční  sadou,  protože  je  nezbytné  uchovávat  ukazatele  na  zásobníky,  na
prostředí běhu, pod kterým se myslí informace pro předávání řízení mezi rutinami, na kódový buffer
a na jiné datové struktury.  Pokud v sobě virtuální stroj nezahrnuje velmi pokročilý modul správy
paměti,  tak je nezbytné  do této množiny registrů zahrnout  navíc  registry,  které  budou uchovávat
velikost, nebo limitaci adres všech hlavních datových struktur.
V následující části textu bych nejprve rád prošel datovými strukturami a určil, které se budou
spravovat a následně jakým způsobem se budou spravovat.
Pro  aktuální  verzi  ukázkového  jazyka  potřebujeme  zavést  ukazatele  na  následující  datové
struktury:
Kódový buffer
Je potřeba zavést ukazatel na začátek kódového bufferu. Nad tímto ukazatelem neprovádí virtuální
stroj žádné kontroly, neboť očekává, že překladač generuje korektní odkaz na kódový buffer.
Zásobník
Pro  správu  zásobníku  je  nutné  mít  ukazatel  na  začátek  zásobníku  a  buď  ukazatel  na  konec
paměťového bloku alokovaného pro zásobník nebo umístění v paměti, ve kterém je uložena velikost
alokovaného  bloku  zásobníku.  Poté  je  požadováno  dělat  kontrolu  pro  předcházení  přetečení
zásobníku.  Bitová  šířka  položek  na  zásobníku  musí  být  nejméně  taková,  aby  dokázala  pojmout
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ukazatel hostitelského stroje, který často bývá větší než velikost paměti, která je dostupná virtuálnímu
stroji.  Tento požadavek se  zde vyskytuje  z  důvodu některých  instrukcí,  které  pracují  s  ukazateli
a které zmíním později. Většina instrukcí pracuje pouze s datovým typem int.
Banka globálních konstant a proměnných
Musí  být  znám  ukazatel  na  začátek  oblasti  banky  globálních  konstant  a  proměnných.  Dá  se
předpokládat, že překladač ve své režii generuje korektní odkazy na buňky z této banky.
Banka literálů
Zde se předpokládají stejné vlastnosti jako u výše uvedené oblasti globálních proměnných.
Velikost  kódu,  oblasti  globálních  konstant  a  proměnných  i  oblasti  literálů  je  určena
překladačem. Aktuální hodnoty jsou předány do virtuálního stroje jako parametry. Velikost zásobníku
je rovněž typickým parametrem pro virtuální stroj.
V některých oblastech je nutné zavést další, v pořadí již druhý, ukazatel nebo hodnotu, která je
následně použita k určení, zda se odkaz do této oblasti nachází v limitech této oblasti. Pokud odkaz
ukazuje mimo danou oblast, dojde k signalizaci chyby uživateli.
Po řadě nyní vyjmenuji všechny potřebné registry, které tvoří prostředí běhu podle knihy [2].
Jsou jimi:
CB - bázový ukazatel na kódový buffer
SB - bázový ukazatel na oblast, ve které je alokován zásobník
SL - velikost oblasti zásobníku, také limit zásobníku
GB - bázový ukazatel na začátek oblasti globálních konstant a proměnných
LB - bázový ukazatel na začátek oblasti literálů
Registry  prostředí  jsou  použity  pro  implementaci  virtuálního  stroje.  Nejsou  přímo
programovatelné  pomocí  instrukcí  virtuálního  stroje.  Jsou  zde  zmíněny,  poněvadž  tyto  datové
struktury musí být alokovány někde v software.
Pro práci s každým zásobníkem je dále nezbytné zaznamenávat aktuální vrchol zásobníku. Pro
datový zásobník bude jeho vrchol nazýván TD a pro řídící zásobník TE. V případě řešení s jedním
zásobníkem nám postačí jediný ukazatel na vrchol zásobníku.
Dále je nezbytné odkazovat na aktuálně prováděnou instrukci v kódovém bufferu. Tuto činnost
zajistí ukazatel na instrukci, známý pod zkratkou IP.
Ukončení  činnosti  virtuálního  stroje  je  řízeno  pomocí  registru  HLT.  Tento  registr  v  sobě
udržuje hodnotu datového typu boolean. Registr uchovávající chybu se označuje zkratkou VME.
3.3 Instrukční sada virtuálního stroje
Virtuální stroj, který podporuje dříve uvedený ukázkový jazyk, musí implementovat instrukce, které
budou provádět následující operace:
1. vyhodnocování výrazů,
2. skoky, které mohou být podmíněné či nepodmíněné, na jinou pozici v kódu. Skoků se poté
využívá pro podporu větvení a iterací,
3. provádění přiřazení,
4. volání rutin,
5. provádění návratu z rutin,
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6. přístup a aktualizaci globálních proměnných,
7. přístup a aktualizaci lokálních proměnných,
8. přístup k literálům.
Veškeré instrukce popisovaného abstraktního virtuálního stroje jsou uvedeny v příloze 1. Při
návrhu instrukční sady začnu instrukcemi virtuálního stroje pro vyhodnocování výrazů, neboť jejich
sémantika je zřejmá a v oblasti překladačů velice známá.
3.3.1 Instrukce pro vyhodnocování výrazů
Instrukce, které zastupují unární operátor, mají uložen jejich operand na vrcholu zásobníku. Operand
je vyjmut z aktuálního vrcholu zásobníku. Operátor je aplikován na tuto vyjmutou hodnotu a pak se
na vrchol zásobníku umístí hodnota výsledku po provedení této operace.
Pro binární operátor operandy zabírají vrchní dvě pozice na zásobníku. Dva vstupní operandy
pro danou binární  operaci  se  vezmou v předem dohodnutém pořadí  ze  zásobníku,  poté  se  na ně
aplikuje binární operátor a výsledek operace se nakonec opět umístí na zásobník.
Každá instrukce, reprezentující nějaký operátor nad výrazy, po svém provedení umístí jednu
hodnotu datového typu  int na vrchol zásobníku. Avšak instrukce, které reprezentují porovnávací
operátory, po svém provedení zanechají na vrcholu zásobníku hodnotu typu boolean.
Aby  vyhodnocování  výrazů  pracovalo  správně,  je  nezbytné  předem  nahrát  požadované
konstanty nebo proměnné na zásobník. Tímto krokem může dojít i k nahrání hodnot z banku literálů.
Dále je potřeba umět pracovat s proměnnými. O tom, jak nahrát obsahy globálních proměnných nebo
je aktualizovat, a také o práci s literály, pojednávám v textu níže.
Nyní  ukázkový  jazyk  podporuje  pouze  předávání  parametrů  a  výsledků  funkcí  hodnotou.
Z toho plyne, že pro vyhodnocování výrazů nyní stačí umět pracovat pouze s hodnotami. Až dojde
k rozšíření jazyka o odkazy, bude potřeba ve vyhodnocování výrazů umět navíc pracovat s adresami
ve stejném stylu. Mezitím definuji další důležité instrukce, které manipulují se zásobníkem.
3.3.2 Instrukce pro práci se zásobníkem
Ve  vyhodnocování  výrazů  se  vyskytla  potřeba  umět  nahrát  celočíselné  konstanty  na  zásobník.
Například pro vyhodnocení výrazu 1 + 2 je potřeba nejdříve obě hodnoty umístit na zásobník, než
se provede vlastní vyhodnocování výrazů. Na pořadí v tomto případě nezáleží, neboť operace sčítání
je  kumulativní.  K  tomuto  účelu  slouží  instrukce  pushc,  která  umístí  celočíselnou konstantu  na
zásobník.
Občas nastane situace,  kdy je potřeba explicitně vyjmout  hodnotu ze zásobníku.  K tomuto
účelu se v instrukčním repertoáru virtuálního stroje nachází instrukce pop.
Pokud dojde k zavolání instrukce pushc nad plným zásobníkem, virtuální stroj zahlásí chybu.
Analogicky, instrukce pop generuje chybu, když bude muset pracovat s prázdným zásobníkem.
V knize [2] jsou uvedeny další dvě instrukce pro práci se zásobníkem, instrukce swap a dup.
Z mého pohledu jsou nezajímavé, a proto jejich funkci lze nalézt pouze v příloze 1.
Více instrukcí, které manipulují se zásobníkem, uvedu dále v textu, až budu uvažovat volání
a návrat z rutin.
3.3.3 Instrukce pro práci s globálními proměnnými a literály
Před používáním globálních konstant a  proměnných nastává nutnost nejprve je přenést na zásobník.
Potom je s nimi možné pracovat stejným způsobem, podobně jak jsem uvedl výše. Připomínám, že
globální konstanty jsou reprezentovány oblastmi, do kterých lze provést maximálně jedno přiřazení.
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Hlídání  této podmínky je  ale v kompetenci  překladače,  ne virtuálního stroje,  takže není  třeba se
zaobírat tím, zda tato podmínka skutečně platí.
Virtuální  stroj  potřebuje  mít  ve  svém repertoáru  instrukce,  které  umí  přistupovat  a  měnit
hodnoty  globálních  proměnných  a  konstant.  Přístup  ke  globální  proměnné  zajišťuje  instrukce
getglob. Její práce spočívá v lokalizaci buňky globální proměnné, v získání hodnoty, která je v ní
uložená, a v následném umístění této hodnoty na zásobník. Nastavení hodnoty globální proměnné, ale
ne konstanty, se skládá z vyjmutí hodnoty ze zásobníku a jejím uložení do banky globálních konstant
a  proměnných na vhodné místo. Tuto činnost zprostředkovává instrukce setglob.
Oblast literálů obsahuje pouze řetězcové konstanty, které jsou určeny pouze pro čtení, takže
zde  není  potřeba  instrukce,  která  provádí  zápis  hodnoty  literálu  do  buňky.  Bohatě  postačí
mechanismus, který nabízí instrukce getlit, pomocí kterého je možné odkazovat na n tou položku
v banku literálů.  V praxi  to bude fungovat  tak,  že kód,  který odkazuje na prvek literálu,  rovnou
přistoupí k datům.
K  odpovědnosti  uživatele  banky  literálů  patří,  aby  zajistil  respektování  délky  uložených
řetězců. Překladač může uživateli značně pomoci, a to tak, že bude generovat korektní kód, ve kterém
budou již nastaveny odpovídající parametry.
3.3.4 Instrukce pro práci s poli
Ukázkový jazyk rovněž podporuje typ  pole, které obsahuje celočíselné prvky.  Všechna pole mají
statické  hranice,  které  jsou  deklarovány  již  během  kompilace.  Ve  virtuálním  stroji  musí  proto
existovat nějaký způsob, jak alokovat pole a jak následně přistupovat k jeho prvkům. K tomu nám
slouží trojice instrukcí mkvec, vref a vset.
První instrukce, mkvec, alokuje nové pole a uloží odkaz na toto pole na zásobník. Pole může
být alokováno přímo na zásobníku nebo na haldě.
Druhá instrukce,  vref,  poté  přistupuje k prvkům pole.  Očekává,  že  na aktuálním vrcholu
zásobníku se nachází index prvku a přímo pod ním odkaz na cílové pole. Instrukce získá tyto hodnoty
ze zásobníku a zkontroluje, zda index leží v mezích tohoto pole. Pokud index neleží v mezích pole,
oznámí se uživateli chyba. Poté tato instrukce získá prvek z pole a umístí jej na zásobník. Ve vyšších
programovacích jazycích této operaci odpovídá konstrukce = p[i].
Třetí  instrukce,  vset,  přiřazuje hodnoty prvkům pole.  Koresponduje s  přiřazením do pole
p[i] =. Tato instrukce očekává, že zásobník obsahuje směrem od vrcholu hodnotu, která se přiřadí
do prvku pole, index prvku v poli a nejníže odkaz na cílové pole. Pokud je index opět mimo hranice
pole, nastává chyba.
3.3.5 Skokové instrukce
Příkazy větvení a iterací vyvolávají  nutnost zavést skokové instrukce. Každý z těchto příkazů lze
zapsat ve formě schématu,  které ukazuje způsob,  jak lze tyto příkazy přeložit  do instrukční  sady
virtuálního stroje. Schémata jsou nezávislá na konkrétní implementaci instrukční sady, jak lze vidět
níže.
Schémata jsou docela jednoduchá a standardní, takže je zde budu prezentovat pouze s malým
vysvětlením.  Části  schématu,  které  jsou  uzavřené  v  úhlových  závorkách  se  přeloží  na  instrukce
virtuálního stroje, které přímo nesouvisí se samotným příkazem, větvením či iterací, a jsou nejspíš
tvořeny již známými příkazy. Nyní uvedu pár schémat na ukázku, prvním příkladem bude schéma
příkazu if s jedinou větví.
Schéma příkazu if:
<vyhodnocení výrazu podmínky>
skoč na návěští $konec, pokud podmínka neplatí




$start: <vyhodnocení výrazu podmínky>
skoč na návěští $konec, pokud podmínka neplatí
<příkazy v těle příkazu while>
skoč na návěští $start
$konec: další příkaz
Existuje mnohem více schémat, například pro příkaz for, které zde již neukážu. Znalý čtenář
si domyslí, že takové schéma zavede nějaké komplikace navíc.
V příkazech iterace, například příklad while na ukázkovém schématu, jsou vidět dvě návěští,
jedno  se  nachází  na  začátku  a  druhé  za  koncem celého  příkazu.  Důvodem zde  je  zprůhlednění










skoč na návěští $start
...
$konec:
Nyní je třeba udělat rozhodnutí, zda virtuální stroj bude podporovat vedle absolutních skoků
i relativní  skoky.  Relativní  skok je  takový skok,  jehož dosah je  omezený  na malou oblast  okolo
instrukčního  ukazatele.  V  našem virtuálním stroji  budeme  prozatím  podporovat  pouze  absolutní
skoky a to i přesto, že tyto skoky vyžadují pro svou činnost adresový operand, který musí být aspoň
tak velký, aby zvládal adresovat celý kódový buffer. Také je mnohem snazší udělat jeho velikost tak,
aby odpovídala  velikosti  ukazatele  nebo datového typu  int implementačního  jazyka  virtuálního
stroje. Pro ukázkový virtuální stroj zatím tedy nezavedeme relativní skoky, neboť jsou komplikací
z pohledu testování.
Pro  provádění  absolutních  skoků  zavedu  tři  základní  instrukce,  které  musí  virtuální  stroj
implementovat. Jedná se o instrukci nepodmíněného skoku, jmp, která odpovídá prostému skoku na
návěští. Další skoková instrukce,  jeq, provede skok pouze v případě, kdy se na vrcholu zásobníku
nachází hodnota  true.  V uvedených schématech to odpovídá situaci po vyhodnocení  podmínky.
Analogicky funguje instrukce jne, která skok provede jen v přítomnosti hodnoty false na vrcholu
zásobníku.
Toto nejsou jediné možné skokové instrukce, které může virtuální stroj nabízet. Tyto instrukce
jsou důležité, až na pár výjimek, pro právě popisovanou minimální implementaci virtuálního stroje.
Jak bylo zmíněno výše, když virtuální stroj narazí na  jeq nebo  jne instrukci, tak se skok




Teď zavedu velice speciální instrukci. Tato instrukce zastaví provádění virtuálního stroje, pokud se na
ní při běhu virtuálního stroje narazí. Bude se jmenovat hlt. Její sémantika bude spočívat v tom, že
nastaví  registr  halt na  hodnotu  true,  když  na  ni  narazí  virtuální  stroj.  Poté  v  hlavní  smyčce
virtuálního stroje po testování registru halt, dojde právě k zastavení běhu virtuálního stroje.
3.3.7 Instrukce pro práci s lokálními proměnnými a parametry
Nyní  už  pomalu  nastává  potřeba  začít  řešit  otázku  vyvolávání  rutin  a  návratu  z  nich  po  jejich
provedení. Abych k řešení této otázky mohl přistoupit, potřebuji nejprve definovat přesnou organizaci
zásobníku.  Jednotlivé  rámce  zásobníku  jsou  vytvářeny  na  zásobníku  v  momentě,  když  dojde
k předání řízení při vstupu do rutiny. Musí se rozlišovat dva přístupy, jeden pro procedury a druhý
pro  funkce.  Rozdíly  mezi  těmito  přístupy  jsou  sice  malé,  ale  důležité  pro  správné  pochopení
mechanismů obsluhy rutin.  Hlavní  rozdíl  je  v tom,  že zásobníkový rámec pro funkci  musí  navíc
rezervovat místo pro návratovou hodnotu. Bez návratové hodnoty každý zásobníkový rámec vypadá
tak, jak je zachyceno na následujícím obrázku 3.1.
Organizace  rámce  pro  funkce  bude  vypadat  naprosto  stejně.  Sekvence  kroků  pro  návrat
hodnoty z funkce je definována takovým způsobem, který nevyžaduje definování dalšího nezávislého
slotu v rámci.  Takže nakonec bohatě  postačí  jedno rozvržení  rámce,  které  může  být  použito jak
funkcemi,  tak  procedurami.  Takové  řešení  je  velice  užitečné,  neboť  redukuje  počet  potřebných
instrukcí pro virtuální stroj. Navíc dochází ke zjednodušení práce, kterou musí vykonat překladač.
Nejdříve je třeba vyřešit možnost přístupu k lokálním proměnným a ke změně jejich hodnoty.
Po tomto kroku je také hotové řešení přístupu k parametrům. V každém případě, je třeba si uvědomit,
že místo na zásobníku, které se označuje jako vrchol zásobníku, ve skutečnosti odkazuje na prvek
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Obrázek 3.1: Rámec rutiny na zásobníku. Předloha k nalezení v [2].
zásobníku  do  části  aktuálního  rámce,  která  se  jmenuje  pracovní  oblast.  Toto  zde  připomínám
z důvodu snadnějšího pochopení následujícího textu.
V  popisované  implementaci  virtuálního  stroje  existují  dvě  instrukce,  které  se  zabývají
operacemi nad lokálními proměnnými. Jedná se o funkci  getlocal a funkci  setlocal. Funkce
getlocal umístí  na  vrchol  zásobníku  hodnotu  ze  zásobníku  danou  indexem  čtené  lokální
proměnné.  Jedná  se  o  část  lokálních  proměnných  v  aktuálním  rámci  na  zásobníku.  Funkce
setlocal vyjme hodnotu z vrcholu zásobníku a uloží ji do části lokálních proměnných v aktuálním
rámci  na zásobníku. K signalizaci chyby dojde,  pokud parametr  funkcí  n je mimo rozsah oblasti
lokálních proměnných.
Jelikož  nyní  virtuální  stroj  nepodporuje  zanořené  definice  rutin,  pak  zde  není  nutnost  mít
instrukce pro práci s proměnnými, které nejsou lokální v dané rutině. Tímto mám na mysli lokální
proměnné v rámcích pod aktuálním rámcem na zásobníku. Nicméně, zavedení předávání parametrů
odkazem,  bude  později  požadovat  rozšíření  takového  druhu.  Prozatím  operace  nad  nelokálními
proměnnými ponecháme na později.
Na závěr této části  textu ještě zmíním instrukci,  která je zde pouze pro práci  s  parametry.
Instrukce getparam přečte hodnotu parametru z indexu určeného pomocí parametru n v aktuálním
rámci a umístí ji na vrchol zásobníku. Opět platí, že pokud je hodnota n mimo rozsah části, kde jsou
uloženy parametry, oznámí se chyba uživateli.
3.3.8 Instrukce pro volání a návrat z rutin
Konečně už mohu přistoupit k definici instrukcí, které zprostředkovávají obsluhu vyvolávání rutin
a následného předávání řízení  při  návratu z nich.  Vyvolávání  rutin se dá rozdělit  do dvou kroků.
Nejprve se musí alokovat rámec rutiny, která je vyvolána, a pak umístit na zásobník. Poté se musí
provést předání řízení do vyvolané rutiny.
Zásobník je připraven pro obsluhu rutiny pomocí instrukcí  size a  frame, které se použijí
v tomto pořadí. Instrukce call je na závěr použita ihned po instrukci frame, aby předala řízení do
volané rutiny. Pokud je zde přítomno l lokálních proměnných ve volané rutině a p parametrů, které
se předávají do této rutiny, a vstupní bod rutiny leží na adrese dané návěštím $start, potom níže
uvedený pseudokód slouží k vyvolání rutiny.






Instrukce  size alokuje  prostor  na  zásobníku  pro  řídící  informace,  parametry  a  lokální
proměnné.  Typicky  umístí  na  zásobník  volný  slot  pro  návratovou  adresu,  poté  nastaví  počet
parametrů, počet lokálních proměnných a ukazatel na aktuální rámec, registr fp.
Registr fp ještě nebyl zmíněn. Je to registr virtuálního stroje, který ukazuje na aktuální rámec.
Je  použit  k  usnadnění  přístupu  k  řídícím  informacím  rámce,  k  uloženým  lokálním  proměnným
a parametrům.
Operandy  instrukce  size jsou  počet  lokálních  proměnných  ve  volané  rutině  a  počet
parametrů, které se do ní předávají. Tyto operandy jsou stejné jako u instrukce frame, která právě
slouží k přenastavení registru fp na novou hodnotu.
Nakonec  je  provedeno  předání  řízení  do  rutiny  pomocí  instrukce  call.  Instrukce  call
převede  řízení  na  instrukci,  která  leží  na  parametrem  specifikované  adrese  v  kódovém  bufferu
a rovněž umístí návratovou adresu na nově alokovaný rámec na zásobníku.
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Nastavení  rámce před skokem do rutiny vyžaduje,  aby též došlo k vyhodnocení  parametrů
předávaných do rutiny.  Pro předávání parametrů hodnotou postačí již dříve zmíněná technika pro
vyhodnocování výrazů. Lze předpokládat, že překladač zajistí, aby došlo k vyhodnocení správného
počtu parametrů.
Když už náš virtuální stroj umí skočit do rutiny, tak by měl také umět se z ní navrátit. Instrukce
ret má za úkol obnovit ukazatel na zásobník, ukazatel na aktuální rámec do registru fp a ukazatel
na instrukci.  První dvě operace této instrukce slouží  k obnovení kontextu před skokem do rutiny
a obnovení IP je akcí, kdy dojde k předání řízení volajícímu.
Pro návrat hodnot z funkcí by se teoreticky daly používat tři instrukce, reti, retb a retv.
Tato trojice instrukcí provádí podobnou činnost, která je popsána v příloze 1. Tyto instrukce se však
liší  v datovém typu hodnoty,  kterou vrací,  a tak jsou tyto tři instrukce nejčastěji  implementovány
v režii jedné instrukce, která se nazývá retval. Důvodem pro takové řešení je to, že všechny funkce
vrací  hodnotu,  která je široká právě jedno slovo.  Vyskytuje  se  zde málo  akcí,  které  by měli  být
provedeny pouze specifickou instrukcí.  Nicméně  hlavní  funkce,  prováděná těmito instrukcemi,  je
identická. Překlad více typově specifických instrukcích na tuto jednu zmíněnou funkci může provést
překladač nebo odpovídající assembler.
V tomto okamžiku je již vykonána návratová instrukce. Hodnota, která má být vrácena, se
nachází  na  vrcholu  zásobníku  v  pracovní  oblasti  vyvolané  rutiny.  Je  nezbytné  zajistit,  aby  tato
hodnota  byla  zpřístupněna  volajícímu  nejlépe  na  vrcholu  jeho  části  zásobníku.  To  znamená,  že
hodnota musí být přesunuta na vrchol pracovní oblasti zásobníku volajícího poté, co je aktuální rámec
rutiny ze zásobníku odstraněn.
Pokud se blíže podíváme na strukturu rámce (viz obrázek  3.1), je jasné, že pouze návratová
adresa a ukazatel na předchozí rámec jsou použity při návratu z rutiny. Ostatní níže umístěné sloty se
považují z pohledu volajícího jako dočasné informace. Instrukce pro návrat proto zkopíruje hodnotu,
která se má navrátit,  do aktuálního slotu s  počtem parametrů,  nastaví  registr  fp,  obnoví kontext
a předá řízení volajícímu.
Je třeba si uvědomit, že výše uvedené platí, pokud jsou pole uložená na haldě. V tomto případě
na  vrcholu  zásobníku  bude  ukazatel  na  uložené  pole.  Pokud  jsou  pole  alokovány sekvenčně  na
zásobníku, potom musí být provedena kopírovací operace. Pro tento případ musí být návratová adresa
a ukazatel na předchozí rámec dočasně uloženy a pole musí být zkopírováno po elementech na vrchol
zásobníku předchozího rámce. Volající si potom s celým vektorem dělá, co uzná za vhodné. Tento
přístup je docela nepěkný, takže se preferuje využívání ukládání polí na haldu. Alokace prvků polí na
zásobníku může také vést ke komplexnějšímu kódu virtuálního stroje.
3.4 Rozšíření základního virtuálního stroje
V  této  podkapitole  bych  rád  zmínil  některá  důležitá  rozšíření,  která  by  měl  virtuální  stroj
implementovat. Jednalo by se o předávání parametrů do rutin odkazem, možnost přístupu k rutinám
knihoven a podporu nepřímých a relativních skoků.
3.4.1 Předávání parametrů odkazem
První z rozšíření je docela snadné implementovat do existujícího virtuálního stroje. Postačí zavést
adresy  proměnných.  Nyní  je  potřeba  rozlišovat  proměnné  deklarované  na  zásobníku  a  globální
proměnné.
Proměnné deklarované na zásobníku jsou lokálními proměnnými rutin. Počáteční adresy rutin
mohou být reprezentovány pomocí indexu do zásobníku. V takto odkazovaném rámci se lze poté
dostat  až  k  odkazované  hodnotě  pomocí  indexu  a  offsetu  proměnné  v  obsahu  rámce.  Lze  také
s výhodou použít ukazatel, pokud jej implementační jazyk povoluje.
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Globální proměnné jsou zajímavější. Globální proměnné jsou vždy dostupné, takže se k nim dá
přistoupit a také mohou být měněny použitím již existujících instrukcí. Dále jsou globální proměnné
uloženy v oddělené oblasti paměti. Pokud povolíme předávání globálních proměnných odkazem, je
potřeba používat jejich strojovou adresu, takže budeme potřebovat zavedení ukazatelů, abychom je
implementovali způsobem, který je podobný předávání lokálních proměnných odkazem.
Použití ukazatelů fyzického stroje vyžaduje, aby překladač uměl generovat adresy globálních
proměnných a objektů na zásobníku.
3.4.2 Přístup k rutinám knihoven
V  mnoha  programovacích  jazycích  existují  rutiny,  které  jsou  nabízené  programátorovi  skrz
nejrůznější knihovny. Tyto knihovny jsou často přeloženy do nativního kódu stroje.
V principu, pokud jsou instrukce virtuálního stroje navrženy odpovědně, tak je možné všechny
knihovní  rutiny  přepsat  do  daného  jazyka,  který  virtuální  stroj  podporuje.  Vykonávání  takto
přepsaných rutin může být neúnosně pomalé. Navýšení výkonu a rychlosti simulace může být obecně
dosaženo tak, že budou existovat instrukce virtuálního stroje, které budou provádět pouze relevantní
operace.  Nevýhodou  takového  řešení  bude  nutnost  spravovat  více  operačních  kódů  instrukcí
virtuálního stroje.
Mnohem lepším mechanismem bude,  když  bude existovat  rozhraní,  které  bude přistupovat
přímo k nativnímu kódu, takže rutiny zakódované v jiném jazyce mohou být zavolány přímo tak, jako
by byly napsané v instrukcích virtuálního stroje. Tímto způsobem funguje například JVM.
3.4.3 Nepřímé a relativní skoky
Operand v instrukci nepřímého skoku, je adresa, která je uložená někde v paměti. Na pozici v paměti,
jež je specifikovaná tímto operandem, se nachází další adresa, která odpovídá cíli nepřímého skoku.
Nepřímé  skoky  jsou  velmi  mocným  nástrojem  pro  předávání  řízení.  Protože  adresa  uložená
v operandu je zároveň pozicí v paměti, tak obsah této pozice se dá měnit dynamicky.
Relativní skoky byly zavedeny především z důvodu, že lze poté snáze vyrobit kompaktnější
kód. V běžném skoku je operand plnou adresou, typicky o velikosti celého slova stroje. V relativním
skoku  operand  může  nabývat  rozměru  bajtu  nebo  dvou  bajtů.  Tato  volba  závisí  na  architektuře
procesoru.  Operand v relativním skoku bývá  často znaménkové  povahy.  Znaménko  určuje  směr,
kterým se skáče. Adresa cíle se získá součtem ukazatele na instrukce a tohoto operandu. Teprve až
poté, co je takto vypočtena adresa cíle, je proveden vlastní skok.
Velmi  často  se  jako  báze  bere  adresa,  která  odpovídá  adrese  instrukce  následující
bezprostředně po instrukci  relativního skoku.  Je  tedy potřeba k adrese  cíle  navíc  připočíst  délku
instrukce relativního skoku.
Dalším problémem je případná modifikace kódu s již zavedenými  relativními  skoky.  Nově
vložené instrukce do oblasti s relativními skoky ovlivní výslednou adresu cílové instrukce. Dále musí
být překladač schopen rozhodnout zda má generovat relativní či absolutní skoky.
Skoky mohou být podmíněné nebo nepodmíněné. Obvykle je nepodmíněný skok vykonán bez
podmínky. Podmíněný skok závisí na hodnotě uložené v registru nebo na vrcholu zásobníku. Existují
tři základní relativní skokové instrukce  br,  beq a  bne. Tyto instrukce mají sémantiku podobnou
instrukcím absolutních skoků, které jsou k nalezení v příloze 1.
3.5 Implementační techniky virtuálního stroje
Hlavní pohled na virtuální stroje je takový, že to jsou procesory, které podporují jeden nebo i více
programovacích jazyků ve formě nezávislé na hardwaru. Co dělá virtuální stroje jedinečnými je fakt,
že to jsou procesory implementované jako software. Implementace takových procesorů je důležitým
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tématem sama o sobě. Virtuální stroje jsou především mechanismy pro implementaci programovacího
jazyka, nebo aplikace, nebo dokonce celého operačního systému, na cílové platformě. V této sekci se
zabývám  diskuzí  běžných  přístupů  k  implementaci  virtuálních  strojů.  Každá  z  těchto
implementačních  technik  vyžaduje  překladač,  který  bude  dělat  více  či  méně  práce.  Například
překladače pro registrové architektury budou vykonávat znatelně více práce než tomu bylo potřeba
doposud. Nyní nás nebude zajímat prostředí potřebné pro běh virtuálního stroje, které se používá při
vykonávání  instrukcí  virtuálního  stroje,  které  generuje  překladač.  Bude  nás  zajímat  především
způsob, jakým virtuální stroje simulují vstupní kód.
Budeme  se  blíže  zabývat  metodou  přímé  implementace,  metodami  překladu a  vláknového
kódu.  Tato  část  popisuje  dané  problémy  z  hlediska  implementace,  vycházím  zde  z  principů
uvedených v kapitole 2.
Jak uvidíme, na tyto tři základní techniky může existovat mnoho různých variant. Například
metody překladu mohou nabývat více forem.
3.5.1 Metoda přímé implementace
V metodě přímé implementace překladač přeloží zdrojové programy na sekvenci instrukcí virtuálního
stroje, s nimiž jsou asociovány operační kódy instrukcí ve formě číselných hodnot. Poté v hlavní
smyčce  virtuálního  stroje  existuje  větvení,  často  implementované  pomocí  příkazu  switch,  kde
každé z jeho větví odpovídá jeden z operačních kódů instrukcí. Následně se z každé větve skáče na
kus kódu, který přímo provádí instrukci virtuálního stroje. Tato metoda vychází z přístupu základní
interpretace uvedené v kapitole 2.1.1.
Tento přístup je obecným přístupem a zahrnuje v sobě implementaci celého virtuálního stroje
jako samostatného programu. V mnoha případech je tento přístup standardem.
Výhody tohoto přístupu spočívají v jeho jednoduchosti a faktu, že celý kód virtuálního stroje je
pod přímou kontrolou programátora. Na architekturách, kde se používá paměť  cache,  je potřeba
počítat  s  přepisováním  cache,  pokud je  hlavní  konstrukce  switch příliš  velká.  Tento  přístup
poskytuje  docela malý  výkon simulace,  jak je to vidět  například u prvních programů,  které byly
napsány v jazyce Java.
3.5.2 Metody překladu
Pod metodou překladu zde rozumíme překlad kódu, který generuje překladač virtuálního stroje do
jiné reprezentace. Tento přístup je vlastně celá rodina přístupů, které níže lehce zmíníme. Metoda
překladu vychází z přístupu binárního překladu, který je uveden v kapitole 2.1.4.
Překlad do jiného jazyka
Zdrojový  jazyk  není  přeložen  na  instrukce  virtuálního  stroje,  ale  je  přeložen  do  jiného
programovacího  jazyka,  cílového  jazyka.  Primitivy  virtuálního  stroje  jsou  tvořeny  makry  nebo
voláním procedur a řídící struktury cílového jazyka jsou použity k implementaci  řídících struktur
zdrojového jazyka.
Tento  přístup  nejprve  vyžaduje  překlad  zdrojového  jazyka  na  cílový  jazyk,  to  znamená
generování kódu pomocí maker nebo generování volání na procedury, které implementují instrukce
virtuálního  stroje.  Poté  požadujeme  provedení  kompilace  vygenerovaného  programu  v  cílovém
jazyce. Na závěr je potřeba provést slinkování vygenerovaného programu s potřebnými knihovnami.
Tyto  knihovny  implementují  jednotlivé  části  virtuálního  stroje  spíše  než  jeho  instrukční  sadu.
Výsledný program může být poněkud větší a může být velmi těžké zajistit, aby tento jednoduchý
překlad pracoval dobře i s architekturami, které využívají zřetězenou linku nebo cachování.
Výhodou  tohoto  přístupu  je  to,  že  může  využít  optimalizace,  které  provádí  překladač  do
cílového jazyka, zejména nelokální optimalizace. Dále nabízí výhodu v rychlosti, s jakou je možné
implementovat jazyk do virtuálního stroje. Jednou z velkých nevýhod této metody je potřeba zavést
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oddělenou kompilaci a linkování,  které nijak nesouvisí se vstupním jazykem.  Je možné, že dojde
k výskytu  chybových zpráv  linkeru z  důvodu nekorektního překladu ze  zdrojového jazyka  na
cílový  jazyk  nebo  chyb  na  úrovni  linkeru.  Chyby,  které  se  nevztahují  přímo  ke  zdrojovému
jazyku, mohou být velmi zákeřné, neboť programátor musí prokazovat znalost obou jazyků.
Druhou nevýhodou v tomto přístupu je to, že není vhodný pro vstupní jazyky, které mají úplně
odlišnou sémantiku od cílových jazyků. V těchto případech je potřeba vynaložit obrovské množství
úsilí. Jedná se například o mapování jazyka s vysokým stupněm paralelismu na sekvenční jazyk.
Další nevýhoda spočívá v tom, že získaný cílový kód je málokdy optimalizovanou reprezentací
zdrojového kódu. Program v cílovém jazyce totiž velice často navíc obsahuje nechtěné přenosy dat
a předávání  řízení.  Tyto  případy nastávají  z  důvodu použití  maker,  které  implementují  instrukce
virtuálního stroje.
Překlad do jiného virtuálního stroje
Tento přístup je zobecněním konceptu, při  kterém se překládá vnitřní reprezentace kódu na jinou
reprezentaci už v rámci překladače.
Virtuální stroj, který se bude vykonávat, musí být ten, jehož instrukce jsou jednoduché a rychlé
na provedení. Zdrojový program je prvně přeložen do svého vlastního kódu virtuálního stroje. Výstup
této fáze je poté přeložen do formy, kterou vyžaduje cílový virtuální stroj.
Tento přístup má tu nevýhodu, že proces kompilace je mnohem více komplikovanější, ale na
oplátku  nabízí  možnost  tento  proces  rozdělit  do  více  nezávislých  fází,  které  se  provedou pouze
v případě potřeby. Také je možné provést více globálních optimalizací nad vnitřním kódem.
Použití JIT kompilace
Toto je hybridní řešení, které je použito mnoha moderními systémy,  které jsou založeny na jazyce
Java.
Běžně se pro implementaci  JIT,  just in time,  přeloží  část  programu,  až když  dojde
k jejímu prvnímu zavolání. Proces kompilace přeloží tuto část programu do nativního kódu. Vstupní
kód, zdrojový kód či sekvence instrukcí virtuálního stroje, je přeložen do bufferu, který je alokován
na haldě. Když se poté při běhu virtuálního stroje na tuto část programu narazí, dojde k vykonání
nativního kódu v tomto bufferu.
Přestože  je  JIT kompilace  zlepšením oproti  jiným přístupům,  zachovává  některé  z  dříve
uvedených problémů. Například je zde nutnost pracovat se zdrojovým kódem. Zavádí navíc určitou
režii, která je potřeba pro překlad málo používaných částí programu, které by se daly vyřešit mnohem
elegantněji,  ale  k  tomu  by  byly  potřeba  znalosti  získané  ze  statistik  programu,  například  počet
zavolání rutiny.
Dalším problémem může  být  pouze  lokální  práce  JIT kompilace.  Není  zde  vůbec  žádný
prostor  pro  provádění  globálních  optimalizací,  které  potřebují  pracovat  nad  více  rutinami  nebo
dokonce nad celým programem.
3.5.3 Metody vláknového kódu
Opět se jedná o celou rodinu metod. Je zde mnoho nejrůznějších variací, z nichž bych rád uvedl
pouze dvě. Za zmínku stojí, že je tato metoda kombinovatelná s metodou přímé implementace. Tyto
metody navazují na kapitoly 2.1.2 a 2.1.3.
Optimalizace metody přímé implementace
V tomto přístupu, je příkaz switch, známý z metody přímé implementace, zachován ve smyslu, že
každá  instrukce  virtuálního  stroje  je  implementována  kusem kódu  daného  jazyka.  Tento  kód  je
umístěn opět do hlavní řídící smyčky.  Rozdíl je v tom,  že nyní  nereprezentujeme daný kus kódu
pomocí  číselné  hodnoty,  operačního  kódu  instrukce,  ale  pomocí  vstupních  adres  tohoto  kódu.
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Překladač musí mít přístup k těmto adresám a poté je možné interpretovat instrukce virtuálního stroje
pouze  skokem  mezi  nimi.  Mohou  se  zde  objevit  problémy  na  architekturách,  které  využívají
zřetězenou linku nebo cachování.
Metoda plně vláknového kódu
Tento přístup je důkladně rozebrán v článku [3]. Virtuální stroj, který využívá tento přístup, pracuje
v těchto krocích:
 1. Dojde k předání řízení na začátek rutiny, jejíž adresa odpovídá obsahu slova v paměti, na
které odkazuje registr PC.
 2. Inkrementuje se registr PC.
Pokud  virtuální  stroj  vlastní  instrukci  pro  inkrementaci  registru  a  nahrání  hodnoty  určené
registrem PC skrze dva nepřímé odkazy, potom implementace takového stroje bude velice kompaktní.
Hlavní myšlenkou je, že všechny instrukce virtuálního stroje jsou implementovány ve formě
kódu vlákna. Kód, který je výstupem překladače, se skládá z odkazů na vstupní body instrukcí. Každá
instrukce poté končí rutinou next, kterou předá řízení do následující instrukce v paměti s kódem.
Bylo by také možné sdílet jednu  next instrukci, na kterou by se z ostatních rutin instrukcí
skákalo, ale takové řešení by nepřineslo žádné výhody a bylo by značným zpomalením na moderních
architekturách.
Na závěr bych rád poznamenal, že je potřeba vyřešit předávání parametrů do rutin, nejlépe přes
zásobník  nebo  registry.  Tato  metoda  je  také  tou,  kterou  budou  nejspíše  používat  obě  virtuální
platformy, které jsem se rozhodl použít pro svou práci.
3.6 Virtuální stroj založený na registrech
Techniky pro implementaci virtuálního stroje založeného na registrech jsou velice podobné těm, které
jsem používal při vysvětlování virtuálního stroje, který prováděl většinu své práce na zásobníku. Již
tento virtuální stroj obsahoval množinu proměnných, které zastupovaly registry nutné pro vlastní běh
virtuálního stroje. Dále obsahoval jednoduché dekódování instrukcí založeného na operačním kódu.
Pro virtuální stroj založený na registrech musíme navíc zavést množiny univerzálních registrů a musí
být použity složitější mechanismy pro dekódování instrukcí. Z pohledu překladače zde nastává také
problém s různými módy pro adresaci registrů. Tento problém je z pohledu mé práce nepodstatný,
neboť nijak neovlivňuje vlastní virtuální stroj.
Registrové sady obsahují množinu registrů, kterou by nabízel cílový hardware. Ve virtuálních
strojích  se  implementují  přirozeně  pomocí  polí  prvků  int.  K  těmto  polím  lze,  podobně  jako
k zásobníku,  přistupovat  pouze  nepřímo.  Dochází  ke  zvýšení  výkonu,  neboť  v  tomto  řešení  je
eliminováno úzké místo zásobníku, kterým je vrchol zásobníku. Jeví se také jako velice výhodné
umístit registry do nějaké rychlé paměti.
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4 Virtuální platformy
Tato kapitola bude sloužit pro seznámení s virtuálními platformami, které budu dále využívat. Pod
pojmem virtuální platforma se skrývá implementace virtuálního stroje, kterou jsem důkladně popsal
v předchozí kapitole, a periferie, které odpovídají softwarové implementaci některých hardwarových
komponent, například časovače nebo řadiče přerušení.
Pro svou práci, po dohodě s vedoucím, jsem vybral virtuální platformy QEMU a OVP. Hlavně
jim se budu věnovat ve zbytku této kapitoly. Dále v této kapitole uvedu, jak vypadá popis instrukční
sady a rovněž celého modelu architektury.  Jádrem mé práce bude totiž rozšířit tyto dvě platformy
o možnost automatické podpory platformy, která bude specifikována ve formě popisu instrukční sady.
To znamená, že se budu ze vstupní instrukční sady snažit vygenerovat kód do těchto dvou platforem,
který bude zajišťovat vykonávání instrukcí ve virtuálním stroji. Níže bych popsal obecnou strukturu
těchto dvou platforem, abych se na ni mohl později v textu při návrhu obou generátorů odkazovat.
4.1 QEMU
QEMU je jak emulátorem, tak virtuálním strojem, který umožňuje běh celého operačního systému ve
formě úlohy,  která běží  v operačním systému počítače.  Tahle vlastnost  může  být  velmi  užitečná,
protože umožní nezávisle si vyzkoušet několik různých operačních systémů. Dále může sloužit pro
testování software. Také na ni mohou běžet aplikace, které by jinak neběžely na platformě daného
stroje, jak je zmíněno na webu [4].
QEMU běží  na  systémech,  které  používají  instrukční  sadu  x86.  Má  schopnost  běžet  na
nejrůznějších  operačních  systémech,  například  na  systému  Linux,  na  Microsoft Windows,
a také i na jiných systémech, které podporují Unix. QEMU může sloužit jako hostitel pro celou škálu
nejrůznějších mikroprocesorů.
QEMU má podle [4] výhodu v tom, že je schopné pracovat ve dvou režimech. Může fungovat
čistě  jako emulátor,  nebo jako nativní  virtuální  stroj.  Pod pojmem nativní  virtuální  stroj  myslím
virtuální stroj, který provádí své instrukce přímo pomocí instrukcí hostitelského stroje.
Mezi největší výhodu QEMU patří, že jeho veškerý zdrojový kód je dostupný ve formě open
source pod licencí GNU General Public License. Tato licence bohužel platí i pro všechny
modely  architektur.  OVP je  v  tomto  směru  více  přátelštější  k  udržení  znalostí  firem,  které  se
rozhodnou pracovat s jejich systémem, neboť jak bude řečeno dále, nabízí pro kód modelů architektur
volnější licenci.
QEMU podle informací  obsažených v  [5] dosahuje velmi  dobrého výkonu,  který se blíží až
k výkonu provádění nativního kódu při virtualizaci tím, že vykonává kód hostované platformy přímo
na hostitelském procesoru.
Mezi  největší  nevýhodu  QEMU bych  zde  uvedl  absenci  jakékoliv  pořádné  dokumentace.
Zdrojový  kód  se  navíc  potýká  s  nedostatkem komentářů.  Výjimkou  je  kód,  který  implementuje
instrukční sadu a registrové sady.  Naštěstí  jsem většinu času implementace strávil  právě v tomto
kódu,  který  rozšiřuje  jádro,  které  řídí  virtuální  stroj.  Nicméně  špatná  dokumentovanost  zbytečně
prodlužovala čas, který jsem musel věnovat vývoji generátoru pro QEMU.
4.2 OVP
OVP je velice podobné virtuální platformě, kterou zavádí  QEMU. Na rozdíl od něj však jádro jeho
kódu, které řídí běh virtuálního stroje, není volně dostupné. OVP má potenciál dosahovat ještě lepších
výsledků při virtualizaci než QEMU. Toto tvrzení vyplývá z informací zveřejněných na stránkách OVP.
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OVP je nabízeno volně k použití pouze pro nekomerční účely. Pro komerční účely je potřeba
zaplatit  poplatek za  jeho používání.  V obou případech je však nejdříve nutnost  získat  licenci  od
autorů  OVP,  která  následně  po  její  instalaci  umožní  používat  simulátor  OVPsim.  Pro  používání
systému OVP je nutné připojení k internetu, neboť se takto validuje platnost licence. Povzbudivé však
na OVP je to, že kód modelů architektur je volně dostupný jako open source pod licencí Apache
2.0. Tímto krokem napomáhá zainteresovaným firmám si udržet, na rozdíl od systému QEMU, jejich
znalosti.
Následující  informace  o  systému  OVP jsem  čerpal  z  [6].  OVP se  skládá  ze  tří  hlavních
komponent, OVP rozhraní, které umožňuje programátorovi popsat model architektury pomocí jazyka
C,  knihovny procesoru  a  modelů  periferií.  OVPsim je  simulátor,  který je  rychlý,  lze  jej  snadno
stáhnout z internetu a používat. Tento simulátor umožňuje vykonávat programátorem specifikované
modely architektur.
Se systémem OVP je možné vzít kód simulačního modelu cílové platformy, zkompilovat jej na
spustitelnou aplikaci, která potřebuje při běhu přiložit knihovnu OVPsimu. Po spuštění je možné tuto
aplikaci propojit s debugerem a tím je možné získat velmi efektivní a rychlé vývojové prostředí na
vývoj software pro vestavěné architektury.
4.3 Popis instrukčních sad architektur
Model architektury procesoru je v prostředí Codasip studio, popsán pomocí jazyku CodAL. Tento
jazyk  je  určen  pro  rychlé  prototypování  víceprocesorových  systémů  na  čipu,  a  hlavně  také  pro
prototypování  instrukčních  sad  aplikačně  specifických  procesorů.  Veškeré  informace  o  jazyku
CodAL pochází z manuálu [7].
Nyní uvedu příklad jednoduché instrukce zapsané v jazyce CodAL.
element op_addiu {
assembler { “ADDIU”  };
binary { OP_ADDIU:6 };
return { OP_ADDIU; };
}
set op_arithm_imm_signed = op_addiu, … ;
element instr_direct_rri_signed {
use gpr ad rs, rt;
use op-arithm_imm_signed as op_arithm_imm;
use simm16;
assembler { op_arithm_imm rt “,” rs “,” simm16 };













Jak  je  vidět  tento  jazyk  podporuje  hierarchické  definice  instrukcí.  Nejprve  je  definována
specifická část instrukce addiu ve formě elementu op_addiu. Tento element obsahuje mimo jiné
název instrukce pro assembler a binárně zakódovaný operační kód instrukce s délkou tohoto kódu.
Dále  je  definována  množina  instrukcí  se  jménem  op_arithm_imm_signed.  Instrukce
v této množině sdílí další definice, které se nacházejí v elementu instr_direct_rri_signed,
který  definuje  tvar  instrukce  pro  výpis  v  assembleru,  binární  kódování  dané  instrukce,  které
v sobě nese specifickou část kódování pro danou instrukci z množiny op_arithm_imm_signed.
Poté se zde nachází sémantika daných instrukcí, která je tvořena pomocí abstraktních operací, jak je
patrno z ukázky.
Podobným způsobem se definují  veškeré  potřebné prvky architektur,  to  znamená  například
registry, paměť a instrukce. Takto definovaný model architektury je poté transformován do souboru
ve  formátu  xml,  který  slouží  jako  vstup  do  extraktoru  sémantiky.  Na  konec  této  části  umístím





//'regop' class_name, resource_name, bit_width, syntax, address
regop gpr, gpregs, 32, "$0", 0
regop gpr, gpregs, 32, "$1", 1
...
//'reg' name, bit_width, address
reg gpregs, 32, 0
reg gpregs, 32, 1
...
function_result = { gpregs(2), gpregs(3) }
instr instr_direct_rri_signed__op_addiu__gpr__gpr__simm16__, ok,
{ gpr_0 = regop(gpr), gpr_1 = regop(gpr), imm_2 = immop() },
%call2 = i16 imm_2;
%u0 = i32 gpr_1;
%shr = sext(%call2, i32);
%add.i = add(%u0, %shr);
gpr_0 = %add.i;
,
"ADDIU" gpr_0~"," gpr_1~"," imm_2,
0b001001 gpr_1[4,0] gpr_0[4,0] imm_2[15,0] ,
"",
"instr(instr_arithm_imm(instr_direct_rri_signed(op_arithm_imm_
signed(op_addiu()), gpr(gpr_0), gpr(gpr_1), simm16(imm_2))))"
V této ukázce se postupně seshora nachází verze vyextrahované sémantiky,  typ architektury
procesoru,  endianita,  definice  univerzální  sady  logických  registrů,  definice  sady  fyzických
registrů a popisovaná instrukce addiu.
Na této instrukci je možné si všimnout toho, že její jméno je konkatenací jmen všech použitých
definic napsaných v jazyce CodAL. V její hlavičce je seznam použitých parametrů, například registrů
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nebo přímých hodnot.  Tělo instrukce poté pokračuje sémantikou instrukce, která je zachycena ve
formě  registrových  přenosů,  které  se  provádějí  mezi  dočasnými  proměnnými,  neboli  dočasnými
registry, a registry, které mohou být jak logické, tak fyzické. Na tyto přenosy mohou být aplikovány
nejrůznější operace, například znaménková rozšíření a operace sčítání. Následně se v těle instrukce
vyskytuje  zápis  pro  assembler a  binární  kódování  instrukce,  které  v  sobě  již  zahrnuje  také
kódování všech operandů.
4.4 Struktura kódu virtuálních platforem
Struktura kódu obou virtuálních platforem vychází z principů, které jsem popsal v kapitole 3.5. Tato
struktura  je  přehledně  zachycena  na  následujícím obrázku  4.1.  Tento  obrázek  bude  sloužit  jako
výchozí bod mého návrhu. Veškeré informace, které ve zbytku této podkapitoly uvedu, budou sloužit
pro potřeby návrhů obou generátorů.
Struktura kódu aplikací obou virtuálních platforem se, z mého pohledu, skládá ze tří hlavních
částí.  Tato  struktura  nepokrývá  veškerou  činnost,  kterou  nabízí  daný  systém,  ale  pouze  jeho
nejdůležitější části. Jedná se o část definic prostředí, kde se zavádí například definice registrů nebo
některých speciálních maker, části tvořící kód periferií a nejdůležitější části hlavní smyčky.
Část hlavní smyčky se dále dělí na část, ve které probíhá načítání instrukcí. Tato část je, až na
systém QEMU, řešena v kompetenci existujícího systému, bohatě postačí pouze nastavit endianitu
souboru a tato část mě nebude dále zajímat.  Velkou teoretickou výzvu představuje část dekodéru
instrukcí,  který  musí  splňovat  nejpřísnější  požadavky  na  správnost  dekódování  dané  instrukce
a především na rychlost  dekódování  instrukce,  neboť  pomalý  dekodér  instrukcí  se  blíží  rychlosti
řešení využívající strukturu switch (viz 3.5.1). Dekodér instrukcí dostane na vstupu binární řetězec
předem dané délky, poté provede složitý proces dekódování, jehož výstupem bude ukazatel na rutinu,
která v sobě zahrnuje popis kódu, přesněji se jedná o popis kódu, ze kterého se vygeneruje za běhu
kód, který poté bude řídit virtuální stroj. Tyto rutiny tvoří část provádění instrukcí a většina mé práce
spočívá právě v generování těchto rutin z popisu instrukční sady. Po provedení každé rutiny musí
dojít  k  inkrementaci  registru  PC,  která  je  buďto provedena  v rámci,  často  na  konci,  ale  není  to
pravidlem, hlavní smyčky, nebo může být provedena v režii virtuálního stroje. Tento přístup vychází
z metod vláknového kódu (viz 3.5.3).
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Obrázek 4.1: Struktura programu virtuální platformy
5 Návrh generátorů cílového kódu
V návrhu budu vycházet z výše popsané struktury virtuálních platforem (viz 4.4). Dále po jednotlivé
virtuální platformy budu respektovat strukturu již existujících souborů, které upravím tak, že budou
obsahovat část kódu, který se nemění, a proměnnou část kódu, tu budou mé generátory produkovat
podle popisu architektury. Návrh tedy budu provádět v pořadí souborů jednotlivých platforem, pouze
specifikuji, co je v proměnné části kódu potřeba vyřešit a lehce nastíním toto řešení.
Popis  architektury  ve  formě  vyextrahované  sémantiky  (viz  4.3)  zpracuji  pomocí
cgirparseru. Jedná se o knihovnu, která slouží ke zpracování sémantiky instrukcí. Po zpracování
sémantiky  instrukcí  jsou  v  generátoru  zpřístupněny  datové  struktury,  které  již  obsahují  veškeré
informace  z  této  sémantiky  instrukcí.  Na  tyto  informace  se  budu  dále  stručně  odkazovat  pouze
termínem popis sémantiky.
Na  první  pohled  je  zřejmé,  že  popis  sémantiky  je  společný  oběma  generátorům virtuální
platformy.  Chtěl  jsem  původně  vyrobit  jediný  generátor,  který  by  obsahoval  přepínač,  pomocí
kterého by bylo možné si zvolit mezi výstupem generátoru pro systém QEMU a výstupem generátoru
pro systém OVP. Na doporučení mého vedoucího jsem nakonec implementoval dva generátory, neboť
takovéto řešení je přehlednější.
5.1 Generátor pro QEMU
Jak jsem zmínil výše, návrh budu dělat z pohledu jednotlivých souborů, jejichž některé části je třeba
generovat.  Pozice  v  šabloně  souboru,  od  které  má  být  prováděna  část  generování,  je  označena
řetězcem $$Template$$, který se musí vyskytovat pouze na začátku nového řádku.
5.1.1 Definice prostředí
Následující soubory tvoří část obsahující definice prostředí (viz  4.4). Dalším souborem, který bych
sem částečně zařadil, je soubor translate.c. 
codasip_sim.c
Zde  je  potřeba  definovat  pouze  endianitu vstupního  souboru,  který  obsahuje  kód  napsaný
v assembleru. Tato informace se získá triviálně z popisu sémantiky.
codasip.h
Do tohoto souboru postačí vygenerovat pole reprezentující fyzické registry z popisu sémantiky.
5.1.2 Dekodér instrukcí
Dekodér instrukcí, který budu používat v systému QEMU, nepatří k mé práci. Vedoucí mi poskytl již
hotový dekodér instrukcí, který je používán ve skupině pracovníků, kteří pracují na nástrojích pro
zpětný překlad. Mým úkolem je zde jej pouze připojit k systému QEMU a nahradit tak jím pomalou
konstrukci switch v hlavní smyčce (viz 3.5.1).
V prvním kroku je nutné vyřešit, jak připojit knihovnu dekodéru instrukcí napsanou v jazyce
C++ ke kódu, který tvoří systém QEMU a který je napsaný v jazyce C. K tomu postačí vytvořit funkci
sloužící jako rozhraní ke knihovně, a poté na ni použít techniku podmíněného překladu, který záleží
na použitém jazyce. Z hlavní smyčky se tedy zavolá funkce decode_ir, která slouží navenek jako
funkce rozhraní v jazyce C a v jejím těle se již nachází skrytá implementace v jazyce C++.
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V této funkci je zavolán vlastní dekodér instrukcí, který po své práci vrátí název instrukce.
Proto bylo nutné dále v tomto rozhraní vytvořit C++ strukturu  map, která provádí mapování jmen
instrukcí na ukazatele na rutiny, které obsahují popis kódu (viz 4.4).
Veřejné  rozhraní  k  dekodéru  instrukcí  tvoří  dvojice  souborů  decoder_iface.h
a decoder_iface.cpp.
5.1.3 Provádění instrukcí
Provádění  instrukcí  zajišťuje  soubor  translate.c,  který  kromě  kódu  rutin  pro  provádění
instrukcí, obsahuje také ostatní zbylé části hlavní smyčky, které nás zajímají. Definuje se zde zbytek
prostředí, odkazy na univerzální registry a logické registry, a dochází zde k inkrementaci registru PC.
Kód provádění instrukcí tvoří jádro mé práce a nyní  si  dovolím udělat pouze konceptuální
návrh, to znamená, že navrhnu hlavní ideu způsobu, kterým budu provádět generování kódu do rutin,
které obsahují kód popisu.
Instrukční sada v popisu sémantiky je uložena v paměti generátoru ve formě mezi-registrových
přenosů. Pod pojmem mezi-registrový přenos zde chápu přenos pouze mezi  registry,  přenos mezi
registrem a  dočasnou  proměnnou  nebo  přenos  mezi  dvěma  dočasnými  proměnnými.  V  každém
přenosu  dojde  k  uplatnění  nějaké  operace  na  vstup,  předtím než  se  přenese  na  výstup.  Každou
instrukci tvoří tedy seznam mezi-registrových přenosů v popisu sémantiky.  Postupným průchodem
přes tyto přenosy je možné sestavit chování celé instrukce. Je dokonce možné postupně generovat
kód popisu po projití určitého počtu přenosů.






DisasContext *dc = (DisasContext*)vdc;
(void)dc;
int reg_1 = (dc->ir >> 21) & 0x1f;
int reg_0 = (dc->ir >> 16) & 0x1f;
// execute part
int pshr = ((int16_t)((dc->ir & 0xffff)));





Jak je  vidět,  nejprve  se  dekódují  čísla  registrů v  poli  univerzálních  registrů,  které  se  poté
použijí pro přístup pomocí maker logických registrů. Také se dekóduje konstanta, která je přičtena
k registru  s  číslem  reg_1 a  následně  uložena  do  dříve  alokované  dočasné  proměnné  paddti.
Nakonec dojde k přenosu z dočasné proměnné paddti do registru daného číslem reg_0. Na závěr
dojde k uvolnění použitých dočasných proměnných.
Soubor  translate.c může obsahovat také navíc funkce, které slouží k ladění, například
vypisují obsahy univerzálních registrů.
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5.2 Generátor pro OVP
Pro systém OVP platí stejné podmínky pro tvorbu šablon jako v případě systému QEMU. Na rozdíl od
systému QEMU má však systém OVP vyspělejší organizaci kódu a jeho komentovanost.
5.2.1 Definice prostředí
Následující soubory patří do části definice prostředí v systému OVP.
codasipStructure.h
Nachází  se  v  něm místo  pro  vygenerování  definic  fyzických  univerzálních  registrů  a  maker  pro
přístup k těmto registrům. Také je zde nutnost si předem vygenerovat všechny dočasné proměnné,
které  budeme  využívat  při  modelování  přenosů  v  kódech  popisujících  jednotlivé  instrukce  dané
architektury.
codasipUtils.c
Obsahuje kostru funkce, která bude realizovat výpis fyzických registrů, a funkci,  která má vracet
aktuální endianitu architektury. Dodané architektury mají pevnou endianitu, takže tato funkce
bude vracet vygenerovanou konstantu.
codasipMain.c
Obsahuje inicializační funkci, ve které je potřeba vygenerovat část pro inicializaci výše zmíněných
registrů a funkci, která uvolní po skončení práce virtuální stroj. Do této funkce je potřeba přidat kód,
který vypíše návratovou hodnotu programu, jež se nachází v předem definovaném registru pomocí
sémantiky instrukcí, do souboru sim_exit_code.
codasipInfo.c
Do tohoto souboru je třeba vygenerovat pouze používanou endianitu pro paměť.
5.2.2 Dekodér instrukcí
Systém  OVP nabízí  jednoduché  prostředí  pro  definici  binárního  kódování  instrukcí.  Postačí
vygenerovat kód, který popisuje příslušné instrukce z hlediska jejich binárního kódování a provázat
jej se zbytkem systému OVP. Tuto funkcionalitu zajišťují následující soubory.
codasipDecode.c
Obsahuje  popis  všech  instrukcí  ve  formě  přehledné  tabulky,  která  se  skládá  hlavně  z  části
identifikátoru instrukce dané architektury a jejího binárního kódování,  které je zapsáno ve formě
řetězce znaků 1, 0 a jiných znaků. Jiné znaky zastupují na své pozici libovolnou hodnotu daného bitu.
Z této tabulky se poté vygeneruje v rámci systému velmi rychlý dekodér instrukcí. Na mě zbývá
zajistit  správné  generování  této  tabulky,  což  není  tak  přímočaré,  jak  to  vypadá,  a  proto  se  této
problematice budu podrobněji věnovat v některé z pozdějších kapitol.
codasipDecode.h




Jelikož jsem postup transformace popisu sémantiky na cílový kód dostatečně vysvětlil  u systému
QEMU, budu pokračovat rovnou výčtem souborů, které se podílí na části provádění instrukcí.
codasipDisassemble.c
Musí zde dojít k vygenerování funkcí, které slouží pro výpis prováděných instrukcí. Každá funkce
odpovídá  jedné  instrukci  dané  architektury.  Dále  je  zde  nutné  generovat  tabulku,  která  slouží
k mapování  identifikátoru instrukce, který jsem zavedl výše u dekodéru instrukcí,  na odpovídající
funkci.
codasipInstructions.h
Zde  se  nachází  místo,  kam  je  možné  vygenerovat  makra,  která  budou  sloužit  pro  dekódování
operandu ze známé instrukce.
codasipMorph.c
Na rozdíl od translate.c, souboru v systému QEMU, obsahuje pouze kód pro provádění instrukcí.
Rutiny, které provádí instrukce, se zde nazývají emitory kódu, což je, vzhledem k jejich funkci, velice
výstižné.
Kromě těchto emitorů kódu je zde potřeba vygenerovat také tabulky, které slouží pro provázání
jmen emitorů kódu s odpovídajícími identifikátory instrukcí.





Uns32 r1 = R0(instr);
Uns32 r0 = R1(instr);




Kód, který je nutný pro popis sémantiky instrukce, je kompaktnější než v případě QEMU, jak je
patrné  z  výše  uvedené  ukázky.  Opět  provedeme  s  pomocí  maker  vygenerovaných  v  souboru
codasipInstructions.h dekódování čísel registrů. Potom se pomocí konstrukce, která slouží
k definici  popisu  přenosu  s  binární  operací,  se  přičte  k  registru  daného  číslem  r1 dekódovaná
konstanta. Výsledek je prvně uložen do dočasné proměnné, která byla předem alokována v souboru
codasipStructure.h, a v dalším kroku je výsledek přesunut do cílového registru.
Výsledek u obou systémů prochází přes dočasnou proměnou, neboť v určitých případech, kdy
se v instrukci provádí mezi-registrový přenos v rámci jednoho registru, docházelo k selhání u obou
systémů a v registru se po dokončení  přenosu objevil  špatný výsledek.  Nabízí  se otázka,  zda by
nedošlo  u  případů,  kde  probíhá  přenos  mezi  různými  registry,  ke  znatelnému  zlepšení  výkonu,
kdybych generování kódu prováděl rozumněji. Nejdříve ale vyřeším všechny důležité věci a případné
optimalizace si nechám na později.
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6 Implementace
V této kapitole se budu pouze věnovat implementaci  některých netriviálních problémů v systému
OVP. Budu vycházet převážně z návrhu generátoru kódu pro systém OVP (viz 5.2). V této kapitole se
dále budu věnovat implementaci generátoru dekodéru instrukcí. Poté bude následovat podkapitola,
která se bude zabývat implementací nejrůznějších periferií v systému  OVP. V ní se bude nacházet
velice stručný popis struktury systému OVP, na kterém budu dále hlavně ukazovat, jakým stylem jsou
v  OVP implementovány  periferie  vzhledem k  modelu  procesoru.  Na  závěr  této  kapitoly  zmíním
techniku zvanou Semihosting.
6.1 Implementace generátoru dekodéru instrukcí
Implementaci  tohoto generátoru  dekodéru instrukcí  lze  nalézt  v  souborech  codasipDecode.c
a codasipDecode.h.  Při  dalším  popisu  tohoto  generátoru  budu  navazovat  na  popis  uvedený
v návrhu dekodéru instrukcí  v systému  OVP (viz  5.2.2).  Nejdříve ze všeho bych popsal  strukturu
generátoru dekodéru instrukcí, poté bych se zaměřil na reprezentaci instrukce navrženou pro potřeby
generátoru dekodéru instrukcí a způsob, jakým lze tuto reprezentaci získat ze sémantiky instrukcí
dané  architektury.  Na  závěr  bych  rád  popsal  kostru  algoritmů,  které  provádí  vlastní  generování
dekodéru instrukcí.
6.1.1 Struktura generátoru dekodéru instrukcí
Generátor dekodéru instrukcí je řízen z hlavního souboru generátoru pro OVP, souboru codasip-
ovpgen.cpp. V tomto souboru, z pohledu generátoru dekodéru instrukcí, dochází k analyzování
vstupní sémantiky instrukcí (viz 4.3). Následně se ze sémantiky instrukcí získá reprezentace instrukcí
(viz 6.1.2), která bude dále sloužit pro potřeby generátoru dekodéru instrukcí.
Rozhraní generátoru dekodéru instrukcí je tvořeno pěti hlavními funkcemi, které jsou uvedeny
níže.
createInstruction
Alokuje v paměti datovou strukturu, která slouží pro reprezentaci instrukce z dané architektury. Poté
ji  inicializuje  předem danými  hodnotami  tak,  že  instrukce v  této reprezentaci  má  nulovou délku
a neobsahuje žádné registry.  Na závěr své činnosti tato funkce vrátí ukazatel na právě vytvořenou
a inicializovanou datovou strukturu.
writeRegisterInfo
Do  datové  struktury,  která  reprezentuje  právě  analyzovanou  instrukci  dané  architektury,  zapíše
informace,  které  se  týkají  právě analyzovaného  registru.  Informace  o  daném registru se  musí  za
pomoci několika na sobě nezávislých volání této funkce zapisovat do datové reprezentace instrukce
po bitech, neboť analyzovaný registr nemá předem známou délku. Navíc není ani možné garantovat,
že se bity, které tvoří registr, nachází v binárním kódování dané instrukce ihned po sobě.
storeInstructionToInstructionDecoder
Po úspěšné analýze dané instrukce, kdy máme k dispozici již vytvořenou a informacemi naplněnou
reprezentaci  této  instrukce  pro  následné  použití  v  generátoru  dekodéru  instrukcí,  je  potřeba
reprezentaci této instrukce uložit z důvodu nutnosti pozdějšího využití získaných informací.
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printInstructionDecoder
Tato funkce obsahuje hlavní část generátoru dekodéru instrukcí.  Z uložených informací  ve formě
reprezentací instrukcí pro generátor dekodéru instrukcí se po několika transformačních krocích tiskne
vlastní kód dekodéru instrukcí pro systém OVP.
freeInstructionDecoder
Dříve alokovanou paměť, která je použita pro reprezentaci instrukcí pro generátor dekodéru instrukcí,
je potřeba uvolnit. Tuto činnost obstarává poslední z právě popsaných funkcí.
6.1.2 Reprezentace instrukce v generátoru dekodéru instrukcí
Reprezentace instrukce v generátoru dekodéru instrukcí vychází z požadavků algoritmů uvedených
dále v textu (viz 6.1.4) a je podrobně zachycena na následujícím obrázku 6.1.
Každá datová struktura, která reprezentuje instrukci, se skládá ze jména dané instrukce, z pole
reprezentující binární kódování této instrukce a pole, které reprezentuje seznam registrů obsažených
ve zkoumané instrukci.
Pole reprezentující binární kódování instrukce je složeno z bitů, kde každý bit obsahuje kód,
který lze chápat  jako hodnotu bitu na dané pozici binárního kódování,  a jméno registru,  které se
využije pouze v případě, kdy kód značí přítomnost registru. Kód může obsahovat tyto hodnoty:
 1. Hodnotu 0, která značí, že odpovídající bit obsahuje hodnotu 0.
 2. Hodnotu 1, která značí, že odpovídající bit obsahuje hodnotu 1.
 3. Hodnotu ., která značí, že odpovídající bit obsahuje libovolnou hodnotu.
 4. Hodnotu R, která značí, že odpovídající bit tvoří registr, jde rovněž o libovolnou hodnotu.
 5. Hodnotu X, která značí, že daný bit nepatří do binárního kódování instrukce, může jít o ještě
nezpracovaný bit nebo o bit nacházející se za hranicemi délky aktuální instrukce.
Pole obsahující seznam registrů se používá pro shromáždění fragmentů informací o registrech
do jednoho místa. Každý registr v tomto poli obsahuje své jméno a pole, které obsahuje pozice bitů
v poli binárního kódování, které tento registr tvoří.
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Obrázek 6.1: Reprezentace instrukce v generátoru dekodéru instrukcí
6.1.3 Postup získávání reprezentace instrukcí pro generování
Nyní  vycházím  ze  znalostí  o  reprezentaci  instrukce  uvedených  v  předchozím  textu  (viz  6.1.2)
a popíšu postup, který slouží k transformaci informací ze sémantiky instrukcí na tuto reprezentaci.
Jméno  instrukce  se  získá  snadno.  Postačí  přečíst  jméno  zkoumané  instrukce  ze  sémantiky
instrukcí.
Pole  reprezentující  binární  kódování  pro  tuto  reprezentaci  se  obdrží  postupným skládáním
informací  z  popisu  binárního  kódování  dané  instrukce  ze  sémantiky  instrukcí.  Tyto  zdrojové
informace mohou být, a často také jsou, rozštěpeny do více fragmentů. Například operační kód dané
instrukce se může vyskytovat v binárním kódování jako sekvence prvních bitů, pak může následovat
sekvence bitů, která tvoří  registry,  poté se opět může pokračovat zbytkem operačního kódu dané
instrukce.
Reprezentace,  kterou  nyní  popisuji,  byla  navržena  tak,  aby  si  dokázala  poradit  právě
s dočasnou  neurčitostí,  která  může  nastat  při  analýze  binárního  kódování,  tímto  mám  na  mysli
fragmentované informace a  dopředu neznámou délku informací v binárním kódování. Zde uvádím
ukázku binárního kódování instrukce v sémantice instrukcí.
0b00000011 reg_gpr_0[3,0] 0b0001
Nejprve si pomocí funkce  createInstruction vytvoříme datovou strukturu, která bude
inicializována tak, že vypadá jako instrukce o nulové délce, která rovněž neobsahuje žádné registry.
Poté se při analýze této instrukce postupuje iterativně, a právě popisovanou datovou strukturu plníme
bit po bitu. Vidíme, že tato instrukce se skládá ze tří částí,  z operačního kódu, registru a zbytku
operačního kódu. Každá z těchto částí je tvořena několika bity.  Budeme postupovat přes všechny
části a přes každý z bitů, který tvoří právě analyzovanou část. V případě operačního kódu dochází
k postupnému  překopírování  hodnot  bitů  na  odpovídající  pozice  pole,  které  reprezentuje  binární
kódování dané instrukce. Pokud narazíme na proměnnou,  v ukázce se nevyskytuje,  tak poté bity,
které ji tvoří, obsahují ve svém kódu symbol .. V případě, kdy právě analyzovaná část tvoří registr,
tak se musí provést pomocí funkce writeRegisterInfo následující kroky:
 1. Na odpovídající bit v poli binárního kódování se do kódu zapíše symbol R a vyplní se jméno
zpracovávaného registru také do tohoto bitu.
 2. V  poli  registrů  se  budeme  snažit  najít  záznam,  který  obsahuje  jméno  aktuálně
zpracovávaného registru. Pokud záznam s daným jménem registru není možné nalézt, založí
se na volné pozici v seznamu nový záznam a přiřadí se do něj jméno registru.
 3. Do nalezeného, nebo nově založeného, záznamu s informacemi o registru se na jeho první
volný bit registru zapíše pozice bitu v binárním kódování, která odpovídá právě použitému
volnému bitu.
V  tuto  chvíli  máme  již  korektně  naplněnou  datovou  strukturu,  která  reprezentuje  jednu
instrukci v generátoru dekodéru instrukcí. Nyní nastává potřeba si tuto strukturu někam uložit pro
pozdější použití.
Pokud bych  nyní  ukládal  instrukce,  myslím tím datové struktury,  do seznamu,  a  potom je
tisknul přímo do dekodéru instrukcí, tak by nastal problém, kdy mohou existovat vzájemně konfliktní
instrukce, nebo dokonce třídy vzájemně konfliktních instrukcí. Vzájemně konfliktní instrukce jsou
takové instrukce, které mají stejnou délku a navíc neexistuje index označující pozici bitu binárního
kódování v těchto instrukcích, ve kterém by jedna instrukce obsahovala hodnotu 0 a druhá hodnotu 1
a opačně. Každá třída vzájemně konfliktních instrukcí obsahuje pouze takové instrukce, které jsou
vzájemně konfliktní.
Z  výše  uvedeného  textu  vyplývá,  že  je  nutné  instrukce  ukládat  do  seznamu  vzájemně
konfliktních  tříd,  kde  každá  třída  je  seznamem vzájemně  konfliktních  instrukcí.  Důvod  pro  toto
opatření  je  ten,  že  při  výskytu  vzájemně konfliktních instrukcí  v  dekodéru instrukcí  není  možné
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předem říct, která z instrukcí se provede v případě, kdy dekodér instrukcí obdrží binární kód, který
vyhoví více vzájemně konfliktním instrukcím. V další podkapitole (viz 6.1.4) blíže vysvětlím, jakým
způsobem se dají při generování dekodéru instrukcí eliminovat problémy se vzájemně konfliktními
instrukcemi.  Ukládání  zpracovaných  instrukcí  do  těchto  seznamů,   zajišťuje  funkce
storeInstructionToInstructionDecoder.  Zde  dávám  ukázku  jak  může  vypadat




Po  ukončení  práce  s  generováním dekodéru  instrukcí  lze  dříve  alokovanou  paměť  uvolnit
pomocí funkce freeInstructionDecoder.
6.1.4 Postup při generování dekodéru instrukcí
Hlavní  práce,  kterou  provádí  generátor  dekodéru  instrukcí,  se  nachází  ve  funkci
printInstructionDecoder.  Nejdříve  se  provede  transformace,  která  v  binárním kódování
každé  třídy  vzájemně  konfliktních  instrukcí  hledá  nekonfliktní  registry.  Nekonfliktní  registr
v instrukci dané třídy je takový, pro který existuje nějaký registr v každé další instrukci dané třídy,
pro který platí, že se nachází přesně na všech pozicích bitů jako nekonfliktní registr a na žádných
jiných. Pokud funkce nekonfliktní registry v dané třídě najde, dojde k jejich nahrazení symboly  .,
tedy libovolnými hodnotami daného bitu.
V našem příkladě třídy vzájemně konfliktních instrukcí  první  čtyři  symboly  R odkazují  na
jeden nějaký registr. Jelikož pozice bitů, na kterých se zmíněné registry nacházejí jsou stejné v celé
třídě  instrukcí,  tak  je  možné  ve  všech  instrukcích  dané  třídy  nahradit  registry  z  těchto  pozic







 1. Registr RX je nekonfliktním registrem v 0. třídě instrukcí.
 2. Lze  tedy  nahradit  registry  na  pozicích  bitů  registru  RX ve  všech  instrukcích  libovolnou
hodnotou. Tento krok se týká registrů RX a RZ.






Poté se vytvoří množina všech délek binárního kódování instrukcí, které mohou nabývat třídy
instrukcí, bitová délka třídy instrukcí se určí z délky kódování jedné její instrukce, protože instrukce,
které patří do jedné třídy, sdílí stejnou bitovou délku. V naší ukázce má třída instrukcí délku 16 bitů.
Nyní budeme procházet postupně přes všechny možné délky tříd instrukcí, a poté pro každou
délku  z  relevantních  tříd  budeme  generovat  dekódovací  tabulku,  která  bude  obsahovat  pouze
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instrukce stejné délky. Toto omezení na stejnou délku instrukcí v jedné dekódovací tabulce je potřeba
v systému  OVP dodržet. Dekódování instrukcí poté probíhá pomocí kaskády dekódovacích tabulek,
kdy se začíná hledat dekódovaná instrukce směrem od tabulek s nejmenší délkou instrukcí. V případě
nenalezení  instrukce v dané tabulce se postupuje směrem k větším tabulkám.  Pokud instrukce se
nenachází v žádné z dekódovacích tabulek, je potřeba tuto skutečnost nějak signalizovat uživateli.
Při  generování  dekódovací  tabulky se  nejdříve  vytiskne  hlavička  této  tabulky,  ve  které  se
nachází dva důležité údaje, délka instrukcí obsažených v této tabulce a identifikátor, který se vrátí při
dekódování pomocí dané tabulky, pokud se v ní dekódovaná instrukce nenachází. Poté se pro každou
instrukci ze všech tříd, které jsou relevantní vůči délce právě generované tabulky, provede následující
algoritmus:
 1. Nechť máme k dispozici prázdný seznam, do kterého se budou ukládat řetězce s binárním
kódováním, které se získají v průběhu tohoto algoritmu ze zpracovávané instrukce.
 2. Instrukce, nyní pod tímto pojmem ve vztahu se zmíněným seznamem uvažuji pouze řetězec
získaný z binárního kódování dané instrukce, se umístí jako semínko do prázdného seznamu.
 3. Pokud je seznam prázdný, ukončíme tento algoritmus.
 4. Nyní pro všechny instrukce, které se aktuálně vyskytují v tomto seznamu, provedeme jednu
ze dvou následujících akcí. Po provedení akce danou instrukci ze seznamu odebereme.
 a) Pokud  instrukce  neobsahuje  žádný  registr,  tak  dojde  k  jejímu  vytisknutí  do  cílové
dekódovací tabulky.
 b) V případě, kdy instrukce obsahuje alespoň jeden registr, tak provedeme nahrazení všech
bitů  prvního  registru,  na  který  narazíme,  způsobem,  kdy  do  jednoho  z  bitů  registru
nastavíme hodnotu 1 a do zbylých bitů registru nastavíme libovolnou hodnotu, symbol ..
Toto nahrazení provedeme tolikrát, podle toho jaká je délka prvního registru, tak, aby se
hodnota 1 postupně použila k nahrazení každého z bitů prvního registru. Výsledky všech
těchto nahrazení umístíme do seznamu.
 5. Nyní pokračujeme bodem 3.
Opět vyjdu z výše uvedené ukázky a ukážu na ní iterativní aplikaci tohoto algoritmu. Začnu
druhou instrukcí, neboť neobsahuje žádný registr a je tím pádem pro vysvětlení jednodušší.
2. INSTR_BOP_REG_REG__OP_MOV__REG_GPR__RS0__ 00100000....0000
Nyní se bude postupovat takto:
 1. Do seznamu umístím semínko, řetězec 00100000....0000.
 2. V první  iteraci  projdu  pouze  přes  instrukci  00100000....0000,  kterou  mohu  rovnou
vytisknout do odpovídající dekódovací tabulky. Tuto instrukci odeberu ze seznamu.
 3. Jelikož je nyní seznam prázdný, ukončuji algoritmus.
Výsledek v dekódovací tabulce po zpracování instrukce je zobrazen níže.  Parametry makra




Nyní provedu výše popsaný algoritmus s první instrukcí.
1. INSTR_BOP_REG_REG__OP_MOV__REG_GPR__REG_GPR__ 00100000....RRRR
 1. Do seznamu umístím semínko, řetězec 00100000....RRRR.
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 2. V první iteraci projdu pouze přes instrukci 00100000....RRRR. Jelikož se v této instrukci
již vyskytuje jeden registr, tak nemohu hned tuto instrukci vytisknout. Pořád mám k dispozici
i informace o tom, které bity patří ke kterému registru, a tím pádem také vím, že první registr
v instrukci se nachází na posledních čtyřech bitech v binárním kódování.
 3. Z instrukce  00100000....RRRR v souladu s algoritmem uvedeným výše si  proto nyní
generuji  následující  čtyři  instrukce:  00100000....1...,  00100000.....1..,
00100000......1. a  00100000.......1,  které  si  uložím do  seznamu.  Instrukci
00100000....RRRR nezapomenu odebrat ze seznamu.
 4. Nyní  v další  iteraci  již,  podobně jako v  případě  předchozí  ukázky 2.  instrukce,  provedu
vytisknutí všech instrukcí v seznamu a následně jejich odebrání z tohoto seznamu.
 5. Jelikož je nyní seznam prázdný, ukončuji algoritmus.

















Pokud by dekodér instrukcí obdržel na dekódování binární řetězec 0010000001000000, tak
by nebylo možné určit, na jakou instrukci se tento řetězec dekóduje. V systému  OVP by tak nastal
konflikt dvou instrukcí. Tento konflikt instrukcí by se dal vyřešit pomocí priorit a to tak, že bychom
každé z instrukcí přiřadili jinou prioritu. Například bychom chtěli, aby se dekodér instrukcí pokusil
rozpoznat druhou instrukci před první.
Tento  přístup  řešení  jen  pomocí  priorit  by  však  narazil  na  případy,  když  by  se  registry




Nyní není možné pomocí priorit upřednostnit některou ze dvou dolních instrukcí, protože jsou
rovnocenné. V překladači modelů architektur, který mám k dispozici platí, že na místě, kde se může
podle  tohoto  zápisu  vyskytovat  libovolný  registr,  se  nemůže  vyskytovat  registr,  který  je  tvořen
samými nulami. To znamená, že k instrukcím, které jsem uvedl výše, bude existovat čtvrtá instrukce,
která bude řešit speciální případ dvou registrů, které tvoří samé nuly, OPCODE0000000000.
Jádro  řešení,  které  jsem  důkladně  popsal  výše  a  které  výskyty  registrů  podle  vlastností
existujícího překladače nahrazuje rotující jedničkou po bitech registrů, je schopné se úplně obejít bez
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použití různých priorit. Priority přiřazuji vždy instrukcím od priority s hodnotou 1 v každé ze tříd.
Prioritu s hodnotou 0 jsem vyhradil pro uživatelské instrukce, například instrukci  break, které se
nevyskytují  v  sémantice  instrukcí.  Tyto  instrukce  je  zatím  nutné  ručně  přidávat  do  generátoru
dekodéru instrukcí pro systém OVP. Na závěr každé dekódovací tabulky je potřeba vytisknout již jen
syntaktické ukončení tabulky.
Nyní  jsem  již  kompletně  popsal  generování  dekódovacích  tabulek  pro  dekodér  instrukcí
v systému  OVP. K tomu, aby tyto tabulky bylo možné použít, je potřeba vygenerovat ještě několik
dalších funkcí potřebných pro chod dekodéru.
Pro každou délku načtené instrukce k dekódování je potřeba funkce decode, která obsluhuje
konkrétní  dekódovací  tabulku  a  navrací  identifikátor  instrukce  v  systému  OVP pomocí  jména
instrukce z obsluhované dekódovací tabulky.
Dále je potřeba vygenerovat funkci  codasipDecode, která je vyvolána v případě, kdy je
potřeba načíst a dekódovat následující instrukci. Pracuje tak, že nejdřív načte právě tolik bajtů, kolik
jich obsahují nejkratší instrukce, a pokusí se je dekódovat. Pokud neexistuje žádná vhodná instrukce,
načte více bajtů a pokračuje v kaskádě dekódovacích tabulek dokud nenajde odpovídající instrukci,
jak jsem již zmínil  výše. Po nalezení správné instrukce se provádí vyvolání  kódu, který zajišťuje
vykonání činnosti této instrukce.
Poslední  funkcí  je  codasipDecodeInfo,  která  pracuje  úplně  stejně  jako  funkce
codasipDecode,  ale liší  se od ní tak, že nevyvolá akční kód dané instrukce, ale vrátí velikost
dekódované instrukce. Tato funkce se využívá při výpočtu dalšího obsahu registru PC.
Nyní již máme plně implementovaný a funkční generátor popisu kódu dekodéru instrukcí pro
systém OVP.
6.2 Implementace periferií
Na začátku této podkapitoly ukáži a vysvětlím schéma, které zachycuje  vnitřní strukturu systému
OVP. Po této obecnější části textu budu rovnou pokračovat popisem existujících periferií, které jsem
implementoval v rámci systému  OVP, a také důkladně vysvětlím, jak jsem při jejich implementaci
postupoval. Při implementaci periferií a psaní této kapitoly jsem vycházel z OVP manuálů [8], [9],
[10] a [11].
6.2.1 Struktura systému OVP
Strukturu systému OVP jsem zachytil na obrázku 6.2. Až doposud jsem se převážně věnoval popisu
principů,  které  využívají  pro  svou  práci  virtuální  stroje.  Nyní  se  budu  snažit  věnovat  zbylým
principům, které jsou potřebné pro vytvoření funkční virtuální platformy. Jelikož se nyní primárně
věnuji systému OVP, tak vytvoření celé virtuální platformy budu provádět na něm. K tomuto kroku
jsme se rozhodli společně s mým vedoucím z důvodu výkonnostního potenciálu, které systém OVP
v sobě skrývá. V následujícím textu rozeberu detailněji strukturu systému OVP. Budu přitom vycházet
z kapitoly 4.4.
Hlavním  bodem  systému  OVP je  platforma,  kterou  tvoří  soubor  platform.c.  V  této
platformě  dochází  k  připojení  knihovny  OVPsim,  která  v sobě obsahuje  implementaci  obecného
virtuálního stroje, do systému OVP. Aby virtuální stroj implementovaný knihovnou OVPsim dokázal
simulovat některou z existujících procesorových architektur,  musí  být k platformě připojen model
procesoru, který obsahuje již konkrétní kód, který bude zajišťovat korektní průběh simulace.
Nyní  budu při  popisu  modelu  procesoru  vycházet  z  obrázku  4.1.  Model  procesoru v  sobě
zahrnuje  specifikaci  definic  prostředí  a  z  hlavní  smyčky  obsahuje  popis  pro  správné  načítání
i následné dekódování instrukcí, kód zajišťující dané chování při provádění instrukcí a v neposlední
řadě i výpočet další strojové adresy při inkrementaci PC. Dá se tedy říct, že společně se součinností
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s knihovnou  OVPsim,  je v modelu procesoru zajištěno všechno potřebné pro simulaci  virtuálních
platforem.
Pro konstrukci  celé  virtuální  platformy avšak není  model  procesoru,  platforma a  knihovna
OVPsim dostačující,  jak  je  lze  vyčíst  z  obrázku  6.2 níže.  Pro  simulaci  periferií  je  třeba  zavést
koncept,  který umožní  běh periferií  nezávisle  na běhu procesoru,  tím zde myslím virtuální  stroj.
V rámci systému  OVP je to zajištěno tak, že každá periferie je samostatným programem, který se
připojuje přes platformu ke zbytku virtuální platformy. Skutečně, existují zde rozhraní, která zajišťují
komunikaci mezi jednotlivými částmi virtuální platformy. Například zápisem do sdílené paměti, nebo
také do portu, jedním prvkem virtuální platformy může dojít k vyvolání callback funkcí v jiných
částech  virtuální  platformy.  Ne  všechny  periferie  je  ale  nutné  implementovat  jako  samostatné
programy.  Na obrázku  6.2 lze dále spatřit periferie, které se nacházejí přímo v modelu procesoru.
Jsou jimi vnitřní časovače a programovatelný řadič přerušení.
Konstrukci periferií časovačů důkladně rozeberu v následující podkapitole 6.2.2. Nyní postačí
vědět, že vnitřní časovače měří čas pomocí cyklu procesoru na rozdíl od externích časovačů, které
pracují s pracovní frekvencí virtuální platformy.
Programovatelný řadič přerušení je možné řešit i externě, ale já jsem se především z důvodu
jednoduchosti, a možná i z možnosti výhledu nepatrného zvýšení výkonu, rozhodl jej řešit interně
v procesoru. Nevýhodou tohoto přístupu je nemožnost sdílení implementace řadiče ve více modelech.
Tato nevýhoda by byla citelná v případě ručně psaných kódů virtuálních platforem. Avšak přístup,
který vyvíjím, generuje cílovou virtuální platformu přímo ze šablon obecně napsaných zdrojových
kódů, kam mohu automaticky dodávat implementaci jakéhokoliv prvku virtuální platformy, například
právě  zmíněný  programovatelný  řadič  přerušení,  jak  je  zrovna  potřeba.  Takže  tímto  způsobem
dosahuji na možnost znovupoužitelnosti implementace této periferie také.
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Obrázek 6.2: Struktura systému OVP
6.2.2 Implementace časovače
V této  podkapitole  se  budu věnovat  první  implementaci  periferie.  Jedná  se  o  periferii  časovače.
Nejprve zmíním strukturu dané periferie, poté vyjmenuji a letmo popíši soubory s implementací. Na
závěr se budu věnovat způsobu implementace mého řešení v rámci systému OVP.
Periferie časovače, kterou budu v následujícím textu popisovat včetně její implementace, je ze
všech mnou implementovaných periferií tou nejjednodušší. Struktura periferie časovače je zachycena
na obrázku 6.3.
V prvním poli na tomto obrázku se nachází informace o tom, že z periferie časovače vede jeden
výstup, který slouží k signalizaci vzniku přerušení do jiné periferie, řadiče přerušení.
Pod ní se nachází registr  CNT, který pracuje jako čítač. V každém taktu procesoru, přesněji
pouze v případě, pokud je zapnutá periferie časovače, dojde k dekrementaci hodnoty, která se nachází
aktuálně  v  tomto  registru  o  hodnotu  1.  V  systému  OVP se  tato  dekrementace  řeší  rychlejším
způsobem, který vysvětlím později v textu. Pokud se po dekrementaci v registru CNT objeví hodnota
0,  dojde k vygenerování  signálu na výstupu.  Tento signál  je  poté  veden do jiné  periferie,  řadiče
přerušení, kde je následně zpracován, další podrobnosti se nachází v kapitole 6.2.3.
Pod tímto registrem se nachází další registr. Registr  LOAD slouží k inicializaci registru  CNT,
pokud  je  požadováno.  Inicializace  registru  CNT se  provede  přečtením hodnoty  z  registru  LOAD
a nahráním této  hodnoty do  registru  CNT.  Všimněte  si,  že  do  registru  LOAD je  povoleno pouze
zapisovat. Způsob činnosti všech registrů vysvětlím podrobněji níže v této kapitole.
Registr SR slouží pouze ke čtení aktuálního stavu periferie časovače. Nyní není nijak využíván
a v implementaci se vyskytuje pouze z důvodu simulace čtení a zápisu do něj.
Poslední  pole  obsahuje  registr  CR,  který  slouží  k  zapínání  a  vypínání  činnosti  periferie
časovače. Pokud je do něj zapsána hodnota CR_EN, pak časovač běží. Lze do něj také připsat hodnotu
CR_RELOAD_EN, která umožní opětovnou inicializaci registru časovače CNT po vypršení hodnotou
z registru LOAD, například podobně jako tímto pseudokódem:
st CR, (CR_EN | CR_ENABLE)
Nyní se už začnu věnovat vlastní implementaci periferie časovače v systému  OVP. Veškeré
definice, které závisí na daném modelu, já používám zatím napevno architekturu Codix, se nacházejí
v  souboru  codasipSettings.h.  Nachází  se  v  něm  definice  rozsahů  paměti,  do  které  jsou
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Obrázek 6.3: Struktura periferie časovače
namapovány registry daných periferií a pozice jednotlivých registrů v těchto blocích paměti. V tomto
souboru existují též definice, které povolují použití daných periférií systémem OVP.
V souboru codasipStructure.h došlo k přidání registrů periferie časovače. Při změnách
těchto registrů v paměti a během činnosti periferie časovače se tyto změny promítají rovněž do kopií
těchto registrů v prostředí procesoru. Je to tak vyrobeno záměrně z důvodu snazší práce s registry
v kódu, který implementuje činnost periferie. Je to implementačně snadnější, a také potencionálně
rychlejší při simulaci, než čtení z paměti. V souboru codasipMain.c se nachází inicializace těchto
registrů v prostředí procesoru.
Čtení  a  zápis  do  jednotlivých  registrů  periferie  časovače  je  implementováno  v  souboru
codasipVM.c.  V  souboru  codasipExceptions.c se  nachází  kód,  který  provede  obsluhu
periferie časovače, pokud se v registru  CNT objeví hodnota 0. Tyto dva soubory využívají  funkci
writeMemWithoutCB ze souboru codasipUtils.c, která umožní zapsat nějakou hodnotu do
paměti aniž by došlo k provedení příslušného obslužného kódu, myslím tím callback nad pamětí.
Nejdůležitější funkci codasipICountPendingCB ze souboru codasipExceptions.c,
která  slouží  k  obsluze vypršení  registru  CNT periferie  časovače,  bylo  nutné deklarací  v  souboru
codasipAttrs.c připojit k systému OVP. Tato funkce je volána při vypršení počtu cyklů, které se
nastavují  do  systému  OVP přes  funkci  vmirtSetICountInterrupt,  která  nastaví  do
simulovaného  procesoru,  že  jeho  implicitní  časovač  má  po  určitém počtu  cyklů,  předaném jako
parametr, zavolat právě funkci codasipICountPendingCB.
Pro  implementaci  periferie  časovače  jsem  měl  tři  možnosti,  jak  jej  implementovat.  První
možností,  kterou  také  implementuji,  je  použití  implicitního  časovače procesoru.  Tato možnost  je
nejjednodušší a tím pádem i nejrychlejší. Z těchto důvodů jsem se pro ni rozhodl. Rozhraní, které
systém  OVP poskytuje  k  tomuto  implicitnímu  časovači  tvoří  dvě  funkce.  Funkci
vmirtSetICountInterrupt jsem  již  představil  v  textu  uvedeném  výše.  Druhá  funkce
vmirtClearICountInterrupt po  svém zavolání  v  daném procesoru  vyruší  účinky funkce
vmirtSetICountInterrupt. Nyní bych chtěl upozornit na skutečnost, že v registru CNT během
práce  implicitního  časovače  procesoru  zůstává  hodnota,  která  byla  na  začátku  práce  periferie
časovače do něj zapsána. Při zápisu a čtení registru CNT je potřeba vykonat obsluhu, která aktualizuje
jeho obsah a přenastaví pomocí funkce  vmirtClearICountInterrupt nový počet cyklů pro
daný procesor v případě, kdy došlo k zápisu nové hodnoty do registru CNT. Dále je možné s výhodou
používat funkci vmirtGetICount, která vrátí počet cyklů, které se provedly od začátku simulace.
Dalším způsobem, jak implementovat časovač, je využití explicitních časovačů procesoru ze
systému  OVP.  V  jednom  procesoru  můžeme  obsluhovat,  čistě  teoreticky,  neomezený  počet
explicitních  časovačů.  Explicitní  časovač  procesoru  se  vytváří  pomocí  funkce
vmirtCreateModelTimer,  do  které  vstupuje  několik  parametrů.  Důležité  parametry  jsou
asociovaný procesor,  callback funkce,  která  se  volá  po vypršení  časovače,  a  poměr,  který je
vyjádřen  číslem,  které  udává  kolikrát  explicitní  časovač  procesoru běží  pomaleji  než asociovaný
procesor.  Pokud je poměr například číslo 3, tak na explicitním časovači se provede jeden cyklus
časovače v případě, že na asociovaném procesoru se provedou tři cykly procesoru. Explicitní časovač
se  po  své  práci  ruší  zavoláním funkce  vmirtDeleteModelTimer.  Pro  uvedení  časovače  do
chodu dobře poslouží funkce  vmirtSetModelTimer, která nastaví do časovače čas, za který se
má zavolat  callback funkce, která byla specifikována při vytváření explicitního časovače. Tedy
tato funkce funguje obdobně jako funkce vmirtSetICountInterrupt u implicitního časovače.
Jako náhrada za funkci  vmirtClearICountInterrupt u explicitních časovačů slouží funkce
vmirtClearModelTimer.  Pro  pohodlnější  práci  s  explicitními  časovači  existují  funkce
vmirtIsModelEnabled, která vrátí programátorovi příznak o tom, zda byl  časovač aktivován,
vmirtGetModelTimerCurrentCount,  která  oznámí  aktuální  počet  cyklů  explicitního
časovače, a funkce vmirtGetModelTimerExpiryCount, která slouží k zjištění hodnoty cyklů
časovače, u které dojde k vypršení tohoto časovače.
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Poslední možností, jak implementovat časovač, je použití rozhraní periferií. Tato možnost se
liší od předchozích dvou v následujících rysech. Na rozdíl od implicitních a explicitních časovačů
není tento časovač součástí modelu procesoru, ale jedná se a samostatný soubor, jehož simulace běží
paralelně se  simulací  modelu procesoru.  Je potřeba vzájemně propojit  model  procesoru a externí
periferie. K tomu slouží mechanismy jako je sdílená paměť a signály. Více se o této tématice dočtete
v kapitole 6.2.4, kde se podrobně věnuji vytvoření jedné externí periferie, modulu DMA.
Dalším rozdílem je způsob měření času. U implicitních a explicitních časovačů procesoru je
čas  měřen  v cyklech,  které  mají  vazbu na vykonané  cykly  procesoru.  Externí  periferie  časovače
odvozuje čas od definované pracovní frekvence. Jedná se v tomto případě nejspíš o simulaci časovačů
přítomných na čipu,  které  jeden svůj  takt  odvozují  od frekvence,  kterou udává nějaký vestavěný
krystal.  Touto možností  jsem se podrobněji nezabýval, neboť jsem potřeboval modelovat časovač,
který svůj takt odvozuje od prováděných cyklů procesoru.
6.2.3 Implementace programovatelného řadiče přerušení
V této kapitole budu postupovat ve výkladu obdobně jako v předchozí části textu, který pojednává
o periferiích. Nejprve opět popíši strukturu dané periferie, poté odkáži na soubory,  ve kterých lze
nalézt danou implementaci, a nakonec budu pokračovat poslední částí, ale neméně důležitou, ve které
zmíním funkce systému OVP a techniky, které jsem při implementaci uplatnil.
Struktura  periferie  řadiče  přerušení  je  zachycena  níže  na  obrázku  6.4.  Periferie  řadiče
přerušení,  podobně  jako  periferie  časovače,  obsahuje  jeden  výstup,  kterým  se  signalizuje  vznik
přerušení do jiné komponenty, tentokrát ale přímo do procesoru. Periferie řadiče přerušení již v sobě
obsahuje několik vstupů, které slouží pro připojení k jiným periferiím, například k periferii časovače.
Připojené  periferie  skrz  tato  propojení  signalizují  vznik  přerušení  do  periferie  řadiče  přerušení.
Periferie řadiče přerušení má poté na starost zpracování příchozích přerušení, a pak případně i jejich
signalizaci přes svůj výstup do procesoru.
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Obrázek 6.4: Struktura periferie řadiče přerušení
Registry,  které  tvoří  jádro  periferie  řadiče  přerušení,  se  jmenují  Interrupt Flag
Register,  dále jen  IFR,  a  Interrupt Mask Register,  dále jen  IMR.  Každý bit  registrů
IFR a  IMR odpovídá jednomu ze vstupů do periferie řadiče přerušení, a to tomu, který jim svou
pozicí  odpovídá.  Pokud  je  v  daném  bitu  registru  IMR hodnota  1,  pak  je  povoleno  obsluhovat
přerušení  od připojené periferie na vstupu, který má stejnou pozici jako zmíněný bit.  Po obsluze
příchozího  přerušení  je  vhodné  nastavit  do  registru  IFR na  bit,  který  odpovídá  pozici  vstupu
přerušení,  hodnotu 1,  a  tím signalizovat  v  programu,  že  přerušení  z  dané periferie  bylo  úspěšně
obslouženo.
Zbylé registry, Interrupt Flag Register Clear, Interrupt Flag Register
Set,  Interrupt  Mask  Register  Clear a  Interrupt  Mask  Register  Set,
popořadě dále jen IFRC, IFRS, IMRC a IMRS, slouží k nastavování dříve zmíněných registrů IFR
a IMR. Za povšimnutí stojí zmínka, že do těchto registrů lze pouze zapisovat, kdežto z registrů IFR
a IMR lze pouze číst. Zápisem hodnoty 1 do bitu registru  IFRC dojde k vynulování bitu na stejné
pozici v registru  IFR. Obdobně v případě, kdy nastavím hodnotu 1 do bitu registru  IFRS, dojde
k nastavení hodnoty 1 na bitu na stejné pozici, ale v registru IFR.
Nyní, když jsem uvedl jak periferie řadiče přerušení funguje, tak musím ještě zmínit, jakým
způsobem funguje obsluha přerušení. Na obrázku 6.5 lze spatřit celý proces od vzniku požadavku na
generování  přerušení  až  po  vlastní  obsluhu přerušení  na  procesoru.  Nejdříve  ze  všeho v  některé
periferii, na obrázku uvažuji periferii časovače, dojde k situaci, ve které se vygeneruje požadavek na
přerušení, viz bod 1 na obrázku. Tento požadavek poté pokračuje na vstup periferie řadiče přerušení.
Řadič přerušení má na starost identifikovat zařízení, které vyslalo požadavek na přerušení. Pozná jej
podle pozice na svých vstupech. Poté, pokud je povoleno globální přerušení Interrupt Enable,
dále jen IE, se podívá na bit v registru IMR, který odpovídá pozici obsluhovaného zařízení na vstupu
periferie  řadiče  přerušení.  Pokud  tento  bit  obsahuje  hodnotu  0,  tak  obsluha  přerušení  skončí  ve
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druhém kroku variantou „b“, jinak se pokračuje variantou „a“ na třetí, zároveň poslední krok. Ve
třetím kroku procesor zjistí, že má vykonat přerušení. Uloží si proto návratovou adresu na aktuální
instrukci do předem definovaného registru a provede skok na obslužnou rutinu. V obslužné rutině je
dobré  nastavit  do  registru  IFR periferie  řadiče  přerušení  hodnotu  1,  aby  se  zbytku  programu
signalizovalo, že bylo zpracováno dané přerušení.
V  souboru  codasipStructure.h došlo  k  přidání  registrů  periferie  řadiče  přerušení.
Důvody  pro  toto  opatření  zůstávají  stejné  jako  v  předchozí  podkapitole.  Obdobně  v  souboru
codasipMain.c se nachází inicializace těchto registrů v prostředí procesoru. Rovněž čtení a zápis
do  jednotlivých  registrů  periferie  řadiče  přerušení  je  implementováno,  shodně  jako  u  periferie
časovače, v souboru codasipVM.c. Definice rozsahu, kam byly registry periferie řadiče přerušení
namapovány, a jiné související konstanty, lze nalézt v souboru codasipSettings.h. Do souboru
codasipMorph.c bylo  nutné  navíc  přidat  dvě  instrukce  morphinstr_int_enable
a morphinstr_int_disable, které popořadě povolují a zakazují globální přerušení.
V  codasipUtils.c přibyla  nová  funkce  codasipTakeException,  která  při
zpracování přerušení na procesoru uloží adresu aktuální instrukce do jednoho vyhrazeného registru
procesoru a provede skok na počáteční adresu rutiny,  která slouží k obsluze přerušení.  Dále bylo
nutné vytvořit rozhraní, myslím tím dříve zmíněné vstupy zapojené do výstupů jiných periferií pro
generování  požadavku  na  přerušení,  periferie  řadiče  přerušení.  V  terminologii  systému  OVP je
takovéto propojení nazýváno termínem net, v textu dále je budu označovat jako propojení. Jejich
definice a zapojení lze nalézt v souborech platform.c a codasipExceptions.c.
Hlavní funkce  externalInterrupt, která simuluje činnost periferie řadiče přerušení, se
nachází rovněž v souboru codasipExceptions.c. Tato funkce je u definic příslušných propojení
vedena  jako  callback funkce,  která  je  zavolána  při  zápisu  do  daných  propojení.  Funkce
codasipIFetchExceptionCB, která řídí obsluhu přerušení, se nachází také v tomto souboru.
Tuto funkci bylo, ale třeba definovat v souborech codasipAttrs.c a codasipFunctions.h
z důvodu integrace do systému OVP.
Nakonec této podkapitoly bych rád zmínil některé funkce systému OVP, které jsem použil ve
svém  řešení.  Tyto  funkce  se  okrajově  dotýkají  i  výše  popsané  periferie  časovače.  Funkcí
vmirtGetNetPortHandle se  dá  podle  jména  dostat  ze  systému  OVP handler dříve
definovaného propojení. Pomocí tohoto handleru a funkce vmirtWriteNetPort lze do daného
propojení  zapisovat.  Po  zápisu  do  propojení  se  vyvolá  funkce,  která  byla  při  definici  propojení
zavedena  jako  jeho  callback funkce.  V  mém  řešení  například  propojení  se  jménem  irq0
odpovídá callback funkce externalInterrupt.
Ve  funkci  externalInterrupt se  poté  provede  vyhodnocení,  zda  se  má  provést
generování přerušení, způsobem, který jsem důkladně popsal výše v této podkapitole. Tedy funkce
externalInterrupt implementuje část logiky periferie řadiče přerušení.
Přerušení  je  případně  generováno  pomocí  funkce  vmirtDoSynchronousInterrupt,
která  způsobí,  že  po dokončení  aktuálně prováděné instrukce bude vyvolána  funkce pro obsluhu
přerušení v daném procesoru. To v mém případě znamená, že dojde k vyvolání dříve zmíněné funkce
codasipIFetchExceptionCB. Tato funkce se volá celkem ve dvou fázích. První fáze se pozná
tak,  že  parametr  complete obsahuje  hodnotu  False.  V  první  fázi  dojde  k  vyhodnocení,  zda
existuje v systému OVP nějaké přerušení, které čeká na vyřízení. Pokud takové přerušení neexistuje,
pak  tato  funkce  má  vrátit  hodnotu  VMI_FETCH_NONE,  jinak  vrátí  hodnotu
VMI_FETCH_EXCEPTION_PENDING a bude se tato funkce poté volat znovu, ale tentokrát bude již
parametr complete nastaven na hodnotu True. V této druhé fázi se již může provádět kód, který
bude  měnit  prostředí  procesoru.  V  mé  implementaci  dojde  k  zavolání  funkce
codasipTakeException,  jejíž  činnost  jsem vysvětlil  výše  v  textu,  a  poté  se  vrátí  hodnota
VMI_FETCH_EXCEPTION_COMPLETE.
V  tomto  bodě  je  již  k  dispozici  simulátor,  který  dokáže  úspěšně  odsimulovat  jednoduchý
program tick.s, který využívá periferii časovače a periferii řadiče přerušení, od týmu Lissom.
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6.2.4 Implementace DMA modulu
Předem oznamuji čtenáři, že tato periferie, DMA modul, na rozdíl od předchozích dvou periferií, bude
do budoucna sloužit pouze z důvodu demonstrace tvorby externích periferií v systému OVP. Jedná se
o použití implementace DMA modulu, jehož stručný popis se nachází v dokumentaci k systému OVP.
Vycházel  jsem z existující implementace  DMA modulu, kterou lze najít  mezi  ukázkovými modely
velice jednoduché architektury  OR1K. Tuto implementaci jsem mírně upravil, propojil se zbytkem
systému OVP pomocí souboru platform.c.
O tom, jak obecně pracuje externí periferie jsem psal v kapitole 6.2.1. Pro propojení systému
OVP s externí periferií bude potřeba vykonat několik kroků. Veškerý kód, který zajišťuje propojení
s externí  periferií,  je  umístěn  v  souboru  platform.c.  Nejdříve  je  potřeba  pomocí  funkce
icmNewPSE vytvořit  novou  externí  periferii  v  cílové  platformě.  Potom  pomocí  funkce
icmSetPSEdiagnosticLevel lze  nastavit  množství  ladicích  výpisů,  které  se  bude  při
případném ladění  v  periferii  generovat.  Pomocí  funkce  icmConnectPSEBus lze  připojit  porty
z externí periferie do dříve definované paměti v platformě, a také nastavit rozsah adres, nad kterými
pracuje daný port.
Modul DMA se nachází ve složce dmac, která obsahuje veškerý zdrojový kód této periferie i se
souborem  Makefile,  neboť,  jak  jsem psal  již  v  kapitole  6.2.1,  periferie  pracuje,  a  rovněž  se
překládá, jako samostatný program.
Soubor  dmac.macros.h obsahuje  makra  pro  odvození  adres  jednotlivých  registrů  DMA
modulu od bázové adresy portu  DMACSP.  Rozhraní periferie tvoří soubor  dmac.h,  ve kterém se
nachází datové struktury, které modelují vnitřní strukturu jednotlivých registrů modulu DMA. Dále se
v něm nachází  nejrůznější  deklarace,  například proměnné,  která  určuje aktuální  úroveň nastavení
ladicích  informací,  dále  deklarace  portů,  funkcí  pro  obsluhu  těchto  portů  a  deklarace  mnoha
callback funkcí. V souboru dmac.attrs.c se nachází konkrétní implementace portů a definice
atributů modelu modulu DMA.
Zbylé dva soubory dmac.c a dmac.user.c již obsahují konkrétní funkční kód této externí
periferie. Soubor dmac.c má na starost vytvoření externí periferie, pokud je tato periferie připojena
k simulované platformě.  Konstruktor,  který je v tomto  souboru obsažen,  se stará o nainstalování
slave i master portů a o vytvoření registrů dané periferie. V posledním souboru dmac.user.c
se poté již skutečně nachází kód, který řídí činnost modulu  DMA.  Za prvé obsahuje implementace
callback funkcí, dále se stará o správu vláken, která řídí hlavní činnost modulu  DMA, kterou je
kopírování  obsahu  určité  části  paměti  na  jiné  místo.  Tato  činnost  je  implementována  funkcí
dmaBurst.
Nyní, s ohlédnutím na případnou malou využitelnost modulu DMA, už jsou k dispozici celkem
tři různé periferie.
6.3 Semihosting
V této kapitole se budu věnovat tématu, které se zve  Semihosting.  Co to ten  Semihosting
vůbec je? Jedná se o způsob, který programátorovi umožňuje vykonávat nativní kód, například kód
systémových funkcí jako je printf, v prostředí virtuálního stroje systému OVP.
V této kapitole se nejprve budu věnovat jedné z forem Semihostingu, kterou používám ve
své implementaci obecného procesorového modelu, a tou je Semihosting volání funkcí. Přesněji
se budu snažit provádět kód systémových funkcí, ale tato technika  Semihostingu se dá obecně
použít na místě jakéhokoliv volání funkce. Na závěr této kapitoly uvedu pár dalších forem, kterých
může Semihosting nabývat.
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6.3.1 Semihosting volání systémových funkcí
Semihosting volání  funkcí  pracuje  způsobem,  který popíši  v následujícím textu.  Pokud se  ve
zdrojovém programu objeví instrukce, která volá funkci se jménem, které se vyskytuje v některém
intercept poli některého ze Semihosting souborů, tak dojde k pozastavení chodu virtuálního
stroje a řízení je následně předáno na adresu callback funkce, která se nachází na daném indexu
intercept pole.
Semihosting  soubory,  které obsahují  funkce s  nativním kódem,  lze  k cílové platformě
připojit v souboru codasipInfo.c. V mém řešení existuje pouze jediný Semihosting soubor,
a tím je soubor codasipNewlib.c, ve kterém je obsažen vstupní bod do implementace populární
knihovny Newlib.
Tuto implementaci knihovny Newlib jsem získal tak, že jsem existující implementaci, kterou
vyvinul  tým  Lissom a  která  byla  napsána v jazyce  C++,  přepsal  do jazyka  C. Ke konverzi  do
programovacího jazyka C jsem se odhodlal z důvodu, který spočívá v tom, že kód napsaný v jazyce C
je mnohem snadnější začlenit do existujícího systému, který byl celý napsán rovněž v jazyce C. Dále
bylo  potřeba  nahradit  implementaci  funkcí,  které  slouží  k  obsluze  paměti  simulátoru,  jinou
implementací, funkcemi ze systému OVP, neboť staré funkce pro práci s pamětí byly určeny pouze
pro  potřeby  proprietárního  simulátoru,  přesněji  interpretu,  týmu  Lissom.  Během této  konverze
nastala  potřeba  mít  k  dispozici  implementaci  C++ kontejnerů  v  jazyce  C.  Požadavek  zmíněný
v předchozí  větě  se  týká  hlavně  kontejneru  map.  Tento  problém naštěstí  pomohla  vyřešit  volně
dostupná C knihovna uthash, která obsahuje implementaci asociativního pole, dostupná na webové
adrese http://sourceforge.net/projects/uthash/. Tuto knihovnu v mém řešení tvoří
pouze soubor uthash.h.
Tento soubor je umístěný v adresáři semihosting, kde se nachází i zbývající soubory, které
tvoří  Semihosting,  jinými  slovy volání  systémových  funkcí,  které  je  zapouzdřeno knihovnou
Newlib. Již dříve zmíněný hlavní soubor codasipNewlib.c obsahuje intercept pole, které
obsahuje jediný řádek, který mapuje volání funkce se jménem _codasip_syscall na callback
funkci codasipSyscallInt, která je rovněž přítomna v tomto souboru a která slouží právě jako
vstupní bod ke zbytku implementace knihovny Newlib. V této funkci je přečten obsah speciálního
registru, který slouží jako operační kód pro vstupní funkci knihovny Newlib. Podle tohoto obsahu se
již  dále  v  knihovně  předává  řízení  na  konkrétní  funkce,  které  konečně  implementují  volání
systémových funkcí.
Knihovna  Newlib je  tvořena  soubory  syscalls.c,  syscalls.h,
syscalls_iface.c a syscalls.iface.h. Soubory syscalls.c a syscalls.h obsahují
kód,  který  implementuje  vlastní  logiku  systémových  funkcí.  Soubory  syscalls_iface.c
a syscalls.iface.h slouží  jako  rozhraní  mezi  knihovnou  Newlib a  daným  simulačním
prostředím. Chci podotknout, že kromě systému OVP, jsou všechny výše uvedené soubory využívány
také  systémem  QEMU a  simulátorem týmu  Lissom.  Případné  rozdíly při  využití  těchto souborů
simulačními platformami leží pouze v souborech, které tvoří rozhraní knihovny Newlib.
Nyní  na následujícím příkladu ukáži průběh použití  techniky  Semihosting.  Uvažuji níže








První instrukce, která se v předchozím kódu bude provádět, je skoková instrukce  jal, která
provádí  předání  řízení  na  funkci  se  jménem  some_function.  Jelikož  máme  v  systému  OVP
definovanou Semihosting knihovnu, tak se nejprve provede vyhledání jména funkce, na kterou se
skáče,  v  intercept poli  dané  Semihosting knihovny.  V  našem  případě  se  jméno
some_function v intercept poli nenachází, a tak se pokračuje simulací instrukcí, které tvoří
tělo funkce some_function.
Po provedení simulace funkce some_function předpokládám, že je řízení navráceno zpět
do kódu v naší ukázce a že se bude pokračovat instrukcí, která následuje bezprostředně po zmíněné
instrukci  jal.  Další  instrukcí  je  tedy  instrukce  syscall,  která  je  překladačem  zanesena  do
zdrojového kódu programu společně s instrukcí jal _codasip_syscall. Tato instrukce provede
uložení  návratové  adresy  po  provedení  kódu  programu,  který  provádí  volání  systémové  funkce,
a oznámí  virtuálnímu  stroji,  že  v  tomto  místě  končí  simulovaný  kód,  myslím  tím  vytváření
vláknového kódu, které jsem důkladně popsal v kapitole 3.5.3. Ukládaná návratová adresa odpovídá
adrese  instrukce  nop ve  výše  uvedené  ukázce.  Při  vykonání  další  instrukce,  jal
_codasip_syscall,  dojde  opět  k  vyhledání  jména  dané  funkce  v  intercept poli
Semihosting knihovny. Nyní se již jméno vyvolané funkce v daném intercept poli nachází,
takže se pokračuje průchodem přes callback funkci codasipSyscallInt a poté prováděním
nativního kódu Newlib knihovny, namísto provádění dosavadní simulace vláknového kódu.
Pokud bych měl k dispozici pokročilou verzi  Imperas nástrojů, jedná se například o lepší
verze knihoven simulátorů související se systémem OVP, tak bych mohl použít  Semihosting na
úrovni  instrukcí.  Tuto  techniku  lehce  popíši  v  kapitole  6.3.2.  Veškerou  činnost  uvedenou
v předchozím odstavci  lze provést  pouze za pomoci  jediné instrukce  syscall,  která  by v sobě
sdružovala  funkčnost  stávající  instrukce  syscall a  zároveň  by  plně  nahrazovala  i  skokovou
instrukci jal _codasip_syscall.
Po provedení nativního kódu z knihovny Newlib se zavolá funkce codasipIntReturnCB
ze souboru codasipSemiHost.c, která provede již simulaci návratu z rutiny pomocí vláknového
kódu. Destinaci skoku tvoří adresa instrukce nop z výše uvedené ukázky kódu programu, která byla
před  provedením  kódu  systémového  volání  uložena  do  speciálního  registru  právě  instrukcí
syscall. Poté se již pokračuje standardně simulací kódu zbytku programu.
6.3.2 Další možné využití Semihostingu
V  předchozí  kapitole  jsem  se  věnoval  jedné  formě  techniky  Semihosting,  kterou  je
Semihosting volání funkcí a která je, jako jediná, přístupná v základní verzi Imperas nástrojů.
Pro možnost použití  pokročilých funkcí systému  OVP je nutné mít k dispozici pokročilé nástroje,
především výkonný simulátor Imperas. Nyní používám simulátor OVPSim, který je volně dostupný
pro nekomerční účely.
Mezi  jednu  z  pokročilých  funkcí  systému  OVP patří  technika  Semihosting provádění
instrukcí. Ve zkratce to funguje tak, že místo vykonání dané instrukce, myslím tím simulaci instrukcí
pomocí vláknového kódu, se provede nativní kód, který funguje jako substituce standardní metody
simulace. Například se z nějakého důvodu rozhodneme nahradit starý kód, který prováděl simulaci
dané instrukce. Například místo provádění instrukce nop, uvažuji prázdnou funkčnost této instrukce,
pouze implicitní inkrementaci registru IP virtuálním strojem, budu chtít vypsat hlášku, která oznámí
programátorovi na standardní výstup, že se provedla instrukce nop.
Nyní si vytvořím Semihosting knihovnu pro provádění instrukcí, podobně jako u techniky
Semihosting volání funkcí. To znamená, že v  Semihosting knihovně se bude opět nacházet
intercept pole, které bude mapovat jméno instrukce na callback funkci, která bude obsahovat
kód, který se provede místo původního provedení dané instrukce. V našem případě může callback
funkce obsahovat výpis na standardní výstup, o tom, že se právě provádí instrukce nop.
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Tento přístup lze s výhodou využít i u již přeložených modelů, jejichž zdrojový kód není volně
k dispozici.  Lze si  jen s  pomocí  znalosti  rozhraní  modelu a techniky  Semihosting provádění
instrukcí předefinovat stávající chování modelu.
V  předchozí  textu  o  Semihostingu jsem  zamlčel  jednu  důležitou  věc,  a  sice  to,  že
Semihosting umožňuje jak nahrazovat chování daného volání funkce nebo provádění instrukce,
tak  také  umožňuje  stávající  chování  rozšiřovat.  To  znamená,  že  se  nejprve  provede  chování
definované  v  modelu,  a  poté  se  vykoná  i  kód  v  daných  callback funkcích  jako  rozšíření
funkčnosti.  Rozhodnutí,  zda se stávající implementace funkce nebo instrukce v modelu nahrazuje
nebo rozšiřuje, se určí pomocí příznaku OSIA_OPAQUE na odpovídajícím řádku intercept pole.
Pokud  se  na  daném  řádku  intercept pole  příznak  OSIA_OPAQUE vyskytuje,  pak  se
implementace plně nahradí implementací dostupnou v  Semihosting knihovně, jinak se stávající
funkčnost rozšiřuje o implementaci ze Semihosting knihovny.
Na závěr bych rád poznamenal,  že  Semihosting knihovny je také možné v pokročilých
nástrojích za sebou řetězit, a tím lze poté docílit možnosti přeprodávat již jednou vytvořený model
dál,  poté jej  upravit  a zase jej předat  dál  bez nutnosti  zveřejnění,  jak původní implementace,  tak




Aktuální verze vygenerovaných virtuálních platforem  QEMU a  OVP již jsou úspěšně otestovány na
několika různých procesorových architekturách. Testování probíhalo nad částí  testovací sady  gcc
torture pro překladač jazyka C a testovací sadou perrenial CVSA, která je dostupná na webu
www.peren.com.  Tyto  testovací  sady  obsahují  dohromady  2300  testů.  V  tabulce  7.1 jsou
zachyceny  výsledky  testování.  U  systému  QEMU zde  navíc  uvádím  procentuální  počet  úspěšně
prošlých testů, neboť systém QEMU je totiž jako jediný pravidelně automatizovaně testován firmou
Codasip.
Vygenerované  systémy  QEMU a  OVP nabízí  na  architektuře  codix_risc také  některé
pokročilejší funkce virtuálních platforem, například se jedná o podporu systémových volání. Systém
OVP má pro architekturu codix_risc možnost použít externí periferie, které jsem implementoval.
Jedná se o periferie časovač, programovatelný řadič přerušení a jednoduchý DMA řadič.
Nyní již přejdu od výčtu podporovaných funkcí ke konkrétním výsledkům. Na grafu  7.1 se
nachází  výsledky  z  měření  výkonu  jednotlivých  simulátorů  nad  danými  architekturami.  Měření
probíhalo na programu  bitcnt, který byl dodán týmem  Lissom a který byl přeložen pro danou
architekturu bez optimalizací.
Všechny testovací programy byly zkompilovány pomocí generovaného překladače jazyka C
firmy  Codasip,  který  je  založený  na  technologii  LLVM.  Simulace  byla  prováděna  na  stroji
s linuxovou distribucí  Kubuntu. Tento stroj je osazen x86_64 procesorem Intel i7-3630QM




adop ano; ale pro starou verzi modelu ano; ale pro starou verzi modelu
arm7_cc ano; 87,2% testů ano
codix_risc ano; 99,9% testů ano; umí i periferie
codix_urisc ano; 98,4% testů ano
jaku ano; 99,8% testů ne, ale lze vygenerovat a přeložit
mips_simplified ano ano
mips_basic ano; 99,9% testů ano
mips ano; 96,5% testů ano
open_risc ne; harvardská architektura ne; harvardská architektura
vix částečně; 75% testů ne; není zatím podporováno
Tabulka 7.1: Podpora architektur na jednotlivých generátorech virtuálních platforem
Z  tohoto  grafu  je  patrné,  že  nejlépe  si  vede  systém  OVP následovaný  systémem  QEMU.
Simulátor  intersim2 používaný týmem  Lissom skončil  v našem testování poslední,  neboť se
jedná o interpretující simulátor a v jeho hlavním cyklu neustále dochází k opakování dekódování
a analyzování  již  jednou  zpracovaných  instrukcí.  Nicméně  musím  podotknout,  že  simulátor
intersim2, který je vyvíjen týmem Lissom, v době, kdy jsem psal tuto kapitolu, zrovna prošel
mnoha změnami.  Do budoucna se očekává, že bude mít  tento simulátor vyšší  výkonnost,  jakmile
bude tato nová verze plně odladěna. Nicméně jeho výkonnost bude stále podstatně nižší ve srovnání
s virtuálními platformami.
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Graf 7.1: Výkonnost simulátorů na programu bitcnt přeloženého bez optimalizace (O0)


































Graf 7.2: Výkonnost simulátorů na programu bitcnt přeloženého s optimalizací (O3)

































Graf 7.2 zachycuje opět výsledky z měření nad programem bitcnt. Nyní je zde však vidět
něco  zajímavého.  Systém  QEMU dosáhl  svým  výkonem  systém  OVP,  někde  jej  dokonce  mírně
předstihl.  Nejspíše  je  tomu  tak  proto,  že  systém  OVP provádí  sám  optimalizace  výsledného
přeloženého kódu. Jelikož již externí překladač produkuje optimalizovaný kód, tak se systém  OVP
snahou  o  optimalizaci  takto  sám zdržuje,  zatímco  systém  QEMU rovnou  provádí  přeložený  kód,
myslím zde kód pro provádění ve virtuálním stroji.
Na  posledním  grafu  7.3,  který  zde  uvádím,  lze  vidět  výsledky  měření  z  programu
dhrystone,  který  mimochodem  obsahuje  mnohem  více  složitějších  instrukcí  než  program
bitcnt. Opět se jedná o testovací program, který mi byl dodán týmem Lissom. Tento program
jsem přeložil se zapnutými optimalizacemi a provedl měření.
Výsledek je ohromující, protože nyní  opět se svým výkonem vede systém  OVP.  U systému
OVP jsem se totiž snažil  vygenerovat  architekturu  mips tak, aby výsledný vygenerovaný systém
běžel, co možná nejrychleji. Snažil jsem se optimalizovat generátor kódu pro systém OVP tak, aby
kód  potřebný  pro  simulaci  složitých  instrukcí  byl  co  možná  nejefektivnější.  Právě  optimalizace
simulace velmi komplexních instrukcí zde může za takový narůst výkonu.
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Graf 7.3: Výkonnost simulátorů na programu dhrystone přeloženého s optimalizací (O3)
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Výsledkem mé diplomové práce je vytvoření dvou programů, generátorů kódů pro systémy  QEMU
a OVP.  Tyto  generátory  mohou  nalézt  široké  uplatnění  při  vývoji  procesorových  architektur,  při
testování  aplikací,  které jsou vyvíjené pro určité  procesorové platformy,  nebo mohou sloužit  pro
bezpečné  hledání  škodlivého  kódu,  který  postihuje  některé  platformy.  O  poslední  jmenované
uplatnění projevila zájem například firma AVG.
Při mojí práci jsem prostudoval a následně popsal základní principy virtuálních platforem, dále
strukturu  a  činnost  jádra  virtuálních  platforem,  virtuální  stroj.  Poté  jsem  provedl  rozbor  dvou
vybraných  existujících  virtuálních  platforem,  QEMU a  OVP.  Po  prostudování  jejich  dokumentací
a zdrojových kódů, těch, které byly k volně dispozici, jsem navrhl postup, kterým budu dále řešit
zadaný úkol.
Poté jsem se v této práci věnoval implementaci, především některým z netriviálních problémů,
jakým  je  například  implementace  generátoru  dekodéru  instrukcí,  implementace  periferií  nebo
implementace simulace volání systémových funkcí.
Výsledné generátory kódu virtuálních platforem qemugen a ovpgen byly úspěšně otestovány
nad několika procesorovými architekturami a nad velmi početnou sadou jednoduchých testovacích
programů.  QEMU bylo již dokonce zařazeno do dalšího  release Codasip nástrojů a je pro něj
prováděno větší testování firmou Codasip.
Provedl  jsem  dále  srovnání  simulátoru,  který  používá  tým  Lissom,  a  obou  virtuálních
platforem z hlediska rychlosti simulace testovacích programů  bitcnt a  dhrystone. Nejlepších
výsledků  dosáhla  platforma  OVP,  za  ní  se  umístil  systém  QEMU a  posledním  byl  simulátor
intersim2 používaný  týmem  Lissom.  Obě  virtuální  platformy  dosahují  oproti  interpretu
intersim2 na většině architekturách alespoň desetinásobného zrychlení.  V případě architektury
arm7_cc jsou virtuální platformy až 1000-krát rychlejší.
Dá se předpokládat, že má práce na generátorech kódu virtuálních platforem bude pokračovat,
poněvadž  existuje  nezměrné  množství  architektur,  instrukcí  a  programů,  které  lze  simulovat.
Namátkou uvedu některé nedostatky, které se mohou dále řešit:
1. Intenzivní testování a ladění již podporovaných platforem, neboť například chyba, která se
nachází pouze v jedné instrukci dané architektury,  která se běžně překladačem nepoužívá,
může zůstávat dlouho neodhalena.
2. Podpora vlastností  dalších architektur.  Například podpora nových instrukcí  nebo podpora
harvardských architektur.
3. Zlepšení obou generátorů tak, aby produkovaly, co možná nejefektivnější kód, který provádí
simulaci instrukcí.
4. Přidat implementaci  periferií,  které jsem implementoval  v systému  OVP,  také do systému
QEMU.
5. Rozšířit systém QEMU o možnost připojení programu pro ladění, hlavně gdb.
6. Umožnit na obou virtuálních platformách běh operačního systému Linux.
Tato práce mi dala cenné znalosti z oblasti virtualizace, která je v poslední době na vzestupu.
Rovněž pracuji na týmovém projektu, který má uplatnění v praxi, což je pro mě největším přínosem.
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Příloha 1. Instrukce virtuálního stroje
V této příloze se vyskytuje seznam základních instrukcí abstraktního virtuálního stroje včetně popisu
jejich funkcionality. Rozhodl jsem se tyto operace zesumarizovat do přílohy z důvodu lepší čitelnosti
mé  práce.  Tato  množina  instrukcí  nezahrnuje  veškeré  instrukce,  které  mohou  implementovat  již
existující  virtuální  stroje.  Jedná  se  pouze  o  výčet  základních  instrukcí,  které  je  nezbytné
implementovat pro virtuální stroj, který má podporovat ukázkový jazyk.
Instrukce zajišťující vyhodnocování výrazů
add a b Sečte dvě hodnoty z vrcholu zásobníku a poté umístí na vrchol zásobníku jejich součet.
sub a b Odečte dvě hodnoty z vrcholu zásobníku a poté umístí na vrchol zásobníku jejich rozdíl.
mlt a b Vynásobí dvě hodnoty z vrcholu zásobníku a poté umístí na vrchol zásobníku jejich 
součin.
div a b podělí dvě hodnoty z vrcholu zásobníku a poté umístí na vrchol zásobníku jejich podíl.
mod a b Podělí dvě hodnoty z vrcholu zásobníku a poté umístí na vrchol zásobníku jejich 
modulo.
minus a Aplikuje na hodnotu na vrcholu zásobníku operaci unární mínus.
and a b Provede operaci logického součinu nad dvěma hodnotami na vrcholu zásobníku a 
výsledek operace umístí na vrchol zásobníku.
or a b Provede operaci logického součtu nad dvěma hodnotami na vrcholu zásobníku a  
výsledek operace umístí na vrchol zásobníku.
not a Aplikuje na hodnotu na vrcholu zásobníku operaci negace a výsledek operace umístí na 
vrchol zásobníku.
lt a b Aplikuje operaci menší než na dvě hodnoty z vrcholu zásobníku a poté umístí na 
vrchol zásobníku výsledek tohoto porovnání.
gt a b Aplikuje operaci větší než na dvě hodnoty z vrcholu zásobníku a poté umístí na 
vrchol zásobníku výsledek tohoto porovnání.
eq a b Aplikuje operaci rovná se na dvě hodnoty z vrcholu zásobníku a poté umístí na 
vrchol zásobníku výsledek tohoto porovnání.
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leq a b Aplikuje operaci menší než, rovno na dvě hodnoty z vrcholu zásobníku a poté 
umístí na vrchol zásobníku výsledek tohoto porovnání.
geq a b Aplikuje operaci větší než, rovno na dvě hodnoty z vrcholu zásobníku a poté 
umístí na vrchol zásobníku výsledek tohoto porovnání.
neq a b Aplikuje operaci nerovná se na dvě hodnoty z vrcholu zásobníku a poté umístí na 
vrchol zásobníku výsledek tohoto porovnání.
Instrukce zajišťující práci se zásobníkem
pushc n Umístí konstantu n na vrchol zásobníku.
pop Vyjme hodnotu z vrcholu zásobníku.
swap Vzájemně vymění hodnoty na dvou vrchních pozicích na zásobníku.
dup Duplikuje hodnotu na vrchol zásobníku z aktuálního vrcholu zásobníku.
Instrukce zajišťující práci s globálními proměnnými a konstantami
getglob n Umístí globální proměnnou z indexu n v oblasti globálních proměnných na vrchol 
zásobníku.
setglob n Vyjme hodnotu z vrcholu zásobníku a umístí ji na index n v oblasti globálních 
proměnných.
getlit n Umístí hodnotu  literálu z indexu n v oblasti literálů na vrchol zásobníku.
Instrukce zajišťující práci s poli
mkvec Vytvoří pole.
vref Přistoupí k prvku pole.




jeq Podmíněný skok, který se provede právě když podmínka je pravdivá.
jne Podmíněný skok, který se provede právě když podmínka je nepravdivá.
Speciální instrukce
hlt Nastaví registr halt na true a tím poté zastaví běh virtuálního stroje.
Intrukce zajišťující práci s lokálními proměnnými a parametry
getlocal n Umístí lokální proměnou z indexu n na zásobník.
setlocal n Vyjme hodnotu ze zásobníku a umístí ji jako lokální proměnou na index n.
getparam n Umístí parametr z indexu n na zásobník.
Intrukce zajišťující volání a návrat z rutin
size l p Nastaví velikost rámce, kde l je počet lokálních proměnných a p počet parametrů.
frame l p Nastaví ukazatel na rámec na nový rámec, kde l je počet lokálních proměnných a p 
počet parametrů.
call l Provede vyvolání rutiny, kde l je počet lokálních proměnných.
reti Provede návrat hodnoty typu int z funkce.
retb Provede návrat hodnoty typu boolean z funkce.
retv Provede návrat hodnoty o velikosti slova z funkce.
ret Provede návrat z procedury.
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