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LOCAL MODELS, MUSTAFIN VARIETIES AND SEMI-STABLE
RESOLUTIONS
FELIX GORA
Abstract. Our goal is to analyse singularities of integral models of Shimura varieties. One
approach is to construct local models, which model the singularities of the corresponding inte-
gral model using linear algebra dada and find resolutions with mild singularities thereof. More
precisely we will attack the question of existence of semi-stable resolutions. We will discuss
an approach developed by Genestier. In this approach a candidate for a semi-stable resolution
was given as the blow-up of a Grassmannian variety in Schubert varieties of its special fiber.
Explicit calculations show that this approach does not work in general. Using the flatness of the
local models, we describe these local models as Mustafin varieties for Grassmannian varieties.
We combine several results on the structure of Mustafin varieties for projective spaces with
the Plu¨cker embedding to construct a candidate for a semi-stable resolution of local models.
Under some additional assumptions this candidate generalises the approach suggested by Gen-
estier. Furthermore under the same assumptions the new candidate agrees with the semi-stable
resolution constructed by Go¨rtz for small dimensions.
Introduction
In the study of Shimura varieties it is of great interest to construct models over the ring of
integers O of the completion of the reflex field at a prime with finite residue characteristic p.
These models should at least be flat and ideally have mild singularities. The special case of
Shimura varieties of PEL type are moduli spaces of abelian varieties with some extra structures
(polarisation, endomorphism and level structure). For parahoric level structures candidates for
such models are constructed by Rapoport and Zink in [RZ96] by posing the moduli problem
over O.
In the attempt to analyse the occurring singularities they define so called local models. These
models are constructed as projective varieties over O and model the singularities of the integral
models. More precisely every point in the integral model has an e´tale neighbourhood isomorphic
to an e´tale neighbourhood of the corresponding local model. The advantage of local models is
that they are cut out in a product of Grassmannian varieties by equations arising from linear
algebra and hence are easier to handle. Although these models are not flat in general as pointed
out by Pappas in [Pap00], it was proven by Go¨rtz that local models in the so called linear case
and the symplectic case are flat (cf. [Go¨r01] and [Go¨r03]). Further developments of local models
for other cases and the question of their flatness can be found in [PRS13].
In the following we will focus on local models in the linear case with Iwahori level structure and
study their singularities in this case. Below we will give a precise definition of the local model
corresponding to this data.
Now let O be any complete discrete valuation ring with uniformizer pi, quotient field K
and resedueclass field κ. For this case the local model over O is constructed as follows. Fix
two natural numbers k < n. To shorten the notation we denote the set {0, . . . , n − 1} by [n].
Furthermore we fix the canonical basis {ei}i∈[n] of Kn. For i ≤ n − 1 we denote by Λi the lattice
generated by the elements pi−1e0, . . . , pi
−1ei−1, ei, . . . , en−1 and define the standard lattice chain
Γst to be
⋅ ⋅ ⋅ → Λ0 → Λ1 → ⋅ ⋅ ⋅ → Λn = pi−1Λ0 → . . .
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For an O-scheme S we write Λi,S for Λi ⊗O OS and define the S-valued points of the functorMloc to be diagrams of the form
Λ0,S // Λ1,S // . . . // Λn−1,S
pi // Λ0,S
F0?
OO
// F1?
OO
// . . . // Fn−1?
OO
// F0?
OO
where the Fi’s are locally free OS -submodules of Λi,S of rank k that are Zariski-locally direct
summands.
This functor is represented by a closed subscheme of the product∏i∈[n]Grk (Λi) of Grassmanian
varieties. We can easily identify the generic fiber MlocK with the Grassmannian Grn,rK , but the
special fiber is much more complicated.
Let us illustrate some of the behaviour in the case n = 2 and k = 1 (cf. [Hai05, Section 4.4]).
If we further assume O = Zp then Mloc models the singularities of the modular curve endowed
with Γ0(p)-level structure.
Fix a O-algebra R. To simplify the notation let us identify Λ0,R and Λ1,R with R ⊕ R. The
R-valued points Mloc(R) are now given by commutative diagrams of the form
R⊕R
⎡
⎢
⎢
⎢
⎢⎣
pi 0
0 1
⎤⎥⎥⎥⎥⎦ // R⊕R
⎡⎢⎢⎢⎢⎣
1 0
0 pi
⎤⎥⎥⎥⎥⎦ // R⊕R
F0?
OO
// F1?
OO
// F0?
OO
where Fi is an element in P1(R) for i = 1,2. Let us fix local coordinates and take a pair(F0,F1) ∈ P1(R) × P1(R). First we note that if F0 is represented by a homogeneous column
vector [x ∶ 1]t then the image [pix ∶ 1]t again represents an element in P1(R) hence has to
coincide with F1. In particular this chart of the local model can be identified with A1O. Now
let us assume that F0 is represented by a homogeneous vector of the form [1 ∶ x]t and F1 is
represented by [y ∶ 1]t. In particular we see that the pair (F0,F1) is in Mloc(R) precisely when
xy = pi. Hence this chart of the local model is isomorphic to Spec (O[x, y]/(xy − pi)). Gluing the
charts lets us identifyMloc with the blow-up of P1O in the origin of the special fiber. In particular
the special fiberMlocκ is consists of two projective lines P1κ intersecting transversally in one point.
Generalising the type of singularities of the example above leads to the notion of semi-stability
defined below. More detailed discussions of this definition can be found for example in [dJ96]
or [Har01].
Definition. For a complete discrete valuation ring O with uniformizer pi we call an O-variety
X semi-stable if e´tale locally X is of the form
Spec(O[x0, . . . , xr]/(∏
i≤m
xi − pi))
for some r and m.
As a generalisation of the example above it is well known that the local models Mloc in the
so called Drinfeld case (cf. [RZ96]), i.e for k = 1 and n arbitrary, are semi-stable (see [RZ96,
Section 3.69] cf. also [Fal01] or [Mus78]). In [Fal01] Faltings also constructs toroidal resolutions
for k = 2.
We can also define a symplectic version of the local model cf. [Gen00]. This version is obtained
by imposing a certain self-duality condition in the moduli description above. In loc. cit. a
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semi-stable resolution of the local model in the symplectic case for n ≤ 6 was constructed. It was
also suggested in loc. cit. remark 3 at the end of section 2 that a similar construction produces
a semi-stable resolution G →Mloc in the linear case. Let us explain this construction for the
linear rather than the symplectic case.
Set G0 ∶= Grk (Λ0) and inductively for 1 ≤ i < (n − k)k define Gi to be the blow-up of Gi−1 in the
union of the strict transforms of the Schubert varieties of dimension i − 1 in the special fiber of
Grk (Λ0). The last blow-up G(n−k)k−1 will be denoted by G.
A semi-stable resolution G̃ →Mloc for n ≤ 5 at least for an open neighbourhood of the ”most
singular point” was given in [Go¨r04]. Other cases of local models and their resolutions were
studied in [Ric13], [Kra¨03] and [PR05].
Starting with the observation that the candidate G in [Gen00] does not factor through Mloc
for n = 5 and k = 2, our goal is to construct a candidate for a semi-stable resolution for arbitrary
n and k. Therefore we consider the strict transform S of the projection Mloc → Grk (Λ0) under
the blow-up G → Grk (Λ0). For this strict transform we can show the following theorem:
Theorem. For n = 5 and k = 2 the blow-up S is a semi-stable resolution of Mloc. By passing
to a neighbourhood of the worst singularity of Mloc one recovers the local semi-stable resolution
defined in [Go¨r04].
If G → Grk (Λ0) factors through Mloc, the projection S → G is an isomorphism. We thus have
shown, that S is a better candidate for a semi-stable resolution.
But since it is hard to show the semi-stability of S (cf. [Go¨r04]), we will adapt the idea of
blowing up Grk (Λ0) and construct a candidate M for a semi-stable resolution as a blow-upM → Grk (Λ0) but with slightly different centers. The advantage of this approach is, that
in some cases we might be able to use Lemma 1.22 by [Gen00] showing that semi-stability is
preserved under blow-ups provided that the centers of the blow-ups are sufficiently nice.
In contrast to loc. cit. we will use the language of Mustafin varieties and the recent results
on their behaviour (cf. [CHSW11], [AL17]). Since Mloc is flat (see [Go¨r01]), we can identify it
with the closure of the generic fiber embedded into ∏Λi∈Γst Grk (Λi), which is by definition the
Mustafin variety MGrk (Γst). The main idea for the construction of M is to use the Plu¨cker
embedding Grk (Λ0)→ P(⋀k Λ0) and a compatible embedding of Mloc into the Mustafin varietyMP (⋀k Γst) where ⋀k Γst denotes the set {⋀k Λi∣Λi ∈ Γst}. We expect that these two Mustafin
varieties have the same number of irreducible components of their special fibers. In this case we
describe an explicit bijection of the sets of irreducible components in Conjecture 2.1 (see Section
2.2 for a more detailed discussion). We prove Conjecture 2.1 for k ≤ 2 and n arbitrary and we
also check the cases n ≤ 7 and k arbitrary by computer. It would be interesting to study whether
the restiction k ≤ 2 in [Fal01] is related to a similar statement. Assuming the conjecture, we can
show the following behaviour of the embedding MGrk (Γst)→MP (⋀k Γst).
Proposition. Assume Conjecture 2.1. Then we have a bijection
{C∣C irr. component of MP ( k⋀Γst)
κ
}Ð→ {C ∣C irr. component of MGrk (Γst)κ}
C z→ C ∩MGrk (Γst)κ
between the sets of irreducible components of the special fibres.
We will prove that a Mustafin variety MP (Γ) is semi-stable if Γ is convex (cf. [Fal01]).
In particular if we denote by ⋀k Γst the convex closure of ⋀k Γst, then MP (⋀k Γst) is a semi-
stable resolution of MP (⋀k Γst). Moreover MP (⋀k Γst) is given by a sequence of blow-ups
MP (⋀k Γst) → P(⋀k Λ0) (cf. [Fal01]). The candidate M is now defined as the strict transform
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M→ Grk (Λ0) of the Plu¨cker embedding Grk (Λ0) ⊆ P(⋀k Λ0) under this sequence of blow-ups.
Although we are not able to show the semi-stability of M, we can still show the theorem below
under some technical conditions. Let us denote by Spl the blow-up of MP (⋀k Γst) constructed
similarly to the blow-up S →MGrk (Γst) (see Section 3 for a more detailed discussion).
Proposition. Assume Conjecture 2.1 and that S is semi-stable. Then S and M coincide in
both of the following cases:
(i) Spl is semi-stable
(ii) for every irreducible component C of Splκ the intersection C ∩S is a union of irreducible
components
We should also remark that it is not hard to show that for n ≤ 4 all the candidates M, S andG are isomorphic and give semi-stable resolutions of Mloc.
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1. Mustafin Varieties
In this chapter we will start by defining Mustafin varieties MGrk (Γ) for two natural numbers
n and k and a finite set Γ of homothety classes of lattices in Kn. These schemes first appeared
in [Mum72, Chapter 2] for k = 1 and n arbitrary and were studied later by Mustafin in [Mus78,
Chapter 2]. The name Mustafin variety was introduced in [CHSW11, Definition 1.1.] and
generalised to n and k arbitrary (and even arbitrary flag types) in [Ha¨b14, Definition 2.1]. Once
we have defined Mustafin varieties the flatness of the local model Mloc immediately identifies
the local model with the Mustafin variety MGrk (Γst) for the standard lattice chain.
In the second part of this chapter we will follow [Fal01] and describe Mustafin varieties MP (Γ)
for a convex set of lattice classes by blow-ups of P(Λ) for any class [Λ] in Γ and show their
semi-stability.
1.1. The local model as a Mustafin Variety. The definition of Mustafin varieties is based
on the rather classical construction of the join of two schemes. The definition can be found for
example in [Mum72, Chapter 2] or [Ha¨b11, Definition 2.1].
Definition 1.1. For two reduced and separated O-schemes X1 and X2 with identical generic
fiber X1,K =X2,K the join X1⋁X2 is defined as the scheme theoretic closure of the generic fiber
X1,K =X2,K diagonally embedded in X1 ×O X2.
Definition 1.2. Let Γ be a finite set of homothety classes of O-lattices in Kn for a fixed n ∈ N
and Γrep be a set of representatives. For a lattice Λ ∈ Γrep and a fixed k ∈ [n] the inclusion
Λ ⊆ Kn identifies Λ⊗O K ≅ Kn and hence the generic fiber of Grk (Λ) is naturally isomorphic to
Grk (Kn). The Mustafin variety is now defined as the join MGrk (Γ) ∶= ⋁Λ∈Γrep Grk (Λ) over O.
Remark 1.3. For two representatives Λ and pimΛ of the same homothety class we get a canonical
isomorphism Grk (Λ) ≅ Grk (pimΛ) and hence up to canonical isomorphism the definition is
independent of the choice of representatives.
Remark 1.4. Using the flatness of the local model Mloc, shown in [Go¨r01], and the embeddingMloc ⊆ ∏[Λ]∈Γst Grk (Λ) we observe that the local model agrees with the closure of its generic
fiber. Hence the local model coincides with the Mustafin variety MGrk (Γst).
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Definition 1.5. For a finite set Γ of O-lattice classes in Kn and a subset Γ′ ⊆ Γ the projection
∏[Λ]∈ΓGrk (Λ) →∏[Λ]∈Γ′ Grk (Λ) induces a projection MGrk (Γ) →MGrk (Γ′) which we denote
by prΓ,Γ′ . For the case Γ
′ = {[Λ]} we will also write prΛ for prΓ,Γ′ whenever Γ is clear from the
context.
These projections will play an important role in the following so let us collect some of their
properties.
Lemma 1.6. [Ha¨b14, Lemma 3.1] For finite sets of lattice classes Γ′ ⊆ Γ and an irreducible
component C ′ of MGrk (Γ′)κ there is a unique irreducible component C of MGrk (Γ)κ such that
prΓ,Γ′(C) = C ′. Furthermore the map prΓ,Γ′ ∣C ∶C → C ′ is birational.
Definition 1.7. A finite set Γ of O-lattice classes in Kn is called convex if for any two classes[Λ], [Λ′] ∈ Γ and any representatives Λ and Λ′ the class of the intersection Λ ∩Λ′ is again in Γ.
For an arbitrary finite set of O-lattice classes Γ the intersection of all convex sets containing Γ
is called the convex closure and is denoted by Γ.
Remark 1.8. This notion of convexity plays an important role for example in [Fal01]. In [JSY07] a
reformulation relating it to the notion of tropical convexity was given. This reformulation is based
on the identification of an apartment of the Bruhat-Tits building with the points Zn/Z(1, . . . . ,1)
of the tropical projective torus Rn/R(1, . . . . ,1) (see for example [CHSW11, Chapter 4]).
In [CHSW11, Chapter 2] also the relation to the more intrinsic notion of metrical convexity is
discussed. We call Γ metrically convex if for [Λ] and [Λ′] in Γ all geodesics for the graph metric
of the Bruhat-Tits building are contained in Γ, i.e. any [Λ′′] with
dist([Λ], [Λ′′]) + dist([Λ′′], [Λ′]) = dist([Λ], [Λ′])
is contained in Γ. Since this equality is satisfied for [Λ′′] with Λ′′ = pinΛ ∩ pin′Λ′ we see that
metrical convexity implies convexity in the sense of Definition 1.7.
Definition 1.9. We call two distinct lattices classes [Λ] and [Λ′] neighbours and denote this
by [Λ] ∼ [Λ′] if {[Λ], [Λ′]} is convex. This is equivalent to the existence of two representatives
Λ and Λ′ with piΛ ⊆ Λ′ ⊆ Λ.
Remark 1.10. In general it is hard to compute the convex closure for a finite set Γ. But for
two lattices classes [Λ] and [Λ′] the convex closure {[Λ], [Λ′]} can be described in the following
way. Fix a representative Λ for [Λ] and let Λ′ be the representative of [Λ′] minimal with Λ ⊆ Λ′.
Then this description gives us a chain of neighbouring classes
[Λ] = [Λ ∩Λ′] ∼ [pi1Λ ∩Λ′] ∼ ⋅ ⋅ ⋅ ∼ [pikΛ ∩Λ′] = [Λ′]
for k minimal with [pikΛ∩Λ′] = [Λ′]. The classes [piiΛ∩Λ′] = [Λ′] and [pikΛ∩Λ′] = [Λ′] for i < j
in [k + 1] are neighbours if and only if i + 1 = j. We obtain that the convex closure {[Λ], [Λ′]}
is {[piiΛ ∩Λ′]∣i ∈ Z}.
To indicate the importance of convexity let us cite the following lemma.
Lemma 1.11. [CHSW11, Lemma 5.8] For a finite convex set of lattice classes Γ and an irre-
ducible component C of MP (Γ)κ there exists a unique class [Λ] in Γ such that C is the unique
irreducible component mapping birationally to P(Λ)κ. In particular the number of irreducible
components of MP (Γ)κ coincides with the number of lattice classes in Γ.
1.2. Mustafin varieties as blow-ups. In this section we focus on the much better understood
case of Mustafin varieties of projective spaces. We will prove in Proposition 1.23 that for a
convex set of lattice classes Γ the Mustafin variety MP (Γ) is semi-stable. This was first proven
by Mustafin in [Mus78, Proposition 2.1] for the case that Γ forms a simplex and generalised
by Faltings in [Fal01, Chapter 5] to the convex case. For the proof Faltings uses the moduli
description of MP (Γ) and then easily reduces to the case of a simplex.
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In contrast to this approach we will analyse the description of MP (Γ) as a sequence of blow-ups
(cf. [Fal01, proof of Lemma 5]) and will reprove with Proposition 1.20 that for any Λ in Γ the
Mustafin variety is obtained by a sequence of blow-ups starting with P(Λ) in smooth centers.
Using [Gen00, Lemma 3.2.1] saying that blow-ups preserve semi-stability under some hypothesis,
we are able to reprove the semi-stability of MP (Γ) for convex sets of lattice classes in this way.
Before we prove the claims above, we will start with some technical preparations.
Lemma 1.12. [Mus78, Lemma in Chapter 2] Let X be an integral noetherian regular scheme
with smooth subschemes Y1, Y2 ⊂ X such that Y1 ⊆ Y2 or Y1 ∩ Y2 = ∅, then we can identify the
blow-ups BLY s
2
(BLY1 (X)) and BLY tot1 (BLY2 (X)). Moreover the blow-ups coincide with the join
BLY1 (X)⋁BLY2 (X) together with the projections pr1 and pr2 to its factors. The situation is
summarised in the following commutative diagram:
BLY s
2
(BLY1 (X))
prY s
2

BLY1 (X)⋁BLY2 (X)
pr1
uu❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥ pr2
**❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
BLY tot
1
(BLY2 (X))
pr
Y tot
1

BLY1 (X)
prY1
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯
BLY2 (X)
prY2
tt✐✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐
X
Let Γ be a finite convex set of O-lattice classes in Kn and [Λ] ∈ Γ such that Γ ∖ {[Λ]} is
still convex. The projection prΓ∖{[Λ]},Γ will turn out to be a blow-up. First we define a closed
subscheme ZΓ,Λ ⊆MP (Γ ∖ {Λ}) that will turn out to be the center of the blow-up.
Fix a representative Λ for the homothety class [Λ] and for every lattice class [Λ′] ∈ Γ ∖ {[Λ]}
take the unique representatives Λ′ such that Λ′ ⊆ Λ ⊉ pi−1Λ′. Define a closed subscheme ZΛ′⊆Λ of
P(Λ′)κ endowed with the reduced scheme structure as the complement of the open subscheme
where the induced birational map P(Λ′) ⇢ P(Λ) is defined. This closed subscheme can be
identified with P(VΛ′⊆Λ) ⊆ P(Λ′)κ for the module VΛ′⊆Λ defined as the kernel of the map Λ′κ → Λκ
induced by the inclusion. We obtain the following commutative diagram:
pr−1Λ′ (ZΛ′⊆Λ)

//MP (Γ ∖ {[Λ]})
prΛ′

ZΛ′⊆Λ // P(Λ′)
Now we take all the inverse images pr−1Λ′ (ZΛ′⊆Λ) under the natural projections and define
ZΓ,Λ ∶= ⋂
[Λ′]∈Γ∖{[Λ]}
pr−1Λ′ (ZΛ′⊆Λ) ⊆MP (Γ ∖ {[Λ]}) .
Lemma 1.13. Let Γ be a finite convex set of O-lattice classes in Kn and [Λ] in Γ such that
Γ∖ {[Λ]} is convex. Then we can find for every [Λ′] ∈ Γ∖ {[Λ]} a neighbour [Λ′′] ∈ Γ∖ {[Λ]} of[Λ] such that pr−1Λ′′(ZΛ′′⊆Λ) ⊆ pr−1Λ′ (ZΛ′⊆Λ). Therefore we get
ZΓ,Λ = ⋂
[Λ′]∈Γ∖{[Λ]}
[Λ′]∼[Λ]
pr−1Λ′ (ZΛ′⊆Λ) ⊆MP (Γ ∖ {[Λ]}) ,
where [Λ′] ∼ [Λ] denotes the neighbouring relation defined above.
Proof. Fix [Λ′] ∈ Γ ∖ {[Λ]}. In Remark 1.10 we have explicitly calculated the convex set
{[Λ′], [Λ]} to be {[Λ′] = [Λ0], [Λ1], . . . , [Λk] = [Λ]} where in particular [Λi] is a neighbour of[Λi+1] for i ≤ k − 1. Since Γ is convex the closure above is contained in Γ. Now we fix a repre-
sentative Λ′ and take the representatives for [Λi] such that Λi ⊇ Λ′ ⊈ piΛi for 0 < i ≤ k. We claim
that for these representatives we have the inclusions
Λ′ = Λ0 ⊆ Λ1 ⊆ ⋅ ⋅ ⋅ ⊆ Λk.
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We prove this claim by induction. Since the case k = 1 is trivial let us assume we have the
inclusions above for k − 1. Now take the representative for [Λk] such that Λk ⊇ Λk−1 ⊇ piΛk. We
want to see that this representative has the property Λk ⊇ Λ
′ ⊈ piΛk. If we assume that piΛk ⊇ Λ
′,
the sequence
[Λ′] = [Λ0 ∩ piΛk], [Λ1 ∩ piΛk], . . . , [Λk−2 ∩ piΛk], [Λk−1 ∩ piΛk] = [Λ]
is a path of smaller length contradicting the minimality. Hence the claim is proven.
Now the inclusion Λ′ ⊆ Λ factors through the representative Λk−1 of a neighbour of [Λ] and
therefore VΛ′⊆Λ is contained in VΛ′⊆Λk . The inclusion induces the following commutative diagram
MP (Γ ∖ {[Λ]})
prΛ′
vv❧❧❧
❧❧
❧❧
❧❧
❧❧
❧❧ prΛk
((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
P(Λ′) ∖ZΛ⊆Λ′
((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
// P(Λk) ∖ZΛ⊆Λk
vv❧❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧
P(Λ)
and therefore we get pr−1Λk(ZΛ⊆Λk)c ⊆ pr−1Λ′ (ZΛ⊆Λ′)c. Taking complements and applying prΛk we
get prΛk(pr−1Λ′ (ZΛ′⊆Λ)) ⊆ ZΛk⊆Λ and hence the desired result. 
Lemma 1.14. Fix three different lattice classes [Λ], [Λ′] and [Λ′′], such that any two of them
are neighbours, then Z{[Λ],[Λ′],[Λ′′]},Λ is either pr
−1
Λ′ (ZΛ′⊆Λ) or pr−1Λ′′(ZΛ′′⊆Λ).
Proof. Fix a representative Λ for [Λ] and take representatives Λ′ and Λ′′ for the classes [Λ′] and[Λ′′] such that piΛ ⊆ Λ′ ⊆ Λ and piΛ ⊆ Λ′′ ⊆ Λ. Assume without loss of generality that Λ′ ⊆ Λ′′
and hence VΛ′⊆Λ′′ ⊆ VΛ′⊆Λ. The inclusions induce the diagram
MP (Λ′,Λ′′)
prΛ′
vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠
prΛ′′
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
P(Λ′) ∖ZΛ′⊆Λ
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
// P(Λ′′) ∖ZΛ′′⊆Λ
vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
P(Λ)
and we get pr−1Λ′ (ZΛ′⊆Λ) ⊆ pr−1Λ′′(ZΛ′′⊆Λ). In particular the intersection
Z{[Λ],[Λ′],[Λ′′]},Λ = pr
−1
Λ′′(ZΛ′′⊆Λ) ∩ pr−1Λ′ (ZΛ′⊆Λ)
is simply pr−1Λ′ (ZΛ′⊆Λ). 
Lemma 1.15. Fix a convex set of lattice classes Γ and two classes [Λ], [Λ′] ∈ Γ such that
Γ ∖ {[Λ]} and Γ ∖ {[Λ′]} are still convex. If the set {[Λ], [Λ′]} is convex, then one of the two
subvarieties ZΓ∖{[Λ]},Λ′ and ZΓ∖{[Λ′]},Λ is contained in the other. In the case that {[Λ], [Λ′]} is
not convex the two subvarieties ZΓ∖{[Λ]},Λ′ and ZΓ∖{[Λ′]},Λ are disjoint.
Proof. First we start with the case where {[Λ], [Λ′]} is convex. Fix [Λ̃] ∈ Γ ∖ {[Λ], [Λ′]} and
choose representatives such that Λ̃ ⊆ Λ,Λ′ ⊉ pi−1Λ̃. Since {[Λ], [Λ′]} is convex, Λ∩Λ′ is either Λ
or Λ′. Let us assume Λ∩Λ′ = Λ, then we get ZΛ̃⊆Λ = ZΛ̃⊆Λ∩Λ′ ⊆ ZΛ̃⊆Λ′ and since [Λ̃] was arbitrary
we get the inclusion ZΓ∖{[Λ′]},Λ ⊆ ZΓ∖{[Λ]},Λ′ .
Now let us assume {[Λ], [Λ′]} is not convex then since Γ is convex we can choose representatives
such that [Λ ∩Λ′] ∈ Γ ∖ {[Λ], [Λ′]}. Now we compute
ZΓ∖{[Λ]},Λ′ ∩ZΓ∖{[Λ′]},Λ = ⋂
[Λ̃]∈Γ∖{[Λ],[Λ′]}
pr−1
Λ̃
(Z
Λ̃⊆Λ ∩ZΛ̃⊆Λ′) ⊆ pr−1Λ∩Λ′ (ZΛ∩Λ′⊆Λ ∩ZΛ∩Λ′⊆Λ′) ,
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but since we have ZΛ∩Λ′⊆Λ ∩ZΛ∩Λ′⊆Λ′ = ∅ we are done. 
Next we want to prove the claims of the beginning of this section by induction. Therefore
we first we need to cite the following proposition by Mustafin for the induction start and the
lemma below by Faltings to prove the induction step.
Proposition 1.16. [Mus78, Proposition 2.1] For two neighbouring lattice classes [Λ] and [Λ′]
the projection prΛ∶MP ({[Λ], [Λ′]})→ P(Λ) is the blow-up in the smooth center Z{Λ,Λ′},Λ.
Lemma 1.17. [Fal01, proof of Lemma 5] Fix a finite set Γ of classes of O-lattices in Kn with
at least two elements. For every [Λ] ∈ Γ there is a lattice class [Λ′] ∈ Γ different from [Λ] such
that Γ ∖ {[Λ′]} remains convex. In particular we can find [Λ], [Λ′] ∈ Γ such that Γ ∖ {[Λ]} and
Γ ∖ {[Λ′]} and hence also Γ ∖ {[Λ], [Λ′]} remains convex.
Remark 1.18. For every convex set of lattice classes Γ there is a unique minimal subset Γgen ⊆ Γ
such that the convex closure Γgen is Γ, cf. [MS15, Proposition 5.2.17.]. In particular for [Λ] ∈ Γgen
also Γ ∖ {[Λ]} has to be convex and hence Γgen = {[Λ] ∈ Γ∣Γ ∖ {[Λ]} is convex}.
Lemma 1.19. Let Γ be a finite convex set of O-lattice classes in Kn with at least two elements
and [Λ] in Γ such that Γ∖{[Λ]} is still convex. Then we can describe the map prΓ,Λ by the blow-
up BLZΓ,Λ (MP (Γ ∖ {[Λ]})) in the smooth center ZΓ,Λ. Furthermore for every [Λ′] in Γ∖{[Λ]}
such that Γ ∖ {[Λ′]} remains convex and Γ ∖ {[Λ], [Λ′]} is not empty the center ZΓ,Λ is
(1) the total transform Ztot
Γ∖{[Λ′]},Λ if ZΓ∖{[Λ′]},Λ ⊆ ZΓ∖{[Λ]},Λ′
(2) the strict transform Zs
Γ∖{[Λ′]},Λ if ZΓ∖{[Λ]},Λ′ ⊆ ZΓ∖{[Λ′]},Λ
(3) the strict or total tramsform Zs
Γ∖{[Λ′]},Λ = Z
tot
Γ∖{[Λ′]},Λ if ZΓ∖{[Λ′]},Λ ∩ZΓ∖{[Λ]},Λ′ = ∅
of the blow-up MP (Γ ∖ {Λ}) →MP (Γ ∖ {Λ,Λ′}).
Proof. We prove the statement by induction on the number of lattices in Γ. The base case
Γ = {[Λ1], [Λ2]} for the induction was shown in Proposition 1.16.
Now for ♯Γ ≥ 3 fix two lattices [Λ], [Λ′] ∈ Γ such that Γ ∖ {[Λ]} and Γ ∖ {[Λ′]} are still
convex. By hypothesis we know that the maps MP (Γ ∖ {[Λ]}) → MP (Γ ∖ {[Λ], [Λ′]}) andMP (Γ ∖ {[Λ′]}) →MP (Γ ∖ {[Λ], [Λ′]}) are blow-ups in the center ZΓ∖{[Λ]},Λ′ and ZΓ∖{[Λ′]},Λ
respectively. To indicate this we denote the map prΓ∖{[Λ]},Γ∖{[Λ],[Λ′]} by prZΓ∖{[Λ]},Λ′ and simi-
larly we write prZΓ∖{[Λ′]},Λ for prΓ∖{[Λ]},Γ∖{[Λ],[Λ′]}.
From Lemma 1.15 we know that in the case where ZΓ∖{[Λ]},Λ′ and ZΓ∖{[Λ′]},Λ are not disjoint
one has to be contained in the other and we can prove the statement for every case separately.
We will first prove Case (1) and then deduce Case (2). The remaining Case (3) is proven analo-
gously. We begin by proving the second part of the lemma i.e. that ZΓ,Λ is the total transform
of ZΓ∖{[Λ′]},Λ under the blow-up prZΓ∖{[Λ]},Λ′ . We compute
ZtotΓ∖{[Λ′]},Λ = pr
−1
ZΓ∖{[Λ]},Λ′
(ZΓ∖{[Λ′]},Λ) = ⋂
[Λ̃]∈Γ∖{[Λ],[Λ′]}
pr−1
Λ̃
(ZΛ̃⊆Λ) ⊇ ⋂
[Λ̃]∈Γ∖{[Λ]}
pr−1
Λ̃
(ZΛ̃⊆Λ) = ZΓ,Λ
and we have equality since by the assumption of case (1) we have the inclusion
ZtotΓ∖{[Λ′]},Λ = pr
−1
ZΓ∖{[Λ]},Λ′
(ZΓ∖{[Λ′]},Λ) ⊆ pr−1ZΓ∖{[Λ′]},Λ(ZΓ∖{[Λ]},Λ) ⊆ prΛ′(ZΛ⊆Λ′).
We just have proven that the center ZΓ,Λ is the total transform Z
tot
Γ∖{[Λ′]},Λ. To finish the proof
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we need to do some identifications summarised in the following diagram:
BLZtot
Γ∖{[Λ′]},Λ
(MP (Γ ∖ {[Λ]}))

❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
BLZs
Γ∖{[Λ]},Λ′
(MP (Γ ∖ {[Λ′]}))

MP (Γ ∖ {[Λ]})⋁MP (Γ ∖ {[Λ′]})
✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
MP (Γ)
tt❤❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
**❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱
MP (Γ ∖ {[Λ]})
prZ
Γ∖{[Λ]},Λ′ **❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
MP (Γ ∖ {[Λ′]})
prZ
Γ∖{[Λ′]},Λtt❤❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤
MP (Γ ∖ {[Λ], [Λ′]})
With Lemma 1.12 we then can identify the two blow-ups BLZtot
Γ∖{[Λ′]},Λ
(MP (Γ ∖ {[Λ]})) and
BLZs
Γ∖{[Λ]},Λ′
(MP (Γ ∖ {[Λ′]})) with the join MP (Γ ∖ {[Λ]})⋁MP (Γ ∖ {[Λ′]}) which we iden-
tify with MP (Γ) using the universal properties of the join construction.
Now the second case where ZΓ∖{[Λ′]},Λ ⊆ ZΓ∖{[Λ]},Λ′ follows easily from the identification in the
diagram above by interchanging the roles of Λ and Λ′.
By hypothesis the centers ZΓ∖{[Λ]},Λ′ and ZΓ∖{[Λ′]},Λ are smooth. Hence in the cases (1) and (3)
the center ZΓ,Λ = Z
tot
Γ∖{[Λ′]},Λ is clearly smooth and in case (2) the center ZΓ,Λ = Z
s
Γ∖{[Λ′]},Λ is a
blow-up of a smooth scheme over a field in a smooth center and in particular it is smooth.

Proposition 1.20. [Fal01, proof of Lemma 5] Let Γ be a finite convex set of O-lattices in Kn
and Λ representing a class in Γ. Then the Mustafin variety MP (Γ) is a successive blow-up of
P(Λ) in smooth centers.
Proof. Proving the statement by induction on the number of classes in Γ, we can assume the
statement is true for a convex set of lattice classes Γ with i elements. Now for a convex set of
lattice classes Γ with i + 1 elements and a class [Λ] in Γ we use Lemma 1.17 to find a lattice
class [Λ′] ≠ [Λ] such that Γ ∖ {[Λ′]} is still convex. Now we are done since MP (Γ ∖ {[Λ′]})
is obtained by a sequence of blow-ups of P(Λ) in smooth centers by assumption and the mapMP (Γ)→MP (Γ ∖ {[Λ′]}) is a blow-up in a smooth center by Lemma 1.19. 
Remark 1.21. For two classes [Λ] and [Λ′] in a convex set Γ, the two irreducible components CΛ
and CΛ′ of MP (Γ)κ are the exceptional divisors of the blow-ups prZΓ,Λ and prZΓ,Λ′ respectively.
Using Lemma 1.15 it is easy to see, that CΛ and CΛ′ are disjoint if [Λ] and [Λ′] are not
neighbours. Also the converse is true and a proof can be found in [CHSW11, Theorem 2.10].
We are now prepared to use the description of Mustafin varieties as a sequence of blow-ups
and the following lemma on semi-stability under blow-ups to get a new proof of the semi-stability
of MP (Γ) for Γ convex (cf. [Fal01, Chapter 5]).
Lemma 1.22. [Gen00, Lemma 3.2.1] Let X be semi-stable O-scheme and Y ⊆ Xκ a closed
subscheme of the special fiber. Suppose Y is smooth over κ and the intersection Y ∩Xsingκ is a
simple normal crossing divisor on Y . Then the blow-up BlY (X) is semi-stable.
Proposition 1.23. For a finite convex set Γ of O-lattices in Kn the Mustafin variety MP (Γ)
is semi-stable.
Proof. Fix a class [Λ] in Γ. We will prove by induction on the number of elements of Γ
that the center ZΓ,Λ in MP (Γ ∖ {[Λ]}) satisfies the conditions of Lemma 1.22 and hence
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MP (Γ) is semi-stable. Since we already know that ZΓ,Λ is smooth, we are left to show that
ZΓ,Λ ∩MP (Γ ∖ {[Λ]})singκ is a simple normal crossing divisor on ZΓ,Λ.
Assume that we can find a class [Λ′] different from [Λ] such that Γ ∖ {[Λ′]} is still convex
and [Λ′] is not a neighbour of [Λ]. Then ZΓ∖{[Λ]},Λ′ and ZΓ∖{[Λ′]},Λ are disjoint and hence the
blow-upMP (Γ ∖ {[Λ]}) →MP (Γ ∖ {[Λ], [Λ′]}) restricts to an isomorphism in a neighbourhood
of ZΓ,Λ ≅ ZΓ∖{[Λ′]},Λ and the statement follows directly from the induction hypothesis.
Now take any [Λ′] different from [Λ] such that Γ ∖ {[Λ′]} is still convex. Using the previous
step we can assume that [Λ] and [Λ′] are neighbours. Then we know by Lemma 1.19 that
one of ZΓ∖{[Λ′]},Λ and ZΓ∖{[Λ]},Λ′ contains the other. Let us assume that we are in the situa-
tion ZΓ∖{[Λ]},Λ′ ⊆ ZΓ∖{[Λ′]},Λ. The other case is proven analogously. In particular by Case (2) of
Lemma 1.19 this implies that ZΓ,Λ is the strict transform of ZΓ∖{[Λ′]},Λ. By induction hypothesis
we know that we can choose an e´tale local presentation for MP (Γ ∖ {[Λ]}) of the form
O[x0, . . . , xm]/(∏
i≤r
xi − pi) .
Again by induction hypothesis we know that both ZΓ∖{[Λ′]},Λ ∩MP (Γ ∖ {[Λ], [Λ′]})singκ and
ZΓ∖{[Λ]},Λ′ ∩ MP (Γ ∖ {[Λ], [Λ′]})singκ are simple normal crossing divisors on ZΓ∖{[Λ′]},Λ and
ZΓ∖{[Λ]},Λ′ respectively. In particular as shown in [Gen00, proof of Lemma 3.2.1] we choose an
e´tale local presentation such that ZΓ∖{[Λ]′},Λ is of the form V (xr, . . . , xm1) and
ZΓ∖{[Λ]},Λ′ = V (xr, . . . , xm2) for some m1 ≤ m2 ≤ m. Now the strict transform ZΓ,Λ is cut
out by the equations V (Xr, . . . ,Xm1) in the Gm-quotient of
V (Xr, . . . ,Xm2)c ⊆ Spec(O[λ,x1, . . . , xr−1,Xr, . . . Xm2 , xm2+1, . . . , xm]/(( ∏
i≤r−1
xi)Xrλ − pi))
describing the blow-up. The intersection of ZΓ,Λ with the singular locus is now cut out of ZΓ,Λ
by the product of the regular sequence x1, . . . , xr−1, λ. This clearly defines a simple normal
crossing divisor before taking the Gm-quotient. But x1, . . . , xr−1, λ also define regular sequences
in the charts of the Gm-quotient and hence ZΓ,Λ∩MP (Γ ∖ {[Λ]})singκ is a simple normal crossing
divisor on ZΓ,Λ.
In summary ZΓ,Λ again satisfies the condition of Lemma 1.22. 
To end this section let us prove a useful lemma on the behaviour of irreducible components
under the blow-ups of Lemma 1.19.
Lemma 1.24. Fix a convex set of lattice classes Γ and a lattice Λ in Γ such that Γ ∖ {[Λ]} is
again convex. For the projection pr∶MP (Γ) →MP (Γ ∖ {[Λ]}) the inverse image pr−1(pr(C))
of the image of an irreducible component C of MP (Γ)κ is a union of irreducible components.
Proof. From Lemma 1.11 we get for every class [Λ′] in Γ a unique irreducible component CΛ′ ofMP (Γ)κ surjecting to P(Λ′)κ under the natural projection. Note that for an irreducible compo-
nent C ′ ofMP (Γ ∖ {[Λ]})κ the strict transform under the blow-up pr∶MP (Γ)→MP (Γ ∖ {[Λ]})
is again an irreducible component. Hence the irreducible component CΛ of MP (Γ)κ coincides
with the exceptional divisor of pr.
Let us prove the statement by induction on the number of elements in Γ. Fix [Λ′] in Γ different
from [Λ]. If the classes [Λ] and [Λ′] are not neighbours, then CΛ and CΛ′ are disjoint by Remark
1.21 and hence pr(CΛ′) is disjoint to the center of the blow-up pr. In particular pr−1(pr(CΛ′))
is CΛ′ .
Let us assume from now on that [Λ] and [Λ′] are neighbours. Assume there is a class [Λ′′]
in Γ not neighbouring [Λ′] and such that Γ ∖ {[Λ′′]} is still convex. We fix notation as in the
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following diagram
MP (Γ)
prΛ′′
**❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
prΛ
uu❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
MP (Γ ∖ {[Λ]})
prΛ,Λ′′ ))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
MP (Γ ∖ {[Λ′′]})
prΛ′′,Λuu❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥
MP (Γ ∖ {[Λ], [Λ′′]})
The blow-up prΛ,Λ′′ restricts to an isomorphism on prΛ(CΛ′) and similarly prΛ′′ restricts to
an isomorphism on CΛ′ . Now the image prΛ′′(CΛ′) is again an irreducible component and by
induction hypothesis we know that pr−1Λ′′,Λ(prΛ′′,Λ ○prΛ′′(CΛ′)) is either prΛ′′(CΛ′)∪prΛ′′(CΛ) or
prΛ′′(CΛ′). In particular pr−1Λ (prΛ(CΛ′)) is either CΛ′ or CΛ′ ∪CΛ.
Assume there is a class [Λ′′] in Γ not neighbouring [Λ] and such that Γ∖ {[Λ′′]} is still convex.
Using the previous step we can assume that [Λ′′] is a neighbour of [Λ′]. Now prΛ′′ restricts to
an isomorphism on CΛ and similarly prΛ,Λ′′ restricts to an isomorphism on prΛ(CΛ). We now
compute
pr−1Λ (prΛ (CΛ′)) ∩CΛ = pr−1Λ (prΛ (CΛ′ ∩CΛ)) = (prΛ,Λ′′ ○ prΛ)−1 ((prΛ,Λ′′ ○ prΛ) (CΛ′ ∩CΛ))
= (prΛ′′,Λ ○ prΛ′′)−1 ((prΛ′′,Λ ○ prΛ′′) (CΛ′ ∩CΛ))
= pr−1Λ′′ (pr−1Λ′′,Λ(prΛ′′,Λ ○ prΛ′′(CΛ′)) ∩ prΛ′′(CΛ))
and again by induction hypothesis we know that pr−1Λ′′,Λ(prΛ′′,Λ ○ prΛ′′(CΛ′)) is either prΛ′′(CΛ′)
or prΛ′′(CΛ′)∪ prΛ′′(CΛ). We conclude that for pr−1Λ (prΛ (CΛ′)) = CΛ′ ∪ (pr−1Λ (prΛ (CΛ′)) ∩CΛ)
we get
pr−1Λ (prΛ (CΛ′)) =
⎧⎪⎪⎨⎪⎪⎩
CΛ′ if pr
−1
Λ′′,Λ(prΛ′′,Λ ○ prΛ′′(CΛ′)) = prΛ′′(CΛ′)
CΛ′ ∪CΛ if pr−1Λ′′,Λ(prΛ′′,Λ ○ prΛ′′(CΛ′)) = prΛ′′(CΛ′) ∪ prΛ′′(CΛ).
Now we assume that there are two distinct classes [Λ′′] and [Λ′′′] such that Γ ∖ {[Λ′′]} and
Γ∖ {[Λ′′′]} are convex and [Λ′′] and [Λ′′′] are not neighbours. By the reductions above we can
further assume that [Λ′′] and [Λ′′′] are are different from [Λ] and [Λ′]. Let us again fix some
notation and extend the diagram above
MP (Γ)
prΛ

prΛ′′
uu❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥ prΛ′′′
))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
MP (Γ ∖ {[Λ′′]})]
prΛ′′,Λ

MP (Γ ∖ {[Λ]})
prΛ,Λ′′′
))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚prΛ,Λ′′
uu❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥
MP (Γ ∖ {[Λ′′′]})
prΛ′′′,Λ
MP (Γ ∖ {[Λ], [Λ′′]}) MP (Γ ∖ {[Λ], [Λ′′′]})
Then CΛ′′ and CΛ′′′ are disjoint. In particular for every irreducible component C of MP (Γ)κ
we get
C ⊆ pr−1Λ′′(prΛ′′(C)) ∩ pr−1Λ′′′(prΛ′′′(C)) ⊆ (C ∪CΛ′′) ∩ (C ∪CΛ′′′) = C
and similarly for an irreducible component of MP (Γ ∖ {[Λ]})κ and the projections prΛ,Λ′′ and
prΛ,Λ′′′. Hence pr
−1
Λ (prΛ(CΛ′)) is the intersection of the inverse images of the images of CΛ′
under the projections prΛ,Λ′′ ○ prΛ and prΛ,Λ′′′ ○ prΛ. Now using the induction hypothesis we
know that the inverse image of the image of prΛ′′(CΛ′) under prΛ′′,Λ is either prΛ′′(CΛ′) or
prΛ′′(CΛ′) ∪ prΛ′′(CΛ) and similarly for Λ′′′. Together we get the inverse image of the image of
CΛ′ under prΛ is either CΛ′ or CΛ′ ∪CΛ.
For the remaining case we recall from Remark 1.18 that Γ is the convex closure of the set of
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[Λ′′] ∈ Γ such that Γ ∖ {[Λ′′]} is convex. By the previous steps we can assume that the set{[Λ′′] ∈ Γ∣Γ ∖ {[Λ′′]} is convex} is contained in a simplex. Hence Γ is contained in a simplex
and we refer to the explicit calculations of the blow-up in [Mus78, proof of Proposition 2.1] . 
2. The Plu¨cker embedding for MGrk (Γst)
In this chapter we fix two integers n ∈ N and 0 ≠ k ∈ [n]. As in the introduction we denote by
Γst the standard lattice chain in Kn and try to get a relation between the irreducible components
of the special fibres of the two Mustafin varieties MGrk (Γst) and MP (⋀k Γst). In general for
any finite set of lattice classes Γ the image in MP (⋀k Γ)κ of an irreducible component Cgr of
the special fiber of the Mustafin variety MGrk (Γ)κ is again irreducible and hence lies in some
irreducible component Cpr of MP (⋀k Γ)κ. For the standard lattice chain Γst with k = 2 or n ≤ 5
and conjecturally for all n this component Cpr is unique. On the other hand we show that in
these cases every irreducible component of MP (⋀k Γst)κ arises in this way and hence we get a
bijective correspondence of irreducible components of the two Mustafin varieties.
2.1. Irreducible components and linear subspaces. It is well known that the irreducible
components of MGrk (Γst)κ can be indexed by the subsets I ⊆ [n] with k elements. We denote
the set of those subsets in the following with ([n]
k
). As a first step we will define certain linear
subspaces P(VI) indexed by I ∈ ([n]k ). For these subspaces, we will prove that for every I there
is a unique irreducible component of MP (⋀k Γst)
κ
surjecting to P(VI) under the projection
pr0
P
∶MP (⋀k Γst) → P(⋀k Λ0) and every irreducible component is obtained in that way. In
particular MGrk (Γst)κ and MP (⋀k Γst)κ have the same number of irreducible components.
For the rest of this chapter we fix the basis {eI}I∈([n]
k
) of ⋀kKn where eI = ei0 ∧ ⋅ ⋅ ⋅ ∧ eik−1 for
every I = {i0, . . . , ik−1} ∈ ([n]k ) and {ei} is the standard basis Kn. We define a partial order on
this basis by setting {i0 < ⋅ ⋅ ⋅ < ik−1} ≤ {j0 < ⋅ ⋅ ⋅ < jk−1} if it ≤ jt for all t ∈ [k].
Definition 2.1. [HP94, Chapter XIV 3] For I ∈ ([n]
k
) we write VI for the subspace of ⋀k Λ0,κ
generated by {eJ ∣J ≤ I}.
These subspaces are related to the classical theory of Schubert varieties and we recall their
definition.
Definition 2.2. For I = {i0 < ⋅ ⋅ ⋅ < ik−1} ∈ ([n]k ) the Schubert variety XI of Grk (Λ0)κ is the
reduced subvariety on the set of subspace W ∈ Grk (Λ0) such that for all t ∈ [k] we have
dimW ∩ ⟨e0, . . . , eit⟩ = t and dimW ∩ ⟨e0, . . . , eil < t for all l < it.
The vector spaces defined above were constructed to describe the Schubert varieties of Grk (Λ0)κ
under the Plu¨cker embedding.
Lemma 2.3. [HP94, Chapter XIV 3] Using the Plu¨cker embedding Grk (Λ0)κ → P(⋀k Λ0)κ we
identify the Schubert variety XI in Gr
k (Λ0)κ for I ∈ ([n]k ) with the intersection of P(VI) with
Grk (Λ0)κ.
Remark 2.4. Let us recall from Lemma 1.11 that for an irreducible component C inMP (⋀k Γst)
κ
there is a unique lattice ΛC in ⋀k Γst such that under the projection
MP ⎛⎝
k⋀Γst⎞⎠ ⊆ ∏
Λ∈⋀k Γst
P(Λ)Ð→ P(ΛC)
C surjects onto P(ΛC)κ. And conversely for every lattice Λ in Γst there is a unique irreducible
component C of MP (⋀k Γst)
κ
surjecting to P(Λ).
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For [Λ] ∈ ⋀k Γst we now choose the unique maximal representative of [Λ] contained in ⋀k Λ0.
The inclusion Λ ⊆ ⋀k Λ0 gives us a birational map P(Λ) ⇢ P(⋀k Λ0). Note that for another
representative Λ′ of [Λ] we can use the identification Λ′ = pirΛ for some r ∈ Z to precompose the
birational map with the induced isomorphism P(Λ′) ≅ P(Λ) and to get a birational map with
the same image. We now can identify the special fibers of the images of these birational maps
with the images of irreducible components of MP (⋀k Γst)
κ
.
Lemma 2.5. Using the notation above we have an equality of sets
⎧⎪⎪⎨⎪⎪⎩pr
0
P
(C)
RRRRRRRRRRRR
C irr. component in MP ⎛⎝
k⋀Γst⎞⎠
κ
⎫⎪⎪⎬⎪⎪⎭ =
⎧⎪⎪⎨⎪⎪⎩Im(P(Λ)κ ⇢ P(
k⋀Λ0)κ)
RRRRRRRRRRRR
[Λ] ∈ k⋀Γst
⎫⎪⎪⎬⎪⎪⎭
pr0
P
(C) =Im(P(ΛC)⇢ P( k⋀Λ0))κ.
Proof. Recall from Lemma 1.6 that for a class [Λ] in Γst the projection MP (Γst) → P(Λ)
restricts to a birational morphism CΛ → P(Λ). This implies that the two images pr0P(C) and
Im(P(ΛC) ⇢ P(⋀k Λ0))κ coincides. Using the bijection between irreducible components ofMP (Γst)κ and lattices in Γst discussed in the remark above, the result follows. 
Remark 2.6. For two O-lattices Λ, Λ′ in ⋀kKn and Λ maximal in the class [Λ] with Λ ⊆ Λ′
the induced birational map P(Λ)κ ⇢ P(Λ′)κ is defined away from the linear subspace
P(ker(Λκ → Λ′κ)) ⊆ P(Λ)κ. In particular the image Im(P(Λ) ⇢ P(Λ))κ can be computed as
P(Im(Λκ → Λ′κ)). Therefore we will focus in the following on understanding the submodules
Im(Λκ → Λ′κ) for a representative Λ of the class [Λ] maximal with Λ ⊆ Λ′ instead of the subva-
rieties Im(P(Λ)⇢ P(Λ′))κ.
Lemma 2.7. Fix a representative Λ of a class in ⋀k Γst maximal in its class with Λ ⊆ ⋀k Λ0.
Then the image Im(Λκ → ⋀k Λ0,κ) is of the form VI for some I ∈ ([n]k ) and every VI for I ∈ ([n]k )
arises in this way.
Proof. Let us start by determining the images of ⋀k Λi for Λi in Γst. For the lattice pil⋀k Λi
with l ∈ Z we get
pil
k⋀Λi = ⟨pimiI eI⟩I∈([n]
k
) with m
i
I = l − ♯(I ∩ [i]) for I ∈ ([n]
k
)
and hence
pil
k⋀Λi ∩ k⋀Λ0 = ⟨pimi,lI eI⟩I∈([n]
k
) with m
i,l
I
=max{l − ♯(I ∩ [i]),0} for I ∈ ([n]
k
)
and hence we can determine the image as
Im((pil k⋀Λi ∩ k⋀Λ0)κ → k⋀Λ0,κ) = ⟨eI ∣ ♯(I ∩ [i]) − l ≥ 0⟩.
Now if l >min{k, i} no I satisfies the condition for eJ to appear and the image is trivial. Hence
let us assume that l ≤min{k, i}. Defining
I li ∶=
⎧⎪⎪⎨⎪⎪⎩
{i − l, . . . , i − 1} ∪ {n − 1 − k + l, . . . , n − 1} if i + k < n + l
{n − 1 − k, . . . , n − 1} otherwise
gives the reformulation of the condition ♯(I ∩ [i]) ≥ l to the condition I ≤ I li . Altogether we
conclude Im((pil⋀k Λi ∩⋀k Λ0)κ → ⋀k Λ0,κ) = VIl
i
.
Since every lattice Λ representing a class in ⋀k Γst is the intersection of lattices of the form as
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above we need to understand the behaviour of the images under intersections. Consider two
representatives Λ, Λ′ of classes in ⋀k Γst with images
Im(Λκ → k⋀Λ0,κ) = VI(Λ)
Im(Λ′κ → k⋀Λ0,κ) = VI(Λ′)
for two subsets I(Λ), I(Λ′) ∈ ([n]
k
). Now we set
min{I(Λ), I(Λ′)} ∶= {min{i0, i′0} < ⋅ ⋅ ⋅ <min{ik−1, i′k−1}}
with I(Λ) = {i0 < ⋅ ⋅ ⋅ < ik−1} and I(Λ′) = {i′0 < ⋅ ⋅ ⋅ < i′k−1} and get
Im((Λ ∩Λ′)κ → k⋀Λ0,κ) = VI(Λ) ∩ VI(Λ′) = Vmin{I(Λ),I(Λ′)}.
Hence for all lattices Λ representing a class in ⋀k Γst we can find a set I(Λ) ∈ ([n]k ) such that
Im(Λκ → ⋀k Λ0,κ) coincides with VI(Λ).
The converse will follow directly from the following lemma. 
Lemma 2.8. Every subset I ∈ ([n]
k
) is the minimum I = min{I li ∣I ≤ I li} for the subsets I li
constructed above.
Proof. We prove this claim by induction on the number of maximal intervals in I. For I ∈ ([n]
k
)
let I = I1 ∪ ⋅ ⋅ ⋅ ∪ Im be the decomposition into m maximal intervals. Consider the two subsets
J1 ∶= {min I2 − ♯ I1 . . . ,min I2 − 1} ∪ I2 ∪ ⋅ ⋅ ⋅ ∪ Im and J2 ∶= I1 ∪ {n− 1− k + ♯ I1, . . . , n − 1}. Now we
easily see that min{J1, J2} = I where J1 has m − 1 maximal intervals and J2 = I li for l = ♯ I1 and
i = l +min I1. 
Lemma 2.9. Fix a natural number N , the standard lattice Λ0 = ⟨ei⟩i∈[N] of KN and a second
lattice Λ = ⟨pimiei⟩i∈[N] with mi ∈ Z. Take lattices {Λj}j∈J representing the classes in {[Λ0], [Λ]}
and which are the unique maximal representatives in their homothety class contained in Λ0.
Then the set {mi∣i ∈ [N]} is an interval if and only if the images Im(Λj,κ → Λ0,κ) for j ∈ J are
pairwise different. In this case the class [Λ] is fully determined by the set {Im(Λj,κ → Λ0,κ)}j∈J
of images.
Proof. Fix a lattice Λ = ⟨pimiei∣mi ∈ Z⟩i∈[N] maximal in its homothety class with Λ ⊆ Λ0. We
have mi ≥ 0 for all i ∈ [N] since Λ ⊆ Λ0 and min{mi∣i ∈ [N]} = 0 since Λ is chosen to be maximal.
The suitable representatives of the classes of the convex closure of {[Λ0], [Λ]} are of the form
pi−lΛ ∩Λ0 = ⟨pim(l,i)ei⟩i∈[N] with m(l, i) =max{mi − l,0} for all i ∈ [N]
for l ∈ [max{mi∣i ∈ [n]}]. The corresponding images are
Im(pi−lΛ ∩Λ0 → Λ0)κ = ⟨ei∣m(l, i) = 0⟩ = ⟨ei∣mi ≤ l⟩
and hence are pairwise different if and only if {mi∣i ∈ [N]} is an interval.
In this case Λ is uniquely determined since we get
mi =min{l∣ei ∈ Im(pi−lΛ ∩Λ0 → Λ0)κ}
for all i ∈ [N]. 
Lemma 2.10. For Λ = ⟨pi−mI eI⟩ ∈ ⋀k Γst and I, J ∈ ([n]k ) such that J is maximal with J < I, we
get mI −mJ ∈ {0,1}. In particular the set {mI ∣I ∈ ([n]k )} is an interval.
Proof. First we recall that a lattice ⋀k Λi with Λi ∈ Γst has the form ⋀k Λi = ⟨pi−miI eI⟩I∈([n]
k
) with
miI = ♯(I ∩ [i]) and for J ≤ I in ([n]k ) we get miI −miJ = ♯(I ∩ [i])−♯(J ∩ [i]). Now if J is maximal
with J < I the two sets differ by just one element and hence ♯(I ∩ [i]) − ♯(J ∩ [i]) takes values
LOCAL MODELS, MUSTAFIN VARIETIES AND SEMI-STABLE RESOLUTIONS 15
in {0,1}.
If for two lattices Λ1,Λ2 ∈ ⋀k Γst with Λi = ⟨pimI(Λi)eI⟩ for i ∈ {1,2} and such that for all
I, J ∈ ([n]
k
) and J maximal with J < I we have mI(Λi) −mJ(Λi) ∈ {0,1}, then
m(Λ1 ∩Λ2)I −m(Λ1 ∩Λ2)J =min{m(Λi)I ∣i = 1,2} −min{m(Λi)J ∣i = 1,2}
=min{m(Λi)I −m(Λi)J ∣i = 1,2} ∈ {0,1}
and hence the lemma is proven for all [Λ] ∈ ⋀k Γst. 
Remark 2.11. Using Lemma 2.10 and Lemma 2.9 every lattice [Λ] ∈ ⋀k Γst is determined by the
images Im((pilΛ ∩⋀k Λ0)κ → ⋀k Λ0,κ) for varying l.
But in Lemma 2.7 we already computed the images Im((pil⋀k Λi ∩⋀k Λ0)κ → ⋀k Λ0,κ) = VIl
i
for
i ∈ [n] and 0 ≤ l ≤ k, i. In particular for a fixed i ∈ [n] these images for all 0 ≤ l ≤ min{k, i}
are determined by the image for l = min{k, i}. In the lemma below we will generalise this to
arbitrary lattices in ⋀k Γst.
Example 2.12. For n = 5 and k = 2 we will illustrate the last remark by the example pi2⋀2Λ2.
Using the basis {eI ∣I ∈ ([5]2 )} this lattice is spanned by e{0,1}, pie{i,j} for 0 ≤ i ≤ 1 < j ≤ 4 and
pi2e{i,j} for 2 ≤ i < j ≤ 4.
The image Im(pi2⋀2Λ2,κ → ⋀2Λ0,κ) is the submodule spanned by e{0,1} and we recover
I22 = {0,1}. Now the image Im((pi⋀2Λ2 ∩ ⋀2Λ0)κ → ⋀2Λ0,κ) is generated by the e{i,j} with
i ≤ 1. But this is equivalent to {i, j} ≤ {1,4} = I12 . Finally pi2⋀2Λ2 is contained in ⋀2Λ0 and
hence the image Im((⋀2Λ2 ∩⋀2Λ0)κ → ⋀2Λ0,κ) is spanned by all eI and we recover I02 = {3,4}.
Lemma 2.13. Fix two classes [Λ1] ≠ [Λ2] in ⋀k Γst and representatives Λi for i = 1,2 maximal
in their class with Λi ⊆ ⋀k Λ0. Then the images Im(Λ1,κ → ⋀k Λ0,κ) and Im(Λ2,κ → ⋀k Λ0,κ) are
different.
Proof. For a subset I ∈ ([n]
k
) let us define a shift I[l] for l ∈ N as follows. Using Lemma 2.8 every
subset I is of the form I = min{I li ∣I ≤ I li}. Now the shift is I[1] ∶= min{I l−1i ∣I ≤ I li}. Note that
for every i0 ∈ [n] and 0 < l0 ≤min{k, i}
I l0i0 [1] =min{I l−1i ∣I l0i0 ≤ I li} =min{I li ∣I l0−1i0 ≤ I li} = I l0−1i0 .
For I in ([n]
k
) we use that for i and 0 < l ≤min{i, k} we have
I = {i0, . . . , in−1} ≤ I li = {i − l, . . . , i − 1} ∪ {n − 1 − k + l, . . . , n − 1}
if and only if il−1 ≤ i− 1. In particular for two subsets I = {i0, . . . , in−1} and J = {j0, . . . , jn−1} in([n]
k
) we see that for min{I, J} = {min{i0, j0}, . . . ,min{in−1, jn−1}} we get
min{I, J} ≤ I li ⇔min{il−1, jl−1} ≤ i − 1⇔ il−1 ≤ i − 1 or jl−1 ≤ i − 1⇔ I ≤ I li or J ≤ I li .
Hence we get an equality of sets
{I li ∣min{I, J} ≤ I li} = {I li ∣I ≤ I li , or J ≤ I li}
and derive
min{I, J}[1] =min{I l−1i ∣min{I, J} ≤ I li} =min{I l−1i ∣I ≤ I li , or J ≤ I li} =min{I[1], J[1]}.
Inductively we now define I[l] to be the shift I[l − 1][1].
All representatives of a class [Λ] in ⋀k Γst have the form Λ = ⋂j∈J pilj ⋀k Λj for some J ⊆ [n] and
lj ∈ Z. If we now take the unique representative maximal with Λ ⊆ ⋀k Λ0 we can can assume
that 0 ∈ J , l0 = 0 and li > 0 for i ∈ J ∖ {0}. If we note that
pi−1Λ ∩ k⋀Λ0 = ⋂
0≠j∈J
pilj−1
k⋀Λj ∩ k⋀Λ0
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and VI0
0
is ⋀k Λ0 we now get
Im((pi−1Λ ∩ k⋀Λ0)κ → k⋀Λ0,κ) = ⋂
0≠j∈J
Im((pi−1+lj k⋀Λj ∩ k⋀Λ0)κ → k⋀Λ0,κ)
= ⋂
0≠j∈J
V
I
−1+lj
j
= ⋂
0≠j∈J
V
I
−1+lj+1
j
[1]
= VI(Λ)[1].
Inductively we can determine the images for all lattices in {Λ,⋀k Λ0} from the image of Λ and
hence the class [Λ] is fully determined by its image. 
Example 2.14. Let us give an example for the last lemma. We fix n = 6 and k = 3 and want
to find the unique lattice Λ in ⋀3 Γst with I(Λ) = {0,2,3}. We write Λ = ⋂i∈[6] pini ⋀3Λi. If
Λ is maximal in its homothety class with Λ ⊆ ⋀3Λ0 then it is easy to see that n0 = 0 and
ni ≥ 0 for i ≠ 0. Write Λ in the basis of ⋀3K6 as ⟨pimI eI ∣I ∈ ([6]3 )⟩. By assumption we have
mI = max {ni − ♯ I ∩ [i] ∣ i ∈ [6]} = 0 exactly when I ≤ I(Λ) hence mI = 0 precisely if I ≤ Inii for
all i. Using the notation from Remark 2.11 we get I(Λ) = mini{Inii }. Note that the subsets
smaller than I(Λ) are {0,1,2}, {0,1,3} and {0,2,3}.
Now the lattice pi−1Λ ∩⋀2Λ0 is of the form ⟨pim′I eI ∣I ∈ ([6]3 )⟩ with m′I = max{0,mI − 1}. Hence
the image of Im((pi−1Λ ∩⋀2Λ0)κ) is generated by the eI with ni − ♯ I ∩ [i] ≤ 1 for all i. This is
equivalent to I ≤ min{Ini−1i ∣i ∈ [6]} = I(Λ)[1]. But on the other hand the subsets of the form
I l−1i with I(Λ) ≤ I li are the following: {2,3,5}, {2,4,5} and {3,4,5}. Hence the shift is simply
I(Λ)[1] = {2,3,5}. Shifting again we get I(Λ)[2] = {3,4,5} and hence mI ≤ 2 for all I.
We can now use the explicit values mI for I ∈ ([6]3 ) and calculate the exponents ni for i ∈ [6]:
(i) for i = 1 and I ≤ I(Λ): 0 =mI ≥ n1 − ♯ I ∩ [1] = n1 − 1 hence n1 = 1
(ii) for i = 2 and I = {0,2,3}: 0 =mI ≥ n2 − ♯ I ∩ [2] = n2 − 1 hence n2 = 1
(iii) for i = 3 and I = {0,2,3}: 0 =mI ≥ n3 − ♯ I ∩ [3] = n3 − 2 hence n3 ≤ 2
(iv) for i = 4 and I = {2,3,5}: 1 =mI ≥ n4 − ♯ I ∩ [4] = n4 − 2 hence n4 ≤ 3
(v) for i = 5 and I = {0,2,3}: 0 =mI ≥ n5 − ♯ I ∩ [5] = n3 − 3 hence n3 ≤ 3
(vi) for I = {2,4,5} and i ≠ 4: ni−♯ I ∩ [i] ≤ 1 <mI hence 2 = n4−♯ I ∩ [4] = n4−1 and n4 = 3
But now we note that pi⋀2Λ1 ⊆ pi⋀2Λ2 ∩ pi⋀2Λ3 ∩ ⋀2Λ0 and pi3⋀2Λ4 ⊆ pi2⋀2Λ3 ∩ pi3⋀2Λ5.
Hence we get Λ = pi⋀2Λ1 ∩ pi3⋀2Λ4.
Now we can check I⋀2Λ1 = I
1
2 = {0,4,5} and Ipi3⋀2Λ4 = I34 = {1,2,3} and hence I(Λ) is
min{{0,4,5},{1, 2, 3}} = {0,2,3}.
Definition 2.15. For I in ([n]
k
) Lemma 2.13 gives us a unique lattice in Γst such that the image
Im(ΛI,κ → ⋀k Λ0,κ) is I. In the following this lattice will be denoted by ΛI . Using Lemma 2.5
we now get a unique irreducible component of MP (Γst)κ surjecting to P(ΛI). This component
will be denoted by CI .
Proposition 2.16. We get a bijection
⎧⎪⎪⎨⎪⎪⎩C
RRRRRRRRRRRR
C irr. component of MP ⎛⎝
k⋀Γst⎞⎠
κ
⎫⎪⎪⎬⎪⎪⎭Ð→ {P(VI) ⊆ P(
k⋀Λ0)κ∣I ∈ ([n]
k
)}
C z→ pr0
P
(C).
And moreover for a linear subspace P(VI) for I ∈ ([n]k ) the inverse image (pr0P)−1(P(VI)) is the
union ⋃J≤I CJ of irreducible components.
Proof. In Lemma 1.11 we showed that the number of irreducible components of MP (Γ)κ co-
incides with the number of elements in Γ whenever Γ is a convex set of lattice classes. Using
Lemma 2.13 we now get (n
k
) as the number of irreducible components of MP (Γst).
Using Lemma 2.7 the images pr0
P
(C) for an irreducible component C in MP (⋀k Γst)
κ
are of
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the form P(VI) for some I ∈ ([n]k ). Now by Lemma 2.13 the above map is injective and hence
bijective by a cardinality argument.
The second part of the statement now follows directly from Lemma 1.24 using that an irre-
ducible component CJ for some J in ([n]k ) is mapped into P(VI) if and only if pr0P(CJ) = P(VJ)
is contained in P(VI) which is equivalent to J ≤ I. 
2.2. Irreducible components and the convex closure. With the last proposition we got a
quite precise relation between the irreducible components of MP (⋀k Γst)
κ
and linear subspaces
in P(⋀k Λ0). Since we have a similar relation for the irreducible components of MGrk (Γst)κ and
the Schubert varieties in Grk (Λ0), the number of irreducible components of MGrk (Γst)κ andMP (⋀k Γst)
κ
are the same. To make this relation more precise we need to specify an explicit
bijection between the sets of irreducible components of MP (⋀k Γst)
κ
and MP (⋀k Γst)κ. This
is done in the conjecture below.
Conjecture 2.1. We get a bijection⎧⎪⎪⎨⎪⎪⎩C
RRRRRRRRRRRR
C irr. component of MP ⎛⎝
k⋀Γst⎞⎠
κ
⎫⎪⎪⎬⎪⎪⎭Ð→ {C∣C irr. component of MP (
k⋀Γst)
κ
}
C z→ prP(C)
where prP∶MP (⋀k Γst) →MP (⋀k Γst) is the natural projection.
Remark 2.17. We already know from Lemma 1.6 that for an irreducible component C of
MP (⋀k Γst)κ there exist a unique irreducible component C of MP (⋀k Γst)κ surjecting to C.
Hence to prove the conjecture we just need to show that the images prP(C) are irreducible
components.
As evidence for the conjecture we have the following two proposition. We will omit the proof
of the first proposition and refer to [Gor19, Appendix C] for explicit calculations using Sage.
Proposition 2.18. Conjecture 2.1 is true for n ≤ 7.
Proposition 2.19. For k = 2 Conjecture 2.1 is true.
The proof of the second proposition will occupy us for the rest of this section therefore let
us first indicate one important immediate consequence of the Conjecture. Furthermore we will
describe a method to approach the conjecture in general before we prove the proposition.
Theorem 2.20. Assume Conjecture 2.1. Then we get a bijection
{C∣C irr. component of MP ( k⋀Γst)
κ
}Ð→ {P(VI) ⊆ P( k⋀Λ0)κ∣I ∈ ([n]
k
)}
C z→ pr0P(C)
where pr0
P
∶MP (⋀k Γst) → P(⋀k Λ0) is the natural projection. And moreover for a linear sub-
space P(VI) for I ∈ ([n]k ) the inverse image (pr0P)−1(P(VI)) is the union ⋃J≤I CJ of irreducible
components.
Proof. Fix I in ([n]
k
) and consider the linear subspace P(VI) of P(⋀k Λ0). By Proposition 2.16
there exist a unique irreducible component C of MP (⋀k Γst)
κ
surjecting to P(VI). Now by
Conjecture 2.1 the image C ∶= prP(C) of C inMP (⋀k Γst) is an irreducible component surjecting
to P(VI).
Conversely for an irreducible component C ofMP (⋀k Γst)κ there is by Lemma 1.6 an irreducible
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component C of MP (⋀k Γst)
κ
surjecting to C. Hence by Proposition 2.16 the image of C is of
the form P(VI) for some I in ([n]k ).
The second part of the statement follows similarly. 
Remark 2.21. In [AL17] a combinatorial method was described to compute dimensions of certain
images of rational maps using a result by [Li18]. To describe this method and the implication
we want to use, we need the following setup. Note that we use the dual notion of projective
space compared to the reference.
Fix a finite set of lattice classes Γ in Kn, an irreducible component C of MP (Γ)κ and a class [Λ]
in Γ. Take a representative Λ = ⟨pimI(Λ)eI⟩ of [Λ] and a representative ΛC = ⟨pimI(ΛC)eI⟩ of the
class corresponding to the irreducible component C. Choose ΛC to be maximal with ΛC ⊆ Λ.
We define the subset
WΛ ∶= {i ∈ [n]∣m(Λ)i −m(ΛC)i <max
j∈[n]
{m(Λ)j −m(ΛC)j}}
of [n] and construct the set
M(h,C) ∶= {(aΛ)[Λ]∈Γ ∈ NΓ∣∑
Γ
aΛ = h and n − ∑
Λ∈I
aΛ > ♯ ⋂
Λ∈I
WΛ for all subsets ∅ ≠ I ⊆ Γ}.
The following result describes how this combinatorial data encodes the dimension of the image
prP(C).
Proposition 2.22. ([Li18] and [AL17, Theorem 2.18]) For a finite set of lattice classes Γ and
an irreducible component C of MP (Γ)κ the dimension of prP(C) ⊆MP (Γ)κ is computed by
dim(prP(C)) =max{h∣M(h,C) ≠ ∅}.
Remark 2.23. Let us explain an approach to Conjecture 2.1 using the proposition above. Fix
an irreducible component C of MP (⋀k Γst) and take the corresponding class [ΛC] in ⋀k Γst.
Since the image prP(C) is clearly irreducible, it is enough to show dim(prP(C)) = (nk) − 1. It
is now possible to apply Proposition 2.22 directly for Γ = ⋀k Γst but we also might first do the
following reduction steps and apply the proposition to a simpler set of lattice classes.
We recall that using Lemma 1.6 the image of C in MP (⋀k Γst)
κ
is clearly an irreducible com-
ponent if [ΛC] is already in ⋀k Γ. Hence we just have to check the cases where [ΛC] is in
⋀k Γst ∖⋀k Γst.
Now we can find a subset ΓC of ⋀k Γst minimal such that ΓC contains [ΛC]. With out loss
of generality we can further assume that the homothety class of ⋀k Λ0 is contained in ΓC . By
Lemma 1.6 and Lemma 1.11 the image of C in MP (ΓC)κ is an irreducible component. And
using Lemma 1.6 again we see that the image of C in MP (ΓC)κ is an irreducible component if
and only if the image in MP (⋀k Γst)κ is an irreducible component.
We now reduced to compute the dimension of the image of C inMP (ΓC). Applying Proposition
2.22 to Γ = ΓC , this is equivalent to M(([n]k ) − 1,C) not being empty.
In general the sets ΓC can be difficult to determine, but for k = 2 we have the following easy
description.
Lemma 2.24. For [Λ] ∈ ⋀2 Γst there are classes [Λ′] and [Λ′′] in ⋀2 Γst such that [Λ] is in the
convex closure {[Λ′], [Λ′′]}.
Proof. Take [Λ] in ⋀2 Γst arbitrary. Then Λ is of the form ⋂i∈I pini ⋀2Λi for some I ⊆ [n] and
without loss of generality we have 0 ∈ I, n0 = 0 and ni > 0 for all i ∈ I ∖{0}. Further assume that
I is minimal, i.e. Λ is properly contained in ⋂i∈J pini ⋀2Λi for all proper subsets J ⊂ I. Now we
note that for all i ∈ I we have pini ⋀2Λi ⊆ ⋀2Λ0 if ni ≥ 2. Using the minimality of I we conclude
that ni = 1 for all i ∈ I ∖{0}. But since p⋀2Λi ⊆ pi⋀2Λj for i ≤ j we again see by the minimality
of I that ♯ I ≤ 2. 
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We can now prove Conjecture 2.1 for k = 2.
Proof of Proposition 2.19 . Fix an irreducible component C of MP (⋀2 Γst). Following the
idea described in Remark 2.23 and Lemma 2.24 we just have to prove M((n
2
) − 1,C) ≠ ∅ for
Γ = {[⋀2Λ0], [⋀2Λi]} for some i ∈ [n].
But for pi⋀2Λ0 ∩ ⋀2Λi = ⟨pimiI eI ∣miI = max{♯(I ∩ [i]),1}⟩I∈([n]
k
) hence W⋀2Λ0 = {I ∣miI > 1} and
W⋀2Λi = {I ∣miI < 1}. Now for a⋀2Λ0 ∶= ♯W⋀2Λi and a⋀2Λi ∶= ♯W⋀2Λ0 + ♯{I ∣miI = 1} − 1 we have
an element (a⋀2Λ0 , a⋀2Λi) ∈M((n2) − 1,C).

2.3. The Plu¨cker embedding. To relate the local model as a Mustafin variety to the well
understood Mustafin varieties for projective spaces, we want to use the Plu¨cker embedding. For
every lattice Λi in Γ
st we consider the Plu¨cker embedding
PlΛi ∶Grk (Λi)Ð→ P( k⋀Λi)
and the projections priGr∶MGrk (Γst)→ Grk (Λi) and priP∶MP (⋀k Γst)→ P(⋀k Λi).
Together we now get a commutative diagram
MGrk (Γst) PlΓst //
_
∏priGr

MP (⋀k Γst)
_
∏pri
P
∏
[Λi]∈Γst
Grk (Λi) ∏PlΛi// ∏
[⋀k Λi]∈⋀k Γst
P(⋀k Λi)
where we get the map PlΓst since we have it on the generic fiber and MGrk (Γst) is flat.
Remark 2.25. In [Ha¨b11, Proposition 4.5] (or [Ha¨b14, discussion after Definition 2.1]) it was
claimed, that the diagram above constructed for every convex set of lattice classes Γ is cartesian,
i.e. inside ∏[Λ]∈Γ P(⋀k Λ) the Mustafin variety MGrk (Γ) is the intersection of ∏[Λ]∈ΓGrk (Λ)
and MP (⋀k Γ).
Let us illustrate in the example {[Λ0], [Λ1]} ⊆ Γst that this claim is not true. To give an explicit
example for n = 4 and k = 2 let us identify Λi for i ∈ {0,1} with O4 with basis {ei}i=0,...,3. The
map Λ0 → Λ1 is now given by multiplying the basis vector e0 with pi. Further we use the order
e0 ∧ e1, e0 ∧ e2, e0 ∧ e3, e1 ∧ e2, e1 ∧ e3, e2 ∧ e3 for the basis of ⋀2Λi = ⋀2O4.
First we recall the moduli descriptions of the two Mustafin varieties. For an O-algebra R the
R-valued points of MGr2 ({[Λ0], [Λ1]}) are given by
{(F0,F1) ∈ Gr2,4(R)2 ∶ diag(pi,1,1,1)F0 ⊆ F1,diag(1, pi, pi, pi)F1 ⊆ F0}
where the flatness of the moduli functor was proven in [Go¨r01]. Since {[⋀2Λ0] , [⋀2Λ1]} is
convex, also MP ({[⋀2Λ0] , [⋀2Λ1]}) has a moduli description. It is cut out of P5(R)2 by
conditions imposed by the two inclusions ⋀2Λ0 ⊆ ⋀2Λ1 and ⋀2Λ1 ⊆ pi−1⋀2Λ0 (see [Fal01,
Definition 4]). The R-valued points of MP ({[⋀2Λ0], [⋀2Λ1]}) are given by
{(L0,L1) ∈ P5(R)2 ∶ diag(pi,pi,pi,1,1,1)L0 ⊆ L1,diag(1,1,1, pi, pi, pi)L1 ⊆ L0}.
Consider the pair (F0,F1) in Gr2,4(κ)2 with F0 = ⟨e0, e3⟩ and F1 = ⟨e1, e2⟩. This pair is not point
in MGr2 ({[Λ0], [Λ1]}) (κ). But the pair (⋀2F0,⋀2F1) = ((0 ∶ 0 ∶ 1 ∶ 0 ∶ 0 ∶ 0), (0 ∶ 0 ∶ 0 ∶ 1 ∶ 0 ∶ 0))
is in MP ({[⋀2Λ0], [⋀2Λ1]}) (κ). Hence we have an element in
MP ({[ 2⋀Λ0], [ 2⋀Λ1]}) (κ) ∩ ∏
i=0,1
Grk (Λi) (κ)
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which is not in MGr2 ({[Λ0], [Λ1]}) (κ).
But assuming Conjecture 2.1 we can still get a relation in the following sense.
Proposition 2.26. Assume Conjecture 2.1. Then the Plu¨cker embedding
PlΓst ∶MGrk (Γst)Ð→MP (
k⋀Γst)
induces a bijection
{C∣C irr. component of MP ( k⋀Γst)
κ
}Ð→ {C ∣C irr. component of MGrk (Γst)κ}
C z→ C ∩MGrk (Γst)κ
between the sets of irreducible components of the special fibres.
Before we prove this proposition let us discuss some properties of the irreducible components
ofMGrk (Γst)κ. The extended affine Weyl group W̃ for GLn is the semi direct productW ×Zn of
the finite Weyl group W = Sn with Z
n. The extended affine Weyl group is not a Coxeter group
but we equipped with the Bruhat order induced by the Coxeter group W aff . Fix the minuscule
coweight µ = (1k,0n−k). A detailed discussion of these groups see [KR00].
For a Coxeter group (W,S) and some subset S ⊆ S denote by WS the subgroup of W generated
by S. For an element x ∈ W we denote by xS the unique element of minimal length in the or-
bitWSx. The set of these elements endowed with the quotient group structure is denoted byW
S .
Lemma 2.27. An irreducible component C of MGrk (Γst)κ is the intersection of ∏priGr(C)
with MGrk (Γst)κ taken in ∏i∈[n]Grk (Λi)κ.
The idea for this lemma is to use a more general Lemma below which describes the Schubert
varieties in the affine flag variety F using their projections pri to the affine Grassmannians Gi
for i ∈ [n]. To apply this lemma we use the embedding MGrk (Γst)κ =Mlocκ ⊆ F constructed in
[Go¨r01, chapter 4.2] and the observation that under this embedding the irreducible components
of MGrk (Γst)κ are Schubert varieties in F see [Go¨r01, Proposition 4.5 (iii)].
Now fix a Schubert variety Xw in F for some w ∈ W̃ . This variety is the union ⋃w′≤wX○w′ of
Schubert cells. Since the inverse image pr−1i (pri(Xw)) of the image of Xw in Gi is invariant
under the Iwahori action for all i, it is a union of Schubert cells. In particular this union is
precisely the union over all elements w′ in W̃ congruent modulo W affSi to an element w
′′ ≤ w.
With out loss of generality we can assume that w is in W aff and hence also w′′ and w′ are in
W aff . In particular for an Schubert variety XI of Gr
k (Λ0)κ the inverse image (pr0Gr)−1 (XI) is
the union ⋃I ′≤I CI of irreducible components.
All the embeddings and projections above are compatible, i.e. we have the following commutative
diagram:
MGrk (Γst)κ   //
priGr

F
pri

Grk (Λi)κ   // Gi
In particular it is enough to apply the following theorem and prove the lemma below on Schubert
varieties of affine flag varieties.
Theorem 2.28. [Deo77, Lemma 3.6] Fix a Coxeter group (W,S) and a family of subsets {Si}i
of S with ⋂i Si = ∅. For x, y in W we have x ≤ y if and only if xSi ≤ ySi for all i in [n].
Corollary 2.29. For w ∈ W̃ the Schubert variety Xw in the affine flag variety F is the inter-
section (∏i∈[n] pri(Xw)) ∩F taken in the product ∏i∈[n] Gi.
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We now prepared enough to prove Proposition 2.26.
Proof of Proposition 2.26 . First recall from Lemma 2.3 that for I ∈ ([n]
k
) the Schubert variety
XI in Gr
k (Λ0) is the intersection of the linear subspace P(VI) with the image of Grk (Λ0)
under the Plu¨cker embedding. Although this statement was formulated for Schubert varieties
in Grk (Λ0) and the linear subspaces in P(⋀k Λ0) it is certainly true for all lattices in Γst and
we will make use of this fact.
Let us consider the following diagram
MGrk (Γst) PlΓst //
pr0
Gr

MP (⋀k Γst)
pr0
P

Grk (Λ0) PlΛ0 // P(⋀k Λ0).
For an irreducible component Cgr
I
of MGrk (Γst)κ the open part Cgr,○I ∶= CgrI ∖ ⋃
J<I
C
gr
J
is the
inverse image (pr0Gr)−1(X○I ) of the Schubert cell X○I = XI ∖ ⋃J<IXJ . Furthermore this is also
the inverse image
(pr0Gr ○PlΛ0)−1(P(VI)○) = (PlΓst ○ pr0P)−1(P(VI)○)
of the open P(VI)○ = P(VI)∖⋃J<I P(VJ). Using Theorem 2.20 we now identify (pr0P)−1(P(VI)○)
with the open part Cpr,○I ∶= CprI ∖ ⋃
J<I
C
pr
J . In conclusion we get C
gr,○
I = C
pr,○
I ∩MGrk (Γst) and in
particular Cgr
I
⊆ Cpr
I
∩MGrk (Γst)κ.
On the other hand first using Lemma 2.27 and then Lemma 2.3 we get
C
gr
I
=
⎛
⎝∏i∈[n]pr
i
Gr
⎞
⎠
−1 ⎛
⎝∏i∈[n]pr
i
Gr (CgrI )⎞⎠ =
⎛
⎝∏i∈[n]pr
i
Gr
⎞
⎠
−1 ⎛
⎝∏i∈[n]Gr
k (Λi)κ ∩ priP (CprI )⎞⎠
and by looking at the injections in the diagram
MGrk (Γst) PlΓst //
∏
i∈[n]
pri
Gr

MP (⋀k Γst)
∏
i∈[n]
pri
P
∏
i∈[n]
Grk (Λi)
∏
i∈[n]
PlΛi
// ∏
i∈[n]
P(⋀k Λi)
we compute CgrI to be
⎛
⎝∏i∈[n]pr
i
Gr
⎞
⎠
−1 ⎛
⎝∏i∈[n]Gr
k (Λi)κ ∩ priP (CprI )⎞⎠ =
⎛
⎝∏i∈[n]pr
i
P
⎞
⎠
−1 ⎛
⎝∏i∈[n]pr
i
P (CprI )⎞⎠ ∩MGrk (Γst)κ
which clearly contains CprI ∩MGrk (Γst)κ. We have shown that we get CgrI = CprI ∩MGrk (Γst)κ
for all I ∈ ([n]
k
). But since all of the irreducible components of MP (⋀k Γst)κ and MGrk (Γst)κ
are of the form Cpr
I
and Cgr
I
for some I ∈ ([n]
k
) we have shown the result. 
3. A candidate for a semi-stable resolution of Mloc
With the notation from the last chapter it is an interesting problem to find a semi-stable
resolution of the Mustafin variety MGrk (Γst) for the standard lattice chain Γst. In general
it is not known to be possible, but in Section 1 we have proven that for k = 1 the Mustafin
variety MP (Γ) is indeed semi-stable for every convex set Γ of lattice classes (cf. [Fal01]). This
generalises the classical case MP (Γst) of Drinfeld. In [Gen00] a semi-stable resolution for n ≤ 6
was constructed for a symplectic analogue of the problem via a blow-up of the Grassmannian
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of isotropic submodules in Schubert subvarieties of the special fiber. Adapting this idea as
indicated in [Gen00, remark (3) following Theorem 2.4.2] we arrive at a candidate for a semi-
stable resolution as follows.
Definition 3.1. We set G0 ∶= Grk (Λ0) and inductively for 1 ≤ i < (n − k)k define Gi to be the
blow-up of Gi−1 in the union of the strict transforms of the Schubert varieties of dimension i− 1
in the special fiber of Grk (Λ0). The last blow-up G(n−k)k−1 will be denoted by G.
Now two questions arise.
(i) Is the blow-up G semi-stable?
(ii) Does the map G → Grk (Λ0) factor through the Mustafin variety MGrk (Λ0)?
It is well known that the singular locus Xsing
I
of a Schubert variety is again a union of Schubert
varieties. This gives some hope that the centers in this sequence are in fact smooth. And to
analyse the first question Genestier has proven Lemma 1.22 showing that blow-ups preserve
semi-stability when the centers lie in the special fiber, are smooth over κ and intersect the
singular locus nicely.
Unfortunately in general the answer to the second question is no. In [Gor19, Appendix D] we
explicitly calculate the case n = 5 and k = 2. The result is semi-stable, but does not factor
through the Mustafin variety MGrk (Γst). To emphasise that this computations can easily be
done by hand, let us shortly describe the steps involved. First we recall that by the universal
property of the join, a morphism to MGrk (Γst) is the same as maps to all factors Grk (Λi)
agreeing on the common generic fiber. Now we simply have to check whether the isomorphism
GK → Gr
k (Λ0)K → Grk (Λi)K extends to morphism G → Grk (Λi)K for all i and this can easily
be checked by checking the vanishing of certain determinants.
In the following we construct a blow-up M of Grk (Λ0) as the strict transform of the Plu¨cker
embedding Grk (Λ0) → P(⋀k Λ0) under the blow-up pr0P. We also define the strict transform S
of the projection pr0Gr under the blow-up G → Grk (Λ0). Then we will show that the blow-upM → Grk (Λ0) factors through MGrk (Γst) and S. In summary we will construct the following
commutative diagram:
G
  ❇
❇
❇
❇
❇
❇
❇❇
❇
❇
❇
❇❇
❇
❇
❇
❇
❇❇
❇
❇
❇
Soo
##●
●●
●●
●●
●●
●●
M

//oo MP (⋀k Γst)
prP

pr0
P
||
MGrk (Γst) //
pr0Gr

MP (⋀k Γst)
pr0
P

Grk (Λ0) // P(⋀k Λ0)
In the second part of this chapter we will prove some relations between the candidates. The
easiest is to see that if G → Grk (Λ0) factors through MGrk (Γst) then S → G is an isomorphism.
We will see that S restricts to the semi-stable resolution in a neighbourhood of the most singular
point for n = 5 and k = 2 constructed in [Go¨r04]. In particular S is a semi-stable resolution
whenever G is and in at least one additional case.
If we further assume Conjecture 2.1 holds for n and k (e.g. k = 2 or n ≤ 7), Theorem 3.14 will
show that under some technical conditions, M and G coincide whenever G is semi-stable and
the map G → Grk (Λ0) factors through the local model MGrk (Γst).
3.1. Construction of M, S and related objects. For the rest of this section we will fix a set
{Λpl0 , . . . ,Λpl(n
k
)−1
} of representatives of the classes in ⋀k Γst such that {[Λpl0 ] . . . , [Λpli ]} is convex
for every i ∈ [(n
k
)] and Λpl0 = ⋀k Λ0. Due to Lemma 1.17 it is possible to find such representatives.
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Definition 3.2. Set M0 ∶= Grk (Λ0) and consider M0 via the Plu¨cker embedding as a closed
subscheme of P(⋀k Λ0) = MP ({[⋀k Λ0]}). For 1 ≤ i < (nk) define Mi ⊆ MP ({[Λpl0 ], . . . , [Λpli ]})
to be the strict transform Msi−1 under the blow-up
MP ({[Λpl0 ], . . . , [Λpli ]}) →MP ({[Λpl0 ], . . . , [Λpli−1]}) .
We denote M(n
k
)−1 by M.
Lemma 3.3. The sequence M → Grk (Λ0) of blow-ups defined above factors through the projec-
tion MGrk (Γst)→ Grk (Λ0).
Proof. Since the centers of the blow-ups are all contained in the special fiber the generic fiber ofM is still dense and maps isomorphically to Grk (Λ0)K. Hence M is the closure in the Mustafin
variety MP (⋀k Γst) of the image under the Plu¨cker embedding
Grk (Λ0)K → P(
k⋀Λ0)K =MP ⎛⎝
k⋀Γst⎞⎠
K
.
Now since prP(MK) is the image of MGrk (Γst)K under the embedding of MGrk (Γst) inMP (⋀k Γst) and MGrk (Γst) is closed by construction, the map prP∣M will factor throughMGrk (Γst). 
Definition 3.4. Similarly to the construction of the blow-up G we can set Gpl0 ∶= P(⋀k Λ0)
and for 1 ≤ i < (n − k)k inductively define Gpli to be the blow-up of Gpli−1 in the union of strict
transforms of the linear subspaces in P(Λ0)κ corresponding to Schubert varieties in Grk (Λ0)κ
of dimension i − 1.
Remark 3.5. Using the relation in Lemma 2.3 between the Schubert varieties in Grk (Λ0)κ and
the linear subspaces of P(⋀k Λ0), the blow-up Gj → Gj−1 agrees with the strict transform ofGj−1 → Gplj−1 under the blow-up Gplj → Gplj−1.
Lemma 3.6. The blow-up Gpl → P(⋀k Λ0) is the successive blow-up of the total transforms of
the linear subspaces P(VI) for I ∈ ([n]k ) in any order.
Proof. Fix an integer i ∈ [(n−k)k]. We need to show that the blow-up Gpli+1 → Gpli defined in Def-
inition 3.4 is the sequence blow-ups in the total transforms of the linear subspaces corresponding
to Schubert varieties of dimension i. First we note that the intersection of two distinct linear
subspaces corresponding to Schubert varieties of dimension i are linear subspaces corresponding
to Schubert varieties of dimension i − 1 and hence the strict transforms of the linear subspaces
corresponding to Schubert varieties of dimension i are disjoint in Gpli . Therefore the blow-upGpli+1 → Gpli can be split up as the chain of blow-ups in the individual strict transforms of the
linear subspaces.
Now by induction the strict transforms of linear subspaces corresponding to Schubert varieties
are smooth since they are blow-ups of smooth schemes over a field in smooth centers. But the
strict transforms in Gpli−1 of a linear subspace Li corresponding to a Schubert variety of dimension
i and a linear subspace Li−1 corresponding to a Schubert variety of dimension i − 1 are either
disjoint or Li−1 is contained in Li. Using Lemma 1.12 we identify the blow-up BlLs
i
(BlLi−1 (Gpli ))
with BlLtot
i−1
(BlLi (Gpli )). Since for blow-ups in total transforms the order does not matter, these
blow-ups also agree with BlLtot
i
(BlLi−1 (Gpli )). 
Corollary 3.7. The blow-up MP (⋀k Γst)→ P(⋀k Λ0) factors through Gpl → P(⋀k Λ0).
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Proof. First recall from Proposition 2.16 that for I ∈ ([n]
k
) the inverse image of the linear subspace
P(VI) inMP (⋀k Γst) is a union of irreducible components. From Proposition 1.23 we know that
MP (⋀k Γst) is semi-stable and hence unions of irreducible components of the special fiber are
effective Cartier divisors. Using the sequence of blow-ups from Lemma 3.6 the universal property
of the blow-ups inductively gives a factorisation of the projection MP (⋀k Γst)→ P(⋀k Λ0) over
Gpl → P(⋀k Λ0). 
Definition 3.8. For the sequence of blow-ups Gpl → P(⋀k Λ0) let us denote the sequence of strict
transforms of the projection MP (⋀k Γst)→ P(⋀k Λ0) by Spl →MP (⋀k Γst). More precisely we
set Spl0 = MP (⋀k Γst) and inductively construct Spli+1 as the blow-up Blpr−1(Z) (Spli ) of Spli in
the inverse image of the center Z of the blow-up Gpli+1 → Gpli under the projection pr∶Spli → Gpli .
Similarly we define S →MGrk (Γst) to be the strict transform under the blow-up G → Grk (Λ0)
of the projection MGrk (Γst)→ Grk (Λ0).
Lemma 3.9. The blow-up MP (⋀k Γst)→ P(⋀k Λ0) factors through Spl → P(⋀k Λ0).
Proof. Using that the inverse images in MP (⋀k Γst) of the center of the blow-ups Spli+1 → Spli
and Gpli+1 → Gpli are the same, we can use the same argument as in the proof of Corollary 3.7. 
Corollary 3.10. The blow-up M→ Grk (Λ0) factors through G → Grk (Λ0).
Proof. The map M →MP (⋀k Γst) is by construction the strict transform of the Plu¨cker em-
bedding Grk (Λ0) → P(⋀k Λ0) and hence is a closed immersion. Similarly S → Spl is a closed
immersion. Now since M is flat the restriction of MP (⋀k Γst) → Spl to M factors throughS. 
3.2. Comparisons of the candidates. Before we go on and prove some relation between the
objects constructed above, let us summarise all of them with the maps between them in the
following diagram:
S
 ##
●●
●●
●●
●●
●●
● M

//oo MP (⋀k Γst)

// Spl
zz✉✉
✉✉
✉✉
✉✉
✉✉
✉
G
$$❍
❍❍
❍❍
❍❍
❍❍
❍ MGrk (Γst) //

MP (⋀k Γst)

Gpl
yytt
tt
tt
tt
tt
Grk (Λ0) // P(⋀k Λ0)
For the case that the map G → Grk (Λ0) is factoring over MGrk (Γst) by construction we have
an identification G = S. This is the first an easiest relation.
Lemma 3.11. Assume Conjecture 2.1. Then the image in Splκ of an irreducible component C
of the special fiber MP (⋀k Γst)
κ
is an irreducible component.
Proof. For an irreducible component C ofMP (⋀k Γst)
κ
the image in Splκ is irreducible and hence
lies in an irreducible component. But the images in MP (⋀k Γst)κ of two different irreducible
components of MP (⋀k Γst)
κ
are not contained in the same irreducible component. Hence for
an irreducible component of Splκ there is at most one irreducible component mapping to it. Now
since the mapMP (⋀k Γst)
κ
→ Splκ is surjective the image of C is a full irreducible component. 
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Proposition 3.12. Assume Conjecture 2.1 and that Spl is semi-stable. Then the projection
MP (⋀k Γst)→ Spl of Lemma 3.9 is an isomorphism. In this case also the projection M → S is
an isomorphism.
Proof. Let us assume that for i ∈ [(n
k
)] the map Spl → P(⋀k Λ0) factors through the sequence of
blow-ups MP ({[Λpl0 ] . . . , [Λpli ]}) → P(⋀k Λ0) defined in the beginning of this chapter. De-
note the center of the blow-up MP ({[Λpl0 ] . . . , [Λpli+1]}) → MP ({[Λpl0 ] . . . , [Λpli ]}) by ZΛpl
i+1
.
Then the inverse image of Z
Λ
pl
i+1
in MP (⋀k Γst)
κ
is by Lemma 1.24 a union of irreducible
components. Hence by Lemma 3.11 also the inverse image of Z
Λ
pl
i+1
in Splκ is a union of irre-
ducible components. Since Spl is semi-stable by assumption, unions of irreducible components
of its special fiber are effective Cartier divisors. Therefore the map Spl → P(⋀k Λ0) factors
through MP ({[Λpl0 ] . . . , [Λpli+1]}) → P(⋀k Λ0). By induction we now have an inverse for the map
MP (⋀k Γst)→ Spl.
For the second statement we recall that by constructionM and S are the strict transforms of the
Plu¨cker embedding under the blow-up MP (⋀k Γst) = Spl →MP (⋀k Γst) hence they agree. 
Proposition 3.13. Assume Conjecture 2.1. Then M → S is an isomorphism whenever S is
semi-stable and for every irreducible component C of Splκ the intersection C ∩ S is a union of
irreducible components.
Proof. The proof argues in the same way as for the lemma above. For convenience let us recall
the arguments.
Let us assume that for i ∈ [(n
k
)] the map S → Grk (Λ0) factors through the blow-upMi → Grk (Λ0) with Mi as in Definition 3.2. Denote the center of the blow-up Mi+1 →Mi by
Zi+1.
Using the notation in the proof of the proposition above we write Zi+1 as the intersectionS ∩ Z
Λ
pl
i+1
. Hence again the inverse image of Zi+1 in Mκ is the intersection of a union of
irreducible components of Splκ with S. Using the hypothesis this is an intersection of irreducible
components of Sκ. Since S is semi-stable by assumption, unions of irreducible components of
its special fiber are effective Cartier divisors. Therefore the map S → Grk (Λ0) factors throughMi+1 → Grk (Λ0). By induction we now have an inverse for the map M→ S. 
Theorem 3.14. Assume Conjecture 2.1 and that the blow-up G → Grk (Λ0) factors throughMGrk (Γst). Then the map M → G of Corollary 3.7 is an isomorphism in any of the following
cases:
(i) Spl is semi-stable
(ii) S is semi-stable and for every irreducible component C of Splκ the intersection C ∩ S is
a union of irreducible components
Proof. Since by hypothesis G → Grk (Λ0) factors through MGrk (Γst) the map S → G is an
isomorphism by the universal property of blow-ups. By Proposition 3.13 or Proposition 3.12 we
now see that M→ G is an isomorphism. 
As mentioned before in the case of n = 5, k = 2 the candidate G of Genestier is indeed
semi-stable, but the blow up G → Grk (Λ0) does not factor through MGrk (Γst). Hence it does
not give a semi-stable resolution. But for this case Go¨rtz constructed in [Go¨r04] a semi-stable
resolution G̃ in a neighbourhood of the worst singularity by blowing up irreducible components
of MGrk (Γst). We will prove that in this case also the candidate S is given by these blow-ups
of irreducible components and hence is indeed a semi-stable resolution.
26 FELIX GORA
Lemma 3.15. For n = 5 and k = 2 the blow-up S →MGrk (Γst) defined above can be alternatively
constructed in the following way:
(i) S0 is set to be MGrk (Γst)
(ii) S1 is the blow-up of S0 in the irreducible component surjecting to the 0-dimensional
Schubert variety in Grk (Λ0)κ
(iii) Si is the blow-up of Si−1 in the union of all strict transforms of irreducible component
surjecting to i − 1-dimensional Schubert varieties in Grk (Λ0)κ
Proof. Recall that by definition Gi+1 is the blow-up of Gi in union of the strict transform of
Schubert varieties of dimension i. We will inductively show that Si+1 is the strict transform of
the map pri∶Si → Gi under the blow-up Gi+1 → Gi.
We have to show that for the strict transform XsI of a Schubert variety XI of dimension i
under the blow-up Gi → Grk (Λ0) the inverse image pr−1i (XsI) in Si is the strict transform
CsI of the irreducible component CI of MGrk (Γst)κ under the blow-up Si →MGrk (Γst). ButG → BlXs
I
(Gi) is surjective and the exceptional divisor E in BlXs
I
(Gi) is an irreducible component
in the special fiber. Hence there exists an irreducible component in Gκ surjecting to E. Again
since S → G is surjective there exists an irreducible component of Sκ surjecting to E. Now
the image of E in Blpr−1
i
(Xs
I
) (Si) is the exceptional divisor and its image in Gi is an irreducible
component.
Using that the irreducible components in Si,κ are precisely the strict transforms of irreducible
components of MGrk (Γst) and that the irreducible component surjecting to XI is unique, we
have shown the claim. 
Theorem 3.16. For n = 5 and k = 2 the candidate S restricts to the semi-stable resolution
defined in [Go¨r04] in a neighbourhood of the worst singularity of Mloc.
Proof. In Lemma 3.15 we have described S by a sequence of blow-ups ofMGr2 (Γst) in irreducible
components of MGr2 (Γst)κ. Since the resolution G̃ is constructed in the same way, but blowing
up just the strict transforms of irreducible components not corresponding to a lattice in Γst we
have locally a factorisation of S →MGr2 (Γst) over G̃. Using that G̃ is semi-stable we now see
that we get an inclusion G̃ → S. 
References
[AL17] Marvin Anas Hahn and Binglin Li. Mustafin varieties, moduli spaces and tropical geometry. arXiv
e-prints, page arXiv:1707.01216, Jul 2017.
[CHSW11] Dustin Cartwright, Mathias Ha¨bich, Bernd Sturmfels, and Annette Werner. Mustafin varieties. Selecta
Math. (N.S.), 17(4):757–793, 2011.
[Deo77] Vinay V. Deodhar. Some characterizations of Bruhat ordering on a Coxeter group and determination
of the relative Mo¨bius function. Invent. Math., 39(2):187–198, 1977.
[dJ96] A. J. de Jong. Smoothness, semi-stability and alterations. Inst. Hautes E´tudes Sci. Publ. Math.,
(83):51–93, 1996.
[Fal01] Gerd Faltings. Toroidal resolutions for some matrix singularities. In Moduli of abelian varieties (Texel
Island, 1999), volume 195 of Progr. Math., pages 157–184. Birkha¨user, Basel, 2001.
[Gen00] Alain Genestier. Un mode`le semi-stable de la varie´te´ de Siegel de genre 3 avec structures de niveau
de type Γ0(p). Compositio Math., 123(3):303–328, 2000.
[Go¨r01] Ulrich Go¨rtz. On the flatness of models of certain Shimura varieties of PEL-type. Math. Ann.,
321(3):689–727, 2001.
[Go¨r03] Ulrich Go¨rtz. On the flatness of local models for the symplectic group. Adv. Math., 176(1):89–115,
2003.
[Go¨r04] Ulrich Go¨rtz. Computing the alternating trace of Frobenius on the sheaves of nearby cycles on local
models for GL4 and GL5. J. Algebra, 278(1):148–172, 2004.
[Gor19] Felix Gora. Local models, Mustafin varieties and semi-stable resolutions. PhD thesis, 2019.
[Ha¨b11] M. Ha¨bich. Degenerations of flag varieties. PhD thesis, 2011.
[Ha¨b14] Mathias Ha¨bich. Mustafin degenerations. Beitr. Algebra Geom., 55(1):243–252, 2014.
LOCAL MODELS, MUSTAFIN VARIETIES AND SEMI-STABLE RESOLUTIONS 27
[Hai05] Thomas J. Haines. Introduction to Shimura varieties with bad reduction of parahoric type. In Har-
monic analysis, the trace formula, and Shimura varieties, volume 4 of Clay Math. Proc., pages 583–642.
Amer. Math. Soc., Providence, RI, 2005.
[Har01] Urs T. Hartl. Semi-stability and base change. Arch. Math. (Basel), 77(3):215–221, 2001.
[HP94] W. V. D. Hodge and D. Pedoe. Methods of algebraic geometry. Vol. II. Cambridge Mathematical
Library. Cambridge University Press, Cambridge, 1994. Book III: General theory of algebraic varieties
in projective space, Book IV: Quadrics and Grassmann varieties, Reprint of the 1952 original.
[JSY07] Michael Joswig, Bernd Sturmfels, and Josephine Yu. Affine buildings and tropical convexity. Albanian
J. Math., 1(4):187–211, 2007.
[KR00] R. Kottwitz and M. Rapoport. Minuscule alcoves for GLn and GSp2n.Manuscripta Math., 102(4):403–
428, 2000.
[Kra¨03] N. Kra¨mer. Local models for ramified unitary groups. Abh. Math. Sem. Univ. Hamburg, 73:67–80,
2003.
[Li18] Binglin Li. Images of rational maps of projective spaces. Int. Math. Res. Not. IMRN, (13):4190–4228,
2018.
[MS15] Diane Maclagan and Bernd Sturmfels. Introduction to tropical geometry, volume 161 of Graduate
Studies in Mathematics. American Mathematical Society, Providence, RI, 2015.
[Mum72] David Mumford. An analytic construction of degenerating curves over complete local rings. Compositio
Math., 24:129–174, 1972.
[Mus78] G. A. Mustafin. Non-Archimedean uniformization. Mat. Sb. (N.S.), 105(147)(2):207–237, 287, 1978.
[Pap00] Georgios Pappas. On the arithmetic moduli schemes of PEL Shimura varieties. J. Algebraic Geom.,
9(3):577–605, 2000.
[PR05] G. Pappas and M. Rapoport. Local models in the ramified case. II. Splitting models. Duke Math. J.,
127(2):193–250, 2005.
[PRS13] Georgios Pappas, Michael Rapoport, and Brian Smithling. Local models of Shimura varieties, I.
Geometry and combinatorics. In Handbook of moduli. Vol. III, volume 26 of Adv. Lect. Math. (ALM),
pages 135–217. Int. Press, Somerville, MA, 2013.
[Ric13] Timo Richarz. Schubert varieties in twisted affine flag varieties and local models. J. Algebra, 375:121–
147, 2013.
[RZ96] M. Rapoport and Th. Zink. Period spaces for p-divisible groups, volume 141 of Annals of Mathematics
Studies. Princeton University Press, Princeton, NJ, 1996.
