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Abstract
The classical Weierstrass theorem states that any function continuous on a compact set K ⊂ Rd (d1)
can be uniformly approximated by algebraic polynomials. In this paper we study the possible extensions
of this celebrated result for approximation by homogeneous algebraic polynomials on star-like and convex
surfaces in Rd such that K = −K . A previous conjecture states that functions continuous on a convex
surface can be approximated by a pair of homogeneous polynomials. We verify this conjecture under the
mild condition of Dini–Lipschitz smoothness of the convex surface considered. It is also shown that the
density fails on surfaces with outer cusps. In addition, we give Jackson-type estimates for the rate of best
approximation by homogeneous polynomials on convex surfaces. A new phenomenon here consists of the
fact that this rate depends not only on the moduli of continuity of the functions considered, but also on the
smoothness properties of convex surfaces.
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1. Introduction
Let
Hdn :=
⎧⎨
⎩
∑
k1+···+kd=n
ckx
k : ck ∈ R1, k := (k1, . . . , kd) ∈ Zd+
⎫⎬
⎭ (x ∈ Rd)
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be the space of real homogeneous polynomials of degree n in Rd , and Pdn :=
∑n
j=0 Hdj the
space of polynomials of total degree less than or equal to n. It is well known that the set Pd :=
∪n∈NPdn of all polynomials is dense in the space C(K) of functions continuous on a compact set
K ⊂ Rd endowed with the supremum norm. Several years ago the first author raised the question
whether the density can be extended with regard to the set Hd := ∪n∈NHdn of all homogeneous
polynomials. Clearly, the set Hd is much more sparse than Pd , and in addition, Hd is nonlinear,
which makes the application of Stone–Weierstrass-type results impossible. The natural domains
for this problem are the boundaries of the so-called star-like domains K which have the property
that [0, x] ⊂ K whenever x ∈ K . In particular, the central question arising here concerns the
boundaries of convex bodies, or convex surfaces. Throughout the paper we consider star-like or
convex bodies K which are 0-symmetric, i.e. x ∈ K if and only if −x ∈ K . (Thus the symmetry of
K will always refer to 0-symmetry.) Since every homogeneous polynomial is either even or odd,
it is clear that in order to approximate an arbitrary continuous function on the boundary K of a
symmetric star K, or on a symmetric convex surface K at least two homogeneous polynomials
of different parity will be required. This led the first author to propose at a meeting in Maratea,
Italy (2004) the following:
Main conjecture. Let K ⊂ Rd be a symmetric convex body. Then for any function f ∈ C(K)
and any ε > 0 there exist two homogeneous polynomials h1, h2 ∈ Hd such that |f − h1 −
h2|(x)ε, x ∈ K .
So far the above conjecture has been positively settled in the following cases:
(A) d = 2 (see [2,9]);
(B) K ⊂ Rd is a C1+ε (0 < ε1) symmetric convex body (Benko–Kroó [2]) (note that the C2
case was also verified independently by Varju [9]); and
(C) K ⊂ Rd is a symmetric convex polytope. (See [9]; note that for crosspolytopes this was done
independently in Kroó–Szabados [5]. Recall that crosspolytopes are affine images of the 1
unit ball.)
In this paper we make another step towards settling the above conjecture by verifying it for
symmetric convex bodies with C1+ (Dini–Lipschitz) boundary. The major new element consists
in giving quantitative Jackson-type estimates for the degree of best homogeneous approximation
(Theorem 1). It is an interesting new phenomenon that the rate of homogeneous approximation
depends not only on the modulus of continuity of the function (as in Jackson-type theorems for
ordinary polynomials), but also on the smoothness of the boundary of the convex surface, and this
impact of the boundary K is unavoidable (Theorem 2). In addition, Theorem 2 also illustrates
that density fails on those star-like surfaces which have outer cusps. (For inner cusps a similar
result is given in [5].) Finally, in a special case when K ⊂ R2 is a symmetric polygon (i.e. the
smoothness condition required in Theorem 1 fails to hold) we also give a Jackson-type estimate
(Theorem 3).
2. Homogeneous approximation on symmetric star-like domains in Rd
Let the symmetric star-like domain K ⊂ Rd be such that with some positive continuous even
function rK : Sd−1 → R1+ we have the representation
K = {x ∈ Rd : |x|rK(x/|x|)},
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where
K = {x ∈ Rd : |x| = rK(x/|x|)}
is the boundary of K. (Here, as usual, |x| stands for the Euclidean norm and Sd−1 := {x ∈ Rd :
|x| = 1} is the unit ball in Rd .) We shall consider rK ’s which are Lip  on Sd−1 (0 < 2). Note
that if 12 this means that rK is C1 on Sd−1 and its gradient ∇rK defined as a tangent vector
satisfying 〈∇rK, v〉 = vrK for any tangent vector v, is in Lip (− 1) on Sd−1. We shall also say
that K ∈ C (0 < 2) whenever rK ∈ Lip , and K ∈ C1+ if ∇rK is Dini–Lipschitz, i.e.
lim
t→0+(∇rK, t) log
1
t
= 0.
Here
(g, t) = sup{|g(x) − g(y)| : x, y ∈ Sd−1, |x − y| t}
is the usual modulus of continuity of g ∈ C(Sd−1) being either a scalar or a vector valued
function, and g ∈ Lip  means that (g, t) = O(t), 0 < 1. Similarly, (f, t)K will denote
the modulus of continuity on K .
For a symmetric star K and f ∈ C(K) denote by ‖f ‖K = maxx∈K |f (x)| the supremum
norm on K . We approximate functions f ∈ C(K) by sums of two homogeneous polynomials
with consecutive degrees, and denote the corresponding best approximation by
En(f )K := inf{‖f − h‖K : h ∈ Hdn + Hdn+1}.
As it was mentioned in the Introduction, the first named author conjectured that wheneverK ⊂ Rd
is convex, we have
lim
n→∞E

n(f )K = 0 (f ∈ C(K)). (2.1)
(In general, for star-like domains K it is known that the validity of (2.1) depends on the intrinsic
properties of K. For example, we proved in [5] that (2.1) does not hold if K is a nonconvex polytope.
Another example showing that density may fail for nonconvex sets can be found in Varju [9].) On
the other hand, it is also shown in [5] that (2.1) holds on certain algebraic and analytic surfaces,
which are not necessarily convex.
3. New results
In this paper we give quantitative (Jackson-type) estimates for (2.1). Throughout the paper we
denote by c constants depending only on K; their values may vary in each occurrence. In some
situations, we use c1, c2, . . . in order to avoid possible misunderstandings. In the sequel, without
loss of generality, we shall always assume that
max{|x| : x ∈ K} = 1. (3.1)
Theorem 1. Let K ⊂ Rd be a symmetric convex body with K ∈ C1+. Then for all f ∈ C(K)
we have
En(f )Kc
[

(
f,
1
n
)
K
+ ‖f ‖K
(
∇rK, log n
n
)
log n
]
. (3.2)
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Corollary 1. If rK ∈ Lip ,  > 1 and K is a symmetric convex body, then
En(f )Kc
[

(
f,
1
n
)
K
+ ‖f ‖K
log n
n−1
]
. (3.3)
Corollary 2. Conjecture (2.1) holds whenever K ⊂ C1+ and K ⊂ Rd is a symmetric convex
body.
We conjecture that both log terms in (3.2) of Theorem 1 can be replaced by 1.
Conjecture 1. If K ⊂ Rd is a symmetric convex body with K ∈ C1 then for all f ∈ C(K) we
have
En(f )Kc
(

(
f,
1
n
)
K
+ 
(
∇rK, 1
n
))
.
In addition to the “usual” Jackson term (f, 1/n)K , the upper bound (3.2) of Theorem 1
contains also a term related to the smoothness of K. We shall give lower bounds showing that this
second term in (3.2) is necessary, in general.
In order to give lower bounds we need to impose conditions guaranteeing that K is exactly
Lip  with some  > 0.
For x ∈ R2 and a line  in R2 nonparallel to x denote by (x) ∈ R1 the real number for which
(x)x ∈ . Then a point y ∈ K ⊂ R2 is called an outer Lip -point (0 < 2) if for some line
 in R2, y ∈ ,  nonparallel to y we have
lim inf
x∈K,x→y
(x) − 1∣∣∣ x|x| − y|y|
∣∣∣ > 0. (3.4)
In general, when K ⊂ Rd with d > 2 then y ∈ K is an outer Lip -point if there exists a
two-dimensional plane L containing 0 and y such that y is an outer Lip -point for K ∩ L.
Essentially, condition (3.4) means that K is exactly Lip  at y ∈ K in the direction of the
line . (Note that in case when K is convex,
∣∣∣ x|x| − y|y|
∣∣∣ ∼ |x − y| in (3.4).) It is easy to see that
every vertex of a convex polytope is an outer Lip 1 point.
Theorem 2. Let K ⊂ Rd be a symmetric star such that rK ∈ Lip  and K possesses an outer
Lip -point (0 <  < 2). Then
En(1)Kcn() :=
⎧⎨
⎩
1 if 0 <  < 1
1
log n if  = 1
n1− if 1 <  < 2
(n ∈ N). (3.5)
Note that in case 0 <  < 1 an outer Lip -point is in fact an outer cusp. Thus by (3.5) density
fails when the star has an outer cusp. (A similar statement is proved in [5] for sets with inner
cusps.)
Also, by (3.3) and (3.5), if K ⊂ C has an outer Lip -point with 1 <  < 2 then
c1
n−1
En(1)K
c2 log n
n−1
.
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Moreover, (3.5) also yields thatEn(1)Kc/ log n for any symmetric convex polytope ( = 1).
This gives rise to the next
Conjecture 2. If K ⊂ Rd is a symmetric convex body then for all f ∈ C(K) we have
En(f )Kc
[

(
f,
1
n
)
K
+ ‖f ‖K
log n
]
.
The third inequality in (3.5) cannot be extended to  = 2, since, e.g. if K = {(x, y) : x2+y2 =
1}, then E2n(1)K ≡ 0. Nevertheless, for this domain we have E2n(|x|)K ∼ 1/n, i.e. for this
domain and Lip 1 function the analogue of the last inequality in (3.5) holds.
Clearly Theorem 1 does not apply for polytopes. The next result gives a Jackson-type estimate
for convex polygons (d = 2).
Theorem 3. If K ⊂ R2 is a symmetric convex polygon with 2s vertices, then for all f ∈ C(K)
we have
En(f )Kcs
[

(
f,
1
n
)
K
+ ‖f ‖K√
log log n
]
,
where c = c(K) depends only on K.
Conjecture 3. Theorem 3 remains true if K ⊂ Rd is a convex symmetric polyhedron with 2s
vertices.
In this context we note that when K ⊂ Rd is a symmetric crosspolytope with 2s vertices then
a weaker version of this conjecture, namely
En(f )Kc · 
(
f,
1
log log log n
)
K
holds, where c is independent of n. This can be verified using inequality (3.2) from [5] and the
argument following it; we omit the details.
4. Auxiliary lemmas
First we construct a partition of unity. Let, for each m ∈ Z1+,
g(x) :=
⎧⎪⎪⎨
⎪⎪⎩
1 if 0x1,
cm
∫ 3
x
(3 − t)m(t − 1)m dt if 1x3,
0 if x3,
g(−x) if x0,
where c−1m =
∫ 3
1 (3 − t)m(t − 1)m dt . Then it is easy to see that for the even functions
gk(x) := g(x − 4k) + g(x + 4k) (k ∈ Z1+, k = 0), g0(x) := g(x)
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we have supp gk = [4k − 3, 4k + 3] ∪ [−4k − 3,−4k + 3] and gk(x) + gk+1(x) = 1 (4k −
1 |x|4k + 5, k ∈ Z1+), whence
∞∑
k=0
gk(x) ≡ 1 (x ∈ R1). (4.1)
Furthermore gk ∈ Cm(R1) (k ∈ Z1+), at most two of supp gk’s have nonempty intersection at any
x ∈ R1, and an easy computation shows that
‖g(s)k ‖R1(cm)s (k ∈ Z1+, 1sm). (4.2)
For arbitrary 0 < t < 1 define
Gi(x) :=
d∏
j=1
gij
(6xj
t
)
(i = (i1, . . . , id) ∈ Zd+, x = (x1, . . . , xd)). (4.3)
Lemma 1. For each m ∈ Z1+ and 0 < t < 1, we have∑
i∈
Gi(x) ≡ 1 (x ∈ K), (4.4)
where
 := {i ∈ Zd+ : supp Gi ∩ K = ∅} ⊂
{
i : max
1 jd
ij 3/t
}
.
Moreover, at most 2d of suppGi’s (which are pairs of symmetric disjoint cubes with edges t) have
nonempty intersection.
Proof. We obtain from (4.1)∑
i∈Zd+
Gi(x) ≡ 1 (x ∈ Rd).
Since supp gk(6x/t) ∩ [−1, 1] = ∅ for k3/t , it follows that whenever max1 jd ij > 3/t ,
we have suppGi ∩ [−1, 1]d = ∅. Hence from (3.1) we obtain (4.4).
The second statement of the lemma follows from (4.3) and the fact that at most two of supp gk’s
have nonempty intersection. 
For a C1 convex body K and y ∈ K , let Ly be the tangent plane to K at y and ny ∈ Sd−1
its outer normal (〈ny, y〉 > 0). Given x ∈ K with 〈ny, x〉 > 0, denote by y(x) > 1 the real
number for which y(x)x ∈ Ly. (Compare this definition with the quantity (x) introduced
before Theorem 2.)
Lemma 2. Let K ⊂ Rd be convex and C1. Then for any x, y ∈ K, |x − y|c1,
y(x) − 1c2|x − y|(∇rK, |x − y|) (4.5)
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and
c3|x − y| |y − y(x)x|c4|x − y| (x, y ∈ K), (4.6)
where c1, . . . , c4 > 0 depend only on K.
Proof. It suffices to prove the lemma ford = 2. We may assume thatK ⊂ R2, y = (1, 0) andLy is
a vertical tangent line. (All these can be accomplished by an affine transformation with determinant
bounded from above and below by constants depending only on K.) Then with R() := rK(ei)
we have R(0) = 1, R′(0) = 0, and for x = R()ei ∈ K, y(x)−1 = R() cos. Hence using
that |x − y| ∼ || we have for some 0,
c(y(x) − 1)1 − y(x)−1 = 1 − R() cos = R(0) − R() cos
= R(0) − R() + O(2)
= (R′(0) − R′()) + O(2)c2||(R′, ||)
 c3|x − y|(∇rK, |x − y|).
This verifies (4.5), while (4.6) follows immediately from (4.5). 
The next lemma follows easily from the well-known Chebyshev inequality. The short proof is
included here for completeness. For a y ∈ Rd , denote B(y, ) ⊂ Rd the ball with center y and
radius .
Lemma 3. Let |y|1 and L ⊂ Rd a hyperplane passing through y. Assume that pn ∈ Pdn is
such that |pn(x)|1 for x ∈ B(y, 4) ∩ L. Then
|pn(x)|
(
2|x|
3
)n
(x ∈ L, x /∈ B(y, 4)).
Proof. For a fixed x ∈ L, x /∈ B(y, 4), consider the univariate polynomial p(t) := pn(y +
t (x − y)) ∈ P 1n . By assumption, |p(t)|1 for |t | 4|x−y| . Thus by the Chebyshev inequality
|p(t)|
(
2|t |
a
)n
max|s|a |p(s)| (|t |a) used with a := 4|x−y| we obtain
|p(t)|
( |x − y| · |t |
2
)n (
|t | 4|x − y|
)
.
In particular, for t = 1 4|x−y|
|p(1)| = |pn(x)|
( |x − y|
2
)n

( |x| + 1
2
)n

(
2|x|
3
)n
,
since |x|4 − |y|3. 
5. Proof of Theorem 1
In order to simplify notation, we assume that ‖f ‖K = 1. It will be clear from the subsequent
proof how the norm of the function is involved and that it appears in the form as in (3.2).
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First we consider the case when f ∈ C(K) is even. By the multivariate Jackson theorem (cf.
[8, p. 293]), there exist pn ∈ Pd2n even such that
‖f − pn‖J d c
(
f,
1
n
)
K
, (5.1)
where J d := [−5, 5]d and K is as in (3.1). (Since K is convex, f can be extended to J d preserving
its norm and the rate of its modulus of continuity.)
The univariate Jackson theorem states that for any function g ∈ Cm[a, b] there exist polyno-
mials pn ∈ P 1n such that
‖g − pn‖[a,b] (n − m)!
(
2
)m ‖g(m)‖[a,b](b − a)m
n! (nm)
(cf. [6, p. 197]). Applying this to the even functions gij (6xj /t) figuring in (4.3) and using (4.2),
there exist even polynomials pij ∈ P 12n such that
‖gij (6xj /t) − pij (xj )‖J 1
(cm
tn
)m
(i ∈ Zd+)
with an absolute constant c > 0. Then setting pi(x) := ∏dj=1 pij (xj ) ∈ Pd2dn (x = (x1, . . . , xd))
we get
‖pnGi − pnpi‖J d 
(cm
tn
)m
(i ∈ Zd+), (5.2)
with c > 0 depending only on K. Here pnpi ∈ Pd2(d+1)n are even.
Now let r be an arbitrary natural number. Then there exists another natural number n such that
(d + 1)nr < (d + 1)(n + 1). (5.3)
For each i ∈ , choose ai ∈ K ∩ suppGi where is the set defined in Lemma 1. Without loss
of generality we may assume that the functionsGi in (4.4) an (5.2) are supported by two symmetric
cubes. This can be achieved by a simple decomposition which would alter the cardinality of 
only by a constant multiplier. Further let Li := Lai ∪ (−Lai). Since for some h˜i ∈ Hd1 we have
h˜2i ≡ 1 on Li (this is the equation of the pair of parallel hyperplanes Li ), it follows that
hi := pnpi =
(d+1)n∑
j=0
q2j =
(d+1)n∑
j=0
q2j h˜
2r−2j
i ∈ Hd2r (x ∈ Li ),
where q2j ∈ Hd2j (j = 0, . . . , (d + 1)n). Thus by (5.2)
‖pnGi − hi ‖D(ai,4)
(cm
tn
)m
(i ∈ ), (5.4)
where
D(ai, 4) := B(ai, 4) ∩ Lai
and
D(ai, 4) := D(ai, 4) ∪ D(−ai, 4) ⊂ B(0, 5) ⊂ J d.
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The choice of the parameters m and t will ensure that cm < tn in (5.4), i.e. in particular (5.4)
yields that
‖hi ‖D(ai,4)c0 (i ∈ ) (5.5)
with c0 > 0 depending only on K.
Set now
Ci := {x ∈ K : ai(x)x ∈ supp Gi ∩ Lai}, Ci := Ci ∪ (−Ci) (i ∈ ),
and consider an arbitrary x ∈ K \Ci . Assume first that 〈ai, x〉 > 0. Then ai(x)x /∈ supp Gi. If
ai(x)x ∈ D(ai, 4) then by (5.4), using that Gi(ai(x)x) = 0 we obtain
|hi (x)| |hi (ai(x)x)|
(cm
tn
)m
. (5.6)
On the other hand, if ai(x)x /∈ D(ai, 4) then by (5.5), (3.1) and Lemma 3 used with y = ai, L =
Lai , pn := hi ∈ Hd2r ⊂ Pd2r and ai(x)x instead of x, we obtain
|hi (x)| =
|hi (ai(x)x)|
ai(x)
2r c0
(
2|x|
3
)2r
c0
(
2
3
)2r
. (5.7)
The same inequalities hold when 〈ai, x〉 < 0, i.e. by continuity they are true if 〈ai, x〉 = 0, as
well. Thus combining (5.6) and (5.7) we have
|hi (x)|
(cm
tn
)m + c0
(
2
3
)2r
(x ∈ K \ Ci , i ∈ ). (5.8)
Let now x ∈ Ci , i.e. for instance ai(x)x ∈ Lai ∩ supp Gi (i ∈ ). Then by (5.4), using that
ai(x)x ∈ D(ai,
√
dt),
|(pnGi − hi )(ai(x)x)|
(cm
tn
)m (
i ∈ , 0 < t 4√
d
)
. (5.9)
Based on (5.9), we need to estimate now |(pnGi − hi )(x)|. First note that since ai(x)x, ai ∈
suppGi belong to a cube with edge t, it follows that |ai−ai(x)x|
√
dt , i.e. by (4.6) |ai−x|c1t .
Then (4.5) of Lemma 2 applied with y = ai yields
ai(x) − 1ct(∇rK, t). (5.10)
Consider now hi ∈ Hd2r . By (5.5), (5.10) and the Lagrange mean value theorem,
|hi (x) − hi (ai(x)x)| = (ai(x) − 1)
2r

|hi (x)|(ai(x) − 1)2r|hi (x)|
 c1rt(∇rK, t) (5.11)
with some 1ai(x) and any 0 < t
4√
d
.
Next consider the function pnGi. Denote by Du the derivative in the direction of u ∈ Sd−1.
Since for any u ∈ Sd−1, by (4.2) and (4.3) ‖DuGi‖Rd cm/t and ‖Dupn‖B(0,2)cn (the last
inequality follows from the fact that ‖pn‖J d 2, and the Bernstein inequality), we obtain by
(5.10) with 0 < t < c
|(pnGi)(x) − (pnGi)(ai(x)x)|c(ai(x) − 1)
(
n + m
t
)
c(m + nt)(∇rK, t). (5.12)
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Thus combining (5.9) with (5.11) and (5.12) (and taking into account (5.3)) we arrive at
|(pnGi − hi )(x)|
(cm
tn
)m + c(nt + m)(∇rK, t) (x ∈ Ci , i ∈ ). (5.13)
For any given x ∈ K denote
1(x) := {i : x ∈ Ci , i ∈ }
and
2(x) := {i : x /∈ Ci but x ∈ suppGi, i ∈ }.
Since at most 2d of suppGi’s intersect at any given x we clearly have #2(x)2d . Moreover, we
claim that #1(x)cd . Recall that x ∈ Ci is equivalent to ai(x)x ∈ ±Lai ∩ suppGi. Indeed, if
i ∈ 1(x), i.e. for instance, ai(x)x ∈ Lai ∩ suppGi, then |ai(x)x − ai|
√
dt . Hence by (4.6),
|ai − x|c1t . Thus for any i ∈ 1(x) we have dist (x, suppGi)c1t . Clearly, we can have at
most cd2 such supports. Thus
#1(x) + #2(x)cd (5.14)
with c > 0 depending only on K. Furthermore, set
3(x) :=  \ (1(x) ∪ 2(x)) = {i ∈  : x /∈ Ci ∪ suppGi}
and
h :=
∑
i∈
hi ∈ Hd2r .
Then using (4.4) we obtain for all x ∈ K ,
|(pn − h)(x)| =
∣∣∣∣∣∣
∑
i∈
(pnGi − hi )(x)
∣∣∣∣∣∣ 
∣∣∣∣∣∣
∑
i∈1(x)
∣∣∣∣∣∣+
∣∣∣∣∣∣
∑
i∈2(x)
∣∣∣∣∣∣+
∣∣∣∣∣∣
∑
i∈3(x)
∣∣∣∣∣∣ .
By (5.13) and (5.14)∣∣∣∣∣∣
∑
i∈1(x)
∣∣∣∣∣∣ cd
[(cm
tn
)m + c(tn + m)(∇rK, t)] . (5.15)
For i∈2(x) we have x∈suppGi. Assume for instance that |x−ai|
√
dt (the case |x + ai|
√
dt
is similar). Then by x /∈ Ci it follows that ai(x)x /∈ suppGi, i.e. Gi(ai(x)x) = 0. Hence by
Lemma 2 and (4.2)–(4.3)
|Gi(x)| = |Gi(x) − Gi(ai(x)x)|
cm
t
|x − ai(x)x|
 cm
t
|x − ai|(∇rK, |x − ai|)cm(∇rK, t).
Thus by (5.14) and (5.8)∣∣∣∣∣∣
∑
ii∈2(x)
∣∣∣∣∣∣ cd
[
m(∇rK, t) +
(cm
tn
)m + (2
3
)2r]
. (5.16)
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Finally, if i ∈ 3(x), i.e. x /∈ Ci and Gi(x) = 0, then by (5.8) and Lemma 1∣∣∣∣∣∣
∑
i∈3(x)
∣∣∣∣∣∣ 
(
3
t
)d
|hi (x)|
c
td
[(cm
tn
)m + (2
3
)2r]
. (5.17)
The estimates (5.15)–(5.17) yield
‖pn − h‖Kc(tn + m)(∇rK, t) +
c
td
[(cm
tn
)m + (2
3
)2r]
.
Setting here m = [log n], t = 	 log n
n
with a proper 	 > 1 and taking into account (5.3),
‖pn − h‖K  c
(
∇rK, log n
n
)
log n + cnd
[(
2
3
)2r
+
(
c
	
)log n]
 c1 · 
(
∇rK, log r
r
)
log r.
This together with (5.1) shows that an even function can be approximated by even homogeneous
polynomials h ∈ Hd2r at the desired rate.
When f is odd then consider the decomposition
f (x) =
d∑
j=1
xjfj (x),
where fj (x) := xj f (x)|x|2 ∈ C(K) (j = 1, . . . , d) are even functions. Since we just have proved
that even functions can be approximated with the desired rate, this decomposition shows that odd
functions can be approximated by odd homogeneous polynomials from Hd2n+1 as stated, since
(f, 
)K ∼ (fj , 
)K . (The idea of handling odd functions this way is due to Varju [9].)
Clearly, every F ∈ C(K) can be written as a sum of an even and an odd function on K with
the same order of magnitude of moduli of continuity, which completes the proof of Theorem 1.
6. Proof of Theorem 2
Let K be a symmetric star with rK ∈ Lip  and y ∈ K an outer Lip -point. Thus for some
line  nonparallel to y, (3.4) holds. Now it suffices to verify the needed lower bound in the two-
dimensional plane containing 0 and , i.e. we may assume without loss of generality that d = 2.
In addition, we can also assume that y = (1, 0) and  is the vertical line through (1,0). (This can
be done by an affine transformation.) Then (3.4) yields
1 − rK(ei)c|| (||0) (6.1)
with some c,0 > 0. Since rK(ei) ∈ Lip  in [−, ], it is easy to see that for A > 0 large
enough K ⊃ DA := {|x| + A|y| = 1}.
Assume now that hn ∈ H 22n satisfies ‖1 − h2n‖K = E2n(1)K , i.e. in particular, ‖h2n‖DA
‖h2n‖K2 since K ⊃ DA. This yields that
‖∇h2n‖DAc	n() :=
⎧⎨
⎩
n1/ if 0 <  < 1,
n log n if  = 1,
n if 1 <  < 2
(6.2)
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(cf. [1, (0 <  < 1)]; [3, ( = 1)]; and [4, (1 <  < 2)]). Hence setting h2n(x, y) =∑2n
k=0 ak,nx2n−kyk we have by (1, 0) ∈ DA
|ak,n| = 1
k!
∣∣∣∣∣
k
h2n
yk
(1, 0)
∣∣∣∣∣ 
(
c	n()
k
)k
(0k2n). (6.3)
Let us verify that by (6.1) there exist 
, ε > 0 sufficiently small so that
B(y, 
) ∩ K ⊂ Dε := {|x| + ε|y|1}. (6.4)
Let x = rK(ei) cos, y = rK(ei) sin. Then if (x, y) ∈ B(y, 
)∩ K for a 
 > 0 sufficiently
small it follows that ||0, i.e. (6.1) is applicable. By (6.1) we have
|x| + ε|y| = rK(ei)(cos + ε sin ||)
 (1 − c||)(1 + ε||)(1 − c1||)(1 + ε||) < 1,
provided ε = c1. Thus (6.4) holds for these 
, ε > 0.
With the notation  = y/x, for (x, y) ∈ K, x > 0 we have x = rK(ei) cos := () ( =
tan) with  ∈ C(R). Moreover, it follows by (6.4) that with proper 0 > 0,
() 1
(1 + ε||)1/ (||0). (6.5)
Setting now gn() := ∑2nk=0 ak,nk ∈ P 12n we have
E2n(1)K = ‖1 − h2n‖K = ‖1 − 2n()gn()‖R =
∥∥∥∥n() − g˜n()n()
∥∥∥∥
R
, (6.6)
where
n() := −2n(/n1/) and g˜n() := gn(/n1/) :=
2n∑
k=0
bk,n
k.
Note that by (6.3)
|bk,n| = n−k/|ak,n|
(
c	n()
n1/k
)k
(k ∈ Z+). (6.7)
Furthermore, since rK ∈ Lip  in [−, ] it follows that () ∈ Lip  on R. It can be verified that
this impliesn ∈ Lip ( ∈ [−0, 0]) (with a constant independent of n). Indeed, since(0) = 1
and  ∈ Lip ,
(/n1/) = 1 − ((0) − (/n1/))1 − c

n
,
i.e.
1n() = −2n(/n1/)
(
1 − c

n
)−2n
c1 (||0). (6.8)
Thus if 0 < 1,
|n(x1) − n(x2)|c2n
∣∣∣(x1/n1/) − (x2/n1/)∣∣∣ c3n
∣∣∣∣x1 − x2n1/
∣∣∣∣

= c3|x1 − x2|.
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On the other hand, if 1 <  < 2, i.e. ′ ∈ Lip (− 1) then
′n() = −2n1−1/−2n−1(/n1/)′(/n1/),
whence by ′(0) = 0 we obtain
|′n(x1) − ′n(x2)|  2n1−1/
[
−2n−1(x1/n1/)|′(x1/n1/) − ′(x2/n1/)|
+|′(x2/n1/) − ′(0)| · |−2n−1(x1/n1/) − −2n−1(x2/n1/)|
]
.
This and (6.8) yield
|′n(x1) − ′n(x2)|  cn1−1/
[
|x1 − x2|−1
n1−1/
+ nx
−1
2
n
−1

|(x1/n1/) − (x2/n1/)|
]
 c|x1 − x2|−1 + cn|′(/n1/)| · |x1 − x2|
n1/
= c|x1 − x2|−1 + cn1−1/|′(/n1/) − ′(0)| · |x1 − x2|
 c|x1 − x2|−1 + cn1−1/ 
−1
n
−1

|x1 − x2|c|x1 − x2|−1
( ∈ (x1, x2)).
This verifies that n ∈ Lip  (||0) for any 0 <  < 2. Hence by Jackson’s Theorem
Ek(n) := inf
p∈P 1k
‖n − p‖[−0,0]ck− (0 <  < 2, k ∈ N). (6.9)
Furthermore by (6.6) and (6.8)
E2n(1)K =
∥∥∥∥n() − g˜n()n()
∥∥∥∥
R
c‖n − g˜n‖[−0,0], (6.10)
where n(0) = 1 and g˜n ∈ P 12n has coefficients satisfying (6.7).
Set now sn := [	n()n−1/M] + 1, where M > 0 is chosen below. Then by (6.7)∥∥∥∥∥∥
∑
snkn
bk,nx
k
∥∥∥∥∥∥[−0,0]

∑
k sn
(
c1	n()
n1/sn
)k

∑
k sn
( c1
M
)k
2
( c1
M
)sn
, (6.11)
where M is chosen so that M > 2c1. Hence we have by (6.10) and (6.11)
E2n(1)Kc
(
‖n − pn‖[−0,0] − 2
( c1
M
)sn)
, (6.12)
where pn(x) := ∑snk=0 bk,nxk ∈ P 1sn . Without loss of generality we may assume that pn ∈ P 1sn is
the best approximation of n out of P 1sn in C[−0, 0] norm. Using Lemma 2 from [7] we obtain
by (6.9)
∥∥p′′n∥∥[−1,1] c
sn∑
k=0
kEk(n)c
sn∑
k=1
k · k−cs2−n (0 <  < 2). (6.13)
(In fact, the quoted lemma refers to 2-periodic functions and trigonometric polynomials, but since
we restrict ourselves to a subinterval [−1, 1] ⊂ [−0, 0], the proof of (6.13) goes through word
for word.)
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Note that by (6.5)
n() = −2n(/n1/)
(
1 + ε||

n
)2n/
1 + c0|| (||0). (6.14)
Clearly (6.12) and (6.14) hold with  replaced by −, as well. Thus without loss of generality we
may assume that both n and pn are even in (6.12) and (6.14). (This could be achieved by taking
proper arithmetic means.) Hence, in particular, p′n(0) = 0. Therefore we obtain by (6.13) and
(0) = 1
|1 − pn()|  |1 − pn(0)| + |pn(0) − pn()|
 ‖n − pn‖[−0,0] + c2s2−n (||1). (6.15)
Thus by (6.14) and (6.15)
‖n−pn‖[−0,0]1 + c0||−pn()c0||−‖− pn‖[−0,0]−c2s2−n (||1),
i.e.
2‖n − pn‖[−0,0]c0|| − c2sn()2−.
Choosing here  = /sn with a proper  > 0 yields
‖n − pn‖[−0,0] 12s−n [c0 − c2−]cs−n .
Finally, this, (6.12), (3.5), and (6.2) imply
E2n(1)cs−n − c3
( c1
M
)sn
c1s−n c2	n()−n = c2n()
provided M is large enough, which was to be proved.
7. Proof of Theorem 3
First we prove the statement in the special case when K = {(x, y) : |x| + |y|1} ∈ R2 and
s = 2. First assume that f ∈ C(K) is even, i.e.
f (x, y) = f (−x,−y). (7.1)
(Odd functions can again be treated like in Theorem 1.)
Consider the decomposition
f (x, y) = f1(x) + f2(x, y),
where
f1(x):=f (x, y) + f (x,−y)2 and f2(x, y):=
f (x, y) − f (x,−y)
2
((x, y)∈K). (7.2)
(By symmetry, f1 indeed can be considered as a univariate function of x ∈ I := [−1, 1] when
(x, y) ∈ K .)
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First we approximate f1(x) by homogeneous polynomials of even degree. Define
g1(x) := f1(x) − f1(1)x2 − (1 − x2)f1(0) ∈ C(I). (7.3)
By (7.1) and (7.2), f1(x) is an even function, whence so is g1(x). Besides,
g1(0) = g1(±1) = 0. (7.4)
Now let
g2(x) :=
{
g1
(
1+x
2
)
if x ∈ I,
0 if x /∈ I. (7.5)
Because of (7.2)–(7.4), g2 ∈ C(R) and ‖g2‖R3‖f ‖K . Approximating this function on the
interval [−3, 3] by polynomials
p2n =
2n∑
k=0
ak,nx
k ∈ P 12n (7.6)
and using the univariate Jackson theorem we have
‖g2 − p2n‖[−3,3]c
(
g2,
1
n
)
, ‖p2n‖[−3,3]6‖f ‖K. (7.7)
(Here (. . .) is the usual modulus of continuity on [−3, 3].) Consider the self-reciprocal polyno-
mial
q2n(x) := p2n(x) + x2np2n
(
1
x
)
=
2n∑
k=0
(ak,n + a2n−k,n)xk ∈ P 12n. (7.8)
We shall prove that
‖g2 − q2n‖I c
(
g2,
1
n
)
+ c
(
2
3
)2n
‖f ‖K. (7.9)
Because of (7.7), we need to estimate only A(x) := x2np2n(1/x) on I. If |x| 13 , then using the
Chebyshev inequality (Tn(u) = cos n arccos u is the Chebyshev polynomial)
|p(u)| max|v|a |p(v)| ·
∣∣∣Tn (u
a
)∣∣∣  (2|u|
a
)n
max|v|a |p(v)| (|u|a > 0, p ∈ P
1
n )
with a=3 and u=1/x we get by (7.7) |p2n(1/x)|6
(
2
3|x|
)2n ‖f ‖K , thus A(x)6 ( 23)2n ‖f ‖K
whenever |x| 13 . If 13 |x|1, then by (7.7) |p2n(1/x)|c(g2, 1/n) (since now g2(1/x) ≡ 0),
i.e. A(x)c(g2, 1/n). This proves (7.9).
Now for an arbitrary x ∈ I, (x, y) ∈ K , replace the variable x by 2|x| − 1 = |x| − |y| ∈ I in
(7.9). Then by (7.5) we obtain
‖g1(|x|) − q2n(|x| − |y|)‖I c
(
g2,
1
n
)
+ c
(
2
3
)2n
‖f ‖K ((x, y) ∈ K). (7.10)
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Here by (7.8)
q2n(|x| − |y|)=
2n∑
k=0
(ak,n + a2n−k,n)(|x| − |y|)k
=
2n∑
k=0
(ak,n + a2n−k,n)(|x| − |y|)k(|x| + |y|)2n−k ((x, y) ∈ K).
Thus we can see that q2n(|x| − |y|) is an even function in each variable |x| and |y|. This means
that h2n(x, y) := q2n(|x| − |y|) ∈ H 22n, and because of the evenness of g1, (7.10) takes the form
‖g1(x) − h2n(x, y)‖I c
(
g2,
1
n
)
+ c
(
2
3
)2n
‖f ‖K ((x, y) ∈ K). (7.11)
We know (see [5, p. 384]) that the function 1 (and hence the function x2) can be approximated
on K by homogeneous polynomials of degree 2n in the order (log log n)−1/2. Hence and by
(7.3), (7.11) we get with an appropriate h2n ∈ H 22n
‖f1(x) − h2n(x, y)‖I c
(
g2,
1
n
)
+ c‖f ‖K√
log log n
((x, y) ∈ K).
To finish this part of the proof, we need only to remark that
(g2, h) ∼ (g1, h)(f1, h) + ch‖f ‖K(f, h)K + ch‖f ‖K. (7.12)
Now we turn to the approximation of f2(x, y) in (7.2). Because of (7.1),
f2(−x,−y) = f2(x, y) and f2(x,−y) = f2(−x, y) = −f2(x, y) ((x, y) ∈ K),
(7.13)
whence
f2(±1, 0) = f2(0,±1) = 0. (7.14)
Define
f3(x) =
{
f2
(
1+x
2 ,
1−x
2
)
if x ∈ I,
0 if x /∈ I. (7.15)
Because of (7.14), f3 ∈ C(R). Approximate this function on the interval [−3, 3] by polynomials
(7.6) using the univariate Jackson theorem:
‖f3 − p2n‖[−3,3]c
(
f3,
1
n
)
. (7.16)
Consider the “anti-self-reciprocal” polynomial
q2n(x) := p2n(x) − x2np2n
(
1
x
)
:=
2n∑
k=0
bk,n(1 − x)k(1 + x)2n−k ∈ P 12n. (7.17)
Just like in the previous case, we can prove that
‖f3 − q2n‖I c
(
f3,
1
n
)
+ c
(
2
3
)2n
‖f ‖K. (7.18)
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(We omit the obvious details.) Since now x2nq2n(1/x) = −q2n(x) by (7.17), we obtain that
b2k,n = 0 (k = 0, . . . , n). Hence
q2n(x) =
n−1∑
k=0
b2k+1,n(1 − x)2k+1(1 + x)2n−2k−1. (7.19)
Now substituting x by 2x − 1 we get from (7.15) and (7.18)
|f2(x, 1 − x) − q2n(2x − 1)|c
(
f3,
1
n
)
+ c
(
2
3
)2n
‖f ‖K (0x1), (7.20)
where by (7.19)
q2n(2x − 1) = 22n
n−1∑
k=0
b2k+1,n(1 − x)2k+1x2n−2k−1.
So setting
h2n(x, y) := 22n
n−1∑
k=0
b2k+1,nx2n−2k−1y2k+1 ∈ H 22n (7.21)
we obtain from (7.20) and (7.15)
|f2(x, y) − h2n(x, y)|c
(
f3,
1
n
)
+ c
(
2
3
)2n
‖f ‖K (x, y0, x + y = 1). (7.22)
But from (7.21) we can see that h2n has the same properties (7.13) as f2(x, y), namely
h2n(−x,−y) = h2n(x, y) and h2n(x,−y) = h2n(−x, y) = −h2n(x, y)
((x, y) ∈ K). (7.23)
Thus the validity of (7.22) extends to (x, y) ∈ K , which proves the statement for f2. (The
different moduli of continuity are equivalent by relations similar to (7.12).)
Since we have proved that both f1 and f2 can be approximated with the needed rate by elements
of H 12n, the same is true for f which was supposed to be an even function. The case of odd functions
can be settled by the same argument as in the proof of Theorem 1.
Once the statement is proved for K = {(x, y) : |x| + |y|1}, by using homogeneous linear
transformations we can extend it to the case when K is a symmetric parallelogram.
So let us turn to the general case: K ⊂ R2 is a symmetric convex polygon with 2s vertices.
For convenience, in this part of the proof we return to the vector notation instead of coordinates.
Let x1, x2, . . . , x2s denote the adjacent vertices of K (by symmetry, xi+s = −xi (i = 1, . . . , s)),
and let ei be the edge connecting xi and xi+1. (Here i = 1, . . . , 2s with the convention that
x2s+1 := x1.) For any even f ∈ C(K) set
fi(x) :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
|x−xi−1|
|xi−xi−1|f (x) if x ∈ ei−1|x−xi+1|
|xi−xi+1|f (x) if x ∈ ei
0 if x ∈ K \ (ei−1 ∪ ei)
fi(−x) otherwise
(i = 1, . . . , s).
18 A. Kroó, J. Szabados / Journal of Approximation Theory 152 (2008) 1–19
By construction, fi ∈ C(K) are even,
s∑
i=1
fi(x) ≡ f (x) (x ∈ K), (7.24)
and
‖fi‖K‖f ‖K, (fi, t)Kc(f, t)K (i = 1, . . . , s).
By symmetry, for each 1 is, the lines containing the edges ei−1, ei, ei+s−1, ei+s form a
symmetric parallelogram Ki ⊃ K . (Here we use the convention e0 := e2s .) Define
f i (x) :=
{
fi(x) if x ∈ Di := K ∩ Ki
0 if x ∈ Ki \ Di (i = 1, . . . , s). (7.25)
Again, by construction, f i ∈ C(Ki) are even and
‖f i ‖K‖f ‖K, (f i , t)Kc(f, t)K (i = 1, . . . , s). (7.26)
We now apply the already proved part of the theorem for the functions f i on the parallelogram
Ki : there exist hi ∈ Hd2n such that
‖f i − hi‖Ki c
(
f,
1
n
)
K
+ c‖f ‖K√
log log n
(i = 1, . . . , s) (7.27)
(here we used (7.26) as well). By (7.25) and (7.27)
‖fi − hi‖Di = ‖f i − hi‖Di c
(
f,
1
n
)
K
+ c‖f ‖K√
log log n
(i = 1, . . . , s), (7.28)
and
‖fi − hi‖K\Di = ‖hi‖K\Di ‖hi‖Ki\Di
= ‖f i − hi‖Ki\Di c
(
f,
1
n
)
K
+ c‖f ‖K√
log log n
(i = 1, . . . , s).
Eqs. (7.28) and (7.29) together show that
‖fi − hi‖Kc
(
f,
1
n
)
K
+ c‖f ‖K√
log log n
(i = 1, . . . , s). (7.29)
Hence by (7.24)∥∥∥∥∥f −
s∑
i=1
hi
∥∥∥∥∥
K
cs
(
f,
1
n
)
K
+ cs‖f ‖K√
log log n
,
which completes the proof of Theorem 3.
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