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ABSTRACT
The inclusion of Computer Vision and Deep Learning technologies in Agriculture
aims to increase the harvest quality, and productivity of farmers. During posthar-
vest, the export market and quality evaluation are affected by assorting of fruits
and vegetables. In particular, apples are susceptible to a wide range of defects
that can occur during harvesting or/and during the post-harvesting period. This
paper aims to help farmers with post-harvest handling by exploring if recent com-
puter vision and deep learning methods such as the YOLOv3 (Redmon & Farhadi
(2018)) can help in detecting healthy apples from apples with defects.
1 INTRODUCTION
Maintaining high-quality crops is of great importance for the apple industry due to ever-increasing
consumer awareness of food quality. Quality inspection is needed due to increasing demand since
apples are one of the most consumed fruits globally (Harker et al. (2003)). Post harvest sorting of
apples is a difficult, labor intensive process in the industry. The uniformity in size, shape and other
quality parameters of apples are required for deciding the overall acceptance quality for customers
(Nissen et al. (2016)). Currently many industries perform grading of apples manually. Labor short-
ages and a lack of overall consistency to the process resulted in a search for automated solutions. The
use of computer vision has gained interest in the industry as a fast, reliable, and labor-inexpensive
solution to the given problem.
2 LITERATURE REVIEW
For more than three decades, apple defect detection has been an interesting area of research. Defect
detection is still a challenging task due to huge variation of defect types Computer vision is consid-
ered as a useful and practical tool for apple defect detection because of its simplicity, consistency,
low cost and high speed (Yang (1996)). Despite the limitations of computer vision, it is worth noting
that consumers still judge the commercial value of an apple based on the absence of any external
defects.
Classical approaches to computer vision for agriculture uses machine learning. A good example is
this segmentation algorithm oriented for regions in citrus fruits (stem, peel, and defects) for detecting
the most common peel defects (Blasco et al. (2007)). This algorithm that focuses on the difference
in contrast on different regions of the citrus fruit, rather than individual pixels was able to achieve a
detection accuracy of 95.0 %.
Different machine learning models such as Support Vector Machine (SVM), Multi-Layer Perceptron
(MLP) and K-Nearest Neighbor (KNN) classifiers were comapred in the grading of apples (Moallem
et al. (2017)). Two classification tasks are performed: (1) an input apple image is classified as healthy
or defected, and (2) an input apple image is classified as first rank, second rank or rejected. In the two
classification tasks, SVM performed best at 92.5% and 89.2% accuracies respectively. In another
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study, A SVM model based on particle swarm optimization has also attempted apple grading and
have reported maximum accuracy rate of 91% (Ji et al. (2018)).
Modern approaches employ deep-learning based approach. Recently, Tian et al. have proposed
a combination of YOLOv3 and Cycle-Consistent Adversarial Network (CycleGAN) was used in
detecting of apple lesions Tian et al. (2019). Their work approached it as an image classifaction
problem wherein their model is trained on a dataset of 640 images composed of healthy apples
and apples with defects. The images collected in two ways: orchard field collection and online
collection. Data augmentation techniques like Cycle-Consistent Adversarial Network (CycleGAN)
is used to artificially expand the dataset. DenseNet is used as a feature extractor to enhance the
detection results of the YOLO-v3 model. This is the first and also the most recent study that has
proposed a member of the YOLO family algorithm for apple defect detection.
Previous studies view fruit defects as an image classification problem rather than an object detection
problem. This paper aims to approach apple defects as an object detection problem by using a data
set that contains healthy apples and apples with defects to train a YOLO-v3 model in order to detect
which apples are healthy. The goal of which to improve post-harvest handling and help farmers
improve their productivity
3 YOLOV3 ARCHITECTURE
The deep learning algorithm used belongs to theYou Only Look Once (YOLO) family of algorithms.
This family of algorithms leverages the use of convolutional neural networks for object detection.
They are one of the faster object detection algorithms available and a good choice for real-time
detection, without the trade-off of losing accuracy.
Figure 1: The YOLO-v3 architecture
The YOLO-v3 architecture is shown in Figure 1. Feature-learning is done through the convolutional
layers. No fully-connected layer is used, thus this model is image size agnostic. Also, no pooling
layers are used. In order to pass size-invariant features forward, a convolutional layer with a given
stride is used to downsample the feature map (Redmon & Farhadi (2018)). The ResNet-like structure
in the YOLOv3 are called Residual Blocks and are used for feature learning. The Residual Blocks
consists of several convolutional layers and skip connections. The unique feature of YOLOv3 is that
it makes detection at three different scales.
4 SSD: SINGLE SHOT DETECTOR
In the SSD (Liu et al. (2015)) , as the name suggest, both the object localization and classification
task are performed in a single forward pass of the network. It has no delegated region proposal
network and predicts both the boundary boxes and the classes directly from feature maps. The SSD
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Figure 2: Sample image from Healthy Apple Figure 3: Sample image Apple with Defects
predicts the offset distance of predefined anchor boxes for every location of the feature map. The
architecture of the SSD is based on the VGG-16 architecture, but discards the fully connected layers.
5 DATASET
The images used for this experiment are gathered through online collection. The custom training
set is composed of 452 images of apples, 226 images for healthy apples and 226 images for apples
with defect. The test set is composed of 140 images composed of 70 images for health apples and
70 images of apples with defect.
5.1 MATERIALS AND METHODS
The experiment presented in this paper is carried out using Python version 3.6.7 on a NVIDIA GTX
1060 machine with Intel Core i7-7700HQ processor and 16GB RAM. The computing platform used
was the Nvidia CUDA 10.0.0. In training the YOLOv3 model, the images serves as input to a
CNN model and the resulting detections are filtered using the non-max suppression algorithm. To
speed up training, I used a pre-trainined model on the COCO data set (Lin et al. (2014)) and then
trained on the custom data set. For the SSD-based object detector, I trained a model based from the
Tensorflow Object Detection API, which is an open source framework. For this model, I also used a
pre-trainined model on the COCO data set and then trained on the custom data set.
6 METRICS USED
The metrics used for this experiment are the average precision (AP) of the class of apple (healthy or
with defect) and mean average precision (mAP). To derive these the following concepts must first
be understood.
• Intersection Over Union (IOU) is defined as the area of overlap between the predicted
bounding box (Bp) and the ground truth bounding box (Bgt) divided by the area of union
between them. This is expressed by the formula:
IOU =
Bp∩Bgt
Bp∪Bgt
• True Positive (Tp) refers to the right detection of our chosen model i.e. a detection where
IOU is greater than or equal to IoU threshold.
• False Positive (Fp) refers to the erroneous detections of our chosen model i.e. a detection
where IOU is less than IOU threshold.
• False Positive (Fp) refers to an incorrect detection i.e. a detection where IOU is less than
IOU threshold.
• Precision (P) is defined as the number of true positives (Tp) divided by the sum of true
positives (Tp) and false positives (Fp).
P =
Tp
Tp+Fp
• Recall (R) is defined as the number of true positives (Tp) divided by the sum of true posi-
tives (Tp) and false negatives (Fn).
R =
Tp
Tp+Fn
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• Average Precision (AP) is the precision averaged across all recall values ranging from 0 to
1.
• Mean Average Precision (mAP) is computed by taking the AP for each class (healthy apple,
apple with defects) and averaging them.
7 RESULTS
As shown in table 1, the SSD-based detector has better performance in detecting healthy apples as
the intersection over union (IOU) is increased. The difference between the two is more pronounced
in detecting apples with defects. As shown in table 2, YOLOv3 does a better job at detecting the
apples with defects due mostly to its architecture.
Table 1: Average Precision (AP) on Healthy Apple detection performance
PART AP@0.3IOU AP@0.5IOU AP@0.7IOU
YOLOv3-based 0.8078 0.8035 0.7387
SSD-based 0.8042 0.8042 0.7726
Table 2: Average Precision (AP) on Apple with Defects detection performance
PART AP@0.3IOU AP@0.5IOU AP@0.7IOU
YOLOv3-based 0.6909 0.6824 0.6084
SSD-based 0.5951 0.5875 0.5613
Table 3: Mean Average Precision (mAP) Apple detection performance
PART mAP@0.3IOU mAP@0.5IOU mAP@0.7IOU
YOLOv3-based 0.7469 0.7430 0.6736
SSD-based 0.6997 0.6959 0.6667
The SSD-based detector has more false positives on the apples with defects as this model has dif-
ficulty in detecting smaller apple lesions. Thus resulting to a lower mean average precision (mAP)
compared to the YOLOv3-based detector, as shown in table 3.
Figure 4: Sample Results from training the YOLOv3-based apple detector
The Residual Blocks in architecture of YOLOv3 helps detecting small details such as the apple
defects. A sample result is shown in Figure 3. Future works include training it on other types of
fruits and crops, using image-to-image translation models as a data augmentation technique in the
training set.
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