Abstract -A review of the exponentially convergent approximations to the operator exponential is given. The applications to inhomogeneous parabolic and elliptic equations, nonlinear parabolic equations, tensor-product approximations of multidimensional solution operators as well as to parabolic problems with time dependent coefficients and boundary conditions are discussed.
Introduction
The operator exponential or the semi-group T (t) = e −At generated by an operator A in some Banach space is also the so-called solution operator for the initial value problem du dt + Au = 0, u(0) = u 0 (1.1) with the operator coefficient A, i.e., such an operator family depending on the parameter t that the solution is given by the action of this operator family on the initial data u(t) = e −At u 0 .
( 1.2)
The importance of this operator and, as a consequence, the importance of its approximations can be derived alone from the extensive semi-group theory and its applications. But there are many other applications of the operator exponential. Some of them are discussed in the present paper. Given a discretization parameter N (for example, N is the number of discretization points), we are interested in approximations possessing an exponential convergence rate with respect to N → ∞ which for a given tolerance ε provide algorithms of optimal or low complexity [10, 11] .
Exponentially convergent algorithms were proposed recently for various linear problems. Such algorithms for linear homogeneous parabolic problems were first proposed probably in [13, 14] and later in [8, 10, 16, 33, 38] . These algorithms are based on the representation of the operator exponential T (t) = e −At by the improper Dunford -Cauchy integral along a path enveloping the spectrum of A where a hyperbola, a parabola or a cotangent contour as the integration path were used. The influence of the integration path was discussed recently in [39, 41] . The methods from [8, 13, 16, 19] use the Sinc-quadratures [26, 35] and possess an exponential convergence rate. An exponential convergence rate for all t 0 was proven in [9, 40] under the assumptions that the initial function u 0 belongs to the domain of D(A σ ) for some σ > 1, where preliminary computation of A σ u 0 is needed. Note that all these algorithms cannot be directly applied to inhomogeneous problems due to the inefficiency of computation of the operator exponential at t = 0. In [16] a hyperbola as an integration path and a proper modification of the resolvent were used which allows one to get a uniform and numerically stable exponential convergence rate with respect to t 0 without preliminary computation of A σ u 0 . This trick with the modified resolvent was later used in [27] in order to construct exponentially convergent algorithms for a fractional order evolution equation via the Laplace transform. An exponentially convergent algorithm for the case of an operator family A(t) depending on the parameter t but with a t−independent domain was proposed in [15] . This algorithm uses operator exponentials generated by constant operators. Moreover, these exponentially convergent algorithms inherit two levels of parallelism (with respect to various time points and with respect to the treatment of the summands in the quadrature sum), which was first observed perhaps in [32] for polynomially convergent algorithms and independently for exponentially convergent algorithms in [8, 13, 14] .
In [7, [9] [10] [11] exponentially convergent algorithms based on the Dunford-Cauchy integral representation and on the Sinc-quadratures were proposed for parabolic and elliptic solution operators, the Silvester operator equation, the inverse of an elliptic operator, and other operator-valued functions. The paper [11] combines exponentially convergent algorithms with tensor product approximations in order to obtain algorithms of almost linear complexity (with respect to the discretization parameter in one dimension only) for high dimensional problems. The paper [3] deals with exponentially convergent algorithms for parabolic PDEs based on the Runge-Kutta methods. In [24, 25] exponentially convergent algorithms for inverting Laplace transforms were proposed and justified. The paper [2] deals with exponentially convergent algorithms for the first-order differential equations with an operator coefficient possessing a variable domain. Exponentially convergent algorithms for nonlinear parabolic problems within an abstract framework using the operator exponential were recently proposed in [17] .
The present paper contains a short review on the exponentially convergent algorithms for the operator exponential and its application for inhomogeneous first order differential equations with an operator coefficient, for the normalized operator hyperbolic sine family (the solution operator for elliptic problems), for first-order nonlinear differential equations, for exponentially convergent tensor-product approximations of some multidimensional problems, and for the first-order differential equations with an operator coefficient possessing a variable domain. These results with all details are discussed also in the above cited papers where numerical examples can also be found.
Approximation of the operator exponential
Let A be a densely defined strongly positive (sectorial) operator in a Banach space X with the domain D(A), i.e., its spectrum Σ(A) lies in the sector
and on its boundary Γ Σ , and outside the sector the following estimate for the resolvent holds true: (zI − A)
with some positive constant M (compare to [12, 23, 29, 34] ). The angle ϕ is called the spectral angle of the operator A. A practically important example of strongly positive operators in X = L p (Ω), 0 < p < ∞ represents a strongly elliptic partial differential operator [5, 6, 8, 12, 15, 29, 31] where the parameters a 0 , ϕ of the sector Σ are defined by its coefficients. We call the hyperbola
the spectral hyperbola, which passes through the vertex (a 0 , 0) of the spectral angle and possesses asymptotes which are parallel to the rays of the spectral angle Σ. Without loss of generality we suppose that the spectrum of A lies inside of Γ 0 . A suitable representation for the operator exponential and for the solution of problem (1.1) is the representation by the Dunford -Cauchy integral u(t) = 1 2πi
with some path Γ I enveloping the spectrum of A. Replacing the integral by a quadrature formula with appropriate nodes z k , we obtain some approximation
If Γ I is a parabola or a hyperbola enveloping the spectrum, then, as was shown in [8, 16] ,
But an efficient approximation including t = 0 is needed, especially having in mind the representation of the solution of the nonhomogeneous initial value problem
using the formula
In order to get an efficient approximation including t = 0 we demand a little more "smoothness" from u 0 than simply u 0 ∈ D(A) and suppose that u 0 belongs to the domain D(A α ) of the operator A α , α > 1. We choose the following hyperbola (enveloping the spectral hyperbola) as the integration path:
where
cos ϕ ,
1. Spectral characteristics of the operator A Besides, we use the following modified representation of the operator exponential (see [16] for details)
Note that taking (zI − A) −1 instead of (zI − A) −1 − z −1 I we remain with a difference given by
For the integration path Γ I and t = 0 we have
This means that one can expect a large error for t small enough when using (zI − A)
For t > 0 we have D I (t) = 0 due to the analyticity of the integrand inside of the integration path.
Parameterizing the integral, we obtain
with
The integrand possesses a super-exponential decay on R and can be analytically extended to a strip of width d defined by the spectral characteristics of A. Thus, since the integrand belongs to the Hardy space
is the strip of width d along the real axis, see [35] ), we can apply the Sinc-quadrature and obtain a discretization of the type (2.5)
with an appropriate h. The following result for this approximation has been proved in [16] . Theorem 2.1. Let A be a densely defined strongly positive operator and u 0 ∈ D(A α ), α ∈ (0, 1). Then the Sinc-quadrature represents u(t) = e −At u 0 (i.e., the solution of the homogeneous parabolic equation) and possesses a uniform with respect to t 0 exponential convergence rate with an estimate of the order O(e is the so-called class constant. It is known (see, e.g., [1] ) that for this class we need
parameters (optimal complexity) in order to approximate an arbitrary function of this class with a given tolerance ε. It is also known that
parameters are needed to represent an analytical function of d variables with a tolerance ε. We observe that in general N (opt) ε grows exponentially as d → ∞ (this phenomenon is known as "the curse of dimensionality"). It is of great practical importance since we need algorithms for the representation of multidimensional functions, say with polynomial complexity in d, at least for partial subclasses of functions. Below we discuss such algorithms based on the operator exponential.
To solve a d-dimensional elliptic problem
) (again the curse of dimensionality). Supposing the tensorproduct representations
. A Kronecker product with the Kronecker-rank r
A j be a strongly positive operator, where A j are mutually commutative, strongly positive operators.We introduce the tensor-product approximant
where each of the approximate (one-dimensional) operator exponentials T m j (t; A j ) can be computed by the algorithm from the previous section with m j quadrature nodes. For any fixed t > 0, the approximation error satisfies (see [11] )
where M = √ m or M = m/ log m, and where C and s depend neither on d nor on m. One can also find in [11] other tensor-product approximations. For example, using the following integral representation (σ > −1)
we can apply the Sinc-quadrature with m nodes for integrals representing the operator exponential and the Sinc-quadrature with M nodes for the external integral and obtain an approximation A T P with the error estimate:
Inhomogeneous first order differential equation with an operator coefficient
The solution of the inhomogeneous problem (2.7) can be represented as
The efficient approximation of u h (t) = e −At u 0 was discussed in the previous two sections. Using the Dunford -Cauchy representation of the operator exponential, we have for the second summand
Replacing the first integral by the quadrature, we get
In order to construct an exponentially convergent quadrature for these integrals, we change the variables by (t/2) − s = (t/2) tanh ξ and get
, we have an exponential decay of the integral, which is the first important point for the exponential convergent Sinc-quadrature. The second important point is the possibility of analytical extension into a strip D d .
With the complex variables z = ξ + iν and w = u + iv we have the conformal mapping One can see that the domains A ν (t) fill an angle depending on ν as t → ∞. The integrand in (4.5) is connected with the right-hand side of problem (2.7) and through the parameter h also with the operator coefficient A, i.e., we can expect that the analytical extension depends on both f and A. This fact expresses the next auxiliary result [16] . Thus, we can apply the Sinc-quadrature again and arrive at the approximation
and then at the approximation
The next theorem characterizes the error of this algorithm [16] .
Theorem 4.1. Let A be a densely defined strongly positive operator with the spectral characterization a 0 , ϕ and the right hand side
holds, then algorithm (4.7) converges with the error estimate
uniformly in t with positive constants c, c 1 depending on α, ϕ, a 0 and independent of N.
Equations with a parameter dependent operator coefficient
In this section we consider the evolution problems
and sketch briefly the results from [15] . We assume that A(t) is a densely defined closed (unbounded) operator with the domain D(A) independent of t in a Banach space X. We suppose the operator A(t) to be strongly positive. This assumption implies that there exists a positive constant c κ such that ( see [5, p. 103 
Our further assumption is that there exists a real positive ω such that
(see [29] , Corollary 3.8, p.12, for corresponding assumptions on A(t)). Let us also assume that the conditions
hold.
For the sake of simplicity we consider problem (5.1) on the interval [−1, 1] (if it is not the case, one can reduce problem (5.1) to this interval by the variable transform t = 2t
. We choose the mesh ω n of n various points ω n = {t k = cos 6) where t k are zeros of the Chebyshev orthogonal polynomial of the first kind T n (t) = cos(n × arccos t). Let t ν = cos θ ν , 0 < θ ν < π, ν = 1, 2, . . . , n, be zeros of the Chebyshev orthogonal polynomial T n (t) taken in decreasing order. Then it is well known that (see [36, 
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Let us rewrite problem (5.1) in the form
from which we deduce
be the interpolation polynomial for the function u(t) on the mesh ω n , y = (y 1 , . . . , y n ). Let y i ∈ X be a given vector, and let
be the polynomial which interpolates y, where
. . , n, are the Lagrange fundamental polynomials.
Substituting P n (η; y) for u(η) and y k for u(t k ) into (5.7), we arrive at the following system of linear equations with respect to the unknowns y k :
Remark 5.1. In order to compute α kp and φ k efficiently, we replace A(t), f (t) by their interpolation polynomials (this is possible due to the stability results from [15] ) and then calculate the integrals analytically.
We introduce the matrix
p and the vectors
It is easy to see that for
We get from (5.10)
or in the matrix form
The following approximation result was proven in [15] . 1. For n large enough it holds that
where u is the solution of (5.1) and
is the error of the best approximation of u by polynomials of degree not greater than n − 1 (the set Π n−1 ).
The system of linear algebraic equations
with respect to the approximate solution y can be solved by the fixed-point iteration
with the convergence rate of geometrical progression with the denominator q cn γ−1 ln n < 1 for n large enough. 
with the foci at the points +1, −1 and with the sum of the semi-axes ρ > 1. If A γ 0 u is p times continuously differentiable, then the generalization of Jackson theorem gives
with the continuity modulus ω.
Applying transform (5.7) recursively once more and then making a discretization analogously as above, we arrive at an algorithm which converges exponentially for all γ 1 (see [15] for details).
Exponentially convergent approximations for nonlinear first order differential equations with an operator coefficient
In this section, we consider the nonlinear problem
where u(t) is the unknown vector valued function with values in the Banach space X, u 0 ∈ X is the given vector, f (t, u) : (R + ×X) → X is the given function (nonlinear operator), and A is the linear densely defined closed operator with the domain D(A) acting in X. The abstract setting (6.1) covers many applied problems such as nonlinear heat conduction or diffusion in porous media, the flow of electrons and holes in semiconductors, nerve axon equations, chemically reacting systems, equations of the population genetics theory, dynamics of nuclear reactors, Navier-Stokes equations of the viscous flow, etc. (see, e.g., [21] and the references therein). This fact together with the theoretical interest are important reasons for studying efficient discrete approximations of problem (6.1). In order to construct an exponentially convergent algorithm, we use an equivalent Volterra integral equation including the operator exponential and represent the operator exponential by a Dunford-Cauchy integral along the hyperbola enveloping the spectrum of the operator coefficient. Then we approximate the integrals involved using the Chebyshev interpolation and an appropriate Sinc quadratures. Problem (6.1) is equivalent to the nonlinear Volterra integral equation
T (t) = e −At is the operator exponential (the semi-group ) generated by A and the nonlinear term is given by
We suppose that the solution u(t) and the function f (t, u(t)) can be analytically extended (with respect to t) into the domain which we will describe below. Changing the variables by t = (x + 1)/2 (6.3)
we transform the problem to the problem on the interval [−1, 1]
The Dunford -Cauchy representation of the nonlinear part leads to
Replacing the infinite integral by the Sinc-quadrature rule we arrive at the approximation
In order to approximate the nonlinear operator g nl,N 1 (x, u) we choose the Gauss -Chebyshev or Gauss -Lobatto mesh ω N on [−1, 1]. Substituting the Sinc-approximation for the operator exponential, the interpolation polynomial for the nonlinearity and then collocating the resulting equation on the grid ω N we arrive at the following Algorithm A1. Find y = (y 1 , . . . , y N ), y i ∈ X such that
Given the vector y = (y 1 , . . . , y N ) the interpolation polynomialũ(x) = P N −1 (x; y) represents an approximation for u((x + 1)/2) = u(t), i.e., u((x + 1)/2) = u(t) ≈ P N −1 (x; y). In order to justify this algorithm we need the following assumptions.
(ii) The vector valued function A α f ((1 + ξ)/2, u((1 + ξ)/2)) of ξ can be analytically extended from the interval B = [−1, 1] into the domain D ρ enveloped by the Bernstein regularity ellipse E ρ = E ρ (B).
(iii) The function f (t, y) = f (t, y; N) in the domain G = {(t, y, N) : 0 t 1, | y−u| < γ, N N 0 } satisfies
for all (t, y i , N) ∈ G, i = 1, 2, where | Z | = | y − u | = max j=1,...,N y j − u(t j ) , γ is a positive real constant and N 0 is a fixed natural number large enough. The following result was obtained in [17] . Theorem 6.1. Let A be a densely defined, closed, strongly positive linear operator with the domain D(A) in a Banach space X and let assumptions (i), (ii), (iii) hold. Then algorithm A1 for the numerical solution of the nonlinear problem possesses an exponential convergence rate uniformly with respect to t with estimates The following algorithm was proposed in [17] . Choose τ = 1/K such that (c * /α k )(Lτ /2) < 1. Set N ≍ √ N 1 (i.e., the number of interpolation points on each subinterval must be proportional to the square root of the number of nodes in the Sinc approximation of the operator exponential). The algorithm A1 with the corresponding Chebyshev -Gauss -Lobatto interpolation polynomial provides an exponential accuracy on each subinterval [t k−1 , t k ] under the assumption that the initial vector u k−1 is known. This is exactly the case for k = 1 and by algorithm A1 we obtain a value v 1,N = v 1 as an approximation for u(t 1 ). Starting on the subinterval [t 1 , t 2 ] with the approximate initial value v 1 we obtain an approximate solution for this subinterval, and so on.
The next theorem from [17] shows the exponential convergence rate provided that the solution is smooth enough. 
Elliptic problems. Normalized hyperbolic sine family
Let A be a linear, densely defined, closed, strongly positive operator in a Banach space X. The operator value function
is called the normalized hyperbolic operator sine family. The solution of the homogeneous BVP
is given by
The solution of the inhomogeneous elliptic boundary value problem
can be represented by
We consider the following representation of the solution of the homogeneous problem (7.2):
The integrand has an exponential decay at infinity and can be analytically extended into a strip of width d 1 = π/2 − ϕ. We approximate the integral by the following Sinc-quadrature:
Theorem 7.1 [19] . Let A be a densely defined strongly positive operator and u 1 ∈ D(A α ), α ∈ (0, 1). Then the Sinc-quadrature approximates the solution of the homogeneous initial value problem (i.e., u(t) = u hl (x) = E(x; A)u 1 ) and possesses an exponential convergence rate of order O(e 
14)
(7.15) It can be shown that the integrands have exponential decay at infinity, e.g.,
where c is a constant independent of x, ξ. We use the following Sinc-approximation for the integrals in (7.14):
Before we can apply the Sinc-quadrature to integrals (7.15) we change the variables by
or, respectively, by s = 0.5x(1 − tanh(ζ)) + 0.5(1 + tanh(ζ)) (7.22) and obtain Note that with complex variables z = ζ + iν and w = u + iv equation (7.21) represents the conformal mapping w = ψ(z) = x[1 + tanh z]/2, z = φ(w) = 0.5 ln(w/(x − w)) of the strip D ν onto the eye-shaped domains A ν (x) and A ν (x) ⊆ A ν (1) ∀x ∈ [0, 1]. It is easy to see that the images A 1,ν (x) of the strip D ν by the mapping w = ψ 1 (z) = 0.5x(1 − tanh(ζ)) + 0.5(1 + tanh(ζ)), z = φ 1 (w) = 0.5 ln((x − w)/(w − 1)) are all of the same eye-shaped form and are contained in A ν (1) = A 1,ν (0). This is the basis for the next assertion.
Lemma 7.1. If the right hand side f (x) for x ∈ [0, 1] can be analytically extended into the domain A ν (1), then the integrands F k,1 (t, ζ), F k,2 (t, ζ) can be analytically extended into the strip D d 1 of width d 1 ∈ (0, π/2) along the real axis and belong to the class H 1 (D d 1 ) with respect to ζ.
Now we can apply the imbedded Sinc-quadratures
and obtain the fully discrete approximation u pa,N (t) to u pa (t):
The following assertion characterizes the accuracy of the described algorithm.
Theorem 7.2. Let A be a densely defined strongly positive operator with the spectral characterization a 0 , ϕ and the right hand side f (x) ∈ D(A α ), α > 0 can be analytically extended into the domain A ν (1), then the algorithm above converges with the error estimate
uniformly in x ∈ [0, 1] with positive constants c, c 1 depending on a 0 , ϕ but independent of N.
Exponentially convergent algorithms for differential equations with an operator coefficient possessing a variable domain in the Banach space
Applied problems which are described by parabolic partial differential equations with timedependent coefficients and boundary conditions lead to the first order differential equations in the Banach space X du(t) dt
where t is a real variable, the unknown function u(t) and the given function f (t) take values in X, and A(t) is a given function whose values are densely defined, closed linear operators in X with domains D(t) = D(A, t) = D(A(t)) depending on the parameter t. Problems of this kind were studied, e.g., in [4, 18, 20, 22, 28, 30].
In some special cases, it is possible to translate a problem of the type (8.1), where the domain D(A) depends on t, into another problem with an operator coefficientÃ possessing a domainD(Ã) independent of t. Unfortunately, there is no constructive way to make such transform in the general case. The literature concerning discretizations of such problems in abstract setting is not voluminous (see, e.g., [28] , where the Euler difference approximation of the first order of accuracy was considered, and the references therein). The classical Duhamel integral together with discretizations of a high order of accuracy for the two-dimensional heat equation with time-dependent inhomogeneous Dirichlet boundary condition was proposed in [18] . It is clear that the discretization (with respect to t) of such problems is more complicated than in the case of a t-independent domain D(A), since the inclusion y k = y(t k ) ∈ D(t k ) of the approximate solution y k at each discretization point t k should be additionally checked and guaranteed. In this section, we consider problem (8.1) in the form
where u(t) is the unknown function u : (0, T ) → X with values in some Banach space X, f (t) is a given measurable function f : (0, T ) → X from the space L q (0, T ; X) with the Including the boundary condition in the definition of the operator coefficient in the first equation, we get a problem of the type (8.1) with a variable domain. The difficulties of the discretization of problems of this form were mentioned above and were well discussed in [28] . The separation of this condition in (8.2) will allow us below to use an abstract Duhamel like technique in order to reduce the problem to another one including operators with t-independent domains.
For the sake of simplicity we consider at the beginning the case of a constant operatorA and represent the solution in the form
with v and w satisfying 5) respectively. Introducing the operator A (1) : D(A (1) ) → X independent of t and defined by
we can rewrite problem (8.2) also in the form
We suppose that the operator A is such that the operator A (1) is strongly positive. Then under some assumptions with respect to f (t) the solution of (8.7) can be represented by [29] v(t) = e −A (1) 
Note that problem (8.7) with a strongly positive operator A (1) can be solved also numerically by the exponentially convergent algorithm above.
Returning to problem (8.5), we introduce the auxiliary function W (λ, t) by 9) where the abstract boundary condition is now independent of t. The following result gives a representation of the solution of problem (8.5) through the function W by the so-called Duhamel integral [2] . Theorem 8.1. The solution of problem (8.5) with a t-dependent boundary condition can be represented through the solution of problem (8.9) with a t-independent boundary condition by the following Duhamel integral:
Proof. Let us show that the function (8.10) in fact satisfies (8.5 ) (compare to the classical representation by Duhamel integral [18, 30] ).
Actually, the initial condition w(0) = 0 holds obviously true. In view of the first representation in (8.10) and (8.9) we have
, (8.11) i.e., the boundary condition ∂ 1 w(t) = −∂ 0 (t)u(t) + g(t) is also fulfilled. In view of the second representation in (8.10) we obtain
12) i.e., the first equation in (8.5) holds true, which completes the proof.
In order to make the boundary condition in (8.9) homogeneous and independent of t, we introduce the operator B : Y → D(A) by
i.e., ∂ 1 B is a projector on Y .
Remark 8.1. In order to show the existence of the operator B we set By = v. Then problem (8.13 ) is equivalent to the problem
We assume that there exists an operator E : Y → D(A) such that ∂ 1 Ey = y (compare to E(t) from [28] ). The existence of this operator for an elliptic operator A is proven in [ Taking into account (8.6), we have the problem
which has a solution since the operator A (1) is strongly positive. Thus, we have
Given the operator B, we change the dependent variable by
For the new dependent variable, we have the problem
or equivalently
Using the operator exponential, the solution of this problem can be given in the form
Now, taking into account the substitution (8.14) and the last representation, we obtain
where I : X → X is the identity operator. In view of relations (8.3), (8.10) and (8.18), we arrive at the representation 8.19 ) and further at the following boundary integral equation:
The last equation can also be written in the form
After determining ∂ 0 (t)u(t) from (8.21) we can find the solution of problem (8.2) by (8.8), (8.19) using the exponentially convergent algorithms for the operator exponential. Let us introduce the operator-valued kernel
Then equation (8.21) can be written at the fixed point iteration form
We make the following assumptions.
(A1) There exists a positive constant c such that
holds.
(A3) The function
belongs to the Banach space L q (0, T ; Y ) and 27) where q is such that 1/p + 1/q = 1 for p defined in (A2). Let us define the sequences θ j (t) = V (t)θ j−1 (·) + F (t), δ j (t) = θ j (t) − θ * (t), (8.28) where θ * (t) is the exact solution of (8.23). The following result was proven in [2] . For the solution θ * (t) = ∂ 0 (t)u(t), the following stability estimate holds: Further we consider the problem du(t) dt + A(t)u(t) = f (t), ∂ 1 u(t) + ∂ 0 (t)u(t) = g(t), t ∈ (0, T ], u(0) = u 0 ,
where u 0 is a given vector, f (t) is a given vector-valued function and the operator ∂ 0 (t) is the product of two operators ∂ 0 (t) = µ(t)∂ 0 ,
: Y → Y (we suppose that problem (8.31) possesses a unique solution u(t) ∀ t ∈ (0, T ) for input data f, g, u 0 from some set including elements f = 0, g = 0, u 0 = 0). We choose a mesh ω n = {t k , k = 1, . . . , n} of n various points on [0, T ] and set A(t) = A k = A(t k ), t ∈ (t k−1 , t k ], µ(t) = µ k = µ(t k ), t ∈ (t k−1 , t k ],
On each subinterval (t k−1 , t k ] we define the operator A
k with a t-independent domain by
k ) (8.32) and the operator B For all t ∈ [0, T ) we define the operators
k , t ∈ (t k−1 , t k ],
k , t ∈ (t k−1 , t k ], ∀k = 1, . . . , n (8.34) (the existence of B
k can be shown analogously to the existence of B above). We accept the following hypotheses (see [2] , for examples). (B1) We suppose the operator A (2) (t) to be strongly positive . This assumption implies that there exist a positive constant c and a fixed κ such that (see, e.g., [5, p. 103 , k = 1, ..., n} on [−1, 1] of n zeros of the Tchebychev orthogonal polynomial T n (t) and set τ k = t k − t k−1 . Let P n−1 (t; u) = P n−1 u = n j=1 u(t j )L j,n−1 (t), P n−1 (t; ∂ 0 u) = P n−1 (∂ 0 u) = n j=1 ∂ 0 u(t j )L j,n−1 (t) (8.43) be the Lagrange interpolation polynomials for u(t) and ∂ 0 u(t) on the mesh ω n , where L j,n−1 = T n (t)/[T ′ n (t j )(t − t j )], j = 1, . . . , n are the Lagrange fundamental polynomials. For the given vector v = (v 1 , . . . , v n ), we introduce the interpolation polynomial P n−1 (t; v) = P n−1 y = n j=1 v j L j,n−1 (t), (8.44) so that P n−1 (t j ; v) = v j , j = 1, 2, . . . , n. Let x = (x 1 , x 2 , . . . , x n ), y = (y 1 , y 2 , . . . , y n ) be the approximating vectors for U = (u(t 1 ), u(t 2 ), . . . , u(t n )) and ∂U = (∂ 0 u(t 1 ), ∂ 0 u(t 2 ), . . . , ∂ 0 u(t n )) respectively, i.e., x k approximates u(t k ) and y k approximates ∂ 0 u(t k ). Substituting P n−1 (η; x) for u(η), P n−1 (η; y) for ∂ 0 u(λ) and then setting t = t k in (8.42), we arrive at the following system of linear equations with respect to the unknown elements x k , y k : 
