This article presents results on the concentration properties of the smoothing and filtering distributions of some partially observed chaotic dynamical systems. We show 
Introduction
The filtering and smoothing problems are ubiquitous in many areas, such as statistics, engineering, econometrics and meteorology; see for instance [4] and the references therein.
Such problems are concerned with inference of the current (filtering) or past (smoothing) positions of a partially observed dynamical system conditional upon sequentially observed data. Perhaps the most well-studied class of filtering and smoothing problems are those for which the unobserved signal follows a Markov chain in discrete time, and the observations at the current time are, conditional upon the signal at the current time, independent of all other random variables. This is the so-called state-space or hidden Markov model; see for instance [2] for a book length introduction. For the aforementioned models, a wealth of results on long-time behaviour and concentration of the system exist; see for instance [2, 5, 24] . Potentially less studied in the literature are such results for the case for which the unobserved system is deterministic, with unknown initial condition (see [13] for examples of this type of models). Such models have a wide class of applications, for instance, in weather prediction (especially when the dynamics are chaotic), but there are relatively few mathematical results on the concentration of the smoother and filter on the true position; see [17, 3, 19, 9, 10] . We include a detailed comparison with the latter two papers in Section 1.2. We note that [17] has studied this problem from a practical perspective, but the key statement (iii) in Section 3.3 is only applicable to uniformly hyperbolic systems, which excludes most practically relevant models (such as the Lorenz 63' model). The concentration properties of the smoother and the filter are important particularly when assessing the ability to fit such models to data.
In this paper we investigate the behaviour of the smoothing and filtering distributions of partially observed deterministic dynamical systems of the general form
where u : R + → H is a dynamical system in a Hilbert space H, A is a linear operator on H, f ∈ H is a constant vector, and B(u, u) is a bilinear form corresponding to the nonlinearity.
In this paper we will work with finite dimensional systems, thus we assume that
This is required due to the fact that in general it is not easy to obtain precise distributional information about an infinite dimensional system based on finite dimensional observations (unless only a finite dimensional part of the system is important, and the rest is negligible).
For t ≥ 0, let v(t) denote the solution of (1.1) started from some v ∈ R d . This can be shown to exist locally. The derivatives of the solution v(t) at time t = 0 will be denoted by to (1.1) exists for t ≥ 0 for every v ∈ B R , and satisfies that v(t) ∈ B R for t ≥ 0.
The equation (1.1) was shown in [19] and [14] to be applicable to three chaotic dynamical systems, the Lorenz 63' model, the Lorenz 96' model, and the Navier-Stokes equations on the torus; such models have many applications. We note that instead of the trapping ball assumption, they consider different assumptions on A and B(v, v). As we shall explain in Section 1.1, their assumptions imply (1.4), and thus the trapping ball assumption is more general.
This article will consider results associated to the concentration properties of the smoother and filter. In particular, for the geometric model of the Lorenz equations, as well as some other chaotic dynamical systems the following is established. In case of uniform observation noise, the diameter of the smoother and the filter are random variables depending on the observations. We show that their expected value remains lower bounded by a constant times the standard deviation of the noise, independently of the number of observations. In the case of Gaussian observation noise, we show similar results for the diameter of the region of points whose likelihood is no smaller than a constant times likelihood at the true position.
In addition, for the geometric model, under uniform noise assumption, we show that asymptotically in time, the smoother concentrates around a small line segment whose length is proportional to the standard deviation of the noise. Due to the substantial complexity of the dynamics of chaotic systems, such as the Lorenz 63' model, even the simple property of the sensitivity to the initial conditions have been only recently established by Tucker in [23] .
In this work a complex computer assisted proof was developed. We have only rigorously verified our assumptions required for the lower bounds for the geometric model of the Lorenz 63' equations. However, in order to show the practical relevance of our work, we include some numerical illustrations of the assumptions that are adopted, that seem to justify them in case of the Lorenz 63' and 96' models. It is stressed that establishing the conditions in such scenarios seems to require a concerted effort, which is beyond the scope of the current work.
We also consider upper bounds. For bounded noise distributions, under rather general conditions on the dynamics, the observation operator and the number of observations, the diameter of the support of the smoothing and filtering distributions are upper bounded by a constant times the standard deviation of the noise. This is generalised to noise distributions with unbounded support, where it is shown that the mean square error of some appropriate estimators for the initial position are of the same order as the variance of the observation noise. The assumptions required by these results are rigorously checked for the Lorenz 63'
and Lorenz 96' models. We also check them for the case of randomly chosen coefficients.
The lower bounds essentially tell us what is the best possible theoretical precision achievable by filtering/smoothing methods. They suggest that for such deterministic chaotic dynamical systems, noisy observations that are far in the future (or far in the past) typically do not contain much information that is useable for more accurate estimation of the initial position (or the current position, respectively). These novel results are, to the best of our knowledge, the first in this area. They are also perhaps quite surprising, given the structure of the dynamical system. The upper bounds imply that high precision filtering and smoothing is theoretically possible in almost every partially observed deterministic dynamical system given sufficiently precise observations (the only requirement is that given sufficient amount of noise-free observations, the initial position of the system is uniquely determined).
The structure of the paper is as follows. In Section 1.1, we show some preliminary results about dynamical systems of the form (1.1). Section 2 introduces the Lorenz 63' equations,
and their corresponding geometric model. Our lower bounds for the geometric model are also presented in this section. Section 3 generalises the results to a larger class of dynamical systems. We state results for both uniform and Gaussian additive observation errors. In Section 4, we give upper bounds for the smoothing and filtering distributions for partially observed dynamical systems of the form (1.1). The Appendix contains the proofs of a few technical lemmas for the geometric model and the proofs of some lower bounds based on assumptions on the return map to a plane.
Preliminaries
We now give some notations and basic properties of systems of the form (1.1) for use in the later sections.
The one parameter solution semigroup will be denoted by Ψ t , thus for a starting point u ∈ R d , the solution of (1.1) will be denoted by Ψ t (u), or equivalently, u(t). The coordinates of the solution of (1.1) will be denoted by
. [19] and [14] have assumed that the nonlinearity is energy conserving, i.e. B(v, v), v = 0 for every v ∈ R d . They also assume that the linear operator A is positive definite, i.e.
there is a λ A > 0 such that Av, v ≥ λ A v, v for every v ∈ R d . As explained on page 50
of [14] , (1.1) together with these assumptions above implies that for every
From (1.5) one can show that set B R is an absorbing set for any R > f λA (thus all paths enter into this set, and they cannot escape from it once they have reached it). This in turn implies the existence of a global attractor (see e.g. [22] , or Chapter 2 of [21] ). Moreover, the trapping ball assumption (1.4) holds. In the two applications considered in this paper (the Lorenz 63' and 96' models), the energy conserving property of B and the positive definiteness of A were checked in [12] and [11] , respectively.
For a differentiable function g :
we define its Jacobian for every
(so the ith row contains the partial derivatives of g i ).
Based on (1.1), we have that for any two points v, w ∈ B R , any t ≥ 0,
and therefore by Grönwall's inequality, we have that for any t ≥ 0,
for a constant
where A denotes the L 2 norm of A, and B := sup v,
v ∈ B R }, then from inequality (1.6), it follows that Ψ t k :
is a one-to-one mapping, which has an inverse that we are going to denote
We are going to describe next our assumptions about the observations. The system is observed at time points t j = jh for j = 0, 1, . . ., with observations Y j := Hu(t j )+Z j , where 4) ).
The main quantities of interest of this paper are the smoothing and filtering distributions corresponding to the conditional distribution of u(t 0 ) and u(t k ), respectively, given the ob-
The densities of these distributions will be denoted by µ sm (v|Y 0 , . . . , Y k ) and µ fi (v|Y 0 , . . . , Y k ), and they can be expressed as
, and
where det stands for determinant, and Z sm k , Z fi k are normalising constants independent of v. Since the determinant of the inverse of a matrix is the inverse of its determinant, we have the equivalent formulation
(1.10)
In accordance with the usual definition in the literature, we will call the support of the smoother the set of points v in B R where the density (1.8) is non-zero (and analogously where (1.9) is non-zero for the filter).
For t ≥ 0, let v(t) denote the solution of (1.1) started from some v ∈ R d . Using (1.1) and (1.4), we have that
By induction, we can show that for any i ≥ 2, and any v ∈ R d , we have
From this, it follows that for any i ≥ 0, v ∈ B R we have
der · i!, and (1.14)
where
f , and C J := 2C der . To see this, it suffices to first verify (1.14) and (1.15) for i = 0 and i = 1, and then use induction and the recursion formula (1.13) for i ≥ 2. It is possible to prove the existence and finiteness of JΨ t k (v) for any v ∈ B R , t k ≥ 0 based on (1.15) and the Taylor expansion (if t k < C −1 J , then the Taylor expansion converges, while if t k ≥ C −1 J , then we can write it as t k = a 1 + . . . + a l for some 0 < a 1 , . . . , a l < C −1 J , and use the chain rule in computing JΨ a1 (. . . Ψ a l (v) . . .) ). [9] has studied the statistical behaviour of hyperbolic maps, and the results were extended in [10] under weaker assumptions. They consider invertible maps F : Λ → Λ for some compact
Comparison with the work of Lalley and Nobel
. In practice this means that Λ is usually chosen as an attractor of the system.
[10] calls an invertible map F : Λ → Λ expansive if there is an absolute constant ∆ > 0
Based on this assumption (which can be proven for hyperbolic maps), they show that if we observe the system with bounded observation noise whose maximum size ε satisfies that ε ≤ ∆/5, then as we get more and more two sided observations (both from the future and the past), the position of the system can be determined with arbitrary precision. They propose an algorithm called Smoothing Algorithm D that allows one to recover the positions
given observations Y 0:n when k and n tends to infinity at the right rate.
[10] also considers Gaussian observation errors, and shows that under some conditions (in particular, for hyperbolic systems), even if we would have all the observations (Y s ) s∈Z , there would still not exist any measurable function that recovers the initial position.
The results of the present paper differ from these earlier results in several ways. Firstly, we do not assume that the state space Λ is invariant with respect to the map F , thus the inverse F −1 and its iterates might not be defined at every point v ∈ Λ (indeed, the differential equation (1.1) cannot in general be solved backwards in time globally for every v ∈ B R ). Secondly, we do not assume hyperbolicity, or expansiveness of the map. Finally, because we consider the smoothing and filtering distributions, i.e. the distributions of u(t 0 ) and u(t n ) given Y 0:n , we do not have access to two sided observations, thus the Smoothing Algorithm D of [10] and its variants are not applicable. Therefore even if at first sight it might seem that our lower bounds contradict the fact that [10] proves that the path can be recovered if the size of the bounded noise if sufficiently small, this is due to the fact that they use two sided observations, while we do not. We have verified that even for Smale's solenoid mapping (an example of [9] ), the lower bounds of Theorems 3.1 and 3.2 are applicable.
Since our main object of interests are chaotic differential equations of the form (1.1), our results are presented in terms of continuous time mappings, in contrast with the discrete time mappings of [10] . Although they could be rewritten as discrete time mappings, we feel that this would introduce additional abstraction, and make the presentation less clear.
The Lorenz equations, and their geometric model
In this section we study the behaviour of the smoothing and filtering distributions for the geometric model associated to the Lorenz equations. We introduce the model in Section 2.1.
This is followed by lower bounds on the diameter of the support of the smoother and filter, assuming bounded observation noise, deduced in Sections 2.2 and 2.3. Finally, we analyse the limit of the support of the smoothing distribution as the number of observations tends to infinity in Section 2.4.
Introduction to the model
Lorenz has introduced the following system of equations in [15] ,
Lorenz has set the values of the parameters as a = 27, b = 8 3 , and r = 10. For these choice of parameters, it was observed that these equations have bounded solutions, but surprisingly, they are very sensitive to the choice of initial conditions. For almost every two starting points u and v, the solutions u(t) and v(t) are eventually further apart than some absolute constant ξ > 0 for some t > 0. This chaotic behaviour was quite different from the behaviour of previously studied dynamical systems. Since then, considerable effort has been spent on understanding such systems, in particular due to the application of such models to weather forecasting. Rigorously justifying the chaotic behaviour for the original Lorenz equations nevertheless has proven to be a challenging problem, which was only settled rather recently by Tucker, who has given a computer assisted proof [23] . One key difficulty is the fact that the equations cannot be solved analytically. Another is that the solution might spend arbitrarily long time near the origin (which is a stationary point).
Since the chaotic behaviour of the Lorenz equations was difficult to analyse directly, [8] and [1] have independently proposed the so-called geometric model associated to the Lorenz equations. This is still a 3 dimensional dynamical system which can be described by time independent differential equations, and it was conjectured that it shares many features of the original equations. Due to its particular form, it is analytically solvable, and in [8] it was shown that it has sensitive dependence to initial conditions.
In this section we define the geometric model and describe some of its properties. The description is based on [8] and [7] . Although this is a rather simple analytically solvable model, we believe that its behaviour is similar to many other more complex chaotic systems (and, as we shall see in Section 3, we generalise some of the results obtained for this model to some other chaotic dynamical systems).
The geometric model of the Lorenz equations consists of two parts. In the first part, the flow is going downwards from a square S to one of two cusps Σ + or Σ − (see Figure 1a ). In the second part, the flow is going upwards from these two cusps back to the square S (see Figure 1b ). Note that this flow is only defined for points inside a bounded set (consisting of the union of paths started from S until they first return to S). In the following few paragraphs, we give a precise definition of the flow and explain how is it related to the Lorenz 63' equations.
One particular feature of the Lorenz equations is that near the origin, through conjugation they can be shown to be equivalent to a linear system of the form
The solution of these equations is given by
This particular form means that nearby points can take arbitrarily long time to escape from the neighbourhood of the origin.
Let us denote the so called return square by
This square is in transverse direction to flow (2.4), which is going downwards in direction 
In the geometric model, the points started from S start according to equations (2.4) until they reach Σ (the points on Γ will converge to the origin and never reach Σ).
Based on (2.4), we can see that the time it takes for a path started from a point u ∈ S * to reach Σ is τ Σ (u) := 1 λ1 log(1/|u 1 |). The location of the exit point will be
Let α := λ3 λ1 and β := λ2 λ1 , then 0 < α < 1 < β, and
As we can see on Figure 1a , the function L maps the two half squares S − and S + into cusps (triangles with curved edges). We denote these cusps by Σ − and Σ + , respectively.
The vertices of these cusps are given by
Once the paths have reached cusp Σ + (or Σ − ), they move back to the return square S via a linear transformation which is a composition of a rotation around the line (1, u 2 , 1) (or
2 , an expansion in the u 1 direction by a factor θ, and translation by − This means that a point v ∈ Σ will be mapped to the point on S defined as
In order for the construction to be consistent (that is, none of the paths started at different points of S intersect until their first return), we make the following assumptions on the eigenvalues λ 1 , λ 2 , λ 3 and the parameter θ.
Assumption 2.1. Suppose that
This process is illustrated on Figure 1b . [7] has defined the three transformations (rotation, expansion, and translation) precisely.
These specify Ψ Σ→S (v), however, the exact time evolution of the process from Σ to S was not given because this was not needed for the purpose of showing the sensitivity of the model with respect to initial conditions (except that they have assumed that we reach S from any point on Σ in a bounded amount of time). For the sake of completeness, here we make a specific choice of this evolution. Any point on Σ + (or Σ − ) will take 3π 2 time to reach the return square S (the time parameter t expresses the angle of the rotation). For the evolution of the points of Σ + , we will use the polar coordinate system
In this coordinate system, ϕ represents the angle of rotation we have done along the line (1, u 2 , 1), r represents the distance from the line (1, u 2 , 1), and finally u 2 represents the u 2 -coordinate.
The evolution of the angle ϕ can be chosen linearly in time, that is, ϕ(s) = s for
The transformation of the coordinate u 2 from u 2 to u 2 − 1 4 can be defined to happen linearly in time too, that is,
Finally, due to (2.6), the evolution of r(s) has to satisfy the conditions that r(0) = 1 − u 3 and r 3 2 π = 3 2 − θu 3 . These are satisfied by the linear interpolation
Thus the flow from Σ + to S for time 0 ≤ s ≤ (3/2)π is given by the equations
Similarly, using the same definition of r(s), we can write the flow from Σ − to S for time
It is not difficult to see that these two flows do not intersect at any time point 0 ≤ s ≤ (3/2)π. By the definition of the model, the return times from u ∈ S * to S are given by
The semigroup of the dynamics of the geometric model, Ψ geo t (u), consists of repeated compositions of the semigroup Ψ lin from S * to Σ and Ψ rot from Σ back to S.
The state space where Ψ geo t (u) is defined is denoted by Λ geo , which consists of the union of the points of all of the paths started from S and evolved according to the geometric model until their first return to S (the paths started from points on Γ do not return to S, but the points on them are included in Λ geo nevertheless).
The dynamics Ψ geo t (u) defines a return map P (u) from S * to S. An important property of the return map P (u) is that two points that were equal in u 1 coordinate stay equal in u 1 coordinate even after their return. Thus the u 1 coordinate of P (u) only depends on u 1 , and thus we can write
(2.14)
Figure 1c displays f . Based on Assumption 2.1, one can see that this function satisfies
. This means that the dynamics are expanding in the direction u 1 and this causes the high sensitivity to initial conditions. The following result summarises some important statistical properties of the map f . For s ≥ 0, we let 16) this is the region of points in Λ geo not further away than s from the plane S. Based on equations (2.4) and (2.9), it is possible to show that for any u ∈ W S 0.1 ∩ Λ geo , the dynamics of the geometric model satisfies that
Lower bounds for the smoother of the geometric model
In this section, we give some lower bounds for the smoothing distribution of the geometric model of the Lorenz equations. First, we show the existence of the so-called leaf sets, a rather surprising property of the dynamics of the geometric model.
Theorem 2.1. For Lebesgue almost every point u ∈ Λ geo , there exists a continuous curve
where C g > 0 and λ g > 0 are constants only depending on the parameters of the model.
Moreover, we can choose
Thus the leaf set U (u) satisfies that for any v ∈ U (u), the distance between the paths u(t) and v(t) decreases rapidly in t. This is a rather unusual property since in general two paths started from nearby points diverge quickly. Using this, we obtain our lower bound for the smoother. Proof of Theorem 2.1. Let U (u) be as in (2.19) . Then v ∈ U (u) and u can only differ in the second coordinate. Using the condition that |v 2 − u 2 | < 1 3 − 1 2 β , it follows that it cannot happen that v is an element of the flow from Σ + to S while u is an element of the flow from Σ − to S, or vice-versa (since the two flows are at least 1 3 − 1 2 β away in the second coordinate in the region above S). Using this fact, and the definition of the dynamics, we can see that the second coordinate does not influence the evolution of the first and third coordinates, thus v 1 (t) = u 1 (t) and v 3 (t) = u 3 (t) for every t ≥ 0. Now from (2.4), it follows that the difference in the second coordinate decreases at a rate e −λ2t during the flow from S to Σ.
Moreover, the time it takes to get from S * to Σ is at least 1 λ1 log(2). After this period of contraction, we can see that the dynamics keeps u(t) − v(t) ∞ constant during the phase from Σ back to S, which takes 3 2 π time. By combining these facts, the result follows with constants λ g := λ 2 · log(2)/λ1 log(2)/λ1+(3/2)π and C g := exp z − x ∞ < ε, we have
Outside of this event, z is still within the support of the posterior distribution. Based on this observation, and inequality (2.18), we can see that the probability that a point v ∈ U (u) is not in the support of the smoothing distribution with observations taken into account until time t is bounded by
Thus the probability that a point v ∈ U (u) is in the support of the smoothing distribution given any amount of observations is at least
Then m(u) > 0 for Lebesgue almost every u ∈ Λ, and assuming that
Since u is in the support of the smoother, and v * is included with probability at least 
Lower bounds for the filter of the geometric model
Our first theorem in this section shows the existence of the so-called anti-leaf sets. For any
the origin of v on S. This is defined as the unique point in S such that if we start the the geometric model (as defined in Section 2.1) from O(v), its path will cross v before returning
we let u(t) := Ψ geo t (u) and v(t) := Ψ geo t (v) (it is evolved according to the geometric model for time t). Theorem 2.3. Then there is an absolute constant h max > 0 such that for h ≤ h max , for µ f -almost every x ∈ [−1/2, 1/2] (µ f was defined in Proposition 2.1), for every u ∈ Λ geo with
3. there is an infinite sequence of indices i 1 (u), i 2 (u), . . . such that for any j ≥ 1,
∞ are some constants that are independent of j.
The anti-leaf sets behave the opposite way to the leaf set considered in the previous section, because for v ∈Ũ (u, k), the distance v(t) − u(t) ∞ increases rapidly in t for 0 ≤ t ≤ t k . This is the typical behaviour of paths of a chaotic system started from nearby points, so their existence is not surprising. Nevertheless, the proof of Theorem 2.3 is quite technical, so we have included it in Section A.1 of the Appendix. The key idea is that we can exploit the expansion property of the one dimensional map f by looking at the time evolution of a small line segment parallel to the axis u 1 passing through O(u).
Based on the existence of anti-leaf sets, the following theorem shows lower bounds for the diameter of the filtering distribution for the geometric model. 
expected diameter of the support of the filter after observations up to time t ij (u) is larger
Thus the theorem states that for infinitely observation times t i1(u) , t i2(u) , . . ., the expected diameter of the support of the filter is lower bounded by a constant times the standard deviation of the noise, and thus it does not tend to a Dirac-δ around the current position. Note that this result is weaker than our lower bound for the smoother (Theorem 2.2) in the sense that it only holds at some specific time points and not for every t k . Indeed, for the geometric model, the path u(t) can approach the origin (0, 0, 0) infinitely often, and its speed d dt u(t) can get arbitrarily slow in the neighbourhood of the origin. At such positions, the filtering distribution can get highly concentrated, since we have many independent observations about positions that are very close to the current position. Therefore one cannot expect a time uniform lower bound of the same form as for the smoother.
Proof of Theorem 2.4. Using the condition that
For this v, by Theorem 2.3, we have
Using (2.20) and the union bound, the probability that v(t ij (u) ) is included in the support of the filter given observations up to time
, and since u(t ij (u) ) is included in the support, the stated result follows.
Characterisation of the support of the smoother of the geometric model as time tends to infinity
In Section 2.2 we have shown that for the geometric model, in the case of uniform observation errors in the interval [−ε, ε], the expected value of the diameter of the support of smoothing distribution does not go to zero, but instead stays above c(u)hε for some constant c(u) only depending on the model parameters and the initial point u. Let
which we will call the 2ε-cropped leaf set of u, a small line segment in the u 2 direction centered at u. Our main result in this section characterises the support of the smoothing distribution by showing that it concentrates around the leaf set as the number of observations tends to infinity. Then there are some positive constants h max and ε max such that for any 0 < ε ≤ ε max ,
Remark 2.2. In Lemma 3.1 of Section 3, we prove a more precise formulation of the probability that a point v is included in the support of the smoother. Using that formulation, it is possible to show that every point in the 2ε-cropped leaf set U (u, ε) have a positive probability of being included in the support of the smoother of the geometric model. 24) where U (u, ε) denotes the closure of the 2ε-cropped leaf set U (u, ε). Indeed, the fact that (2.23) implies (2.24) is immediate. In the other direction, suppose that (2.24) holds but (2.23) does not hold, then there is sequence of indices i 1 < i 2 < . . ., a sequence of points
for every j ≥ 1. Due to the fact that S k are compact sets, and S k ⊂ S l for l < k, we can see that the sequence v (ij ) has at least one limiting point v * , which is in S ∞ , and by continuity of the distance function, satisfies that
The next lemma establishes a useful expansion property of the return map f .
Proof. If both a and b have the same sign, then this follows from the fact that f
for every x ∈ [−1/2, 1/2] \ 0. If they have different sign, then by (2.13) and Assumption 2.1,
, so the stated result holds.
In order to fully exploit this expansion property, we will need to assume that the path u(t) := Ψ geo t (u) from the initial point u crosses S infinitely many times, that is,
Based on the definition of the model, it is not difficult to show that this assumption is satisfied for Lebesgue-almost every u ∈ Λ geo . So for the purpose of proving Theorem 2.5, for the rest of this section, we are going to assume that (2.25) holds. , then for any 0 < ε ≤ ε max ,
Proof. First note that since the maximum speed of the dynamics is bounded by v geo max (see (2.15)), we have that
geo max for some t ≥ 0, (2.27) since otherwise there would certainly exist some k ∈ N such that v(t k ) − u(t k ) ∞ > 2ε.
Since S ∞ ⊂ B ∞ 2ε (u), we only need to check the points v ∈ B ∞ 2ε (u) \ W (u, ε, t max ). Note that since we have assumed in (2.25) that u(t) crosses S infinitely often, we can also assume without loss of generality that v(t) crosses S infinitely often, otherwise v / ∈ S ∞ by (2.27).
Suppose first that u, v ∈ W S 0.1 with u 3 ≥ 1 and v 3 < 1 (thus u is above S and v is below S on Figure 1a ) . Then define u ′ as the first intersection of u(t) and S for t ≥ 0, and let
Now we compare the first coordinates u ≤ t max , so therefore v must be in W (u, ε, t max ), which we do not need to check.
, then by Lemma 2.1, after sufficient amount of returns, the first coordinates will satisfy that |f (k) (u 
For h ≤ h max (defined as in Lemma 2.2), one can see that there are going to be an infinite sequence of observation times t i1 , t i2 , . . . such that u(t ij ) ∈ W S 0.05 (see (2.16) ). At these time points, using (2.
therefore almost surely only the points v in U (u, ε) can be included in the limiting set S ∞ , and thus (2.23) follows via (2.24).
Lower bounds for a class of chaotic dynamical systems
In Section 2.2, we have given lower bounds for the smoother and the filter of the geometric model. In this section, we will extend such results to a class of chaotic dynamical systems satisfying some appropriate assumptions. We treat the cases of both uniform and Gaussian error distributions. Our results are organised into four subsections. In Section 3.1, we consider lower bounds on the diameter of the support of the smoother and the filter under uniform error distributions. This is followed by Section 3.2, where we consider bounds for Gaussian error distributions. Finally, Section 3.3 gives some numerical simulations that seem to indicate the validity of the assumptions of the previous three sections for the Lorenz 63' and Lorenz 96' models.
Lower bounds for uniform noise
In this section, we will first consider the support of the smoothing and filtering distributions ((1.8) and (1.9)) when we have observation matrix H, and the noise variables
do . The L 1 norm of a vector v ∈ R d is defined as
, we let its L 1 norm be the induced norm
The following lemma is a key tool in this section. Suppose that v ∈ B R is a fixed point, and the prior q satisfies that q(v) > 0 and q(u) > 0. Let S k denote the support of the smoothing distribution µ sm (·|Y 0 , . . . , Y k ). Then the probability that v is included in the support of the smoothing distribution is given as
Then the probability of the inclusion can be lower bounded as
Moreover, if d o = d and H is not singular, then we have the upper bound
Proof. Let w ∈ R, and W be uniformly distributed in w − ε, w + ε. Then the probability that another point r ∈ R is less than ε away from W is
Using this and the independence of the components of the noise vectors (Z i ) 0≤i≤k , we have
The upper bound (3.3) follows by taking the logarithm of both sides and using the inequality log((1 − x) + ) ≤ −x for x > 0. The lower bound (3.2) follows from the fact that
A consequence of this lemma is that if sup k∈N D
k (u, v) = ∞, and H is not singular, then the probability that v is in the support of the smoother tends to 0 as k → ∞. Con-
k (u, v) < ∞, then for ε sufficiently large (larger than sup k∈N M k (u, v)), the probability that v is included in the support of the smoother is lower bounded by , v) , independently of k. Due to this property, we have found that the following assumption is useful for establishing lower bounds on the diameter of the smoothing distribution. 
The assumption essentially means that there exists a curve U (u) containing u such that for every point v ∈ U (u), the distance between u(t) and v(t) tends to 0 as t tends to infinity (at a sufficiently quick rate). This concept of leaf set is similar to the concept of a leaf of a foliation used in [23] , see also [25] . Note that it is also similar to the concept of stable set (also called local stable manifold) used in the theory of dynamical systems (see e.g. page
of [20]). Note that in this assumption, h is fixed and does not tends to zero (and the constant C (1)
U (u) depends on h). In the case of the geometric model, Theorem 2.1 has shown the existence of a leaf set in U (u), and based on (2.18), one can see that the condition (3.4) of the above assumption is satisfied for any h > 0.
The following theorem gives a lower bound for the smoother based on the above assumption. Section 3.3 includes numerical tests of this assumption for the Lorenz 63' and 96' models. do . Suppose that the prior q satisfies that q(v) > 0 for every
5)
where diam 1 supp denotes diameter of the support with respect to the L 1 norm.
Proof. Let v ∈ U (u), then based on Lemma 3.1 and Assumption 3.1, we have that for
Using the fact that ε ≤ d max (u)C
(1)
. For this choice of v, we have After the smoother, now we show some lower bounds for the filter that are analogous to those we have obtained for the geometric model (see Theorem 2.4). We use the following assumption.
Assumption 3.2. Suppose that for the initial position
, and for every point v ∈Ũ (u, k), we have
for some constants CŨ (u, k) andd max (u, k). Moreover, suppose that there are infinitely many indices i 1 < i 2 < . . . such that for every i j , we have
7)
for some constants CŨ (u) < ∞ andd max (u) > 0.
This assumption essentially means that there are anti-leaf setsŨ (u, k), which are curves containing u such that for points v ∈Ũ (u, k), u(t) − v(t) is typically growing in t up to time point t k . They behave in the exact opposite way when compared to leaf sets, hence the name anti-leaf set. This is a rather natural assumption if the system behaves chaotically, and the path of almost every two nearby points get far away eventually. The definition is somewhat similar to the definition of unstable sets (also called local unstable manifolds) used in the theory of dynamical systems (see e.g. page 18 of [20] ).In the case of the geometric model, Theorem 2.3 has established the existence of anti-leaf sets, which also satisfy conditions (3.6) and (3.7) of the above assumption. A numerical test of this assumption for the Lorenz 63' model is included in Section 3.3. 
Proof. The proof is analogous to the proof of Theorem 3.1. We choose v ∈Ũ (u, i j ) such
(by the assumption on ε, this is possible), and the result follows from inequality (3.2) of Lemma 3.1.
For the geometric model, we have been able to explicitly characterise the limit of the support of the smoother as the number of observations tends to infinity (see Theorem 2.5).
It is possible to generalise this result to other chaotic dynamical systems satisfying the following assumptions. Assumption 3.3. For any ε > 0, s > 0, let
, and there is some w ∈ U (u, ε) and t ∈ [−s, s]
such that either t ≥ 0 and w(t) = v or t < 0 and v(t) = w}.
We call U (u, ε) as the 2ε-cropped leaf set of u, and W (u, ε, s) the time shifted 2ε-cropped leaf set of u. Suppose that there is some constant v min (u) > 0 such that
Suppose that there is sequence of reals (ρ i (u, ε)) i∈N such that lim k→∞ ρ k = 0, and for any v ∈ U (u, ε), we have
Suppose that there is a constant t max (u, ε) ∈ (0, vmin(u) 6amaxvmax ) such that for any v / ∈ W (u, ε, t max (u, ε)), we have
In the above assumption, v max and a max are defined according to (1.11) and (1.12). This assumption contains the essential properties of the dynamics that were used in the proof of Theorem 2.5 for the geometric model. In that case, the 2ε-cropped leaf set U (u, ε) was defined in equation (2.22), condition (3.10) was implied by (2.17), and the condition (3.12) was proven in Lemma 2.2.
The following result shows that under Assumption 3.3, as the number of observations tends to infinity, the support of the smoother gets concentrated around the 2ε-cropped leaf set U (u, ε). where d(v, U (u, ε)) = inf w∈U(u,ε) v − w . Moreover, for every point v ∈ U (u, ε), we have
The proof of this theorem is similar to the proof of Theorem 2.5. It is included in Section A.2 of the Appendix.
Lower bounds for Gaussian noise
In this section we generalise the results of the previous section to Gaussian noise. In this case, the quantity of interest will be the diameter of the support of the set of points whose likelihood is no less that 1/e times the likelihood of the true position. The following lemma is a key tool in this section.
Lemma 3.2 (Bounding the probability that a point has large likelihood). Let Y i = Hu(t i )+
Z i be the noisy observations at time points 0 ≤ t i ≤ t k obtained from (1.1) started at some initial point u ∈ B R . Suppose that observation errors satisfy that
, and (3.14)
Suppose that q(u) > 0, then for any v ∈ B R , we have
, and (3.16)
Proof. By the definition of the smoothing distribution µ sm , we have
and (3.16) follows from the fact that k i=0 Hv(t i ) − Hu(t i ), Z i is a Gaussian random variable with mean 0. The proof of (3.17) is similar. 
(3.18)
Similarly to Assumption 3.1, this assumption essentially means that there exists a leaf set U (u), which is a curve containing u such that for every point v ∈ U (u), u(t) − v(t) → 0 as t → ∞ (at a sufficiently quick rate). In the case of the geometric model, based on (2.18), one can see that the leaf set U (u) defined in Theorem 2. Suppose that Assumption 3.4 holds, and that the density of the prior q is continuous at the point u, and q(v) > 0 for every v ∈ U (u). Then for ε sufficiently small,
where diam 2 supp denotes diameter of the support with respect to the Euclidean distance.
U (u). By the continuity of q, we have
for ε sufficiently small, and the result follows from Lemma 3.2.
We end this section by stating a similar result for the filtering distribution. We are going to use the following assumption.
Assumption 3.5. Let u be the initial position, and for any k ∈ N, define the sets
where JΨ t k (v) is the d × d Jacobian matrix (defined in Section 1.1).
Suppose that for the initial position
max (u, k)], and for every
for some constants C
max (u, k). Moreover, suppose that there are infinitely many indices i 1 < i 2 < . . . such that for every i j , we have
max (u, t ij ) ≥d (2) max (u),
This assumption is similar to Assumption 3.2 that we had in the uniform case. However, it also includes the restriction thatŨ (u, k) ⊂ S J (u, k), i.e. the anti-leaf sets should be included in the level set of the determinant of the Jacobian. This is necessary because the determinant of the Jacobian can have a large influence on the likelihood of the filter.
Note that in general the set S J (u, k) is a d − 1 dimensional manifold which satisfies that its surface is perpendicular to the gradient ∇det(JΨ t k (v)) at each point v. The following theorem shows a lower bound for the filter under this assumption.
Theorem 3.5 (Lower bound on the diameter of the set of high likelihood for the filter).
Suppose that Assumption 3.5 holds, and that the density of the prior q is continuous at the point u, and q(v) > 0 for every v ∈ ∪ k∈NŨ (u, k). Then for ε sufficiently small, for any
Proof. The proof is analogous to the proof of Theorem 3.4. We choose v ∈Ũ (u, i j ) such
(this is possible when ε ≤d
and the result follows from (3.17) of Lemma 3.2 and the fact that q is continuous in u.
Numerical illustration for the Lorenz 63' and Lorenz 96' models
In this section, we present some numerical evidence that supports the assumptions we have made in Sections 3.1-3.2. First, we will treat the assumptions related to the smoother, and then the assumptions related to the filter.
Assumptions for the smoother
In the following figures, we will provide numerical evidence about the existence of the leaf set U (u) with properties required by is denoted by a big black circle. As we can see, the grey and black points seem to be part of the same curve, arguably an approximation of the leaf set U (u). For points v that are on this curve, v(t) − u(t) 1 decreases very quickly in t ( typically at exponential rate).
As h → 0, and kh → t for some t > 0, the sums D
v(s) − u(s) 1 ds, and hD This is not a rigorous proof of Assumptions 3.1 and 3.4 for u = (1, 2, 3), since they concern the supremum for k ∈ N, and we only look at u(t) for 0 ≤ t ≤ 5. However, by rigorous computations this argument can be extended to imply that the lower bounds of Theorems 3.1 and 3.4 hold for u = (1, 2, 3) and 0 ≤ t k ≤ 5. Note that for higher dimensional systems, it is likely that the stable manifold is no longer a curve but a higher dimensional manifold instead. In such situations, to check our assumptions numerically, for some T > 0 one can sample v(T ) randomly from a small line segment containing u(T ), and ran it backwards in time to time 0. The resulting curve set of points v(0) will be a one dimensional curve (a subset of the stable manifold) that can be chosen as the leaf set U (u) .
Assumptions for the filter
We will now look at Assumption 3.2 for the filter, in the case of the Lorenz 63' equations.
We construct a possible choice of the anti-leaf setsŨ (u, k) as follows. For t k fixed, we find the direction of v − u where
is maximal, for v − u infinitesimally small (this can be done by computing the Jacobian matrix, and finding its eigenvector corresponding to its maximal eigenvalue). After this, we chooseŨ (u, k) as a small line segment started from u along this direction. We choose 20 points on this segment (of equal distance between neighbouring points), and run the Lorenz 63' equations up to time t k started at these points, and evaluate the differences
k (u, v) when h is small). In the case of t k = 9.2, for starting point u = (1, 2, 3) , the value of these integrals is plotted as a function of v(t k ) − u(t k ) on Figure 4a . As we can see, this is approximately linear up to a certain distance, and thus (3.6) holds with CŨ (u, k) being close to the slope of the linear part. We have repeated this experiment again for t k ∈ {0.2, 0.4, . . . , 10}, and plotted the approximate values of CŨ (u, k) on Figure 4b . In each time point, the constant d max (u, k) can be chosen to be greater than 1. As we can see from this figure, the constant CŨ (u, k) oscillates and does not seem to tend to infinity as k tends to infinity, in accordance with Assumption 3.2.
Upper bounds
In this section we establish upper bounds for the smoother and the filter. In the case of bounded observation errors, we will give some conditions that guarantee that the diameter of the support of the smoother (or the filter) are upper bounded by a constant times the size of the noise. In the case of unbounded observation errors, we show that under the same assumptions, there is an estimator based on the observations whose mean square error from the true position is upper bounded by a constant times the variance of the noise. We show that the assumptions required by our results can be deduced from the fact that a certain system of polynomial equations has a unique solution. In Sections 4.2 and 4.3, we apply our results to the Lorenz 63' and Lorenz 96' models. In Section 4.4, we verify our assumptions for some 3 and 4 dimensional systems with random coefficients, when only the 
Results
Let us define the observed part of the one parameter solution semigroup as
For our upper bounds we make the following assumption on the dynamics, the prior, and the initial point u.
Assumption 4.1. Suppose that there is an index k ∈ N and a positive constant c(u, k)
Assumption 4.1 quantifies how much the differences Φ ti (v) − Φ ti (u) grow as we move away from u. This assumption seems to be rather strong at first, since they involve "global" assumptions about Φ ti , which can behave rather chaotically. However, as we shall see in Proposition 4.1, it is possible to deduce it from "local" assumptions about the derivatives of Φ at time 0. These "local" assumptions in turn can be easily checked for the Lorenz 63' and Lorenz 96' models when the partial observations are chosen suitably (see Sections 4.2 and 4.3). We believe that these assumptions hold for many observations scenarios in a wide range of dynamical systems such as Garelkin spectral truncations of the NavierStokes equations, and various discretisations of the shallow-water equations. Since these assumptions essentially only require that the observed components of the system given sufficiently many observations uniquely determine the initial position, we believe that they are more generally applicable than earlier consistency results for the 3D-Var shown in [19] and [11] .
Our assumptions on the derivatives are stated as follows.
Assumption 4.2. Suppose that u < R, and there is an index j ∈ N such that the system of equations in v defined as
has a unique solution v := u in B R , and
where ∇ denotes the gradient of the function in u, and () k denotes the kth coordinate.
One can see that (4.3) is equivalent to Now we are ready to state our upper bounds. In our first result, we will assume that the observation errors satisfy that Z i ≤ ε almost surely. Given the observations
. . , Y k , the support of the smoothing distribution for ε-bounded observation errors
Alternatively, we can define the (k, ε) neighbourhood of the true initial point u as
By the triangle inequality, we have Λ
Theorem 4.1 (Upper bound for bounded observation errors). Under Assumption 4.1, for
Thus for ε-bounded observation errors ( Z i ≤ ε almost surely for every i ∈ N) the support of the smoother is bounded as 8) and the support of the filter is bounded as 9) with the constant G defined as in (1.7).
Proof. k . Finally, (4.9) is implied by (1.6), and the fact that the support of the filter is included in the set
The following result concerns the case of unbounded observation errors. If there are multiple minima, than we can define this function as any one of them. Then the estimator u min of the initial position u satisfies that
for some constant D(u, k) < ∞.
Moreover, the push-forward map of u min , Ψ t k (u min ), is an estimator of the current position u(t k ), satisfying that 12) with the constant G defined as in (1.7).
and thus by the triangle inequality, we have
, and (4.11) follows by Theorem 4.1, with
Finally, (4.12) follows by (1.6).
Application to the Lorenz '63 model
As shown on page 16 of [19] , the Lorenz equations (2.1)-(2.3) can be transformed to the form of (1.1) by a linear change of coordinates. In this case, the coefficients of the equation are given by
We choose the observation operator as H := The following proposition shows that our theory applies here.
Proposition 4.2. For j ≥ 2, for Lebesgue almost every initial point u ∈ B R , Assumption 4.2 holds for the process described above.
As a consequence, for ε-bounded observation errors ( Z i ≤ ε almost surely for every i ∈ N), for almost every initial point u ∈ B R , for sufficiently small h, the diameter of the support of the smoother µ sm (v|Y 0 , . . . , Y k ) and the filter µ fi (v|Y 0 , . . . , Y k ) can be bounded by C sm (u, k)ε and C fi (u, k)ε, respectively, for some finite constants C sm (u, k) and C fi (u, k)
which do not depend on ε.
Moreover, for unbounded observation satisfying that σ 
13)
14)
Based on this, we can express v 1 , v 2 and v 3 as a function of 
Application to the Lorenz '96 model
The Lorenz '96 model is a d dimensional chaotic dynamical system which was introduced in [16] . As shown on page 16 of [19] , it can be written in the framework of (1.1) as
. . .
where the indices of u in the expression of B are understood modulo d. The observation matrix H is defined as H 1,1 = H 2,2 = H 3,3 = 1, and 0 in every other element. This means that we observe the first 3 coordinates u 1 , u 2 , and u 3 . The following proposition shows that our theory is applicable to this situation. Proof of Proposition 4.3. Because of the definition of the observation operator, we have
Based on the equations (1.1), we have
and thus we are able to write
Due to the specific multi-diagonal structure of B(u, u) (the ith column only depends on the i − 2, . . . , i + 1th terms), by repeatedly expressing the derivatives d dt u j for j ≥ 4 oneby-one, we can obtain a similar deterministic expression for u 5 , . . . , u d just in terms of the 
where the indices are meant modulo d. This implies that
and by our assumption on u, we have span (∇u 1 , . . . , ∇u 3 , ∇Du 1 , . . . , ∇Du 2 , ∇Du 3 ) = span(e d−1 , e d , e 1 , . . . , e 4 ).
By adding the higher order derivatives one by one, we obtain (4.3) for every u satisfying our assumption that u i = 0 for every 1 ≤ i ≤ d. The consequences about the smoother and the filter follow the same way as in the proof of Proposition 4.2.
Application to systems with random coefficients
If a dynamical system of the form ( 
as follows. First, let
2 . The rest of the intervals are defined iteratively, given
x ) are closed intervals containing f (i) (x) that do not contain 0, and satisfy that
f , it follows that the length of the interval I x .
Now we are going to define the setsŨ (u, k) for every k ∈ N, u ∈ Λ geo . Let T (u, k) denote the number of time points t ∈ (0, t k ] such that u(t) ∈ S (i.e. the number of turns taken by the geometric model started from u until time t k ). Let
that is a small line segment on S in direction parallel to the axis u 1 containing the point
segment between v and w. We define the anti-leaf sets by propagating this set forward by τ O (u) time, and imposing an additional condition as
This additional condition will guarantee that if u(t k ) is sufficiently near S, then Ψ geo (U * (u, k)) ⊂ W S 0.1 , which will be useful in the following argument. The next two lemmas bound the difference v(t) − u(t) ∞ for two points u, v ∈ S * .
Lemma A.2 (Maximal distance between two paths by the first return). Let u and v be two points on S * satisfying that
2 . Then for 0 ≤ t ≤ τ (u) (the time it takes to return to S from u), we have
for a constant C 1 only depending on the parameters of the model.
Proof of Lemma A.2. For the linear part of the dynamics, we have
Thus until the time the first one of the paths reaches Σ, their distance is bounded as
The difference between the time they take from S * to Σ can be bounded as
The two paths started at u and v will reach Σ at L(u) and L(v) (see (2.5)), and the distance of these two points can be bounded as
For the rotation part of the dynamics, by (2.9) and (2.10), we have for any w, z ∈ Σ + or
so the distance between these paths can not grow by more than by a factor of 2 until they reach S. Thus two paths started at points L(u) and L(v) on Σ will reach S at the same time, and their distance during this time is bounded as
However, the paths started at u and v reach Σ at different time points, so we still need to account for the time delay. From (2.15) we know that the speed of the dynamics is bounded by v geo max , so by equations (A.6), (A.10), (A.7) ands the triangular inequality, the maximal distance between the paths can be bounded as
and the stated result follows with
Lemma A.3 (Bounding the maximum distance between two paths until their lth return).
Let l ∈ N, and u ∈ S * be such that u(t) crosses S at least l+1 times for t > 0, and v ∈ S * be such that u 2 = v 2 , and v 1 ∈ I (l) u1 (defined according to Lemma A.1). Let T 1 (u), T 2 (u), . . . be the subsequent return times of u(t) to S (and denote T 0 (u) := 0). Then for any 0 ≤ j ≤ l,
for some constant C ret < ∞ only depending on the parameters of the model. u1 , it follows that v(t) also crosses S at least l times for t > 0.
)| be the differences between the return points on the plane. Since the coordinate u 2 evolves in a linear fashion during the rotation part of the dynamics, from (A.8) we have that
By the definition of I (l) u1 we know that the intervals
and since |f
every 0 ≤ i < l. By combining this with (A.12) and using the fact that
From this by induction we can obtain that ∆ 2 (i) ≤ ∆ 1 (i) for any 0 ≤ i ≤ l ( by the initial assumption on v, we have ∆ 2 (0) = 0, so this holds for i = 0). Thus the difference in the second coordinate is upper bounded by the difference in the first one.
and define τ i (v) analogously. Based on (A.7), the time delay that is created between the two paths can be bounded as
Moreover, using Lemma A.2 and the fact that ∆ 2 (i) ≤ ∆ 1 (i), for any 0 ≤ j ≤ l, we have
The statement of the lemma now follows by (2.15) and the triangle inequality with
The following lemma lower bounds the distance of two paths at time points when they are close to S. 
Then for any
, for any v ∈Ũ (u, k), we have
Proof. As in the proof of (1.6), using Grönwall's inequality, and the fact that 0 < λ 3 < λ 1 < λ 2 , one can show that for any t ≥ 0, v, w ∈ R 3 , v − w ∞ · exp(−λ 2 t) ≤ Ψ Proof. First note that based on the assumptions, it follows from Lemma A.4 that for every v ∈Ũ (u, k), we have
From Lemma A.3, we know that for any 0 ≤ j ≤ l, t i ∈ [T j (u), T j+1 (u)], we have 
Now using the fact that 2 −(l−j)/2 · (l − j + 3) < 4 · 2 −(l−j)/4 , we obtain that 25) thus the result follows with C sum := 2(1+3πλ1) λ1
The next lemma characterises the set { v(t k ) − u(t k ) : v ∈Ũ (u, k)}.
Lemma A.6. For every l ≥ 1, every k ∈ N such that t k ∈ [T l (u), T l (u) + h and t i k ≥ t max (u, ε). Let w ∈ U (u, ε), then for every t ∈ [−t max (u, ε), t max (u, ε)], using the assumption that t max (u, ε) ∈ (0, vmin(u) 6amaxvmax ), we have and with an analogous argument, we have W − (u, ε, s) ∩ S ∞ = ∅ almost surely too. The first statement of the theorem, (3.13) now follows by the union bound, since we can write W (u, ε, t max (u, ε)) \ U (u, ε) as a countable union W (u, ε, t max (u, ε)) \ U (u, ε) = ∪ i≥1 (W + (u, ε, t max (u, ε)/i) ∪ W − (u, ε, t max (u, ε)/i)) , and therefore almost surely, none of the points in W (u, ε, t max (u, ε)) \ U (u, ε) are included in the limiting set S ∞ . The final statement of the theorem follows from the definition of U (u, ε) and (3.1).
A.3 Assumptions on derivatives imply assumptions for upper bounds
Proof of Proposition 4.1. From inequality (1.14), we can see that the Taylor expansion Hv(t) = Using this and (A.30) we obtain for h sufficiently small, we have that for every v ∈ B R ,
From the definition (A.29), we have
and the conclusion follows.
