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Abstract—Batch Normalization (BN) is essential to effectively train state-of-the-art deep Convolutional Neural Networks (CNN). It
normalizes the layer outputs during training using the statistics of each mini-batch. BN accelerates training procedure by allowing to
safely utilize large learning rates and alleviates the need for careful initialization of the parameters. In this work, we study BN from
the viewpoint of Fisher kernels that arise from generative probability models. We show that assuming samples within a mini-batch
are from the same probability density function, then BN is identical to the Fisher vector of a Gaussian distribution. That means batch
normalizing transform can be explained in terms of kernels that naturally emerge from the probability density function that models the
generative process of the underlying data distribution. Consequently, it promises higher discrimination power for the batch-normalized
mini-batch. However, given the rectifying non-linearities employed in CNN architectures, distribution of the layer outputs show an
asymmetric characteristic. Therefore, in order for BN to fully benefit from the aforementioned properties, we propose approximating
underlying data distribution not with one, but a mixture of Gaussian densities. Deriving Fisher vector for a Gaussian Mixture Model
(GMM), reveals that batch normalization can be improved by independently normalizing with respect to the statistics of disentangled
sub-populations. We refer to our proposed soft piecewise version of batch normalization as Mixture Normalization (MN). Through
extensive set of experiments on CIFAR-10 and CIFAR-100, using both a 5-layers deep CNN and modern Inception-V3 architecture,
we show that mixture normalization reduces required number of gradient updates to reach the maximum test accuracy of the batch
normalized model by ∼31%-47% across a variety of training scenarios. Replacing even a few BN modules with MN in the 48-layers
deep Inception-V3 architecture is sufficient to not only obtain considerable training acceleration but also better final test accuracy. We
show that similar observations are valid for 40 and 100-layers deep DenseNet architectures as well. We complement our study by
evaluating the application of mixture normalization to the Generative Adversarial Networks (GANs), where “mode collapse” hinders
the training process. We solely replace a few batch normalization layers in the generator with our proposed mixture normalization.
Our experiments using Deep Convolutional GAN (DCGAN) on CIFAR-10 show that mixture normalized DCGAN not only provides
an acceleration of ∼58% but also reaches lower (better) “Fre´chet Inception Distance” (FID) of 33.35 compared to 37.56 of its batch
normalized counterpart.
Index Terms—Batch Normalization, Convolutional Neural Networks, Generative Probability Models, Gaussian Mixture Model, Fisher
Vector.
F
1 INTRODUCTION
IN the context of deep neural networks, the distributionof inputs to each layer is not only heavily dependent
on the the previous layers but it also changes as the the
network evolves through the training procedure. Ioffe and
Szegedy [1] referred to this phenomenon as internal covariate
shift. Another source of variation comes from the family
of optimization techniques, specifically Stochastic Gradi-
ent Descent (SGD), that is used to train the deep neural
networks. Although we can normalize a mini-batch at the
input to the network, it will not remain normalized after
multiple rounds of non-linear operations as we proceed
from early layers to deeper ones. Batch Normalization (BN)
[1] was proposed to alleviate the internal covariate shift by
normalizing layer outputs for each training mini-batch with
respect to its very own statistics, specifically mean and
variance.
Batch normalization has been successful in dramatically
accelerating training procedure of deep neural networks
and is now a standard component in almost all deep convo-
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lutional architectures. In fact, it is hard to imagine the pos-
sibility of effectively training state-of-the-art architectures
such as Inception [2] [3], Residual [4] and Densely connected
[5] networks, with hundreds of layers, without employing
batch normalization.
Batch normalization [1] and its few extensions [6] [7] [8]
[9], follow a general form (ref. Equation 6) to normalize a
mini-batch, yet differ in the construction of the population
over which mini-batch statistics are computed. In this paper,
we provide a fresh view on the aforementioned general
form of normalization, demonstrating its strong relation to
the natural kernels that arise from generative probability
models. Specifically, we show that assuming samples within
a mini-batch are from the same probability density function,
the general form of normalization is identical to the Fisher
vector of a Gaussian distribution. Jaakkola and Haussler
[10] proved that given classification labels as latent vari-
ables, Fisher kernel is asymptotically never inferior to the
maximum a posteriori (MAP) decision rule. Therefore, the
general form of normalization used in BN and its extensions,
not only naturally emerges from the probability density
function that models the generative process of the underly-
ing data distribution, but also improves the discrimination
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2power of the representation1.
However, for BN [1] to truly enjoy theses properties, its
input activations should follow a Gaussian distribution. We
argue that due to the rectifying non-linearities employed
in deep neural networks, it is unlikely that such condition
is fully satisfied. Specifically, it is hard to believe that, in
expectation, a linear combination (convolution operation) of
multiple (different channels) distributions with semi-infinite
support (output of previous e.g ReLU [11]), with at least two
modes of variation one for the rectified values mapped to
zero and one for the positive values, results in a single Gaus-
sian distribution. We visualize internal activations of both
a shallow and very deep architecture (ref. Section 4), and
observe that indeed corresponding activations very often
illustrate asymmetric characteristic and are better approx-
imated by a mixture model rather than a single Gaussian
distribution. This observation builds the core of our work.
To equip batch normalization with characteristics which
Fisher kernel promises, we must first properly approximate
the probability density function of the internal representa-
tions. From [12], we know that any continuous distribution
can be approximated with arbitrary precision using a Gaus-
sian Mixture Model (GMM). Hence, instead of computing
one set of statistical measures from the entire population
(of instances in the mini-batch) as BN does, we propose
normalization on sub-populations which can be identified
by disentangling modes of the distribution, estimated via
GMM. We refer to our proposed technique as Mixture
Normalization (MN).
While BN can only scale and/or shift the whole under-
lying probability density function, mixture normalization
operates like a soft piecewise normalizing transform, ca-
pable of completely re-structuring the data distribution by
independently scaling and/or shifting individual modes of
distribution (ref. Figure 1).
We show that mixture normalization can effectively ac-
celerate its batch normalization [13] counterpart, through
reducing required number of gradient updates to reach
the maximum test accuracy of the batch normalized model
by ∼31%-47%, across a variety of training scenarios on
CIFAR-10 and CIFAR-100. Mixture normalization handles
training in large learning rate regime considerably better
than batch normalization, and in majority of cases reaches
even a better final test accuracy. It is worth pointing out
that such acceleration in training procedure is obtained by
solely replacing a few batch normalization modules with
mixture normalization along the depth of the architecture.
This is true both for shallow and very deep and modern
architectures such as Inception-V3 [2] and DenseNet [5].
In summary, the main contributions of this work are as
follows:
• We demonstrate how normalizing transform, em-
ployed in batch normalization and its variants, is
related to the kernels from generative probability
models.
• We show that, the distribution of activations associ-
ated with internal layers of deep convolutional neu-
1. This is established on the basis of the discriminative derivations
of Fisher kernel (ref. Theorem 1 of [10]). The mathematical derivations
can be found in Appendix A of the longer version of [10], available at
https://people.csail.mit.edu/tommi/papers/gendisc.ps.
ral networks, illustrates an asymmetric characteristic
and is very likely to be better estimated using a
mixture model.
• We propose Mixture Normalization (MN), where a
Gaussian mixture model initially identifies modes of
variation in the underlying distribution, and then
each sample in the mini-batch is normalized using
mean and standard deviation of the mixture compo-
nent to which it belongs to.
• We confirm through extensive set of experiments on
CIFAR-10 and CIFAR-100, that Mixture Normaliza-
tion not only significantly accelerates convergence
of batch normalized models but also achieves better
final test accuracy.
The remainder of this paper is organized as follows.
Section 2 offers a detailed review of batch normalization and
its various extensions. We then demonstrate the relationship
between batch normalization and kernels from generative
probability models in Section 3.1. This lays the ground-
work for presenting our proposed mixture normalization
in Section 3.2. Experimental results are shown in Section 4.
Section 5 provides computational complexity analysis along
with multiple detailed discussions attempting at an in-depth
behavioral analysis of the mixture normalization. Finally, we
conclude the paper in Section 6.
2 RELATED WORK
2.1 Batch Normalization
Let’s consider x ∈ RN×C×H×W , a 4-D activation tensor
in a convolutional neural network where N , C , H and
W are respectively the batch, channel, height and width
axes. BN [1] computes the mini-batch mean (µB) and stan-
dard deviation (σB), formulated in Equation 1, over the
set B = {x1...m : m ∈ [1, N ]× [1, H]× [1,W ]}, where x
is flattened across all but channel axis, and  is used for
numerical stability.
µB =
1
m
m∑
i=1
xi σB =
√√√√ 1
m
m∑
i=1
(xi − µB)2 +  (1)
If we assume that samples within the mini-batch are
from the same distribution, the transform x → xˆ shown
in Equation 2, generates a zero mean and unit variance
distribution. Then, BN uses learnable scale (γ) and shift (β)
parameters to transform the normalized distribution into
one with β mean and γ standard deviation.
xˆi =
1
σB
(xi − µB) yi = γxˆi + β (2)
Following Ioffe and Szegedy’s [1] terminology, we refer
to the transform
BNγ, β : x1...m → y1...m (3)
as the Batch Normalizing Transform. In most of its applica-
tions, BN normalizes the output of a convolution layer just
before the non-linear activation function (e.g ReLU [11]),
which separates two consecutive convolution layers. As we
discussed before, normalized activations, xˆ1...m, under the
3assumption that x1...m are from the same distribution, are
of zero mean and unit variance. Hence, applying ReLU
function to xˆ1...m can be approximately seen as rectifying
half of the distribution. This may not necessarily be the op-
timum case from the perspective of minimizing the objective
function during training. That is why the learnable scale (γ)
and more crucially shift (β) parameter are important, as they
allow the training procedure to shape the behavior of the
non-linearity and consequently the entire model. It is easy
to see (ref. Equation 4) that BN enables the the model to
alternate between two extreme cases of ignoring the non-
linearity and completely clipping the activations. While in
the former, the effective depth of the network reduces as
two back-to-back linear operations can be seen as one, the
latter prevents the activations from propagating to the next
layer.{∀γ∃η lim
β→+η
ReLU
(
BNγ,β(x)
)
= BNγ,β(x)|0 < γ, η ∞
}
,{∀γ∃η lim
β→−η
ReLU
(
BNγ,β(x)
)
= 0|0 < γ, η ∞}.
(4)
The behavior of BN at inference is slightly different from
training phase. To cope with potential discrepancy between
distributions and dependency of each normalized activation
to other instances in the mini-batch, BN accumulates a
running average of the statistics at the training phase and
uses them for normalizing mini-batches at inference. Hence,
unlike training, where each mini-batch is normalized with
respect to its very own statistics, all the mini-batches at
inference use the same running average statistics for nor-
malization while the scale and shift parameters are frozen.
This workaround is effective when the size of the mini-
batch is large, its instances are i.i.d. samples from training
distribution and pre-computed statistics do not change [13].
However, in the absence of these conditions, estimation
of mean and variance becomes less accurate at mini-batch
level, hence affecting the running average statistics, and con-
sequently results in performance degradation. To address
these drawbacks, Ioffe [13] proposed Batch Renormalization
where a per-dimension affine transformation is applied to
the normalized activations as
xi − µ
σ
=
xi − µB
σB
· r+ d, where r = σB
σ
, d =
µB − µ
σ
. (5)
Note that the parameters of the transformation, r and
d, are not trainable, instead they, in expectation, compen-
sate for the difference between per mini-batch and over-
population statistics. If the expected values of the per mini-
batch statistics match the moving average ones, then the
affine transformation reduces to an Identity resulting in
batch renormalization [13] to behave identical to the batch
normalization [1].
Large batch training of the neural networks is very well
motivated as it reduces the training time by effectively
leveraging the parallel and/or distributed computation. Yet
the common practices and previous empirical observations
[14] used to suggest that large batch training would not
generalize as well as small batch training. Recently, Hoffer
et. al [15] showed that there is no inherent generalization
gap associated with large batch training once the number of
iterations and learning rate are properly adapted. However,
they noticed that the dependency of statistics used by batch
normalization [1], to the entire mini-batch, can affect the
generalization of large batch training. To ameliorate that,
Ghost Batch Normalization [15] was proposed, where a
large batch is first scattered over multiple small virtual
(“ghost”) batches. Then, each sample is normalized with
respect to the mean and standard deviation of the ghost
batch to which it belongs to. At inference, normalization is
done via a weighted running average that aggregates the
statistics of all ghost batches during training.
Similarly, concerned with the dependency of batch-
normalized activations on the entire mini-batch, Salimans
et. al [16] proposed Weight Normalization, which operates
on the weight vectors instead of activations. Hence, it does
not introduce any dependencies between the samples within
a mini-batch. At core, it decouples the norm (g) from the
direction ( v‖v‖ ) of the weight vectors. Specifically, consid-
ering w as a weight vector in a standard artificial neural
network, weigh normalization performs optimization over
g and v using w = g‖v‖v reparameterization. Salimans
et. al [16] present weight normalization as a cheaper and
less noisy approximation to the batch normalization [1]
because first, convolutional neural networks usually have
much fewer weights than activations and second, norm of
v is non-stochatic but mini-batch statistics can have high
variance for small batch sizes. Unfortunately, the guarantees
that [16] provides on the activations and gradients do not
extend to models with arbitrary non-linearities or when the
architecture contains layers without weight normalization
[13].
2.2 Batch Normalization: Extended
Recently, a few extensions on batch normalization have
been proposed, specifically, Layer Normalization (LN) [6],
Instance Normalization (IN) [7], Group Normalization (GN)
[8], and Divisive Normalization (DN) [9]. In this section,
we loosely adopt notations from [9] and [8] to show what
distinguishes all the aforementioned methods is solely the
set on which sample statistics are computed. This unifying
view was initially presented by Ren et al. [9] in an attempt
to describe the relationship between BN, LN, and DN. Here
we further extend it to IN and GN as well.
Let’s consider i = (iN , iC , iL) as a vector indexing the
tensor of activations x ∈ RN×C×L associated to a convo-
lution layer, where the spatial domain has been flattened
(L = H ×W ). Then the general normalization, x→ xˆ, is in
form of
vi = xi − EBi [x], xˆi =
vi√
EBi [v2] + 
, (6)
while similar to BN, γ and β parameters can be further
applied to the normalized activations. Before describing the
extensions to the batch normalization using Equation 6, it is
worth pointing out that given
Bi = {j : jN ∈ [1, N ], jC ∈ [iC ], jL ∈ [1, L]}, (7)
the general normalization form reduces to the original batch
normalization formulated in Equations 1 and 2.
Layer Normalization (LN) was proposed by Ba et al.
[6], where they remove the inter-dependency of batch-
normalized activations to the entire mini-batch. Despite its
4effectiveness in recurrent networks, LN underperforms BN
when applied to the convolution layers. That is because LN
enforces the same distribution on the entire spatial domain
and along channel axis which is not natural in case of convo-
lution layers as the visual information can dramatically vary
over the spatial domain. LN can be formulated as Equation
6 when
Bi = {j : jN ∈ [iN ], jC ∈ [1, C], jL ∈ [1, L]}. (8)
Instance Normalization (IN) was proposed by Ulyanov
et al. [7] for the problem of image style transfer [17]. While
enjoying no inter-dependency to other samples in the mini-
batch, IN [7] uses more relaxed conditions than LN [6],
by computing the statistics only over the spatial domain
generating different mean and standard deviations for each
sample and each channel. IN can be formulated as Equation
6 when
Bi = {j : jN ∈ [iN ], jC ∈ [iC ], jL ∈ [1, L]}. (9)
Group Normalization (GN) [8] is somewhere in be-
tween LN and IN. GN divides the channels into multiple
groups (G = 32 by default), then computes the statistics
along L axis but only within a subgroup of the channels.
Therefore, when the number of groups matches the channel
size (G = C), GN is identical to IN. On the other hand,
when there is only one group (G = 1), GN reduces to LN.
GN has shown to be effective on image classification, object
detection and segmentation, when batch size is very small
(2 and 4) while providing comparably good results with BN
on typical batch sizes. GN can be formulated as Equation 6
when
Bi = {j : jN ∈ [iN ], jC ∈ [1, C], jL ∈ [1, L] |
b jC
C/G
c = b iC
C/G
c}, (10)
where b jCC/Gc ensures that normalizing xi is only influenced
by the activation vectors which fall within the same group
as xi.
Divisive Normalization (DN) [9] can be seen as a local
version of LN, where in normalizing xi, instead of all the ac-
tivation vectors within the same layer, only those that are in
a certain vicinity of xi contribute. This very well addresses
the aforementioned drawback of LN, when applied to the
convolution layer. DN is formulated slightly different from
the aforementioned normalization methods, specifically as
vi = xi − EAi [x] xˆi =
vi√
ρ2 + EBi [v2]
, (11)
when
Ai = {j : d(xi, xj) ≤ RA} Bi = {j : d(vi, vj) ≤ RB},
(12)
where d denotes an arbitrary distance between two hidden
units, ρ is the normalizer bias, andR denotes the neighbour-
hood radius. Ren et al. [9] have shown how varying ρ would
allow DN followed by ReLU to alternate within a wide
range of non-linear behaviors. DN shows promising results
both on convolutional and recurrent networks and can be
easily implemented as a convolutional operator where RA
and RB are determined by the kernel size.
3 PROPOSED METHOD
In this section, we show how the formulation of batch
normalization and its extensions is related to the kernels
from generative probability models, and more specifically
Fisher kernel. Then, we explain why in the context of
deep neural networks, due to the non-linearities, distri-
bution of the activations is almost certainly of multiples
modes of variation. Finally, we detail our proposed mixture
normalization, where we employ Gaussian mixture model
to identify sub-populations and normalize with respect to
not one, but multiple components that comprise the data
distribution.
3.1 Kernels from Generative Probability Models
So far, we’ve described variations of batch normalization in
an unifying framework and shown what distinguishes them
is the set of samples over which certain statistics, specifically
mean and standard deviation are computed. In this section,
we revisit Fisher kernel, the seminal work of Jaakkola and
Haussler [10], in order to demonstrate how the general form
of normalization, specified in Equation 6, is related to the
kernels that naturally arise from the generative probability
models.
Fisher Kernel: Let B = {x1...m}, regardless of how
the tensor of activations has been indexed (ref. Section 2.2),
be a set of m observations xi ∈ X , associated to a sample
mini-batch, and P = {pθ, θ ∈ Θ} be a suitably regular
parametric family of distributions, where pθ models the
generative process of samples inX 2. Based on the theory of
information geometry [18], P defines a Riemanninan mani-
fold MΘ, with a local metric given by the Fisher Information
Matrix
Fθ = Ex∼pθ [G
B
θG
BT
θ ], (13)
where
GBθ = ∇θ log pθ(B), (14)
the gradient of the log-likelihood of pθ at B, also known as
Fisher score, determines the direction of steepest ascent in
log pθ(B) along the manifold. In other words, GBθ describes
modifications which the current model parameters θ need in
order to maximize log pθ(B) [10]. The natural gradient [19]
is then defined as
φB = F−1θ G
B
θ , (15)
based on which [10] proposes natural kernel, the inner
product between natural gradients relative to the local Rie-
mannian metric:
K(Bj ,Bi) ∝ φTBjFθφBi = G
BTj
θ F
−1
θ G
Bi
θ . (16)
Jaakkola and Haussler [10] refer to this as Fisher kernel
and prove that given classification labels as latent variable,
Fisher kernel is asymptotically never inferior to the maxi-
mum a posteriori (MAP) decision rule (ref. Theorem 1 in [10]).
Hence, we arrive at a similarity measure which is naturally
induced from the probability density function that models
the generative process of X and simultaneously improves
the discrimination power of the model.
2. In other words, X is an unknown generative process which is
modeled by pθ , and we assume that instances in a mini-batch are
sampled from it.
5Sanchez et. al [20] have beautifully pointed out that
since Fθ is positive semi-definite, its inverse has a Cholesky
decomposition F−1θ = L
T
θ Lθ , which allows re-writing Equa-
tion 16 as
K(Bj ,Bi) = G B
T
j
θ G
Bi
θ , (17)
where
G Bθ = Lθ∇θ log pθ(B), (18)
the normalized gradient vector of B, is known as Fisher
vector [20]. Such explicit transformation B → G Bθ enjoys
all the interesting characteristics of Fisher kernel [10], while
being tailored for linear operations.
Fisher Vector for Gaussian Distribution: In order
to derive Fisher kernel [10], we noted that pθ only needs to
be of a family of regular parametric distributions. However,
we have not yet parameterized it. Let’s consider pθ to be
modelled by Gaussian distribution
pθ(x) =
1
(2pi)D/2|Σ|1/2 exp
{
− 1
2
(x− µ)TΣ−1(x− µ)
}
,
(19)
where x ∈ RD and θ = {µ,Σ} is the set of model pa-
rameters. The gradients of the log-likelihood of pθ(x) with
respect to µ and Σ are then formulated as
∇µ log pθ(x) = − 12
(
∂(x−µ)TΣ−1(x−µ)
∂µ
)
= Σ−1(x− µ),
∇Σ log pθ(x) = − 12
(
∂ log(|Σ|)
∂Σ +
∂(x−µ)TΣ−1(x−µ)
∂Σ
)
,
= − 12
(
Σ−1 − Σ−1(x− µ)(x− µ)TΣ−1
)
.
(20)
If we assume Σ to be diagonal 3 with Σi,i = σ2i,i, we can
re-write the gradients as
∇µ log pθ(x) = 1
σ2
(x− µ),
∇σ log pθ(x) = − 1
σ
+
1
σ3
(x− µ)2.
(21)
Substituting Equation 21 in Equation 14 results in
Gxθ =
[∇µ log pθ(x)
∇σ log pθ(x)
]
=
 1σ2 (x− µ)
− 1
σ
+
1
σ3
(x− µ)2
 . (22)
We then use non-central moments of univariate normal
distribution to calculate Equation 13 given Equation 22,
arriving at
Fθ =
 1σ2 0
0
2
σ2
 , (23)
3. Such assumption is motivated by the fact that computing full
covariance matrix and its inverse makes both the normalization and
the back-propagation calculations very expensive [1].
the Fisher information matrix of Gaussian distribution. Fi-
nally, the Fisher vector for Gaussian distribution (ref. Equa-
tion 18) can be characterized as
G xθ =
[
G xµ
G xσ
]
,
=
[
σ 0
0 1√
2
σ
] 1σ2 (x− µ)
− 1
σ
+
1
σ3
(x− µ)2
 ,
=

1
σ
(x− µ)
1√
2
(
− 1 + (x− µ)
2
σ2
)
 .
(24)
We observe that the general form of normalization, for-
mulated in Equation 6, has in fact emerged in G xµ . Hence,
we have shown that indeed batch normalization and its
various extensions are closely related to the natural kernel
that arises from generative probability model, describing the
underlying data distribution 4.
3.2 Mixture Normalization
We believe that in the context of deep neural networks,
due to non-linear activation functions, distribution of layer
outputs are very likely asymmetric. That is, the hypothesis
which a Gaussian distribution can model pθ is less likely to
be valid. Therefore, to properly approximate the probability
density function, we propose employing generative mixture
models. Consequently, instead of computing one set of
statistical measures from the entire population, we propose
to frame batch normalizing transform on sub-populations
which can be identified by disentangling modes of variation.
Intuition: Let’s consider xl ∈ RN×Cl×Hl×Wl to be
the input activation tensor to the lth layer, denoted by ωl,
in a convolutional neural network. Again, N , Cl, Hl and
Wl are respectively batch, channel, height and width axes
at the corresponding layer. Batch normalization layers are
indexed similarly. Since the batch size is fixed throughout
the network, we drop the subscript l from Nl. For the
sake of simplicity, we ignore pooling layers and assume
the non-linearity activation functions to be rectified linear
units (ReLU) [11], since pooling layers can be trivially added
to the formulation. Similarly, other non-linearity functions
can partially or fully replace ReLU throughout the network.
Given these,
xl−1 = ReLU
(
BNl−2(xl−2 ∗ ωl−2)
)
,
xl = ReLU
(
BNl−1(xl−1 ∗ ωl−1)
)
,
xl+1 = ReLU
(
BNl(xl ∗ ωl)
)
,
(25)
formulate three consecutive layers in the aforementioned
convolution neural network where ∗ represents the con-
volution operation. In Section 3.1, given the hypothesis
x ∼ N (µ, σ2), the general form of normalization in Equa-
tion 6 emerges as the Fisher vector with respect to the
mean of the distribution, namely G xµ . This means that the
4. Based on our derivations, we “expect” that integrating G xσ in
addition to G xµ further improves the normalization. Yet, at the time,
we do not have experimental results to support this.
6input to BNl at the lth layer in Equation 25, specifically
xl ∗ ωl, is of a Gaussian distribution. Since, convolution is a
linear operation, and Gaussian distribution is closed under
linear combination, it further implies that xl ∼ N (µl, σ2l ).
However, xl is the output of ReLU from the (l − 1)th layer
with semi-infinite support on [0,+∞). Hence, assuming
that a symmetric probability density function, like Gaussian
distribution, with support on the whole Real line can model
the linear combination of outputs of multiple rectified linear
units, is not very well justified.
Based on this observation, we propose to parameterize
the probability density function, pθ (ref. Section 3.1), as a
Gaussian Mixture Model (GMM). From [12], we know that
any continuous distribution can be approximated with arbi-
trary precision using a GMM. Since our input distribution is
generated by linear combination (through convolution oper-
ation) of rectified Gaussian distributions, it is not necessarily
continuous and contains, at least two modes, one for the
rectified values mapped to zero and one for the positive
values. Therefore, we expect a mixture model to provide
us with a better approximation of such distribution than a
single Gaussian model.
Fisher Vector for Gaussian Mixture Model: In the
following, to prevent clutter, we drop subscript θ where θ =
{λk, µk,Σk : k = 1, . . . ,K}. Then, for x ∈ RD , without loss
of generality, consider
p(x) =
K∑
k=1
λkpk(x) s.t.∀k : λk ≥ 0,
K∑
k=1
λk = 1, (26)
where
pk(x) =
1
(2pi)D/2|Σk|1/2 exp
{
− 1
2
(x− µk)TΣ−1k (x−µk)
}
,
(27)
represents kth Gaussian in the mixture model p(x). To
remove the probability simplex constraint on λ in Equation
26, a commonly used change of variables [21] is employed
as
αk = log
(
λk
λK
)
, k = 1, . . . ,K. (28)
Assume αK = 0 to be constant, then we can re-write
Equation 26 as
p(x) =
K∑
k=1
( exp(αk)∑K
j=1 exp(αj)
)
pk(x). (29)
Following similar derivations as in Section 3.1, given di-
agonal covariance assumption, the gradients of the log-
likelihood of p(x) with respect to µk and σk can be written
as
∇µk log p(x) = νk(x)
(
x− µk
σ2k
)
,
∇σk log pθ(x) = νk(x)
(
− 1
σk
+
(x− µk)2
σ3k
)
.
(30)
where
νk(x) =
λkpk(x)∑K
j=1 λjpj(x)
, (31)
is the probability that x has been generated by the kth
Gaussian component in the mixture model. Given soft
assignment distribution in Equation 31, Perronnin et. al
[22] proposed a closed form approximation to the Fisher
information matrix of GMM5 as
Fk =

λk
σ2k
0
0
2λk
σ2k
 , (32)
resulting in
G xk =
[
G xµk
G xσk
]
,
=

σk√
λk
0
0
σk√
2λk


νk(x)
(
x− µk
σ2k
)
νk(x)
(
− 1
σk
+
(x− µk)2
σ3k
)
 ,
=
νk(x)√
λk

1
σk
(x− µk)
1√
2
(
− 1 + (x− µk)
2
σ2k
)
 .
(33)
Comparing Equation 33 with Equation 24, we observe
that Fisher vector for each component of a GMM is very
similar to the one obtained from a single Gaussian distribu-
tion. However, there are two main differences:
• νk(x) in a soft-assignment mechanism, scales the kth
Fisher vector based on the posterior probability of
x being generated by the corresponding Gaussian
component.
• λk normalizes the kth Fisher vector based on the
contribution of the kth mixture component in ap-
proximating the underlying data distribution.
We have previously shown (ref. Section 3.1) that the
normalization formulated in batch normalization and its
extensions emerges as natural kernel, if we assume that
the underlying data distribution can be modelled by a
single Gaussian distribution. We then explained that due
to non-linear activation functions, such hypothesis cannot
properly address the characteristics of the distribution. We
employed Gaussian mixture model as an alternative and
showed that natural kernel induced from GMM, follows a
similar normalization mechanism, except normalization is
done with respect to multiple sets of statistics obtained from
different sub-populations.
Formulation: Based on the aforementioned observa-
tions, we propose Mixture Normalization. Let’s consider
i = (iN , iC , iL) as a vector indexing the tensor of activations
x ∈ RN×C×L associated to a convolution layer, where the
spatial domain has been flattened (L = H ×W ). Then the
Mixture Normalizing Transform is defined as
xˆi =
K∑
k=1
νk(xi)√
λk
· xˆki , (34)
5. For more detailed derivation of Fisher information matrix and
Fisher vector in Gaussian mixture models, readers are encouraged to
refer to [22] and [20].
7given
vki = xi − EBi [νˆk(x) · x], xˆki =
vki√
EBi [νˆk(x) · (vk)2] + 
,
(35)
where
νˆk(xi) =
νk(xi)∑
j∈Bi νk(xj)
, (36)
is the normalized contribution of xi over Bi in estimating
statistical measures of the kth Gaussian component. Simi-
lar to batch normalization, we can also include additional
parameters by slightly modifying Equation 35 using
EBi [νˆk(x) · x] → EBi [νˆk(x) · x] + β,
EBi [νˆk(x) · (vk)2] → EBi [νˆk(x) · (vk)2] · γ,
(37)
where β and γ respectively indicate scale and shift. Our
formulation is general (e.g. H,W = 1 for fully-connected
layers) and can be applied to all the variations of batch nor-
malization, detailed in Section 2.2, simply by constructing
Bi accordingly.
During training, we fit a Gaussian mixture model to
B = {x1...m : m ∈ [1, N ]× [1, L]} by Maximum Likelihood
Estimation (MLE). This is a two-stage process where we
use the seeding procedure of K-means++ [23] to initialize
the centers of the mixture component. Then, the parameters
of the mixture model, θ = {λk, µk,Σk : k = 1, . . . ,K},
are estimated by Expectation-Maximization (EM) [24]. In
practice, one or two EM iterations are sufficient, thanks to
proper and efficient initialization by K-means++ [23]. We
then normalize x1, x2, . . . xm with respect to the estimated
parameters (Equations 35) and aggregate using posterior
probabilities (Equations 34). At inference, following the
batch normalization [1], we want to normalize a sample
mini-batch with respect to the statistics of the training data.
To do so, we can maintain last T mini-batches from the
training stage. This can be simply implemented by a queue
of length T . We aggregate all instances in the queue into
a large pool of samples and fit a Gaussian mixture model
to it. Estimated parameters are then used to normalize all
the mini-batches of the test set. While being effective, the
above strategy is not very desirable as it always maintains
T mini-batch of samples in GPU memory. Yet, there is
a very simple workaround to significantly improve this.
Specifically, during training, instead of the samples, we
only need to keep the estimated parameters resulting in
the queue {θ0, θ1 . . . θT−1}, where the subscript indicates
the position in the queue. Note that in this case, queue
always maintains (2KC+K)×T values in the GPU memory
which is orders of magnitude smaller than (mC)× T of the
previous strategy. The normalization will then be performed
via
xˆi =
T−1∑
t=0
K∑
k=1
1√
τ tλtk
τ tλtkp
t
k(xi)∑T−1
q=0
∑K
j=1 τ
qλqjp
q
j(xi)
(xi − µtk
σtk
)
,
(38)
where
τ t =
(1− ζ)
(1− ζT )ζ
(T−t−1) (39)
is the decay factor normalized with respect to the sum of its
geometric series. Here, estimated mixture models from last
T mini-batch of training stage are aggregated with a scale
proportional to their chronological order in the queue. By
default, ζ and T are respectively set to 0.9 and 10.
Differentiability and Gradient Propagation: De-
spite our end-to-end training, K-means++ [23] seeding
procedure and EM iterations (to fit the Gaussian mixture
model) are performed outside the computational graph of
the neural network6. Hence, MN is not fully differentiable.
In the following, we explain how gradient back-propagates
through MN.
Let ν ∈ Rm×K be a matrix where its (i, j)th element
represents the probability that xi, the ith row of x ∈ Rm×D
(B in matrix format), has been generated by the jth Gaussian
component in the mixture model (Equation 31). The process
of obtaining ν is not differentialble because of K-means++
and following EM iterations, yet we can write MN equations
such that with exception of ν, it is fully differentiable.
Following Equation 36, we obtain the normalized con-
tribution of each sample point xi in estimating statistical
measures of every Gaussian component via dividing each
column of ν by the sum of its elements. This results in νˆ, the
matrix of responsibilities using which we calculate µ = νˆTx
and σ2 = νˆTx2 − µ2 where µ ∈ RK×D, σ2 ∈ RK×D ,
and λk is obtained by averaging the kth column of ν. As
we can see, all these calculations are simple differentiable
operations. Hence, while gradient stops at ν, it seamlessly
back-propagates through the rest of MN equations, relating
parameters of the mixture component with samples and
their posterior.
Effect of Non-linearity: When mixture normaliza-
tion is followed by ReLU [11] or similar non-linearity ac-
tivation functions, rectifying should be applied to the per-
component normalized activations (i.e. xˆki ) as
ReLU
(
MN(xi)
)
:=
K∑
k=1
νk(xi)√
λk
· ReLU(xˆki ), (40)
where MN stands for mixture normalization. In practice,
givenK ≥ 3, ν(xi) =
[
ν1(xi), ν2(xi), . . . , νK(xi)
]
is mostly
very sparse, meaning that only 1 out of K elements is
considerably larger than zero. As a result, we have
K∑
k=1
νk(xi)√
λk
· ReLU(xˆki ) ≈ ReLU
( K∑
k=1
νk(xi)√
λk
· xˆki
)
, (41)
a format which is the same as how ReLU follows batch
normalization. However, when Gaussian components con-
siderably overlap, the aforementioned approximation is less
accurate.
Local vs. Global Normalization: Batch normaliza-
tion is an Affine transform on the whole probability density
function of the underlying distribution. In other words,
all the samples from the distribution are normalized using
the same mean and standard deviation, estimated from the
entire population. In contrast, in proposed mixture normal-
ization, we transform each sample using mean and standard
6. In future, we are going to explore mixture normalization, when
estimating GMM via batch and stochastic Riemannian optimization
[25].
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Fig. 1: Visualizing Mixture Normalization: Given a random mini-batch in the midway of training on CIFAR-100, we
illustrate the underlying distribution of activations (output of convolution) associated with a random subset of 128 channels
in the layer “conv2” of CIFAR CNN architecture (detailed in Table 1). Solid teal curve indicates the probability density
function. Dashed curves represent different mixture components shown in various colors. Note that similar colors across
multiple subfigures, simply index mixture components and do not indicate any association. We observe that mixture
normalization, shown by MN:2 and MN:3 (2 and 3 respectively represent the number of components in the mixture of
Gaussians), provides better approximation, p(x), illustrated by solid teal curve, to the underlying distribution. Also, mixture
normalized activations, in comparison to the batch normalized ones, are considerably closer to the normal distribution and
illustrate less skewed probability densities.
deviation of the mixture component to which the sample
belongs to. Therefore, one can see mixture normalization
as a soft piecewise normalizing transform. Figure 1 illus-
trates the aforementioned differences. Note how in case of
batch normalization, p(x), modeled by a Gaussian density
function, fails to properly approximate the underlying data
distribution. This problem is more severe when the distri-
bution is skewed. Mixture normalization instead, is capable
of handling these challenges as it disentangles the modes
of variation. In Figure 1, we show mixture normalization
with K set to 2 and 3. Obviously, when the number of
components is set to 1, mixture normalization reduces to
the general form of normalization. We observe that even
with two components, mixture normalization provides a
better approximation to the underlying data distribution.
However, in some cases (e.g. columns correspond to the
4th and 28th channels), we can benefit from increasing
the number of mixture components. Mixture normalized
activations, in comparison to the batch normalized ones, are
considerably closer to the normal distribution, and illustrate
less skewed probability densities.
4 EXPERIMENTS
To evaluate the effectiveness of our proposed mixture nor-
malization, we conduct extensive set of experiments on
CIFAR-10 and CIFAR-100 datasets [26]. We compare mixture
normalization against its batch normalization counterpart in
a variety of settings given four backbone choices, namely
a 5-layers deep fully convolutional neural network, the
Inception-V3 [2], along with the 40-layers and 100-layers
deep DenseNet [5] architectures. According to the literature
[8] [9] [13], when mini-batch size is sufficiently large (e.g 32),
standard batch normalization [1] outperforms its variants
(ref. Section 2.2) in image classification. Although, this is
not valid in recurrent networks. Therefore, here, we only
compare against standard batch normalization [1].
It is important to emphasize, that we do not aim at
achieving state-of-the-art results as it requires employing
computationally expensive architectures, and involves care-
ful tuning of many hyper-parameters and heuristics. In-
stead, we are interested in understanding the behavior of
mixture normalization. We focus on demonstrating that
solely replacing a few batch normalization with our pro-
posed mixture normalization, can dramatically increase the
convergence rate, and in majority of cases even yields a
better final test accuracy.
In summary, in this section:
• We compare BN and MN, in small and large learning
rate regimes, using both shallow and very deep CNN
architectures.
• We show the effect of applying MN to different
layers, while varying the number of mixture com-
9ponents and EM iterations.
• We quantify the acceleration obtained using MN, by
measuring required number of gradient updates for
mixture normalized model, in order to reach the best
test accuracy of its batch normalized counterpart.
• We demonstrate, that our findings are consistent
with respect to the choice of the optimization tech-
nique (adaptive v.s non-adaptive) and learning rate
decay policies.
• We finish this section by demonstrating the applica-
tion of mixture normalization in Generative adver-
sarial networks (GANs) [27].
4.1 Datasets
For our experiments, we use popular CIFAR [26] datasets.
Images are 32×32 and labeled with 10 and 100 classes,
respectively for CIFAR-10 and CIFAR-100. We follow the
standard data split where 50K images are used for training
and 10K for testing. As for preprocessing, we normalize
images with respect to the mean and standard deviation
of the dataset. Also, similar to the previous works [4] [5]
[28] [29] [30] on CIFAR, we adopt horizontal flipping and
random cropping for data augmentation.
4.2 CIFAR CNN
We begin with a small 5-layers deep convolutional neural
network architecture detailed in Table 1, where we later
replace batch normalization in certain layers with mixture
normalization. Following [1], we experiment using two
different learning rates, one 5 times larger than the other.
Additionally, we do the same with the weight decay to very
well cover various training regimes. We use RMSprop [31]
with 0.9 momentum and exponentially reduce the initial
learning rate every two epochs with the decay rate of 0.93.
The size of mini-batch is set to 256 and we train all the
models for 100 epochs. To facilitate comparison between dif-
ferent training settings, we index experiments accordingly,
where BN and MN, respectively, indicate usage of batch and
mixture normalization.
layer type size kernel (stride, pad)
input input 3× 32× 32 – –
conv1 conv+bn+relu 64× 32× 32 5× 5 (1, 2)
pool1 max pool 64× 16× 16 3× 3 (2, 0)
conv2 conv+bn+relu 128× 16× 16 5× 5 (1, 2)
pool2 max pool 128× 8× 8 3× 3 (2, 0)
conv3 conv+bn+relu 128× 8× 8 5× 5 (1, 2)
pool3 max pool 128× 4× 4 3× 3 (2, 0)
conv4 conv+bn+relu 256× 4× 4 3× 3 (1, 1)
pool4 avg pool 256× 1× 1 4× 4 (1, 0)
linear linear 10 or 100 – –
TABLE 1: CIFAR CNN architecture
In the first set of experiments, for different mixture
normalization variations, shown in Table 2 by MN-1 to MN-
4, we replace the batch normalization in the “conv3” layer
(ref. Table 1) with mixture normalization while keeping the
remaining layers intact. From Table 2 and Figure 2, we
observe that irrespective of the weight decay and learning
rates, not only MN models converge much faster than their
corresponding BN counterparts, but they achieve a better
test accuracy after 100 epochs.
Large learning rate: When we increase the learning
rate from 0.01 to 0.05, the convergence gap is even larger
(ref. Table 2 and Figure 2), demonstrating the capability of
mixture normalization to better utilize larger learning rates
for training. Note, that for the large learning rate regime to
eventually match the final learning rate of small learning
rate regime, either the exponential decay rate should be
reduced (e.g 0.91 instead of 0.93) or the number of times
it is applied must be increased (e.g every epoch instead of
every 2 epochs). However, here we keep the same learning
rate decay policy to probe the sole effect of increasing the
learning rate.
Stability: Another observation is with regards to the
uncertainty of the model predictions. In Figure 2, we show
one standard deviation (shaded area) computed within a
window of 10 epochs for all the test error curves. We can see
that models trained with mixture normalization illustrate
a considerably more stable test error, meaning that, from
one epoch to another, it is less likely that the performance
fluctuates abruptly. This alongside faster convergence [32]
is reminiscent of relatively flat minima in the optimization
landscape [33], where the classification margin of the model,
as a whole, is robust with respect to small changes (gradient
updates) to the model parameters. Note that in all these ex-
periments, we have solely replaced one batch normalization
layer with mixture normalization.
Effect of parameters: Solving for the parameters of
GMM begins with an initialization using K-means cluster-
ing. To obtain the best initial seeds, we use 2 + log(K)
trials and then perform standard K-means clustering for
a certain number of iterations. The result is then used to
initiate the GMM parameters, which is later followed by a
fixed number of EM updates. In our experiments, we use
the same number of iterations at two phases and report
their summation as “EM iter.” in Table 2 (and later in
Table 4). From Figure 3 (left) and Table 2, we observe that
more EM iterations, provides faster convergence and better
final test accuracy. This is aligned with our expectation as
more EM iterations translates to better approximation of the
underlying data distribution. However, the downside is that
more EM iterations results in increasing the computation
time. So far, we have only modified one layer in CIFAR CNN
architecture. In Figure 3 (right), we illustrate that similar
behavior can be observed when mixture normalization is
employed at earlier layers like “conv2”. Furthermore, model
enjoys even faster convergence rate in addition to better
final test accuracy (ref. Table 2), when more layers (“conv2”
and “conv3”) are equipped with mixture normalization.
Quantifying Acceleration: We illustrate in Figure 2,
that indeed using mixture normalization accelerates the
convergence and results in lower final test error. Table 2
also indicates the same when we report the maximum test
accuracy after 25%, 50%, 75% and 100% of total number of
epochs. To provide a precise comparison, we follow Ioffe
and Szegedy [1] and report the number of steps (gradi-
ent descent updates) for mixture normalization variants
in order to reach the maximum test accuracy achieved by
their batch-normalized counterparts. Table 3 shows that on
CIFAR-10, mixture normalization reduces the number of
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CIFAR-10
mixture norm. setting training setting maximum test accuracy(%) after
model (layer, K, EM iter.) (lr, weight decay) 25 epochs 50 epochs 75 epochs 100 epochs
BN-1 – (0.01, 1e-4) 79.37 84.34 86.24 86.74
BN-2 – (0.01, 2e-5) 84.11 86.92 87.65 87.95
BN-3 – (0.05, 1e-4) 68.77 71.68 75.25 77.35
BN-4 – (0.05, 2e-5) 73.84 77.84 81.43 82.58
MN-1 (conv3, 3, 2) (0.01, 1e-4) 81.91 85.10 86.51 87.08
MN-2 (conv3, 3, 2) (0.01, 2e-5) 85.56 87.28 88.05 88.47
MN-3 (conv3, 3, 2) (0.05, 1e-4) 67.84 73.09 74.80 77.33
MN-4 (conv3, 3, 2) (0.05, 2e-5) 76.70 80.82 83.31 83.87
CIFAR-100
mixture norm. setting training setting maximum test accuracy(%) after
model (layer, K, EM iter.) (lr, weight decay) 25 epochs 50 epochs 75 epochs 100 epochs
BN-1 – (0.01, 1e-4) 52.54 57.83 60.37 62.11
BN-2 – (0.01, 2e-5) 56.09 60.05 61.46 62.14
BN-3 – (0.05, 1e-4) 23.13 28.12 33.21 36.80
BN-4 – (0.05, 2e-5) 36.98 43.89 46.95 49.08
MN-1 (conv3, 3, 2) (0.01, 1e-4) 55.30 60.47 61.46 62.20
MN-2 (conv3, 3, 2) (0.01, 2e-5) 59.04 60.86 61.77 62.29
MN-3 (conv3, 3, 2) (0.05, 1e-4) 29.80 36.30 40.66 43.77
MN-4 (conv3, 3, 2) (0.05, 2e-5) 42.31 48.96 51.98 52.62
MN-5 (conv3, 3, 4) (0.01, 2e-5) 59.05 61.94 62.56 62.76
MN-6 (conv3, 3, 8) (0.01, 2e-5) 58.98 61.83 62.67 63.12
MN-7 (conv2, 3, 2) (0.01, 2e-5) 57.63 61.23 62.15 62.63
MN-8 ((conv2,conv3), 3, 2) (0.01, 2e-5) 59.79 61.67 62.50 62.96
TABLE 2: Experiments on CIFAR-10 and CIFAR-100 using CIFAR CNN architecture (ref. Table 1). We observe that
irrespective of the weight decay and learning rate, not only MN models converge faster but also achieve better final
test accuracy, compared to their corresponding BN counterparts. When mixture normalization is applied to multiple layers
(i.e MN-8), we use the same K and EM iter. values for all the corresponding layers.
(a) small learning rate regime (b) large learning rate regime
Fig. 2: Test error curves when CIFAR CNN architecture (ref. Table 1) is trained under different learning rate and weight
decay settings. We observe that on CIFAR-10 and CIFAR-100, MN performs consistently in both small and large learning
rate regimes.
training steps in order to reach 87.95% test accuracy by
∼31%. Similarly, on CIFAR-100, the best performing variant
of mixture normalization, MN-6, reduces the number of
training steps in order to reach 62.14% test accuracy by
∼40%, meanwhile its very own maximum test accuracy
outperforms BN-2 by ∼1%. This further affirms that, our
proposed mixture normalization is not only effectively ac-
celerating the training procedure, but also reaches better
local minima.
4.3 Inception-V3
So far, we have shown that mixture normalization can
improve the convergence rate of batch-normalized models.
However, our experiments were conducted on a shallow 5-
layers deep architecture. Hence, it is reasonable to question
whether the same behavior can be observed in very deep
and more modern architectures? To address this, we choose
Inception-V3 [2]. Its architecture is 48 layers deep and uses
global average pooling instead of fully-connected layers,
which allows operating on arbitrary input image sizes.
Inception-V3 [2] has a total output stride of 32. However,
to maintain low computation cost and memory utilization,
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Fig. 3: Left: effect of the number of EM iterations on test
error. Right: effect of utilizing MN at different layers, on test
error. We show that more EM iterations and utilizing MN
at multiple layers, increase the convergence rate of mixture
normalized models.
CIFAR-10
model steps to 87.95% max. acc.(%)
BN-2 1.95 × 104 87.95
MN-2 1.34 × 104 88.47
CIFAR-100
model steps to 62.14% max. acc.(%)
BN-2 1.81 × 104 62.14
MN-2 1.77 × 104 62.29
MN-5 1.07 × 104 62.76
MN-6 1.09 × 104 63.12
MN-7 1.34 × 104 62.63
MN-8 1.03 × 104 62.96
TABLE 3: For batch normalization and the mixture-
normalized variants using CIFAR CNN architecture (ref.
Table 1), the number of training steps required to reach the
maximum accuracy of batch-normalized model alongside
with the maximum accuracy achieved by each variant.
the size of activation maps quickly reduces by a factor of 8
in only first seven layers. This is done by one convolution
and two max pooling layers that operate with the stride of
2. The network is followed by three blocks of Inception sep-
arated by two grid reduction modules. Each Inception block
consists of multiple Inception layers that are sequentially
stacked. Specifically, first, second and third Inception blocks
are respectively comprised of 3, 4 and 2 Inception layers.
Spatial resolution of the activations remains intact within
the Inception blocks, while grid reduction modules halve
the activation size and increase the number of channels.
To make Inception-V3 [2] architecture effectively appli-
cable to images in CIFAR-10 and CIFAR-100, that are only
32×32, we need to slightly modify the architecture. Specifi-
cally, we change the stride of the first convolution layer from
2 to 1 and remove the first max pooling layer. This way, the
output stride of Inception-V3 architecture reduces to 8. That
is, activations maintain sufficient resolution throughout the
network’s depth, with the final activation (before the global
average pooling) be of size 3×3. From now on, when we
refer to the Inception-V3, we mean this modified version.
To train our models, we use RMSprop [31] with 0.9 as
momentum and exponentially reduce the initial learning
rate every four epochs with the decay rate of 0.93. The
size of mini-batch is set to 128, weight decay to 0.0005 and
we train all the models for 200 epochs. In our preliminary
experiments, we observed that learning rate of 0.001 gives
the best final test accuracy for batch normalized models.
Therefore, we use it for all the experiments except in one
case which aims at analyzing large learning rate regime.
Table 4 and Figure 4 compare our proposed mixture
normalization with its standard batch normalization coun-
terparts. We observe that, with the exception of MN-1 on
CIFAR-100, all the MN variants are not only successfully
accelerating BN variants, but also achieve superior final test
accuracy. As expected, and similar to the shallow network
case, there is a benefit in using mixture normalization at
multiple layers in different depth. Table 4 also recommends
using mixture normalization in later layers, closer to the
classifier, in order to reach a better convergence rate and
final test accuracy.
Effect of parameters: We can observe from MN-3 versus
MN-4 on CIFAR-10, that mixture normalization’s perfor-
mance is not sensitive to the number of mixture components
assuming K is large enough. We have discussed above that
the number of EM iterations directly affect the compu-
tation time. However, Table 4 and Figure 4, demonstrate
that by employing mixture normalization even with 2 EM
updates, training a modern 48-layers deep architecture such
as Inception-V3 will enjoy decent acceleration.
Large learning rate: To analyze the behavior of mix-
ture normalization in large learning rate regime, we ex-
periment training our models with the learning rate of
0.005 (5×0.001). Figure 4c illustrates that MN-5 handles
large learning rate better than BN-5, its batch normalized
counterpart. Note that, to probe the sole effect of increasing
the learning rate, here we keep the same learning rate decay
policy (decay rate of 0.93 every four epochs) as the small
learning rate regime.
Quantifying Acceleration: Similar to the case of CIFAR
CNN architecture, we report the number of steps (gradient
descent updates) mixture normalization variants require in
order to reach the maximum test accuracy obtained by their
batch-normalized counterparts. Table 5 shows that the best
performing variants of mixture normalization, MN-2 on
CIFAR-10 and MN-4 on CIFAR-100, reduce the number of
training steps towards 91.50% and 71.30% test accuracy, re-
spectively on CIFAR-10 and CIFAR-100, by∼47%. Similar to
the case of shallow CIFAR CNN architecture, here, mixture
normalization, also improves the final test accuracy by ∼1-
1.5%.
Choice of optimization technique: We evaluate whether
the performance of mixture normalization is consistent us-
ing different choices of optimization technique. That is,
instead of RMSprop [31], we use Nesterov’s accelerated
gradient [34], with 0.9 as momentum and decay the learning
rate in two different fashions. First, following the policy
adopted in ResNet [4] and DenseNet [5], we reduce the
learning rate twice by a factor of 10 at 50% and 75% of the
total number of epochs. Second, following Wide Residual
networks [28], we reduce the learning rate three times with
a factor of 5 at 30%, 60% and 80% of the total number of
epochs. For MN models, mixture normalization is employed
at “inc2/1” and “inc3/0” layers. Mini-batch size and the
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CIFAR-10
mixture norm. setting training setting maximum test accuracy(%) after
model (layer, K, EM iter.) (lr, weight decay) 50 epochs 100 epochs 150 epochs 200 epochs
BN-1 – (0.001, 5e-4) 89.18 90.62 91.08 91.50
MN-1 ((red1,red2), 3, 8) (0.001, 5e-4) 89.47 91.03 91.70 91.91
MN-2 ((red1,red2,inc3/0), 3, 4) (0.001, 5e-4) 89.73 91.69 92.09 92.55
MN-3 ((inc2/0,inc3/0), 3, 2) (0.001, 5e-4) 90.49 91.52 92.17 92.30
MN-4 ((inc2/0,inc3/0), 5, 2) (0.001, 5e-4) 90.26 91.77 92.00 92.25
CIFAR-100
mixture norm. setting training setting maximum test accuracy(%) after
model (layer, K, EM iter.) (lr, weight decay) 50 epochs 100 epochs 150 epochs 200 epochs
BN-1 – (0.001, 5e-4) 66.88 69.44 71.03 71.30
BN-5 – (0.005, 5e-4) 40.68 47.47 51.13 52.63
MN-1 ((red1,red2), 3, 8) (0.001, 5e-4) 66.6 68.86 70.01 70.43
MN-2 ((red1,red2,inc3/0), 3, 4) (0.001, 5e-4) 68.26 70.78 71.78 72.23
MN-4 ((inc2/0,inc3/0), 5, 2) (0.001, 5e-4) 68.4 70.99 71.98 72.74
MN-5 ((inc2/0,inc3/0), 5, 2) (0.005, 5e-4) 50.41 55.69 57.88 59.10
TABLE 4: Experiments on CIFAR-10 and CIFAR-100 using Inception-V3 architecture. Notation: “red1” (“red2”) refers to
the first (second) grid reduction modules. Similarly “inc2/0” (“inc3/0”) refers to the first inception layer in second (third)
inception block of the architecture. In MN-∗ settings, we only replace the last batch normalization in each branch of the
corresponding Inception layer with our mixture normalization. When mixture normalization is applied to multiple layers,
we use the same K and EM iter. values for all the corresponding layers.
(a) (b) (c) (d)
Fig. 4: Test error curves when Inception-V3 architecture is trained under different settings. Figures 4a and 4b show the
small learning rate regime, respectively, on CIFAR-10 and CIFAR-100. Figure 4c shows the large learning rate regime on
CIFAR-100. Figure 4d illustrates test error curves of CIFAR-100 when Inception-V3 architecture is trained using Nesterov’s
accelerated gradient [34] (all other experiments use RMSprop [31]), with two different learning rate drop policies. Mixture
normalization modules have been employed in “inc2/1” and “inc3/0” layers. We observe that across a variety of choices
such as the number of mixture components, number of EM iterations, learning rate regime and drop policy, optimization
technique, and the layer where MN is applied, mixture normalized models consistently accelerate their batch normalized
counterparts and achieve better final test accuracy.
initial learning rate are respectively set to 256 and 0.14 and
we train all the models for 150 epochs.
Figure 4d shows the test error curves on CIFAR-100.
Similar to the previous experiments, in Table 6, we compare
the required number of gradient updates in order to reach
the maximum test accuracy of batch normalized model. In
both learning rate decay scenarios, mixture normalization is
not only able to considerably accelerate training procedure,
but also achieves ∼2% better final test accuracy. Finally, in
comparison with the state-of-the-art architectures of compa-
rable depth, our MN model, with a test error of 22.68% on
CIFAR-100, performs on par with Wide Residual networks
[28] while outperforming DenseNet [5] (ref. Table 2 in [5]).
4.4 DenseNet
We conclude our experimental results by evaluating the
effectiveness of mixture normalization in DenseNet [5]
architectures. We use two basic architectures with 40 and
100 layers. There are three dense blocks and two transition
layers. Both architectures are using a growth rate of 12. All
models are trained for 200 epochs on CIFAR-100, with the
batch size of 64 using Nesterov’s accelerated gradient [34].
Learning rate is initialized at 0.1 and is divided by 10 at
50% and 75% of the total number of training epochs. We
set the weight decay and momentum values to 10−4 and
0.9, respectively. Figure 5 illustrates the classification error
and cross entropy loss of training and test. For mixture
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CIFAR-10
model steps to 91.50% max. acc.(%)
BN-1 7.34 × 104 91.50
MN-1 4.29 × 104 91.91
MN-2 3.86 × 104 92.55
MN-3 3.82 × 104 92.30
MN-4 3.58 × 104 92.25
CIFAR-100
model steps to 71.30% max. acc.(%)
BN-1 7.34 × 104 71.30
MN-1 – 70.43
MN-2 4.57 × 104 72.23
MN-4 3.93 × 104 72.74
TABLE 5: For batch normalization and the mixture-
normalized variants using Inception-V3, the number of
training steps required to reach the maximum accuracy
of batch-normalized model, and the maximum accuracy
achieved by each variant.
lr decay policy: (0.1,0.5,0.75)
model steps to 75.75% max. acc.(%)
BN 2.78 × 104 75.75
MN 1.52 × 104 77.30
lr decay policy: (0.2,0.3,0.6,0.8)
model steps to 75.20% max. acc.(%)
BN 2.41 × 104 75.20
MN 1.79 × 104 77.32
TABLE 6: Training Inception-V3 using Nesterov’s accel-
erated gradient [34] on CIFAR-100, the number of train-
ing steps required to reach the maximum accuracy of
batch-normalized model along with the maximum accuracy
achieved by each model.
normalized models, denoted by MN, we solely replace the
batch normalization layers of two transition layers and the
last (after the third dense block), with mixture normaliza-
tion. The number of components and EM iterations for MN
variants are set to 5 and 2, respectively. From Figure 5, we
observe that mixture normalization not only facilitates train-
ing by accelerating the optimization, but also consistently
provides better generalization on both architecture settings.
In fact, the benefit of mixture normalization is more clear
on the deeper setting of the DenseNet architecture. Using
DenseNet {L=40, k=12} on CIFAR-100, the best test error
achieved by the BN variant is 25.10% versus 24.63% of
its MN counterpart. When we switch to deeper DenseNet
{L=100, k=12}, architecture, this number reduces to 21.93%
for BN-based model while MN variant reaches the best test
error of 20.97%.
4.5 Mixture Normalization in GANs
Generative adversarial networks (GANs) [27] have recently
shown amazing progress in generating new realistic images
[35] [36] [37] [38]. The training process is a minimax game
between generator and discriminator. Discriminator learns
to separate real images from the fake ones, created by
the generator. Meanwhile, generator attempts to impede
discriminator’s job by progressively generating more re-
alistic images. Hence, at convergence, generator, theoret-
ically, must be able to generate images, whose distribu-
tion matches the distribution of the real images. However,
in practice, “mode collapse” [39] [40] [41] [42] [43] [44]
problem prevents generator from learning a diverse set of
modes with high probability, as is in the distribution of
real images. Therefore, since our proposed mixture normal-
ization, normalizes internal activations, independently over
multiple disentangled modes of variation, we hypothesize
that employing it in generator, should improve the training
procedure of GANs.
To evaluate our hypothesis, we consider popular Deep
Convolutional GAN (DCGAN) [35] architecture. Its gener-
ator consist of one linear and four deconvolution layers.
The first three deconvolution layers are separated from
each other by batch normalization [1] followed by ReLU
[11] activation function. We replace the batch normalization
layers associated with the first two deconvolution layers
with mixture normalization (K=3, EM iter=2). We train all
the models on CIFAR-10 for 100K updates (iterations) using
Adam [45] with α = 0.0002, β1 = 0 and β2 = 0.9 for
both generator and discriminator. The quality of GANs
are measured using “Fre´chet Inception Distance”(FID) [46],
evaluated every 10K updates for computational efficiency.
Figure 6 demonstrates that mixture normalized DCGAN
(DCGAN-MN) not only converges faster than its batch
normalized counterpart but also achieves better (lower) FID.
While DCGAN-BN reaches the lowest FID of 37.56 (very
close to 37.7 reported in [46]) after 60K steps (gradient
updates). It only takes 25K steps, a reduction of ∼58%, for
DCGAN-MN to reach 37.56. Furthermore, the lowest FID
obtained by DCGAN-MN is 33.35, a significant improve-
ment over the batch normalized model. Figure 7 illustrates
samples of generated images by batch and mixture normal-
ized DCGANs at their lowest evaluated FID.
5 COMPUTATIONAL COMPLEXITY AND DETAILED
ANALYSIS
In this section, we give an in-depth analysis on the behav-
ior of the mixture normalization. Specifically, we provide
computational complexity analysis, both in theory and prac-
tice. We discuss how representation of mixture components
evolves and whether the rationale to utilize mixture model
remains valid as we pass early stages of the training process.
5.1 Computational Complexity Analysis
The computational overhead of mixture normalization, in
comparison to the batch normalization [1], is in estimating
the parameters of the Gaussian mixture model. This is a
two-stage process where, we use a seeding procedure to
initialize the centers of the mixture components, followed
by estimating the parameters of the mixture model through
iterations of Expectation-Maximization (EM).
In our implementation7, we use K-means++ [23] as the
seeding procedure. Without any assumption on the data,
7. Mixture Normalization is implemented in Chainer [47], and thanks
to CUPY [48], the entire computation including K-means++ and EM
iterations are performed in GPU.
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(a) (b) (c) (d)
Fig. 5: DenseNet [5] experiments on CIFAR-100. Figures 5a and 5b respectively illustrate the training error and cross
entropy loss. Figures 5c and 5d respectively illustrate the test error and cross entropy loss. We observe from 5a and 5b
that mixture normalization facilitates the training process by accelerating the optimization. Meanwhile it provides better
generalization (ref. 5c, and 5d) by continuously maintaining a large gap with respect to its batch normalized counterpart.
We show 1 standard deviation (shaded area) computed within a window of 3 epochs for all the curves.
Fig. 6: Mixture normalization in deep convolutional GAN
(DCGAN) [35]. We observe that employing our pro-
posed mixture normalization in the generator of DCGAN
(DCGAN-MN) facilitates the training process. In compar-
ison with the standard DCGAN which uses batch nor-
malization (DCGAN-BN), DCGAN-MN not only converges
faster (a reduction of ∼58%) but also achieves better (lower)
FID (33.35 versus 37.56). For better visualization, we show
one standard deviation (shaded area) computed within a
window of 30K iterations (3 adjacent FID evaluation points).
it is in expectation O(log k)-competitive with the optimal
K-means clustering solution [23], and has a complexity of
Θ(nkd) where, n is the number of data points, k is the num-
ber of cluster centers and d is the dimensionality of the data
[49]. However, there is a rich literature on algorithms that
speed up K-means++ [23] seeding procedure. For example,
Bachem et. al [49] have proposed a MCMC-based sampler
to approximate the full seeding step of K-means++ with
complexity of Θ(mk2d). Under some light assumptions, the
authors prove that their proposed solution is in expectation
O(log k)-competitive with the optimal solution, if we have
the chain length m ∈ Θ(k log2 n log k). In this case, the total
computational complexity will be O(k3dn log k), which is
sublinear in the number of data points. Authors in [50]
show that an assumption-free version of [49] with lower
complexity is also achievable. Finally, to ameliorate the in-
herent sequential passes over data, Scalable K-means++ [51]
with nice theoretical support [52] can be used. These all
indicate that the initial seeding procedure used in mixture
normalization can be implemented with low computational
complexity while maintaining provably good seeding. It is
easy to show that assuming diagonal covariance, each EM
iteration to fit the GMM parameters is of complexityO(nkd)
[53], where n can significantly be reduced using coresets
[54]. In practice, we found that one does not need to use
all the data points to estimate the parameters of the mixture
model. Instead a simple random sampling that maintains at
least 25% of the data points is sufficiently accurate. Hence,
we confirm that estimating the parameters of the Gaussian
mixture model can be done efficiently in scale.
In order to see how the above complexity analysis trans-
lates in practice, we compared the computation cost of mix-
ture normalization against native implementation of batch
normalization [1]. Experiments are conducted on CIFAR-
100 using Densenet [5] architecture where, MN replaces
the last (after the third dense block) BN layer. We tried
Densenet (3 blocks and growth rate of 12) with 20 and
40 layers which result in the number of input channels to
batch/mixture normalization to be respectively 196 and 448.
This allows us to evaluate the effect of dimensionality of
data points. We also used batch sizes of 64 and 128 in order
to study the effect of the number of data points. Finally,
we varied the number of mixture components (K) from
2 to 5 to analyze its effect on the computation cost. Note
that the iteration/sec. counts for the computation of the
entire network not just the batch/mixture normalization
layer. Table 7 indicates that in practice, the computation
cost of MN scales very well with respect to the number
of datapoints, dimensionality of data and the number of
mixture components.
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(a) DCGAN-BN
(b) DCGAN-MN
Fig. 7: Samples of generated images by batch and mixture
normalized DCGAN models, at their best (lowest) evalu-
ated FID, are respectively illustrated in Figure 7a and 7b.
DCGAN-BN and DCGAN-MN, respectively achieve FID of
37.56 and 33.35.
5.2 Evolution of Mixture Components
To better understand how mixture normalized models
evolve, we visualize in Figure 8, the mixture components
associated to “inc2/0/2/4”8 layer as training MN-4 (ref.
Table 4) on CIFAR-100 progresses. We show a random
subset of 192 channels at 20%, 40%, 60%, 80% and 100%
of total training iterations.
There are two main observations here. First, in early
stages of training, multiples modes captured by different
mixture components are of relatively similar weights (λk in
Equation 26). That is aligned with our argument that due
8. It refers to when the fifth batch normalization in the third branch
of the first inception layer in second inception block is replaced with
mixture normalization.
model K batch size dim. iteration/sec.
BN 1 64 196 16.40
MN 2 64 196 14.46
MN 3 64 196 14.42
MN 4 64 196 13.91
MN 5 64 196 13.69
BN 1 64 448 9.26
MN 2 64 448 8.83
MN 3 64 448 8.51
MN 4 64 448 8.52
MN 5 64 448 8.41
BN 1 128 448 7.35
MN 2 128 448 6.59
MN 3 128 448 6.51
MN 4 128 448 6.41
MN 5 128 448 6.38
TABLE 7: Computation cost comparison of mixture nor-
malization against natively implemented (no CUDA-kernel)
batch normalization [1]. Experiments are conducted on a
Titan X (Pascal) GPU.
to non-linearities, underlying distributions are comprised
of multiple modes of variation. However, as training pro-
cedure goes on, mixture components evolve as some get
closer, while others are pushed away from each other creat-
ing more distinct components. Second, notice how the hor-
izontal axis, associated with the activation values, reduces
in range. This alongside with distribution of λks morphing
from relatively uniform into one with a dominant bin (com-
ponent in olive), demonstrates that mixture normalization,
as intended, tries to transform the underlying distribution of
activations from a wide distribution comprised of multiple
large components into a narrow one with a single dominant
mode. Notice that despite a dominant component emerging,
other components do not necessarily vanish rather their con-
tribution diminishes. We will later show that such imbalance
between λk of various components is not large enough to
trigger major mode collapse. These observations confirm
that our hypothesis regarding the nature of the underlying
distribution is valid and mixture normalization in practice,
follows what its formulation is advocating.
5.3 Effective Number of Mixture Components
One of the hyperparameters of mixture normalization is the
number of its components, K, which must be specified as a
choice of design. In some cases, K-means clustering or GMM
may generate components with very small λk, meaning
that the corresponding component is not very represen-
tative. Therefore, we, in our implementation, have opted
heuristics to discard components whose normalized λk is
less than 0.01, where samples associated to those are then
merged with the remaining components. If the underlying
data distribution is sufficiently well approximated using a
single Gaussian distribution, which is against this paper’s
proposal, then we should expect mixture normalization to
not utilize all the K components. Figure 9 illustrates the
actual number of components that mixture normalization
has used through the entire training procedure of MN-4 (ref.
Table 4) on CIFAR-10 and CIFAR-100. We show the curves
associated to all the 10 mixture normalization modules in
“inc2/0” and “inc3/0”. We observe that except two cases,
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Fig. 8: Evolution of mixture normalization associated to
“inc2/0/2/4” layer as training MN-4 on CIFAR-100 pro-
gresses. As argued before, we observe that the underlying
distribution is comprised of multiple modes of variation.
While these sub-populations are of relatively uniform im-
portance at the beginning, as training procedure goes on,
mixture components evolve where some get closer, while
others are pushed away from each other creating more
distinct components. Here, different colors index mixture
components, when sorted according to λk values.
the rest of mixture normalization modules consistently uti-
lize all the K=5 components. This suggests that despite
the potential appearance of a dominant component (ref.
Section 5.2), properly estimating the underlying distribution
of activations, still prefers a mixture model over a single
Gaussian distribution.
6 CONCLUSION
Batch normalization (BN) [1] uses mean and standard devia-
tion, computed over entire instances within a mini-batch, in
order to normalize input activations to the layers. In this
paper, we proposed improving BN by normalizing with
respect to multiple mean and standard deviations associated
with different modes of variation in the underlying data
distribution. Specifically, each instance in the mini-batch,
is softly assigned to a component of the Gaussian mixture
model, where the GMM approximates the probability den-
sity function of input activations. Our proposed mixture
normalization (MN) technique by piecewise re-structuring
the probability density function of mini-batch distribution
is able to drastically accelerate training deep CNN archi-
tectures. Experiments on CIFAR-10 and CIFAR-100 [26],
in a variety of training scenarios, using both shallow and
very deep architectures, confirm the effectiveness of mixture
normalization. We have provided detailed analysis on the
evolution of mixture components as they go through train-
ing procedure. Beyond image classification, inspired by the
“mode collapse” problem in training GANs [27], we have
Fig. 9: Effect of the number of mixture components in
MN-4 using Inception-V3 when trained on CIFAR-10 and
CIFAR-100. For the sake of better visualization, curves are
smoothed using running average and one standard devi-
ation is shown as the shaded area. We can see that the
majority of MN modules fully utilize all (K=5) their mixture
components, indicating that the need for better approxima-
tion using mixture model does not disappear, rather slightly
diminishes, as the training procedure continues.
demonstrated that mixture normalization when integrated
in the layers of generator, not only accelerates the training
process of DCGAN [35] but also results in higher quality
models. Hence, we affirm that in the context of deep con-
volutional neural networks, underlying data distribution is
indeed better approximated via GMM and training benefits
from such mixture modeling that MN provides. In future,
we are going to study the application of mixture normaliza-
tion, to the recurrent neural networks. Furthermore, we will
explore estimating Gaussian mixture model, via batch and
stochastic Riemannian optimization [25]. This would replace
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the EM optimization, that is currently performed outside
the computational graph of the deep neural networks. It
also allows us to utilize full covariance matrix to better
approximate distribution of the internal activations.
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