Introduction
The pattern and amount of rainfall are among the most important factors that affect agricultural systems. The analysis of rainfall records for long periods provides information about rainfall patterns and variability. Rain plays a major role in hydrology that finds its greatest applications in the design and operations of water resources, engineering works as well as agricultural systems. Stochastic models are used in operational hydrology to generate synthetic time series which exhibit similar statistical characteristics as the observed data. One of the crucial problems in stochastic modeling of hydrologic time series is to find a model which is capable of preserving the historical statistical characteristics that affect the variability of the data. Furthermore, the model should be capable of reproducing certain statistics that are related to the intended use of the model. Generally, the properties of a process include the mean, variance, skewness, and the correlation structure of the data.
Autoregressive Integrated Moving Average Model (ARIMA), is a widely used time series analysis model for analyzing chronological data in statistics. ARIMA model was firstly proposed by Box and Jenkins in the early 1970s, which is often termed as Box-Jenkins model or B-J model for simplicity (Stoffer and Dhumway, 2010) [1] . ARIMA is a type of short-term prediction model in time series analysis, because this method is relatively systematic, flexible and can grasp more original time series information. This is the most widely used method in meteorology, engineering technology, Marine, business statistics and prediction technology, (Kantz and Schreiber, 2004; Cryer and Chan, 2008) [3] .
The general ARIMA model is also applicable for non-stationary time series that have some clearly identifiable trends (Stoffer and Dhumway, 2010) In this study, we concentrate on southwest monsoon monthly precipitation time series. If the seasonal period of the series s = 4. It is clear that we may then rewrite Equation (1) as: 44 4 ( ) ( ) ( ) ( )
Model Identification
In time series analysis, the most crucial steps are to identify and built a model based on the available data. Q . Here, the autocorrelation function (ACF), the partial autocorrelation function (PACF) and inverse autocorrelation function (IACF) are the most important elements (Stoffer and Dhumway, 2010) [1] . The ACF measures the amount of linear dependence between observations in a time series that are separated by a lag q . The PACF helps to determine how many autoregressive terms p are necessary. The IACF is useful for detecting overdifferencing [10] and if the data have been over-differenced [11] - [14] 
Parameters Estimation
Once the model is tentatively established, the parameters and the corresponding standard errors can be estimated using statistical techniques, such as Conditional Least Square Estimation (CLS) and Yule-Walker. The CLS estimates are conditional on the assumption that the past unobserved errors equal to 0. The series 
Diagnostic Checking
After parameter estimation, we have to assess model adequacy by checking whether the model assumptions are satisfied. The basic assumption is that they i a are white noise. Generally, this step includes the analysis of the residuals as well as model comparisons. If the model fits well, the standardized residuals should behave as an independent and identically distributed sequence with zero mean and constant variance (Cryer and Chan, 2008) [2] . A standardized residuals plot or a Q-Q plot can help in identifying the normality (Stoffer and Dhumway, 2010) [1] . The model should pass the parametric test and diagnostic check.
Fitting and Prediction
Once a model has been identified and all the parameters have been estimated, we can predict future values of a time series with this model.
Data
In this study, the time series is the weighted average seasonal rainfall data of India, from 1951-2014, obtainable from Open Government Data (OGD) Platform India. Here there are 4 seasons; seasonal-I having months January & February, season-II having months March, April & May, season-III having months June, July, August & September and season-IV having the months October, November & December. The data processing tool is the SAS software. Time series plot is shown in Fig. 1 . The descriptive statistics for our data are summarized in Table 1 .
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http://www.ijmttjournal.org Page 18 (12) x shows us the model fit is well although a small amount of autocorrelations still remains. Then from equations (1) Finally, forecasting's based on the fitted model for the next three years and also the comparison between actual values and the forecast values are shown in Fig. 6. Fig. 2 shows the Spectral Plot for weighted average of seasonal rainfall series for All India . Practically from the stochastic environmental factors, such as geographic location, climate and temperature, the model state of rainfall is a complicated dynamical system. The time series model in study does not model the extreme values well. Further extensions of study may be undertaken by considering X-12 ARIMA seasonal adjustment method. This procedure makes additive or multiplicative adjustments and creates an out data set that contains the adjusted time series and intermediate calculations.
Conclusions
In this study, an ARIMA model incorporates the seasonality of time series. Using the time series of seasonal rainfall data in India, we build a Seasonal ARIMA 4 (0, 0, 0) (0,1,1) model. The model fitted the data well and the stochastic seasonal fluctuation was successfully modeled except some extreme values. The predictions based on this model indicate that the rainfall patterns in India almost same in the next three years. The increasing trend is consistent and this changing trend reminds us to make proper strategies for planning the agro sector and drinking water purposes.
Summary
We proposed a suitable Seasonal ARIMA model for forecasting average monthly rainfall in the Indian region by using logarithmic transformation. All the parameters have been estimated by Seasonal ARIMA 4 
