Abstract: The space of divergence-free functions with vanishing normal ux on the boundary is approximated by subspaces of nite elements that have the same property. The easiest way of generating basis functions in these subspaces is considered.
Introduction
The goal of the work is to construct nite element subspaces of the spaces of divergence-free functions. Such a problem is frequently met when we treat numerically some phenomena in continuum mechanics, electromagnetism, heat and uid ow problems, etc. We shall describe an internal nite element approximation of the following space which appears in variational formulations of a considerable number of problems, see, e.g. We will deal only with the three-dimensional case: R 3 is a bounded domain with a Lipschitz continuous boundary @ , ( ; ) 0 is the inner product in L 2 ( )] l , l = 1; 2; 3, H k ( ) is the standard Sobolev space with the norm k k k andl w is the standard inner product of vectorsl andw in R 3 .
In this work we will generalize the results which were obtained in 3] for wider class of domains.
Auxiliary results
First we recall some known important facts. Introduce a space of vector-functions the divergence of which exists in the sense of distributions (see, for example, 1]) (2.1) H(div; ) = q 2 L 2 ( )] 3 j 9' 2 L 2 ( ) : (q; rz) 0 + ('; z) 0 = 0 8z 2 H 1 0 ( ) 1 The work was supported by the COMAS Graduate School at Jyv askyl a, Finland. and its subspace of divergence-free (so-called solenoidal) functions Here i is the imaginary unit, i.e., i 2 = ?1. In what follows we will write R 3 for the three-dimensional space with coordinates ( 1 ; 2 ; 3 ). The condition div~q = 0 implies that (2.10)
We seek a function~' in L 2 (R 3 )] 3 such that curl' =~q, i.e., (2.11)
Obviously, the third equation of (2.11) is a consequence of the rst two and equation (2.10), hence, in fact, we have only two equations to de ne three unknown functions' 1 ,' 2 ,' 3 .
Further, we add the following third condition which is suitable for our purposes:
which, after the Fourier transform, takes the form
due to the fact thatl is a constant vector. Equation (2.13) is the third relation connecting the functions' 1 ,' 2 ,' 3 . Hence, taking the rst two equations from system (2.11) and equation (2.13) we obtain the system (2.14) In the matrix form it may be rewritten as follows: The Further we shall require the following property of nite element subspaces ( 2 L with the vectorl) to be valid: i.e., the point x 0 is the projection of the point x onto the base of the domain along the vectorl.
For simplicity we choose the vectorl to be of the unit length, i.e., Note that we have to form nite elements according to the position of the base of such domains in the space, so conditions (3.2) and (3.3) are quite natural and can be easily satis ed when employing prismatic or rectangular C 0 -elements.
Also, the restrictionl w = 0 is not very di cult, becausel is a constant vector. Namely, the basis in V h can be easily obtained from the nite element basis of nite element subspaces of H 1 ( ).
