We present a novel functional holography (FH) analysis devised to study the dynamics of taskperforming biological and man-made dynamical networks. The latter term refers to networks composed of dynamical systems or elements, like gene-networks or neural networks. The new approach is based on the realization that task-performing networks must follow some underlying designed principles that are reflected in the activity. The analysis is designed to decipher the existence of simple causal motives that are embedded in the observed complex activity of the network under study. For efficient performance of the network function, the activities of its dynamical constituents need to be mutually coordinated. Thus, we look at the correlations and cross-correlations between the activities of the network components. The network dynamics is mapped to a space of normalized (or functional) correlations using a special collective normalization, or affinity transformation. Using dimension reduction algorithms like PCA, a connectivity diagram (manifold) is generated in the 3-dimensional space of the leading eigenvectors of the algorithm. The network components are positioned in the 3-dimenional space by projection on the eigenvectors and connected with colored lines that represent the level of the similarities. Causal information (temporal ordering) is extracted from the cross-correlations. This information is superimposed on the resulted diagram by coloring the node's locations according to the temporal ordering of their activities. First, we illustrate the analysis for a simple, artificially constructed example. Then we demonstrate that by applying the FH analysis to modeled and real neural networks as well as recorded brain activity, hidden causal manifolds with simple yet characteristic geometrical and topological features are deciphered in the complex activity. The term "functional holography" is used to indicate that the goal of the analysis is to extract the maximum amount of functional information about the dynamical network as a whole unit. 
Introduction
The activity of task-performing biological and man-made dynamical networks (networks composed of dynamical elements) is often observed in terms of multi-channel recordings of the dynamics of its components. Gene-networks and neural networks are two representative examples of task-performing biological networks composed of dynamical elements (genes and neurons, respectively). The activities of these networks are measured using different observables -the levels of gene expression and the time series of neuronal action potentials, respectively. Yet, the activity in both examples, as in many other networks, is often mapped onto a common abstract presentation -The Similarity Matrix S. In general, the matrix element S i,j is the computed similarity between the activities of components (i) and (j) of the network. The similarity can be based on different measures such as correlations, crosscorrelations coherences and mutual information, depending on the studied network. In the case of gene-expression measurements using DNA-microarrays, the similarity is usually the inter-gene expression correlation [1] , while in recorded brain activity (e.g. EEG, MEG and ECoG) it is the interchannel coherences [2] .
A common approach in the studies of similarity matrices is to apply clustering algorithms to identify underlying sub-groups (clusters) of components that have higher similarity between their activities [3] .
Many advanced algorithms have been devised according to the specific systems and the assumed motifs that are looked for. [To understand our analysis, it is important to keep in mind that this and other clustering algorithms, like principal component analysis (PCA), are based on the implicit notion that the row/column vectors of the similarity matrices span a high dimension space of similarities: Ndimensional space for a network composed of N components.] It has also become popular to visualize the similarity matrix by the construction of a corresponding Activity Connectivity Diagram -a graph whose nodes are the network components and the links between the nodes represent the activity similarities. That is, the link between components (i) and (j) is the element S i,j . Usually, a color or a gray level code of the links (or simply the lines connecting the nodes) are used to represent the level of the similarities. For hard-wired networks (e.g. cultured neural networks), the diagram is presented as an Activity Connectivity Network in which the nodes are placed on the diagram according to their relative locations as in the real network under study. Later we show specific examples for both neural networks and recorded brain activity.
In many cases, one can extract information about the temporal ordering in the activity of the different components by using the cross-correlations, the phase coherences (e.g. in recorded brain activity), or the timing between neuron firings in cultured networks [4] . This temporal information can be represented as a temporal ordering matrix whose T i,j element describes the relative timing (time lag or phase lag) between the activities of components (i) and (j) .
There has been rapid progress in the fields of data mining and bioinformatics, with new and more advanced visualization approaches and clustering algorithms being continuously developed [5] . Yet, many of the fundamental issues related to the interpretations of the results, or, more specifically, the "reverse engineering" from the observed activity to the underlying functional connectivity, are still to be resolved. The development of the present method has been motivated by the following goals:
1. To relate the similarity in the activity of two components to their functional dependence.
2. To relate the similarity between two components to the similarity of each with all other components.
3. To compensate for the common limitation incurred by measuring the activity of a fraction of the network components only (which is the situation in many cases). 4 . To reduce the effect of the inherent noise both in the measurement procedure and in the biological activity itself. 5 . To identify underlying simple functional motives in the observed complexity. This quest was motivated by the assumption that such motives must exist if the biological network is to be able to regulate its own complexity. 6 . To relate the observed temporal ordering (activity propagation) to underlying causal motives (propagation of information and causal connectivity).
7. To identify functional sub-groups (functional clusters) and to reveal the causal relations between them.
8. To be able to compare the activity (similarity matrices) of two different networks or different modes of behavior of the same network.
The functional holography analysis (FH) approach is a visualization of the network activity in an abstract, reduced 3-dimensional space that captures the maximum amount of information about the functional and causal relations between the network's components. In other words, the analysis is aimed to extract the maximum amount of information about the network as it functions as a whole unit. (Note that the term hologram stands for "whole" -holo in Greek, plus "information" or "message" -gram in Greek. The term was used for the familiar holograms to indicate that the photographic plates can capture the whole information about the 3-D image.)
The mathematical procedure of FH method involves the following steps:
1. Evaluation of the similarity matrix S i,j between components i and j.
2. Clustering (by sorting) of the similarity matrix.
3. Construction of a matrix of functional correlations or an Affinity Matrix by collective normalization of the similarities through the affinity transformation:
.
(1)
Where f either represents the correlation between vectors Si and Sj or is proportional to the Euclidean distance between the two vectors. 4 . Dimension reduction -projecting the N-dimensional matrix of functional correlations onto a 3-dimensional space that captures the maximal information, using standard algorithms like SVD and PCA. . 5 . Construction of a functional manifold -a connectivity diagram in the 3-dimensional space generated by linking the nodes of the affinity matrix (component positions) by the original (non-normalized) similarities. In addition (optionally), in order to capture also the topological properties of the manifold, a curved surface is interpolated between the nodes. 6 . Construction of a causal manifold -inclusion of temporal (causal) information that describes the activity propagation in the network as it is projected on the manifold. When information is available, the temporal ordering matrix is evaluated. The relevant information can be added to the manifold in two ways: 1. Adding arrows to the links between the nodes according to T i,j . 2. Evaluating a collective temporal ordering of all the nodes and marking their relative timing by colors or gray levels.
7. Holographic comparison and superposition. The idea is to compare the activity of two networks by projecting the affinity matrix of one network on the PCA leading vectors computed for the other, and vice versa. Two modes of behavior of the same network may be compared the same way. By superposition, we refer to the projection of each affinity matrix on the mutual PCA leading vectors computed for the combined matrix.
Stages (5) - (7) of this functional holography approach are generally applicable to the similarity matrices directly, i.e., they do not depend on the proposed functional normalization. The idea of holographic comparison is expected to be very efficient in many applications, like comparing geneexpression data from different populations of organisms or groups of people.
In the next section, each of the above stages in the FH method is illustrated. The mathematical description of the FH method is given in detail in the next section. A methodical overview of multivariate analysis is given, as well as the description of the affinity transformation. A reader acquainted with multivariate analysis can proceed without loss of clarity to the last part of the next section.
The capability of the method in deciphering hidden functional and causal motives in the recorded activity is demonstrated by applying it to analyzing the activity of modeled and cultured neural networks.
In addition, we present some preliminary results of analyzing ECoG recording of human brain activity during seizure (Ictal) and between seizure events (inter-Ictal). In the discussion, it is proposed that the success of the method in capturing the underlying functional and causal motives might imply that the activity of neural networks is self regulated by an underlying simple, low dimension manifolds in the space of functional correlations.
Detailed Description of the Analysis Method

Multivariate analysis -correlations and cross-correlations
To illustrate the methods used we start with 25 signals of synthetic data representing artificial multichannel recordings from a dynamical network (figure 1) -each signal can be viewed to represent a channel recording from a specific component of the network. The data is temporal amplitude. First step in the analysis is to calculate the similarity matrix. In general the similarity matrix can represent different observables (mutual correlation, coherence etc.). In this simple example the Correlation Matrix is calculated using Pearson correlations:
Where X i and X j are channels i and j with the corresponding means µ i and µ j and sample standard deviations (STD) σ i and σ j . As is well known, the correlation matrix is symmetric and has a diagonal unity. The correlation between two signals is affected by their shape but also by their phase difference.
It is easily shown that the correlation between two harmonic signals (cos(ωt) and cos(ωt+ψ) ) is equal to the cosine of their phase difference (cos(ψ)). For some data types, if phase difference is not important and one is interested in the similarity in terms of form of the signal, the maximum values of the cross-correlation C i,j (τ) functions can be used. The latter is defined as:
This vector can be multiplied by a weight function (giving high weight to small time shifts, for example). The time shift of the maximal value of the cross-correlation vector between two channels can be used as the phase difference between them. 
Hierarchical Clustering
With the correlation matrix illustrated in figure 1, we proceed next to applying the clusterization procedure. Clustering is a method for sorting data into meaningful subgroups. The clustering method described here is based on the Euclidian distances D i,j between components (i)and (j) in the Ndimensional space of correlations that corresponds to the correlation matrix. This notion is further explained in the following section. Note that the vector location of a component (or node) (i) in this space is the corresponding row C i in the correlation matrix. Hence the Euclidian distances are simply given by 1 :
1 Since the nodes actually are placed on an N-1 dimensional surface in the N-dimensional space of correlations, a more better defined metric should be the Euclidian distances for the N-1 surface by eliminating from the sum the terms (i,i) and (j,j) or for even smaller N-2 dimensional sub-space by
A location vector of a node in the space of correlation simply represents the correlation of a component to all other components of the network. The correlation distance between two components depends both on the similarity in the activities between the two components as well as on the relative similarities of the activity of each one of the components with the rest of the components in the network. Note that typically when two components have higher correlations they will also have similar correlations with the other components, yet the correspondence is not direct especially when the dynamics has high complexity. Therefore the correlation distances between two components can provide additional important information beyond their direct correlation.
After calculating the distance matrix, a hierarchical tree is constructed. This dendrogram links channels by distance hierarchy. The pair of vectors with the shortest distance is linked, followed by the second pair, etc. When two vectors are linked, the distance of the group formed to other vectors is recalculated, and the rank of the distance matrix is decreased by one. The new distance can be calculated in different ways (average, nearest neighbor, centroid, median etc.) In our calculations, we have made use of the nearest neighbor scheme. The Algorithm terminates when all channels are linked to one group. The output of the algorithm is a dendrogram plot (Figure 2) , showing the linkage established between the different channels. Using the linkage function, the correlation matrix is then reordered to follow the linkage information. This concludes the clustering procedure, and the result is depicted in figure 3 . The clustering procedure is very illuminative in rearranging the data into groups of similar characteristics. This enables the focusing on subsets of the original data containing well defined sub-groups of components.
eliminating the terms (k=i and k=j) from the summation. On the practical level, we tested that these subtleties do not change the results. In the example used so far, the first sub-group (nodes 8,7-21) was created by harmonic signals with noise and phase shifts. The second sub-group is another set of harmonic signals, with a different frequency. The rest of the signals are pure noise. The correlation and clustering has managed to separate the distinct sub-groups in this simple synthetic data set.
The space of correlation and dimension reduction
Much effort has been devoted to the development of clustering algorithms. The motivating idea is to project the data contained in the N-dimensional correlation matrix on a low dimensional space that captures most of the information. Usually it is done by first identifying the principal directions in the correlation space that represents the directions of maximal variations. The next step is to project the nodes on a few (typically 1-3) leading directions. We illustrate the idea via the specific Principal Component Analysis (PCA) algorithm that is widely used for visualizing information of high dimensionality.
As was already discussed earlier, one can view the correlation matrix as a group of vectors in Ndimensional space-the space of correlations. Each axis is then attributed to a channel (a component of the network or a node), and each vector is the position of a channel with respect to all other channels. The PCA algorithm approximates the "best" linear representation of the information in lower dimensionality. To do this, the algorithm calculates the directions that best capture the most information-or in other words, have the most variance. An illustration of a reduction from 3D to 1D is illustrated in figure 6 .
It can be shown [6] that the analytic solution to this problem of maximization involves the digitalization of the correlation matrix. The eigen-vector with the highest associated eigen-value represents the direction in which the most variance is captured. The following eigen-vector with the second highest eigen-value represents the next direction, etc. The correlation matrix is diagnolized and ordered in descending eigen-values:
The algorithm used for diagonalization is the SVD algorithm (Singular Value Decomposition, see [7] ).
Once the eigen-vectors are calculated, the original data is projected on these vectors:
This new CPCA matrix is a description of the original C matrix using not the original channels but a superposition of these channels (the eigen-vectors). The first few eigen-vectors that represent the majority of the variation are called the Primary Vectors (PV's). It is then possible to plot the new CPCA matrix using only the first PV's. To illustrate this procedure, the first group of nine channels was used.
The 3D representation is seen in figure 6. 
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The nine different channels are represented as nodes in 3-D principal correlation space, and appear to form a circle. The circle appears flat, suggesting we need only two dimensions to describe the information. This is verified by looking at the variance attributed to the different PV's (eigen-vectors).
The percent of variation that primary vector k represents is simply its corresponding eigen value divided by the sum of all eigen values: Figure 7 shows the variation of all 9 eigenvectors. It can be seen that more than 92% of the information about the original data-set is contained in the first two eigen-vectors. It can be concluded that although we started with 9 dimensional data, we loose no significant information by looking at two dimensions using the PCA method. It should be stressed that one must always look at variance charts when using the PCA procedure(or any other dimension reduction method), since the natural inclination is to look at the first three PV's only, without verifying if there is significant information in more distant PV's. While the analysis discussed thus far is not in any way new (and presented for illustrative purposes only) , the FH method adds two important enhancements to the traditional PCA plot.
The Functional Manifold
As was mentioned earlier, clustering algorithms and projection of the data on a low dimensional principal correlation space are widely used. In the FH analysis we include the additional information that is lost in the dimension reduction by simply linking the nodes by color coded lines. These lines represent the correlation between the two nodes in the plot. This permits strong visualization of underlying functionality. The idea is to add information which might have been lost by the projection of the original matrix on its corresponding low dimension space. In order to avoid cluttering, only correlations that are above a certain threshold are displayed. The result is a functional connectivity diagram in the abstract space of leading PCA eigenvectors. The term functional manifold is used to emphasize that the diagram includes information both about the correlations and their positions in the space of Principal correlations.
Inclusion of temporal information and the Causal Manifold
So far essential information about the system's behavior -the temporal propagation of the activity (or relative timing between components) -was not addressed. This additional information (when available) is usually presented in temporal ordering matrices whose T i,j element describes the relative timing or phase difference between the activity of components i and j. In Appendix B we describe a method to extract the temporal information using the time ordering method described in ref [4, 6] and another method of Phase detection using the cross-correlation functions. In order to superimpose temporal information about the system onto the same PCA plot, each node is assigned a color relating to its relative phase or delay relative to all other nodes. We refer to this diagram that includes both the functional and temporal relations between the nodes as the Causal Manifold (figure 8). It is illuminating to understand the structure created. The signals in the channels of the first cluster were created by applying a phase shift to harmonic signals. The phase shift is about 2π/10 and with a total of 9 channels; the last channel is correlated to the first channel in the same manner that the first is correlated to the second channel. For this reason the shape formed has to be a closed shape (closed by the high correlation red lines).The channels reside on a closed circle, with each channel highly correlated to the channel with the smallest phase difference and loosely correlated to more distant channels. Channels with a π phase shift will have negative correlation with each other, and should be most distant from each other in correlation space. Since these arguments hold symmetrically for all channels, the simplest way to abide these constraints is a closed circle.
The temporal propagation pattern of the group (in this case the relative phases) can be seen in the diagram by starting with the dark blue (most negative phase) and moving counter clock wise to the dark red (most positive phase). In this simple example the temporal information is trivial since harmonic signals were used.
In the next section we describe the construction of a matrix of functional correlations or an affinity matrix by collective normalization of the correlations (or the similarities in the general case). The analysis described in the two previous sections can be applied then to the affinity matrix -the dimension reduction of the N-dimension space of functional correlations to a 3-D space of the PCA principal vectors, the projection of the nodes on this space and linking the nodes with lines that mark the level of the correlations. We emphasize that although the reduced space is for the normalized correlations we link the nodes according to the un-normalized correlations to retain this information.
The next step is to project the temporal information as is described in this section to obtain the causal manifold. Usually, if not otherwise specified, we use the term causal manifold when the dimension reduction analysis is performed on the normalized correlations.
The Affinity Transformation
The nest stage in the FH analysis method involves the affinity transformation -collective renormalization of the correlation. Again, the motivation is to capture additional information and to be able to identify functional and causal motives that might be embedded in the recorded activity. The normalization can be performed using different metrics. Here we present two qualitatively equivalent methods to carry out the transformation: the first is dividing by Euclidian distance metric similar to the correlation distances defined earlier [4, 6] , the other is multiplying by Collective correlation (or correlation of correlations).
First method -dividing by distance the new affinity or functional correlation matrix is defined as:
Note that when the correlations are used for the similarities the term S i,j is replaced by C i,j . We also note that formally, D i,i =0 and hence the diagonal elements A i,i are ill-defined. However, due to the inherent neuronal plasticity and to noise, there should be uncertainty in the auto-correlation and therefore in the neurons positions in the similarity space. The latter can be translated into position uncertainty and thus into finite A i,i , which is related to the effective noise level and neuronal plasticity, and thus has to be properly adjusted to the noise level as will be detailed elsewhere. Here, for simplicity, A 0 ≈1/C 0 , where C 0 is taken as the estimated noise level in the histogram of the correlations. We emphasize that the exact level of A 0 is not important (it is scaled out by the SVD algorithm)
provided it is taken to be much larger than any of the off diagonal terms. A consistent mathematical treatment has to be performed by mapping to the N-1 surface. However for simplicity one cam simply perform the analysis on the N-dimensional matrix and set the diagonal terms to a high values.
Moreover, from the cases we studied, when off diagonal terms with high values are detected (such that D i,j is below the C 0 ) it is usually an indicator of artifact in the recorded data and should be carefully investigated.
The second method based on the notion of Mutual Correlation is constructed such that it automatically takes care of the problem of the diagonal terms. Instead of calculating the distance, the correlations between the correlation vectors of the components (i) and (j) are computed. To avoid confusion, we mark the affinities calculated using the method of mutual correlations as AMC i,j to be distinguished from the A i,j when the correlation distances are used for metric. Hence,
Note that this "correlation of correlations" or Mutual Correlation (MCij) is a measure of the similarity in how a pair of channels i,j correlate to other channels (but not to each other, which is captured by Cij). Therefore, two elements (Cii-Cij, Cij-Cjj) are not a part of the calculation of MCij. Again, if two channels are well correlated to each other, but disagree on their correlation with other channels, their MCij will be low. If on the other hand they do not correlate well one with the other, but have good agreement with respect to other channels, MCij will be high.
Since the affinity transformation represents a collective property of all channels, it can help to capture hidden collective motifs related to functional connectivity in the network behaviors. The transformation leads to the amplification of groups within the data set and attenuation of inter group correlations and non correlated channels as is illustrated in figures 9 -11.
The effect of the affinity transformation I. Top left (a) is a synthetic correlation matrix that has two groups. Top right (b) is the corresponding affinity matrix. The pictures below (c,d) show the projection of the matrices on the corresponding 3-D space of principal PCA vectors (for the correlation matrix on the left and for the affinity matrix on the right).The red lines show the links with the highest correlations. Note that for both cases the two sub-groups form distinct clusters. However, for the affinity matrix we see that each of the clusters is "stretched" in the plane that is perpendicular to the line connecting the two clusters. This effect helps to reveal internal information of each of the subgroups while keeping the clusters apart. Figure 10 : The effect of the affinity transformation II. Similar to figure 9 but in this case the correlation matrix was constructed to have two sub-groups but with two "bridging channels" that is two channels that have relatively high correlations with both sub-groups. The affinity transformation helps to identify the special functional role of the bridging channels as they are located together and with some distance from the other channels of the small sub-group.
We emphasize that we selected these two very simple examples to make the properties more transparent. Illustration of the properties for a "real case" -45-dimensional correlation matrix constructed from ECoG recorded brain activity (as is explained latter) is shown in figure 11 . To understand the effect of the affinity transformation we study the principal vectors computed by the PCA algorithm when applied to the correlation matrix in comparison to its application on the affinity matrix ( figure 12 ). As is seen, for the correlation matrix the first principal vectors have close to equal weight from all the channels. This is in contrast to the case of the affinity matrix in which each of the principal vectors has higher weights for channels that belong to one of the distinct groups in the sorted correlation matrix. This property leads to two effects:
1. Channels of distinct sub-groups will have a high value of projection on their respective principal vector, while having very low projections on other ones.
2. Channels that do not belong to one of the distinct Sub-groups will have small projection on the principal vectors of the distinct groups and as a result will be located close to the origin of the 3-D space.
These two effects will cause groups to be displayed along primary axes in the affinity PCA (group orthogonally is a by-product) and non correlated nodes will be displayed near the origin.
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Figure 12:The eigen-values of the channels in the three p and red respectively. The result for the correlation matrix is shown on topin (a) and for the affinity matrix on the bottom in (a). G1, G2 and G3 correspond to the three distinct sub-groups that are observed in the sorted correlation matrix (figure 11). At the bottom (b) we show the distribution of the eigen-vlaues for all the PCA vectors. Blue circles are for the correlation matrix, green dots are for the affinity matrix computed by correlation distances normalization and red + are for the affinity matrix computed by the mutual-correlations normalization. In the correlation matrix the first three PV's represent 55% of the variation. In The affinity case the first three PV's represent only about 40% of the variation for the following reason: While inter group correlation is attenuated, inner group correlation is amplified (relatively in mutual correlation and absolutely in distance affinity). This amplification causes members of a group to actually be more distant (Euclidean wise) in the affinity space than they were in the correlation space. This is not captured by the first PV's since they represent each group as a whole. Therefore although they are more distant they appear closer in the PCA. The manifestation of this fact is in variation distribution plot: variation has moved to higher order PV's.
The Affinity transformation has the property of enhancing well correlated groups and attenuating inter ely simple and well-controlled model systems for investigating long s can be seen from 
Examples of applications
Cultured neural networks
Cultured networks provide relativ term (weeks), individual neurons activity at different locations by using a multi-electrode array [8, 9] .
The networks whose activity is analyzed here are spontaneously formed from a dissociated mixture of cortical neurons and glia cells from one-day-old Charles River rats. The cells are homogeneously spread over a lithographically specified area of Poly-D-Lysine for attachment to the recording electrodes. Consequently, the neurons send dendrites and axons to form a wired network. Although this process is self-executed with no externally provided guiding stimulation or chemical cues, a relatively intense dynamical activity is spontaneously generated within several days. The spontaneous activity of cultured networks is marked by the formation of synchronized bursting events (SBEs) -short (~200ms) time windows, during which most of the recorded neurons participate in relatively rapid firing. The SBEs are separated by long intervals (above seconds) of sporadic neuronal firing [10] .
A rate and the time-series statistical properties can greatly vary from neuron to neuron. While some neurons fire only 1-2 spikes per SBE, others can fire over 20 spikes per SBE. In addition, the individual neuron activity also varies from SBE to SBE. Hence, to take into account these vari the firing rate, one can define the averaged density of neuronal firing during the SBE, by averaging of the activity over many synchronized bursting events. An example of such averaged density representation is shown in Fig. 13 . It is also seen that the averaged density reflects fairly wel general structure of the SBE. To evaluate the similarity matrices each SBE can be described as a matrix composed of N vectors, one for each neuron. The vector X i (t), represents the temporal activity, or firing rate of neuron i, during the time window of the SBE (see [9, 11] for more details).
To evaluate the inter-neuron similarity matrix, the Pearson Correlation [12] is calculated between the bursts of each pair of neurons according to the standard definition:
Note that, by definition, the correlation matrix is symmetric (C i,j = C j,i ) and its diagonal is 1 (C i,i = 1).
Next, the similarity matrix is evaluated by averaging the inter-neuron correlations over a sequence of SBEs. That is,
A typical example of such inter-neuron correlation matrix and its corresponding activity connectivity network in real space and the causal manifold are shown in figure 14 . 
Modeled neural networks
The generation of synchronized bursting events series, as well as some of its salient statistical properties, is successfully captured by the generic dynamical model of neuronal networks devised by Volman et al. [13] . In this model network, both neurons and synapses connecting them are described as dynamical elements (see Appendix C for detailed description of the model). It has been demonstrated that within this modeling framework, it is possible to recover many salient features of cultured networks activity [13] : The model network spontaneously generates synchronized bursting events, which are separated by long (above seconds) periods of sporadic activity. The internal dynamics of neurons during the SBE are also well captured by such a model neuronal network with uniform synaptic connectivity. In particular, the inter-neuron correlation matrix, when projected onto a physical space of a model network, yields a network with uniform connectivity. The above construction may also be compared with the actual matrix of synaptic strengths projected onto a physical space of networks' electrodes. For a pair of mutually connected neurons, however, one must consider two distinct cases, as the strength of the connection from i-th to j-th neuron is not necessarily the same as the connection from j-th to i-th neuron. Both of these cases are shown in figures 15a and 15b, to demonstrate the asymmetry in the neuron-neuron connectivity. The corresponding inter-neuron correlation matrix of the network's simulated activity is shown in figure 15c and its projection on a connectivity network in figure15d. We apply the function holography to the models activity in the same why we do it for the recorded network activity (described in the previous sections). In figure 16 we show the functional-connectivity diagram of the model activity. As can be seen in the top images, the method can detect the difference between the inhibitory neurons (colored red) and the excitatory ones (colored blue). The inhibitory neurons create a sub-structure which is separated from the large structure of all the other neurons. This result follows because in the model network, the activity-dependent strength of inhibitory and excitatory synapses evolves according to different dynamical equations. Namely, the synapses projecting onto inhibitory neurons obey slow facilitating dynamics, leading to the delayed activation of inhibitory neurons (see also Appendix C for more details). Looking at the pattern of temporal activation, we notice that in the case of model networks with uniform distribution of synaptic contacts (as is the case here) the neurons with similar dynamics are expected to be activated almost simultaneously during the bursting event, due to the isotropic fashion in which the activity spreads through the network. This is indeed seen from causal manifold of network's activity, as shown in figure 16 (bottom). We observe that model neurons fall into two clusters (each cluster activated at different time), corresponding to excitatory and inhibitory neurons (recall that inhibitory neurons are activated later due to their delayed facilitating synapses). In passing, we note that when a network is rendered with non-uniform distribution of synaptic contacts [14] , the corresponding causal manifold will acquire non-trivial features (the detailed analysis will be published elsewhere). 
ECoG recorded brain activity
A feasibility test of the new method described here involves analysis of recorded human brain activity from epileptic patients who are candidates for brain surgery. The method can also be applied to experimental seizure studies that have gained much attention [15] .
The occurrence of epilepsy is rising and is estimated to affect, at some level, 1%-2% of the world population [16] . Due to availability of many anti-epileptic drugs, approximately 80% of all epileptic patients can be kept seizure-free. But for the remaining 20%, the only cure is surgical resection of the seizure focus [17, 18] . One of the most challenging tasks facing epileptologists is precise identification of brain areas to be removed so that the problem can be cured with minimal damage and side effects.
Often, the precise location of the epileptogenic region remains uncertain after obtaining conventional, non-invasive measurements such as electro-encephalogram (EEG) and magneto-encephalogram (MEG) can not provide sufficient information because of the relatively low spatial resolution of these methods. In these cases, the activity is directly recorded by the electrocorticography (ECoG) procedure in which the recording electrodes are placed directly on the brain surface as is shown in Figure 17 . The common approach to analyze the ECoG recording is by evaluation of the coherences between each pairs of electrodes. These coherences (the similarities for this case) are the overlap of the Fourier transform of the recorded voltage. Next a connectivity diagrams are constructed and the similarity matrices are analyzed using clustering algorithm as is illustrated in Figure 17 . The idea is to compare the resulted connectivity diagrams (or the similarity matrices), during epileptic seizure (Ictal) and between episodes (Inter-Ictal) to learn more about the cause of the epilepsy. At present, the functional interpretation of these advanced methods is still not clear especially since the resulting matrices and connectivity diagrams appear more complex than the raw data. Hence, much effort is devoted to improve these methods and to the search for new ones.
In view of the above, the idea that functional holography can reveal the existence of hidden causal manifolds embedded within the complexity of the recorded brain activity was tested. And if so, whether it can also provide an efficient tool to distinguish between the inter-Ictal and the Ictal activities. Typical results are presented in Figure 18 . The pictures show the manifolds for the similarity matrices in Figure 17 
Extensions of the analysis
Topological characterization of the manifolds
In some cases important information can be revealed from analyzing the topological properties of the manifolds. To extract the topological information one has to use interpolation algorithms to define the 2-D surface that interpolates between the nodes as is shown in Fig 19. In this case in which the manifolds are evaluated for gene expression recordings the surface was interpolated when equal weight was assigned to all the nodes. In other cases one can consider to assign different weights to the nodes according to various properties, e.g their total connectivity to other nodes, the strength of their activity, their known biological roles, their locations in real space etc.
-a--b- Figure 19 : The topological characters of the manifolds. We show the interpolating surfaces between the nodes for two cases of inter-gene correlations extracted from Microarrays experiments (the details will be provided elsewhere).
4.2: Holographic comparison and superposition of networks activity
Often, clustering algorithms are used for comparison between the activities of different networks, e.g. gene-expression in two groups (positive and negative) of patients, or between two modes of behavior of the same network, e.g. during and between epileptic seizures of the same patient.
We propose the following holographic comparison between networks: 1. Compute the PCA leading eigenvectors of the affinity matrix for each network. 2. Project the affinity matrix of each network on the leading eigenvectors of the other one. Clearly, this approach can also be used for comparison between different modes of activity of the same networks, like the above mentioned case of brain activity in between and during seizure. The holographic comparison can also be used to compare different clusters identified in a given matrix. Once the clusters are identified, the similarity matrix for each is isolated from the combined matrix and the above two stages are applied.
The holographic superposition is designed as another method for comparison between different modes of activity of the same network. The idea is similar to the holographic comparison; only the projection is on the mutual PCA leading eigenvectors. That is, the leading eigenvectors of a combined matrix that includes the different modes. In Fig 20 we show an example of holographic superposition for cultured networks whose activity is composed of distinct sub-groups of SBEs -distinct modes of activity ( See refs [4, 6, 9, 14] ). This phenomenon is manifested by the observation that the sequence of SBEs is composed of distinct sub-groups of SBEs, each with its own characteristic spatio-temporal pattern of activity and inter-neuron similarity matrix [4, 6] .The top pictures (a,b) show two manifolds, each for a specific mode of the network activity -a specific sub-group of SBEs. For clarity, we present the manifolds by the 2-D interpolating surfaces. The bottom pictures show the holographic superposition of these two sub-groups of SBEs. As described in [6] , the similarity matrix for each sub-group is projected on a joint 3-D PCA space. That is a space whose axes are the leading PCA vectors of the combined affinity matrix. As seen, each sub-group generates its own manifold (each has a different gray level). For clarification, for each case we used the 2D manifold (extrapolation of a curved surface between the nodes). It is also quite transparent that the manifold is intermingled yet perpendicular. We emphasize that each manifold is composed of all the recorded neurons. The holographic superposition makes it possible to enhance the fact that each neuron has different similarities for each sub-group of SBEs. The results shown are for the network analyzed in refs [4, 6] .
Holographic zooming
Often, one is interested in more details about a part of the manifold. Such 'zooming in' can be performed but not simply by re-scaling of the axes as done, for example, when a part of a picture is magnified. The idea of the holographic zooming is to take advantage of the collective normalization in the following way: 1. Identify the part of the manifold to be magnified, i.e., identify the cluster of relevant component; 2. Isolate the sub-similarity matrix for the cluster; 3. Perform a second iteration on this matrix, i.e., the affinity transformation, dimension reduction and construction of a manifold.
The latter is the magnified part of the manifold.
As explained in the discussion, the holographic zooming is directly connected to the question about the proper dimension reduction -the proper number of leading PCA eigenvectors to be examined.
Concluding remarks and looking ahead
A new method for analyzing the complex activity of dynamical (and in particular biological) networks is presented, guided by the notion of holograms. Note that the term hologram stands for "whole" -holo in Greek plus "information" or "message" -grama in Greek (like telegram = transferred message or information). The term was used for the familiar holograms to indicate that the photographic plates can capture the whole information about the 3-D image.
In a holographic photography, the information describing a 3-D object is encoded on a twodimensional photographic film, ready to be regenerated into a holographic image or hologram. A characteristic feature is the 'whole in every part' nature of the process -a small part of the photographic film can generate the whole picture, but with fewer details. Another property is high tolerance to noise and high robustness to lesion: even with many imperfections or with several pixels removed, the image of the object as a whole is still retained in the hologram. To magnify a part of the original 3-D object, one needs to produce a new photographic film for the part to be magnified.
Another related feature is the holographic superposition -when illuminated together, (placed side by side) two holograms can generate a superposition of the corresponding two 3-D objects. Superposition of objects can also be made by imprinting the images of the two (or more) 3-D objects on the same holographic film. These and other special features of hologram are due to the way the information is encoded on the films -not a direct projection of the picture in real space but in the correlations between the pixels. These are converted back to a picture in three dimensions by proper illumination. The results presented here aimed to demonstrate the potential of the method as a new valuable procedure for diagnosis of the activity of biological networks. Such diagnostic procedures are needed for the interpretation of recorded brain activity using EEG, MEG, ECoG and fMRI [19] . For example, the purpose of ECoG is to locate the potential seizure foci in the cerebral cortex for patients who are candidates for surgery. The decision of whether to remove or to leave a marginally active area of cortex intact elicits a wide range of opinions from clinicians. Although it is expensive and manpower intensive, ECoG remains the cardinal method for determining the anatomic site of seizure onset, yet even this method of direct recording is not always conclusive. As was mentioned earlier, functional holography analysis might provide satisfactory solution to this need.
To further test the general applicability of the method we started collaborative preliminary studies in which the functional holography analysis is applied to fMRI measurements of human brain activity and of DNA-microarrays measurements of gene-expression. Again, hidden manifolds with simple geometrical and topological features together with characteristic temporal propagations are discovered.
These results give rise to some intriguing questions.
Although it can not be ruled out, it is unlikely that they are just accidental. Assuming they are not, they can still be a consequence of some inherent artifact of the method itself. We applied the method to analyze the activity of simulated networks whose structure of synaptic connectivity and the nature of neurons (e.g. inhibitory vs. excitatory), are controlled (section 3.2) [19, 20] to test that this is not the case. As we showed the method can identify for example the inhibitory neurons. In other studies (to be published elsewhere) we show that it can reveal the existence of sub-networks when the network is composed of overlapping ones. The efficiency of the method was also tested in comparison between modeled and real networks and found that it can identify additional self-regulation motives in the real ones.
Clearly, additional detailed tests of the method on a variety of systems are needed, but let assume that the discovered hidden causal manifolds are real rather than accidental or arbitrary. The most fundamental question then is why it is so effective. A far reaching possible reason to be explored in the future is that the analysis is consistent with the manner in which the biological networks regulate their complex activity. In ref [21] it was shown that even for cultured neural networks the activity is selfregulated to operate at maximal complexity. Higher complexity is proposed to afford the network with elevated plasticity to perform a wide spectrum of tasks [4, 21, 22, 23] .
Motivated by the above, we propose the following putative holographic principle for self-regulation of task-performing biological networks: 1. the networks activity is performed and regulated in the space of functional correlations. For neural networks it implies that the information is processed (encoded, decoded and computed) in the functional correlations rather than in rates or timing. 2. This higher dimensional space is regulated by the hierarchically organized low dimension manifolds with simple geometry and topology. The hierarchical organization is according to the holographic zooming described earlier. 3 . The different modes of behavior and the activity of different sub-networks are mutually regulated by the holographic superposition which keeps entangled yet perpendicular manifolds.
One might even speculate that the creativity of a human brain can be afforded by a continuous space of manifolds. The idea is motivated by the following simplified metaphor: Using a discrete set of photographic films it is possible to generate a continuous spectrum of holograms that are constructed by different combinations of the photographic films with continuous adjustment of the relative illuminations. In a metaphorically analogous manner the biological networks can create new modes of behaviors from a discrete set of fundamental sub-networks each with its own manifold.
Biological networks do not have photographic films to store holograms nor do they have illuminating lights to for imprinting (coding) and regeneration of the images (decoding). Hence one can doubt the possible reality of the above beyond being just an intellectual metaphor. Indeed, for the above to be of any relevance to biological networks the activity must be regulated by at least two complementary mechanisms like the glia regulation in neural networks [24, 25, 26] . Simply phrased, neuro-glia fabrics might provide the 'photographic films' for the holograms which can be imprinted and retrieved by calcium and other chemical waves and stimulations regulated by the glia cells when act as excitable media.
If correct, the holographic schemata provide the brain with an entirely new ways of coding decoding and processing of information. For example, to sustain associative memory what is needed is the equivalent of superposition of two small portions of the photographic films of each memory. The most attractive is that the holographic schemata provides in principle simple solutions to the fundamental question of creation new images or new meanings of texts. These can be sustaining by the holographic superposition and holographic creativity.
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Appendix A: Inclusion of temporal information
As was mentioned in the introduction, the similarity matrices do not include essential information about the networks behavior -the temporal propagation of the activity relative timing between the components. This additional information (when available) is usually presented in temporal ordering matrices whose T i,j element describes the relative timing or phase difference between the activity of components i and j. There are various methods to evaluate the temporal ordering matrices. In studies of ECoG recorded brain activity, usually it is calculated in terms of 'phase coherences' -the relative imaginary parts of the Fourier transform of the activity of channels i and j. Another approach is to calculate the cross-correlation function (Equation 3) between every two components (i) and (j) and to set T i,j to be the relative time shift for which the cross-correlation function has a maximum. In both cases the problem is how to extract the global time ordering from the relative timing between pairs. An useful algorithm for completion of this task is described in the next section.
A.1: Extraction of global time ordering from pairs time delay
The algorithm has to convert the timing matrix T i,j into a single time propagation or global temporal ordering vector TO(n). The index n of the TO vector represents the global temporal ordering of the nth component. Keeping this in mind, the elements of the pair timing T i,j simply represent the difference between two elements of the TO vector.
That is:
Therefore all the rows in the matrix T i,j represent the same global temporal ordering information but with a cyclic permutation. For example, by taking the first row (T1j), transposing it and adding it to the entire matrix (after the proper dimension multiplication) we arrive at:
This means that every row in the new T'ij is the same as the first row -all time information has been shifted and is relative to the first channel. In the ideal case, this is trivial since we could have taken just the first row of Tij (or any other row) and extract the global temporal ordering ( figure A1 a,b) . In the non ideal real cases there is usually a high level of noise, different signals have different levels of intensity and the sampling is over a finite time windows. In general when the cross-correlation function is low and/or has high variations so that its maximum is poorly defined it is harder to assign a time lag between them in a statistically significant way (in this cases usually also the phase coherence is poorly defined). For this reason, the phase information in elements of low correlation is usually embedded in the noise. To overcome this we developed the following "remedy" algorithm: the matrix of relative timing is processed by assigning a non numeric value (NNV) to relative timing with low corresponding maximum cross-correlation or non significant detection (marked by X in figure A1 c,d ).
In addition, even for significantly correlated signals, the corresponding relative timings will vary due to noise and finite sampling limitations.
The following algorithm has been designed to handle both limitations: A list is created containing the columns that have not received any phase shift. The timing matrix is then scanned line by line. If a NNV element is found in a row, it is converted to zero for the next phase shift addition. See for example the element (1, 3) in the timing matrix in figure A1c. On the other hand the corresponding element (3, 1) in that matrix cause row 3 in the updating (the added) matrix is set to X (or NNV) and so on as is illustrated in Figure A1 . The median of each column is then calculated and the results are a timing vector. The median is used and not a simple average in order to filter out large phase errors.
In F.9 c a single element with NNV is present so it can be properly handled and the algorithm manages to extract all the timing information. In figure 9 d we show hypothetical situation that the data is composed of two sub-groups with very low (at the noise level) correlations between them. This makes it impossible to determine a global temporal ordering of all the components but only a global temporal ordering within each of the sub-groups. The algorithm automatically set the global temporal ordering of the first sub-group to be relative to channel 1 (which is assigned timing of 0) and of the second subgroup to be relative to channel 3 (that therefore is also assigned a timing 0).
This artifact (of having two weakly correlated sub-groups to start at the temporal ordering at the same time) can easily be detected when the global time ordering is projected on the functional manifold to create the causal manifold. It will be simply reflected in two foci nodes (by foci we mean locations where the activity starts) that are relatively far apart and have low correlations between them. It also illustrates the crucial importance of projecting the temporal ordering information together with the functional correlations.
When dealing with periodic signals, there might be an inconsistency in a column due to the fact that the detected phase can not include information if the time delay is over the whole cycle. Before computing the median of a column, multiples of whole cycles should be removed.
In the above described situation of two (or more) sub-groups with two low correlations between them the relative timing of the sub-groups can be determine using other measures that represent collective or global properties of each of the sub-groups . For example in recorded brain activity one can look at the total intensity of the activity (RMS of the recorded voltages) of each sub-group on a longer time windows and look at which sub-group an increase in the activity starts first. Another collective measure is the combined internal connectivity of each sub-group (the sum over the correlations between the elements).
A.2 Direct evaluation of temporal ordering
For networks in which the activity comes in bursts (such as for neural networks) it is possible to determine directly the global temporal ordering by evaluation of the relative timing of the activities of the individual components relative to the beginning or the center of the time window of the collective bursts. Recently, a new notion -the "temporal center of mass", has been developed in the context of neural networks [4] . The idea is to regard the activity density of each neuron i as a temporal weight function so that its temporal center of mass, T i n , during an n th Synchronized Bursting Event SBE (see section 3.1 for details about neural networks activity) is given by:
Where the integral is over the time window of the SBE, and T n marks the temporal location of the n-th SBE which is the combined "center of mass" of all the neurons As shown in Fig A1 , the temporal center of mass of each neuron can vary between the different SBEs. Therefore we define the relative timing of a neuron i to be T i ≡<T i n > n -the average of the sequence of SBEs. Similarly, we define the temporal ordering matrix as:
Looking at the activity propagation in real space ( Figure A1 ), it can be seen that it starts in the center of the network near electrodes (11, 19, 27) and propagates in time in two directions -electrodes (3, 4) and (36,37) to terminate on two opposite sides near electrodes 14 and 15. Interestingly, when the temporal information is superimposed on the neurons in the 3-D space of leading PCA eigenvectors, the activity propagates along the manifold in an orderly fashion from one end to the other (Fig A2) .
For this reason, it is proposed to view the resulted manifold which includes the temporal information as a causal manifold. 
Appendix B: Noise sensitivity of the Affinity transformation
The effect of noise at the channel level is a concern since the transformation entails dividing by distance, which might be sensitive to noise.
From the first definition of the affinity transformation (8), we obtain by direct differentiation:
We define the noise added to the recorded channels as:
Using (11) in the correlation definition (2), we have:
It has been assumed here that the noise mean is zero, the noise is uncorrelated to the channels and that the noise in channel i is uncorrelated to noise in channel j. (<ni>=0, <xi* ni >=0, < ni*nj>=0).
Comparing to (2) , it is easy to see that noise will lower correlation between channels since it creates more variability for each channel while not affecting their covariance.
Assuming further that the noise function is the same for all channels and that the noise is small compared to signals (this approximation holds fairly well for noise levels of 20% and even higher) we obtain:
The last equality of (14) uses the assumption that channels have approximately the same variability and so the linear coefficient kappa is equal for all Cij. Plugging (14) into (10) we arrive at the final equation for noise sensitivity in the affinity by distance transformation:
Surprisingly it turns out that the affinity by distance transformation sensitivity to noise under the assumptions used (the strongest of which are that the noise is small and uncorrelated and that the channels have about the same variability) has only second order (and higher) contributions. The first order approximations have canceled each other.
To verify the validity of the above analysis figure 16 shows the effect of increased noise on the correlation and affinity matrix for a synthetic data set. The correlation relative error is negative as expected. Most members of the affinity matrix are more resilient under noise: up to noise amplitude of 0.15 there is very little variation in most members of the affinity matrix. For higher noise, there is a small bounded error but it is smaller than the correlation matrix error. The exception to the above is S13 (green line in figure B1 ). Since C13=0.99 with no noise, d13 is very small and A13 very large (S13~=25). The relative error in this case is comparable to the correlation relative error but is non monotonic and might be a cause for concern. However, correlations that high are practically never encountered in neural recordings and with the increased size of the correlation matrix distances will invariably grow larger. This problem of error due to small distances was never encountered in practice. In order to maintain a general applicability in the face of the potential error with small distances, we repeat the noise analysis for the affinity through mutual correlation. Using direct differentiation of (B- If the affinity transformation can be view as a "group gain" function, the affinity by distance has much higher gain than the affinity by mutual correlation. In the MCA, there is no gain (since correlation is always less then of equal to one), only attenuation. The DA transformation is much more drastic for it can potentially expand correlated member orders of magnitude higher. In that respect the MCA is "better behaved" and does not suffer from singular effects. To compensate for the small gain in MCA, it is possible to multiply the correlation matrix with higher orders of the mutual correlation matrix without compromising the noise induced error.
Appendix C: The dynamic synapses and soma model
Computer modeling can serve as a powerful research tool in the studies of biological dynamical networks [27, 28] , provided it is utilized and analyzed in proper manners adopted to the special autonomous (regulating) nature of these systems. Guided by the above realization, we have developed a new model for neural networks in which both the neurons and the synapses connecting them are described as dynamical elements [13] . To model the neurons, we have adopted the Morris-Lecar [29] (M-L) dynamical description. The reasons for this choice are several: (1) in the M-L element, memory can be related to the dynamics of potassium channels; (2) it has been shown by Abbott and Kepler [30] that the M-L equations can be viewed as a reduction (to two variables) of the Hodgkin-Huxley model; (3) The M-L dynamical system has a special phase-space, which can lead to a generation of scale-free temporal behavior in neuronal firing, when fed with a simple noise current.
The simple version of Morris-Lecar model reads: The neurons in the model network exchange action potentials via the multi-state dynamic synapses, as described by Tsodyks et.al. [32] . In this model, the effective synaptic strength evolves according to the The parameter A j is the maximal value of synaptic strength.
The values of parameters control the ability of system to exhibit modes of correlated activity. In our studies (unless indicated otherwise), we assigned to the network the parameters specified below, using the following notations: I indicates inhibitory neurons and E -excitatory ones. For example, τ rec (E -> I) refers to the recovery time of a synapse transmitting input to an inhibitory neuron from excitatory one. Hence, we set: τ rec (I=>I)=200ms, τ rec (E=>I)=200ms, τ rec (I=>E)=1200ms, τ rec (E=>E)=1200ms, U 0 (I=>I)=0.5, U 0 (E=>I)=0.5, U 0 (I=>E)=0.08, U 0 (E=>E)=0.08, A(I=>I)=9, A(E=>I)=9, A(E=>E)=2.2, A(I=>E)=6. 6 . Actual values for each neuron were then generated as reported in [32] . We set τ in =6 ms for all neurons. In addition, due to the small size of our simulated network, we chose τ facil =2000 ms for all inhibitory neurons.
To complete the picture, we need to provide a mechanism responsible for the generation of spontaneous activity in the isolated network. To simulate this, each neuron is subject to the fluctuating additional current The fluctuating current may drive the neuron beyond the firing threshold, thus enabling it to generate spike and trigger the SBE. To keep a proper balance between the above current and inputs received from other neurons via the synaptic connections, the additional current I ad is limited to the range I low ≤ I ad ≤ I high . The total current seen by a neuron at any time is a sum of I syn (t) and I ad (t).
