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Abstract
In 1996, Masur and Minsky showed that the curve graph is hyperbolic. Recently, Hensel,
Przytycki, and Webb proved a stronger result which was the uniform hyperbolicity of the
curve graph, and they also gave the first proof of the uniform hyperbolicity of the arc graph
using unicorn arcs. For closed surfaces, their proof is indirect, but Przytycki and Sisto gave
a more direct proof of hyperbolicity in that case using bicorn curves.
In this dissertation, we extend the notion of unicorn arcs and bicorn curves between two
arcs or curves to the case where we replace one arc or curve with a geodesic asymptotic to a
lamination or a leaf of the lamination. Using these paths, we give new proofs of the results
of Klarreich and Schleimer identifying the Gromov boundaries of the curve graph and the
arc graph, respectively, as spaces of laminations.
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Chapter 1
Introduction
Inspired by hyperbolic geometry and combinatorial groups theory, especially Max Dehn’s
results in low dimensional topology, Mikhail Gromov introduced the notion of word hyper-
bolic groups in 1987 (also later referred to as hyperbolic, Gromov hyperbolic, or negatively
curved groups). The basic concept was to study the relations between algebraic properties of
a group and geometric properties of a space where the group acts nicely. This idea has been
developed and generalized into many powerful theories and applications in many branches
of mathematics. Every hyperbolic group and also hyperbolic space has an associate struc-
ture called the boundary at infinity or Gromov boundary. This boundary turns out to be
an incredibly useful tool for studying hyperbolic groups and hyperbolic spaces due to nu-
merous powerful theories and applications that naturally involved the boundary at infinity.
For example, there is a control over a map between two structures if the map can extend
continuously to their boundaries.
Another important object associated to surfaces is the curve complex. The curve complex
was first introduced by William Harvey [Har81], and it turns out to be a very useful tool in
the study of hyperbolic 3–manifolds as well as mapping class groups of surfaces. Masur and
Minsky proved that the curve complex is δ-hyperbolic [MM99], and Klarriech showed that its
Gromov boundary is homeomorphic to the space of ending laminations [Kla99]. One of the
main results of this dissertation is to give a new proof of Klarreich’s Theorem. Klarreich’s
Theorem is about curves and limits of curves, though Klarreich’s proof uses Teichmu¨ller
theory, and is indirect. Recent developments by Hensel, Przytycki, and Webb, see [HPW13],
suggest a new approach in proving the uniform hypebolicity of the curve and the arc complex
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using a special type of path in the arc graph, called unicorn paths. Several key properties
of those paths are given, including: the paths form 1–slim triangles, each unicorn path has
a uniform distance from a geodesic connecting its endpoints, and these paths are invariant
under taking subpaths. We extend the notion of the unicorn paths to prove that the Gromov
boundaries of the curve complex and the arc complex are certain spaces of laminations.
To state the results precisely, we recall some definition and set up some notations. Let S
be a finite type connected oriented surface of genus g with n punctures. We also assume that
3g + n − 3 > 0. The curve complex of S C(S) is the simplicial complex whose vertices are
the isotopy classes of essential simple closed curves on S and k–simplices are k + 1 vertices
with disjoint representatives. The arc and curve complex AC(S) and the arc complex A(S)
are simplicial complexes whose vertices are the isotopy classes of essential simple closed
curves and proper arcs and the isotopy classes of proper arcs, respectively. The k–simplexes
of AC(S) and A(S) are defined similarly. For a hyperbolic metric space X, the Gromov
boundary of X is denoted by ∂X. Here Mod(S) is the mapping class group of S, G(S) is
the set of all geodesic laminations, and EL(S) is the set of all ending laminations (minimal
and filling laminations). We define another subset of G(S) called the peripherally ending
laminations denoted by EL0(S) to be the set of all minimal laminations that fills a subsurface
of S containing all punctures. Clearly, EL(S) ⊆ EL0(S). The topology on EL0(S) and EL(S)
is the Thurston topology [CEG06], also called the coarse Hausdorff topology in [Ham06].
The following theorems are our main results.
Theorem 1.0.1 (Klarreich). Let S be a finite type connected oriented surface. There is a
Mod(S)–equivariant homeomorphism F : EL(S)→ ∂AC(S). Furthermore, if {an} ∈ AC(S)
is a sequence converging to F (L), then any Hausdorff accumulation point of {an} in G(S)
contains L.
Theorem 1.0.2 (Schleimer). Let S be a finite type connected oriented surface. There is a
Mod(S)–equivariant homeomorphism F : EL0(S) → ∂A(S). Furthermore, if {an} ∈ A(S)
is a sequence converging to F (L0), then any Hausdorff accumulation point of {an} in G(S)
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contains L0.
We note here that the hyperbolicity and Gromov boundary of hyperbolic metric spaces
are quasi-isometry invariant. Consequently, to study hyperbolicity and Gromov boundary of
the above complexes, it is enough to consider their 1–skeletons. The notations C(S), AC(S),
and A(S) will be later referred to as the 1–skeleton of those complexes called the curve
graph, the arc and curve graph, and the arc graph, respectively.
The outline of this thesis is as follows. In the next chapter, we recall some basic definitions
and results about Gromov boundaries, laminations, arc and curve graphs, and arc graphs.
Some definitions and results about unicorn paths are also included in that chapter. In
Chapter 3, we define infinite unicorn paths, and give our new proof of Theorem 1.0.2. We
provide a slight modification of the proof of Theorem 1.0.2 necessary for Theorem 1.0.1 in
Chapter 4.
The proof of Theorem 1.0.1 for closed surfaces is somewhat unsatisfying because it uses
a trick of puncturing the closed surfaces. In Chapter 5, we give a different proof for closed
surfaces not using unicorn arcs, but instead using the closely related notion of bicorn curves
introduced in [PS15].
3
Chapter 2
Background
Here we provide some background and more detailed definitions of the objects discussed in
this dissertation. References are provided throughout.
2.1 Gromov boundaries
Let X be a δ–hyperbolic geodesic metric space. Fix a base point o in X. For x, y ∈ X,
define the Gromov product
(x · y)o = 1
2
(d(x, o) + d(y, o)− d(x, y)).
If [x, y] is a geodesic from x to y, then |d(o, [x, y]) − (x · y)o| ≤ 2δ. Given two sequences of
points in X, {xn} and {yn}, they are said to be equivalent if lim inf
i,j→∞
(xi · yj)o =∞. Denote
[{xn}] the equivalence class of {xn}. Define the Gromov boundary of X by
∂X = {[{xn}]| lim inf
i,j→∞
(xi · xj)o =∞}.
There is a metric on ∂X such that distinct points [{xn}] and [{yn}] in ∂X are close if and
only if lim infi,j→∞(xi · xj)o is large. See [BH99] for more details.
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2.2 Arc and curve graph and arc graph
Following the fact that the hyperbolicity and Gromov boundary of hyperbolic metric spaces
are quasi-isometry invariant, to study hyperbolicity and Gromov boundary of hyperbolic
metric spaces, it is much easier to consider the 1–skeleton of the complexes.
Throughout, we let S be an oriented connected hyperbolic surface of finite area with
finitely many punctures. We consider proper arcs and closed curves on S that are simple
and essential. The arc and curve graph AC(S) is the graph whose vertices are isotopy classes
of propers arcs and curves on S. Two vertices are connected by an edge in AC(S) if they
are realized disjointly. There are two subgraphs of AC(S) we will consider. The curve graph
C(S) is the largest subgraph whose vertex set is the set of isotopy classes of curves, and the
arc graph A(S) is the largest subgraph whose vertex set is the set of isotopy classes of arcs.
The inclusion of C(S) into AC(S) is a quasi–isometry while A(S) into AC(S) is not. See
[MM99] and [Mas82] for more details.
We say that two arcs or curves are in minimal position if they intersect minimally in
their isotopy classes. We always realize isotopy classes of arcs and curves by their complete
geodesic representatives, which are in minimal position. Let S0 be a compact subsurface
of S obtaining by removing small open horoball cusp neighborhoods around each puncture
so that any simple complete geodesic in S is contained in S0 or intersects S r S0 in rays.
Whenever we parametrize a bi–infinite geodesic l with one end at a puncture, we require
this to have unit speed, and to have l(−∞, 0) being a ray in S r S0 with l(0) ∈ ∂S0.
2.3 Laminations
A geodesic lamination on S is defined to be a closed subset of S which is a disjoint union of
simple complete geodesics, called leaves of the lamination. Let L be a geodesic lamination.
We say L fills a subsurface Y of S if L ⊆ Y and every simple closed geodesic on Y intersects L
transversely, and L is called minimal if every leaf of L is dense in L. Any minimal lamination
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is connected. For a parametrized simple geodesic l starting at a puncture (see Section 2.2
for our convention on parametrization), l is said to be asymptotic to L if l t L = ∅ and
lim
t→∞
d(l(t), L) = 0. We let L′ ⊆ L be L with all isolated leaves removed, and call it the
derived lamination of L. For more on geodesics laminations, see [CEG06] and [CB88].
To state the following proposition, we first define a crown and a punctured crown to be
complete hyperbolic surfaces with finite area and geodesic boundary, which are homeomor-
phic to (S1×[0, 1])\A and (S1×(0, 1])\A, respectively, where A is a finite subset of S1×{1};
see Figure 2.1. Let L be a minimal lamination which is not a simple closed geodesic and P
be a maximal collection of disjoint simple closed geodesics such that P ∩ L = ∅. We can
see that each component of S \ (P ∪ L) is the interior of a complete surface of finite area
with geodesic boundary. By Theorem 2.10 of [CB88], such a complete hyperbolic surface is
the complement of a finite set of points in a compact surface with boundary. Let Y be the
component of S \ P containing L. Note that any simple closed geodesic c in Y intersects L
transversely (i.e. L fills Y ), otherwise we could add c to P , contradicting maximality.
Figure 2.1: A crown (left) and a punctured crown (right).
Proposition 2.3.1. Every component of Y \ L is isometric to the interior of a finite sided
ideal polygon, a crown, or a punctured crown.
For closed surfaces, this basically follows from Lemma 4.4 of [CB88]. Here we sketch an
alternate proof for any surface.
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Sketch of proof. By maximality of P , each component Y ′ of S \ (P ∪L) is a disk, an annulus,
or a pair of pants. If Y ′ is a disk, then it is the interior of a finite sided ideal polygon. If
Y ′ is an annulus, Y ′ must be isometric to the interior of a crown or a punctured crown:
Otherwise, it contains a simple closed geodesic, which contradicts the maximality of P .
Suppose Y ′ is a pair of pants. We note that Y must be the interior of a compact hyperbolic
surface with closed geodesic boundary: Otherwise it contains a simple closed geodesic, again
contradicting the maximality of P . Since L contains no closed geodesics, Y ′ ∩L = ∅, hence
Y ′ * Y . So, every component of Y \ L has the required type.
Every geodesic lamination on S consists of a finite set of minimal sublaminations together
with a finite set of additional bi–infinite geodesics (isolated) where each end goes out a cusp
of S or is asymptotic to one of the minimal sublaminations; see [CEG06] or [CB88]. If L0 ⊆ L
is a minimal component of a geodesic lamination L on S which is not a closed geodesic, we
write YL0 for the subsurface of S filled by L0 described above. If L0 is a closed geodesic, let
YL0 be a small annular neighborhood of L0.
The set of all geodesic laminations on S is denoted by G(S). The Hausdorff distance dH
between closed subsets of S0 determines a metric on G(S) (any lamination L is determined by
L∩S0). This makes G(S) into a compact metric space. The notation H−→ means convergence
in this Hausdorff metric.
A geodesic lamination L is called an ending lamination if it is minimal and fills S; so
every principle region is an ideal polygon or a punctured crown (which also refer to as a
punctured ideal polygon). The set of all ending laminations is denoted by EL(S). We define
another subset of G(S) called the peripherally ending laminations by
EL0(S) = {L ∈ G(S) | L is minimal and fills a subsurface YL containing all punctures}.
Note that EL(S) ⊆ EL0(S) ⊆ G(S), and for L ∈ EL0(S), every puncture is contained in a
unique principle region which is a punctured ideal polygon; see Figure 2.2.
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Figure 2.2: A punctured crown (left) viewed as a punctured ideal polygon. All possible arcs
from the puncture asymptotic to the sublamination (right).
Next, we will describe the topology on EL0(S) and EL(S) that we will be interested in.
Set
U(L0) = {L ∈ EL0(S) | N(L) ⊇ L0}
where N(L) is the –neighborhood of L on S.
Lemma 2.3.2. If L ∈ U(L0), then there exists δ > 0 such that Uδ(L) ⊆ U(L0).
Proof. Assume that L ∈ U(L0). By definition, L0 ⊆ N(L). There is 0 < ′ <  such that
N′(L) ⊇ L0. Set δ = − ′, and let L1 ∈ Uδ(L) so that L ⊆ Nδ(L1) . Then
L0 ⊆ N′(L) ⊆ N′(N−′(L1)) ⊆ N(L1).
This means L1 ∈ U(L0), hence Uδ(L) ⊆ U(L0), as required.
Let B = {U(L0)| > 0 and L0 ∈ EL0(S)}. Since the elements in B cover EL0(S), Lemma
2.3.2 implies that B is the basis for a topology, and {U(L0)}>0 is a basis at L0 (consequently,
the topology is 1st countable).
For {Ln}∞n=1 ⊆ EL0(S), say {Ln} coarse Hausdorff converges to L0 ∈ EL0(S), written
Ln
CH−−→ L0, if for any subsequence {Lnk} such that Lnk H−→ L, we have L ⊇ L0; see [Ham06].
The next proposition tells us that convergence in the topology on EL(S) and EL0(S) just
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defined is precisely coarse Hausdorff convergence, and in particular, this is the Thurston
topology; see Section 4.1 of [CEG06].
Proposition 2.3.3. Ln
CH−−→ L if and only if Ln → L in the topology of EL0(S) defined
above.
Proof. Assume that Ln
CH−−→ L. Suppose that {Ln} does not converge to L. Then there exist
 > 0 and a subsequence {Lnk} such that Lnk /∈ U(L) for all nk, i.e. N(Lnk) + L. By passing
to a further subsequence if necessary, we may assume that Lnk
H−→ L0 ⊇ L. By definition,
there is N > 0 such that for all nk > N , dH(Lnk , L0) < . Therefore L ⊆ L0 ⊆ N(Lnk)
which is a contradiction.
Conversely, suppose that Ln → L in the above topology. Pass to any subsequence such
that Lnk
H−→ L0. Let d′k > dH(Lnk , L0) so that d′k → 0, and let d′′k be such that L ⊆ Nd′′k (Lnk),
and so that d′′k → 0. Now set dk = max{d′k, d′′k}. Observe that L ⊂ ∩kNdk(Lnk). On the
other hand, we can show that this intersection is exactly L0. To see this, first note that L0
is contained each Ndk(Lnk) for all k, and so is contained in the intersection. On the other
hand, any point x ∈ Ndk(Lnk) has distance at most 2dk to a point of L0. Therefore, the
distance of any point x in the intersection to a point in L0 is zero, hence x ∈ L0. It follows
that L ⊆ L0, and hence Ln CH−−→ L.
Corollary 2.3.4. For any topological space Y , f : EL0(S)→ Y is continuous if and only if
f(Ln)→ f(L0) whenever Ln CH−−→ L0.
2.4 Unicorn arcs, unicorn paths and their properties
Given two arcs a and b that are in minimal position, choose an endpoint of a and of b. A
unicorn arc between a and b is an embedded arc obtained from a segment of a from the
endpoint and a segment of b from the endpoint up to a point in a ∩ b. If c is a unicorn arc
between a and b, we call the segments of a and b of c a–arc of c and b–arc of c, respectively.
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Figure 2.3: An example of how to choose the curve c′ in the proof of Lemma 2.4.2.
Note that not all points in a ∩ b determine unicorn arcs. Given two unicorn arcs ai and aj,
we say that ai < aj if ai contains a longer segment of a than aj. Let {a1, a2, ..., an−1} be the
ordered set of all unicorn arcs. The sequence P (a, b) = {a = a0, a1, a2, ..., an = b} is called
the unicorn path between a and b. See [HPW13] for further details.
The following lemmas and propositions are some key properties of unicorn paths. One
is that unicorn paths stay close to any geodesics connecting the endpoints in A(S); see
Proposition 2.4.5. Some lemmas will be used to prove a similar property in AC(S); see
Lemma 2.4.7.
Lemma 2.4.1. [HPW13] For every 0 ≤ i < j ≤ n, either P (ai, aj) is a subpath of P (a, b) =
{a = a0, a1, a2, ..., an = b}, or j = i+ 2 and ai and aj represent adjacent vertices of A(S).
Proof. See [HPW13].
Lemma 2.4.2. [HPW13] Let a,b and d be arcs with endpoints chosen, mutually in minimal
position and let c ∈ P (a, b). Then there is c′ ∈ P (a, d) ∪ P (b, d) adjacent to c.
Proof. If c is disjoint from d, then we are done. Otherwise, let d′ ⊆ d be the maximal
subarc with endpoint δ and with interior disjoint from c. Let σ ∈ c be the other endpoint
of d′. One of the two subarcs into which σ divides c is contained in a–arc or b–arc of c.
Without loss of generality, assume that it is contained in the a–arc of c, denoted by a′′.
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Figure 2.4: An example of three adjacent vertices in A(S) in the proof of Lemma 2.4.3.
Then c′ = a′′ ∪ d′ ∈ P (a, d). Moreover, c′ and c are disjoint, so they are consecutive points
in A(S). See Figure 2.3 for an example.
Now, the fact that unicorn triangles are slim is followed from the following lemma.
Lemma 2.4.3. [HPW13] Let a, b and d be arcs with endpoints chosen, mutually in minimal
position. Then there are pairwise adjacent vertices on P (a, b), P (a, d), and P (b, d).
Proof. If two of a,b and d are disjoint, then there is nothing to prove. Otherwise, for each
pair of consecutive unicorn arcs ci, ci+1 ∈ P (a, b), let pi and σ be their intersection points
with d closest to the chosen endpoint δ of d along d. Then there is 0 ≤ i < n such that pi
is in a–arc of ci and σ is in b–arc of ci+1. Without loss of generality, we assume that pi is
not farther than σ from δ. Let pi′ be the intersection point of a with the subarc δσ that is
closest to the chosen endpoint of a along a. Then ci+1, the unicorn arc determined by pi
′ and
the unicorn arc determined by σ are three adjacent vertices in A(S), see Figure 2.4 for an
example.
The following lemma is required to prove Lemma 2.4.7.
Lemma 2.4.4. [HPW13] Let x0, ..., xm with m ≤ 2k be sequence of vertices in A(S). Then
for any c ∈ P (x0, xm), there is 0 ≤ i < m with c∗ ∈ P (xi, xi+1) at distance at most k from c.
Proof. This follows by applying Lemma 2.4.2 k times.
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The first statement of the following proposition was proved in [HPW13]. The proof of
Lemma 2.4.7 also follows along the line of the proof given in [HPW13], so we omit it here.
Proposition 2.4.5. [HPW13] Given two arcs a and b in A(S) and g a geodesic in A(S)
connecting a to b, every arc in P (a, b) is within distance 6 of g. Consequently, the Hausdorff
distance between g and P (a, b) is at most 12.
Proof. The last claim follows easily from this as we now explain. Consider consecutive points
x and y of P (a, b) and corresponding points x′ and y′ of g with distance at most 6 from x and
y, respectively. By the triangle inequality, we have d(x′, y′) ≤ d(x′, x) + d(x, y) + d(y, y′) =
6 + 1 + 6 = 13. Thus any point in g between x′ and y′ is distance at most 6 from one of
x′ or y′, and hence the distance to one of x or y is at most 12. If we consider all pairs of
consecutive points x and y of P (a, b) and all corresponding pairs of points x′ and y′ in g,
union of all subpaths of g connecting such pair x′ and y′ covers g. This together with Lemma
2.4.1 imply that dH(g, P (a, b)) ≤ 12.
The following theorem is the main theorem of [HPW13] and is the first proof of the
uniform hyperbolicity of A(S).
Theorem 2.4.6. [HPW13] A(S) is 7–hyperbolic.
Sketch of proof. By Proposition 2.4.5, every geodesic triangle in A(S) is closed to a uni-
corn triangle constructed from connecting the three points by unicorn paths. Since unicorn
triangles are slim, geodesic triangles are also slim.
The following lemma is a version of Proposition 2.4.5 for AC(S).
Lemma 2.4.7. Given two arcs a and b in AC(S) and g a geodesic in AC(S) connecting a
and b, then every curve in P (a, b) is within distance 7 of g. Consequently, the Hausdorff
distance between g and P (a, b) is at most 14.
Proof. Let c ∈ P (a, b) be at maximal distance k > 0 from g. Let a¯′b¯′ be the maximal subpath
of P (a, b) containing c with a¯′ and b¯′ at distance 2k from c. If no a¯′ exists, then d(c, a) < 2k,
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and we set a¯′ = a, and similarly for b¯′. Then, by Lemma 2.4.1, P (a¯′, b¯′) ⊆ P (a, b). Let a′
and b′ be vertices on g closest to a¯′ and b¯′, respectively. In the case when a¯′ = a and/or
b¯′ = b, let a′ = a and/or b′ = b, respectively. We have d(a′, a¯′) ≤ k and d(b′, b¯′) ≤ k. Thus
d(a′, b′) ≤ 6k. Concatenate the geodesic segment a′b′ of g with any geodesics paths a′a¯′
and b′b¯′. Let a¯′ = x1, x2, ..., xm = b¯′ be the consecutive vertices of the concatenation where
m ≤ 8k. For 1 ≤ i ≤ m− 2, let x¯i be an arc adjacent to both xi and xi+1. By Lemma 2.4.4,
c is at distance ≤ dlog2 8k − 1e + 1 from some xi. If xi ∈ g, then k ≤ dlog2 8k − 1e + 1.
Otherwise, if x /∈ g, x ∈ a′a¯′ or b′b¯′. Since d(c, xi) ≥ d(c, a¯′) − d(a′, a¯′) ≥ k, we also have
k ≤ dlog2 8k − 1e+ 1. Thus k ≤ 7.
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Chapter 3
Arc graph
In this chapter, we first define infinite unicorn paths and show that they inherit similar
properties from unicorn paths. Then we use the paths to construct a map from EL0(S) to
∂A(S).
3.1 Infinite unicorn paths
Assume that S has at least one puncture. Take an arc a ∈ A(S) and a lamination L0 ∈
EL0(S). Pick an endpoint of a, note that pick a puncture p. Orient a such that a ends at p.
Then take a bi-infinite geodesic l, starting at p such that l is asymptotic to L0. A unicorn arc
for a and l is a simple arc consisting of a segment of a and a segment of l from the endpoints
up to a point of intersection. For any two distinct unicorn arcs ai and aj constructed from
a and l, we say that ai < aj if ai contains a longer segment of a than aj. We consider all
unicorn arcs from a and l in order and write this as {a = a0, a1, a2, ...} = {an} = P (a, l).
We call this the infinite unicorn path defined by a and l. Set {x1, x2, ...} ⊆ a∩ l to be the set
of intersection points corresponding to each unicorn, appearing in order along a. We write
ai = a
◦
i ∪ l◦i where a◦i ⊆ ai and l◦i ⊆ li are rays (i.e. subarcs) and a◦i ∩ l◦i = xi. For each i, we
will use ai to denote both the arc consisting of the subarcs a
◦
i and l
◦
i as well as its isotopy
class, and its geodesic representative, with context clarifying the meaning. When necessary,
we will use different notation.
Proposition 3.1.1. For any arc a, L0 ∈ EL0(S), and l asymptotic to L0, P (a, l) contains
infinitely many arcs.
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Proof. The last point of intersection z of a with L0 is at a boundary leaf which is one side
of a punctured ideal polygon (since L0 ∈ EL0(S)). Observe that a cannot intersect l after z
(compare with Figure 2.2). However, the points of intersection a ∩ l must accumulate on z
since l is asymptotic to L0 and any leaf of L0 is dense hence l is dense in L0 ∪ l. So, given
ai ∈ P (a, l) defined by xi ∈ a ∩ l, the next time l intersects the arc of a between xi and z is
the point xi+1, and hence ai+1 is defined. Since i was arbitrary, this completes the proof.
The way we define infinite unicorn paths P (a, l) is also valid for any lamination L and
any geodesic l asymptotic to L. However, we cannot guarantee that P (a, l) will contain
infinitely many arcs in general.
For the next lemma, recall our convention about our parameterizations of geodesics; see
Section 2.2
Lemma 3.1.2. Let a ∈ A(S). Given  > 0 and R > 0, there is N > 0 such that for any
L ∈ EL0(S), if l is asymptotic to L and P (a, l) = {a0, a1, ...}, then as parametrized geodesics
ai(t) and l(t), we have d(ai(t), l(t)) <  for all t ∈ (−∞, R] and for all i ≥ N .
Proof. Since a∩ S0 is a compact arc, there is ′ > 0, so that the ′–neighborhood of a in S0,
N′(a ∩ S0) ⊂ S0, is a tubular neighborhood homeomorphic to (a ∩ S0) × [−′, ′]. Observe
that the angle of intersection between L and a has a lower bound θ0 where θ0 depends only
on a. If not, some L0 ∈ EL0(S) has a leaf l0 intersecting a at such a small angle that
l0 ∩ S0 ⊆ N′(a ∩ S0). Then l0 = a, contradicting L0 ∈ EL0(S).
Now the distance between consecutive points of intersection l ∩ a is bounded below by
2′, so if 0 < t1 < t2 < ... are such that l(ti) = xi ∈ l ∩ a, the intersection point defining ai,
then ti > (2
′)(i− 1). Let a∗i be the geodesic representative of ai = l(−∞, ti] ∪ a◦i = l◦i ∪ a◦i .
Since the angle of intersection is greater than θ0, there are lifts a˜
∗
i of a
∗
i and a˜i of ai to the
universal cover that have uniformly bounded Hausdorff distance (with the bound depending
only on a). In particular, there is a constant K > 0 (depending only on a) such that
d(a˜∗i (t), a˜i(t)) ≤ K, for all t ∈ (−∞, ti). On the other hand, the lift l˜ of l agreeing with a˜i
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on its initial segment has d(a˜∗i (t), l˜(t)) < e
tδ for t < 0, where δ is the length of ∂S0. Since
ti > (2
′)(i − 1), there is an N > 0 so that if i > N , we have ti >> R, and hence by
convexity of the hyperbolic distance function, we have d(a˜∗i (t), l˜(t)) <  for all t ∈ (−∞, R].
Consequently, d(a∗i (t), l(t)) <  for all t ∈ (−∞, R].
Corollary 3.1.3. If L ∈ EL0(S) and l is asymptotic to L, then any Hausdorff accumulation
point of the sequence P (a, l) contains l, and hence L.
3.2 Construction of a continuous map
Here we use infinite unicorn paths to construct a continuous map from EL0(S) to ∂A(S).
In the next two lemmas, we assume a is an arc, L0 ∈ EL0(S) and l is a simple geodesic
asymptotic to L0.
Lemma 3.2.1. Infinite unicorn paths restrict to finite unicorn paths. More precisely, if
aj ∈ P (a, l) and j ≥ 3, then P (a, aj) ⊆ P (a, l).
Here P (a, aj) is a unicorn path as in Section 2.4.
Proof. Let P (a, l) = {a0, a1, a2, ...}, realizing each ai by the geodesic representative of l◦i ∪a◦i ,
and let xi = l
◦
i ∩ a◦i . Assume that aj ∈ P (a, l) with j ≥ 3. By Lemma 3.1.2, there is m j
such that am is close to l for all intersection points of l with a up to xj. Then the first
j + 1 points of P (a, am) are exactly a0, a1, ...aj. By Lemma 2.4.1, P (a, aj) ⊆ P (a, am), so
P (a, aj) = {a0, a1, . . . , aj}. Thus P (a, aj) ⊆ P (a, l) as required.
The next lemma is similar to the proof that the curve graph has infinite diameter given
in [Hem01].
Lemma 3.2.2. lim
n→∞
d(a, an) =∞ where {an} = P (a, l).
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Proof. To prove the lemma, suppose for a contradiction that lim
n→∞
d(a, an) 6=∞. By Proposi-
tion 2.4.5 and Lemma 3.2.1, d(a, an) ≤ d(a, am)+6 for all m > n, so sup d(a, an) <∞. Then
there is some N > 0 and an infinite subsequence {an} with d(a, an) = N . By Corollary 3.1.3,
we may pass to a further subsequence {an} so that an H−→ L with L ⊇ L0 ∈ EL0(S). For each
n, we have a1n with d(an, a
1
n) = 1 and d(a, a
1
n) = N−1. We may assume that a1n H−→ L1 where
L1 is a lamination (pass to a subsequence if necessary). Since d(an, a
1
n) = 1, L t L1 = ∅,
and so L0 t L1 = ∅. Since L0 ⊆ L and L0 is minimal and fills YL0 , a subsurface containing
all punctures, a leaf of L1 intersects YL0 . Thus the leaf has to be a leaf of L0 or asymptotic
to L0. These facts imply that L
1 ⊇ L0. Proceeding inductively, for each k = 1, . . . , N we
get sequences {akn}∞n=1 so that d(a, akn) = N − k, akn H−→ Lk, and Lk ⊇ L0. But aNn = a for all
n, a contradiction.
For arcs a and b, a geodesic in A(S) connecting a and b is denoted by [a, b]. The following
Proposition tells us that for L ∈ EL0(S), P (a, l) = {an} defines a point in ∂A(S) which we
denote [P (a, l)] ∈ ∂A(S).
Proposition 3.2.3. Let L ∈ EL0(S) and l be a geodesic ray asymptotic to L. Then
P (a, l) = {an} defines a point in ∂A(S). Moreover, for any two geodesic rays l and l′
asymptotic to L, we have [P (a, l)] = [P (a, l′)] ∈ ∂A(S).
Proof. For any R > 0, Lemma 3.2.2 gives N > 0 such that d(a, an) > R for all n ≥ N .
For all m,n ≥ N , we have (an, am)a ≥ d(a, [an, am]) − 2δ. Since [an, am] and P (an, am)
have Hausdorff distance at most 12, by Proposition 2.4.5, this implies that (an, am)a ≥
d(a, P (an, am))− 12− 2δ ≥ R− 12− 2δ. For |m− n| > 2, P (an, am) is contained in P (a, l)
by Lemma 3.2.1, so [P (a, l)] ∈ ∂A(S).
It remains to show the latter part. First note that l, l′ are disjoint. Let ai ∈ P (a, l). We
write ai = a
◦
i ∪ l◦i . Since L is minimal, l′ ∩ a◦i 6= ∅. If we parametrize l′, the first time l′
intersects a◦i defines a unicorn arc in P (a, l
′) disjoint from ai. Similarly, for each point in
P (a, l′), we can find a point in P (a, l) disjoint from it. Consequently, the Hausdorff distance
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between P (a, l) and P (a, l′) is one which finishes the proof.
Proposition 3.2.4. Consider the map
F : EL0(S)→ ∂A(S)
defined by F (L) = [P (a, l)] where l is any geodesic asymptotic to L. Then F is continuous.
Proof. Let {Lk} be a sequence of laminations in EL0(S) and L0 ∈ EL0(S) such that Lk → L0.
By Proposition 2.3.3, Lk
CH−−→ L0. Let {lk} be a sequence of bi-infinite geodesics with lk
asymptotic to Lk for each k. Then each lk intersects a small compact circle of around the
cusp, so up to subsequence, lkj → l as parametrized geodesics. Any Hausdorff limit of
any subsequence of {Lk} contains L0, which fills a subsurface YL0 containing all punctures.
Since l must intersect YL0 and have no transverse intersection with L0, it follows that l is
asymptotic to L0. This means {lk} spits into finitely many convergent subsequences. Since
lkj limits to l, it follows that P (a, lkj) and P (a, l) agree on longer and longer initial intervals,
hence F (Lkj) = [P (a, lkj)]→ [P (a, l)] = F (L0) (this follows from Proposition 2.4.5, Lemma
3.2.1, and the fact that every geodesic triangle is thin). This holds for any of the finitely
many subsequences {Lkj} with lkj → l for some l as a parametrized geodesic and hence
F (Lk)→ F (L0).
3.3 Homeomorphism and Theorem 1.0.2
Now that we have constructed a continuous map F : EL0(S)→ ∂A(S), we set about proving
that it is a homeomorphism. We begin with the proof of injectivity of F .
Lemma 3.3.1. The map F : EL0(S)→ ∂A(S) is an injection.
Proof. Let L1 6= L2 in EL0(S). Set l1 and l2 to be bi–infinite geodesics asymptotic to
L1 and L2, respectively. Then we have |l1 ∩ l2| = ∞. Parametrize l1 and l2 (recall our
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convention on parametrization of geodesic) and let t be the smallest real number such that
l1([−∞, t])∩ l2([−∞, t]) 6= ∅. Let b be the arc defined by segments of l1 and l2 up to a point
in l1([−∞, t]) ∩ l2([−∞, t]) (if there are two such points, pick one). Let P (a, li) = {aij}∞j=1,
i = 1, 2. By Lemma 3.1.2, aij stays close to li for a very long time, for each i = 1, 2. In
particular, it follows that for all sufficiently large n and m, b is in P (a1m, a
2
n). Therefore, the
geodesic from a1m to a
2
n passes within distance 6 of b for all n and m that are sufficiently
large. Hence (a1m, a
2
n)a ≤ d(a, b) + 6 + 2δ, so that [P (a, l1)] 6= [P (a, l2)].
To show that F is also surjective, we need the following lemma.
Lemma 3.3.2. If [{cn}] ∈ ∂A(S), then cn CH−−→ L0 where L0 ∈ EL0(S) and F (L0) = [{cn}].
Proof. Let {cn} be a sequence in A(S) that defines a point in ∂A(S). Suppose {cn} is any
subsequence Hausdorff converging to a lamination L. We may assume cn → l as parameter-
ized geodesics, where l ⊆ L. Let L′ be the derived lamination of L. If there is a component
L1 ⊆ L′ filling a subsurface YL1 containing all the punctures, then l is asymptotic to L1 since
l has one end at a puncture. Suppose there is no such component of L′. The geodesic l
is asymptotic to some component L0 ⊆ L′ filling a subsurface YL0 , and by assumption YL0
cannot contain all the punctures.
By assumption, there exists an arc a outside YL0 such that |a ∩ l| <∞. Indeed, there is
an initial subarc l0 ⊆ l so that l \ l0 ⊆ YL0 , and hence a ∩ l = a ∩ l0. Since cn → l, there is
an N > 0 so that for all n ≥ N , cn has an initial arc c0n so that c0n is isotopic to l0 in S \ YL0 .
Hence, for all n ≥ N , P (a, cn) ⊇ P (a, l). For each n ≥ N , the arc cn returns to the cusp
after entering YL0 , so must intersect l at some point, necessarily in YL0 before leaving YL0 .
Thus, there is mn > n so that cmn follows l closely until this point of intersection, and hence
P (cn, cmn) contains an arc bn built from subarcs of cn and cmn whose respective intersections
with S \ YL0 are precisely c0n and c0mn . Therefore, |a ∩ bn| ≤ 2|a ∩ l|. This gives a uniform
distance from P (cn, cmn) to a for all n > N . Therefore from Section 2.1 and Proposition
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2.4.5, we have
(cn, cmn)a ≤ d(a, [cn, cmn ]) + 2δ ≤ d(a, P (cn, cmn)) + 2δ + 12
which contradicts the fact [{cn}] ∈ ∂A(S). Hence, L0 ∈ EL0(S). Fix any arc a. In
any subsequence as above with n sufficiently large, cn and l are very close on long initial
segments. Consequently, P (a, l) and P (a, cn) are agree on long initial intervals. It follows
that cn → [P (a, l)] = F (L0), hence [{cn}] = F (L0). Since we passed to an arbitrary
Hausdorff convergent subsequence and F is injective, we have cn
CH−−→ L0.
By Lemma 3.3.1 and 3.3.2, we immediately obtain the next proposition.
Proposition 3.3.3. The map F : EL0(S)→ ∂A(S) is a bijection.
Next we show that F−1 is continuous.
Lemma 3.3.4. Let {Ln}∞n=1 be a sequence in EL0(S). If F (Ln) → F (L0) in ∂A(S), then
Ln
CH−−→ L0.
Proof. For all n ≥ 0, set F (Ln) = [P (a, ln)] = [{ai,n}∞i=0] where ln is asymptotic to Ln.
Consider a Hausdorff convergent subsequence Ln
H−→ L where L is a lamination. By passing
to a further subsequence we may suppose that ln → l where l is asymptotic to L. Since
F (Ln) → F (L0) in ∂A(S), for any r > 0, there is nr such that aj,nr ∈ N2δ+24({ai,0}i) for
all j with d(a, aj,nr) ≤ r (we are using the fact that subsegments of unicorn paths have
Hausdorff distance at most 12 from geodesics connecting their endpoints). For each r > 0,
pick ir > 0 so that d(a, air,nr) = r, and consequently air,nr ∈ N2δ+24({ai,0}). For any R > 0
and  > 0, Lemma 3.1.2 guarantees that for r sufficiently large, d(air,nr(t), lnr(t)) <  for all
t ∈ (−∞, R]. On the other hand, ln → l as parameterized geodesics. Therefore, air,nr → l
as r → ∞, also as parameterized geodesics. Since [{air,nr}] = F (L0), by Lemma 3.3.2 the
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closure of l contains L0. Since l is asymptotic to L, L ∪ l is a lamination containing l and
l * L0, we have L0 ⊆ l¯ \ l ⊆ (L ∪ l) \ l = L.
Now we recall the main theorem, Theorem 1.0.2.
Theorem 1.0.2. Let S be a finite type connected oriented surface. There is a Mod(S)–
equivariant homeomorphism F : EL0(S) → ∂A(S). Furthermore, if {an} ∈ A(S) is a se-
quence converging to F (L0), then any Hausdorff accumulation point of {an} in G(S) contains
L0.
Proof. That F is a homeomorphism follows immediately from Proposition 3.2.4, 3.3.3, and
Lemma 3.3.4. Furthermore, if {an} ∈ A(S) is a sequence converging to F (L0), by Lemma
3.3.2, any Hausdorff accumulation point of {an} in G(S) contains L0.
To see that F is Mod(S)–equivariant, note that for any f ∈Mod(S) and point [{cn}] =
F (L0), the Hausdorff accumulation points of {f(cn)} are precisely the f–image of the Haus-
dorff accumulation points of {cn}, and hence all contain f(L0) ∈ EL0(S). Thus, by the first
part, it follows that f(F (L0)) = f([{cn}]) = [{f(cn)}] = F (f(L0)), as required
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Chapter 4
Arc and curve graph
In this chapter, we prove Theorem 1.0.1. We first use the same technique as to prove Theorem
1.0.2 when S is a punctured surface. Then we use the result for the punctured surfaces to
prove Theorem 1.0.1 for the case when S is a closed surface. Note that EL(S) ⊆ EL0(S). It
follows that some results in Chapter 2 can be used in this section.
4.1 Punctured surface
Assume that S is a connected hyperbolic surface of finite area with finitely many punctures.
We observe that if l is asymptotic to L ∈ EL(S), P (a, l) represents a point in the Gromov
boundary, and this can be used to define a continuous map. The notation [P (a, l)] is still
used to distinguish between the path P (a, l) and the point in the boundary. The next two
propositions are analogous to Lemma 3.2.2 and Proposition 3.2.3 and 3.2.4. The proofs are
essential identical, so we omit them.
Proposition 4.1.1. Let L ∈ EL(S) and l be a simple geodesic asymptotic to L. Then
P (a, l) = {an} defines a point in ∂AC(S). Moreover, for any two geodesic rays l, l′ asymptotic
to L, we have [P (a, l)] = [P (a, l′)] ∈ ∂AC(S).
Proposition 4.1.2. Consider the map
F : EL(S)→ ∂AC(S)
defined by F (L) = [P (a, l)] where l is any geodesic asymptotic to L. Then F is continuous.
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We note here that F is injective (this follows directly from the arguments of Proposition
3.3.3 combining with Lemma 2.4.7). The next lemma mimics Lemma 3.3.2. The proof is
slightly different, so we have included the relevant details.
Lemma 4.1.3. If [{bn}] ∈ ∂AC(S), then bn CH−−→ L0 where L0 ∈ EL(S) and F (L0) = [{bn}].
Proof. Let {bn} be a sequence in AC(S) that defines a point in ∂AC(S) and {cn} be a
sequence in A(S) such that ci is adjacent to bi for all i. Then [{cn}] is also a point in
∂AC(S) with [{bn}] = [{cn}]. We may pass to a subsequence to get cn H−→ L where L is a
lamination. We will first show that L ⊇ L0 ∈ EL(S). Suppose for a contradiction that L′,
the derived lamination of L, is not an ending lamination.
As parametrized geodesics, cn → l ⊆ L up to subsequence where l is a geodesic asymptotic
to L1 ⊆ L′. Since L′ is not an ending lamination, YL1 is not S (see Section 2.3 for discussion
on the structure of laminations). Then there exists an essential simple closed curve a in
S \ YL1 such that |a ∩ l| < ∞. We can use this a as in the proof of Lemma 3.3.2 and get
a contradiction in the same way, hence L0 = L
′ ∈ EL(S). Similar to the proof of Lemma
3.3.2, we have cn
CH−−→ L0 and F (L0) = [P (a, l)] = [{cn}] = [{bn}]. Since cn and bn have no
transverse intersection, any Hausdorff limit of {bn} has no transverse intersection with L0,
hence contains L0. Therefore bn
CH−−→ L0.
Now, we can prove Theorem 1.0.1 for punctured surfaces as follows.
Theorem 1.0.1. There is a Mod(S)–equivariant homeomorphism F : EL(S) → ∂AC(S).
Furthermore, if {an} ∈ AC(S) is a sequence converging to F (L), then any Hausdorff accu-
mulation point of {an} in G(S) contains L.
Proof for punctured case. The map F given by Proposition 4.1.2 is surjective by Lemma
4.1.3. Continuity of F−1 follows the same basic argument as in Lemma 3.3.4. Also, F
is Mod(S)–equivariant since for any f ∈ Mod(S) and point [{bn}] = F (L0), f(F (L0)) =
f([{bn}]) = [{f(bn)}] = F (f(L0)) as in the proof of Theorem 1.0.2.
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4.2 Closed surface
In this section, we show that the Gromov boundary of C(S) is the space EL(S) when S is a
closed surface. Consider a hyperbolic metric m0 on S. According to [BS85], the set of simple
geodesics on (S,m0) is nowhere dense. Then we can find a disk neighborhood D around
a point x in S which is disjoint from all geodesic laminations on S. Next, we use metric
interpolation to modify the metric m0 on S r x to a metric m1 which is complete, pinched
negatively curved, and so that:
1. m1 = m0 on S rD,
2. in a neighborhood of x in D r x, m1 is hyperbolic.
This is an explicit calculation in polar coordinates about x. The same calculation in 3–
dimensions is attributed to Kerckhoff and appears in the proof Theorem 1.2.1 of [Koj98].
Now, we realize every simple closed curve on S as an m0–geodesic and note that they are
also m1–geodesics on Srx. Hausdorff convergence in G(S,m0) (that is, using the metric m0)
of any sequence of such geodesics is the same as Hausdorff convergence in G(Srx,m1). Hence
(G(S),m0) and (EL(S),m0) embed as closed subsets of (G(Srx),m1) and (EL(Srx),m1),
respectively. For the next lemma, let m2 be any complete hyperbolic metric on S r x.
Lemma 4.2.1. There is a bi–Lipschitz homeomorphism f : (S r x,m1) → (S r x,m2)
isotopic to the identity on S r x, which is an isometry on some cusp neighborhood and f
lifts to a quasi–isometry f¯ of the universal covers.
Proof. We first isotope the identity so that it is a diffeomorphism with respect to the smooth
structure for m1 and for m2. Next, note that any two hyperbolic cusps contain possibly
smaller cusps which are isometric. Now after an isotopy, we can assume that the diffeomor-
phism f : (S \ x,m1) → (S r x,m2) is an isometry on some cusp neighborhood. Since the
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complement of the cusp is compact, there is a bound on the bi–Lipschitz constant of the
derivative, and hence the map is K–bi–Lipschitz for some K > 1. So, f increases lengths of
curves by at most a factor of K and decreases them by a factor of at worst 1/K. Since the
pull back metric on the universal covers are path metrics so that the universal covering is
a local isometry, this means that lengths of paths in the universal cover are distorted by at
worst K and 1/K. This implies that distances are also distorted by at worst K and 1/K,
so the lift of f is a bi–Lipschitz in the universal covering, hence it is a quasi–isometry.
Since laminations, ending laminations, and Hausdorff convergence can be defined in terms
of the circle at infinity of the universal covering, the lemma proves:
Corollary 4.2.2. There is a homeomorphism f ′ : G(S r x,m1) → G(S r x,m2) which
induces a homeomorphism from EL(S r x,m1) to EL(S r x,m2).
We know that the realization by geodesics defines an isometric embedding of C(S) into
C(S r x); see [HPW13]. This also realizes ∂C(S) as a subset of ∂C(S r x).
Lemma 4.2.3. The isometric embedding C(S)→ C(Srx) induces an embedding ∂C(S)→
∂C(S r x) onto a closed subspace.
Proof. Let {[{cn,k}∞n=1]}∞k=1 be a sequence of points in ∂C(S) converging to [{cn}∞n=1] ∈ ∂C(Sr
x). We want to show that [{cn}∞n=1] ∈ ∂C(S). For each r > 0, there are kr and nr such
that (cnkr ,kr · cnr)o > r. Thus [{cnkr ,kr}∞r=1] = [{cn}∞n=1]. Since cnkr ,kr ∈ C(S) for all r,
[{cn}∞n=1] = [{cnkr ,kr}∞r=1] ∈ ∂C(S).
We now identify G(S), EL(S), and ∂C(S) with their respective images in G(S r x),
EL(S r x), and ∂C(S r x). Let F : EL(S r x) → ∂C(S r x) be the homeomorphism from
Theorem 1.0.1, already proved in the punctured case. Suppose [{cn}] is a point in ∂C(S).
This is also a point in ∂C(S r x), so any Hausdorff accumulation point of {cn} contains
L ∈ EL(S r x) where F (L) = [{cn}]. On the other hand, any Hausdorff accumulation
point of {cn} is in G(S) since G(S) is closed in G(S r x). Since L is in EL(S r x), every
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leaf of L is dense and all complementary regions are ideal polygons or once–punctured
ideal polygons, so in fact L is in EL(S). Let Ω = F−1(∂C(S)) which is a closed subset of
EL(S). If [{cn}] = F (L), then any Hausdorff accumulation point of {cn} contains L. Let
F ′ = F |Ω : Ω → ∂C(S) be the restricted homeomorphism.
Lemma 4.2.4. Ω is a Mod(S)–invariant subset of EL(S) and F ′ is Mod(S)–equivariant.
Proof. To prove the first statement, let L ∈ Ω, f ∈ Mod(S), and F ′(L) = [{cn}]. We need
to show that f(L) ∈ Ω. Any Hausdorff accumulation points of {f(cn)} are precisely the
f–image of the Hausdorff accumulation points of {cn}, and hence all contain f(L). Since
F ′ : Ω → ∂C(S) is a bijection, [{fcn}] = F ′(L0), for some L0 ∈ Ω ⊆ EL(S) (L0 is the unique
ending lamination such that any Hausdorff accumulation point of {fcn} contains L0). Since
f(L) is an ending lamination, we must have f(L) = L0 ∈ Ω, as required.
Since f(F ′(L)) = f([{cn}]) = [{f(cn)}] = F ′(L0) = F ′(f(L)), F ′ is Mod(S)–equivariant.
The proof of the following lemma is essentially the same as Theorem 6.19 of [FLP12], so
we omit it here.
Lemma 4.2.5. For L ∈ EL(S), Mod(S) · L = EL(S).
Proof of Theorem 1.0.1 for closed case. Since F is a homeomorphism, by Lemma 4.2.3, Ω ⊆
EL(S r x) is a closed subset, and so is closed in EL(S). By Lemma 4.2.4 and 4.2.5, Ω =
EL(S). Thus, F ′ : EL(S) → ∂C(S) is a homeomorphism which is Mod(S)–equivariant by
Lemma 4.2.4.
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Chapter 5
Bicorn curves and closed surfaces
In this chapter we will give another proof of an assertion in Chapter 3 which is the Gromov
boundary of C(S) is EL(S) for the case when S is a closed surface. We see that in Chapter 3,
we first modify the metric, and use the identification of the boundary for the punctured case
together the fact that the action of Mod(S) on EL(S) is minimal, to prove the closed case.
The proof in this chapter using the bicorn curve introduced in [PS15] will be more direct. We
directly construct a homeomorphism from EL(S) to ∂C(S) using a modified bicorn curve.
Let Caug(S) be the augmented curve graph which is the graph that has the same vertex set
as C(S) with edges connecting pairs of curves that intersect at most twice. Note that Caug(S)
is quasi–isometric to C(S). This follows from the fact that two curves that intersect at most
twice have a common neighbor in C(S): a component of the neighborhood of their union
has an essential boundary. We will actually show that the Gromov boundary of Caug(S) is
EL(S).
5.1 Bicorn curves
Given two curves a and b on S that are in minimal position. A bicorn curve between a and
b is an embedded curve obtained from a segment of a and a segment of b. Let c be a bicorn
curve between a and b, we call the a–segment of c and the b–segment of c, the a–arc of c
and the b–arc of c, respectively. If c = a, then its a–arc is a and its b–arc is empty, similarly
when c = b. Denote N0(a, b) to be the set of all bicorn curves between a and b. We define
N(a, b) to be the full subgraph of C(S) spanned by all vertices in N0(a, b). Define a partial
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order on N0(a, b), for c, c′ ∈ N0(a, b), we say that c < c′ if the b–arc of c′ strictly contains
the b–arc of c. For all c ∈ N0(a, b), a < c < b.
Lemma 5.1.1. [PS15] Let a and b be curves on S. Then N(a, b) is connected.
Proof. We will first claim that if c ∈ N(a, b) and c 6= b, then there exists a bicorn curve c′
adjacent to c such that c < c′. First, if a and b intersect at most twice, then take c′ to be b.
Assume that this is not the case.
If c = a, then let b′ be a minimal arc of b whose both endpoints lie in a. Choose c′ to be
any of the tow bicorn curves defined by b′ and an arc of a with the same endpoints. We can
see that a and c′ intersects c at most 1 and c < c′
If c 6= a, let b′′ be the minimal arc properly contains the b–arc of c with both endpoints
in a–arc of c. The b′′ and the subarc of the a–arc of c with the same endpoints as b′′ define
a bicorn curve c′. The intersection between c and c′ is at most 1.
Since N(a, b) is finite, we have proved the lemma.
The following lemma shows that the bicorn curve triangles are 1–slim.
Lemma 5.1.2. [PS15] Let a,b, and d be curves, mutually in minimal position and let
c ∈ N(a, b). Then there is a bicorn curve c′ ∈ N(a, d)∪N(b, d) intersecting c at most twice.
Proof. If d intersecs c at most twice, then we can choose c′ = d. Now assume that the
intersection number c and d is at least 3. Let a′ be the a–arc of c and b′ be the b–arc of
c. Since the intersection number c and d is at least 3, there is an arc d′ of d such that d′
intersects a′ twice at its endpoints and intersects b′ at most 1 or d′ intersects b′ twice at
its endpoints and intersects a′ at most 1. Without loss of generality, assume that d′ has its
endpoints on a′. Then d′ and the subarc of a′ with the same endpoints define a bicorn curve
c′ and c′ intersects c at most twice.
The following criterion for hyperbolicity is due Bowditch [Bow14]. This is a simplified
form of a condition due to Masur and Minsky [MM99]. Recall that ND(M) denotes the
D–neighborhood of M .
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Proposition 5.1.3. [Bow14] Let X be a connected graph, and let D > 0. Suppose that for
every pair of vertices x, y ∈ X0, there is a connected subgraph n(x, y) containing x and y in
such a way that
(1) for all x, y ∈ X0 with dX(x, y) ≤ 1 we have diamx(n(x, y)) ≤ D,
(2) for all x, y, x ∈ X0 we have n(x, y) ⊆ ND(n(x, y) ∪ n(z, y)).
Then X is hyperbolic. Moreover, for all x, y ∈ X0, the Hausdorff distance between n(x, y)
and any geodesic from x to y is bounded above by m − 4D, where m is any positive real
number satisfying
2D(6 + log2(m+ 2)) ≤ m.
Theorem 5.1.4. [PS15] Caug(S) is hyperbolic.
Proof. By Lemma 5.1.1, N(a, b) is a subgraph of Caug(S) and contains a and b. It is obvious
that hypothesis (1) of Proposition 5.1.3 is satisfied with D = 1. By Lemma 5.1.2, hypothesis
(2) is also satisfied with D = 1. Hence Caug(S) is hyperbolic.
For m = 22, the condition in Proposition 5.1.3 is satisfied with D = 1. We immediately
obtain the following proposition.
Corollary 5.1.5. Given two curves a and b in Caug(S) and g a geodesic in Caug(S) connecting
a to b, the Hausdorff distance between g and N(a, b) is at most 18.
5.2 Modified bicorn paths and construction of a
homeomorphism
Let L ∈ EL(S), l be a boundary leaf of L and a ∈ Caug(S). Pick a point c ∈ a t l. Orient
l, and fix the orientation of a so that at the point c, the orientation on a points into the
complementary region of L. We define N¯(a, l) to be the set of all bicorn curves between
a and l containing c along the above orientations of a and l, see Figure 5.1. Similarly, for
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ai, aj ∈ N¯(a, l), we say that ai < aj if the l–arc of aj strictly contains the l–arc of ai. We write
N¯(a, l) = {a = a0, a1, a2, ...}, and set {c = c0, c1, c2, ...} ⊆ a ∩ l to be the set of intersection
points corresponding to each bicorn curves in {a0, a1, a2, ...}, appearing in order along a.
Observe that for each n, an and an+1 intersect at most once, so they are adjacent points in
Caug(S). That means N¯(a, l) = {a = a0, a1, a2, ...} actually defines a path in Caug(S).
Figure 5.1: Orientation convention.
Proposition 5.2.1. Let L ∈ EL(S) and l be a boundary leaf of L. If N¯(a, l) = {an}, then
an
CH−−→ L.
In order to prove the above proposition, we need to define some additional definitions
and facts as follows.
Let L be a geodesic lamination on L. A transverse measure on L is an assignment of a
Radon measure to each arc a transverse to the lamination such that the measure on a subarc
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a′ of an arc a is the restriction to a′ of the measure on a, and two arcs are assigned the
same measure if they are isotopic through arcs transverse to L. A measured lamination µ is
a geodesic lamination |µ| called the support of µ, together with a transverse measure. The
set of all measured laminations is denoted by ML(S). The projective measured lamination,
denoted by PML(S), is the set of non–zero lamination up to scale. For more details about
ML(S), PML(S) and their topology, see [Mas82] and [Bon88]. Let S be the set of isotopy
classes of curves on S. Taking geodesic representatives with transverse counting measures, we
can identify S with a subset ofML(S). The geometric intersection number i(·, ·) : S ×S →
R+ = [0,∞) extends narurally to a continuous function i(·, ·) : ML(S) ×ML(S) → R+.
See [Mas82] and [Bon88] for more details.
The following theorems and corollary will be used to prove Proposition 5.2.1.
Theorem 5.2.2. [Mas82] Let µ, λ ∈ML(S). If |µ| ∈ EL(S) and i(µ, λ) = 0, then |µ| = |λ|.
Theorem 5.2.3. [Thu80] In ML(S), if λn → λ, then |λn| CH−−→ |λ|.
Corollary 5.2.4. Let µ ∈ ML(S) with |µ| ∈ EL(S) and {bn} ⊆ C0aug(S). If i(bn, µ) → 0,
then bn
CH−−→ |µ|.
Proof. Suppose L0 is a Hausdorff accumulation point of {bn}. It suffices to show |µ| ⊆ L0.
Pass to a subsequence such that bn
H−→ L0. Pass to a further subsequence such that [{bn}]→
[λ] ∈ PML(S). Then there is a sequence tn ∈ R such that tnbn → λ. As n → ∞, the
length of bn is either bounded or approaches infinity, since tnbn → λ, we have tn → 0 or tn
is bounded. Hence i(tnbn, µ) = tni(bn, µ) → 0. By continuity of i, i(tnbn, µ) → i(λ, µ). So,
i(λ, µ) = 0. By Theorem 5.2.2, |µ| = |λ|. Hence |µ| = |λ| ⊆ L0, by Theorem 5.2.3.
Proof of Proposition 5.2.1. Choose some µ ∈ML(S) with |µ| = L. Since a–arc of {an} has
length go to 0, we have i(an, µ)→ 0. By Corollary 5.2.4, an CH−−→ L.
Recall that for curves a and b, [a, b] is a geodesic in Caug(S) connecting a and b
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Proposition 5.2.5. Suppose |µ| ∈ EL(S) and {bn} ⊆ Caug(S) with i(bn, µ) → 0. Then
lim
n→∞
d(a, bn) =∞ and [{bn}] ∈ ∂Caug(S).
Proof. First, note that by Corollary 5.2.4, bn
CH−−→ |µ|. We suppose for a contradiction that
lim
n→∞
d(a, bn) 6=∞. Then there is a subsequence such that d(a, bn) = N and bn H−→ L1 where
L1 is a lamination. Since bn
CH−−→ |µ|, L1 ⊇ |µ|. For each n, we have b1n with d(a, b1n) = 1
and d(a, b1n) = N − 1. We may assume that b1n H−→ L2 where L2 is a lamination (pass to a
subsequence if necessary). Since d(a, b1n) = 1, L
1 t L2 = ∅, and so |µ| t L2 = ∅. Since
|µ| ∈ EL(S), we imply that L2 ⊇ |µ|. Proceeding inductively, for each k = 1, . . . , N we get
sequences {bkn}∞n=1 so that d(a, bkn) = N − k, bkn H−→ Lk+1, and Lk+1 ⊇ |µ|. But bNn = a for all
n, a contradiction.
To show [{bn}] ∈ ∂Caug(S), suppose that for a contradiction that lim inf
n,m→∞
(bm · bn)a ≤
k. Then there exists an infinite sequence of pairs {(m,n)} with m,n → ∞ such that
d(a, [bm, bn]) ≤ k + 2δ. Since [bm, bn] and N(bm, bn) have Hausdorff distance at most 18,
d(a,N(bm, bn)) ≤ k + 18 + 2δ. Let {bm,n} be a sequence corresponding to {(m,n)} such
that bm,n ∈ N(bm, bn) and d(a, bm,n) ≤ k + 18 + 2δ. Observe that i(bm,n, µ) ≤ i(bm, µ) +
i(bn, µ). Since i(bm, µ)→ 0 and i(bn, µ)→ 0, we also have i(bm,n, µ)→ 0. By the first part,
d(a, bm,n)→∞, which is contradiction. Thus [{bn}] ∈ ∂Caug(S).
The following corollary is obtained directly from the construction of bicorn curves (see
the proofs of Proposition 5.2.1 and 5.2.5).
Corollary 5.2.6. If N¯(a, l) = {an}, then lim
n→∞
d(a, an) =∞.
The following Proposition proves that for L ∈ EL(S) and l a boundary leaf of L, N¯(a, l) =
{an} defines a point in ∂Caug(S) which we denote [N¯(a, l)] ∈ ∂Caug(S).
Proposition 5.2.7. Let L ∈ EL(S) and l be a boundary leaf of L. Then N¯(a, l) = {an}
defines a point in ∂Caug(S). Moreover, if l′ is another boundary leaf of L, we have [N¯(a, l)] =
[N¯(a, l′)] ∈ ∂Caug(S).
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Proof. Let |µ| ∈ ML(S) such that |µ| = L. By definition, i(an, µ) → 0. By Proposition
5.2.5, {an} ∈ ∂Caug(S).
For the last part, let [N¯(a, l)] = [{an}] and [N¯(a, l′)] = [{a′n}]. Consider bm,n ∈ N(am, a′n).
We know that i(bm,n, µ) ≤ i(am, µ) + i(a′n, µ). Since i(am, µ) → 0 and i(a′n, µ) → 0, we also
have i(bm,n, µ) → 0. By Proposition 5.2.5, d(a, bm,n) → ∞. Since N(am, a′n) is close to
[am, a
′
n], we have [N¯(a, l)] = [{an}] = [{a′n}] = [N¯(a, l′)].
Proposition 5.2.8. Consider the map
F : EL(S)→ ∂Caug(S)
defined by F (L) = [N¯(a, l)] where l is a boundary leaf of L. Then F is injective and
continuous.
Proof. Let {Lk} be a sequence of laminations in EL(S), and L ∈ EL(S) such that Lk CH−−→ L.
Let l be a boundary leaf of L. Then there is a sequence {lk} with lk ⊆ Lk such that lk → l
locally uniformly. We can assume that all lk are boundary leaves. Then as k →∞, N¯(a, lk)
and N¯(a, l) agree on longer and longer initial points. That means N¯(a, lk) → N¯(a, l) in
∂Caug(S).
To prove injectivity, assume that L1, L2 ∈ EL(S) and L1 6= L2. For leaves, l1 ⊆ L1 and
l2 ⊆ L2, they intersect infinitely many times. Let β be a curve defined by an arc of l1 and
an arc of l2. Let N¯(a, l1) = {an} and N¯(a, l2) = {bm}. Since an CH−−→ L1, as n → ∞, long
segment of an follows l1. Similarly, as m → ∞, long segment of bm follows l2. Then there
exist N,M > 0 such that for all n > N,m > M , β ∈ N(an, bm) where an ∈ N¯(a, l1) and
bm ∈ N¯(a, l2). By Corollary 5.1.5, N(an, am) is with in distance 18 of [an, am] which means
[N¯(a, l1)] 6= [N¯(a, l2)].
The surjectivity of F is immediately obtained from the following lemma.
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Figure 5.2: Positions of x, y and z from the proof of Lemma 5.2.9
.
Lemma 5.2.9. If [{bn}] ∈ ∂Caug(S), then bn CH−−→ L where L ∈ EL(S) and F (L) = [{bn}].
Proof. We first pass to a subsequence so that bn
H−→ L1. Consider a component L0 of L1 and
its derived lamination L′0. We will show that L
′
0 ∈ EL(S). We suppose for a contradiction
that L′0 /∈ EL(S). That mean L′0 fills a proper subsurface Y of S. Let d be a curve in Caug(S)
disjoint from Y . Let l′ be a leaf of L′0. Note that l
′ is totally contained in Y . Consider bn
such that bn intersects Y essentially. Since L
′
0 fills Y , l
′ intersects bn infinite many times in
Y . Thus there is a curve d′ in Y (d′ possibly homotopic to ∂Y ) consisting of a subarc of l′ a
subarc of bn. Moreover, there exists m >> n such that bm is closed to l
′ long enough so that
d′ ∈ N(bn, bm). We know that N(bn, bm) is close to [bn, bm] by Corollary 5.1.5, and the d′ is
disjoint from d. Since n is arbitrary, this contradicts the fact that [{bn}] ∈ ∂Caug(S). Hence
L′0 ∈ EL(S). Let L′0 = L.
Next, let l be a boundary leaf of L. Write F (L) = [N¯(a, l)] = [{am}]. Suppose that
[N¯(a, l)] 6= [{bn}]. Then there exist N and M , such that all n > N and m > M , (am ·bn)a ≤ k
for some k. This implies d(a, [am, bn]) ≤ k + 2δ.
For any am ∈ N¯(a, l), there is nm large enough such that bnm is close to l on a very
long segment, so that {a, a1, a2, ..., am} ⊆ N(a, bnm). That means am ∈ N(a, bnm). Let
z ∈ [a, bnm ] be the closest point to am. By Corollary 5.1.5, d(am, z) ≤ 18. Let x ∈ [am, bnm ].
Consider a geodesic triangle built from [am, bnm ], [am, z] and [z, bnm ], see Figure 5.2. Since the
triangle is δ–thin and d(am, z) ≤ 18, there exists y on [z, bnm ] such that d(x, y) ≤ 18+δ. Thus
d(a, x) ≥ d(a, y)−18−δ = d(a, z)+d(z, y)−18−δ ≥ d(a, am)−18+d(am, x)−(36+δ)−18−δ =
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d(a, am) + d(am, x) − 72 − 2δ. Since lim
m→∞
d(a, am) =∞, and we can assume nm > N , we
have a contradiction to the fact that for n > N and m > M , d(a, [am, bn]) ≤ k + 2δ.
Next, we will show that F−1 is also continuous.
Lemma 5.2.10. Let {Lk} be a sequence in EL(S). If F (Lk) → F (L) in ∂Caug(S), then
Lk
CH−−→ L.
Proof. We first pass to a subsequence so that {Lk} Hausdorff converges. For all k, set
F (L) = N¯(a, l) = {an} and F (Lk) = [N¯(a, lk)] = [{akn}] where lk is a boundary leaf of
Lk. For each k, we pass to a subsequence of {akn} such that akn H−→ L0k. Pass to a further
subsequence of {Lk} such that L0k H−→ L0. Note that L0 contains Hausdorff limit of {Lk}. For
each k of the subsequence, choose aknk ∈ N¯(a, lk) and ank ∈ N¯(a, l) such that dH(aknk , L0k) < 1k
and lim
k→∞
(ank · aknk)a = ∞. Let aknk = ak. Thus [{ak}] = [{an}] = F (L). By Lemma 5.2.9,
ak
CH−−→ L. Observe that dH(ak, L0) ≤ dH(ak, L0k) + dH(L0k, L0). As k → ∞, dH(ak, L0k) → 0
and also dH(L
0
k, L
0) → 0. This means ak H−→ L0. Then ak CH−−→ L implies L ⊆ L0. We know
that L0 also contains the Hausdorff limit of {Lk}. Since L ∈ EL(S), the Hausdorff limit of
{Lk} contains L. Hence Lk CH−−→ L.
Now, we rewrite Theorem 1.0.1 for closed surfaces as follows.
Theorem 1.0.1. Let S be a finite type connected oriented surface. There is a Mod(S)–
equivariant homeomorphism F : EL(S) → ∂Caug(S). Furthermore, if {bn} ∈ Caug(S) is
a sequence converging to F (L), then any Hausdorff accumulation point of {bn} in G(S)
contains L.
Proof. By Proposition 5.2.8, Lemma 5.2.9, and Lemma 5.2.10 , we have F is a homeomor-
phism. Furthermore, if {bn} ∈ Caug(S) is a sequence converging to F (L), by Lemma 5.2.9,
any Hausdorff accumulation point of {bn} in G(S) contains L.
To see that F is Mod(S)–equivariant, note that for any f ∈Mod(S) and point [{an}] =
F (L), the Hausdorff accumulation points of {f(an)} are precisely the f–image of the Haus-
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dorff accumulation points of {an}, and hence all contain f(L) ∈ EL(S). Thus, by the first
part, it follows that f(F (L)) = f([{an}]) = [{f(an)}] = F (f(L)), as desired.
36
References
[BH96] S.A. Bleiler and C.D. Hodgson, Spherical space forms and Dehn filling, Topology
35 (1996), no. 3, 809–833.
[BH99] M.R. Bridson and A. Ha¨fliger, Metric spaces of non-positive curvature,
Die Grundlehren der mathematischen Wissenschaften in Einzeldarstellungen,
Springer, 1999.
[Bon88] F. Bonahon, The geometry of Teichmu¨ller space via geodesic currents, Inventiones
Mathematicae 92 (1988), no. 1, 139–162, cited By 105.
[Bow14] B.H. Bowditch, Uniform hyperbolicity of the crve grpahs, Pacific J. Math 269
(2014), no. 2, 269–280.
[BS85] J.S. Birman and C. Series, Geodesics with bounded intersection number on surfaces
are sparsely distributed, Topology 24 (1985), no. 2, 217–225.
[CB88] Andrew J. Casson and Steven A. Bleiler, Automorphisms of surfaces after nielsen
and thurston, Cambridge University Press, 1988, Cambridge Books Online.
[CEG06] R. D. Canary, D. B. A. Epstein, and P. L. Green, Notes on notes of Thurston
[mr0903850], Fundamentals of hyperbolic geometry: selected expositions, London
Math. Soc. Lecture Note Ser., vol. 328, Cambridge Univ. Press, Cambridge, 2006,
With a new foreword by Canary, pp. 1–115.
[FLP12] A. Fathi, F. Laudenbach, and V. Poe´naru, Thurston’s work on surfaces (mn-48),
Mathematical Notes - Princeton University Press, Princeton University Press,
2012.
[Ham06] U. Hamenstadt, Train tracks and the gromov boundary of the complex of curves,
Spaces of Kleinian Groups (Yair N. Minsky, Makoto Sakuma, and Caroline Series,
eds.), Cambridge University Press, 2006, pp. 187–208.
[Har81] W. J. Harvey, Boundary structure of the modular group, Riemann surfaces and
related topics: Proceedings of the 1978 Stony Brook Conference (State Univ. New
York, Stony Brook, N.Y., 1978), Ann. of Math. Stud., vol. 97, Princeton Univ.
Press, Princeton, N.J., 1981, pp. 245–251. MR 624817 (83d:32022)
[Hem01] J. Hempel, 3-Manifolds as viewed from the curve complex, Topology 40 (2001),
no. 3, 631–657.
37
[HPW13] S. Hensel, P. Przytycki, and R. C. H. Webb, Slim unicorns and uniform hyperbol-
icity for arc graphs and curve graphs, ArXiv e-prints (2013).
[Kat92] S. Katok, Fuchsian groups, Chicago Lectures in Mathematics, University of
Chicago Press, 1992.
[Kla99] E. Klarriech, The boundary at infinity of the curve complex and the relative Te-
ichmu¨ller space, preprint (1999).
[Koj98] S. Kojima, Deformations of hyperbolic 3-cone-manifolds, Journal of Differential
Geometry 49 (1998), no. 3, 469–516.
[LMS11] C.J. Leininger, M. Mj, and S. Schleimer, The universal cannon-thurston map and
the boundary of the curve complex, Commentarii Mathematici Helvetici 86 (2011),
no. 4, 769–816.
[Mas82] H.A. Masur, Two boundaries of Teichmu¨ller space, Duke Mathematics Journal 49
(1982), no. 1, 183–190.
[MM99] H.A. Masur and Y.N. Minsky, Geometry of the complex of curves I: Hyperbolicity,
Inventiones Mathematicae 138 (1999), no. 1, 103–149.
[MM00] , Geometry of the complex of curves II: Hierarchical structure, Geometric
and Functional Analysis 10 (2000), no. 4, 902–974.
[MS12] H.A. Masur and S. Schleimer, The geometry of the disk complex, Journal of the
American Mathematical Society 26 (2012), no. 1, 1–62.
[PS15] P. Przytycki and A. Sisto, A note on acylindrical hyperbolicity of mapping class
groups, ArXiv e-prints (2015).
[Sch] S. Schleimer, personal communication.
[Thu80] W.P. Thurston, The geometry and topology of threemanifolds, Princeton university
course notes, Princeton University Press, 1980.
[Wic13] Alexander S. Wickens, Ending laminations and the curve complex, Master’s thesis,
University of Warwick, Coventry, 2013.
38
