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Throughout the paper unless otherwise stated, let H1 and H2
be real Hilbert spaces with inner product h; i and norm
k  k. Let C and Q be nonempty closed convex subsets of H1
and H2, respectively. Let Y be a Hausdorff topological space
and P be a pointed, proper, closed and convex cone of Y with
intP – ;.In 1994, Blum and Oettli [1] introduced and studied the fol-
lowing equilibrium problem (in short, EP): Find x 2 C such
that
F1ðx; yÞP 0; 8y 2 C; ð1:1Þ
where F1 : C C! R is a bifunction. We denote the solution
set of EP(1.1) by sol(EP(1.1)).
In the last two decades, EP(1.1) has been generalized and
extensively studied in many directions due to its importance;
see for example [2–10] for the literature on the existence and
iterative approximation of solution of the various generaliza-
tions of EP(1.1). Recently, Kazmi and Rizvi [11] considered
the following pair of equilibrium problems in different spaces,
which is called split equilibrium problem (in short, SEP): Let
F1 : C C! R and F2 : QQ ! R be nonlinear bifunctions
and let A : H1 ! H2 be a bounded linear operator then the
split equilibrium problem (SEP) is to ﬁnd x 2 C such that
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and such that
y ¼ Ax 2 Q solves F2ðy; yÞP 0; 8y 2 Q: ð1:3Þ
They introduced and studied some iterative methods for ﬁnd-
ing the common solution of SEP(1.2) and (1.3), variational
inequality and ﬁxed point problems. We denote the solution
set of SEP(1.2) and (1.3) by sol(SEP(1.2) and
(1.3)) :¼ fp 2 solðEPð1:2ÞÞ : Ap 2 solðEPð1:3ÞÞg. For related
work, see [12,14].
In this paper, we introduce and study the following class of
split generalized vector equilibrium problems (in short,
SGVEP):
Let F1 : C C ! Y and F2 : QQ ! Y be nonlinear
bimappings and let /1 : C ! Y; /2 : Q ! Y be nonlinear
mappings, then SGVEP is to ﬁnd x 2 C such that
F1ðx; xÞ þ /1ðxÞ  /1ðxÞ 2 P; 8x 2 C; ð1:4Þ
and such that
y ¼ Ax 2Q solves F2ðy;yÞ þ/2ðyÞ /2ðyÞ 2 P; 8y 2Q:
ð1:5Þ
When looked separately, (1.4) is the generalized vector equilib-
rium problem (GVEP) and we denote its solution set by sol(G-
VEP(1.4)). The SGVEP(1.4) and (1.5) constitutes a pair of
generalized vector equilibrium problems which have to be
solved so that the image y ¼ Ax under a given bounded lin-
ear operator A, of the solution x of the GVEP(1.4) inH1 is the
solution of another GVEP(1.5) in another space H2, we denote
the solution set of GVEP(1.5) by sol(GVEP(1.5)). The solution
set of SGVEP(1.4) and (1.5) is denoted by C ¼ fp 2 sol
ðGVEPð1:4ÞÞ : Ap 2 solðGVEPð1:5ÞÞg. GVEP(1.4) has been
studied by Kazmi and Farid [19] in Banach spaces.
SGVEP(1.4) and (1.5) generalize multiple-sets split feasibil-
ity problem. It also includes as special case, the split varia-
tional inequality problem [15] which is the generalization of
split zero problems and split feasibility problems, see for detail
[33,34,15–17].
If /1 ¼ /2 ¼ 0, then SGVEP(1.4) and (1.5) reduces to the
split vector equilibrium problem (in short, SVEP): Find
x 2 C such that
F1ðx; xÞ 2 P; 8x 2 C; ð1:6Þ
and such that
y ¼ Ax 2 Q solves F2ðy; yÞ 2 P; 8y 2 Q; ð1:7Þ
which appears to be new and is the vector version of SEP(1.2)
and (1.3) [11]. Further, if H1 ¼ H2; C ¼ Q, and F1 ¼ F2, then
SVEP(1.6) and (1.7) reduces to the strong vector equilibrium
problem (in short, VEP) of ﬁnding x 2 C such that
F1ðx; xÞ 2 P; 8x 2 C; ð1:8Þ
which has been studied by Kazmi and Khan [18]. In recent
years, the vector equilibrium problem has been intensively
studied by many authors (see, for example [2–4,18] and the ref-
erences therein).
Next, we recall that a mapping T : C ! C is said to be con-
traction if there exists a constant a 2 ð0; 1Þ such that
kTx Tyk 6 akx yk; 8x; y 2 C. If a ¼ 1, T is called nonex-
pansive on C.The ﬁxed point problem (in short, FPP) for a nonexpansive
mapping T is:
Find x 2 C such that x 2 FixðTÞ; ð1:9Þ
where FixðTÞ is the ﬁxed point set of the nonexpansive map-
ping T. It is well known that FixðTÞ is closed and convex.
In 1997, using Cesa`ro mean approximation, Shimizu and
Takahashi [20] established a strong convergence theorem for a
ﬁnite family of nonexpansive mappings fTig ði¼ 0;1;2; . . . ;NÞ
in a real Hilbert space. For further related work, see [21].
Very recently, Colao et al. [23] introduced and studied the
following iterative method to obtain a strong convergence
theorem for FPP(1.9) of a nonexpansive semigroup
fTðsÞ : 0 6 s <1g in the presence of the error sequence feng
in Hilbert space:
x0 2 C;
xnþ1 ¼ ancfðxnÞ þ bnxn þ ðð1 bnÞI anBÞTðsÞxn þ en;

where f : H1 ! H1 is a contraction mapping with constant
a; T : C! C is a nonexpansive mapping, and B : H1 ! H1
is a strongly positive linear bounded operator, i.e., if there
exists a constant c > 0 such that
hBx; xiP ckxk2; 8x 2 H1;
with 0 < c < ca and t 2 ð0; 1Þ and proved that the sequence fxng
converges strongly to the unique solution of the variational
inequality
hðB cf Þz; x ziP 0; 8x 2 FixðTÞ;
which is the optimality condition for the minimization
problem
min
x2FixðTÞ
1
2
hBx; xi  hðxÞ;
where h is the potential function for cf.
We note that in spite of the fact that the ﬁxed point iterative
methods are designed for numerical purposes, and hence the
consideration of errors is of both theoretical and practical
importance, however, the condition which implies the errors
tend to zero, is not suitable for the randomness of the occur-
rence of errors in practical computations, see [24].
Motivated by the work of Shimizu and Takahashi [20],
Colao et al. [23], Shan and Haung [26] and Kazmi and Rizvi
[11,12,14] and by the on going research in this direction, we
introduce and study the strong convergence of an explicit iter-
ative method for approximating a common solution of
SGVEP(1.4) and (1.5) and FPP(1.9) for a ﬁnite family of non-
expansive mappings in real Hilbert spaces using viscosity Ces-
a`ro mean approximation in Hilbert spaces. The results
presented in this paper generalize, improve and unify many
previously known results in this research area, see instance
[5,10–13,22,23].
2. Preliminaries
We recall some concepts and results which are needed in
sequel.
For every point x 2 H1, there exists a unique nearest point
in C denoted by PCx such that
kx PCxk 6 kx yk; 8y 2 C: ð2:1Þ
364 K.R. Kazmi et al.PC is called the metric projection of H1 onto C. It is well known
that PC is nonexpansive mapping and is characterized by the
following property:
hx PCx; y PCxi 6 0: ð2:2Þ
Further, it is well known that every nonexpansive operator
T : H1 ! H1 satisﬁes, for all ðx; yÞ 2 H1 H1, the inequality
hðx TðxÞÞ  ðy TðyÞÞ; TðyÞ  TðxÞi
6 ð1=2ÞkðTðxÞ  xÞ  ðTðyÞ  yÞk2; ð2:3Þ
and therefore, we get, for all ðx; yÞ 2 H1  FixðTÞ,
hx TðxÞ; y TðxÞi 6 ð1=2ÞkTðxÞ  xk2; ð2:4Þ
see, e.g. [27, Theorem 3.1].
It is also known that H1 satisﬁes Opial’s condition [28], i.e.,
for any sequence fxng with xn * x the inequality
lim inf
n!1
kxn  xk < lim inf
n!1
kxn  yk ð2:5Þ
holds for every y 2 H1 with y – x.
Deﬁnition 2.1. A mapping T : H1 ! H1 is said to be ﬁrmly
nonexpansive, if
hTx Ty; x yiP kTx Tyk2; 8x; y 2 H1:
Deﬁnition 2.2. A mapping T : H1 ! H1 is said to be averaged
if and only if it can be written as the average of the identity
mapping and a nonexpansive mapping, i.e.,
T :¼ ð1 aÞIþ aS;
where a 2 ð0; 1Þ and S : H1 ! H1 is nonexpansive and I is the
identity operator on H1.
We note that the averaged mappings are nonexpansive.
Further, the ﬁrmly nonexpansive mappings are averaged. Fur-
ther for some key properties of averaged operators, see for
instance [16].
Lemma 2.1 [29]. Let fxng and fyng be bounded sequences
in a Banach space X and fbng be a sequence in ½0; 1
with 0 < lim infn!1 bn 6 lim supn!1 bn < 1. Suppose xnþ1 ¼
ð1  bnÞyn þ bnxn, for all integers nP 0 and lim supn!1
ðkynþ1  ynk  kxnþ1  xnkÞ 6 0. Then limn!1kyn  xnk ¼ 0.
Lemma 2.2 [30]. Let fang be a sequence of nonnegative real
numbers such that
anþ1 6 ð1 anÞan þ dn; nP 0;
where fang is a sequence in ð0; 1Þ and fdng is a sequence in R
such that
ðiÞ
X1
n¼1
an ¼ 1; ðiiÞ lim sup
n!1
dn
an
6 0 or
X1
n¼1
jdnj <1:
Then limn!1 an ¼ 0.
Lemma 2.3 [25]. Assume that B is a strong positive linear
bounded self adjoint operator on a Hilbert space H1 with coefﬁ-
cient c > 0 and 0 < q 6 kBk1. Then kI qBk  1 qc.Lemma 2.4. The following inequality hold in real Hilbert space
H1:
kxþ yk2 6 kxk2 þ 2hy; xþ yi; 8x; y 2 H1:
Deﬁnition 2.3. [26,31]. Let X and Y be two Hausdorff topo-
logical spaces, and let E be a nonempty, convex subset of X
and P be a pointed, proper, closed, convex cone of Y with
intP – ;. Let 0 be the zero point of Y;Uð0Þ be the neighbor-
hood set of 0;Uðx0Þ be the neighborhood set of x0, and
f : E! Y be a mapping.
(i) If for any V 2 Uð0Þ in Y, there exists U 2 Uðx0Þ such
that
fðxÞ 2 fðx0Þ þ Vþ P ðor fðxÞ 2 fðx0Þ þ V PÞ; 8x 2 U \ E;
then f is called upper P-continuous at x0. If f is upper P-con-
tinuous (lower P-continuous) for all x 2 E, then f is called
upper P-continuous (lower P-continuous) on E;
(ii) If for any x; y 2 E and t 2 ½0; 1, the mapping f satisﬁes
fðxÞ 2 fðtxþ ð1 tÞyÞ þ P or fðyÞ 2 fðtxþ ð1 tÞyÞ þ P;
then f is called proper P-quasiconvex;
(iii) If for any x1; x2 2 E and t 2 ½0; 1, the mapping f satisﬁes
tfðx1Þ þ ð1 tÞfðx2Þ 2 fðtxþ ð1 tÞyÞ þ P;
then f is called P-convex.
Lemma 2.5. [26,32]. Let X and Y be two real Hausdorff topo-
logical spaces; let E be a nonempty, compact, convex subset of
X, and let P be a pointed, proper, closed and convex cone of Y
with intP – ;. Assume that g : E E! Y and U : E! Y are
two mappings. Suppose that g and U satisfy
(i) gðx; xÞ 2 P , for all x 2 E, and gð; yÞ is lower P-continuous
for all y 2 E;
(ii) U is upper P-continuous on E, and gðx; Þ þ UðÞ is proper
P-quasiconvex for all x 2 E.
Then there exists a point x 2 E satisﬁes
Gðx; yÞ 2 P n f0g; 8y 2 E;
where
Gðx; yÞ ¼ gðx; yÞ þ UðyÞ  UðxÞ; 8x; y 2 E:
Let F1 : C C! Y and /1 : C! Y be two mappings. For
any z 2 H1, deﬁne a mapping G1z : C C! Y as follows:
G1zðx; yÞ ¼ F1ðx; yÞ þ /1ðyÞ  /1ðxÞ þ
e
r
hy x; x zi; ð2:6Þ
where r is a positive number in R and e 2 P.
Assumption 2.1. Let G1z ;F1;/1 satisfy the following conditions:
(i) For all x 2 C; F 1ðx; xÞ 2 P; F 1 is P-monotone, i.e.,
F 1ðx; yÞ þ F 1ðy; xÞ 2 P for all x; y 2 C; F 1ð; yÞ is contin-
uous for all y 2, and F 1ðx; Þ is weakly continuous and
P-convex, i.e.,
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8x; y1; y2 2 C; 8t 2 ½0; 1;
(ii) G1zð; yÞ is lower P-continuous for all y 2 C and z 2 H 1,
and G1zðx; Þ is proper P-quasiconvex for all x 2 C and
z 2 H 1.
(iii) /1ðÞ is P-convex and weakly continuous.Lemma 2.6 [26]. Assume that C#H1 and Q#H2 are non-
empty, compact and convex sets. Assume that F1;/1 and G1z
are satisfying Assumption 2.1. For r > 0 and for all x 2 H1,
deﬁne a mapping TðF1 ;/1Þr : H1 ! C as follows:
TðF1 ;/1Þr ðxÞ ¼ fz 2 C : F1ðz; yÞ þ /1ðyÞ  /1ðzÞ
þ e
r
hy z; z xi 2 P; 8y 2 Cg:
Then the following hold:
(i) T ðF 1 ;/1Þr ðxÞ is nonempty for all x 2 H 1.
(ii) T ðF 1 ;/1Þr is single-valued and ﬁrmly nonexpansive.
(iii) FixðT ðF 1 ;/1Þr Þ ¼ solðGVEPð1:4ÞÞ and solðGVEPð1:4ÞÞ is
closed and convex.
Further, assume that F2 : QQ ! Y; /2 : Q ! Y and
G2z : QQ ! Y deﬁned by
G1zðu; vÞ ¼ F2ðu; vÞ þ /2ðvÞ  /2ðuÞ þ
e
r
hv u; u wi;
are satisfying Assumption 2.1. For s > 0 and for all w 2 H2,
deﬁne a mapping TðF2 ;/2Þs : H2 ! Q as follows:
TðF2 ;/2Þs ðwÞ ¼
n
u 2 Q : F2ðu; vÞ þ /2ðvÞ  /2ðuÞ
þ e
s
hv u; u wi 2 P; 8v 2 Q
o
:
Then, we easily observe that TðF2 ;/2Þs ðwÞ is nonempty for each
w 2 H2; TðF2 ;/2Þs is single-valued and ﬁrmly nonexpansive;
sol(GVEP(2.7))is closed and convex and FixðTðF2 ;/2Þs Þ ¼
solðGVEPð2:7ÞÞ, where sol(GVEP(2.7)) is the solution set of
the following GVEP: Find y 2 Q such that
F2ðy; yÞ þ /2ðyÞ  /2ðxÞ 2 P; 8y 2 Q: ð2:7Þ
We observe that solðGVEPð1:5ÞÞ  solðGVEPð2:7ÞÞ. Further,
it is easy to prove that C is closed and convex set.
Notation. Let fxng be a sequence in H1, then xn ! x
(respectively, xn * x) denotes strong (respectively, weak)
convergence of the sequence fxng to a point x 2 H1.
3. Main result
In this section, we prove a strong convergence theorem based
on the proposed viscosity Cesa`ro mean approximation method
for computing the approximate common solution of
SGVEP(1.4) and (1.5) and FPP(1.9) for a ﬁnite family of non-
expansive mappings in real Hilbert spaces.
First, we have the following lemma. The proof is similar to
the proof given in [26], and hence omitted.
Lemma 3.1. Let F1;/1 and G1z satisfy Assumption 2.1 and let
TðF1;/1Þr be deﬁned as in Lemma 2.6 for r > 0. Let x1; x2 2 H1
and r1; r2 > 0. Then:TðF1 ;/1Þr2 ðx2ÞTðF1 ;/1Þr1 ðx1Þ
 6 kx2x1kþjr2 r1j
r2
TðF1 ;/1Þr2 ðx2Þx2
 :
Now, we prove the following main result.
We assume that C – ;.
Theorem 3.1. Let H1 and H2 be two real Hilbert spaces; let
C#H1 and Q#H2 be nonempty, compact and convex subsets;
let Y be a Hausdorff topological space and let P be a proper,
closed and convex cone of Y with intP– ;. Let A : H1 ! H2 be
a bounded linear operator. Assume that F1 : C C ! Y;
F2 : QQ ! Y, /1 : C ! Y and /2 : Q ! Y are nonlinear
mappings satisfying Assumption 2.1 and F2 is upper semicon-
tinuous in ﬁrst argument. Let Ti : C! C be a nonexpansive
mapping for each i ¼ 0; 1; 2; . . . ; n such that H ¼ Tni¼1 FixðTiÞ\
C – ;. Let f : H1 ! H1 be a contraction mapping with constant
a 2 ð0; 1Þ and B be a strongly positive bounded linear self adjoint
operator on H1 with constant c > 0 such that 0 < c <
c
a < cþ 1a.
For a given x0 2 C arbitrarily, let the iterative sequences fung
and fxng be generated by
un ¼ TðF1 ;/1Þrn xn þ dA TðF2 ;/2Þrn  I
 
Axn
 
;
xnþ1 ¼ ancfðxnÞ þ bnxn þ ðð1 bnÞI anBÞ 1nþ1
Xn
i¼0
Tiun þ cnen;
8><
>:
ð3:1Þ
where feng is an bounded error sequence in H1; d 2 ð0; 1=LÞ;L
is the spectral radius of the operator AA and A is the adjoint of
A and fang, fbng; fcng are the sequences in ð0; 1Þ and
rn  ð0;1Þ satisfying the following conditions:
(i) limn!1 an ¼ 0 and
P1
n¼0 an ¼ 1;
(ii) limn!1
cn
an
¼ 0;
(iii) 0 < lim infn!1 bn 6 lim supn!1 bn < 1;
(iv) lim infn!1 rn > 0 and limn!1jrnþ1  rnj ¼ 0.
Then the sequence fxng converges strongly to z 2 PH, where
z ¼ PHðI Bþ cfÞz.
Proof. By using condition (i) and Lemma 2.3, we can observe
that there exists a unique element z 2 H1 such that
z ¼ P\n
i¼1 FixðTiÞ\CðI Bþ cfÞðzÞ, see [12].
Let p 2 H :¼ Tni¼0 FixðTiÞ \ C, i.e., p 2 C, we have
p ¼ TðF1;/1Þrn p and Ap ¼ TðF2;/2Þrn ðApÞ. Using the similar argu-
ments used in proof of Theorem 3.1 [11], we have the following
estimates:
kun  pk2 6 kxn  pk2 þ dðLd 1Þ TðF2 ;/2Þrn  I
 
Axn
 2: ð3:2Þ
Since, d 2 0; 1
L
 
, we obtain
kun  pk2 6 kxn  pk2: ð3:3Þ
Now, on setting tn :¼ 1nþ1
Pn
i¼0T
i, we can easily observe that
the mapping tn is nonexpansive. Since p 2 H, we have
tnp ¼ 1
nþ 1
Xn
i¼0
Tip ¼ 1
nþ 1
Xn
i¼0
p ¼ p: ð3:4Þ
366 K.R. Kazmi et al.Since feng is bounded, using condition (ii), we obtain that
cnkenk
an
n o
is bounded. Then, there exists a nonnegative real num-
ber K such that
kcfðpÞ  Bpk þ cnkenk
an
6 K; for all nP 0: ð3:5Þ
Further, it follows by (3.1), (3.3) and (3.5) that
kxnþ1pk¼ kancfðxnÞþbnxnþðð1bnÞIanBÞtnunþ cnenpk
6 ankcfðxnÞBpkþbnkxnpkþð1bnancÞkunpkþ cnkenk
6 anckfðxnÞ fðpÞkþankcfðpÞBpkþbnkxnpkþ cnkenk
þð1bnancÞkxnpk
6 ancakxnpkþankcfðpÞBpkþð1ancÞkxnpkþ cnkenk
6 ð1ðc caÞanÞkxnpkþanK
6max kxnpk; K
c ca
 
; nP 0
..
.
6max kx0pk; K
c ca
 
:z ð3:6Þ
Hence fxng is bounded and consequently, we deduce that
fung; ftnung and ffðxnÞg are bounded.
Next, it follows from Lemma 3.1 that
kunþ1  unk 6 kxnþ1  xnk þ dkAkrn þ dn;
where
rn ¼ 1 rnþ1
rn

 TðF2 ;/2Þrn Axn  Axn ;
dn ¼ 1 rnþ1
rn

 TðF1 ;/1Þrn xn þ dA TðF2 ;/2Þrn  I Axn 
 xn þ dA TðF2 ;/2Þrn  I
 
Axn
 ;
see [12] for details.
Next, we easily estimate that
ktnþ1unþ1  tnunk6 kunþ1  unkþ 2ðnþ 2Þ kun  pkþ
2
ðnþ 2Þ kpk:
It follows from the above two inequalities that
ktnþ1unþ1  tnunk 6 kxnþ1  xnk þ dkAkrn þ dn
þ 2
nþ 2 kun  pk þ
2
nþ 2 kpk: ð3:7Þ
Setting xnþ1 ¼ ð1 bnÞln þ bnxn, then we have
ln ¼ ancfðxnÞ þ ðð1 bnÞI anBÞtnun þ cnen
1 bn
; and
lnþ1  ln ¼ anþ1
1 bnþ1
cfðxnþ1Þ  Btnþ1unþ1 þ cnþ1enþ1anþ1
 	
þ tnþ1unþ1  tnun þ an
1 bn
Btnun  cfðxnÞ  cnenan
 	
:
It follows from (3.7) thatklnþ1 lnk6 anþ1
1bnþ1
kcfðxnþ1ÞBtnþ1unþ1kþ cnþ1kenþ1kanþ1
 	
þktnþ1unþ1 tnunkþ an
1bn
kBtnun cfðxnÞkþ cnkenkan
 	
6 anþ1
1bnþ1
kcfðxnþ1ÞBtnþ1unþ1kþ cnþ1kenþ1kanþ1
 	
þkxnþ1xnk
þ ckAkrnþdnþ 2
nþ2kunpkþ
2
nþ2kpk
þ an
1bn
kBtnun cfðxnÞkþ cnkenkan
 	
:
Therefore, we obtain
klnþ1 lnkkxnþ1xnk6 anþ1
1bnþ1
kcfðxnþ1ÞBtnþ1unþ1kþ cnþ1kenþ1kanþ1
 	
þ an
1bn
kBtnun cfðxnÞþ cnkenkan
 	
þ ckAkrnþdnþ 2
nþ2kunpkþ
2
nþ2kpk:
Taking n!1 and using the conditions (i)–(iv), we obtain
lim sup
n!1
ðklnþ1  lnk  kxnþ1  xnkÞ  0: ð3:8Þ
From Lemma 2.1 and (3.8), we obtain limn!1kln  xnk ¼ 0
and
kxnþ1  xnk 6 lim
n!1
ð1 bnÞkln  xnk ¼ 0: ð3:9Þ
Since, we can write
kxn  tnunk 6 kxn  xnþ1k þ kancfðxnÞ þ bnxn þ ðð1 bnÞI
 anBÞtnun þ cnen  tnunk
6 kxn  xnþ1k þ ankcfðxnÞ  Btnunk þ bnkxn
 tnunk þ cnkenk;
and then
kxn tnunk6 1
1bn
kxnxnþ1kþ an
1bn
kcfðxnÞBtnunkþcnkenkan
 	
:
Since an ! 0 and kxnþ1  xnk ! 0 as n! 1, we obtain
lim
n!1
kxn  tnunk ¼ 0: ð3:10Þ
Again, since fxng is bounded, we may assume a nonnegative
real number K such that kxn  pk 6M. It follows from (3.2)
and Lemma 2.4 that
kxnþ1pk2¼kanðcfðxnÞBpÞþbnðxn tnunÞ
þð1anBÞðtnunpÞþ cnenk2
6 kð1anBÞðtnunpÞþbnðxn tnunÞk2
þ2hancfðxnÞBpþ cnen;xnþ1pi
6 ½kð1anBÞðtnunpÞkþbnkxn tnunk2
þ2anhcfðxnÞBp;xnþ1piþ2hcnen;xnþ1pi
6 ½ð1ancÞkunpkþbnkxn tnunk2
þ2anhcfðxnÞBp;xnþ1piþ2cnkenkM
¼ð1ancÞ2kunpk2þb2nkxn tnunk2
þ2ð1ancÞbnkunpk
kxn tnunkþ2anhcfðxnÞBp;xnþ1pi
þ2cnkenkM ð3:11Þ
A viscosity Cesa`ro mean approximation method for split generalized vector equilibrium problem6 ð1ancÞ2½kxnpk2þdðLd1ÞkðTF2rn  IÞAxnk
2
þb2nkxn tnunk2
þ2ð1ancÞbnkunpkkxn tnunk
þ2anhcfðxnÞBp;xnþ1piþ2cnkenkM
6 kxnpk2þðancÞ2Þkxnpk2
þð1ancÞ2dðLd1Þk TF2rn  I
 
Axnk2
þb2nkxn tnunk2þ2ð1ancÞbnkun
pkkxn tnunk
þ2an hcfðxnÞBp;xnþ1piþ cnkenkMan
 	
:
Therefore,
ð1ancÞ2dð1LdÞk TF2rn  I
 
Axnk2
6 kxnpk2kxnþ1pk2þb2nkxn tnunk2
þanc2kxnpk2þ2ð1ancÞbnkunpkkxn tnunk
þ2an hcfðxnÞBp;xnþ1piþ cnkenkMan
 	
6 ðkxnpkþkxnþ1pkÞkxnxnþ1kþb2nkxn tnunk2
þanc2kxnpk2þ2ð1ancÞbnkunpkkxn tnunk
þ2an ckfðxnÞkþkBpkþ cnkenkan
 	
M:
Since dðLd 1Þ > 0; kxnþ1  xnk ! 0 and kxn  tnunk ! 0 as
n!1 and from (i) and (ii), we obtain
lim
n!1
TðF2 ;/2Þrn  I
 
Axn
 2 ¼ 0: ð3:12Þ
Next, we show that kxn  unk ! 0 as n!1. Since p 2 H,
we can obtain
kun  pk2 6 kxn  pk2  kun  xnk2 þ 2dkAðun
 xnÞk TðF2 ;/2Þrn  I
 
Axn
 ;
see [11]. It follows from (3.11) and (3.12) that
kxnþ1pk2 6 ð1ancÞ2kunpk2þb2nkxn tnunk2
þ2ð1ancÞbnkunpk
kxn tnunkþ2anhcfðxnÞBp;xnþ1pi
þ2cnkenkM
6 ð1ancÞ2 kxnpk2kunxnk2þ2dkAðunxnÞk TðF2 ;/2Þrn  I
 
Axn
 h i
þb2nkxn tnunk2þ2ð1ancÞbnkunpkkxn tnunk
þ2anhcfðxnÞBp;xnþ1piþ2cnkenkM
6 kxnpk2þðancÞ2kxnpk2ð1ancÞ2
kunxnk2
þ2ð1ancÞ2dkAðunxnÞk TðF2 ;/2Þrn  I
 
Axn
 
þb2nkxn tnunk2þ2ð1ancÞbnkunpk
kxn tnunk
þ2an hcfðxnÞBp;xnþ1piþcnkenkMan
 	
:
Therefore,
ð1ancÞ2kunxnk2 6kxnpk2kxnþ1pk2þb2nkxn tnunk2
þanc2kxnpk2þ2ð1ancÞbnkunpkkxn tnunk
þ2ð1ancÞ2dkAðunxnÞk TðF2 ;/2 Þrn  I
 
Axn
 
þ2an hcfðxnÞBp;xnþ1piþ cnkenkMan
 	
6 ðkxnpkþkxnþ1pkÞkxnxnþ1kþb2nkxn tnunk2
þ2ð1ancÞ2dkAðunxnÞk TðF2 ;/2 Þrn  I
 
Axn
 
þanc2kxnpk2þ2ð1ancÞbnkunpkkxn tnunk
þ2an ckfðxnÞkþkBpkþ cnkenkan
 	
M:Since an ! 0; kxnþ1  xnk ! 0, TðF2 ;/2Þrn  I
 
Axn
 ! 0 and
kxn  tnunk ! 0 as n!1 and from (i) and (iv), we obtain
lim
n!1
kun  xnk ¼ 0: ð3:13Þ
Using (3.10) and (3.13), we obtain
ktnun  unk 6 ktnun  xnk þ kxn  unk ! 0 as n!1:
Next, we show that lim supn!1hðcf BÞz; xn  zi 6 0,
where z ¼ PHðI Bþ cfÞz. To show this inequality, we choose
a subsequence funig of fung such that
lim sup
n!1
hðcf BÞz; un  zi ¼ lim
i!1
hðcf BÞz; uni  zi: ð3:14Þ
Since funig is bounded, there exists a subsequence funij g offunig which converges weakly to some w 2 C. Without loss
of generality, we can assume that uni * w. From
ktnun  unk ! 0, we obtain tnuni * w.
Now, we prove that w 2 Tni¼1 FixðTiÞ \ C. Let us ﬁrst show
that w 2 FixðtnÞ ¼ 1nþ1
Pn
i¼0 FixðTiÞ. Assume that
w R 1nþ1
Pn
i¼0 FixðTiÞ. Since uni * w and tnw – w. Form Opi-
al’s condition (2.5), we have
lim inf
i!1
kuni  wk < lim inf
i!1
kuni  tnwk
6 lim inf
i!1
kuni  tnunik þ ktnuni  tnwkf g
6 lim inf
i!1
kuni  wk;
which is a contradiction. Thus, we obtain
w 2 FixðtnÞ ¼ 1nþ1
Pn
i¼0 FixðTiÞ.
Next, we show that w 2 solðGVEPð1:4ÞÞ. Since
un ¼ TðF1;/1Þrn dn where dn :¼ xn þ dA TðF2;/2Þrn  I

 
Axn, we
have
F1ðun; yÞ þ /1ðyÞ  /1ðunÞ þ
e
rn
hy un; un  dni 2 P;
8y 2 C; ð3:15Þ
which implies that
0 2 F1ðy; unÞ  ð/1ðyÞ  /1ðunÞÞ 
e
rn
hy un; un  dni þ P;
8y 2 C:
Let yt ¼ ð1 tÞwþ ty for all t 2 ð0; 1. Since y 2 C and w 2 C,
we get yt 2 C and now (3.15) shows that
02F1ðyt ;uni Þð/1ðytÞ/1ðuni ÞÞ e ytuni ;
uni xni
rni
þdA
TðF2 ;/2 Þrni  I

 
Axni
rni
0
@
1
A* +þP:
ð3:16Þ
Since A is bounded linear, it follows from (3.12) and (3.13)
and lim inf rn > 0 that
unixni
rni
! 0 and
A
T
ðF2 ;/2Þ
rni
I

 
Axni
rni
0
@
1
A! 0, and so
0 2 F1ðyt;wÞ  ð/1ðytÞ  /1ðwÞÞ þ P: ð3:17Þ
It follows from Assumption 2.1 (i) and (iii) that
tF1ðyt; yÞ þ ð1 tÞF1ðyt;wÞ þ t/1ðyÞ þ ð1 tÞ/1ðwÞ  /1ðytÞ
2 F1ðyt; ytÞ þ /1ðytÞ  /1ðytÞ þ P ¼ P;
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t½F1ðyt;yÞþ/1ðyÞ/1ðytÞð1 tÞ½F1ðyt;wÞþ/1ðwÞ/1ðytÞ 2P:
ð3:18Þ
From (3.17) and (3.18), we get
t½F1ðyt;yÞþ/1ðyÞ/1ðytÞ 2 ð1 tÞ½F1ðyt;wÞþ/1ðwÞ/1ðytÞP2P
and so
t½F1ðyt; yÞ þ /1ðyÞ  /1ðytÞ 2 P:
It follows that
F1ðyt; yÞ þ /1ðyÞ  /1ðytÞ 2 P:
Letting t ! 0, we obtain
F1ðw; yÞ þ /1ðyÞ  /1ðwÞ 2 P; 8y 2 C:
This implies that w 2 solðGVEPð1:4ÞÞ.
Next, we show that Aw 2 solðGVEPð1:5ÞÞ. Since
kun  xnk ! 0; un * w as n!1 and fxng is bounded, there
exists a subsequence fxnkg of fxng such that xnk * w and
since A is a bounded linear operator so that Axnk * Aw.
Now setting vnk ¼ Axnk  TðF2;/2Þrnk Axnk . It follows that from
(3.12) that limk!1 vnk ¼ 0 and Axnk  vnk ¼ TðF2;/2Þrnk Axnk .
Therefore from Lemma 2.6, we have
F2ðAxnk  vnk ; zÞ þ /1ðzÞ  /1ðunkÞ þ
e
rnk
hz ðAxnk  vnkÞ;
ðAxnk  vnkÞ  Axnki 2 P; 8z 2 Q:
Since F2 is upper semicontinuous in ﬁrst argument and P is
closed, taking lim sup to above inequality as k !1 and using
condition (iii), we obtain
F2ðAw; zÞ þ /1ðzÞ  /1ðunkÞ 2 P; 8z 2 Q;
which means that Aw 2 solðGVEPð1:5ÞÞ and hence w 2 C.
Next, we claim that lim supn!1hðcf BÞz; xn  zi 6 0,
where z ¼ PHðI Bþ cfÞz. Now from (2.2), we have
lim sup
n!1
hðcf BÞz; xn  zi ¼ lim sup
n!1
hðcf BÞz; tnun  zi
6 lim sup
i!1
hðcf BÞz; tnuni  zi
¼ hðcf BÞz;w zi 6 0: ð3:19Þ
Finally, we show that xn ! z. It follows from (3.3) that
kxnþ1 zk2¼ anhcfðxnÞBz;xnþ1 ziþbnhxn z;xnþ1 zi
þhðð1bnÞIanBÞðtnun zÞþ cnen;xnþ1zi
6 anðchfðxnÞ fðzÞ;xnþ1 ziþhcfðzÞBz;xnþ1 ziÞ
þbnkxn zkkxnþ1 zkþkð1bnÞIanBkktnun
 zkkxnþ1 zk
þ cnkenkM
6 anackxn zkkxnþ1 zkþanhcfðzÞBz;xnþ1 zi
þbnkxn zkkxnþ1 zkþð1bnancÞ
kxn zkkxnþ1 zkþ cnkenkM
¼ ½1anðc caÞkxn zkkxnþ1 zkþ cnkenkM
þanhcfðzÞBz;xnþ1 zi6 1anðc caÞ
2
ðkxn zk2þkxnþ1 zk2Þ
þanhcfðzÞBz;xnþ1 ziþ cnkenkM
6 1anðc caÞ
2
kxn zk2þ1
2
kxnþ1 zk2
þanhcfðzÞBz;xnþ1 ziþ cnkenkM:
This implies that
kxnþ1  zk2 6 ½1 anðc caÞkxn  zk2
þ 2an hcfðzÞ  Bz; xnþ1  zi þ cnkenkMan
 	
¼ ½1 anðc caÞkxn  zk2 þ 2anMn:
ð3:20Þ
Since limn!1 an ¼ 0 and
P1
n¼0 an ¼ 1, it is easy to see that
lim supn!1Mn 6 0. Hence, from (3.19) and (3.20) and Lemma
2.2, we deduce that xn ! z, where z ¼ PHðIþ cf BÞ. This
completes the proof. h
Remark 3.1. The method presented in this paper extend,
improve and unify the methods considered in [11–14]. More-
over, the algorithm and approach considered in Theorem 3.1
are different from those considered in [15,16].4. Numerical example
Now, we give a numerical example which justify Theorem 3.1.
Example 4.1. Let H1 ¼ H2 ¼ R, the set of all real numbers,
with the inner product deﬁned by hx; yi ¼ xy; 8x; y 2 R, and
induced usual norm j  j. Let Y ¼ R, then P ¼ ½0;þ1Þ. Let
C ¼ ½0; 2 and C ¼ ½4; 0; let F1 : C C! R and F2 : Q
Q! R be deﬁned by F1ðx; yÞ ¼ ðx 6Þðy xÞ; 8x; y 2 C and
F2ðu; vÞ ¼ ðuþ 1Þðv uÞ; 8u; v 2 Q; let /1 : C! R and /2 :
Q! R be deﬁned by /1ðxÞ ¼ 4x; 8x 2 C and /2ðuÞ ¼ 3u;
8u 2 Q, respectively, and let for each x 2 R, we deﬁne
fðxÞ ¼ 18 x; AðxÞ ¼ 2x; BðxÞ ¼ 2x; en ¼ sinðnÞ; 8n and let,
for each x 2 C; TðxÞ ¼ x. Then there exist unique sequences
fxng  R; fung  C, and fzng  Q generated by the iterative
schemes
zn ¼TF2rn ðAxnÞ; un ¼TF1rn xnþ
1
8
AðznAxnÞ
 
; ð4:1Þ
xnþ1 ¼ 1
4n
xnþ 0:1þ 1
n2
 
xnþ 1 0:1þ 1
n2
 	 	
I 1
n2
B
 
unþ 1
n3
sinðnÞ; ð4:2Þ
where an ¼ 1n ; bn ¼ 0:1þ 1n2, cn ¼ 1n3 and rn ¼ 1. Then fxng con-
verges strongly to 2 2 FixðTÞ \ C.
Proof. It is easy to prove that the bifunctions F1 and F2 and
mappings /1 and /2 satisfy the Assumption 2.1 and F2 is upper
semicontinuous. A is a bounded linear operator on R with
adjoint operator A and kAk ¼ kAk ¼ 2. Hence d 2 0; 1
4
 
,
so we can choose d ¼ 1
8
. Further, f is contraction mapping with
constant a ¼ 1
5
and B is a strongly positive bounded linear
operator with constant c ¼ 1 on R. Therefore, we can choose
c ¼ 2 which satisﬁes 0 < c < ca < cþ 1a. Furthermore, it is easy
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Figure 1 Convergence of fxng.
A viscosity Cesa`ro mean approximation method for split generalized vector equilibrium problemto observe that FixðTÞ ¼ ð0;1Þ, solðGVEPð1:4Þ ¼ f2g;
solðGVEPð1:5ÞÞ ¼ f4g. Hence C :¼ f2g. Consequently,
FixðTÞ \ C ¼ f2g – ;. After simpliﬁcation, schemes (4.1) and
(4.2) reduce to
zn ¼ ðxn þ 2Þ; un ¼ 1
8
ð3xn þ 10Þ; ð4:3Þ
xnþ1 ¼ 1
8n
þ 3:5
8
 
xn þ 4:5
4
 15
4n
þ 1
n3
sinðnÞ: ð4:4Þ
Following the proof of Theorem 3.1, we obtain that fzng
converges strongly to 4 2 solðGVEPð1:5ÞÞ and fxng; fung
converge strongly to w ¼ 2 2 FixðTÞ \ C as n!1.
Next, using the software Matlab 7.0, we have Fig. 1 which
shows that fxng converges strongly to 2.
The proof is completed. hAcknowledgements
Authors are thankful to the referees for their useful comments.
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