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dn : Distance beween a query xq and the nth sample xn
M : Number of input variables
N : Number of samples
R : Number of latent variables of a partial least square model
xnm : nth component of mth column of an input variable matrix X
xn 2 <M : nth row of an input variable matrix X
xq 2 <M : Query, for which an output estimation is required
X 2 <NM : Input variable matrix
X 2 <NM : Input variable matrix after data preprocessing
y 2 <N : Output variable vector
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In process industries, one of the most important tasks is to ensure product quality and
to reduce operation cost to keep competitiveness in a global market. However, real-time
measurement of product quality is not always available because of high measurement
equipment cost and long measurement time. To solve this problem, many researches on
soft-sensors, which estimate product quality by using real-time measurements, have been
conducted [1–3]. By using a soft-sensor, inferential control based on output estimates
can be realized, and operation cost can be reduced. To develop a soft-sensor, a white-
box model (1st principle model), which is based on physical and chemical knowledge of
processes, a black-box model (statistical model), which is based on statistical analysis
of the process data, and a gray-box model, which is the combination of a white-box
model and a black-box model, can be used. This paper focuses on soft-sensors using
black-box models since white-box models are often too difficult to construct for complex
industrial processes. Soft-sensors have already been used in many kinds of industries such
as chemical/petrochemical, steel, semiconductor, pharmaceutical, and food industries.
According to a questionnaire survey [3], in 2009 over 400 soft-sensors were working in
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distillation and chemical reaction processes at 15 companies in Japan which answered
the survey. However, some problems still remain to be solved as explained in the next
section, and this research tries to solve some of these problems.
1.2 Soft-sensor design method
In this section, a general procedure of soft-sensor design is explained and the past re-
searches on soft-sensor design are summarized.
1.2.1 General procedure
A general procedure of soft-sensor design is described in Figure 1.1. The first step of
the off-line procedure is preparation of process data. In general, daily operation data
is available while design of experiments (DoE) can be used in some cases. Next, data
preprocessing and abnormal data detection are conducted to make the following analysis
easier. Then, input variables which are correlated to an output variable are selected,
and a soft-senor is constructed by using selected input variables and an output variable.
The soft-sensor is validated and implemented in a real process if it is confirmed that the
estimation accuracy of the soft-sensor is high enough. If the estimation accuracy is not
satisfactory, the above steps are repeated. In the on-line procedure, a query, for which an
output estimation is required, is obtained and the output estimate is calculated by using
the soft-sensor. When an output measurement becomes available, the soft-sensor can be











Measurement of an output
Output estimation
Model maintenance (if needed)
Abnormal data detection
On-line procedure
Figure 1.1: General procedure of soft-sensor design
1.2.2 Data preprocessing
Data preprocessing methods can be divide into 4 groups: centering, smoothing, input
scaling and the others such as Fourier transformation. Figure 1.2 shows the concept of
centering, smoothing and input scaling.
Centering is conducted by subtracting the mean value of each input variable as shown
in the following equations.






xnm (m = 1; 2;    ;M) (1.2)
Here, X 2 <NM is an input variable matrix before centering, X 2 <NM is an input






























Figure 1.2: Concept of data preprocessing
variables, N is the number of samples, and xnm is the nth component of the mth column
of X.
Centering is conducted to simplify equations for soft-sensor design. Hereafter, it is
assumed that mean of every input variable in X is zero without loss of generality.
Smoothing is for reducing measurement noise of time series data. Moving average is





where xnm is smoothed data and nav is the number of samples for smoothing.
Scaling is represented as
X = X (1.4)
 = diag(1; 2; : : : ; M) (1.5)
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where m is a non-negative input scaling factor for the mth input variable. The most
popular input scaling method is autoscale, in which m is defined by the reciprocal of
the standard deviation of the mth input variable [4, 5]. The effect of the difference of
measurement units can be compensated by using autoscale, however, it is not always
optimal in terms of the estimation accuracy of soft-sensors. The input scaling affects im-
portant statistical properties of the data such as distance between samples and covariance
of samples, and it also affects the estimation result. However, researches on input variable
scaling have not been actively conducted.
The other data preprocessing methods are used according to the property of process
data. For example, Fourier transformation might be used for analysis of spectrum data
such as sound, and wavelet transformation might be suitable for time-series data analysis.
1.2.3 Abnormal data detection
Process data usually have missing values and outlier because of sensor maintenance and
malfunction. Since abnormal values can deteriorate the performance of a soft-sensor, they
should be detected and removed. Shewhart chart [6] and Hampel identifier [7] are famous
and easy-to-use outlier detection tools and have been adopted in practice. However, they
check individual variables independently and their performance is not very high when
variables are correlated to each other. Multivariate statistical process control (MSPC),
based on principal component analysis (PCA) and partial least squares (PLS), was devel-
oped to solve this problem [8]. In MSPC, a subspace of the original input variable data is
determined by PCA and PLS, then samples which are far from the subspace or the origin
of subspace is regarded as outliers. Kamohara et al. [9] applied the PLS-based MSPC
method to the ethylene fractionator at the Showa Denko K.K. Oita plant. Their method
aimed to detect an outlier by monitoring Hotelling’s T2 and Q statistics. Independent
component analysis (ICA) has been also adopted for detecting abnormal data. Kano et
5
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al. [10] compared an ICA-based method and PCA-based MSPC in a numerical example
and simulated CSTR process, and concluded that the ICA-based method was superior to
PCA-based MSPC. More detailed information on statistical process monitoring methods
for fault detection, identification and reconstruction is summarized by Qin [11].
1.2.4 Input variable selection
In general, some input variables are correlated to an output variable, and others are irrele-
vant to it. In addition, including input variables which are irrelevant to an output variable
has bad influence on output estimation. Thus, it is crucial to select appropriate input vari-
ables to enhance the estimation accuracy, but the variable selection is regarded as one of
the most difficult parts concerning soft-sensor development [12]. In many cases, experi-
enced engineers select the input variables mainly based on their own process knowledge.
However, it is time consuming for the engineers to select the input variables since trial
and error is inevitable. In addition, the selected variable might not be optimal in terms
of estimation accuracy. Also, it becomes very difficult even for experienced engineers
to properly select input variables when the numbers of measured variables are large, and
physical and chemical phenomena are not sufficiently understood. Thus, a systematic
method for input variable selection is required to improve the estimation performance of
soft-sensors and shorten the development period.
In the past, many indexes for selecting a set of input variables were proposed. A well-
known index for multiple linear regression (MLR) is the F-value based on the statistical
hypothesis test. Other popular indexes include adjusted coefficient of determination R2,
Akaike information criterion (AIC) [13], Mallow’s Cp [14] and root mean square error of
cross validation (RMSECV). These indexes evaluate a given set of input variables based
on the fitness and the complexity of the corresponding regression model. However, they
cannot select a set of input variables, and it is not practical to calculate an index for all
6
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combinations of input variables when a large number of variables are measured. To select
input variables efficiently, two types of methods are available: one uses optimization tech-
niques to evaluate the goodness of combinations, and the other evaluates the importance
of each input variable separately.
Among the optimization-based methods are the stepwise method and genetic algo-
rithm (GA). The stepwise method repeatedly constructs models by adding or removing a
variable with a greedy algorithm. GA is an algorithm that mimics the process of natural
evolution. GA has been used to solve input variable selection problems formulated as
mixed-integer problems [15, 16].
The indexes for evaluating each variable include magnitude of regression coeffi-
cient, variable influence on projection (VIP) [17], uninformative variable elimination
(UVE) [18] and others. In this type of approach, input variables are selected if the corre-
sponding indexes are larger than a threshold.
The idea of using the magnitude of regression coefficients for input variable selection
is simple; variables having larger coefficients are more important. In this direction, an
interesting method is least absolute shrinkage and selection operator (Lasso) [19], which
is MLR with a penalty on the L-1 norm of the regression coefficient vector  as
Lasso = argmin

ky   Xk2 + kk1 (1.6)
where y 2 <N is an output variable vector and  is a tuning parameter. By penalizing
the L-1 norm, unlike ridge regression that penalizes the L-2 norm, Lasso forces some
regression coefficients to be zero; consequently the corresponding input variables can
be removed. The regression coefficient vector PLS derived by PLS is also applicable.
The input variable selection method using PLS is referred to as PLS-Beta [20]. Another
index for PLS is VIP [17]. The VIP score evaluates the influence of individual input
variables on output estimation. Chong and Jun [20] applied the stepwise method, Lasso,
PLS-Beta and VIP to artificial data and compared their performances. VIP and PLS-Beta
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achieved the similar performance and were superior to the stepwise method and Lasso.
UVE, proposed by Centner et al. [18], uses regression coefficients and their standard
deviation for each input variable derived by leave-one-out cross validation (LOOCV).
In other input variable selection methods, groups of input variables are generated and
group-wise selection is conducted. For example, when spectrum data is analyzed, inter-
val selection methods such as interval PLS (iPLS) can be used to make the groups of
the input variables (wavelengths) [21]. In interval selection methods, neighboring wave-
lengths are grouped into one group since they are expected to have a similar effect on
the output from the viewpoint of spectroscopy. Then, a selection index such as RM-
SECV or an optimization-based method is used to select the groups. Fujiwara et al. [22]
proposed a novel grouping method based on the correlation between input variables. In
their method, nearest correlation spectral clustering (NCSC) [23, 24] is used for variable
grouping. They compared the proposed method with the conventional methods such as
the stepwise method, PLS-Beta, VIP, Lasso and manual selection by the engineers with
industrial operation data of an ethylene fractionator. The NCSC-based variable selec-
tion (NCSC-VS) outperformed the others. This result demonstrates the advantage of the
group-wise variable selection method over the conventional methods. In addition, the
computational load can be reduced by grouping input variables.
Other indexes can be found in literatures [3, 21, 25, 26]. Nevertheless, trial and error
is unavoidable in practice because different methods can derive the best performance
depending on the case [27], and it is not clearly understood how to choose an input
variable selection method. Thus it is not enough to propose a new method and evaluate
it in particular cases. The reason why a method functions well or not should also be
investigated so that an appropriate input variable selection method can be found with less




According to a questionnaire survey [3], MLR is the most frequently used method for
model construction in practice, in which regression coefficient vector MLR is defined as
MLR = (XTX) 1XTy : (1.7)
Though MLR has been widely accepted in practice, it has a problem that MLR becomes
unstable when input variables are correlated to each other: this problem is called mul-
ticollinearity problem. PLS can solve this problem by deriving uncorrelated input vari-
ables, which are linear combinations of original input variables. The algorithm of PLS is
as follows:
1. Determine the number of latent variables R and set r to 1.
2. Calculate Xr and yr.
Xr = X (1.8)
yr = y (1.9)
3. Derive the r-th latent variable of X
tr = Xrwr (1.10)
wherewr is the eigenvector ofXTr yryTrXr which corresponds to the maximum eigen
value.












5. If r = R, finish modeling. Otherwise, set
Xr+1 = Xr   trpTr (1.13)
yr+1 = yr   trqTr (1.14)
6. Set r to r + 1 and go to step 3.
PLS has been also used in practice as well as MLR [28–35], and this fact shows that
linear models are practically useful. In some cases, however, nonlinear models are
required to achieve high estimation accuracy for processes having strong nonlinearity.
Thus, nonlinear modeling methods such as neural networks [36–39], support vector re-
gression [40–42] and polynomial functions [43–45] have been used to construct nonlinear
soft-sensors.
1.2.6 Model maintenance
When process characteristics and operation condition change after model validation, the
estimation performance of a soft-sensor deteriorates and thus model maintenance, which
takes long time and costs much, is required to keep the estimation performance. This
problem is recognized as one of the most serious problems of soft-sensor design and
application [3, 46, 47].
Recursive and just-in-time model
To reduce the burden of model maintenance, several recursive modeling methods, which
update models by prioritizing newer samples, have been developed [48]. When process
characteristics change gradually, the prioritized samples are supposed to be similar to a
query. For such a case, the recursive methods can cope with gradual changes in process
characteristics. However, they cannot cope with an abrupt change in process character-
istics caused by replacement of a catalyst, cleaning of equipment, etc., because a query
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sampled just after an abrupt change becomes significantly different from the prioritized
samples.
Locally weighted regression (LWR) [49], which is also called just-in-time (JIT) learn-
ing, lazy learning or model-on-demand, constructs a local model by prioritizing samples
in a database according to the similarity between them and a query. Hence, LWR can
cope with abrupt changes as well as gradual ones in contrast to the recursive methods
introduced in Kadlec et al. [48]. Furthermore, it can cope with nonlinearity. To build
an accurate model with LWR, the similarity needs to be properly defined. In general,
the similarity is defined on the basis of the Euclidean distance or the Mahalanobis dis-
tance [42,50–55]. Other similarity measures proposed so far include the angle [47,56,57],
the distance between an output estimate for a query derived by a global model and output
measurements for samples in a database [58], the correlation [23, 24] and the weighted
Euclidean distance [59–61].
Database management
In addition to define the similarity properly, it is crucial to update a database when new
data becomes available in order to cope with changes in process characteristics. However,
researches on database management have not been actively conducted.
In general, the age and the density of samples are important indexes to evaluate the
goodness of a database, since the estimation performance may deteriorate when the sam-
ples in the database are old and sparse. However, the relative importance of these indexes
changes according to the nonlinearity and time-variance of processes, and also character-
istic of changes in input variables. Figure 1.3 summarizes the importance of the indexes
for different kinds of processes and the characteristic of changes in input variables. Here,
processes are classified into four groups: linear time-invariant (LTIV), linear time-variant
(LTV), nonlinear time-invariant (NLTIV) and nonlinear time-variant (NLTV). In addi-
tion, changes in input variables are classified into two types: gradual and abrupt. When
11
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Figure 1.3: The importance of the age and the density of samples for database manage-
ment
a process is LTIV, the high estimation performance will be achieved even if samples are
old and sparse. When a process is LTV, the estimation performance will be improved by
storing newer samples in the database since older samples cannot represent the current
input-output relationship. In addition, the improvement becomes more significant as the
changes in the input-output relationship becomes slower, or the changes in input variables
becomes more gradual. When a process is NLTIV, the density of the samples is domi-
nant; the higher density is required as the nonlinearity becomes stronger. When input
variables change gradually, using the newer samples may improve the estimation perfor-
mance since a query can be assumed to be similar to newer samples. When a process is
NTLV, both the age and the density of samples are important.
A simple updating method is the moving time-window method, in which a newly
obtained sample is added to the database and the oldest sample is removed from the
database. This method has been used successfully in the steel process for more than
12
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seven years [59]. In this application, regression coefficients of a global MLR model were
used to determine the similarity used in LWR, and the estimation performance was im-
proved. This result suggests that the process nonlinearity is not strong. In addition, the
operating conditions are frequently changed to manufacture the various products for vari-
ous customers. Also, the optimal condition for each product changes with time, therefore
laborious table maintenance was required in the past. These results suggest that the pro-
cess is LTVslow with abrupt input changes. Since the age of samples in the database is
important for this process as shown in Figure 1.3, the moving time-window method is
suitable for this application.
Wu et al. [62] proposed a database management method which takes into account
both the age and the density of samples. When a new sample is added to a database, their
method applies a clustering method based on the adaptive-resonance-theory-2 (ART2) or
the WED between samples. Then, it checks the number of samples in the cluster whose
sample size is the maximum. If the number is less than three, no sample is removed.
Otherwise, the oldest sample in the cluster is removed. This method was compared
to the moving time-window method through their applications to photo processes of a
5th-generation thin-film transistor liquid crystal display (TFT-LCD) factory. They rec-
ommended the use of the WED-based method in terms of estimation accuracy and the
computational time. This result implies that the processes are NLTV and the density of
samples is important to improve the estimation performance. Such characteristics are
common in semiconductor processes since replacement and cleaning of equipment are
often conducted.
As explained above, the age and the density of samples are important indexes for
database management. To develop a better database management method, it seems crucial




This research aims to develop practically useful methods for improving the estimation
accuracy of soft-sensors. In chapter 2, two input scaling methods are proposed to improve
the accuracy of soft-sensors. The proposed methods can determine the scales of input
variables based on their importance for soft-sensor design and reduce the estimation error.
In chapter 3, an input variable selection method is proposed for batch processes. While
it is applicable only to batch processes, it is quite easy to understand, and it can improve
the estimation accuracy since it utilizes a specific property of batch processes. Chapter 4
shows successful application results of JIT model to real chemical processes. In addition,
a new similarity is proposed for improving the estimation accuracy of JIT models. Finally,




Input Variable Scaling Based on
Importance
Abstract
The input variable scaling is one of the most important steps of soft-sensor design, how-
ever, it has not been actively investigated so far; autoscale is utilized in most cases. This
research proposes two input variable scaling methods for improving the accuracy of soft-
sensors. One of the proposed methods statistically derives the input scaling factors. The
other utilizes spectroscopic data of a material whose content is an estimation target. The
proposed methods can determine the scales of input variables based on their importance
for soft-sensor design. Thus, bad influence of input variables which are not related to
an output variable can be reduced, and the estimation accuracy can be better compared
to a method using conventional input scaling and input variable selection methods. The
effectiveness of the proposed methods were confirmed through a numerical example and
industrial applications in a pharmaceutical process and a distillation process. In the indus-
trial applications, The proposed methods successfully improved the estimation accuracy
15
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in case studies in pharmaceutical and distillation processes.
2.1 Introduction
Although input variable scaling does not affect the result of multiple linear regression
(MLR), it affects the estimation result of many other methods such as partial least squares
(PLS) and kernel-based methods. Thus, input scaling factor matrix  2 <MM in equa-
tions (1.4) and (1.5) should be carefully determined to construct accurate soft-sensors.
Though the importance of input variable scaling has been pointed out in literature [4,
63, 64], researches on input variable scaling have not been actively conducted. To our
best knowledge, very few papers [65, 66] have proposed input variable scaling methods
for soft-sensor design, and conventional methods such as autoscale and range scaling are
commonly used [4, 5]. Kuzmanovski et al. [65] used genetic algorithm (GA) to opti-
mize the input scaling factor; however, the computational burden of GA is considerable.
Martens et al. [66] proposed to use the magnitude of undesired signals in measurements
to determine the input scaling factors. But, their method is applicable only for spectro-
scopic data. In addition, autoscale and range scaling have a problem as described below.
When they are applied, it is assumed that the input variables are equally important for
model construction, which is not always the case. In general, some input variables are
irrelevant to an output variable, and the others are correlated to the output variable even
after input variable selection. This chapter proposes two input variable scaling methods
to improve the accuracy of soft-sensors. The proposed methods can determine the input
scaling factor m based on the importance of input variables.
The rest of this chapter is organized as follows. In section 2.2, two input variable
scaling methods are proposed. Section 2.3 describes an illustrative numerical example.
Section 2.4 shows industrial applications in pharmaceutical and distillation processes.
Section 2.5 concludes this chapter.
16
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2.2 Method
As mentioned, conventional input scaling methods such as autoscale and range scaling do
not determine the input scaling factors based on the importance of individual input vari-
ables. More specifically, input variables which have no influence on an output variable
are likely to have considerable effect on output estimation because of overfitting espe-
cially when the number of samples is small. One can reduce the effect of irrelevant input
variables by assigning small input scaling factors to those input variables. On the other
hand, large input scaling factors should be assigned to input variables which have a large
influence on an output variable.
This research proposes two methods to evaluate the influence of input variables on an
output variable and assign the appropriate input scaling factors to input variables. The
first one statistically derives the input scaling factors, while the second utilizes spectro-
scopic data such as absorption spectrum of a material whose content is an estimation
target.
2.2.1 Proposed method 1: data-based approach
Proposed method 1 uses regression coefficients of input variables in a statistical model
since the regression coefficients are likely to represent the influence of each input variable
on an output variable. A detailed algorithm of proposed method 1 is as follows.
1. Prepare an input variable matrix X and an output variable vector y.
2. Set an iteration number i to 1 and the maximum iteration number to Imax.
3. Set the input scaling factor m as the reciprocal of standard deviation of the mth
input variable (m = 1; 2;    ;M).
4. Derive X = X.
17
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5. Construct a statistical model, for example a partial least squares (PLS) model, by
using the scaled input matrix X and the output variable vector y.
6. Finish the calculation if i = Imax or all the input scaling factors converge. Otherwise
set i to i + 1.
7. Update the input scaling factor m to the product of the regression coefficient of
the mth input variable of the statistical model and the standard deviation of the mth
input variable in X.
8. Go to step 4.
Steps 1-4 correspond to autoscale. Since the regression coefficients depend on the scales
of the input variables, the input scaling factors are defined as the products of the regres-
sion coefficients and standard deviations of input variables in step 7. Other statistical
indexes such as variable influence on projection (VIP) score are also applicable instead
of the regression coefficients.
2.2.2 Proposed method 2: knowledge-based approach
In the pharmaceutical and food industries, soft-sensors, whose input variables are spec-
troscopic data of products, are often used to estimate the content of an important material
in the products. In such cases, a spectrum of the important material would also be avail-
able. The content of the material is expected to correlate to the (preprocessed) absorbance
at the peaks of the spectrum, and not to correlate the (preprocessed) absorbance at the





where m is the (preprocessed) absorbance of an important material at the mth wavelength
and xm is the standard deviation of the absorbance of products at the mth wavelength in
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the raw input variable matrix X. jmj is divided by xm so that the standard deviations of
absorbance after scaling become jmj.
2.3 Numerical example
In this section, an illustrative numerical example is shown to confirm that input scaling
methods can have significant influence on the estimation accuracy of soft-sensors, and
proposed method 1 can improve estimation accuracy.
2.3.1 Problem setting
An input-output relationship is defined as follows. The number of input and output vari-
ables is 30 and 1, respectively.
wm  N(0; 0:0052) (m = 0; 1;    ; 30) (2.2)
sm  rand(0; 1) (m = 1; 2;    ; 30) (2.3)
xm = sm + wm (2.4)
y = s1 + 3s2 + 5s3 + w0 (2.5)
Here, N(; 2) denotes the normal distribution whose mean is  and standard deviation
is , and rand(a; b) denotes the uniform random distribution in a closed interval [a b].
Thirty samples generated from equations (2.2)-(2.5) are used as model construction data
and 3000 samples are used as model validation data. To evaluate the effect of the distri-
bution of the sample on the estimation performance, 1000 sets of model construction and
validation data are generated and used separately. PLS is used to construct soft-sensors
with the following input scaling methods.
1. Autoscale.
2. A reference method in which m = 1 (m = 1; 2; 3) and m = 0:1 (m = 4; 5;    ; 30).
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3. Proposed method 1 with different maximum iteration numbers Imax = 1, 3, 5 and 7.
The number of the latent variables of each PLS model is determined by leave-one-out
cross validation. In this example, only three input variables (x1-x3) are related to the
output variable and the input-output relationship is linear. However, 27 variables (x4-
x30) which are not related to the output variable are used for model construction, and the
number of samples for model construction is relatively small, and probability of chance
correlation is high. In this example, input variable selection methods were not used to
simulate the situation where irrelevant variables are selected by input variable selection
methods and to check whether input variable scaling can reduce the risk of chance corre-
lation.
2.3.2 Results and discussion
The model validation result for 1000 sets of model construction and validation data is
shown in Figure 2.1. Comparing autoscale and the reference method confirms that es-
timation accuracy can be greatly improved by properly setting the input scaling factors.
In addition, proposed method 1 successfully reduced the mean of root mean square error
(RMSE) as well as the reference method. The standard deviations of RMSEs derived by
proposed method 1 are larger than that of the reference method because the regression
coefficients are derived by only 30 samples and they do not always accurately represent
the importance of the input variables. Figure 2.2 shows an example of the change of
the regression coefficients for input variables which are not scaled. The values at itera-
tion number 0 are those obtained by autoscale. Figure 2.2 confirms that the regression
coefficients converge to the accurate values with 4 or 5 iterations.
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Autoscale
Standard deviation of RMSE = 0.18
Mean of RMSE = 0.77
The proposed method 1 (I
max
= 1)
Standard deviation of RMSE = 0.07
Mean of RMSE = 0.08
λ
m
 = 1 (m = 1-3) and λ
m
 = 0.1 (m = 4-30)
Standard deviation of RMSE = 0.01
Mean of RMSE = 0.06 
The proposed method 1 (I
max
= 3)
Standard deviation of RMSE = 0.07
Mean of RMSE = 0.07
The proposed method 1 (I
max
= 5)
Standard deviation of RMSE = 0.07
Mean of RMSE = 0.07
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Figure 2.1: Model validation result for 1000 datasets in the numerical example
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Figure 2.2: Change of regression coefficients for input variables before input scaling with
the iteration number
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2.4 Application
2.4.1 Pharmaceutical process
In the pharmaceutical industry, the documents on Quality by Design (QbD) and Process
Analytical Technology (PAT) [67–70] were published by Food and Drug Administra-
tion (FDA) and International Conference on Harmonisation of Technical Requirements
for Registration of Pharmaceuticals for Human Use (ICH). Since then, online process
monitoring and control technologies have attracted much attention. Near infrared spec-
troscopy (NIRS) is a powerful online monitoring method because of its noninvasiveness
and short measuring time; the researches on estimation of many kinds of material at-
tributes such as water content during granulation, blend uniformity, content uniformity
and coating thickness by using NIR spectra have been actively conducted [71, 72]. Other
spectroscopic data such as Fourier-transform infrared spectroscopy (FT-IR) are used as
well.
In this section, soft-sensors were developed to monitor the amount of residual drug
substances in manufacturing equipments after cleaning for product quality assurance and
safety. More specifically, the amount of magnesium stearate, which is a standard ex-
cipient of tablets, was estimated by using absorbance of methanol solutions of different
concentrations of magnesium stearate in the infra-red region. The overview of the exper-
imental data is shown in Table 2.1. The absorbance of the solutions were measured from
wavelength at 2500-25000 nm. The spectrum of magnesium stearate and methanol so-
lutions of different concentrations of magnesium stearate are shown in Figure 2.3. Here,
every spectrum is secondary differentiated and scaled. More detailed information about
the materials and experimental condition is described in Nakagawa et al. [61].
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Table 2.1: Experimental data for estimation of magnesium stearate amount
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0 5000 10000 15000 20000 25000
Wavelength [nm]
0 5000 10000 15000 20000 25000
Wavelength [nm]
0 5000 1000 15000 20000 25000
Wavelength [nm]
0 5000 10000 15000 20000 25000
Wavelength [nm]
0 5000 10000 15000 20000 25000
Wavelength [nm]
Magnesium stearate 
Methanol solution (1.60 μg/cm2)
Methanol solution (2.88 μg/cm2)
Methanol solution (4.00 μg/cm2)

















































































Figure 2.3: Spectra of magnesium stearate and methanol solutions of different concen-
trations of magnesium stearate
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Table 2.2 and Figure 2.4 show the model validation results. Figure 2.5 shows the input
scaling factors derived by proposed method 1 in case 3. In this case study, no scaling and
autoscale were applied, and all variables (absorbance), those selected on the basis of
the peak positions of the spectrum of methanol solutions (absorbance at 3332-3561 nm
and 6057-7343 nm), and those selected by two popular statistical input variable selection
methods, i.e. variable influence on projection (VIP) [20] and least absolute shrinkage
and selection operator (Lasso) [19] were used for model construction. In addition, the
data from runs 1-9, 10-15 and 16-21 in Table 2.1 were used for model construction,
parameter tuning and model validation, respectively. To evaluate the influence of the
number of samples on estimation accuracy, a different number of the model validation
samples were used; all samples, 60% of samples, and 20% of samples in each run of
model construction data were used in cases 1, 2 and 3, respectively. Tuning parameters
such as the numbers of the latent variables in PLS models and thresholds in VIP and Lasso
were determined by trial and error so as to minimize RMSE for the parameter tuning data.
The proposed methods derived 15-83% smaller RMSE of validation (RMSEV) than the
conventional input scaling methods even when input variable selection was conducted
by using VIP and Lasso. In addition, RMSEs derived by the proposed methods did not
greatly depend on the number of the samples for model construction. The estimation
performance derived by the proposed methods were comparable to those derived by using
the input variables selected on the basis of peak positions of the spectrum of methanol
solutions.
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Figure 2.4: Model validation result in the pharmaceutical process (case 3)
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Figure 2.5: Input scaling factors derived by proposed method 1 (case 3)
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2.4.2 Distillation process
In distillation processes, soft-sensors are often used to estimate product quality such as the
concentration of impurities. In this study, soft-sensors were constructed to estimate 95%
distillation temperature, which is an important quality of gasoline. In the target process,
95% distillation temperature is usually measured once a day, and a soft-sensor is needed
to realize inferential control of 95% distillation temperature and to reduce the energy
consumption. Seventy input variables such as flow rate, temperature and pressure were
measured in this process, and 21 variables were removed since they had many abnormal
values. The remaining 49 input variables were used for model construction. Two-hundred
samples were used as model construction data. Data for parameter tuning and model
validation consisted 50 samples, respectively. By using this data, the following methods
were compared.
1. Autoscale without input variable selection.
2. Autoscale with VIP.
3. Autoscale with Lasso.
4. Proposed method 1 input variable selection.
Tuning parameters such as the numbers of the latent variables in PLS models and thresh-
olds in VIP and Lasso were selected by trial and error so as to minimize RMSE for the
parameter tuning data.
Table 2.3 and Figure 2.6 show the model validation results. The values of 95% distil-
lation temperature were scaled so that RMSEV of proposed method 1 was 1. As shown
in Table 2.3 and Figure 2.6, proposed method 1 greatly improved the RMSEV compared
to other methods. When autoscale was used, RMSEVs were much larger than RMSE of
parameter tuning even though input variable selection was conducted. This means that
overfitting occurred because of inappropriate input variable scaling. However, proposed
30
Chapter 2. Input Variable Scaling Based on Importance
method 1 derived small RMSEs both for parameter tuning and validation data by adjust-
ing the input scaling factors based on the importance of individual input variables. This
result confirmed the usefulness of proposed method 1 as well as the previous case studies.
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Figure 2.6: Model validation result in the distillation process
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2.5 Conclusions
Input variable scaling methods for soft-sensor design were investigated in this chapter,
and it was revealed that the input scaling factors should be determined on the basis of
the importance of input variables. In addition, two novel input scaling methods, which
can evaluate the importance of input variables, were proposed. One method statistically
derives the input scaling factors. The other one utilizes spectroscopic data of a material
whose content is an estimation target. The effectiveness of the proposed methods was
confirmed through its application to a numerical example and industrial applications in
pharmaceutical and distillation processes.
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Chapter 3
Input Variable Selection for Batch
Processes
Abstract
Although numerous input variable selection methods have been proposed, trial and error
is unavoidable in practice because it is not clearly understood how to choose the best
input variable selection method. One of the reason for this situation is that most of past
input variable selection methods do not take into account properties of target processes.
In this chapter, an input variable selection method for batch processes is proposed. The
proposed method evaluates input variables based on their standard deviations in the same
batch and different batches. The proposed input variable selection method was applied to
a real pharmaceutical process data and the estimation accuracy was improved by 28.7 and
45.5% in root mean square error of validation (RMSEV) compared to variable influence
on projection (VIP) and a method based on engineers’ process knowledge, respectively.
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3.1 Introduction
To construct an accurate soft-sensor, it is crucial to select an appropriate set of input
variables. However, it is quite difficult when the number of measured variables are large
and a target process is not well understood from the chemical and physical view point.
To efficiently select input variables, many methods have been proposed as explained in
section 1.2.4. However, input variable selection is still one of the time-consuming steps
of soft-sensor design because it is not clear which method is the suitable to individual
cases. This might be because most of past input variable selection methods are based
only on statistical property of the data and do not take into account properties of target
processes, and thus the interpretation and the improvement of the input variable selection
results are difficult. To solve this problem, an input variable selection method for batch
processes, which are important for the production of high value-added products such as
fine chemicals and drugs, is proposed in this chapter. The proposed method takes into
account the property of batch processes, thus it can improve the estimation accuracy and
is easy to understand.
The rest of this chapter is organized as follows. In section 3.2, the proposed input
variable selection method is explained. In section 3.3, the performance of the proposed
method is evaluated through applying it to a blending process. Finally, conclusions are
described in section 3.4.
3.2 Method
In batch processes, different products can be produced in different batches and multiple
samples can be taken at the same time in a batch. The samples taken at the same time
are ideally the same, thus, the difference between each input variable in the samples can
be regarded as undesirable fluctuation of the input variable. Hence, input variables with
36
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large standard deviation are not useful for output estimation. On the other hand, each
input variable measured at the same processing time should be different in batches with
different outputs since output estimation becomes the same if input variable is the same.
Thus, input variables with large standard deviation between batches are useful for output
estimation.
From the above discussion, the following method is developed. In the following
method, it is assumed that sampling is conducted once during each batch, and the sam-
pling time in every batch is the same.












(xnmk   x¯mk)2 (3.2)
Here, the nth measurement of the mth input variable in the kth batch is denoted
by xnmk (n = 1; 2;    ;Nk; m = 1; 2;    ;M, and k = 1; 2;    ;K), where Nk
and K denote the number of samples in the kth batch and the number of batches,
respectively.

















where  denotes a threshold for input variable selection.
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3.3 Application to blending process
This section shows an application example of the proposed method to a blending process
of a pharmaceutical process. The estimation objective is active pharmaceutical ingredient
(API) content in granules for tableting, which is generally not measured. The input vari-
able is absorbance of the granules at near-infrared (NIR) region (800-2500 nm). If API
content in granules can be estimated by using a soft-sensor, the operation condition of the
following processes can be changed to make API content in the final products satisfy the
specification.
3.3.1 Experimental
Figure 3.1 shows the overview of the experimental procedure. Eighteen blending exper-
iments, in which six powders were blended, were conducted with different API content
using a 3 L scale V-blender (Tsutsui Scientific Instruments Co., Ltd.). The amount of the
other materials were constant. After each blending experiment, the granules for tableting
were taken out and 200 mg of the granules were set in vials, absorbance (2203 points)
was measured with MPA (Bruker Optics K. K.), and API content was measured with
Alliance Waters 2690 Separations Module (Waters Corporation). The overview of the
experimental data is shown in Table 3.1. In addition, Figure 3.2 shows the spectra of each
component and a granule for tableting. In this study, the data of batches 1-8 are the model
construction data, the data of batches 9-16 are the parameter tuning data, and the data of
batches 17 and 18 are the model validation data.
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Figure 3.1: Procedure of blending experiments
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Table 3.1: Experimental data
Batch
Number of Mean of































































































































































Figure 3.2: Spectra of a granule for tableting and its components
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3.3.2 Data analysis
The detailed comparison procedure of variable selection methods is as follows.
1. Preprocessing
Apply first order differential using Savitsky-Golay filter [73] and standard normal
variate (SNV) to NIR spectra data. By using Savitsky-Golay filter, the effect of the
noise on NIR spectra can be reduced. SNV can correct the variance in light path
length caused by changes in the particle size and density [74]. In this application,
the window size and the polynomial order in Savitsky-Golay filter were 117 and 5,
respectively.
2. Input variable (wavelength) selection
Use the input variables selected by the proposed method, engineers in a pharma-
ceutical company based on process knowledge and trial and error, and variable
influence on projection (VIP), a widely used variable selection method. The engi-
neers selected 1081-1132 nm, 1216-1249 nm and 1263-1301 nm.
3. Model construction
Construct estimation models by using locally weighted PLS (LW-PLS) in which







d2n = (xn   xq)T(xn   xq) (3.7)
Here, ' is a tuning parameter, d is a standard deviation of dn (n = 1; 2;    ;N), xn
is the nth sample, and xq is a query, for which an output estimation is required. LW-
PLS constructs local PLS models by prioritizing the similar samples. The detailed
algorithm of LW-PLS is explained in section 4.2.
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Model parameters in each model, i.e. the localization parameter ', the threshold for the
proposed variable selection index 1, the threshold for the VIP score 2, and the number
of latent variables R, were determined so that root mean square error for parameter tuning
data becomes the minimum.
3.3.3 Results and discussion
Table 3.2 shows the selected parameters, root mean square error of parameter tuning (RM-
SET) and root mean square error of validation (RMSEV). In addition, model validation
results are shown in Figure 3.3. By using the proposed wavelength selection method,
RMSEV was improved by 28.7 and 45.5% compared to VIP and the engineers’ method,
respectively. The results of the case study demonstrate the usefulness of the proposed
input variable selection method.
Since the spectra of the granules were dealt with in this case study, Lambert-Beer
law is not satisfied and input-output relationship is complicated. This might be the main
reason for the bad estimation performance of the engineers’ method.
Figure 3.4 (top) shows the VIP score (R = 11) and preprocessed API spectrum. VIP
score mostly has a correlation with absorbance values of API spectrum and it can be
expected that RMSE becomes small when the threshold for VIP 2 is large. However, the
minimum RMSET was obtained by using all wavelengths when VIP was applied. This
result implies that VIP dose not properly evaluate the importance of the input variables.
On the other hand, the proposed method selected 259 wavelengths, which had index
 larger than 10. In addition, the index  and preprocessed API spectrum are shown
in Figure 3.4 (middle), and Vk(x¯mk) and
PK
k=1Vn(xnmk) in equation (3.3) are shown in
Figure 3.4 (bottom).  does not have a strong correlation with absorbance values of API
spectrum because  takes account not only of the effect of API content on NIR spectra
but also of the effect of other factors on NIR spectra. The wavelengths around 1910 and
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Table 3.2: Results of the case stuy in the blending process
Method ] 1 2 ' R RMSET RMSEV
Engineers’ method 227 - - 0.8 1 2.49 2.24
VIP 2087 - 0 10 11 2.14 1.71
Proposed method 259 10 - 0.5 9 1.96 1.22
]: the number of selected wavelengths
1970 nm were not selected although peak absorbance values of API and Vk(x¯mk), which
is the effect of API content on NIR spectra, were large. This is because
PK
k=1Vn(xnmk),
which is the effect of other factors on NIR spectra, was also large at these wavelengths.
On the contrary, the wavelengths around 1120 and 1190 nm were selected although peak
absorbance values of API and Vk(x¯mk) were small.
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Figure 3.3: Model validation results in the blending process
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Figure 3.4: VIP score and preprocessed API spectra (top), input variable selection index
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3.4 Conclusions
In this chapter, an input variable selection method for batch processes is proposed. The
proposed method takes into account the property of batch processes, thus estimation ac-
curacy can be improved. The usefulness of the proposed method was confirmed through
its application to a blending process in a pharmaceutical process. The estimation error
was reduced by 28.7 and 45.5% in root mean square error of validation (RMSEV) com-
pared to variable influence on projection (VIP) and a method based on engineers’ process
knowledge, respectively. The results clearly show that the proposed method is superior
to the conventional ones.
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Application of Just-In-Time Model and
Proposal of New Similarity Measure
Abstract
Just-in-time (JIT) models have attracted much attention since they can prevent the per-
formance deterioration of soft-sensors caused by changes in process characteristics and
operation condition. In this chapter, successful applications of JIT models integrated with
commercial model predictive control (MPC) software in chemical processes are shown.
The developed system has adopted locally weighted partial least squares (LW-PLS) to
build soft-sensors. LW-PLS is a kind of JIT modeling method that can cope with changes
in process characteristics as well as process nonlinearity. Thus, LW-PLS helps engineers
to reduce their burden of model maintenance, which has been recognized as the most se-
rious problem in practice. Inferential control systems have been used for more than two
years at Showa Denko K.K. (SDK) in Japan, and the operation cost and environmental
burden have been significantly reduced. In the cracked gasoline fractionator, for example,
about 0.6% of operation cost was cut successfully. Moreover, a novel definition of sim-
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ilarity between samples is proposed to improve the estimation performance of LW-PLS.
The usefulness of the similarity was confirmed in numerical examples and an industrial
application in a distillation process.
4.1 Introduction
Soft-sensors have been already implemented in many industrial processes. To implement
more soft-sensors, it is crucial to reduce the burden of maintenance of soft-sensors, which
is caused by changes in process characteristics and operation condition. To realize main-
tenance free soft-sensors, just-in-time (JIT) modeling methods have been investigated.
However, few papers have reported long-term application results of process control using
JIT soft-sensors in real processes, though it is common practice to evaluate the estimation
performance of soft-sensors by using industrial process data. In this chapter, long-term
successful applications of locally weighted partial least squares (LW-PLS), a kind of JIT
models, are presented. In addition, a new similarity measure based on the weighted Eu-
clidean distance is proposed to enhance estimation accuracy of LW-PLS since it is crucial
to define the similarity between samples to construct an accurate soft-sensor.
The rest of this chapter is organized as follows. Section 4.2 explains the algorithm of
LW-PLS. The details of the control systems and application results are shown in section
4.3. Section 4.4 proposes a new similarity to further improve the estimation performance
of LW-PLS. Sections 4.5 and 4.6 show the application results of the proposed similarity.
Finally, this chapter is concluded in section 4.7.
4.2 Locally weighted partial least squares
LW-PLS [53,75] is a JIT modeling method, which does not construct a regression model
off-line. Instead, an input variable matrixX and an output variable vector y are stored in a
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database. When an output estimation is required for a query xq, the similarity !n between
xq and xn is calculated, and a local PLS model is constructed by weighting samples with
a similarity matrix 
 defined by

 = diag(!1; !2;    ; !N) : (4.1)
In general, !n is defined on the basis of the distance between samples in the input space.
The output estimate yq is calculated through the following procedure.
1. Determine the number of latent variables R and set r to 1.
2. Calculate the similarity matrix 
.
3. Calculate Xr, Yr and xq;r
Xr = X   1N[x¯1; x¯2;    ; x¯M] (4.2)
yr = y   1N y¯ (4.3)















where 1N 2 <N is a vector of ones.
4. Derive the r-th latent variable of X
tr = Xrwr (4.7)
where wr is the eigenvector of XTr
yryTr
Xr which corresponds to the maximum
eigen value.
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6. Derive the r-th latent variable of xq
tq;r = xTq;rwr : (4.10)
7. If r = R, calculate the output estimate




and finish estimation. Otherwise, set
Xr+1 = Xr   trpTr (4.12)
yr+1 = yr   trqr (4.13)
xq;r+1 = xq;r   tq;rpr : (4.14)
8. Set r to r + 1 and go to step 4.
This algorithm is applicable for multiple outputs just by adding the columns to y. When

 is an identity matrix, LW-PLS becomes the same as PLS. At step 3, the weighted mean
of each variable is subtracted from each column of X, y and xTq to make the query near to
the origin of the multidimensional space. At steps 4-8, the latent variable t, the loading
vector p and the regression coefficient q are derived iteratively, and the output estimate
yq is calculated when r = R.
51
Chapter 4. Application of Just-In-Time Model and Proposal of New Similarity Measure
4.3 Industrial applications of locally weighted partial least
squares
At Showa Denko K.K. (SDK) in Japan, soft-sensors based on LW-PLS have been applied
to various processes. In the early stage of soft-sensor implementation, multiple linear
regression (MLR) and PLS had been mainly used. However, the company had to con-
front two major problems: first, the considerable cost and time required to implement
soft-sensors, and second, the burden of the maintaining soft-sensors to prevent the per-
formance deterioration. To solve these problems and increase the number of soft-sensor
applications, a practical configuration of an inferential control system was developed by
integrating a commercial model predictive control (MPC) software and LW-PLS-based
soft-sensors. The developed system can be easily implemented to processes using com-
mon software and personal computers as shown in the next section. In addition, by using
LW-PLS-based soft-sensors, the burden of the model maintenance can be reduced since
they can cope with changes in process characteristics as well as process nonlinearity.
The following sections explain the details of the configuration of the developed in-
ferential control system and two successful results of applying the system to chemical








d2n = (xn   xq)T(xn   xq) (4.16)
Here, d is a standard deviation of dn (n = 1; 2;    ;N) and ' is a localization parameter.
The similarity decreases steeply when ' is small and gradually when ' is large. To
cope with nonlinearity between input and output variables ' needs to be small, however,
LW-PLS models can be sensitive to noise when ' is too small.
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4.3.1 Configuration of the inferential control system
Figure 4.1 shows the inferential control system configuration developed at the SDK Oita
plant, in which soft-sensors, a commercial MPC software and a distributed control sys-
tem (DCS) are combined with each other. DCS accumulates measurements of process
variables and returns the control signals to the process. The personal computer 1 (PC
1) for MPC receives the information of process variables including controlled variables
(CVs), manipulated variables (MVs) and disturbance variables (DVs) from DCS, and re-
turns the optimized values of MVs to DCS. In addition, PC 1 transfers values of input
variables of the soft-sensors from the database to the Excel R° platform in PC 2. The soft-
sensor programs in PC 2 calculate the output estimates using the data in the Excel R° plat-
PC 1
DCS
Process variables including controlled 













*The soft-sensor programs are coded in 
 MATLAB R  and complied into C 
 language by using MATLAB CompilerTM.
Figure 4.1: Configuration of the developed inferential control system in the SDK Oita
plant
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form, and the output estimates are returned to PC 1 and DCS. The soft-sensor programs
are coded in MATLAB R° and compiled into C language by using MATLAB CompilerTM
in order to make them available without MATLAB R°. The soft-sensor programs and the
MPC software can be easily installed in commercial PCs, which can be connected to
DCS. In addition, this inferential control system can be applied to any processes. Thus,
the developed system can reduce cost and time for implementation.
4.3.2 CGL fractionator of ethylene production process
A schematic diagram of the ethylene production process at the SDK Oita plant is shown
in Figure 4.2. Raw materials are fed into the cracking furnace, and many products are
produced by using the following towers. In addition, a schematic diagram of the cracked
gasoline (CGL) fractionator of the ethylene production process at the SDK Oita plant is
shown in Figure 4.3. The concentration of aromatics in the product CGL, which is an
important product quality, is usually analyzed only once a day in a laboratory. The con-
centration has a soft lower bound constraint and should be kept close to the constraint
in order to satisfy the product specification and to reduce operation cost. Equivalently
speaking, short-time violations are acceptable. The coil outlet temperature (COT) of the
cracking furnace is the main manipulated variable for the aromatics concentration con-
trol; the aromatics concentration can be increased by increasing COT. However, higher
COT requires higher operation cost. Although a PLS-based soft-sensor and MPC had
been implemented to estimate and control the aromatics concentration, the estimation
performance was not high enough. Thus, COT had been kept excessively higher than the
optimal to satisfy the constraint on the aromatics concentration. LW-PLS replaced con-
ventional PLS to enhance the estimation accuracy, decrease COT and lower the operation
cost, which is dominated by the energy consumption amount in the cracking furnace.
A commercial MPC software package has been implemented in this ethylene pro-
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duction process. The package has various functions for different scales of processes and
different purposes. One of the functions of the package is to solve an optimization prob-
lem by using a model of the whole ethylene production process. The constraint on the
aromatics concentration is taken into account in the optimization problem whereas no
MPC controller is implemented in the CGL fractionator itself. Other MPC controllers
implemented in other processes in the ethylene production process control each process
so that the constraint on the aromatics concentration is satisfied.
Eight process variables shown in Figure 4.3 were selected as input variables of the
soft-sensor on the basis of engineers’ process knowledge. In addition, COT measured
four hours before was used as an input variable together with the selected input variables,
since it takes about four hours for materials to reach the CGL fractionator from the crack-
ing furnace. Hence, the total number of input variables is nine. The number of latent
variables R and the localization parameter ' were determined by cross validation; R and
' were set to four and 0.5, respectively. When PLS was applied to the aromatics concen-
tration estimation, bias update had been used to reduce estimation error. After LW-PLS
was implemented instead of PLS, the 30 newest samples were stored in the database to
cope with recent changes in process characteristics. In addition, 395 samples obtained
from 1st June 2010 to 31st May 2011 were selected as core data, which had been al-
ways stored in the database to prevent overfitting and cope with nonlinearity and abrupt
changes in process characteristics. The use of core data is significantly useful to make
JIT soft-sensors robust. The number of newest samples and the core data were selected
by trial and error.
Figure 4.4 shows the laboratory measurements of the aromatics concentration yaroma,
the estimates, the soft constraint and COT, which is the main MV of MPC. All variables
are scaled in this figure, and the control results before and after the implementation of
LW-PLS are compared.
In addition, Table 4.1 summarizes root mean square errors (RMSE) of prediction,
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mean absolute deviation (MAD) of yaroma from the lower bound, standard deviation  of
yaroma and mean of COT. Here, RMSE, MADyaroma , yaroma and COT are scaled so that
they are 100 when PLS was used, i.e. before the implementation of LW-PLS. The unit of
COT is Celsius.
All indexes in Table 4.1 were improved by using LW-PLS. About 0.6% of opera-
tion cost was reduced by using the MPC system combined with the LW-PLS-based soft-
sensor. Although some of the laboratory measurements of aromatics concentration are
under the lower bound when LW-PLS is applied, this is acceptable since the violation did
not continue for a long time. The control system has been stably working for more than
two year although only two months of the data are shown in Figure 4.4.
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Figure 4.2: Schematic diagram of the ethylene production process at the SDK Oita plant
57












Figure 4.3: Schematic diagram of the CGL fractionator of the ethylene production pro-
cess at the SDK Oita plant
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Table 4.1: Application results of the developed inferential control system integrating
MPC and soft-sensors at the ethylene production process in the SDK Oita plant: compar-
ison between PLS-based soft-sensor and LW-PLS-based soft-sensor
RMSE [%] MADyaroma [%] yaroma [%] Mean of COT [%]
PLS 100 100 100 100
LW-PLS 70.4 74.1 93.3 99.6
4.3.3 Purification section for acetyl plant
In the purification section for acetyl plant, the feed is purified using two towers, a de-
gassing tower and a product tower, as shown in Figure 4.5. This process has been op-
erated by using a multivariate MPC controller for more than one and half years; CVs,
MVs and DVs are shown in Figure 4.5 and Table 4.2. Twelve measurements and the
estimate of the amount of impurity in the product are set as CVs and are controlled by
using three MVs: steam flow rate in the degassing tower, reflux flow rate of the product
tower and a temperature in the product tower. The amount of impurity in the product
has a soft upper constraint and should be kept close to the constraint in order to satisfy
the product specification and to reduce operation cost. In other words, short-term viola-
tions are acceptable. In this process, neither a soft-sensor nor MPC software was used,
and the amount of impurity has been usually measured only once a day thus the control
performance had been poor. To solve this problem and minimize the steam flow rates in
the degassing tower and the product tower, the developed inferential control system was
implemented. Twenty three process variables such as temperature, feed flow rate, dif-
ferential pressure and steam flow rate were selected as input variables of the soft-sensor
on the basis of engineers’ process knowledge. The number of latent variables R and the
localization parameter ' were determined by cross validation; R and ' were set to five
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and 0.8, respectively. The 30 newest samples and core data which consists of 297 sam-
ples obtained from 1st May 2010 to 31st October 2011 were used to construct LW-PLS
models. The number of newest samples and the core data were selected by trial and error.
Figure 4.6 shows the laboratory measurements of impurity amount yim, the estimates,
the constraint and the steam flow rate in the degassing tower before and after LW-PLS
was implemented. All variables are scaled in this figure, and the control results before
and after the implementation of LW-PLS are compared. In addition, Table 4.3 shows
the standard deviation  of yim, mean absolute deviation (MAD) of yim from the upper
bound, mean of the steam flow rate in the degassing tower F1 and that in the product
tower F2, which is used for control of the temperature in the product tower (MV-T1 in
Table 4.2 and Figure 4.5) in a lower level control loop. Here, yim , MADyim and means
of F1 and F2 are scaled so that they are 100 before the implementation of LW-PLS. As
shown in Figure 4.6 and Table 4.3, the impurity amount has been kept close to the soft
upper bound by using the MPC system combined with the LW-PLS-based soft-sensor. In
addition, yim , means of F1 and F2 were reduced by 32.5%, 25.4% and 2.8%, respectively,
and the operation cost was significantly reduced.
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Chapter 4. Application of Just-In-Time Model and Proposal of New Similarity Measure
Table 4.2: Variables used in MPC in the purification section for acetyl plant (DT and PT
denote product tower and degassing tower, respectively)
Tag Variable name
CV-P1 Differential pressure (DT)
CV-P2 Differential pressure (PT)
CV-T1, 2, 3 Temperatures (DT)
CV-T4 Temperature of the outlet flow from the top (DT)
CV-T5, 6, 7, 8 Temperatures (PT)
CV-F1 Feed flow rate into the reflux drum (DT)
CV-F2 Reflux ratio (PT)
CV-Y Estimated value of impurity amount (PT)
MV-F1 Steam flow rate (DT)
MV-F2 Reflux flow rate (PT)
MV-T1 Temperature (PT)
DV-T1 Feed temperature (DT)
DV-T2 Temperature of the reflux flow (DT)
DV-F1 Feed flow rate (DT)
DV-F2 Side cut flow rate (PT)
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Table 4.3: Comparison between the control results by using the conventional control
system and the developed inferential control system integrating MPC and LW-PLS at the
purification section for acetyl plant in the SDK Oita plant
MADyim [%] yim [%]
Mean of Mean of
F1 [%] F2 [%]
Conventional system 100 100 100 100
MPC & LW-PLS 36.1 67.5 74.6 97.2
4.4 New similarity measure
To construct highly accurate JIT soft-sensors, it is crucial to define the similarity between
samples. In the SDK Oita plant, the similarity defined by equations (4.15) and (4.16) has
been used because the distance-based similarity is frequently used and the development
time is limited; however, the estimation performance could be improved by using another
similarity. In this section, to further improve the estimation performance of LW-PLS, a
new similarity based on the weighted distance between samples is investigated since past







d2n = (xn   xq)T(xn   xq) (4.18)
 = diag(1; 2;    ; M) (4.19)
Here,  denotes a weighting matrix.
4.4.1 How should weights be determined?
Figure 4.7 shows simple examples, in which a relationship between a local linear model
and weights m (m = 1; 2; 3) is illustrated by using very small number of samples. In
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Figure 4.7: The relationship between a local model and weights m (m = 1; 2; 3). a
case where relationship between an input and an output is linear (top). a case where
relationship between an input and an output is nonlinear (middle). a case where the
strength of nonlinearity changes depending on the value of an input variable (bottom)
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each figure, it is assumed that the values and the weights of the other inputs, and ' are
constant. Relationship between input 1 and the output variable is linear as shown in
Figure 4.7 (top). Large 1 causes overfitting by prioritizing samples 4 and 5; therefore,
1 should be small. On the contrary, the relationship between input 2 and the output
variable is nonlinear as shown in Figure 4.7 (middle). Thus, 2 should be large to cope
with nonlinearity between input 2 and the output variable. In addition, the strength of
nonlinearity around a query may change depending on the value of the input variable as
shown in Figure 4.7 (bottom). In this case, 3 should be large for query 1 and small for
query 2.
The weights proposed in [59–61], which are based on regression coefficients, do not
necessarily correspond to the strength of nonlinearity around a query. For example, a
regression coefficient of an input can be large even when the input-output relationship
is linear. In such a case, the large weight might cause a deterioration of the estimation
performance as shown in Figure 4.7 (top).
4.4.2 Proposed procedure for calculating similarity
Section 4.4.1 revealed that weights of inputs should correspond to strength of nonlinearity
between the inputs and an output around a query. In addition, a regression coefficient, i.e.
slope in Figure 4.7, significantly changes around a query when the nonlinearity around
it is strong. To evaluate the change of the regression coefficient of an input around a
query and to determine the weights, the weighted variance of each input’s regression
coefficients of LW-PLS models is utilized. The similarities between a query and samples
in a database are utilized as the weights when the weighted variance is calculated. Since
similarity depends on the weight , iterative calculation is conducted to derive similarity
and .
Offline and online calculation procedures of the weights are as follows.
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 Offline part
1. Determine the number of latent variables R, the localization parameter ' and the
maximum iteration number Imax.
2. Set i to 1 and m;i 1 to 1 for all m.
3. Regard each of N samples in the database as a query and construct N LW-PLS
models by using m;i 1.
4. Calculate the variance Vm;i of N regression coefficients of the mth input variable













5. If i = Imax or the following equation is satisfied for all m, finish the offline calcula-
tion. Here, "1 is a tolerance. m;i   m;i 1m;i 1
  "1 (4.22)
6. Set i to i + 1 and go to step 3.
In the offline part, m is first set to 1, then m is updated to (Vm;i); nm and Vm are
calculated repeatedly until m converges.
 Online part
1. Determine the maximum iteration number Jmax, and set j to 1 and m; j 1 = m
obtained in the offline part.
2. Calculate the similarity !n; j 1 by using m; j 1.
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4. Set m; j to [(Vm; j) + m; j 1]=2.
5. If j = Jmax or the following equation is satisfied for all m, finish the online calcula-
tion. Here, "2 is a tolerance. m; j   m; j 1m; j 1
  "2 (4.25)
6. Set j to j + 1 and go to step 2.
In the online part, to evaluate the strength of nonlinearity around a query, m is updated
by using the weighted variance Vm of nm obtained in the offline part and the similarity
!n.
This procedure contains seven parameters to be determined: the number of latent
variables R, the localization parameter ', the tuning parameter , the maximum iteration
number in the offline part Imax and in the online part Jmax, and the tolerance in the of-
fline part "1 and in the online part "2. R, ' and  can be determined by applying cross
validation to all data or by building and validating models with different datasets, i.e.,
model construction data and parameter tuning data. The proposed method includes the
conventional LW-PLS, which uses normal Euclidean distance since the proposed method
becomes the same as the conventional one when  = 0. Thus, the estimation accuracy
of the proposed LW-PLS model is the same as or better than that of the conventional
LW-PLS model when  is tuned properly.
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4.5 Numerical example
In this section, the proposed similarity is compared with the conventional ones in two
numerical examples. The following four methods are compared.
LW-PLS 1) LW-PLS with m = 1.
LW-PLS 2) LW-PLS with m defined as the absolute value of the mth variable’s regres-
sion coefficient of a global MLR model [59].
LW-PLS 3) LW-PLS with m defined as the absolute value of the mth variable’s regres-
sion coefficient of an LW-PLS model constructed by LW-PLS 1 [60].
LW-PLS 4) LW-PLS with m defined by the proposed method.
4.5.1 Problem settings
The following two cases are investigated; in each case, xm and y are inputs and an output,
respectively.
 Case 1
wm  N(0; 0:022) (m = 0; 1; 2; 3) (4.26)
sm  rand( 5; 5) (m = 1; 2; 3) (4.27)
xm = sm + wm (m = 1; 2; 3) (4.28)
y = 10s1 + 5s22 + exp(s3) + w0 (4.29)
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 Case 2
wm  N(0; 0:022) (m = 0; 1;   ; 7) (4.30)
sm  rand( 5; 5) (m = 1; 2;    ; 6) (4.31)
xm = sm + wm (m = 1; 2;    ; 6) (4.32)
x7 = s6 + w7 (4.33)
y = s23 + 3s3 + s42
+ exp(s5) + 3s6 + w0 (4.34)
Here, rand(a; b) denotes the uniform random distribution in a closed interval [a b], and
N(; 2) denotes the normal distribution whose mean is  and standard deviation is .
In both cases, 3000 samples were generated and divided into three groups: samples for
model construction (1000 samples), parameter tuning (1000 samples) and model vali-
dation (1000 samples). Models were constructed with different values of localization
parameter ', the number of latent variables R, and , by using samples for model con-
struction. Then, the estimation errors were calculated by using samples for parameter
tuning, and the set of parameters that minimized the estimation error was selected. The
search range of ', R and  is [0.01, 0.03,    , 0.09], [1, 2, 3] and [0.01, 0.03,    , 0.09],
respectively. The appropriate search range of the parameters depends on the situation;
therefore, it is recommended to make the search range wide enough in order to get the
optimal parameters. In LW-PLS 4, tolerances "1 and "2 are set to 0.01. Both of the
maximum iteration numbers Imax and Jmax are 30.
4.5.2 Results and discussion
Table 4.4 shows the selected parameters and root mean square error for validation sam-
ples (RMSEV). The proposed method achieved the minimum RMSEV in both cases and
was considerably superior to the conventional methods. Figure 4.8 shows the relation-
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ship between RMSE for parameter tuning samples (RMSET) and ' when the proposed
method is applied to case 1 (R = 3). RMSET was large when ' was too small or too
large. Overfitting occurred when ' was too small, and models were unable to cope with
nonlinearity between input and output variables when ' was too large. Tables 4.5 and
4.6 show m when xq = [0; 0; 3]T and xq = [0; 0; 3]T in case 1, respectively. Figure 4.9
shows the change of m in the online part of the weights calculation procedure. Here, m
is normalized so that the sum of m be 1 in LW-PLS 2, 3 and 4. In case 1, the relationship
between x1 and the output is linear, therefore, 1 should be 0. When xq = [0; 0; 3]T, 3















where abs(a) denotes the absolute value of a. On the other hand, when xq = [0; 0; 3]T,














The proposed method derived appropriate  for both queries. On the other hand, LW-PLS
2 and 3 were not able to derive  properly: 1 is large since the regression coefficient of
x1 is large though x1 dose not have nonlinear effect on the output variable. This is the
reason why the proposed method achieved the best performance in the four methods.
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Table 4.4: Selected parameters and RMSEV in numerical examples
Case Method R '  RMSEV
1
LW-PLS 1 3 0.05 - 3.84
LW-PLS 2 3 0.05 - 5.29
LW-PLS 3 3 0.05 - 4.69
LW-PLS 4 3 0.03 0.8 1.59
2
LW-PLS 1 6 0.21 - 18.93
LW-PLS 2 6 0.09 - 16.53
LW-PLS 3 5 0.21 - 21.17
LW-PLS 4 6 0.06 0.8 5.31
































Localiaztion parameter φ [-]
Figure 4.8: The relationship between RMSE for parameter tuning samples and the local-
ization parameter ' when the proposed method is applied in case 1 (R = 3)
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Table 4.5: Derived weights of xq =
[0; 0; 3]T in case 1
Method 1 2 3
LW-PLS 1 1.00 1.00 1.00
LW-PLS 2 0.53 0.08 0.39
LW-PLS 3 0.32 0.02 0.66
LW-PLS 4 0.00 0.32 0.68
Table 4.6: Derived weights of xq =
[0; 0; 3]T in case 1
Method 1 2 3
LW-PLS 1 1.00 1.00 1.00
LW-PLS 2 0.53 0.08 0.39
LW-PLS 3 0.57 0.34 0.09
LW-PLS 4 0.01 0.81 0.18

















































Figure 4.9: Change of m in the online part of the weights calculation procedure in case
1. xq = [0; 0; 3]T (top). xq = [0; 0; 3]T (bottom)
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4.6 Application to distillation process
In this section, an application result of the proposed similarity to an industrial distilla-
tion process is reported. A soft-sensor for estimating the aromatics concentration was
constructed in order to realize highly efficient operation of the CGL fractionator of the
ethylene production process at the SDK Oita plant in Japan. In this case study, linear
PLS, LW-PLS 1, 2, 3 and 4 explained in the previous section were compared. The oper-
ation data obtained from January 1, 2010 to August 4, 2011 were stored in the database.
The tuning parameters were determined using these data. The search range of ', R and
 is [0.2, 0.4,    , 2, 2.5, 3.0,    ,10], [1, 2,    ,9], [0.2, 0.4,    , 2.0], respectively. Then,
the aromatics concentration was estimated for the operation data obtained from August
6, 2011 to December 31, 2011.
4.6.1 Results and discussion
Table 4.7 shows the selected parameters and RMSEV. In LW-PLS 4, tolerances "1 and
"2 are 0.01. The maximum iteration numbers Imax and Jmax are 20 and 30, respectively.
The average calculation time of output estimation for each query was 4.8 msec when
Intel R° CoreTM i7-2620M (2.7 GHz2) and 8 GB RAM were used.
In this process, the output variable (aromatics concentration) is measured to one place
of decimal, thus, the differences of RMSEs between linear PLS and LW-PLS 1, and
between LW-PLS 2, 3 and 4 are not significant. The reason why LW-PLS 2, 3 and 4
derived the better result than the other methods might be that the strength of nonlinear
effect of each input on the output is different. Table 4.8 shows the maximum, mean
and minimum values, and standard deviation of the mth weight m when LW-PLS 4 is
applied. Here, 1; 2;    ; 9 for each query are normalized so that their sum becomes 1.
1 is the largest and the nonlinear effect of input 1 on the output is expected to be strong.
In addition, the strength of nonlinear effect of each input on the output does not seem to
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Table 4.7: Selected parameters and RMSEV in a case study of the CGL fractionator
Method R '  RMSEV
Linear PLS 2 - - 1.20
LW-PLS 1 2 6.5 - 1.15
LW-PLS 2 2 1.0 - 0.99
LW-PLS 3 2 1.0 - 0.98
LW-PLS 4 2 1.4 1.2 1.03
Table 4.8: Changes of weights in a case study of the CGL fractionator when LW-PLS 4
is applied
1 2 3 4 5 6 7 8 9
Maximum value 0.32 0.12 0.13 0.09 0.12 0.10 0.09 0.10 0.12
Mean value 0.26 0.09 0.11 0.08 0.09 0.09 0.09 0.08 0.11
Minimum value 0.21 0.07 0.10 0.07 0.08 0.08 0.08 0.08 0.09
Standard deviation 0.03 0.01 0.01 0.00 0.01 0.00 0.00 0.00 0.01
depend on the value of input variables since the standard deviations of the weights are
small. This could be the reason why RMSEs of LW-PLS 2, 3 and 4 are similar.
4.7 Conclusions
This chapter showed successful applications of inferential control systems based on lo-
cally weighted partial least squares (LW-PLS) and commercial model predictive control
(MPC) software. The developed systems reduced the cost and time of implementation of
soft-sensors, and have been stably working for more than two years at the Showa Denko
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K.K. (SDK) Oita plant in Japan. The operation cost and environmental burden have been
significantly reduced. In the cracked gasoline (CGL) fractionator, for example, about
0.6% operation cost was cut successfully by decreasing the coil outlet temperature (COT)
of the cracking furnace. In the purification section for acetyl plant, the operation cost was
significantly reduced by keeping the impurity amount in the product close to the upper
bound. Furthermore, the implementation of the developed inferential control system has
contributed toward reducing the burden of model maintenance, which was recognized as
the most serious problem in practice. The inferential control system combining MPC and
the LW-PLS-based soft-sensor is now spreading as a standard process control method to
other processes of SDK.
In addition, to further improve the accuracy of LW-PLS models, an adaptive simi-
larity measure was proposed. In the proposed method, weights of input variables are
determined through iterative calculation by using the weighted variance of the regression
coefficients. The results of the case studies showed that the proposed method could adap-
tively derive the appropriate weights and more accurate models than the conventional
methods in numerical examples. Furthermore, root mean square error was improved by
11.3% by using the proposed method compared to LW-PLS in which conventional sim-
ilarity based on the Euclidean distance without weights is used. These results clearly
demonstrate the usefulness of the proposed method, which uses newly defined similarity




In this thesis, the statistical modeling methods for real-time estimation of product quality
were investigated to improve the efficiency of industrial processes. In soft-sensor de-
sign procedure, this research focused on input variable scaling, input variable selection,
model construction and maintenance, and developed the novel methods that improve the
estimation accuracy of soft-sensors and reduce the cost for soft-sensor design.
Chapter 2 investigated the input variable scaling methods. It was revealed that input
variable scaling can have significant effect on estimation accuracy, and conventional input
scaling methods, which assume all input variables are equally important, is not always
optimal. To solve this problem, two novel input scaling methods that can evaluate the
importance of input variables, were proposed. One method statistically derives the input
scaling factors. The other one utilizes spectroscopic data of a material whose content is an
estimation target. The proposed methods successfully improved the estimation accuracy
in case studies in pharmaceutical and distillation processes.
In addition to appropriately define the input scaling factors, selection of input vari-
able is important for soft-sensor design. Though many input variable selection methods
have been proposed, trial and error is unavoidable since they do not take into account
properties of the target processes, and optimal methods depend on each situation. Chap-
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ter 3 proposed an input variable selection method for the batch processes. The proposed
method takes into account the properties of batch processes, thus the estimation accu-
racy can be improved. In a case study in a pharmaceutical process, the estimation error
was reduced by 28.7 and 45.5% in root mean square error of validation (RMSEV) com-
pared to variable influence on projection (VIP) and a method based on engineers’ process
knowledge, respectively.
Chapter 4 dealt with the problem of performance deterioration of soft-sensor after im-
plementation, which is recognized as the most serious problem in practice. To solve this
problem, locally weighted partial least squares (LW-PLS), i.e. a JIT modeling method,
was implemented with model predictive control (MPC) to chemical processes. The devel-
oped systems have been stably working for more than two years without performance de-
terioration, and the operation cost and model maintenance burden have been significantly
reduced. In addition, a new similarity measure was proposed to enhance the estimation
accuracy of LW-PLS models. The proposed similarity can be adaptively defined on the
basis of the condition of target process. By using the proposed method, the estimation
accuracy was improved by 11.3% compared to LW-PLS in which conventional similarity
was used.
Although the methods developed in this research can contribute to the improved es-
timation performance of soft-sensors, they were individually applied and an integrated
standard soft-sensor design method has to be developed to make soft-sensors more widespread
and to maximize the benefit of soft-sensor. To realize this, the following problems should
be tackled.
1. How to select samples for soft-sensor design?
2. How to clarify the reason when the estimation performance of a soft-senor is not
satisfactory, and how to improve it?
First problem is quite important since the performance of the soft-sensors significantly
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depends on the samples used for soft-sensor design. For example, the existence of ab-
normal samples can deteriorate the performance of input variable selection and model
construction methods, since most of them assume that the abnormal samples are not con-
tained in the database. In addition, detection of abnormal samples is not enough since
the amount and the position of the sample in the input variable space affect on the es-
timation performance. Thus a method for evaluating the estimation performance based
on the amount and the position of the sample is required in addition to abnormal sample
detection.
Second problem is also important to make soft-sensors more familiar to the people
who are not the expert of soft-sensor design. However, it is very difficult even for expe-
rienced people to clarify the reason of bad estimation performance and improve it . To
solve this problem, all methods used in each step of soft-sensor design procedure must be
developed concurrently. In addition, the meaning and the results of each method should
be easy to interpret as the input variable selection method proposed in chapter 2.
Data analysis technique is becoming much more popular than ever accompanied with
increasing power of computers not only in engineering but also in many fields such as
business science and medicine. Thus, the demand for developing new data analysis tech-
niques would increase and active researches are encouraged. In addition, it is quite im-
portant to collaborate with people in other fields to get more benefit from data analysis,
since knowledge about statistics and the target systems are essential.
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