In this paper, we present the derivation of the multiparametric disaggregation technique by Teles et. al (2001) for solving nonconvex bilinear programs. Both upper and lower bounding formulations corresponding to mixed-integer linear programs are derived using disjunctive programming and exact linearizations, and incorporated into two global optimization algorithms that are used to solve bilinear programming problems. The relaxation derived using the multiparametric disaggregation technique (MDT) is shown to scale much more favorably than the relaxation that relies on piecewise McCormick envelopes, yielding smaller mixed-integer problems and faster solution times for similar optimality gaps. The proposed relaxation also compares well with general global optimization solvers on large problems.
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Introduction
Bilinear programs, for the purpose of this paper, can be written as the following nonconvex nonlinear programming problem:
where h q (x) is convex and twice differentiable, a ijq is a scalar with i ∈ I, j ∈ J, and q ∈ Q represents the set of all functions f q , including the objective function f 0 and all constraints. BL q is an (i,j)-index set which defines the bilinear terms present in the problem. Although i ≠ j for strictly bilinear problems, i = j can be allowed to accommodate quadratic problems. The set S ⊂ n is convex, and Ω ⊂ n is an n-dimensional hyperrectangle defined in terms of the initial variable bounds x L and x U :
The global optimization of bilinear programs of the form of (P) is important in such areas as water networks and petroleum blending operations [1, 2, 3, 4] . Nonconvex, bilinear constraints are required to model the mixing of various streams in these systems, and are in some cases the only nonlinearities in the models. The pooling problem, stemming from the original Haverly paper [5] , contains these bilinear constraints and has received much attention in the literature [6, 1, 7, 8, 2, 9] . Water network optimization problems containing bilinear terms have also received much attention in the literature [10, 11, 3, 4, 12] . The same blending constraints present in the pooling problem are present in water network problems, and thus numerous advances in solving bilinear programs have been made addressing these problems.
The global optimization of general nonconvex bilinear programs has received significant attention in the literature [13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27] . The convex McCormick envelopes [1] coupled with spatial branch and bound search frameworks have been the basis for many of these global optimization techniques, with piecewise McCormick envelopes being a more recent development. Variations of this approach have been suggested, generalizing the convex envelopes to piecewise over-and under-estimators [1, 17] . Novel ways of representing bilinear terms through reformulation have been another approach reported in the literature [16] . Misener and Floudas [1] , building on the work of Vielma & Nemhauser [28, 29] , have shown that a relaxation of the bilinear terms can be achieved with a logarithmic number of binary variables.
Teles & Castro [30] have introduced a novel approximation of polynomial constraints that exhibit a similar property.
In this paper, we introduce the multiparametric disaggregation technique described in [11] and derive the corresponding mixed-integer constraints using generalized disjunctive programming and exact linearization. We also prove that this approximation technique can be used under some conditions to obtain an upper bound. Furthermore, we introduce a rigorous lower bound derived from the upper bounding constraints, and present two algorithms based on these bounds. Finally, we conclude with a comparison of this approach and the McCormick convex envelopes, and report computational results on small and large problems.
Discretization with Multiparametric Disaggregation
Given a nonconvex bilinear term w ij = x i ·x j , the multiparametric disaggregation technique described by Teles et al. [11] can be used to obtain an upper bound on problem (P). This reformulation can be derived in terms of generalized disjunctive programming (GDP) [31] and exact linearization [32] . For simplicity in the notation, we first rewrite the bilinear product w ij = x i ·x j as a single bilinear term w = u·v. This product can be represented exactly with the following constraints and disjunction:
where v is discretized through the disjunction in (3) that selects one digit k for each power ℓ ∈ .
Here we assume a basis of 10, although in principle other bases can be selected. Note that since (3) is defined over the domain of all the integer numbers, this implies an infinite number of disjunctions. Furthermore, v can represent any positive real number.
First, we consider the convex hull reformulation of the disjunction in (3) [33] after which we introduce the disaggregated variables, k,ℓ and the binary variables z k,ℓ , which then leads to the following equations where K = {k | k = 0,1,…9}:
,ℓ 1 ∀ ℓ ∈
,ℓ ∈ 0,1 ∀ ℓ ∈ , ∈ Substituting equation (5) into equation (4) yields
Furthermore, substituting equation (7) into equation (2) leads to the fully discretized (but still exact representation of) v:
,ℓ ∈ 0,1 ∀ ℓ ∈ , ∈ Considering the product w = u·v by substituting equation (8) 
Since ⋅ ,ℓ 0 if ,ℓ 0 if ,ℓ 1
and û k,ℓ is non-negative, we introduce the following lower and upper bound constraints:
,ℓ
where u U and u L are the non-negative upper and lower bounds on u. Furthermore, to relate u to û k,ℓ , we derive one additional constraint from equation (6):
In this way, we arrive at the final set of mixed-integer linear constraints for representing the bilinear product w = u·v, namely,
,ℓ ∀ ℓ ∈
,ℓ ∈ 0,1 ∀ ℓ ∈ , ∈ Since in practice it is infeasible to compute the infinite sums over all integers, we represent v to a finite level of precision. The constraints in (9)-(12) and (6) are modified below to allow for a maximum power of 10 (P) and a minimum power of 10 (p), and correspond to the equations proposed by Teles et. al. [11] :
where L = {ℓ p,p+1,…P}.
Because of this finite level of precision, these constraints are no longer an exact representation of the product w = u·v. When we incorporate the constraints (13) into problem (P) by redefining w ij = x i ·x j , and selecting x j as the variable on which discretization is performed, the resulting problem (P') shown below will represent a mixed-integer approximation to the original problem:
, ∈ , ∈ , ℓ ∈ ℓ 1 ∀ ∈ | , ∈ , ∈ , ∈ , ℓ ∈ ℓ ∈ 0,1 ∀ ∈ | , ∈ , ∈ , ∈ , ℓ ∈ ∈ ∩ Ω ⊂ where x j and w ij represents the discrete and continuous approximations to x j and w ij , respectively, in the constraints (9)- (12) and (6) . Note that if the convex functions h q (x) are linear, problem (P') represents a mixed integer linear program (MILP). Otherwise it corresponds to an MINLP.
Further, note that problem (P') is a restricted version of problem (P), or equivalently problem (P) is a relaxation of problem (P'). Thus, if the solution of problem (P') is feasible then it is also feasible for problem (P). It then follows that the solution of problem (P') either yields an upper bound on problem (P) such that z' = z U ≥ z, or else problem (P') is infeasible. This restricted feasible region can be seen in Figures 1 and 2 .
Infeasibilities in the Discretized Problem
The mixed-integer approximation problem (P') can be infeasible even if the original problem (P) is feasible. For example, if bounds such as 10 p-1 ≤ x j ≤ 2·10 p-1 are enforced, (P') will be infeasible, while such a constraint is completely valid and will not necessarily result in an infeasible problem (P). Thus, the parameters p and P must be chosen appropriately to avoid such infeasibilities.
Some general guidelines for ensuring precision-based feasibility can be established. For example, the largest power of 10 (P) must be large enough such that 10 P is at least as large as the upper bound on x j : log Additionally, p must be small enough to ensure at least one (and preferably many) discretization points lie between the lower and upper bounds for x j . Thus, p ≤ P is the absolute minimum requirement, but feasibility is more likely as p is decreased. Note that these guidelines do not guarantee feasibility of (P') in all cases, but represent the minimum level of precision needed given reasonable bounds on x j . The following proposition can then be established:
Property 1: If Problem (P') is feasible, its solution yields an upper bound for problem (P).
Proof: If (P') is feasible, its solution is feasible in (P), as (P) is a relaxation of (P'). Since this solution is not necessarily optimal in (P) it will yield an upper bound. □ 
Lower Bounding with Multiparametric Disaggregation
To obtain a lower bounding problem using multiparametric disaggregation, we first note that in the discretized problem, there always exists a gap between discretization points for a finite p. Thus, we can introduce a slack variable Δx j such that x j R = x j ' + Δx j , where x j ' is the discretized representation of x j from Section 2, and x j R is the continuous representation of x j .
Again switching to the notation w = u·v for the bilinear term, we begin with the discretization of v from the truncated set of constraints (13):
We can add the slack term Δv (bounded between 0 and 10 p ) to represent a continuous v, denoted
We can rewrite Δv using a form similar to the discretization scheme already described. Given the following relationship,
we use this expression to represent Δv:
The constraints (14) can now be rewritten as 
Introducing these constraints into Problem (P), and expressing the variables in terms of the original variables w ij = x i ·x j , we obtain the new optimization problem, (PR):
While (PR) does not exactly represent the product w ij = x i ·x j and is feasible for values of w ij , x i , and x j that do not satisfy w ij = x i ·x j , the bilinear term is feasible in (PR). Thus, (PR) is a relaxation of (P). The relaxed feasible region resulting from (PR) can be seen in Figures 3 and 4 .
The following property can be readily established:
The solution of problem (PR) yields a lower bound for problem (P), i.e. z R ≤ z.
Proof: This directly follows from the fact that the constraints in (PR) represent a relaxation of problem (P), with which it clearly follows that the optimal solution of (PR), z R , represents a lower bound to the solution of the original problem (P). □ 
Discussion of Global Optimization Algorithms
The upper and lower bounding schemes described can be combined into a global optimization algorithm. First, the following property can be established:
Proof: As p approaches -∞ in (PR), 10 p approaches 0, which implies Thus, since the variables ̃ and are eliminated, this yields problem (P'), and hence z'
From Property 3, we can establish that as precision is increased (i.e. p approaches -∞), both (P') and (PR) converge to the same value. Assuming P is large enough such that 10 P ≥ x j U , we can further state that (P') and (PR) converge such that z' = z R = z.
Algorithm 1
The first global optimization algorithm that can be established from the aforementioned upper and lower bounding is as follows. First, we start at some coarse level of discretization such that P ≥ p, and solve both (PR) and (P'). If the difference in solutions to the upper and lower bounding problems is sufficiently small, then the algorithm terminates; otherwise, precision is increased and the problems are resolved. The algorithm is then as follows:
Step 0. Choose p = P ≥
Step 1. Solve (PR) to obtain the lower bound z R .
Step 2. Solve (P') to obtain the upper bound z'. If (P') is infeasible, let z' = +∞.
Step 3. If (z' -z R )/z R ≤ ε, STOP, the solution is globally optimal. Otherwise, set p = p -1, and return to step 1.
Algorithm 2
While Algorithm 1 follows most naturally from the problems (P') and (PR), it has several shortcomings. Notably, because (P') and (PR) are fairly similar and increase similarly in problem size as precision is added, solving (P') and (PR) repeatedly becomes increasingly expensive. Thus, an alternative method for obtaining an upper bound instead solving of (P') is to use a local NLP algorithm in place of solving the problem (P').
Step 2. Solve (P) using a local NLP algorithm to obtain some upper bound z using the solution to (PR) as a starting point.
Step 3. If (z -z R )/z R ≤ ε, STOP, the solution is globally optimal. Otherwise, set p = p -1 and return to step 1.
Algorithm 2 is generally more computationally efficient than Algorithm 1, as the solution of (P) using a local NLP algorithm is more efficient than the increasingly large MILP that (P') becomes as P -p grows.
Extensions to MINLP
The algorithms in Sections 4.1 and 4.2 can be readily extended for solving MINLPs with the following general form:
where h q (x,y) is jointly convex in x and y. For most cases in practice the variables y appear in linear form in these terms [34] .
Analogous problems (P'-MINLP) and (PR-MINLP) can be derived, and Algorithm 1 can be used without modification. However, Algorithm 2 requires some modification, as (P-MINLP)
cannot be solved using a local NLP algorithm because it is an MINLP. A heuristic can be used to compute the upper bound as in Algorithm 2:
Algorithm 3
Step 1. Solve (PR-MINLP) to obtain z R .
Step 2. Fix the binary variables y in (P-MINLP) to the values found by the solution of (PR-
MINLP) in
Step 1, reducing it to an NLP. Solve (P-MINLP) with these fixed binary variables using a local NLP algorithm to obtain some z using the solution to (PR-MINLP)
as a starting point.
A disadvantage of this algorithm is that it could take, in the worst case, an infinite number of iterations to converge. By fixing the binary variables to that of the solution to (PR-MINLP), (P-MINLP) can be rendered infeasible, and the algorithm would continue until (PR-MINLP) has enough discretization points to exactly represent (P-MINLP). If this occurs, heuristics or other approaches may be utilized to obtain an upper bound in place of solving (P-MINLP) with fixed binary variables. However, in practice, this is unlikely to occur.
Comparison with Piecewise McCormick Envelopes
A common approach to solving bilinear programs of the form (P) is to reformulate the bilinear terms using McCormick convex envelopes [35] . This reformulation results in an LP if the only nonlinearities are bilinear, or a convex NLP if there are remaining convex nonlinearities, either of which are easily solved to global optimality. For each bilinearity w ij = x i ·x j , we introduce instead the following constraints:
This relaxation yields a lower bound on problem (P). However, this lower bound can be weak depending on the bounds on x i and x j . To improve the quality of the lower bound, these convex envelopes can be used on discretized portions of the variable range. Thus, piecewise McCormick envelopes can be introduced in (P) to obtain a tighter lower bound at the cost of becoming an MILP [10, 17, 36] . The envelopes, defined over a set of N points on the variable x i , can be represented by the following disjunctive constraints:
Applying the convex hull reformulation [33] for the above disjunctive constraints yields
By adding these piecewise McCormick envelope constraints (18) to problem (P), we can define a new relaxed MILP, (PR-PCM). Furthermore, we can compare the performance of (PR-PCM) to the lower bounding problem derived from multiparametric disaggregation, (PR).
Illustrative example (P1)
We first consider as an example the bilinear program by Quesada and Grossmann [37] and originally reported by Al-Khayyal and Falk [18] :
The global optimum of this bilinear program is f = -1.0833 at (1.167, 0.5). Two other local minima correspond to: f = -1.0 at (1, 1), and f = -1.005 at (0.917, 1.062).
Lower bounding problems
In order to compare the lower bounds predicted by multiparametric disaggregation and piecewise
McCormick envelopes, we solve the relaxation problems (PR) and (PR-PCM) resulting from multiparametric disaggregation and piecewise McCormick, respectively. For the specific example Problem (P1), we can derive analogous relaxed problems (P1R) and (P1R-PCM) using the multiparametric disaggregation technique and piecewise McCormick envelopes, respectively. Note that x 1 is the variable being discretized.
Min w subject to Problem size and computational results are shown in Table 1 using GAMS 23.8.2 [38] for the lower bounds predicted by (P1R) at P = 0 and p = {0, -1,…-6} and (P1R-PCM) at N = {1, 10, 100, 1000, 10000} being solved by CPLEX 12.4 [39] . Solving (P1R-PCM) at various levels of discretization, it becomes clear that problem size increases approximately exponentially with each order of magnitude decrease in the optimality gap. However, solving (P1R), this is not the case.
As precision is added to (P1R), i.e. p is decreased; a linear relationship holds with each order of magnitude added. Note that due to the range of discretization [0, 1.5], the precision of PCM at N = 10 is between that of MDT at p = 0 and p = -1. Likewise, PCM at N = 100 is between that of MDT at p = -1 and p = -2. Additionally, upper bounds are reported using CONOPT 3 [40] , by using as a starting point the solution of the lower bounding relaxation problem as in Algorithm 2. Results for BARON [41] solving the original NLP (P1) are also reported. Note also that the computational time reported for MDT is for each subproblem, and these times would need to be accumulated to compare Algorithm 2 directly to BARON, unless the discretization level (p) is chosen a priori.
As seen in Table 1 
Numerical Experiments
The performance of the underestimating problems from multiparametric disaggregation (PR) and piecewise McCormick (PR-PCM) is evaluated through the solution of four additional small test problems from the literature for different accuracy levels. Since in all problems the functions h q (x) in (P) are linear, the resulting bounding MILP problems were solved in GAMS 23.7.1 using CPLEX 12.3 (1 thread). Default options were used except the relative optimality tolerance, equal to 10 -6 and a maximum computational effort equal to 3600 CPU seconds. Similarly as in problem (P1), the original nonlinear programs were solved by CONOPT 3, following initialization with the values from the MILP, and by BARON 9.3.1. We also report results for larger problems in the areas of water networks and multiperiod blending. These problems were also solved by GLoMIQO 
P3
Test problem (P3) corresponds to Problem 106 in Hock and Schittowski (1981) [43] . Table 1 to Table 4 give the computational results for problems (P1)-(P4) as a function of the discretization level, and correspond to Algorithm 2, where the relaxation problem is either generated by multiparametric disaggregation (PR), MDT columns, or by the piecewise McCormick envelopes (PR-PCM), PCM columns. We provide the problem size, lower bound from the relaxation problem, and upper bound from a local NLP solver (the values of the latter remain the same independent of the accuracy level). The optimality gap and total computational effort (CPLEX plus CONOPT, the latter being almost negligible) are also reported. Note that the triplets in Table 2 are related to the number of discrete points for the three variables selected. The n-tuples in Tables 3-4 6 are not integer values and so, while the number of discrete points is roughly the same, their location is not, making it possible for the relaxation from MDT to be better than the one from PCM.
Computational statistics
The exception is PCM = (50,100,100) and MDT = (-1,-1,-1) . Due to the better performance of the new method, there are more columns for MDT than for PCM, meaning that higher accuracy levels, i.e. lower optimality gaps, can be achieved by the former for a given computational time.
While MDT is less tight than PCM, the latter generates considerably larger MILP problems for the same accuracy level. More specifically, with PCM we get exactly an order of magnitude increase in the number of binary variables for each new significant digit and roughly the same behavior with respect to the number of total variables and constraints. In contrast, for MDT we get a linear increase, keeping problems tractable for a wider accuracy range. Notice that with MDT all problems can be solved with an optimality gap of less then 0.01% in under one hour, while PCM closes only to a gap of 6.63% for (P3).
Since problem size is related to the number of parameterized/partitioned variables, one might be tempted to keep this number as low as possible. However, the results for (P3) give opposite results, since the worst performance is obtained for 3 parameterized variables (gap = 0.009%), followed by 4 (gap = 0.0067% in 2144 CPUs) and then 5 (gap = 0.0071 % in 591 CPUs, which improves to just 0.0020% for p = (-3,…,-3), calculated using the best possible solution at time of termination).
Evaluation of Algorithm 1
Compared to Algorithm 2 in Tables 2, 3 , and 4, Algorithm 1 generally leads to larger optimality gaps, particularly in the first iterations at coarse discretization levels, and it also requires more CPU time since two MILPs are solved at each iteration. Comparatively, solving (P) with a local solver can be done almost instantaneously. The lower bounding problem is the same as in Algorithm 2, while the upper bounding problem (P') yields considerably worse bounds than the ones returned from the local NLP solver (recall that these were always global optimal solutions). As is illustrated in Figure 5 for test problem (P3a), the solutions from both (P') and (PR) typically become closer to the optimum with an increase in accuracy. However, it is clear that using a local NLP solver, as in Algorithm 2, is a superior approach. While it is possible for the solution of (P') to be closer to the global optimum than the solution of (P) using a local NLP algorithm, in practice, this generally does not occur, especially when using the solution of (PR) as a starting point. 
Results for larger problems
As seen in Tables 1-4 , when compared to the commercial solver BARON, multiparametric disaggregation is competitive in (P1), (P2) and (P4) but is orders of magnitude slower in (P3). This is to be expected given the very small size of problems and the reduced number of bilinear terms, which facilitates the spatial branch-and-bound procedure in BARON. In order to evaluate how both methods scale with problem size, we solved the five most difficult (higher optimality gap at termination when solved with BARON) water-using network design problems in Teles et al. (2012) [11], which also correspond to bilinear programs. In such problems, the discretized variables are concentrations featuring P = 3 in Ex17 and P = 2 in the other examples. Given the larger size, it is not possible to be as demanding in terms of accuracy, with difficulties arising already for p = 0 (MDT). However, the results in Table 5 show that the optimality gaps for MDT are at least one third those of BARON. In particular, Ex17 and Ex18 can be solved to global optimality in a few seconds due to the solution from the relaxed problem (PR) being equal to that of (P). It should be highlighted that in the full set of problems [11] , MDT performs better than BARON 90% of the time. GLoMIQO can also solve two problems to global optimality (Ex14 and Ex15), interestingly different problems than what MDT can solve, and is always better than BARON.
In Table 6 , several multiperiod blending problems [45, 46] are solved using BARON, GloMIQO, and Algorithm 3 at a single level of discretization. These problems are multiperiod blending problems with varying numbers of tanks, time periods, and product qualities. Each problem is identified such that 6T-3P-2Q-029 is a 6 tank, 3 time period, 2 quality problem, with a unique 3-digit identifier to distinguish it from other problems of the same size. The results for MDT are reported for P = 0 and p = -3 and were solved using Gurobi [47] using 12 threads. As these problems are originally MINLPs, are still larger than those in Table 5 , and 12 threads are utilized, the computational difference is much more significant. GloMIQO and BARON both use MILP solvers in their algorithms which can utilize multiple threads, but this effect is not significant as the Table 5 . Comparison for water-using networks design problems [11] . For MDT, P = 2 is used, except for Ex17, where P = 3. 
