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The eigenstate thermalization hypothesis (ETH) offers a universal mechanism for the approach
to equilibrium of closed quantum many-body systems. So far, however, experimental studies have
focused on the relaxation dynamics of observables as described by the diagonal part of ETH, whose
verification requires substantial numerical input. This leaves many of the general assumptions of
ETH untested. Here, we propose a theory-independent route to probe the full ETH in quantum
simulators by observing the emergence of fluctuation-dissipation relations, which directly probe the
off-diagonal part of ETH. We present protocols to independently measure fluctuations and dissipa-
tions as well as higher-order time ordered correlation functions. We first show how the emergence
of fluctuation dissipation relations from a nonequilibrium initial state can be observed for the 2D
Bose-Hubbard model in superconducting qubits or quantum gas microscopes. Then we focus on the
long-range transverse field Ising model (LTFI), which can be realized with trapped ions. The LTFI
exhibits rich thermalization phenomena: For strong transverse fields, we observe prethermalization
to an effective magnetization-conserving Hamiltonian in the fluctuation dissipation relations. For
weak transverse fields, confined excitations lead to non-thermal features resulting in a violation of
the fluctuation-dissipation relations up to long times. Moreover, in an integrable region of the LTFI,
thermalization to a generalized Gibbs ensemble occurs and the fluctuation-dissipation relations en-
able an experimental diagonalization of the Hamiltonian. Our work presents a theory-independent
way to characterize thermalization in quantum simulators and paves the way to quantum simulate
condensed matter pump-probe experiments.
I. INTRODUCTION
The long coherence time scales accessible in quantum
simulators made it possible to experimentally observe
thermalization in isolated quantum systems [1–4], the
absence thereof in the presence of disorder [5–9] and
integrability in reduced dimensions [10, 11]. Typically,
these observations were based on probing equal-time cor-
relation functions [12–14], concluding the observation of
equilibration by comparison to the expected microcanon-
ical expectation values at the same energy density as the
initial state. This approach in particular requires viable
theory input to compare with. However, in order to show
full thermalization also the fluctuations around the equi-
librium expectation value as well as the response of the
system to small perturbations need to match the expecta-
tion in thermal equilibrium. This can be understood from
the eigenstate thermalization hypothesis (ETH) [15–19],
via its Ansatz for the matrix elements of observables Aˆ
with respect to many-body eigenstates |n〉 with energy
En:
〈n|Aˆ|m〉 = A(E¯)δnm + e−S(E¯)/2fA(E¯, ω)Rnm, (1)
where E¯ = (En + Em)/2, ω = Em − En, A(E¯) is the
value of 〈Aˆ〉 in the microcanonical ensemble at energy
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E¯, S(E¯) is the thermodynamic entropy (i.e. the num-
ber of states in a small interval around energy E¯) and
Rnm are Gaussian random numbers. Measuring equal-
time correlation functions in experiment only probes
the first (“diagonal”) term as in the long time limit
〈Aˆ(t)〉 ≡ 〈ψ0|Aˆ(t)|ψ0〉 → A¯ ≡
∑
n | 〈ψ0|n〉 |2 〈n|Aˆ|n〉.
While temporal fluctuations of equal-time correlation
functions around the steady-state value can in princi-
ple be used to probe the off-diagonal part of ETH as
〈Aˆ(t)〉2 − A¯2 → ∑m6=n | 〈ψ0|n〉 |2| 〈m|ψ0〉 |2| 〈m|Aˆ|n〉 |2,
they are exponentially small in system size since the ther-
modynamic entropy is extensive. Hence, it becomes im-
practical to observe them in large systems [20]. Equal-
time correlation functions therefore only probe the diago-
nal part of ETH while requiring substantial theory input
to conclude thermalization in experiment as they require
a comparison with an equilibrium expectation value.
Here, we propose to measure two-time correlation func-
tions of the form 〈Aˆ(t1)Bˆ(t2)〉 to probe thermalization
in quantum simulators. They are entirely determined
by the off-diagonal part of ETH while staying of O(1)
in the thermodynamic limit, hence offering a route to
experimentally probe the entirety of eigenstate thermal-
ization. Moreover, two-time correlation functions offer
a completely theory-independent route to do so by test-
ing the fluctuation-dissipation relations (FDRs) [21–26].
FDRs relate the anticommutator (statistical) two-time
function
F (t1, t2) =
1
2
〈{Aˆ(t1), Bˆ(t2)}〉 − 〈Aˆ(t1)〉 〈Bˆ(t2)〉 , (2)
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2which quantifies fluctuations of the system, with the com-
mutator (spectral function)
ρ(t1, t2) = 〈[Aˆ(t1), Bˆ(t2)]〉 , (3)
quantifying dissipation of energy [27]. Once local thermal
equilibrium is approached at late times, the fluctuations
and dissipations are independent of the central time T =
(t1 + t2)/2 due to time-translational invariance. Fourier
transforming the relative time τ = (t1−t2) to frequencies
ω, we obtain the FDR
F (ω) = nβ(ω)ρ(ω). (4)
The Bose-Einstein distribution (plus the “quantum half”)
nβ(ω) = 1/2 + 1/(exp(βω)− 1) at inverse temperature β
links fluctuations and dissipation; see App. A for a short
derivation of the FDRs and App. B for the connection
between ETH and FDRs. As the FDR is completely
independent of microscopic details and the initial state,
measuring F and ρ independently from each other out-
of-equilibrium and testing the FDRs provides a universal
and theory-independent way of probing thermalization in
quantum simulators. Moreover, from the FDR one can
extract the temperature of the many-body system, which
is usually challenging to determine experimentally [28,
29].
In this work, we propose protocols for measuring fluc-
tuations and dissipations independently from each other
out-of-equilibrium in quantum simulators of spin systems
as well as fermionic and bosonic quantum gas micro-
scopes employing protocols based on Ramsey pulses [30],
non-destructive projective measurements [30, 31], ran-
domized measurements [32] and linear response, in-
cluding non-equilibrium Bragg [33] and “tweezer” spec-
troscopy (Sec. II). We then discuss applications of the
protocols in Sec. III. As a first example, we show that
the FDRs can be probed in current quantum gas micro-
scopes as well as superconducting qubit experiments im-
plementing the Bose-Hubbard model. Going beyond the
case of fast thermalization, we show that in trapped ion
experiments several examples of prethermalization [34]
can be probed in the long-range transverse field Ising
model (LTFI). At large transverse fields, a single ap-
proximately conserved quantity leads to thermalization
to a prethermal Hamiltonian, which can be directly ob-
served by testing the FDRs. In an integrable sector of
the LTFI, extensively many conserved quantities lead to
thermalization to a generalized Gibbs ensemble, which
can again be observed by a generalized FDR [35]. In
turn, measuring two-time correlations enable an experi-
mental diagonalization of the quadratic Hamiltonian. Fi-
nally, at small transverse fields, confined excitations can
be directly observed in the spectral function and lead to
genuine non-thermal features including a violation of the
FDR observable up to long times.
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FIG. 1. Measuring two-time correlation functions out
of equilibrium. The statistical function F can be measured
by employing a non-destructive measurement on site i at time
t1 before measuring site j at time t2. Alternatively, measure-
ments of two independent experimental realizations can be
combined to yield F by averaging over global random uni-
taries U acted on the initial state. The spectral function ρ can
be measured by non-equilibrium linear-response (e.g. Bragg
or tweezer spectroscopy), employing light pulses on lattice
site i at time t1 before measuring at time t2. Alternatively,
a Ramsey-type sequence works similarly. The protocols for
F and ρ can be realized in quantum simulators of spin mod-
els such as trapped ion experiments as well as simulators of
Bose- and Fermi-Hubbard models such as quantum gas mi-
croscopes and superconducting qubits. The non-destructive
measurement and Ramsey protocols can be combined to mea-
sure higher-order time ordered correlation functions.
II. MEASURING N-TIME CORRELATION
FUNCTIONS IN QUANTUM SIMULATORS
Solving the quantum many-body problem is equivalent
to obtaining all time ordered correlation functions [12]
〈TAˆ(t1)Bˆ(t2)Cˆ(t3) · · · 〉. Here, we propose protocols to
measure such correlation functions in quantum simula-
tors of lattice models by using their decomposition into
nested (anti-) commutators [36]. In particular, we will
focus on the two-time correlation function which can be
decomposed into the anti-/commutator (i.e. the statis-
tical/spectral function) according to 〈TAˆ(t1)Bˆ(t2)〉 =
F + 12 sgn(t1 − t2)ρ. In the following, we present several
protocols to measure F and ρ independently from each
other in quantum simulators of spin and Bose-/Fermi-
Hubbard models and indicate how to generalize them to
higher order time ordered correlation functions. Our pro-
tocols are summarized in Fig. 1.
A. Simulators of spin models
Ramsey protocol for spectral function ρ
Spectral functions in quantum simulators of spin mod-
els can be probed by many-body Ramsey interferome-
3try [30, 31] using local spin rotations of the form
Rαi (θ) = cos(θ/2)1ˆi − i sin(θ/2)σˆαi , (5)
where σˆα are the Pauli matrices [37]. The protocol pro-
ceeds as follows: Starting from some initial state |Ψ0〉,
evolve for time t1, apply a local rotation Rαi (θ) at site i,
subsequently evolve for a time (t2 − t1) and finally mea-
sure σˆβj [38]. The result can be written as
〈σˆβj (t2)〉θ = cos
2(θ/2) 〈σˆβj (t2)〉+
i
2
sin θ 〈[σˆαi (t1), σˆβj (t2)]〉
+ sin2(θ/2) 〈σˆαi (t1)σˆβj (t2)σˆαi (t1)〉 , (6)
where all expectation values are written in the Heisenberg
picture. The spectral function can then be obtained by
combining two runs with opposite angle θ = ±pi/2 by
〈[σˆαi (t1), σˆβj (t2)]〉 = −i 〈σˆβj (t2)〉pi/2 +i 〈σˆ
β
j (t2)〉−pi/2 . (7)
Projective measurement protocol for F
The statistical function F can be probed by re-
placing the pulses in the Ramsey protocol for ρ with
non-destructive projective measurements [30, 31], which
have for example been demonstrated in superconduct-
ing qubits [39], Rydberg tweezer arrays [40] and trapped
ions [41, 42]. In this protocol, a measurement of σˆαi at
time t1 (without disturbing the rest of the system) and a
subsequent measurement of σˆβj at time t2−t1 is combined
to yield
1
2
〈{σˆαi (t1), σˆβj (t2)}〉 = P+α+βij +P−α−βij −P+α−βij −P−α+βij ,
(8)
where P+α+βij is the joint probability of measuring +1 for
σˆαi (t1) and +1 for σˆ
β
j (t2).
Randomized measurement protocol for F
Alternatively, statistical correlations between random-
ized measurements [9, 43–47] may be employed to mea-
sure F in small systems by averaging over global random
unitaries uˆ applied on the initial state |Ψ0〉. After time
evolving for a time t1, Aˆ is measured. Preparing the same
initial state (with the same unitary uˆ) to measure Bˆ af-
ter evolving for time t2 as well as measuring the overlap
〈ρ0〉u ≡ | 〈Ψ0|uˆ|Ψ0〉 |2 of the initial state with uˆ |Ψ0〉 in a
separate measurement, one can then extract F by
〈{Aˆ, Bˆ}〉 = N 3H〈Aˆ(t1)〉u 〈Bˆ(t2)〉u 〈ρ0〉u −NHC(t1, t2),
(9)
where NH  1 is the Hilbert space dimension, the over-
line denotes averaging over random unitaries and we as-
sumed Aˆ, Bˆ to be traceless. The second term is the
infinite temperature correlation function
C(t1, t2) ≡ 1NH Tr(Aˆ(t1)Bˆ(t2))
= NH〈Aˆ(t1)〉u 〈Bˆ(t2)〉u, (10)
which is interesting in its own right as it quantifies ther-
malization and transport in the middle of the spectrum
in systems with a bounded local Hilbert space. Note
that both F and C can be obtained from the same ex-
perimental data. Moreover, if Aˆ = Bˆ only a single time
trace needs to be measured for every unitary u (along
with 〈ρ0〉u). We present the proofs of Eqs. (9) and (10),
in App. F, along with a generalization to operators which
are not traceless and a simplification of the protocol in
case of thermal equilibrium ρˆ0 ∝ e−βHˆ . In the proofs, we
assume u to be a unitary 3-design, i.e. moments up to the
third order have to match the circular unitary ensemble
(C can be measured with 2-designs).
Global random unitaries can be implemented by
adding local quenched disorder to a many-body Hamil-
tonian [32, 48].
Higher order time ordered correlation functions
A specific three-point correlation function can be di-
rectly read off of Eq. (6):
〈σˆβj (t2)〉pi/2 + 〈σˆ
β
j (t2)〉−pi/2 = 〈σˆ
α
i (t1)σˆ
β
j (t2)σˆ
α
i (t1)〉 ,
(11)
with t2 > t1 as demanded by causality. In order to recon-
struct the complete three point time ordered correlation
function, we need to additionally measure all possible
(anti-)commutator nestings [36]. These can be obtained
by combining the projective measurement and Ramsey
protocols as we show in App. G. For example, a mea-
surement of σˆαi at time t1 followed by a pulse R
β
j (θ) at
time t2 and a measurement of σˆ
γ
k at time t3 can be com-
bined to obtain
〈Ψ(t1)| Pˆ+αi |Ψ(t1)〉 〈σˆβj (t2)〉+α,θ=pi/4
+ 〈Ψ(t1)| Pˆ−αi |Ψ(t1)〉 〈σˆβj (t3)〉−α,θ=−pi/4
=
1
4
〈{σˆαi (t1), [σˆγk (t2), σˆβj (t3)]}〉 , (12)
where Pˆ±αi =
1
2 (1ˆ± σˆ±αi ) is the projection operator cor-
responding to eigenvalue +1/-1 of σˆα [49]. As we see
above, a projective measurement/pulse results in the ap-
pearance of an anticommutator/commutator. We hence
argue that this procedure generalizes to all n-point time
ordered correlation functions by decomposing them into
nested anti-/commutators.
4B. Simulators of Bose- and Fermi-Hubbard models
Here we show how to measure n-time correlation func-
tions of the local density operator nˆi in quantum simu-
lators of bosonic or fermionic lattice models.
Ramsey protocol for spectral function ρ
A pulse operator Rˆi(θ) analogous to the spin model
protocol can be introduced by noting that the local den-
sity operator can be written as nˆi = (σzi − 1)/2 if the
occupations are restricted to zero and one as the case for
fermions and “hard-core” bosons, i.e. bosons in the pres-
ence of large on-site interactions. An off-resonant light
field induces an AC Stark shift described by the Hamil-
tonian HˆL = −hinˆi, which in a quantum gas microscope
can be implemented by a “tweezer” laser shone on a single
lattice site i, for example through a spatial light modu-
lator [7]. In a superconducting circuit, this Hamiltonian
can be implemented by a change in the frequency detun-
ing of the superconducting oscillator representing lattice
site i [50, 51]. In any case, applying the field for a dura-
tion t implements the operator
Rˆj(θ) =
(
cos(θ/2)1 + i sin(θ/2)σˆzj
)
exp(iθ/2), (13)
with θ = hjt and we assumed HˆL to be dominating the
dynamics during the pulse. Proceeding as in the spin sys-
tem protocol, i.e. evolving until time t1, applying Ri(θ),
evolving for a time (t2 − t1) and measuring nˆj , we get
〈nˆj(t2)〉θ = 〈nˆj(t2)〉 − i sin(θ) 〈[nˆi(t1), nˆj(t2)]〉
+ 2 sin2(θ/2) [2 〈nˆi(t1)nˆj(t2)nˆi(t1)〉 − 〈{nˆi(t1), nˆj(t2)}〉] ,
(14)
from which the spectral function can be extracted by
choosing θ = ±pi/2,
〈[nˆk(t1), nˆj(t2)]〉 = i
2
(
〈nˆj(t2)〉pi/2 − 〈nˆj(t2)〉−pi/2
)
.
(15)
Non-equilibrium linear response protocols for spectral
function ρ
In non-equilibrium linear response, the spectral func-
tion may be obtained without restrictions on the occu-
pation numbers. Here, we apply a small perturbation Vˆ
during the dynamics and compare the measurement of an
observable Aˆ at time t1 to an evolution without pertur-
bation. In general, the outcome of such an experiment
is
〈Aˆ(t1)〉V 6=0 − 〈Aˆ(t1)〉V=0 = −i
∫ t1
t0
dt 〈
[
Aˆ(t1), Vˆ (t)
]
〉 .
(16)
We now specify this expression to a local (real-space) and
non-local (momentum-space) density perturbation.
Local density perturbation.– Applying a short pulse
(compared to the many-body dynamics) with an off-
resonant light field on lattice site j such that Vˆ (t) =
hj nˆjδ(t− t2), where hj is the pulse area, we can measure
the real space density-density spectral function via
〈[nˆk(t1), nˆj(t2)]〉 = i
hj
(
〈nˆk(t1)〉h6=0 − 〈nˆk(t1)〉h=0
)
,
(17)
where t1 > t2 due to causality and contrary to the Ram-
sey protocol, hj needs to be much smaller than the pa-
rameters of the many-body Hamiltonian.
In the above protocol, separate experimental runs for
different sites j need to be conducted. By contrast,
we can evaluate all j simultaneously using a disordered
global perturbation Vˆ (t) = δ(t − t2)
∑
k hknˆk [24], with
hi = 0 and hihk = σ2hδik, where the overline denotes av-
eraging over realizations of the random potentials with
variance σ2h. The local spectral function can then be eval-
uated by post-processing as
〈[nˆk(t1), nˆj(t2)]〉 = i
σ2h
hj
(
〈nˆk(t1)〉h6=0 − 〈nˆk(t1)〉h=0
)
,
(18)
where σ2h needs to be small in order to be in the linear
response regime.
Stimulated Bragg spectroscopy.– In Bragg spec-
troscopy [33, 52–54], two lasers are shone onto the lattice,
with the atoms absorbing a photon from one of the two
and emitting into the other. The momentum transfer
~q and the energy ~ω are defined by the angle between
the two lasers and their frequency difference, respectively.
The coupling to the atoms is given by
VˆI(t) =
V0
2
(
nˆ−q(t)e−iωt + nˆq(t)eiωt
)
s(t), (19)
where nˆq =
∑
j e
iqrj nˆj is the Fourier transform of the
local occupation numbers (i.e. the particle-hole excita-
tion annihilation operator), V0 is proportional to the laser
intensity and s(t) is the pulse envelope function. We con-
sider measuring nˆq by using a quantum gas microscope
to measure the local occupation numbers nˆj and Fourier
transforming afterwards. In the following, we specify this
protocol to two pulse shapes s(t).
Assuming a delta-like pulse, s(t1− tp) ∼ δ(t1− tp), we
get
〈nˆq(t)〉−〈nˆq(t)〉V=0 = −
iV0
2
〈[nˆq(t), nˆ−q(tp) + nˆq(tp)]〉 ,
(20)
i.e. the analogous expression to Eq. (17) in momentum
space. The Bragg pulses duration can be much slower
than typical tunneling times in optical lattices, such that
the δ-form of the pulse is valid [53].
For a constant pulse, s(t1) = 1, a Laplace transform
with respect to t evaluated at the same frequency ω re-
5sults in
〈nˆq(ω)〉 − 〈nˆq(ω)〉V=0 =
− iV0
2
∫ ∞
0
dt
∫ t
0
dt1
〈[
nˆq(t), nˆ−q(t1)e−iω(t1−t)
+ nˆq(t1)e
iω(t1+t)
]〉
, (21)
which is related to the spectral function Fourier trans-
formed with respect to the relative time.
Projective measurement protocol for F
The projective measurement protocol for spin sys-
tems crucially relies on the fact that spin operators
have exactly two eigenvalues. In simulators of Fermi-
Hubbard models, the spin system protocol can therefore
be straightforwardly generalized to the measurement of
the local density nˆiσ of hyperfine/spin component σ on
site i. However, in Bose-Hubbard model simulators, this
condition is only fulfilled when the onsite-interaction is
sufficiently large and occupations are low, such that the
parity of particle number,
∑
n |2n〉 〈2n| is almost equal
to the particle number.
Keeping these limitations in mind, the protocol pro-
ceeds as the one for spin systems: Evolving the initial
state for time t1, measuring nˆi, evolving again for time
(t2− t1) and finally measuring nˆj , we get (see App. D for
details)
〈{nˆi(t1), nˆj(t2)}〉 =
〈nˆj(t2)〉|1〉 〈nˆi(t1)〉 − 〈nˆj(t2)〉|0〉 (1− 〈nˆi(t1)〉) + 〈nˆj(t2)〉 ,
(22)
where with 〈nˆj(t2)〉|1〉 we denoted the expectation value
of nˆj at time t2 conditioned on having measured occu-
pation one at time t1. The last term is the expectation
value of nˆj at time t2 without having measured at time
t1.
Non-destructive local projective measurements may be
executed in quantum gas microscopes by using fluores-
cence imaging [55, 56]. Moreover, optical tweezers could
be employed as we detail in App. D. Finally, bilayer mi-
croscopy [29, 57, 58] might enable such measurements in
a spinful Hubbard model. There, the dynamics can be ef-
fectively stopped at time t1 by splitting the spin up/down
components from each other and simultaneously increas-
ing the lattice depth. After a fluorescence measurement
of one of the components (without measuring the other,
which can be done by selecting the layer with the focus
of the microscope [57]), the two layers are reunited to
resume the dynamics before splitting them again to mea-
sure at a second time t2. This way, a measurement of∑
i,j〈{nˆiσ(t1), nˆjσ′(t2)}〉 with σ, σ′ ∈ {↑, ↓} can be made.
Randomized measurement protocol for F
The protocol employing randomized measurements
presented for spin systems can be applied to Hubbard
simulators without any adapations, where the necessary
implementation of disorder has been demonstrated in
both quantum gas microscopes [7, 59, 60] and supercon-
ducting qubits [50, 51].
III. OBSERVING THE EMERGENCE OF
FLUCTUATION-DISSIPATION RELATIONS
After having introduced measurement protocols for F
and ρ, we now show that FDRs can be used to charac-
terize thermalization in current quantum simulation plat-
forms. We test the emergence of the FDR in Eq. (4) by
defining the function
FDR(T, ω) = log
(
1
F (T, ω)/ρ(T, ω)− 1/2 + 1
)
, (23)
where ρ(T, ω) =
∫
dteiωtρ(T + t/2, T − t/2) is the two-
time spectral function at central time T = (t1 + t2)/2.
The FDR demands that FDR(T, ω) = βω in equilibrium
with the inverse temperature β set by the energy of the
initial state
〈ψ0|Hˆ|ψ0〉 = Tr
(
exp(−βHˆ)
Z
Hˆ
)
. (24)
All numerical results have been obtained using exact di-
agonalization, see App. E for our algorithms to efficiently
evaluate two-time functions.
A. Thermalization in the Bose Hubbard model
One of the first demonstrations of the relaxation of
equal-time observables towards their equilibrium expec-
tation values was given in an experiment simulating the
Bose-Hubbard model [1], hence effectively probing the
diagonal part of ETH. Here we study the fluctuation-
dissipation relations and hence test the validity of the
off-diagonal part of ETH.
We study a two-dimensional Bose-Hubbard model with
open boundary conditions, given by Hamiltonian
Hˆ = −J
∑
<i,j>
(aˆ†i aˆj + aˆ
†
j aˆi) +
U
2
∑
i
nˆi(ni − 1), (25)
where [aˆi, aˆ
†
j ] = δij , nˆi = aˆ
†
i aˆi and we truncate the local
Hilbert space dimension to three states. In Fig. 2 we show
the central time averaged statistical and spectral function
defined as ρ(T, ω) = 1T
∫ T
0
dtρ(t, ω) for the local density,
i.e. Aˆ = Bˆ = nˆi with the probed lattice site i indicated in
red in Fig. 2c). In Fig. 2a) we show that ρ (and equally F ,
6FIG. 2. Emergence of FDRs in the 2D Bose Hub-
bard model. (a) Central-time averaged equal-site density-
density spectral function ρ as a function of central time JT
and frequency. (b) Late time spectral and statistical func-
tions (JT = 40, dark) compared to early times (JT = 2,
bright). (c) Fluctuation dissipation relation function defined
in Eq. (23) at time JT = 40 compared to the equilibrium ex-
pectation (dashed black), with the inverse temperature β set
by energy of the initial state according to Eq. (24). The bright
dashed line is the result measured by the linear response and
non-destructive projective measurement schemes. The inset
shows the location of the initially occupied sites (black) and
the probed lattice site (red) on the 4× 4 lattice. The on-site
repulsion is given by U/J = 6. We used a Gaussian fre-
quency broadening with standard deviation σω = 0.05J for
the Fourier transform.
not shown) becomes approximately independent of cen-
tral time for JT & 20, indicating that a steady-state has
been reached. In order to test whether this steady-state
displays the correct connection between F and ρ expected
in equilibrium, we plot the FDR function, Eq. (23), show-
ing that indeed FDR(T, ω) ∼ βω. The inverse tempera-
ture β extracted from the FDR matches the expectation
from the energy of the initial state (c.f. Eq. 24), indicat-
ing that the correct equilibrium state has been reached.
Moreover, in Fig. 2c) we display the FDR function as
obtained from an experiment employing non-equilibrium
linear response to measure the density-density spectral
function ρ and the projective measurement protocol to
measure the parity-parity statistical function F , which
agrees reasonably well with the temperature obtained in
the FDR from the ideal case and we find better agree-
ment as the on-site repulsion U is increased.
Here, we showed that full thermalization (i.e. both
the diagonal and off-diagonal parts of ETH) can be ob-
served in Hubbard models by probing the emergence of
FDRs between the density-density fluctuations and dis-
sipations. In the following, we will discuss cases in which
more intricate transient dynamics not contained in the
ETH can be observed and characterized via two-time cor-
relation functions.
B. Prethermalization in the long-range transverse
field Ising model
While ETH provides a universal mechanism for how
quantum systems reach a thermal steady state at long
times, long-lived transient non-thermal states not de-
scribed by ETH can arise in the dynamics due to a
competition of different terms in the Hamiltonian or
the presence of non-thermal eigenstates. Here, we will
discuss how two-time functions and the FDR can be
used to characterize several examples of such prether-
mal steady-states in the long-range transverse field Ising
chain (LTFI) implemented in trapped ion quantum sim-
ulators
Hˆ =
∑
i<j
J
|i− j|α σˆ
x
i σˆ
x
j +
g
2
∑
i
σˆzi (26)
with chain length L, long-range exponent α and trans-
verse field strength g. We will discuss how three generic
examples of prethermalization can be observed in the
FDR, using the LTFI to demonstrate the principle. In
the first case, a large transverse field g leads to the clas-
sic version of prethermalization as introduced by Berges
et al. [34], where a single quasi-conserved quantity pre-
vents full thermalization up to exponentially long times
in J/g [61] and prethermalization to an effective Hamilto-
nian can be observed in the FDR. In the second example,
we show that the generalization of this phenomenon to an
extensive number of approximately conserved quantities
in an integrable sector of the LTFI [35] can be used to
experimentally diagonalize the Hamiltonian. In the third
case, we discuss quenches from a polarized state at g = 0
to small g and show how emergent confined excitations
can be identified by genuine non-equilibrium features in
the two-time functions and by a violation of the FDR up
to long times.
1. Prethermalization due to an approximate conservation
law
Here we study the LTFI in the regime of large trans-
verse field, g = 12J , and choose the local spin rais-
ing/lowering operators Aˆ = σˆ+i = Bˆ
† as operators in
the two-time functions, with σˆ± = 12 (σˆ
x ± iσˆy). In
Fig. 3a) we show F and ρ starting from the initial state
|ψ0〉 = | ↑↓ · · · ↓↑〉x, showing that for central times as
small as JT = 6 a steady state has been reached. How-
ever, contrary to the case in the Bose-Hubbard model,
they are not centred around ω = 0. Moreover, the FDR
function, shown in Fig. 3b), approximately shows the
linear-in-frequency behavior expected in equilibrium, but
with the inverse temperature β not matching the expecta-
tion from inserting the LTFI into Eq. (24). Both of these
features are explained by the phenomenon of prether-
malization [34]. Here, the large value of g energetically
disfavors all terms in the Hamiltonian changing the to-
tal transverse magnetization Sˆz = 12
∑
i σˆ
z
i , i.e. terms
7FIG. 3. Prethermal FDRs in the long-range transverse
field Ising model. (a) The equal-site spectral and statisti-
cal functions ρ, F of the local spin raising operators σˆ+i with
initial state |ψ0〉 = | ↑↓ · · · ↓↑〉x and i = 2. Central times
JT increase from bright to dark. (b) Fluctuation-dissipation
relation for different lattice sites i (increasing from bright to
dark) along with the expected inverse temperatures β in ther-
mal equilibrium of the LTFI and the prethermal Hamiltonian
(XY model). We used a Gaussian broadening with standard
deviation σω = 0.2J for the Fourier transform. Parameters
used are L = 11 (open boundary conditions), long-range ex-
ponent α = 1.5, transverse field g = 12J .
∼ σ+σ+, σ−σ−. This leads to an almost conservation
of the transverse magnetization and the system effec-
tively evolves under the Hamiltonian Hˆeff = HˆXY + gSˆz
with HˆXY =
∑
i<j
J
|i−j|α (σˆ
+
i σˆ
−
j + h.c.). The shift of the
frequency-space two-time functions follows from the fact
that σˆ± are the raising/lowering operators correspond-
ing to the approximate conservation law, i.e. [Sˆz, σˆ±] =
±σˆ±. Using that [HˆXY, Sˆz] = 0, we find that the term ∼
Sz in Heff then leads to a precession of the two time func-
tions of σ±, i.e. σˆ+(t1)σˆ−(t2) = eig(t1−t2)σˆ′+(t1)σˆ′−(t2),
with the ′ indicating the remaining non-trivial time evolu-
tion with HˆXY. After the Fourier transform with respect
to t1 − t2, this precession leads to the shift ω → ω + g
in the two-time functions and is a direct consequence of
the approximate conservation law [62]. From this pic-
ture, we moreover expect the system to thermalize to a
grand-canonical equilibrium state e−β(HˆXY−µSˆ
z) instead
of e−βHˆ on short timescales, where µ = 0 for our initial
state. This behavior is directly reflected in the tempera-
ture found in the FDR: The temperature obtained from
inserting HˆXY into Eq. (24) agrees well with the time
evolved quasi steady-state (grey dashed line in Fig. 3).
We note that at exponentially long times in J/g, prether-
malization to e−βHˆXY would ultimately give way to full
thermalization to the LTFI, however we did not find this
for our finite-size system on the studied timescales.
In this section, we have shown that the presence of a
prethermal conserved quantity can be observed by mea-
suring the FDR corresponding to the raising/lowering
operators of the conserved quantity. In the following,
we show that this scheme can be generalized to the case
of an extensive number of conserved quantities in an in-
tegrable model.
2. Prethermalization in the vicinity of integrability:
Generalized Gibbs ensemble FDR
Integrable models possess an extensive (and complete)
set of local conserved quantities Iˆq, which prevents them
from thermalizing in the sense of the ETH [18]. However,
integrable models are still expected to fulfill Jayne’s max-
imum entropy principle [63] and hence be described by a
“generalized Gibbs ensemble”
ρˆGGE ∼ exp
(
−
∑
q
λqIˆq
)
(27)
at late times with the Lagrange multipliers λq deter-
mined by the initial condition according to 〈ψ0|Iˆq|ψ0〉 !=
Tr(ρˆGGEIˆq).
It was shown in Ref. [35] that the reasoning for deriving
the FDR in App. A while replacing the canonical density
matrix 1Z e
−βHˆ with ρGGE leads to a “generalized Gibbs
ensemble FDR”
F˜ (t1, t2) = nλqρ(t1, t2), with nλq =
1
2
+
1
e−λq − 1 (28)
for the raising/lowering operators Aˆ = dˆq = Bˆ† corre-
sponding to the conserved quantities Iˆq = dˆ†qdˆq and we
defined F˜ = 12 〈{dˆq(t1), dˆ†q(t2)}〉, i.e. F in Eq. (2) without
subtracting the disconnected part.
For a non-interacting model of the form
Hˆ =
∑
q
qdˆ
†
qdˆq, (29)
the spectral and statistical functions for Aˆ = dˆq = Bˆ†
trivially fulfill the GGE FDR for all times and initial
states. We will show in the following that the GGE FDR
is observable in an integrable sector of the LTFI [64].
For the completely z-polarized state with just a
single spin flip, the LTFI is integrable for large fields
g [65, 66] and can be solved by employing Holstein
Primakoff bosons, σˆzi → 2aˆ†i aˆi − 1, σˆ+i → aˆ†i . The
Hamiltonian can then be diagonalized in momen-
tum space with a Bogoliubov rotation to operators
dˆq defined by aˆq = cosh(Θq)dˆq − sinh(Θq)dˆ†q. This
results in q =
√
g(g + 2νq), with νq the eigenvalues
of Jij . Experimentally, only correlation functions
corresponding to the unrotated operators aˆq = σˆ−q
can be accessed. Solving the non-equilibrium dy-
namics exactly (see App. C), we find the spectral
8FIG. 4. Violation of the FDR due to confined excitations in the LTFI. (a) Two-domain wall spectral function averaged
over central time T starting from a completely x-polarized state. Black dotes and crosses indicate the difference En−E0 of the
eigenenergies En with the ground state energy E0, grey dots are En − E1. (b) Time and frequency resolved spectral function.
Black arrow and star indicate the oscillatory features discussed in the main text. Inset: The oscillation frequency of the peak
at ω = 0.9J (black) matches the energy difference between the first and second excited state (sinusoidal fit with fixed frequency
in dashed grey). (c) Test of the FDR by comparing Fq=0(T, ω) with the corresponding right hand side of the FDR in Eq. (4)
for a fixed time JT = 61. The black arrow/star indicates the location of the two oscillatory features in b). For all subplots, we
used a Gaussian broadening with standard deviation 40/J in time and do not plot very small frequencies in c) due to artefacts
from the Fourier transform. Here, the transverse field is g = 0.53J and the long range exponent α = 2.3.
function for Aˆ = σˆ−q to be independent of both
time and initial state, ρ(ω) = 2pi cosh2(Θq)δ(ω − q) −
2pi sinh2(Θq)δ(ω+q). Moreover, we find F˜ (ω, T →∞) =(
2pi cosh2(Θq)δ(ω − q) + 2pi sinh2(Θq)δ(ω + q)
)
( 12 +
〈ψ0|dˆ†qdˆq|ψ0〉) for the statistical function at large central
times. Hence, even these unrotated, experimentally ac-
cessible spectral and statistical functions fulfill the GGE
FDR as nλq = 1/2 + 〈ψ0|dˆ†qdˆq|ψ0〉 by definition of the
GGE. Moreover, the Hamiltonian can be “experimentally
diagonalized” by measuring F or ρ as the dispersion q
can be read off from the position of the peaks and the
Bogoliubov angles Θq from the ratio of the height of the
peaks at positive and negative frequency [67].
Note that “thermalization” to a GGE is in practice only
a transient phenomenon as there are always integrability-
breaking terms present in experiment [10, 11], leading to
thermalization to a (grand-)canonical ensemble at late
times. This is why the case discussed here is a direct
generalization of the prethermalization discussed in the
previous section, with the single additional conservation
law replaced with extensively many.
So far, we showed that the nature of the (pre-)thermal
steady state can be elucidated from measuring FDRs,
hence showing their potential to test the assumptions of
the ETH. In the following, we will show that information
contained in F and ρ can also be used to identify the
relevant excitations for the thermalization dynamics in a
case in which violations of the FDR (and therefore the
ETH) survive up to long times.
3. Prethermalization due to confined excitations
At small transverse fields, g < J , the LTFI shows
confinement of domain wall excitations [68–71]. Here,
we will show that this effect reminiscent of the con-
finement between quarks in QCD [72] leads to non-
thermal features in two-time correlation functions, in-
cluding a violation of the FDR (and hence ETH) up to
long times. We prepare the totally x-polarized initial
state |ψ0〉 = |↑ · · · ↑〉x, which is close to one of the two
ground states as g < J . We directly probe the confined
excitations by calculating the two-domain-wall spectral
and statistical function in momentum space by choosing
Aˆ ≡ σˆ+2 = (σˆzq + iσˆyq )/2 = Bˆ†, which flips a spin and
hence creates two domain walls. In Fig. 4a) we show
the central-time averaged non-equilibrium spectral func-
tion for α = 2.3, g = 0.53J and periodic boundary con-
ditions (replacing the distance |i − j| in Eq. (26) with
min(|i−j|, L−|i−j|)). Three nearly dispersionless sharp
excitations (linewidth limited by the numerical broaden-
ing) above ω ≈ 1.9J are clearly visible along with a con-
tinuum of excitations above them. These correspond to
excitations within and outside of the confining potential,
respectively [70], as we show by plotting the difference
between the excited state eigenenergies and the ground
state energy En − E0 (black crosses for confined excita-
tions, black dots for continuum). Moreover, we find some
spectral weight below the gap, at frequencies correspond-
ing to the energy difference of the eigenenergies with the
first excited state En −E1. Surprisingly, we find oscilla-
tions of the spectral weight as a function of central time in
Fig. 4b) (marked by an arrow and a star), indicating that
an equilibrium state has not yet been reached up to times
as along as JT = 100 [73]. This is further substantiated
by a violation of the FDR at the location of some of these
oscillatory features (Fig. 4c)). In the following, we will
show that these non-thermal features are a direct conse-
quence of the large overlap of the initial state with sharp
excitations and show that their properties can be read off
from the two-domain-wall nonequilibrium spectral func-
9tion. First, note that the Lehmann representation of the
spectral function can be split into a time dependent and
time independent part [74], resulting in
ρ(T, ω) =
∑
n
|〈ψ0|n〉|2ρnn(ω)
+
∑
n,m 6=n
〈ψ0|n〉〈m|ψ0〉ei(En−Em)T ρnm(ω) (30)
with the eigenstate spectral functions
ρnm(ω) =
∑
l
〈n|σˆ+2 |l〉〈l|σˆ−2 |m〉δ(ω − (El −
Em + En
2
))
−〈n|σˆ−2 |l〉〈l|σˆ+2 |m〉δ(ω + (El −
Em + En
2
)).
(31)
From the time independent/diagonal part we can di-
rectly explain the spectral weight below the gap: Be-
cause of the large overlap of the initial state with the
first excited state |1〉, also ρ11(ω) contributes, which
contains delta-peaks at frequencies En − E1. Further-
more, the only time-dependence is contained in an oscil-
latory term with frequency En − Em, which appear at
frequencies ω given by a superposition of three eigener-
gies, ±(El − (Em + En)/2). We can use this observa-
tion to analyse the oscillatory features found in the non-
equilibrium spectral function. At ω ≈ 0.9 (marked by an
arrow) and ω ≈ 1.4 (marked by a star) we find that the
oscillation frequency is in perfect agreement with E0−E1,
indicating that m,n ∈ 0, 1. From the frequency location,
we can furthermore identify that l = 0, 1 and l = 3 are
the contributions in Eq. (31) leading to the features at
ω ≈ 0.9, ω ≈ 1.4, respectively. This shows that the
central time oscillations arise solely from the two lowest
excited states corresponding to confined excitations [75].
In general, one would expect such central-time oscilla-
tions to dephase rapidly. Here, however, the fact that
the initial state has a strongly peaked overlap with eigen-
states well isolated in energy leads to a long lifetime of
the central-time oscillations.
While any such contribution leads to a deviation from
the diagonal ensemble (which is the first term in Eq. (30))
and hence a violation of ETH, the FDR is not necessarily
violated if ρ and F are shifted equally (assuming the in-
dividual eigenstates fulfill the FDR). Indeed, as visible in
Fig. 4c), the oscillatory feature at ω ≈ 0.9J violates the
FDR while the one at ω ≈ 1.4J does not, despite having
the same oscillation amplitude and frequency. This is ex-
plained by comparing the expression in Eq. (31) with the
corresponding one for F : the only difference is an overall
factor 1/2 (which would get compensated on the right-
hand-side of the FDR by nβ(ω) ≈ 1/2 at low tempera-
tures) and the two terms get added instead of subtracted.
By explicitly analyzing the contributions in Eq. (31), we
found that for the feature at ω ≈ 1.4J the first term
dominates, which is the same in the expressions for F
and ρ such that the FDR is fulfilled. Contrastingly, for
the feature at ω ≈ 0.9J , the second term dominates,
which has a different sign in F and ρ such that the FDR
is violated. In Fig. 4c), we find a second FDR-violating
feature around ω ≈ 1.1J , with an oscillation frequency
matching E2 − E0, corresponding to contributions from
the ground state and second confined state, n,m, l ∈ 0, 2.
Note that the violation of the FDR we observe here can
not be explained by an effective, i.e. frequency indepen-
dent temperature differing from the one expected from
the energy of the initial state, which for example occurs in
periodically driven systems [76]. This effect would mani-
fest its-self in a mismatch of F and the right-hand-side of
the FDR, nβ(ω)ρ, for all frequencies low enough to show
the β dependence of nβ(ω). This is however not the case
here: in Fig. 4c) a peak at frequency ω ≈ 0.25J fulfilling
the FDR is clearly visible, showing that the violations of
the FDR discussed here indeed occur at isolated frequen-
cies and cannot be explained by a nonthermal effective
temperature.
For most of the interpretations given above, no addi-
tional numerics apart from the calculation of the two-
time functions were needed and the same conclusions
could have been made only given an experimental mea-
surement of the two-time functions. Therefore, this pro-
vides a general procedure how to extract information
about long lived prethermal (or even non-thermal) ex-
citations completely independently of numerical calcula-
tions: Central time oscillations indicate their presence
while the oscillation frequency (as a function of central
time) and frequency location can be used to extract their
energy. The property that the FDR is violated or not at
the location of the peak can then be used to extract in-
formation about the matrix elements and hence about
the nature of the excitation itself, where the latter can
be refined by probing two-time correlations of different
operators and initial states.
IV. CONCLUSIONS AND OUTLOOK
We have shown how to test the off-diagonal part
of eigenstate thermalization with two-time functions in
quantum simulators, which is an open experimental chal-
lenge. We presented measurement protocols in quantum
simulators of spin and Hubbard models for the two-time
spectral function ρ and statistical function F , which are
in general independent of each other out of equilibrium.
We have shown that probing the link between the sta-
tistical function F and the spectral function ρ via the
fluctuation-dissipation relations can be used to probe the
off-diagonal part of ETH independently of both micro-
scopic details and theory input, thus providing a general
route to probing thermalization in quantum simulators.
Going beyond testing thermalization of the steady-state
at long times, we showed that the FDRs can also be used
to characterize prethermal steady states, which can lead
to modifications of the FDR in the case of almost con-
served quantities and can even lead to a violation of the
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FDR in the presence of confined excitations.
Our scheme can be used to probe multiple aspects of
thermalization. By preparing initial states with energy
densities covering the whole spectrum (for example spin
spirals [2, 23, 77, 78] or energy eigenstates prepared by
weak measurements [79]), thermalization of a many-body
Hamiltonian across its whole energy spectrum could be
probed. In many-body localized systems, a uniform late-
time temperature is not expected, however, local temper-
atures can be defined [80] and could be measured by using
the FDRs as a local thermometer. Two-time functions
show aging in classical glasses [81, 82], their measure-
ment could hence probe the analogy to glasses made in
quantum systems with slow relaxation [83, 84]. Further-
more, the non-thermal oscillatory features we found for
confined excitations could be used to characterize other
non-thermal states such as many-body scars [85, 86]. Our
measurement protocols could also be used to show vio-
lations of the FDR due to transport processes near non-
thermal fixed points [24]. Lastly, our protocols offer a
route to quantum simulate pump-probe experiments on
solids such as optical spectroscopy [87] (measuring ρ) and
optical noise spectroscopy [26] (measuring F ) by using
the analogy between the light-matter couplings and the
resulting linear-response correlation functions. While in
the solid state, the non-zero charge of the electron leads
to a coupling of the current density to the light field,
in cold (neutral) atom platforms, the dipolar coupling
leads to a coupling of the atom number density to the
light. Hence, the measurement of density-density two-
time functions proposed here is analogous to the current-
current functions of optical measurements in the solid
state.
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Appendix A: The KMS condition and
fluctuation-dissipation relations
The fluctuation-dissipation relations are a consequence
of the cyclicity of the trace and the interpretation of two-
time correlators in terms of spectral and statistical com-
ponents, which follow from the commutation relations.
Kubo-Martin-Schwinger (KMS) condition in thermal
equilibrium.– The KMS condition for a correlation func-
tion of two operators Aˆ(t1) and Bˆ(t2) evaluated in the
Heisenberg picture with Hamiltonian Hˆ is a simple prop-
erty of the thermal density matrix:
Tr
[
e−βHˆAˆ(t1)Bˆ(t2)
]
= Tr
[
e−βHˆeβHˆBˆ(t2)e−βHˆAˆ(t1)
]
= Tr
[
e−βHˆBˆ(t2 − iβ)Aˆ(t1)
]
,
(A1)
where we only used the cyclicity of the trace. In par-
ticular, the above relation does not depend on the com-
mutation relations of Aˆ and Bˆ (This is in general not
true if above relations are defined in terms of a path in-
tegral as then all correlation functions are automatically
time ordered and the fermionic relation (i.e. for Aˆ,Bˆ be-
ing fermionic creation/annihiliation operators) acquires
a minus sign [90].)
Defining the two Wightman functions by using time-
translational invariance of thermal equilibrium,
G>(t1 − t2) = 1
Z
Tr
[
e−βHˆAˆ(t1)Bˆ(t2)
]
(A2)
G<(t1 − t2) = 1
Z
Tr
[
e−βHˆBˆ(t2)Aˆ(t1)
]
, (A3)
with Z = Tr e−βHˆ , and Fourier transforming with respect
to t1 − t2, G>(ω) =
∫
dteiωtG>(t), the KMS condition
simply becomes
G>(ω) = eβωG<(ω). (A4)
Fluctuation dissipation relations (FDRs).– FDRs
may be obtained from the KMS condition by combin-
ing the Wightman functions into (bosonic or fermionic)
spectral (ρ) and statistical (F ) components as
ρ(ω) := G>(ω)∓G<(ω) (A5)
F (ω) :=
1
2
(
G>(ω)±G<(ω)) , (A6)
where the upper (lower) sign corresponds to bosons
(fermions), respectively. These definitions respect the
proper interpretation of ρ as a spectral function as may
be motivated from the sum rule
∫
dω
2pi ρ(ω) = ρ(t = 0) =
〈[Aˆ, Bˆ]∓〉, i.e., the equal-time (anti-)commutation rela-
tions.
Inserting the KMS condition in Fourier space into
above definitions, we find the FDRs
F (ω) = nβ(ω)ρ(ω), (A7)
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with nβ(ω) = 12 ± 1/(exp(βω) ∓ 1) the Bose-
Einstein/Fermi-Dirac distribution at inverse temperature
β. We emphasize that whether bosonic or fermionic
FDRs are obtained is not a mathematical property of
the operators Aˆ and Bˆ but of the physical interpreta-
tion of the (anti-)commutator as the spectral/statistical
function. In particular, this interpretation is ambiguous
in the case of spin operators due to the sum rules differ-
ing between equal-site and un-equal site operators. For
example, the raising/lowering operators σˆ±i anticommute
for equal sites but commute for un-equal sites. Conven-
tionally, bosonic FDRs are used for spin systems [23],
which we also follow here.
We furthermore note that the FDR is not defined at
ω = 0 as the KMS condition in Eq. (A4) implies ρ(ω =
0) = 0, with F (ω = 0) left unconstrained.
Appendix B: FDRs and the eigenstate
thermalization hypothesis
Here we summarize the arguments in Ref. [91] to show
that the eigenstate thermalization hypothesis (ETH) im-
plies the FDRs, and that the experimental test of FDRs
directly tests the off-diagonal part of ETH. We supple-
ment the analytical arguments by showing the FDR on
the level of individual eigenstates in the two-dimensional
Bose Hubbard model.
To prove these statements, we assume Bˆ = Aˆ†, which
is the case for all functions evaluated in the main text.
For general Bˆ 6= Aˆ additional assumptions not contained
in the ETH have to be made [91]. For late times T , all
T dependent terms in the Lehmann representation of the
spectral and statistical functions are expected to dephase
(c.f. Eq. (30)), such that
lim
T→∞
F (T, ω) ≡F (ω) =
∑
n
| 〈ψ0|n〉 |2Fnn(ω), (B1)
lim
T→∞
ρ(T, ω) ≡ρ(ω) =
∑
n
| 〈ψ0|n〉 |2ρnn(ω). (B2)
with the eigenstate spectral/statistical functions given by
Fnn(ω) =
1
2
∑
l 6=n |〈n|Aˆ|l〉|2(δ(ω − (El − En)) + δ(ω +
(El−En))), ρnn(ω) =
∑
l 6=n |〈n|Aˆ|l〉|2(δ(ω−(El−En))−
δ(ω + (El − En))). This expression makes explicit that
the long-time value of the spectral and statistical func-
tions is entirely determined by the off-diagonal matrix
elements of Aˆ. Comparing this with the corresponding
equilibrium expressions Fequ.(ω) = 1Z
∑
n e
−βEnFnn(ω),
ρequ.(ω) =
1
Z
∑
n e
−βEnρnn(ω), one may first be lead to
believe that the |cn(0)|2 must correspond to the weights
in thermal equilibrium, 1Z e
−βEn , in order for the equilib-
rium FDR to hold. This is however in general not true,
as the |cn(0)|2 do not resemble any of the thermal ensem-
bles [92] for most physical initial states. The eigenstate
thermalization hypothesis offers a different route to ther-
malization in the sense of FDRs: each eigenstate fulfills
an FDR individually and hence the weighted sum over
the initial state distribution |cn(0)|2 does so, too.
Now, consider the Fourier transformed correlation
function of a single eigenstate,
Cn(ω) =
∫
dτeiωτ 〈n|Aˆ(τ)Aˆ†(0)|n〉 (B3)
= 2pi
∑
m
δ(ω − (Em − En))| 〈n|Aˆ|m〉 |2. (B4)
The ETH Ansatz [16] demands that
〈n|Aˆ|m〉 = A(E¯)δnm + e−S(E¯)/2fA(E¯, Em − En)Rnm,
(B5)
where A(E¯) is the microcanonical expectation value of
operator Aˆ at energy E¯ = (En + Em)/2, S is the
thermodynamic entropy, Rnm are random numbers with
mean zero and unit variance and fA(E¯, Em − En) and
A(E¯) are smooth functions of their arguments E¯. In-
serting this ansatz into the eigenstate correlation func-
tion and replacing the sum over energies by an integral∑
m →
∫
d(Em − En) exp[S(En + (Em − En))] and us-
ing that the |Rnm|2 average out under the sum, we then
arrive at
Cn(ω)/2pi = |A(E¯)|2δ(ω)
+ eS(En+ω)−S(En+ω/2)|fA(En + ω/2, ω)|2.
(B6)
As argued in Ref. [91] both S and fA can be Taylor ex-
panded around ω = 0 if Aˆ is a local few-body operator,
such that
Cn(ω)/2pi = |A(E¯)|2δ(ω) + eβω/2|fA(En, ω)|2, (B7)
where we used that dS(E)/dE = β with β = β(E)
the inverse temperature. We construct the eigenstate
spectral and statistical functions from Cn(ω) by using
|fA(En, ω)|2|Rnm|2 = |fA†(En,−ω)|2|Rmn|2, resulting in
Fnn(ω)/2pi = cosh(βω/2)|fA(En, ω)|2, (B8)
ρnn(ω)/2pi = 2 sinh(βω/2)|fA(En, ω)|2. (B9)
Both F and ρ are hence entirely determined by fA and
the inverse temperature corresponding to the eigenenergy
En. Moreover, we finally find that the FDR holds on the
level of a single eigenstate,
Fnn(ω) = nβ(ω)ρnn(ω) (B10)
with nβ(ω) = 12 + 1/(exp(βω)− 1).
From this result we can now deduce the conditions on
the initial state for the FDR. Inserting the eigenstate
FDR into the long-time limit of the non-equilibrium sta-
tistical function (c.f. Eq. (B1)),
F (ω) =
∑
n
|cn|2nβ(En)(ω)ρnn(ω) (B11)
?
= nβ(ω)ρ(ω), (B12)
we clearly see that the second equality can only be true
if the |cn|2 are concentrated around a region in which
β(En) is not a strongly varying function.
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FIG. 5. FDR for a single eigenstate.– (a) Eigenstate
statistical Fnn and spectral functions ρnn as well as the right-
hand-side of the FDR nβρnn for an eigenstate n with eigenen-
ergy En ≈ −9.06J in the 2D Bose Hubbard model at U/J = 4
with the same initial state and operator proped as in Fig. 2
in the main text. The corresponding inverse temperature
β(En) ≈ 0.95J expected in thermal equilibrium is set by the
eigenenergy of the state via Eq. (24). To evaluate Eq. (B4)
we used a Lorentzian broadening with FWHM of 0.2J . (b)
FDR function as defined in Eq. (23) for low frequencies, show-
ing the expected linear behaviour with a slope matching the
inverse temperature.
Numerical verification of the ETH scenario.– In
Fig. 5 we verify the FDR for a single eigenstate of the
2D Bose Hubbard model. The inverse temperature β
extracted from the FDR matches the expectation from
the corresponding eigenenergy, i.e. from solving En =
1
Z Tr[e
−βHˆHˆ] for β.
Appendix C: Generalized Gibbs Ensemble FDR
near the fully polarized state in the LTFI
Here we show how a generalized FDR can be observed
in integrable models, where thermalization to a general-
ized Gibbs ensemble
ρˆGGE =
1
Z
exp
(
−
∑
k
λkIˆk
)
(C1)
with Z = Tr
[
exp
(
−∑k λkIˆk)] is expected. We first
prove the general statements made in the main text and
then use an integrable limit of the long-range transverse
field Ising model (LTFI), Hˆ = 12
∑
i6=j Jijσ
x
i σ
x
j +
g
2
∑
j σ
z
j
with Jij = J/|i− j|α, as an example to show that obser-
vation of the GGE FDR in experiment is possible.
Generalized KMS condition and FDRs.– Thermaliza-
tion to the GGE implies that two-time correlation func-
tions of operators Aˆ and Bˆ fulfill a generalized KMS con-
dition
Tr
(
ρˆGGEAˆ(t1)Bˆ(t2)
)
= Tr
(
ρˆGGEBˆ
′(t2)Aˆ(t1)
)
, (C2)
with Bˆ′(t2) = e
∑
k λkIˆkBˆ(t2)e−
∑
k λkIˆk . The result-
ing FDR then crucially depends on the operator Bˆ.
For example, for Bˆ = Iˆk it follows that Iˆ ′k(t2) =
Iˆk(t2) and therefore the commutator vanishes, ρ =
〈[Aˆ(t1), Iˆk(t2)]〉GGE = 0, rendering the FDR meaning-
less as the anticommutator F˜ = 12 〈{Aˆ(t1), Iˆk(t2)}〉GGE
is in general non-zero.
An FDR of the expected form is however ob-
tained for Bˆ = dˆk, defined by Iˆk = dˆ†kdˆk as
then dˆ′k(t2) = e
−λk dˆk(t2) and hence 〈Aˆ(t1)dˆk(t2)〉 =
e−λk 〈dˆk(t2)Aˆ(t1)〉. Therefore we find the FDR
F˜ (t1, t2) =
(
1
2
+ nλk
)
ρ(t1, t2), with nλk =
1
e−λk − 1 .
(C3)
Integrable limit of the LTFI.– If the initial state has
only a few n on top of the fully polarized state in the di-
rection of the field, |Ψ0〉 = |↑↑ · · · ↑〉 or |Ψ0〉 = |↓↓ · · · ↓〉,
the dynamics can be accurately described within lin-
ear spin-wave theory [65, 66, 93, 94]. Employing a
Holstein-Primakoff transformation σˆzi → 2aˆ†i aˆi−1, σˆ+i →
aˆ†i
√
1− aˆ†i aˆi ≈ aˆ†i , we can map the LTFI Hamiltonian of
length L to
Hˆ =
∑
i,j
Jij
(
aˆ†i aˆj +
1
2
(
aˆ†i aˆ
†
j + aˆiaˆj
))
+ g
∑
i
aˆ†i aˆi
(C4)
in the regime where max(Jij) g at low filling such that
the pairing terms are suppressed and hence the spin-wave
approximation stays valid in the dynamics. For a single
spin flip on top of the fully polarized state, this mapping
becomes exact as max(Jij)/g → 0.
We diagonalize the spatial degree of freedom by em-
ploying an orthogonal transformation UUT = 1, such
that
∑
i,j = UikJijUjk′ = νkδkk′ , which introduces a
conjugate coordinate k via aˆk =
∑
i Uikaˆi and νk are the
eigenvalues of the interaction matrix Jij (Jii = 0) [66].
The Hamiltonian then reads
Hˆ =
∑
k
(νk + g)aˆ
†
kaˆk +
1
2
νk(aˆ
†
kaˆ
†
k + aˆkaˆk) (C5)
and can be diagonalized via a Bogoliubov trans-
formation aˆk = cosh(Θk)dˆk − sinh(Θk)dˆ†k, Θk =
1
2arctanh (νk/(νk + g)) such that
Hˆ =
∑
k
kdˆ
†
kdˆk with k =
√
g(g + 2νk). (C6)
The explicitly diagonalized Hamiltonian in Eq. (C6)
shows that the LTFI has extensively many conserved
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quantities Iˆk = nˆk ≡ dˆ†kdˆk in this regime, implying
that the equilibrium state is described by a GGE (c.f.
Eq. (C1)). The Lagrange multipliers λk to which an ini-
tial state |Ψ0〉 is expected to thermalize to are determined
by the condition 〈Ψ0|nˆk|Ψ0〉 ≡ 〈nˆk〉0 != 1Z Tr [ρˆGGEnˆk].
Evaluating both sides then leads to
λk = − ln
(
1
〈nˆk〉0
+ 1
)
, (C7)
with 〈nˆk〉0 = cosh(2Θk)
∑
i,j UikUjk 〈aˆ†i aˆj〉0 + sinh2(Θk).
FDRs in integrable real-time dynamics.– Here we
show explicitly that the GGE-FDR in Eq. (C3) emerges
in the non-equilibrium dynamics under the Hamiltonian
in Eq. (C6). In the Heisenberg picture, the rotated op-
erators dˆk evolve according to dˆk(t) = eiHˆtdˆke−iHˆt =
e−iktdˆk. Hence, it follows for the two-time correlation
functions
F˜ =
1
2
〈
{
dˆk(t1), dˆ
†
k(t2)
}
〉
0
= e−ik(t1−t2)
(
1
2
+ 〈nˆk〉0
)
,
(C8)
ρ = 〈
[
dˆk(t1), dˆ
†
k(t2)
]
〉
0
= e−ik(t1−t2), (C9)
which explicitly shows that Eq. (C3) is fulfilled for all
times t1, t2 as 〈nˆk〉0 = 〈nˆk〉GGE = nλk by definition of
the GGE. In the sense of the FDR, this integrable model
is therefore instantly thermalized to the GGE.
Similarly, one can also calculate the two-time cor-
relation functions of the number operator nˆk, which
are commuting constants of motion and hence ρ =
〈[nˆk(t1), nˆk′(t2)]〉0 = 〈[nˆk, nˆk′ ]〉0 = 0. However, F˜ =〈{nˆk(t1), nˆk′(t2)}〉0 − 〈nˆk(t1)〉 〈nˆk′(t2)〉 = 〈nˆknˆk′〉0 −〈nˆk〉 〈nˆk′〉 6= 0 in general and hence there is only an FDR
in the sense ρ/F˜ = 0.
GGE FDR in experimentally observable operators.–
Here we show that a GGE FDR is also obtained for
the experimentally accessible operators aˆk. First of all,
we note that
aˆk(t) = cosh(Θk)e
iktdˆk − sinh(Θk)e−iktdˆ†k, (C10)
from which it follows that
F˜ =
1
2
〈
{
aˆk(t1), aˆ
†
k(t2)
}
〉 (C11)
=
1
2
(
cosh2(Θk)e
−ik(t1−t2) + sinh2(Θk)eik(t1−t2)
)
×
(
1 + 2 〈dˆ†kdˆk〉0
)
− sinh(Θk) cosh(Θk)
×
(
e−ik(t1+t2) 〈dˆkdˆk〉0 + eik(t1+t2) 〈dˆ†kdˆ†k〉0
)
,
(C12)
ρ = cosh2(Θk)e
−ik(t1−t2) − sinh2(Θk)eik(t1−t2),
(C13)
where one can show that 〈dˆkdˆk〉0 = 〈dˆ†kdˆ†k〉0 =
cosh(Θk) sinh(Θk)(1 + 2 〈aˆ†kaˆk〉0).
In the limit where the central time T = 12 (t1 + t2) is
large, we can apply the rotating wave approximation and
neglect the fast rotating terms in F˜ . Fourier transforming
with respect to the relative time t1 − t2, we find
ρ(ω) = 2pi
(
cosh2(Θk)δ(ω − k)− sinh2(Θk)δ(ω + k)
)
,
(C14)
F˜ (ω, T →∞) = 2pi
(
1
2
+ 〈dˆ†kdˆk〉0
)
×(
cosh2(Θk)δ(ω − k) + sinh2(Θk)δ(ω + k)
)
. (C15)
Therefore, we can read off the GGE parameter λk from
the peak at ω = k by
λk = ln
 1
F˜ (ω=k)
ρ(ω=k)
− 12
+ 1
 . (C16)
This procedure also works if observation or coherence
times are finite and so the δ-peaks are broadened as the
peaks in both F˜ and ρ get broadened equally with the
area under the curves staying constant.
The dispersion of the diagonalized Hamiltonian k can
be read off from the position of the peaks in ρ, whereas
the ratio of the two peak heights yields the Bogoliubov
angle Θk. Hence, from a measurement of this two-time
function the Hamiltonian can be “experimentally diago-
nalized”. Moreover, the two-time functions of the rotated
degrees of freedom can now be obtained from the unro-
tated two-time functions via
〈dˆk(t1)dˆ†k(t2)〉
= cosh2(Θk) 〈aˆ†k(t1)aˆk(t2)〉+ sinh2(Θk) 〈aˆk(t1)aˆ†k(t2)〉
− cosh(Θk) sinh(Θk)
(
〈aˆ†k(t1)aˆ†k(t2)〉+ 〈aˆk(t1)aˆk(t2)〉
)
.
(C17)
This leads to an alternative method to obtain the λk: the
FDRs of the rotated degrees of freedom can be obtained
and the λk extracted from Eq. (C3). This alternative
procedure has the advantage of only involving the rela-
tive time t1−t2 even when starting from non-equilibrium
initial states, such that we can set t2 = 0, reducing the
experimental effort as only one-point functions have to
be measured.
Appendix D: Projective measurement protocol for F
in Hubbard model simulators
In the following, we derive Eq. (22) of the main text.
After having evolved the initial state |Ψ(0)〉 under Hamil-
tonian Hˆ for time t1 and subsequently having measured
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nˆi we get for the post-measurement state
|Ψ′(t1)〉 =
{ 1√
1−〈Ψ(t1)|nˆi|Ψ(t1)〉
(1− nˆi) |Ψ(t1)〉 for |0〉t1
1√
〈Ψ(t1)|nˆi|Ψ(t1)〉
nˆi |Ψ(t1)〉 for |1〉t1
,
(D1)
where |0〉/|1〉 denotes having measured occuption
zero/one. Subsequently time evolving for time t2 − t1,
we find for the final measurement of nˆj that
〈nˆj(t2)〉
∣∣∣∣
|0〉,|1〉
={
1
1−〈nˆi(t1)〉 〈(1− nˆi(t1))nˆj(t2)(1− nˆi(t1))〉 for |0〉t1
1
〈nˆi(t1)〉 〈nˆi(t1)nˆj(t2)nˆi(t1)〉 for |1〉t1 ,
(D2)
where we switched to the Heisenberg picture. Rearrang-
ing terms, one can then deduce Eq. (22) of the main text.
Non-destructive projective measurement in optical lattices
using tweezers
Here we present several schemes to implement the spa-
tially resolved projective measurement in optical lattices.
Shining a tweezer on the lattice.– Following Ref. [95],
a tightly focussed tweezer can be used to map the occu-
pation of a site in the 2D optical lattice to the one of
the tweezer. Moving the tweezer away from the lattice
then makes it possible to measure the occupation with-
out disturbing the rest of the system. For this protocol
to work, moving the tweezer should be faster than any
time scale in the many body system, especially the tun-
neling. Tunneling times are on the order of ms in optical
lattices [96] which is longer than the typically 100µs it
takes to move an optical tweezer over the distance of one
lattice site [97].
Bringing a tweezer next to the lattice.– Alternatively
to shining a tweezer directly on the optical lattice, one
may bring it close to a given lattice site [98], which in-
duces tunnelling of strength Jt between the tweezer and
the site. Writing the state of an atom being in the
tweezer as |t〉, we can write the effective Hamiltonian as
Hˆ = Jt(|t〉 〈1| + |1〉 〈t|), with |1〉 denoting the site being
occupied. Keeping the tweezer for a time t next to the
site induces a “pulse”
U = exp(iHt) = cos(Jtt)1 + i sin(Jtt)(|t〉 〈1|+ |1〉 〈t|).
(D3)
Choosing t = pi/Jt induces a “pi-pulse”, mapping the oc-
cupation of the site to the initially empty tweezer. Here,
Jt needs to be much larger than the energy scales in the
Bose-Hubbard model, Jt  J, U , i.e. the distance of
the tweezer from the lattice must be smaller than the
lattice spacing (although not much smaller due to the
exponential dependence of the tunneling amplitude on
the distance [99]).
Appendix E: Two-time correlation functions in exact
diagonalization
In order to calculate the correlation functions F =
1
2
〈{
Aˆ(t1), Bˆ(t2)
}〉
and ρ =
〈[
Aˆ(t1), Bˆ(t2)
]〉
in gen-
eral, we first time evolve the initial state |Ψ〉 to |Ψ(t)〉 =
U(t) |Ψ〉 ≡ exp(−iHˆt) |Ψ〉 for all times t at which the
two-time correlation function should be evaluated. Then,
we create a set of four states by acting with Aˆ, Bˆ and their
Hermitian conjugates onto |Ψ(t)〉 and evolve them back
for every point in time t, such that we arrive at |ΨA(t)〉 =
Aˆ(t) |Ψ〉,|ΨA′(t)〉 = Aˆ†(t) |Ψ〉,|ΨB(t)〉 = Bˆ(t) |Ψ〉 and
|ΨB′(t)〉 = Bˆ†(t) |Ψ〉, where Aˆ(t) = U†(t)AˆU(t).
From these states we can then calculate F and ρ by
evaluating
F (t1, t2) =
1
2
(〈ΨA′(t1)|ΨB(t2)〉+ 〈ΨB′(t1)|ΨA(t2)〉) ,
ρ(t1, t2) = (〈ΨA′(t1)|ΨB(t2)〉 − 〈ΨB′(t1)|ΨA(t2)〉) .
(E1)
for all times t1 and t2.
Simplifications occur if Bˆ† = A such as for cre-
ation/annihilation or σ+, σ− operators, and as then only
two states have to be evolved. If additionally Aˆ† = Aˆ,
only a single state needs to be evolved and F and −(i/2)ρ
correspond to the real/imaginary parts of the correlation
function 〈ΨA(t1)|ΨA(t2)〉.
Efficient numerical evaluation.– Eq. (E1) can be
evaluated efficiently by writing the states |ΨA(t1))〉 into
a matrix PA, where states for different times are the rows
of PA. Then, Eq. (E1) can be evaluated by the matrix
product as 〈ΨA(t1)|ΨB(t2)〉 = [P ∗APTB ]t1t2 .
When using full diagonalization, i.e. obtaining the vec-
tor of eigenenergies E and the matrix U with the eigen-
vectors as its columns, the forward-backward evolution
described above can be efficiently obtained by writing
the times t1 into a vector T. By repeating the initial
state dim(T) times in a matrix Pini, the time evolved
states follow as
PA = U exp(iE⊗T) U†AU exp(−iE⊗T) U†Pini,
(E2)
where  denotes the Hadamard product (element-
wise multiplication) and the exponential is understood
element-wise.
Appendix F: Details on protocol using statistical
correlations between randomized measurements
The proofs of the relations in Eqs. (9),(10) follow
straightforwardly from the ones presented in Ref. [47] for
the OTOC.
Proof of Equ. (10).– In Ref. [47] it was shown from
the properties of u that 〈Aˆ〉u 〈Bˆ〉u = 1NHc
∑
τ∈S2 Tr(τAˆ⊗
Bˆ), where Sn is the permutation group on n letters and
15
c = NH + 1. For n = 2, S2 = {1,SWAP}, where the
SWAP operator acts as SWAP(|a〉 ⊗ |b〉) = |b〉 ⊗ |a〉.
By acting with τ to the left when writing out the trace
as a sum over basis states and using that Tr(Aˆ ⊗ Bˆ) =
Tr(Aˆ) Tr(Bˆ), it follows that
〈Aˆ〉u 〈Bˆ〉u =
1
NHc
(
Tr(Aˆ) Tr(Bˆ) + Tr(AˆBˆ)
)
. (F1)
Using that Aˆ,Bˆ are traceless and inserting Aˆ → Aˆ(t1),
Bˆ → Bˆ(t2) we arrive at Eq. (10), where we assumed
NH  1.
Proof of Equ. (9).– Similarly, it was shown in Ref. [47]
that 〈Aˆ〉u 〈Bˆ〉u 〈Cˆ〉u = 1c′
∑
τ∈S3 Tr(τAˆ⊗ Bˆ ⊗ Cˆ), where
c′ = NH(NH + 1)(NH + 2). Summing over all possible
permutations τ , inserting Cˆ = ρ0, Tr ρ0 = 1 and Aˆ →
Aˆ(t1), Bˆ → Bˆ(t2) we get
〈Aˆ(t1)〉u 〈Bˆ(t2)〉u 〈ρ0〉u
=
1
c′
(
Tr AˆTr Bˆ + Tr AˆTr (ρ0Bˆ(t2)) + Tr Bˆ Tr (ρ0Aˆ(t1))
+ Tr (Aˆ(t1)Bˆ(t2)) + Tr ρ0Aˆ(t1)Bˆ(t2) + Tr ρ0Bˆ(t1)Aˆ(t2)
)
.
(F2)
Assuming that the terms in the first row vanish for
traceless Aˆ,Bˆ, we arrive at Eq. (9), where we assumed
NH  1.
Special case: Thermal equilibrium.– The above pro-
tocol can also be used to measure the equilibrium struc-
ture factor F (t1− t2) by inserting ρ0 = ρβ = (1/Z)e−βHˆ ,
which via the FDR then yields the equilibrium spectral
function of the operators Aˆ and Bˆ. In cold atom experi-
ments, this protocol may be used to obtain the density-
density (particle-hole) spectral function for Aˆ = Bˆ = nˆ.
For platforms in which it is difficult to prepare thermal
states, but moments of the many-body Hamiltonian can
be measured (such as trapped ions), finite temperature
spectral functions may still be measured in a high tem-
perature expansion [47].
Appendix G: Higher order time ordered correlation
functions from Ramsey pulses and projective
measurements
Here we show how to generalize the projective
measurement/Ramsey protocols to measure higher
order time-ordered correlation functions by using
more than one pulse/projection before the final
measurement. Here we present the case for two
pulses and two projections. We show that from this
sequence all three point time ordered correlation
functions can be obtained. These are given by the
nested (anti-) commutators 〈{A(t1), {B(t2), C(t3)}}〉,
〈{A(t1), [B(t2), C(t3)]}〉,〈[A(t1), {B(t2), C(t3)}]〉 and
Ret
Imt
t0 t1 t2 tn
Aˆ(t1) Bˆ(t2)
Cˆ(tn)
Aˆ(t1) Bˆ(t2)
FIG. 6. Closed time contour depiction of the sub-
class of (2n+ 1) point correlation functions accessible
via protocols with n pi-pulses.– Starting from the initial
time t0, operators are inserted along the contour at times
t1, t2, . . . , tn by local pulses. At tn+1 the operator Cˆ gets mea-
sured and the evolution is stopped. The operator measured
by the protocol can then be obtained by starting from t0 on
the upper branch up to tn+1 and then backward on the lower
branch back to t0, i.e. 〈Aˆ(t1)Bˆ(t2) · · · Cˆ(tn+1) · · · Bˆ(t2)Aˆ(t1〉.
Note that this is only a subclass of the correlation functions
obtainable by the protocols presented in this section and all
operators are given by Pauli matrices.
〈[A(t1), [B(t2), C(t3)]]〉. The appearance of a anti-
/commutator is obtained by a projection/pulse,
respectively.
Apart from all three point correlators, also a subclass
of four point and five point functions can be obtained
from the two pulse/projection protocol. Furthermore,
we show for arbitrary n that a particular (2n+ 1)-point
correlation function can be obtained from an n pulse se-
quence.
Two pulses.– By using a two-pulse generalization of
the commutator protocol discussed in the main text, i.e.
evolve until time t1, apply local rotation Rˆαi (θ), evolve
until time (t2 − t1), apply a local rotation Rˆγk(θ), evolve
until time (t2− t3) and finally measure σˆβj , one can show
that
1
2
(
〈σˆβj 〉θ + 〈σˆ
β
j 〉−θ
)
= cos4
(
θ
2
)
〈σˆβj (t3)〉
− sin2
(
θ
2
)
cos2
(
θ
2
)( 〈[σˆαi (t1), [σˆγk (t2), σˆβj (t3)]]〉
− 〈σˆαi (t1)σˆβj (t3)σˆαi (t1)〉 − 〈σˆγk (t2)σˆβj (t3)σˆγk (t2)〉
)
+ sin4
(
θ
2
)
〈σˆαi (t1)σˆγk (t2)σˆβj (t3)σˆγk (t2)σˆαi (t1)〉 ,
(G1)
which can be used to extract a five-point function of the
form depicted in Fig. 6 by using θ = pi. The knowledge
of this five-point-function as well as the one point func-
tion and the part of the three point correlation function
obtainable from the one pulse commutator protocol can
then be used to extract the nested commutator in the
second row. Similarly, a nested four-point commutator
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may be obtained by noting that
1
2
(
〈σˆβj 〉θ − 〈σˆ
β
j 〉−θ
)
= i sin
(
θ
2
)
cos3
(
θ
2
)( 〈[σˆαi (t1), σˆβj (t3)]〉
+ 〈[σˆγk (t2), σˆβj (t3)]〉
)
+ i sin3
(
θ
2
)
cos
(
θ
2
)( 〈[σˆαi (t1), σˆγk (t2)σˆβj (t3)σˆγk (t2)]〉
+ 〈σˆαi (t1)[σˆγk (t2), σˆβj (t3)]σˆαi (t2)〉
)
, (G2)
which is however only a subclass of all possible four-
point nested commutators (with others expected to ap-
pear with a higher number of pulses).
n pulses.– While the exact structure of the obtained
commutators for arbitrary rotation angles θ is difficult
to obtain for the general case of n pulses, it can be seen
that
1
2
(
〈σˆβj 〉θ=pi + 〈σˆ
β
j 〉θ=−pi
)
= 〈σˆβj 〉θ=pi
= 〈σˆαi (t1)σˆγk (t2) · · · σˆβj (tn+1) · · · σˆγk (t2)σˆαi (t1)〉 , (G3)
where tn+1 is the time of the measurement after n pulses
at times tn. This (2n+ 1)-point-correlation function can
be visualized on the closed time contour, see Fig. 6.
Two projections.– The same argumentation can be
repeated for the case when pulses are replaced by projec-
tions, which in general leads to a replacement of commu-
tators with anticommutators. More specifically, for the
case of two projections, we get with analogous notation
to the two-pulse case
〈Ψ(t1)| Pˆ+αi |Ψ(t1)〉 〈Ψ(t2)| Pˆ+αk |Ψ(t2)〉 〈σˆβj (t2)〉+α
− 〈Ψ(t1)| Pˆ−αi |Ψ(t1)〉 〈Ψ(t2)| Pˆ−αk |Ψ(t2)〉 〈σˆβj (t3)〉−α
=
1
8
(
〈{σˆβj (t3), σˆγk (t2) + σˆαi (t1)}〉
+ 〈σˆαi (t1){σˆγk (t2), σˆβj (t3)}σˆαi (t1)〉
+ 〈{σˆαi (t1), σˆγk (t2)σˆβj (t3)σˆγk (t3)}〉
)
, (G4)
and
〈Ψ(t1)| Pˆ+αi |Ψ(t1)〉 〈Ψ(t2)| Pˆ+αk |Ψ(t2)〉 〈σˆβj (t2)〉+α
+ 〈Ψ(t1)| Pˆ−αi |Ψ(t1)〉 〈Ψ(t2)| Pˆ−αk |Ψ(t2)〉 〈σˆβj (t3)〉−α
=
1
8
(
〈σˆj(t3)〉+ 〈{σˆαi (t1), {σˆγk (t2), σˆβj (t3)}}〉
+ 〈σˆαi (t1)σˆβj (t3)σˆαi (t1)〉
+ 〈σˆγk (t2)σˆβj (t3)σˆγk (t2)〉
+ 〈σˆαi (t1)σˆγk (t2)σˆβj (t3)σˆγk (t2)σˆαi (t1)〉
)
, (G5)
which indeed are the analogous expressions to the two
pulse case with commutators replaced by anticommuta-
tors. In particular, the nested double anticommutator
three point function can be obtained from the last equa-
tion.
Projection followed by pulse.– A projection at time
t1 can also be followed by a pulse at time t2. Different
linear combinations of the expectation value of σˆβj (t3)
for ±α and ±θ give access to different correlation func-
tions. Here we only note that a nested anticommuta-
tor/commutator three point function can be obtained by
〈Ψ(t1)| Pˆ+αi |Ψ(t1)〉 〈σˆβj (t2)〉+α,θ=pi/4
+ 〈Ψ(t1)| Pˆ−αi |Ψ(t1)〉 〈σˆβj (t3)〉−α,θ=−pi/4
=
1
4
〈{σˆαi (t1), [σˆγk (t2), σˆβj (t3)]}〉 . (G6)
Pulse followed by projection.– Similarly, if a pulse at
time t1 is followed by a projection at time t2,we get
〈Ψ(t1)| Pˆ+αi |Ψ(t1)〉 〈σˆβj (t2)〉+α,θ=pi/4
+ 〈Ψ(t1)| Pˆ−αi |Ψ(t1)〉 〈σˆβj (t3)〉−α,θ=−pi/4
=
1
4
〈[σˆαi (t1), {σˆγk (t2), σˆβj (t3)}]〉 , (G7)
i.e. commutator and anticommutator are exchanged
compared to projection and pulse being in reverse order.
We hence showed that all possible combinations of
(anti-)commutator nestings are measurable on the level
of three point functions, which means that the complete
time ordered three point function can be reconstruncted.
Furthermore, we saw that a projector/commutator al-
ways leads to an (anti-)commutator. We therefore ex-
pect that the structure remains for higher order correla-
tion functions such that all possible (anti-)commutator
nestings can be obtained by appropriate combinations of
pulses and projections and hence all time ordered n point
correlation functions can be accessed.
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