INTRODUCTION
W HILE it has always been clear that feedback may increase capacity when the noise process is not white, the extent to which it can do so remains only partially explored. Butman [l] outlined a deterministic strategy, which he was able to evaluate only for first-order Markov noise, and demonstrated a strict increase in capacity. Schalkwijk and Tiernan [2] obtained upper bounds for the first-order Markov case, and Ozarow [3] has obtained bounds for the general case. Ozarow's result applied to the Markov case yields upper bounds that are quite close to Butman's lower bounds.
In the present work we analyze a random coding strategy for discrete-time additive Gaussian noise channels with feedback and obtain an expression for the power required as a function of rate. We have successfully evaluated this quantity for first-order Markov noise and for first-order moving average noise. Our result may be expressed as follows: let the power spectral density of the noise be represented as s,,( e> = QP( P) I2 where 6,: is the entropy power of the process {n}, and w P( 6~") = Cpkelak 0 where p,, = 1 and P(z) (the analytical extension of P( erg) into the unit disk) has no zeros inside the unit disk. Let Q(efs) be a polynomial: Y=; U,l be the ratio of average signal power to the noise process entropy power 15,:. and denote by { f( e")} + the function derived from f(e") by discarding negative powers of its Fourier series expansion. We show that I{ P(eiS)Q(e~'S)}+ 12d6' (1) is achievable. While (1) is not particularly enlightening, it does allow fairly straightforward solutions in at least two cases: firstorder Markov noise (as in Butman [l] ) and noise whose spectrum is given by S,,(d) = $,,"]I + peiB12, i.e., a first-order moving average process.
Our results demonstrate a number of interesting facts. First, we show that, provided the noise process is not white, capacity is strictly increased. Second, we can show by use of (1) applied to the moving average channel that cases exist for which the following holds. Denote the power required to achieve rate R without feedback by P,, (R) and the power with feedback by PF( R); then
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This behavior is exhibited when ,S,,(0) is zero for some value of 13. Conversely, it can be shown that if S,,( 0) 2 6 > 0 for all 8, then
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In addition our results demonstrate that the intuition obtained from channels without feedback is contradicted when feedback is available. The random codes we derive in the next section pile all of their energy on the point at which the noise spectrum is at its minimum, quite unliJ;e the case without feedback, where the signal is distributed as evenly as possible.
Yet another interesting corollary of what follows is that random coding cannot achieve capacity for the feedback channel. In [l] Butman demonstrated a deterministic scheme similar to that introduced in [5] for the white channel Mth feedback. For the first-order Markov case, the only one he was able to compute, he achieves a rate strictly greater than ours.
Our scheme is optimum among codes with codewords selected from the traditional random ensemble, with the addition of linear feedback. Since Ihara [6] has shown that Gaussian signals with linear feedback maximize mutual information, we are led to conclude that the best codes are either of the deterministic type employed in [l] or with codewords drawn from some hitherto-unexamined ensemble.
II. RESULTS
The coding scheme we will use is as follows. Let { Wi};r: be a codeword set whose code-words are drawn from a stationary Gaussian distribution with power spectral density S,,.( 19). Provided reliable communication is possible when the codewords are transmitted over a one-way additive Gaussian channel whose noise samples { nJ} have power spectral density fue). Now let { ai}y=i be an arbitrary sequence, and at time i transmit the variable cc co x; = w; + &ljWi&, + &Yjnipj ,l 1 where wk and rzk are taken to be zero for k < 0. Of course, since we have assumed that feedback is available, then n, is known at the transmitter for all j < i. The received datum at time i is y,=wj+faiM;-i+ftXjn,-j+n,.
i.e., vj is the N vector with j -1 leading zeros followed by a unity element followed by ((~i, (Ye,. . 
. , (Y,+]). Then the N-vector of received variables is y=A(xSn)
where A is a matrix in which the jth column (starting with 0) is vi. Since A is subdiagonal and has ones on the diagonal, it is nonsingular and may be inverted. Premultiplying y by A -' yields y'=xfn, and if (1) is satisfied, reliable communication is possible.
One would expect that the best transmitted datum, from the point of view of average power at time i, would be X,=W,-~[w;l~-,,~_,;~~,Y,].
However, if we follow this scheme, then w, + n, is a causal linear function of the {y }, so that the reverse is also true: Y, is a causal linear function of the { w, + n, }. Therefore, E[Wjl~-I, y-2,. * ., Y,] = E[w,(w,-, + n,-,; . ., w. + no], which is the representation we shall use. Thus the performance we achieve is the best possible using random codes.
The power required on the i th transmission is
where 0," is the variance of wi, eri is the i-vector with elements (pi, fx2,. . . , (Y~, R, is the autocorrelation vector of process {w} omitting the R(0) term, and M,,, is the autocorrelation matrix of the stationary process { w + n }. We now digress to prove the following. Corollary I: Feedback strictly increases capacity when the noise process is not white.
Equations (2) and (3) (with 0~; = 0) are exactly the parametric expressions for capacity in the absence of feedback. Provided the noise process is not white, the optimizing S,,,(e) in the absence of feedback is not flat. Hence some j exists for which R, (j) is not zero. Therefore, by picking (y,= -%W I u,'+ u,' ' and all other (Y~ = 0, we achieve the same rate as without feedback, but using PI= u,' Rw) u,' + u," ' strictly less than the power required without feedback. Since (nonfeedback) capacity is strictly monotonically increasing in power, capacity as a function of P is strictly increased.
Returning to the main theorem, if we define r,,,(e'") = fR,,>( j)e"(Ipl) Since the coefficients of ak(eie) may be chosen freely, we pick them to cancel the first k terms in { g(eie)} +. If {gl+ is in L,, then as k + cc the last term may be driven to zero. Now
I{de'e))+ 12dB 71 + s,,(e>lQ(de> I'-2s,,(e)] de. I{P(e'")Q*(e")}+ 12d0 n which is (1). In Sections III and IV we examine the first-order Markov and moving average noise models in detail.
III. MARKOV NOISE
We evaluate (1) 
Since we have required that Q(z) have no zeros, then q(z) ClogQ (z) is analytic on the disk, and (3) we can achieve
for S arbitrarily close to one. Therefore, power arbitrarily close to
is achievable. In Table I we compare some achievable rates can be achieved for any S -C 1.
As a special case consider p = 1, y + 0. Equation (4) relative to the case of no feedback. This The author wishes to acknowledge helpful discussions asymptotic gain cannot occur if S,(e) is bounded away with H. J. Landau. from zero.
