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Abstract. The success of Web services in business relies on the discovery of 
Web services satisfying the needs of the service requester. In this paper we 
discuss the use of data mining in the service discovery process. We recommend 
a set of applications that can leverage problems concerned with the planning, 
development and maintenance of Web services.  
  
 
1   Introduction 
 
Web services have recently received much attention in businesses [3, 6, 8, 9]. However, 
a number of challenges such as lack of experience in predicting the costs; lack of 
service innovation and monitoring; strategies for marketing Web services and service 
location are need to be resolved. One possible approach is by learning from the 
experiences in Web services and from other similar situations.  Such a task requires the 
use of Data mining (DM) to represent generalizations on common situations. Data 
mining identifies the valid, novel, potentially useful and ultimately understandable 
patterns and trends in data that are unknown to its keeper [5]. This research examines 
how some of the issues of Web services can be addressed through DM.  
 
Table 1: Various DM Tasks 
 
 
         Prior to commencing the mining process, businesses identify and define the goals. 
Accordingly, data is gathered and collated from multiple sources. Now quality of the 
data is ensured by removing noise, handling missing information and transforming to 
an appropriate format. A reduced volume of the data set - representative of the overall 
processed data - is derived by applying data reduction techniques. An appropriate DM 
Mining Task Goal Approaches 
Predictive Modelling  
(Classification, Value prediction) 
To predict future needs 
based on previous data 
Decision tree, Neural 
networks 
Clustering or Segmentation To partition data into 
segments 
Demographic, Neural 
networks 
Link Analysis  
(Association, Sequential, Similar 
time discovery) 
To establish association 
among items 
Counting occurrences of 
items such as Apriori 
Algorithms 
Deviation Analysis To detect any anomalies, 
unusual activities 
Summarization and 
Graphical representation 
 technique or a combination of techniques is applied to the pre-processed data for the 
type of knowledge to be discovered (Table 1). The discovered knowledge is then 
evaluated and interpreted. When the mined results are determined insufficient, an 
iterative process of performing pre-processing and mining begins until adequate and 
useful information is obtained. Lastly the information is presented to user to 
incorporate into the company's business strategies. 
   
2   Data Mining Applications in Web Services  
  
DM applications can be used by management to assist in making strategic decisions; or 
by human resource in maximising staffing levels while minimising costs; or by 
technical staff in devising new services or in improving existing services.  
 
2.1   Web Services Cost and Savings Prediction  
 
It is difficult for businesses to gauge the costs and savings of a Web service 
deployment with having little or even no experience in deployments. However, from 
the data collected by research firms such as Nemertes [8], businesses can learn from 
the experiences of similar organizations and get a good approximation of these values.  
       Value prediction is suitable in this instance to model the investment versus return 
functions for the prediction of figures for costs and savings. Regression techniques 
derive the predicted continuous values obtained from functions that best fit the case [4]. 
For predicting the costs, the input data required consists of, for each deployment, the 
number of staff member involved, the time it took, and the complexity of the 
deployment. The complexity of the deployment can be quantified in terms of the lines 
of code used in the programs, and the annual revenue from the operations that the 
deployment oversees. The costs of the proposed deployment can be predicted based on 
these parameters. 
       Once the costs are known, prospective savings can be predicted. Using inputs such 
as the cost of the deployment, and the original and new cost of the operation, savings 
can be determined. Having determined the costs and the savings that can be gained, the 
return of investment for Web services deployments can be calculated based on these 
figures. Businesses can then identify the size of Web services deployment that is best 
suited for them and turn the discovered insights into action. 
 
2.2   Performance Monitoring  
  
Strategic placement of human resource plays a crucial role in the effective monitoring 
of performance and handling of events. This leads to the need to prioritise tasks. A 
service being used by many clients at the time when a problem occurs should have a 
higher priority than a service being used by few clients at the same time. By knowing 
the usage pattern of services, training programs on groups of services with similar 
usage patterns can be developed. This allows staff monitoring the services at certain 
times to have a more in depth knowledge of particular services.  
To identify services with similar usage patterns, similar time sequence analysis 
can be used [11]. The input for such an operation is time-series data recording the 
number of clients using a particular service at any moment in time. Although such data 
 is not normally collected explicitly, it is implicitly recorded in the web server access 
logs. The steps in generating this time-series data from web server logs are as follows: 
1. Select from the web server log all entries related to the offered Web services by 
extracting all entires containing the web service’s URL in the URL field. 
2. Group the entries by Web services and client IP addresses, and then order the 
entries by time. This gives a set of a client’s interaction with a web service. 
3. Calculate the time between each interaction to determine separate client sessions 
with the web service. A client session is one ‘use’ of the web service. The duration 
of a client session for different services varies depending on the nature of the 
service. Setting the threshold of session boundaries thus requires the knowledge 
about the individual services. 
4. For each service, count the number of clients using it at specified time intervals. 
This can then be used to construct the time- series graph for each service. 
Algorithms [4, 11] for approximate subsequence matching in time-series now can 
be applied to find Web services that have similar usage patterns. These patterns can 
then be used to help in the design of roster schedules that optimise staffing levels and 
skill requirements while minimising the number of employees that need to be present. 
 
2.3   Service Innovation 
 
It is important for service providers to establish themselves in the market by offering a 
range of quality services. The set of queries used by potential clients to find suitable 
Web services is a rich source for finding clues about what the clients want. If an 
unusual search term is used with other common search terms in the queries, and that 
the search terms are all related, then it is a good indication that there is a demand for a 
new service. The unusual search term may represent a new concept, or a specialisation 
of a general service currently being offered. As an example, SMS (Short Message 
Service) sends text messages to mobile phones while a more recent technology MMS 
(Multimedia Message Service) sends multimedia messages. SMS is a frequently used 
search term but MMS is not. As the technology becomes more prevalent, demand for 
MMS Web services will emerge and the appearance of MMS in query data will be 
evidence of this.  
       The simplest approach in discovering uncommon search terms is by deviation 
analysis [4]. Having counted the frequencies of the search terms appearing, simple 
measures such as median, quartiles and inter-quartile range (IQR) can be calculated. 
Then using the common heuristic that outliers fall at least 1.5 * IQR above the third 
quartile or below the first quartile, the unusual search terms can be identified [4]. An 
alternative measure is the use of support [1] to count the number of times the term 
appeared in total terms. If a search term has very low support, then it can be classified 
as an outlier. Given that the demand for different services varies, applying these 
measures to the raw frequency count will produce biased results towards less popular 
services, producing many false positives. The solution to this is to group searches into 
search areas and then find the outliers for each search area. This can be done by: 
1. Grouping the queries into search sessions 
2. Joining all search sessions that are similar to form search areas 
3. Form search term pools for each search area. 
 4. Within each search term pool, apply statistics to find the uncommon search terms 
that suggest demands for a new web service. 
 
2.4   Service Recommendation 
 
Web services providers can recommend services to clients based on the services that 
other similar clients have used in the past with the use of DM. This is because similar 
clients are likely to have similar service needs. Since service providers have 
information such as the line of business, size of business and what services their clients 
use, they can use these as inputs for predictive modelling operations and make 
recommendations to new clients. Inputs such as the interfaces, functionality and 
security offered by the service, as well as the cost, and other resources required by the 
service should also be considered in analysis. 
       Classification techniques such as decision trees [10] can be used to build rules on 
service subscriptions.  Since the only information service providers have about clients 
are those for billing purposes, the number of attributes available is small. Consequently, 
the structure of the resulting decision tree will be relatively simple and easily 
comprehensible to a human analyst. To further enhance the success rate of 
recommendations, service providers can find dissociations among the services they 
offer. Dissociations [13] capture negative relationships between services with rules 
such as the use of service X and Y implies that it is unlikely service Z will also be used, 
even though service X and Z are often used. That is, X  Z; X ∧ Y  Z. By 
incorporating these dissociations in the recommendation process, more specific 
recommendations can be made. 
 
2.5   Search Term Suggestion 
  
The location of Web services using existing Web services search engines (keyword 
based) can be a lengthy endeavour. This method of service discovery suffers from low 
recall, where results containing synonyms concepts at a higher or lower level of 
abstraction to describe the same service are not returned. This problem can be 
approached in two ways, either by returning an expanded set of results to the user with 
the use of ontology, or by suggesting the user with other relevant search terms based 
on what other users had used in similar queries [2, 15].  
       Whilst previous approaches capture the intra-query relationships by clustering 
queries on a per query basis, they omit the inter-query relationships that exist between 
queries submitted by a user in one search session. A better option is to group the 
similar search sessions and provide suggestions of search terms from search sessions 
that belong to the same cluster.  
       The first task is to consolidate the data from the user query and web server logs. 
This is done by matching the query recorded in the query log with the subsequent 
service descriptions viewed by the user recorded in the web server log. The next task is 
to form search sessions to arrange a set of queries in sequence by a user to locate a 
particular service [12]. Search session similarity now can be calculated based on the 
similarity of the set of search terms used and the set of service descriptions viewed 
between two search sessions. The Jaccard coefficient [5, 7] can be used to calculate the 
similarity of the search terms, and service descriptions sets.  
        Search sessions are assigned to the same cluster if they have many queries and 
service descriptions that are the same from the entire query and service description 
pool. The type of clusters desired is therefore globular in nature. Also the algorithm 
must be resistant to noise and outliers. The agglomerative hierarchical clustering [7] is 
well suited to generate these types of clusters.  
       After the clusters are formed, the support [1] for each of the search terms in each 
cluster is counted and then assigned weights. The weights can be used to predict a 
user’s service need by suggesting search terms from the cluster with the largest weight 
for the user’s search term. Depending on the size and number of search terms that 
make up the clusters, the suggested terms can either be all search terms within the 
cluster, or be limited to those from a predefined number of most similar search 
sessions. A test was conducted for evaluating the effect of the measure combining both 
keyword and service description similarity (Table 2). The results show that the search 
sessions clustered using the combined measure is more similar internally and thus the 
clusters are more compact. This is essential in the suggestion of search terms as users 
would only be interested in suggestions that are highly similar to those submitted. 
 
Table 2. Similarity based on keywords and service descriptions viewed 
Cluster # of Objects 
Avg. 
Internal 
Similarity 
Std. Dev. of 
Internal 
Similarity 
Avg. 
External 
Dissimilarity 
Std. Dev. of 
External 
Dissimilarity 
0 24 +0.675 +0.103 +0.073 +0.043 
1 16 +0.538 +0.098 +0.100 +0.089 
2 10 +0.535 +0.099 +0.064 +0.043 
   
 
3   Data Mining Challenges in Web Services 
 
Data Fusion. With businesses spanning their operations across the entire globe, as well 
as having multiple servers that provide mirrored services, the Web server access logs 
from Web servers located at different sites must be consolidated to facilitate DM. 
There is a need for controlled and reliable data collection to co-ordinate the transfer 
and storage of the data, while keeping the associated costs down. By compressing the 
data before sending and scheduling transfers during off-peak hours of the network, the 
impact of data transfer and the volume to be transported can be greatly reduced. 
 
Analysis results interpretation. To maximise the end user’s understanding, the outputs 
of a DM operation must be easy to comprehend ignoring unnecessary complexities and 
displaying only the relevant details. For example, in the search term suggestion 
application, the end users are service requesters trying to locate a particular service. 
Instead of graphical clusters showing which queries are similar, the contents of the 
clusters in simple rules should be shown. In the performance monitoring application, 
the users would find it useful to see the similar sub-sequences in the time-series 
represented graphically when determining services with similar usage patterns.  
 Data reliability. Mining for Web services usage from Web server logs may not 
produce accurate results. Although in Web services mining, caching is not a problem, 
the use of firewalls does distort the overall picture of service usage patterns. 
Implementations of firewalls often involve the masking of internal IP addresses by 
substituting this with the IP address of the server that connects the network to the 
Internet. When a Web service client accesses a Web service, the Web server of the 
Web service provider logs the communication from the service client. If a firewall is 
used at the client side, then multiple accesses to the same service from different clients 
within the network may be recorded as one client – that of the server. This in effect 
masks the service usage in terms of how many clients are using this service. A solution 
is to modify the Web application services to write log information. This log files will 
determine session information much better and can be analysed better than simply 
Web server logs. 
 
Proprietary nature of data. Data is a valuable asset for businesses and so is not 
normally shared. Therefore, unless there are mutual agreements between the 
businesses, obtaining the data in sufficient volume may be a problem. If insufficient 
data is used in the operation, poor data models may be produced. Therefore the quality 
of the input data is a key factor in determining the quality of the final model. 
Reputable research companies such as IDC (stencilgroup.com) may provide an answer 
to this. With the resources to arrange the necessary legal agreements, these research 
firms can perform DM on data collected from multiple businesses to discover 
knowledge that cannot be gained from other ways.  
 
Privacy and security. Although DM produces generalisations of data, it does have the 
problem that some sensitive information can be inferred. This is called the inference 
problem and arises when users submit queries and deduces sensitive information from 
the legitimate response they receive [14]. This can be a hindrance when collecting data 
from many businesses for mining, as well as a problem when mining Web server 
access logs that record the services used by certain clients. Therefore, even if data can 
be collected, measures must be in place to ensure that businesses contributing to the 
DM operations such as the service recommendation application are not disadvantaged. 
 
4   Conclusions and Future Work 
 
In this research, a number of DM applications that that would directly facilitate and 
improve the use of Web services have been proposed. The DM tasks that find 
applications in Web services mining include value prediction, similar time sequence 
analysis, deviation analysis, classification and clustering. These applications range 
from delivering business value that can be used by management for strategic decision 
making, to providing technical benefits that target specialist end users.   
       Several avenues for further improving and extending the work are required. Firstly, 
further testing should be performed to identify the real value of the applications. 
Secondly, because some applications such as search term suggestion require real-time 
responses, techniques for providing results efficiently need to be developed. These 
may include new algorithms for scheduling the processing of requests and delivery of 
 responses to multiple users so the information is returned at close to real time as 
possible. 
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