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INTRODUCTXON 
For N a fixed positive integer, we denote by A a compact metric s 
which contains at least N distinct points; the symbol Ix - yl will deno 
distance between two points, x, y E A. For every bounded complex- 
function, g, defined on A, the norm of g is given by jjgjj = SLIP,,~ ig(x)/ 
]g(x)l denotes the absolute value of the complex number g(x)). Fo 
positive real number, we denote by F(= F(M)) a nonempty class of complex- 
valued functions defined on A, such that ifSE F, then /fj\ G M. Further, 
letq,(x) (k= I,..., N) be a Chebychev system of continuous complex-value 
functions defined on A, i.e., for any choice of complex numbers X1, ‘.., X, 
(CF=r jh,j > 0), the function Cc=, Xkqk(x) vanishes at at most N- 1 distinct 
points of A. This means that, given N distinct points xI E A (1 G i G Njy and 
N complex numbers Zi (1 G i G N), there exists a unique set of complex 
numbers Xk (I G k G N) such that the function ~~=I &q,(x) takes on the 
value z3 at xi (1 .G i G N); i.e., CC=1 hkqk(xi) = zi (I G i G IV) (see, e.g., [I, 
P. 2411. e denote by P the class of all linear combinations of ql, . . .I qNP 
i.e., P consists of exactly those functions which are of the form CfEI Xkq&), 
x E A, & complex numbers (1 Q k d N). 
The purpose of this paper is to investigate the uniqueness of an element 
q E P which satisfies the equation 
inf SUP IIp -f[j = Sup /\q -fi/. 
PEP feF fEF 
We think of q as being an element of P which best approximates the family Pa 
Special cases of this problem were investigated by Tonelh [2] and later by 
Kolmogorov [3]. In Kolmogorov’s problem, 8’ consisted of one continuous 
complex-valued function, defined on a compact set which contained at least 
N + 1 distinct points. And in Tonelli’s problem, F consisted of one continuous 
complex-valued function, defined on a compact subset of the complex plane, 
with q&(x) = P1 (1 G k G N), x complex. More recently, Dunham [4] studied 
the problem, under the assumption that P was a family of real-valued funo 
tions, unisolvent of degree N, on a compact interval of the real line. 
27 419 
420 DIAZ AND MCLAUGHLIN 
considered the cases: (i) F consists of one bounded real-valued function, 
(ii) F consists of an upper semicontinuous real-valued function, f +, and a 
lower semicontinuous real-valued function, f -, with f + 2 f - pointwise, and 
(iii) F consists of a finite number of continuous real-valued functions. 
In Section 1 we treat the problem of existence of an element of P which best 
approximates F. In Section 2 we state a uniqueness theorem, which is the 
main theorem of the paper. The approach we have taken hinges on Lemma 1.3. 
The idea expressed in this lemma was contained in a private communication 
to J. B. Diaz, from P. Frederickson, dated September 1, 1968. Finally, in 
Section 3 we investigate special cases of the theorems of Section 2. 
SECTION 1 
THEOREM 1.1. There exists an element q E P such that 
g; yJ; IIP -f II = y$ II4 -f II. 
Proof. Since [If II G M, one has inf,,, supJE& -f II < co. Let (p,) be a 
sequence in P such that 
;+: 1%; IlPn -f II - :; fyg IIP -f Ill = 0. 
For each rz and every f E F one has 
IIPnll G IIP” -f II -I- If II < su;llp,, -fll + M 
= inf SUP IIP -f II + h$lP, -f II - i$Ef jlp -f I\] + M. 
PEP feF 
Since the term in brackets tends to zero as n tends to infinity, the sequence 
(p,) is uniformly bounded. Thus, (p,) contains a subsequence which con- 
verges to an element of P (see, e.g., [I, p. 161). Without loss, we assume that 
there exists an element q E P such that limn+m lip,, - q jl = 0. Further, for each II, 
G SUP [IIPn -f II + II4 - Pnlll - j’:pf $l IIP -fll 
PEF 
= w; IlPn -f II - ;$ yg IIP -f Ill + II4 - Pnll. 
Since the term in brackets tends to zero as n approaches infinity, and since 
lim,, jjq -p,Jl = 0, one concludes that 
z: I14 -f II = 2; ;:; IIP -f Il. 
This completes the proof of the theorem. 
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Next, we make two definitions. Letting C denote the complex plane, we 
define the set-valued functions h(x) and h*(x) by 
h(x) = {z E Clf(x) = ZJE F), XEA, 
and 
h”(x) = ,?I ( , -;< h(y) 
x E A, 
x E 
where the superscript, 0, denotes closure in C, (As defined above, h” is an 
upper semicontinuous et-valued function; see, e.g., [5, p. 1481.) 
The next two lemmas are used repeatedly in what follows. 
LEMMA 1.1. Let x E A. Then z E h*(x) if and only if there exists a sequence of 
ordered pairs ((x,,z,)) such that (1) (x,) c A, (2) lim,,,x, = X, (3) z, E h(x,) 
(n = 1,2,. . .), and (4) limn+zn = z. 
Proof. Suppose, first, that a sequence ((x,,z,)) satisfying (l)-(4) exists. 
Then for E > 0 there exists a positive integer N such that, for iz > r?J, one has 
(i) Ix-xx,I <E and (ii> zn E h&J c U NY& 
Ix--Y/it 
Thus, since lim,,,z,, = z, one has 
ut E > 0 was arbitrarily chosen, which means that 
i.e., z E h*(x). 
Gonverseiy, if 
for all E > 0. In particular, for each positive integer n, 
ZE 
( 
Thus, there exists an ordered pair (x~,z,) such that x, E A, Ix - x,1 < l/n, 
z, E h(x,), and jz - z,l < l/n. Hence, lim,,,x, = x and hm,,,z, = z. This 
completes the proof of Lemma 1.1. 
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LEMMA 1.2. For each x E A, h*(x) = [h*(x)]*; i.e., 
Proof. Since h(y) c h*(y) for all y E A, it follows that for all E > 0, one has 
and hence 
It remains to show that the inclusion sign can be reversed. Let x E A and let 
To show that 
it suffices, by Lemma 1.1, to show that there exists a sequence of ordered pairs 
((x,,z,)) such that (1) (x,) c A, (2) lim,,,x, = X, (3) z, E h(x,) (n = 1,2,. . .), 
and (4) limn+zn = z. 
By Lemma 1.1 there exists a sequence of ordered pairs ((y,,,&)) such that 
(1) (~2 c -4 (2) limn+ y,, = X, (3) & E h*(y,) (n = 1,2,. . .), and (4) limn+,& = z. 
Since & E h*(yJ (n = 1,2,. . .), it follows by Lemma 1.1 again that there exists 
a sequence of ordered pairs ((X,j, znj))j (n = 1,2,. . .) such that (1) (X,j)j c A, 
(2) limj+,xRj = yn (n = 1,2,. . .), (3) z”j E h(X”j) (n, j = 1,2,. , .), and (4) 
limj,o;,znj = [,, (n = 1,2,. . .). Without loss (by choosing a subsequence and 
relabeling, if necessary) we can assume that / yn - ~~~1 < l/n and [ 5;, - z,,l < l/n 
(n = 1,2,. . .). Now we define a new sequence of ordered pairs, by (x,,z,) = 
(x,,,z,,) (n = 1,2,. . .). Then, (x,) c A, z, E h(x,J (n = 1,2,. . .), and since 
and 
Ix-4 G Ix-Ynl+ IYn-xnl? 
/z-z”1 G Iz-&I + I!f”--nl (n = 1,2, . . .), 
it follows that 
lim x, = x, 
n+m 
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and 
lim z, = z. 
n-tm 
This completes the proof of Lemma 1.2. 
Remark. We note that if A and C are metric spaces and F is a family of 
functions from A into the set of all subsets of C, then both Lemmas 1.1 and 
1.2 remain valid. 
LEMMA 1.3. lfp E P, then 
?I$ IlP -fll = SUP SUP If44 - 4. xc4 zEk*(r) 
Proof. Since h*(x) 3 h(x), x E A, it follows that for each x E A and eat 
f E F, one has 
<sup Sup ip(X) -21. 
xeA zek*(x) 
Thus, 
<sup sup lp(x>---I. 
XEA zsk*(x) 
It remains to show that the inequality can be reversed. We choose a sequence 
of ordered pairs ((x,,z,)) such that X, E A, z, E h*(x,) (n = 1,2,. ~ .) and such 
that 
lim jp(x,) - z,] = sup sup /P(X) - ~1. 
n-303 xc4 zek*(r) 
Since z, E h*(x,) (n = 1,2,. . .), it follows from Lemma 1. I that there exists a 
sequence of ordered pairs (T~,[,J such that (1) (Q c A, (2) jx, - ~~1 < l/n, 
(3) &, E h(r,), and (4) jz, - &,I < l/n (n = 1,2,. ~. . Since & E h(~,) (12 = 1,2, I 1 .), 
there exists an element of F, call it fn, such that &(q,) = & (FZ = 1) 2, ~ . .). Thus, 
fern= 1,2, . . . . one has 
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and hence 
2 l~rlP(%l- znl - lP(X”) -P(%Jl - I& - GIlI. 
Using the facts that p is uniformly continuous on A, lim,,, Ixn - qnl = 0 and 
limn+,, 15, - z, 1 = 0, one has that 
iga(x.) - 4 - b&J -Ph)l - Is5 -&III 
= lim IP(xJ - z,l = sup sup /P(x) - zj. 
n-xc xed zeh*(x) 
This completes the proof of Lemma 1.3. 
Remark. We note that Lemma 1.3 remains valid under the assumptions 
that A and C are metric spaces, F is a family of functions from A into the set 
of all subsets of C, andP(x) is a uniformly continuous function from A into C. 
Under these hypotheses, one must admit the possibility that the conclusion 
of the lemma takes the form 03 = co. 
ForpEP,defineasetD,cAx Cby 
D,={(x,z)~Ax Clz~h*(x) and 1~64 - 4 = E; IIP -fib. 
Thus, the set Dl, may depend upon the choice ofp E P. The next lemma asserts 
that for each p E P, the corresponding set D, is nonempty. 
LEMMA 1.4. Let p E P, and let D, be the corresponding set in A x C, as defined 
above. Then D, # o . 
Proof. Let x E A. Since h*(x) is compact, there exists a point 5(x) E h*(x) 
such that 
sup IP(X) - zl = IPW -WI. zeh*(x) 
Let (x,) be a sequence in A such that 
y+t IP(&) - fcdl = 2: IP(X) -WI. 
Since A is compact, we can assume without loss that lim,,,x, = x0 E A. 
Since Z(xJ is a bounded sequence in C, we can further assume without loss 
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that lim .+.5(x,) = z. E C. From Lemmas 1.1 and 1.2, one concludes that 
z. E [h*(xO)]* = ,+*(x0). Further, 
0 G sup sup Mx) - zl - Mxo) - zoi XEA ZEN* cc)
= ;z! IPW - %)I - IP~XO~ - zol 
= !A$ tIPbn) - .@“)I - lP(Xo> - zoll 
- 
< lim I p(xJ - p(xo) j -I- lim 1 z, - .2(x,) 1 = 
n-tm n+m 
(where we have used the continuity ofp). One conclu 
sup sup IPW - ZI = IP(Xol - %I. xc4 z&*(X) 
Using Lemma 1.3, it follows that 
lP(X0) - zol = su=spx) lP(X) - zi = gpl’p -0; 
i.e., (xo,zo) E II,. This completes the proof of Lemma 9.4. 
SECTION 2 
Theorem 2.1 gives a characterization of an element of P which best approxi- 
mates IT 
THEOREM 2.1. Zf q E P is such that 
inf sup lip -fll= sup /lq -flI = E, 
PEP feF fEF 
then for every p E P there exists an ordered pair (x0, zo) (possibly depending on 
p), x0 E A, z. E h*(x,), such that 14(x0) - zoI = E and Re{(q(x,) - zo)p(xO)) > 
where the overbar denotes complex conjugate. 
Proof. Let D,=((x,z)~AxClz~h”(x) and 14(x)---zi=E). Lemma 1. 
asserts that D, # m. We assume that the theorem is false; that is, that there 
exists ap E P such that for every (x,z) E D, one has 
Re {(q(x) - z>P(x)> < 0. 
(Clearly p(x) + 0.) We show, first, that there exists a positive number E such 
that for all (x,z) E D,, one actually has 
Re((q(x) - z>p(x)} G -2~ < 0. 
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Let <(x,,z,)) be a sequence in D, such that 
Since A is compact, we can assume without loss that lim,,,x, = 7 E A. 
Since F is a uniformly bounded family of functions, the sequence (z,) is 
bounded, and hence we can further assume without loss that lim,,,z, = .$ E C. 
Thus, by Lemmas 1.1 and 1.2, one has [ E [h*(r)]* = h*(q). Further, since 
for 6 > 0 and y1 sufficiently large, 
one has that 
it suffices to define E by E = -$Re((q(q) - &p(q)}. 
We now show that for h (> 0) sufficiently small, one has 
which contradicts the definition of q; i.e., the inequality contradicts the fact 
that q is the best approximation to F. By Lemma 1.3, one has 
2; IIt4 -I- b> -Al= sup sup I(&> + Ma - 4, rE4 z&*(x) 
so it suffices to show that if h > 0 is small enough, then 
sup sup I(&) + M4> - 4 < E. xe.4 zGh*(X) 
We argue, first, that there exists an open set G c A x C such that G 3 D,, 
and such that if (x,z) E G, x E A, z E h*(x), then 
ReNdx) - z)P(x>> <--E. 
Since WW) - -M x >I is a continuous real-valued function on A x C, it 
suffices to let 
G = {(x, z) E A x C ]Re{(q(x) - z)p(x)} < -E}. 
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clearly, G is an open set in A x C (G is an inverse image of the set of real 
numbers (y E RI y < --E}) and G 3 D,. 
= maxxEA IP( (> 9, and if 0 < A < ~/8~, t
= E2 - h(e + (e - hB2>> < E2 - he. 
(In particular, 0 < E* - XE, a fact which will be used later.) 
Now let G” denote the complement, in A x C, of the set G. We show that 
there exists a positive number, 6, such that if (x,z) E G”, x E A, z E h”(x), then 
\q(x)-zj <E--S. 
Lemma 1.3 ensures that lq(x) - zI < E, for all pairs (x,z), x E A, z E h*(x). 
Thus, if there exists no such 6, then there exists a sequence ((s,z,J) = G”, 
x, E A, z, E h*(x,) (n = 1,2,. . .) such that limn-tm /4(x,) - z,/ = E. Since A is 
compact, we can assume without loss, that limn+mx, =Q E A. Further, since 
(z,) is a bounded sequence in C, we can assume without loss, that hm,,,z, = 
la E C. By Lemmas 1.1 and 1.2, ,$I E [h*(~,)]* = h*(q,). Thus, by a cont~~~it~ 
argument used above, 
E:=fii+~I&n)-4 = 14(%)-51/> 
and hence (~r,~,) E D,. But this contradicts the fact that 6” is a closed set 
whose complement contains D,. Thus, there exists a 6 > 0 such that if (x,2) E G”, 
x E A, z E h*(x), then 
lq(x)-zl <E-6. 
And hence, if 0 < h < 6124 then 
1(4(x) + hP(XN - 21 G lq(xl - 4 
<E-6+X 
6 
<E--. 
2 
We have shown that for x E A, z E h*(x), 0 < h < 
Hence, 
j(q(x) + Ap(x)) - zI < max 
t 
(E2 - k)“j2, E - i) < E. 
sup sup 1(4(x) +APc4> - 4 < E. 
xa.4 zeh*cc) 
This completes the proof of Theorem 2.1. 
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THEOREM 2.2. Let q E P be such that 
fi! z; IIP -fll = ye! II4 -0 = E, 
and define the set D, c A x C by 
D, = ((x, z) E A x C1.z E h*(x) and jq(x) - zI = E}. 
If for every two points in D, of the form (x,2) and (x, z’), one has 
Re Mx) - 4 (q(x) - z’>> 0, 
then q is unique; i.e., ifq, E P and SUP&F l]ql -f I\ = E, then q1 = q. 
(The condition Re((q(x) - z)(q(x)-} > 0 can be interpreted geometrically 
to mean that “the angle” between the two straight lines determined by the 
pairs (q(x),z) and (q(x),z’) is, in absolute value, less than 42.) 
Proof. If E = 0, then j\q -f Ij = 0 for every f E F; but this is possible if and 
only if F consists of exactly one element, f and f = q. In this case, q is trivially 
unique. In what follows, we assume E > 0. 
We begin by showing that the number of points (x,2) E D, which have 
distinct first coordinates is at least N. Assuming that this is not the case, we 
let Xi (i = 1 ,. . .,m < N) be those distinct points of A for which there exist 
Zi E h*(xz) (i = 1 , . . .,m) such that (x~,.z~) E D,. Let p E P be such that 
p(Xi) = -(q(Xi) - Zi), where Zi is an element of h*(Xz) chosen arbitrarily, but 
suchthat(xi,z,)ED,(i=l,..., m).Thenfori=l,..., m,onehas 
Re{(q(xJ - Zi)p(Xi)} = -/q(Xi) - Zi12 = -E2 < 0. 
If for some i, 1~ i < m, there exist two points zi and Zi’, both belonging to 
h*(xz), such that both (Xi,Zi) and (Xi,Zi’) belong to D,, then the hypothesis of 
the theorem ensures that 
Re ((4 (xi> - Zi’) P(XJI = -Re ((4 (4 - Zi’) (4 (4 - Zi)> < 0. 
Thus, under the assumption that m -C N, there exists an element p E P such 
that 
Re Mx) - z)p(x)> < 0 
for all (x, z) E D,, which violates the conclusion of Theorem 2.1. One concludes 
that m 2 N. 
Now we assume that for some q1 E P, one has 
;z; l/a -f II = E. 
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Then, for allf E F one has 
and hence 
sup I#(4 + 41) -0 G JY. 
SEF 
On the other hand, from the definition of E, one has 
sup 113(4 + 4,) -fil 2 E. 
PEF 
Thus 
sup II%4 + 41) -Al = E. SEF 
By the above argument, there exist N distinct points xi E A (i = 1 9. ~ ., N) and 
corresponding points zi E h*(q) (i = 1,. . .,N), such that 
13(4(xi) + 41(xi)) - z*l I l$C7Cx~ z :I + *(41Cx*) - zf)/ 
i ) * . .) N). 
But since 
l!d4(xi) - z*> + TH41(xf) - zf>l G 314txi) - zij + &j41Cxil - zll 
<$E+$E=E (i= l,...,N), 
one must have 
(9 I~(x*)-z~] = [q1(Xi)-Zi[ = E (i= 1, s s .,N), 
an 
(ii> M3W - 4 + 3(41(xf) - 41 = +ld;i)--;fj .t$lCxi) - zil 
i 
Equations (i) and (ii) hold if and only if 
4Cxi) - zi = 4tCxi) - Zf (i= I,.-~,N). 
Thus, q and q1 agree on N distinct points of A, which means q = 4,. T 
completes the proof of Theorem 2.2. 
Remark. If A consists of at least N + 1 points, then the argument above can 
be used to show that the number of points (XJ) E Dq with distinct first co- 
ordinates is at least N + 1. 
Theorem 2.1 has a converse which was not needed for the proof of the 
uniqueness theorem but is given below for completeness. 
THEOREM 2.3. If q 6 P is such that for everyp E P there exists cm orderedpair 
(which may depend upon p) (x,,,zO), x0 E A, zO E h*(x) with the property that 
14&J--01 -w/kfll 
430 
and 
then 
Proof. Let p E P and 
x0 E4 
and 
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Re Kdxd - ZO) P&O>> a 0, 
2; w$ IlP -fll = z; II4 -fll* 
choose (xo,zo) such that 
zo E h*txo), ldxo) - ZOI = 2; II4 -fll, 
Re Mxo> - zo) (P(XO> - q(xoN 2 0. 
Then, using Lemma 1.3, one obtains 
sup IIP -0 = sup /I(4 -f> + (P -4)/l 
PEF feF 
=sup sup 1(4(x)-z)+(p(x)-q(x))1 
xEA zEh*(X) 
2 It&o) - zo> + (P(xo) - 4(x0)) I
=~l~~~o)-~o12+~~~~~q~~o)-~~>~~(~o)-~4~o~~ 
+ IP@o) - ~@om”2 
a 14(x0) - ZOI = zp II4 -“II. 
Thus, 
inf sup IIP -0 = sup II4 -fll, 
PEP feF fEF 
which completes the proof. 
SECTION 3 
In this section, we examine special cases of the approximation problem 
treated in Sections 1 and 2. 
Case 1. In the event that F consists of one continuous complex-valued 
function,f, one has 
f(x) = h(x) = h*(x). 
Theorems 2.1-2.3, under the assumption that A consists of at least N+ 1 
points,‘reduce to theorems of Kolmogorov [3]. In particular, the approximating 
function q of Theorem 2.2, is unique. 
Case 2. In the event hat Fconsists of a finite number of continuous complex- 
valued functions f, , . . ., fm, one has h*(x) = h(x), x E A. 
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Case 3. In the event that 
(1) P is a non-empty family of uniformly bounded real-valued functions? 
(2) q&) (1 G k G N) is a Chebychev system of csntinuous real-valued 
functions, 
(3) P consists of all functions of the form Ctcl h,q,, Ak real numbers 
(1 < k < N), 
Theorems 2.1-2.3 remainvalid.? Under the assumptions (l)-(3)? the condition 
Re Kq (4 - 4 (q(x) - z’>> 0, 
of Theorem 2.2 reduces to 
(q(x) - 4(4W - z’) ’ 0, 
which means that x is not a straddle point, as defined in [4]. (One actually has 
(q(x) - z)(q(x) - z’) < 0, for every two points in D, of the form (x,.z), (x,2’), 
z # z’.) 
It seems worthwhile to give slightly different versions of Theorems 2.1-2.3, 
under the assumptions (l)-(3) of Case 3. To do this, we define two functions, 
F+(x) = inf sup sup f(u), XEA, 
6>OOG/x-Y1<6 fEF 
F-(x) = sup inf inf f(y)? XEA. 
6100<lx-~l<6f~F 
The function P+ is upper semicontinuous and the function F- is Bower semi- 
continuous. The ideas of Theorems 2.1 and 2.3 can be combined, to give the 
following 
THEOREM 3.1. Let F, qk(x) (1 G k G N), and P be as in (l)-(3) of Case 3, and 
let q E P. A necessary and suficient condition that 
is that, for p E P, there exists an x0 E A (x0 = x0(p)) such that either 
ldxo) - F+(xo)I = 2; lb -Al> 
and 
or 
Wo) - F+(xoN I 2 0, 
ldxo) - F-(x0)1 = 2; l/a -flL 
% These “real versions” of Theorems 2.1-2.3 do not appear to follow immediately as 
special cases of these theorems. 
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and 
The proof of this theorem can be modeled after the proofs of Theorems 
2.1 and 2.3, by first using the Corollary of [6] in place of Lemma 1.3. An 
analogue of Theorem 2.2 is given next. 
THEOREM 3.2. Let F, qk (1 =G k f N), andP be as in (l)-(3) of Case 3, and let 
q E P be such that 
Zf, for every x E A, one has 
kz(4 - F+W Md - Ux)l f 4~; II4 -f II>*, 
then q is unique; i.e., if there exists a q’ E P such that 
zp l/4’ -f II = g; 2; IIP -f II? 
then q’=q. 
When A is a compact interval of the real line and F consists of exactly two 
functions, one an upper semicontinuous function, f +, and one a lower semi- 
continuous function, f -, with f ‘(x) 2 f-(x), x E A, Theorem 3.2 is a special 
case of Theorems 1 and 2 of [4]. 
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