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Abstract
The Hermite indices are invariant for the right equivalence of non-singular polynomial
matrices and for the similarity of controllable matrix pairs. Nevertheless, they do not form a
complete system of invariants.
The aim of this work is to define two equivalence relations, one in the set of non-singular
polynomial matrices and the other one in the set of controllable matrix pairs for which the
Hermite indices form a complete system of invariants.
© 2003 Elsevier Inc. All rights reserved.
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1. Introduction and notation
Consider the following system of differential equations with control:
x˙(t) = Ax(t)+ Bu(t), (1)
where A ∈ Fn×n, B ∈ Fn×m, F being the field of real or complex numbers. Since we
are interested in algebraic properties of the system, we will identify it with the matrix
pair (A,B) and we will assume that their elements run over an arbitrary field F.
F[s] will denote the ring of polynomials in the indeterminate s with coefficients
in F and F(s) the field of rational functions. We will use Fn×m, F[s]n×m and F(s)n×m
∗ Corresponding author. Tel.: +34-946-012660; fax: +34-944-648500.
E-mail address: mepzatej@lg.ehu.es (I. Zaballa).
0024-3795/$ - see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/S0024-3795(03)00477-4
202 I. Baragaña et al. / Linear Algebra and its Applications 379 (2004) 201–211
to denote the set of n×m matrices over F, F[s] and F(s), respectively. Gln(F) de-
notes the linear group of order n over F. We will write d(α) for the degree of the
polynomial α.
Two matrix pairs (A1, B1), (A2, B2) ∈ Fn×n × Fn×m are similar if there exists a
non-singular matrix P ∈ Gln(F) such that
A2 = PA1P−1, B2 = PB1.
In other words, two matrix pairs are similar if they can be obtained from each other
by a change of basis on the state space.
As usual, we will say that (A,B) is controllable if rank C(A,B) = n, where
C(A,B) := [B AB · · · An−1B] ∈ Fn×nm
is the controllability matrix of (A,B).
In [3] Popov gives a complete system of invariants for the similarity of control-
lable matrix pairs, but it is not the only complete system of invariants that one can
obtain (see, for example [2, Chapter 6] or [4]).
We will use the Hermite indices as introduced in [4]. Given a matrix pair (A,B) ∈
Fn×n × Fn×m, the matrix
H(A,B) := [ b1 Ab1 · · · An−1b1 · · · bm Abm · · · An−1bm],
where bi ∈ Fn×1 is the ith column of B, will be called the Hermite controllability
matrix of (A,B). If rankH(A,B) = r and we select from left to right the first r
linearly independent columns in H(A,B) and we write them as
b1, . . . , A
h1−1b1, . . . , bm, . . . , Ahm−1bm
then h1, . . . , hm are the Hermite indices of the pair (we agree that hi = 0 if the
column bi has not been selected). If we write
Ahi bi =
i∑
j=1
hj−1∑
t=0
xijtA
tbj
then, following Popov’s ideas, in [4] was proved that the Hermite indices and the
scalars xijt ∈ F form a complete system of invariants for the similarity of control-
lable matrix pairs. Therefore, if two controllable matrix pairs are similar then they
have the same Hermite indices, but the converse is not true.
On the other hand, the similarity of controllable matrix pairs and the right equiv-
alence relation of non-singular polynomial matrices are closely related.
Two polynomial matrices P1(s), P2(s) ∈ F[s]n×m will be called right equivalent
if there exists a unimodular matrix U(s) ∈ F[s]m×m such that P1(s) = P2(s)U(s).
It is well known [2, p. 476] that a non-singular polynomial matrixP(s) ∈ F[s]m×m
is right equivalent to an upper triangular matrix H(s) with each diagonal element
monic and of higher degree than any other element in the same row. H(s) is uniquely
determined by P(s) and it is called the Hermite normal form of P(s). In other words,
two non-singular polynomial matrices are right equivalent if and only if they have
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the same Hermite normal form. The degrees of the polynomials appearing in the
diagonal of the Hermite normal form of a non-singular polynomial matrix will be
called the Hermite indices of that matrix. If two non-singular polynomial matrices
are right equivalent then they have the same Hermite indices, but the converse is
again not true.
Hermite indices of controllable matrix pairs and non-singular polynomial matri-
ces are essentially the same thing. In fact, a polynomial matrix representation of a
controllable pair is the denominator of any right coprime factorization of the ma-
trix transfer function (sI − A)−1B. That is to say, P(s) ∈ F[s]m×m is a polynomial
matrix representation of (A,B) ∈ Fn×n × Fn×m if there exists a polynomial matrix
N(s) ∈ F[s]n×m such that P(s) and N(s) are right coprime and (sI − A)−1B =
N(s)P (s)−1. If P(s) is a polynomial matrix representation of (A,B) we will say
that (A,B) is a realization of P(s).
Bearing in mind [4] that two controllable matrix pairs are similar if and only if
their polynomial matrix representations are right equivalent, it is easily seen that the
Hermite indices of a controllable pair (A,B) are the same as those of any poly-
nomial matrix representation of (A,B). Also the controllability indices of (A,B)
are defined from the controllability matrix C(A,B) = [B AB · · · An−1B]: as-
suming that (A,B) is controllable take the first linearly independent columns of the
controllability matrix C(A,B) and rearrange them as
b1, Ab1, . . . , A
l1−1b1, b2, Ab2, . . . , Al2−1b2, . . . bm,Abm, . . . , Alm−1bm
The controllability indices of (A,B) are the non-negative integers l1, l2,. . . , lm in
non-increasing order.
It is well-known that the controllability indices are also invariant under system
similarity but, in addition, they form a complete system of invariants for the action
of the feedback group on the set of controllable matrix pairs. Then a natural question
is whether the Hermite indices form also a complete system of invariants for the
action of some group on this set. The answer turns out to be negative (Section 5)
although they form a complete system of invariants for some equivalence relations
defined for both matrix pairs and non-singular polynomial and rational matrices. The
aim of this paper is to show what these equivalence relations are.
2. An equivalence relation for non-singular polynomial matrices
Let A(s) ∈ F[s]m×m be a non-singular matrix. As we said, if U(s) ∈ F[s]m×m is
unimodular then A(s) and A(s)U(s) have the same Hermite indices. That is to say,
the Hermite indices do not change if we perform elementary transformations on the
columns of A(s).
We are interested in finding which type of transformations on the rows of A(s) do
not change the Hermite indices.
It is known [1] that the product of the k last diagonal elements of the Hermite
normal form of A(s) is the greatest common divisor of all possible k × k minors
204 I. Baragaña et al. / Linear Algebra and its Applications 379 (2004) 201–211
of A(s) that can be formed with its last k rows. These minors do not change if we
add to the kth row a linear combination of the rows k + 1, . . . , m. On the other
hand, if we multiply the kth row by a rational function g(s) then all these minors
are multiplied by g(s). A rational function g(s) = n(s)/d(s) is said to be biproper
if d(n(s)) = d(d(s)).
We denote byTm(s) the multiplicative group of upper triangular rational matrices
T (s) ∈ F(s)m×m whose diagonal elements are biproper rational functions.
Definition 2.1. LetA(s), A(s) ∈ F[s]m×m be non-singular polynomial matrices. We
will say that A(s) and A(s) areT-equivalent, and we will write A(s) T∼ A(s), if there
exist matrices U(s) ∈ F[s]m×m, unimodular, and T (s) ∈Tm(s) such that A(s) =
T (s)A(s)U(s).
Lemma 2.2. Let A(s) ∈ F[s]m×m be a non-singular polynomial matrix and let h1,
. . . , hm be its Hermite indices. Then
A(s)
T∼ diag{sh1 , . . . , shm}.
Proof. There exists a unimodular polynomial matrix such that
A(s)U(s) = H(s),
where
H(s) =


h11(s) h12(s) · · · h1m(s)
0 h22(s) · · · h2m(s)
...
.
.
.
.
.
.
...
0 · · · 0 hmm(s)


is the Hermite normal form of A(s) (therefore, d(hii(s)) = hi , i = 1, . . . , m).
Let
D(s) := diag{sh1 , . . . , shm}
and
T1(s) := H(s)D(s)−1 =


h11(s)
sh1
h12(s)
sh2
· · · h1m(s)
shm
0 h22(s)
sh2
· · · h2m(s)
shm
...
.
.
.
.
.
.
...
0 · · · 0 hmm(s)
shm

 . (2)
Then T1(s) ∈Tm(s). Therefore T (s) := T1(s)−1 ∈Tm(s) and
T (s)A(s)U(s) = D(s). 
Theorem 2.3. Let A(s), A(s) ∈ F[s]m×m be two non-singular polynomial matrices.
Then A(s) T∼ A(s) if and only if A(s) and A(s) have the same Hermite indices.
I. Baragaña et al. / Linear Algebra and its Applications 379 (2004) 201–211 205
Proof. Let h1, . . . , hm and h¯1, . . . , h¯m be the Hermite indices of A(s) and A(s),
respectively, and assume that A(s) T∼ A(s).
Let
AT (s) := diag
{
sh1 , . . . , shm
}
and
AT (s) := diag
{
sh¯1 , . . . , sh¯m
}
.
By Lemma 2.2, A(s) T∼ AT (s) and A(s) T∼ AT (s). Therefore AT (s) T∼ AT (s). This
means that there exist matrices U(s) ∈ F[s]m×m, unimodular, and T (s) ∈Tm(s)
such that AT (s) = T (s)AT (s)U(s).
Let B(s) := AT (s)U−1(s) = T (s)AT (s).
B(s) is a polynomial upper triangular matrix. The only non-zero k × k minor of
B(s) that can be formed with its last k rows is the product of the last k diagonal
elements. Therefore, the Hermite indices of B(s) are the degrees of its diagonal ele-
ments. As the diagonal elements of T (s) are biproper rational functions, the degrees
of the diagonal elements of B(s) = T (s)AT (s) are h¯1, . . . , h¯m. But B(s) is right
equivalent to AT (s) and so the Hermite indices of B(s) are h1, . . . , hm.
We conclude that hi = h¯i , i = 1, . . . , m.
Conversely, assume that A(s) and A(s) have the same Hermite indices, h1, . . . ,
hm. By Lemma 2.2,
A(s)
T∼ diag{sh1 , . . . , shm} T∼ A(s). 
3. An equivalence relation for non-singular rational matrices
Let A(s) ∈ F[s]m×m be a non-singular polynomial matrix and let T (s) ∈Tm(s).
Then T (s)A(s) ∈ F(s)m×m is a rational matrix.
We can generalize the definition of T-equivalence relation to the set of non-
singular rational matrices.
Definition 3.1. Let A(s), A(s) ∈ F(s)m×m be non-singular rational matrices. We
will say that A(s) and A(s) areT-equivalent, and we will write A(s) T∼ A(s), if there
exist matricesU(s) ∈ F[s]m×m unimodular and T (s) ∈Tm(s) such thatA(s) = T (s)
A(s)U(s).
Lemma 3.2. Let A(s) ∈ F(s)m×m be a non-singular rational matrix. Then there
exist integers h1, . . . , hm ∈ Z such that
A(s)
T∼ diag{sh1 , . . . , shm}.
Moreover, the integers h1, . . . , hm are uniquely determined by A(s).
206 I. Baragaña et al. / Linear Algebra and its Applications 379 (2004) 201–211
Proof. Let g(s) ∈ F[s] be the monic least common multiple of the denominators of
all the elements of A(s) and let g := d(g(s)). Then g(s)A(s) ∈ F[s]m×m is a poly-
nomial matrix. By Lemma 2.2, there exist matrices U(s) ∈ F[s]m×m, unimodular,
and T (s) ∈Tm(s) such that
T (s)g(s)A(s)U(s) = diag
{
sh
′
1 , . . . , sh
′
m
}
,
where h′1, . . . , h′m are the Hermite indices of g(s)A(s). Therefore
T (s)
g(s)
sg
A(s)U(s) = diag
{
sh
′
1−g, . . . , sh′m−g
}
and as T (s) g(s)
sg
∈Tm(s) the first part of the proposition follows.
Assume now that A(s) T∼ D(s) := diag{sh1 , . . . , shm} and A(s) T∼ D¯(s) :=
diag
{
sh¯1 , . . . , sh¯m
}
.
Then, there exist matrices U(s) ∈ F[s]m×m, unimodular, and T (s) ∈Tm(s) such
that
T (s)D(s)U(s) = D¯(s).
Let d := min{h1, . . . , hm, h¯1, . . . , h¯m}. Then
T (s)s−dD(s)U(s) = s−dD¯(s),
s−dD(s) = diag{sh1−d , . . . , shm−d} and s−dD¯(s) = diag{sh¯1−d , . . . , sh¯m−d} areT-
equivalent non-singular polynomial matrices. Their Hermite indices are h1 − d, . . . ,
hm − d and h¯1 − d, . . . , h¯m − d , respectively. By Theorem 2.3, we conclude that
hi = h¯i , i = 1, . . . , m. 
Definition 3.3. Let A(s) ∈ F(s)m×m be a non-singular rational matrix. Assume that
A(s)
T∼ diag{sh1 , . . . , shm}.
The integers h1, . . . , hm will be called the Hermite indices of A(s).
4. An equivalence relation for controllable pairs
Let (A,B) ∈ Fn×n × Fn×m be a controllable matrix pair whereB = [ b1 · · · bm].
For 1  i  m let Bi denote the submatrix of B formed by its i first columns;
i.e. Bi = [ b1 · · · bi]. Then H(A,B) = [H(A,Bi)X] where X ∈ Fn×(m−i)n and∑i
j=1 hj = rankH(A,Bi).
As we said, the Hermite indices do not change if we perform similarity transfor-
mations on the pair. This is easy to prove bearing in mind that H(PAP−1, PB) =
PH(A,B).
In the following lemma we are going to give a canonical form for the similarity
of controllable matrix pairs associated to the Hermite indices (see [2, p. 428] or [4]
for the proof.)
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Lemma 4.1. Let (A,B) ∈ Fn×n × Fn×m be a controllable pair and let h1, . . . , hm
be its Hermite indices. Assume that hli /= 0 for 1  i  p, 1  l1 < · · · < lp  m,
and hi = 0 for i /∈ {l1, . . . , lp}. Then there exists a non-singular matrix P ∈ Fn×n
such that
(PAP−1, PB) = (Ac, Bc),
where
Ac = (Aij ), i = 1, . . . , p, j = 1, . . . , p,
Bc = (Bij ), i = 1, . . . , p, j = 1, . . . , m,
Aii =


0 0 · · · 0 xli li0
1 0 · · · 0 xli li1
0 1 · · · 0 xli li2
...
...
.
.
.
...
...
0 0 · · · 1 xli lihli−1

 ∈ Fhli×hli , 1  i  p,
Aij =


0 0 · · · 0 xlj li0
0 0 · · · 0 xlj li1
0 0 · · · 0 xlj li2
...
...
.
.
.
...
...
0 0 · · · 0 xlj lihli−1

 ∈ F
hli×hlj , 1  i < j  p,
Aij = 0 ∈ Fhli×hlj , 1  j < i  p and for 1  i  p
Bij = [ 1 0 · · · 0 ]T ∈ Fhli×1, if j = li
Bij = 0 ∈ Fhli×1, if j ∈ {l1, . . . , lp} \ {li} or j ∈ {l1, . . . , lp}, j < li
Bij = [ xjli0 xjli1 · · · xjlihli−1 ]T ∈ Fhli×1, if j ∈ {l1, . . . , lp}, j > li .
We denote by Tm,n the multiplicative group of block upper triangular matrices
(Tij )
m
i,j=1 ∈ Fnm×nm, where Tii ∈ Gln(F), i = 1, . . . , m.
Definition 4.2. Let (A,B), (A,B) ∈ Fn×n × Fn×m be two controllable matrix pairs.
We will say that (A,B) and (A,B) are T-equivalent, and we will write (A,B) T∼
(A,B), if there exist matrices P ∈ Gln(F) and T ∈Tm,n such that PH(A,B)T =
H(A,B).
Lemma 4.3. Let (A,B), (A,B) ∈ Fn×n × Fn×m be two controllable matrix pairs.
Assume that (A,B) T∼ (A,B). Then (A,B) and (A,B) have the same Hermite
indices.
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Proof. Let h1, . . . , hm and h¯1, . . . , h¯m be the Hermite indices of (A,B) and (A,B)
respectivily and assume that (A,B) T∼ (A,B). Thus, there exist matricesP ∈ Gln(F)
and T ∈Tm,n such that PH(A,B)T = H(A,B).
For 1  i  m, we put T =
[
T1 T2
0 T3
]
where T1 ∈ Fni×ni , T2 ∈ Fni×(nm−ni) and
T3 ∈ F(nm−ni)×(nm−ni). Then PH(A,Bi)T1 = H(A,Bi). Therefore,
i∑
j=1
hj = rankH(A,Bi) = rankPH(A,Bi)T1 = rankH(A,Bi) =
i∑
j=1
h¯j
and we conclude that hi = h¯i , 1  i  m. 
Lemma 4.4. Let (A,B) ∈ Fn×n × Fn×m be a controllable pair and let h1, . . . , hm
be its Hermite indices. Assume that hli /= 0 for 1  i  p, 1  l1 < · · · < lp  m
and hi = 0 for i ∈ {l1, . . . , lp}. Then
(A,B)
T∼ (AT , BT ),
where
AT = diag{A11, . . . , App}, BT = (Bij ), i = 1, . . . , p, j = 1, . . . , m,
Aii =
[
0 0
Ihli−1 0
]
∈ Fhli×hli , 1  i  p.
For 1  i  p and 1  j  m
Bij = [ 1 0 · · · 0 ]T ∈ Fhli×1, j = li
Bij = 0 ∈ Fhli×1, j /= li .
Proof. By Lemma 4.1 there is a non-singular matrix P such that (PAP−1, PB) =
(Ac, Bc), then PH(A,B) = H(Ac, Bc) and as a consequence (A,B) T∼ (Ac, Bc).
If we put Bc = [bc1 · · · bcm] then H(Ac, Bc) = [H(Ac, bc1) · · ·H(Ac, bcm)] where
H(Ac, b
c
i ) =
[ 0 X1li
Ihli
X2li
0 0
]
, X1i ∈ F
(∑i−1
j=1 hj
)
×(n−hli ),
X2i ∈ Fhli×(n−hli ), i ∈ {l1, . . . , lp}
and
H(Ac, b
c
i ) =
[
X1i
0
]
, X1i ∈ F
(∑i−1
j=1 hj
)
×n
, i /∈ {l1, . . . , lp}.
Then there exists T ∈Tm,n such that H(Ac, Bc)T = H(AT , BT ). Therefore
(A,B)
T∼ (AT , BT ). 
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The main result in this section is the following theorem which is an immediate
consequence of the last two lemmas.
Theorem 4.5. Let (A,B), (A, B¯) ∈ Fn×n × Fn×m be two controllable pairs. Then
(A,B)
T∼ (A,B) if and only if (A,B) and (A,B) have the same Hermite indices.
5. Hermite indices and the action of groups
Although in the previous section the T-equivalence of controllable matrix pairs
was introduced associated to the action of a group on the corresponding Hermite
controllability matrices, there are some elementary transformations that performed
on a given pair do not change its Hermite indices. We present two of such trans-
formation that will be used below: If (A,B) ∈ Fn×n × Fn×m and we write B =
[ b1 b2 · · · bm] then for any arbitrary row vector f ∈ F1×n the matrix pairs
(A,B) and (A+ b1f,B) have the same Hermite indices. In fact, it is well known
that for any f ∈ F1×n
rankC(A, b1) = rankC(A+ b1f, b1)
and so rankH(A, b1) = rankH(A+ b1f, b1). In addition one can easily check (by
induction on j , for example) that for any x ∈ Fn×1 and j = 0, 1, . . . , n− 1
(A+ b1f )jx = Ajx +
j−1∑
k=0
αkA
kb1.
Thus for i = 1, . . . , m
rankH(A, [b1 · · · bi]) = rankH(A+ b1f, [b1 · · · bi])
which proves that (A,B) and (A+ b1f,B) have the same Hermite indices.
Also if T is a non-singular upper triangular matrix then (A,B) T∼ (A,BT ). The
reason is that in this case each column of BT is a multiple of that column in B plus
a linear combination of its preceding columns in B.
Since there are some elementary transformations that preserve the Hermite indi-
ces of a given pair a natural question is whether there is a complete set of elementary
transformations, acting on matrix pairs, characterizing theT-equivalence. Or in gen-
eral, one may expect a property of the form (A,B) T∼ (A,B) if and only if there are
matrices P and T belonging to some groups G1 ⊂ Gln(F) and G2 ⊂ Gln+m(F) such
that P [A B]T = [A B]. In this section we will find two pairs of matrices (A,B)
and (A,B), T-equivalent, for which such an assumption leads to a contradiction.
The provided counterexample is quite general but easier examples can be found for
specific fields like R or C.
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Let (A,B) = (A, [ 0 b2 B3]) and (A,B) = (A, [ 0 b¯2 B3]) where
A =
[ 1 0 0
0 0 0
0 In−2 0
]
∈ Fn×n, A =
[
0 0
In−1 0
]
∈ Fn×n,
b2 =
[ 1
1
0
]
∈ Fn×1, b¯2 =
[
1
0
]
∈ Fn×1 and B3 = 0 ∈ Fn×(m−2).
The Hermite indices of (A,B) and (A,B) are (0, n, 0, . . . , 0). Therefore (A,B) T∼
(A,B). Thus there exist matrices P = (pij )ni,j=1 ∈ G1 and T = (tij )n+mi,j=1 ∈ G2 such
that P [A,B]T = [A,B].
Put
T =


F1 t1,n+1 t1,n+2 R1
...
...
...
...
Fi ti,n+1 ti,n+2 Ri
...
...
...
...
Fn+m tn+m,n+1 tn+m,n+2 Rn+m

 ,
where Fi =
[
ti,1 · · · ti,n
]
and Ri =
[
ti,n+3 · · · ti,n+m
]
, i = 1, . . . , n+m.
Through this example ei will denote the ith column of the identity matrix of the
appropriate size.
Bearing in mind that T is invertible there exists i ∈ {1, . . . , n+m} such that
ti,n+1 /= 0. Two cases are possible:
1. tn+1,n+1 /= 0.
Since P is invertible there is k ∈ {1, . . . , n} such that p1k /= 0. Let x = ek ∈ Fn
and z = Px.
Put (A′, B ′) = (A, [ x b2 B3]). As (A,B) is controllable (A′, B ′) is control-
lable too. And one can easily check that its first Hermite index is less than or equal
to n− 1. A simple computation shows that
P [A′, B ′]T = [A+ zFn+1 ztn+1,n+1 b¯2 + ztn+1,n+2 zRn+1]
and by using the elementary transformations explained above(
A+ zFn+1, [ ztn+1,n+1 b¯2 + ztn+1,n+2 zRn+1]
)
and(
A, [ z b¯2 zRn+1]
)
have the same Hermite indices. But the last matrix has (n, 0, . . . , 0) as Hermite
indices. A contradiction.
2. tn+1,n+1 = 0.
Then there exists k ∈ {1, . . . , n} ∪ {n+ 2, . . . , n+m} such that tk,n+1 /= 0.
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(a) If ti,n+1 = 0 for i ∈ {1, . . . , n} ∪ {n+ 3, . . . , n+m}, then tn+2,n+1 /= 0. Let
x = e2 ∈ Fn×1, z = Px and e1, en+2 ∈ Fn+m and put [A′ B ′] = [A B] +
xeT1 − xeTn+2. This pair is controllable, it has (0, n, 0, . . . , 0) as Hermite
indices and
P [A′ B ′]T = [A+z(F1 − Fn+2) − ztn+2,n+1 b¯2 + z(t1,n+2− tn+2,n+2)
z(R1 − Rn+2)].
By using the elementary transformations that preserve the Hermite indices we
see that
(
A, [ −z b¯2 B3]
)
and
(A+ z(F1 − Fn+2), [−ztn+2,n+1 b¯2 + z(t1,n+2 − tn+2,n+2) z(R1 − Rn+2)])
areT-equivalent. Therefore this is a controllable pair and its first Hermite index
is different from 0. Again a contradiction.
(b) Finally, if there is k ∈ {1, . . . , n} ∪ {n+ 3, . . . , n+m} such that tk,n+1 /= 0
we set x = b2, z = Px and ek ∈ Fn+m. Let [A′ B ′] = [A B] + xeTk . The pair
(A′, B ′) is controllable and has (0, n, 0, . . . , 0) as Hermite indices. Compute
P [A′ B ′]T = [A+ zFk ztk,n+1 b¯2 + ztk,n+2 zRk].
Now(
A+ zFk, [ ztk,n+1 b¯2 + ztk,n+2 zRk]
) T∼ (A, [ z b¯2 B3])
and the first Hermite index of this matrix pair is greater than or equal to 1.
A contradiction.
6. Concluding remarks
In this paper we define two equivalence relations, one in the set of controllable
matrix pairs and the other one in the set of non-singular polynomial matrices for
which the Hermite indices form a complete system of invariants. In addition we
generalize this relation to the set of non-singular rational matrices.
We have shown that the equivalence relation defined on the set of controllable
matrix pairs cannot be defined associated to the action of any group but as the action
of a group on the set of the corresponding Hermite controllability matrices.
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