This paper presents the formulation of two utility functions, for the resource provider and the service customer respectively, to enable the orchestrator to consider business goals/incentives when making comparisons between deployments. The use of cost elements in these utilities further supports a precise exposure of the value proposition of differentiated or heterogeneous infrastructure, which is greatly beneficial to resource providers.
INTRODUCTION
Leveraging cloud computing service-models, resource providers deploy and maintain multiple workloads across globally distributed heterogeneous data centers. Although virtualization provides a great deal of flexibility, their challenge is to properly provision resources and reduce operational expenses, whilst honouring the individual SLA (Service Level Agreement) negotiated with the customer, wherein QoS (Quality of Service) requirements, including performance metrics are specified. This applies to several scenarios such as initial placement, re-balancing (e.g. VM migration) and capacity planning.
Widely studied as the problem of optimally mapping available resources with service needs, approximation algorithms, stochastic bin-packing methods and multiple other heuristics have been presented by researchers for efficient deployment. However, current commercial and open-source orchestration solutions schedule either pessimistically to avoid conflicts and workload-patterninduced performance issues or too optimistically to avail improved Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). This work presents the use of Multi-Attribute Utility Theory (MAUT) [1] to quantify potential deployment solutions, defined by two multiplicative utility functions, one for the resource provider and one for the service customer. In contrast to the work by John Wilkes [3] , the two utilities are quantified during the deployment and capacity planning phase supporting insight-driven decision making. This provides a novel platform to compare and contrast deployment solutions, mitigating the abstraction issue in the cloud: supporting the precise exposure of value proposition of differentiated or heterogeneous infrastructure that are of particular benefit to the resource providers.
ALGORITHM DESIGN
A multi-layered, graph model of the physical and logical layers [2] , topology and updated information of the services and resources represents the distributed infrastructure or 'landscape'. The service request is composed of multiple service components and a mapping indicates allocation of resources required by the request, to the nodes of the (heterogeneous) landscape, based on node types (e.g. vCPU mapped to CPU or vNIC to a port of a NIC). Such a mapping has been represented in Fig. 1 .
Several distinct yet complementary objectives of the resource provider and service customer are modelled in our formulation as provider-centric attributes where |A s | ≥ 2 and customer-centric attributes a c ∈ A c where |A c | ≥ 2, as shown in Fig. 2 . The MultiAttribute Utility Theory (MAUT) combines the individual nonindependent 'reward' of the attributes in a multiplicative function, providing a novel analytical platform to consistently rank solutions. It uses decomposed assessment of the utilities for each attribute to define U S which stands for the resource provider utility and U C which stands for the service customer utility, as represented in Eq. 1. Here, each attribute is given a weight to indicate its importance or priority represented by α a s or α a c , whilst dependence on other attributes is represented by β a s or β a c . These values evolve with each service request and incorporate the trade-offs or relational operations between the attributes considered, thereby supporting a more constructive study.
Thus, the two utilities are modelled to capture the benefits and shortcomings of each resource-request mapping based on the individual choice of attributes (by the resource provider and the service customer). This has the added benefit of providing intelligence to the orchestrator to enable reasoning over the benefits of one deployment over another, while mitigating the abstraction issue in the cloud. Additionally, this further supports a trade-off between provider and customer objectives, as priority weights can be allocated to the utility scores.
RESULTS AND CONCLUSION
A Python-based simulation is used to calculate the utilities for possible deployment solutions. A 2-D representation of these solutions, as presented in Fig. 3 , highlights the opportunity for optimizing provider utility whilst providing the same customer utility. This is of great benefit to the resource provider, as operational expenses can be decreased whilst maintaining customer satisfaction and high levels of performance.
Our approach of using utility theory to quantify potential deployment solutions, based on multiple resource provider and service customer oriented attributes, thus enables the orchestrator to optimally deliver value from differentiating platform features and reason between these deployment solutions considering business objectives.
