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Abstract
With the rapid growth of multimedia applications and the advances of wireless com-
munication technologies, quality-of-service (QoS) provisioning for multimedia services
in heterogeneous wireless networks has been an important issue and drawn much at-
tention from both academia and industry. Due to the hostile transmission environment
and limited radio resources, QoS provisioning in wireless networks is much more com-
plex and difficult than in its wired counterpart. Moreover, due to the lack of central
controller in the networks, distributed network control is required, adding complexity
to QoS provisioning. In this thesis, medium access control (MAC) with QoS provision-
ing is investigated for both single- and multi-hop wireless networks including wireless
local area networks (WLANs), wireless ad hoc networks, and wireless mesh networks.
Originally designed for high-rate data traffic, a WLAN has limited capability to
support delay-sensitive voice traffic, and the service for voice traffic may be impacted
by data traffic load, resulting in delay violation or large delay variance. Aiming at
addressing these limitations, we propose an efficient MAC scheme and a call admission
control algorithm to provide guaranteed QoS for voice traffic and, at the same time,
increase the voice capacity significantly compared with the current WLAN standard. In
addition to supporting voice traffic, providing better services for data traffic in WLANs
is another focus of our research. In the current WLANs, all the data traffic receives
the same best-effort service, and it is difficult to provide further service differentiation
for data traffic based on some specific requirements of customers or network service
providers. In order to address this problem, we propose a novel token-based scheduling
scheme, which provides great flexibility and facility to the network service provider for
service class management.
As a WLAN has small coverage and cannot meet the growing demand for wireless
service requiring communications “at anywhere and at anytime”, a large scale multi-hop
iii
wireless network (e.g., wireless ad hoc networks and wireless mesh networks) becomes
a necessity. Due to the location-dependent contentions, a number of problems (e.g.,
hidden/exposed terminal problem, unfairness, and priority reversal problem) appear
in a multi-hop wireless environment, posing more challenges for QoS provisioning. To
address these challenges, we propose a novel busy-tone based distributed MAC scheme
for wireless ad hoc networks, and a collision-free MAC scheme for wireless mesh net-
works, respectively, taking the different network characteristics into consideration. The
proposed schemes enhance the QoS provisioning capability to real-time traffic and, at
the same time, significantly improve the system throughput and fairness performance
for data traffic, as compared with the most popular IEEE 802.11 MAC scheme.
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1.1 Heterogeneous Wireless Communication Net-
works
In the past decade, with the advances of wireless technologies and the increasing de-
mand for wireless communication services, a variety of wireless networks have been
deployed, e.g., cellular networks, wireless local area networks (WLANs), wireless ad
hoc networks, sensor networks, and wireless mesh networks, etc. Among them, cellular
networks and WLANs are the two most popular ones. Cellular networks can provide
high-quality voice service with wide-area coverage and seamless roaming. Cellular net-
works evolve from the first generation (1G) based on analog technology, the second
generation (2G) based on the digital technology, to the current third generation (3G)
based on wideband code-division multiple access (CDMA) technology. The current 3G
system supports a data rate up to 2 Mbps. The next generation (4G) has attracted
much attention from academia, which is expected to provide multimedia services with
much higher data rate [HZ02].
As another popular wireless network, the WLAN has also achieved great success
because of its simplicity, flexibility, high-rate access, and low cost. WLANs typically
1
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cover a small geographic area, in hot-spot local areas such as airport, malls, offices,
and hotels, etc. The current WLAN standards are IEEE 802.11 series [IEE99]. The
most popular standard IEEE 802.11b operates at the license-exempt 2.4 GHz indus-
trial, scientific, and medical (ISM) frequency band, supporting a data rate up to 11
Mbps. The subsequent revisions 802.11a and 802.11g provide up to 54 Mbps data
rate at the unlicensed 5 GHz and 2.4 GHz bands, respectively, by employing orthogo-
nal frequency-division multiplexing (OFDM) technology [LL05]. IEEE 802.11n, as the
next generation WLAN standard, is expected to provide data rate as high as 200 Mbps
by using multiple input multiple output (MIMO) technology [Wil04], and have a higher
market share in the next few years [Xia05]. Cellular networks and WLANs are usually
single-hop networks, where mobile users communicate with base stations (in cellular
networks) or access point (in WLANs) via a direct wireless link.
Different from the above two networks, a wireless ad hoc network is usually a multi-
hop network, temporarily set up without any pre-existing infrastructure. Every node
in such a network is functionally identical and may act as an end host and a router.
Compared with cellular networks, an ad hoc network is a distributed network without
central entities (i.e., base stations in cellular systems) for network organization and
control, and the network can be set up on demand in a more timely manner with
lower cost. Compared with WLANs, an ad hoc network usually has a larger coverage.
These features make ad hoc networks well suited for situations where communication
network infrastructures are either unavailable or difficult to set up, such as battle fields
and disaster relief areas. Other attractive applications of ad hoc networks include
temporary conference networks and home networks [Toh01].
With the rapid growth of the Internet, there is an increasing demand for wireless
broadband Internet access from both mobile and stationary users, using a less expensive
and easier to deployment infrastructure than the wireline counterparts (such as digital
subscriber line and cable). Wireless mesh networking is a promising wireless technology
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for future broadband Internet access, and has been attracting significant attention from
both academia and industry [BCG05]. It consists of wireline gateways, wireless routers,
and mobile stations (MSs) [AWW05]. Mesh routers are usually located at fixed sites
and form a mesh backbone for MSs. As the routers establish and maintain mesh
connectivity among themselves without a central controller, a wireless mesh network
is generally considered as a type of ad hoc networks. Different from the traditional ad
hoc networks, where the network topology may dynamically change due to the node
mobility, a wireless mesh backbone usually has a static topology, and a mesh router
can know the exact locations of other mesh routers. This feature can help to reduce
the complexity of routing and medium access control (MAC) protocol design.
1.2 Quality-of-Service Provisioning in Wireless Net-
works
In recent years, with the rapid growth of Internet, there is an increasing popularity
of multimedia applications. Typical applications include voice over IP (VoIP), video
streaming, video conference, web browsing, and file transfer. With the integration
of Internet and heterogeneous wireless networks, wireless networks are expected to
ensure quality-of-service (QoS) for multimedia applications. QoS refers to a set of
service requirements of selected traffic to be met by the network [CNRS98]. Different
applications have different QoS requirements. For instance, real-time applications (such
as voice and video) are delay sensitive but can tolerate some packet loss, while non-
real-time applications (such as data applications) are delay insensitive but can tolerate
little packet loss. The primary goal of QoS provisioning is to meet the different QoS
requirements of users; meanwhile, from the service providers’ point of view, the network
resources should be efficiently utilized.
The unique characteristics of wireless networks make QoS provisioning a very com-
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plex and challenging task. The absence of a central controller, limited bandwidth,
error-prone wireless channel, limited power, and the mobility of nodes impose many
difficulties in providing QoS in such networks. The QoS provisioning can be achieved
at different layers of the network protocol stack. Examples include multiple antennas
at the physical layer, QoS-oriented scheduling at the MAC layer, QoS-aware routing
at the network layer, and application adaptation at the application layer [MLG03]. In
this research, our focus is on the MAC layer and we assume that a QoS-aware routing
protocol is available to choose a proper path from the source to the destination, and
each node along a path is aware of the routing information.
The function of MAC is to coordinate the nodes in a network and to resolve the
contention among their accessing the shared medium (i.e., the wireless channel) so that
the limited radio resources are shared fairly and efficiently. Nodes in wireless networks
usually operate in half-duplex mode and cannot transmit and receive simultaneously
due to the fact that when a node’s transmitter is transmitting, a large fraction of en-
ergy will leak into its receiving path, preventing the node from correct reception. As
a result, collision detection is almost impossible and carrier sense multiple access with
collision detection (CSMA/CD) cannot be deployed in wireless networks. Many wire-
less MAC schemes are based on carrier sense multiple access with collision avoidance
(CSMA/CA) [Toh01]. However, CSMA/CA does not provide any QoS provisioning
feature. A QoS-oriented MAC scheme is required to provide prioritized access to let
real-time traffic be transmitted in preference of data traffic, meanwhile achieve fairness
(in terms of throughput) among data traffic. Since the wireless channel bandwidth is
scarce, the QoS-oriented MAC scheme must achieve efficient channel utilization. With
a given physical layer, a properly designed MAC scheme is the key to desired system
performance such as fairness and high throughput to data traffic and short delay to
real-time traffic.
Chapter 1. Introduction 5
1.3 Motivation and Research Contributions
Cellular networks are originally designed to provide high-quality voice service. The cen-
tralized control and reservation-based resource allocation enable fine QoS provisioning
in cellular networks. In contrast, WLANs are originally designed for best-effort data
applications without QoS assurance. Although many QoS enhancement mechanisms
are proposed for WLANs [ZMCP04], QoS provisioning capability of WLANs is still
very limited in comparison with that of cellular networks. The system capacity for
voice users is quite low in current WLANs [WLL05]. Voice traffic may be interfered
by other traffic (e.g., data traffic), resulting in a delay bound violation or large delay
variance [RR04].
Although the current WLAN standard IEEE 802.11 series can provide a certain
degree of service differentiation, it is difficult to quantify the degree of service differ-
entiation, and even more difficult to adjust the degree flexibly among different classes
based on some specific requirements of customers or network service providers. For
example, when customers are charged differently for different services, it is desired that
the received services (or resources) are proportional to what they are charged. Such
kind of service model is referred to as proportional differentiation model [DR99], which
assures that the performance of a class is proportional to that of another class accord-
ing to a ratio preset by the network service provider. Such a feature provides great
flexibility and facility to network service providers for service management. Most of
the existing MAC schemes for WLANs (including the standard and its enhancements)
are contention window based schemes without support for the proportional service
differentiation.
QoS provisioning is relatively easy to be achieved in a centralized network (e.g., a
cellular network) since the central controller (e.g., a base station) has sufficient informa-
tion of the contending nodes, large processing power, and an efficient and collision-free
way to broadcast the scheduling result to all the contending nodes. However, many
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wireless networks are distributed networks without a central controller (e.g., wireless
ad hoc networks and wireless mesh networks). In such a network, each node does not
have explicit information about other contenders, and there is no efficient way to let
one node control the behavior of others. Hence, it is difficult to coordinate the trans-
missions from nodes in a distributed manner. This challenge adds more complexity to
QoS provisioning and leads to intensive research work recently [IEE99, IEE04, AKC00,
SS01, MGLA97, VBG00, NKGB00, BP02, PaBK02]. However, so far most of the work
just focuses on single-hop networks, assuming that all the contending nodes can hear
the transmission of each other. When applied to multi-hop networks, they may not
work well because a multi-hop environment1 presents more challenges to implement
distributed MAC schemes than a single-hop environment. The existence of hidden ter-
minals and exposed terminals (to be explained in Chapter 2) bring much more collisions
and inefficient frequency reuse, respectively, leading to a significant degradation on the
system throughput [HD02]. How to completely avoid the collisions due to hidden ter-
minals in multi-hop networks is an open problem. Furthermore, the locations of the
contending flows may heavily affect the channel access opportunity of each flow, result-
ing in serious unfairness (starvation of some flows) and priority reversal problems (i.e.,
a high-priority flow gets a smaller chance to access the channel than its low-priority
counterpart) [YV02]. Although some research work has been done to address some of
these problems [HD02, LG97, JRH+02, LCL04, HB01], to the best of our knowledge,
so far there is no comprehensive solution to address all the problems associated with
a multi-hop environment. Without solving all these problems, QoS provisioning for
multimedia applications is difficult to achieve.
The objective of this research is to address the above limitations and develop effec-
tive and efficient QoS-oriented MAC schemes for multimedia traffic in heterogeneous
single- and multi-hop wireless networks. A WLAN is selected as a typical single-hop
1In this thesis, we mostly focus on a multi-hop environment (i.e., a non-fully-connected network environment) but
not a multi-hop flow.
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network, while wireless ad hoc networks and wireless mesh networks are selected as
typical multi-hop networks. Specifically, we have proposed an efficient MAC scheme
to significantly increase the system capacity for voice traffic in the current WLANs.
A theoretical model is developed to obtain the voice service capacity so that call ad-
mission control (CAC) can be facilitated to maximize the traffic loads and guarantee
QoS of voice traffic [WJZ07, WJZ06b]. A novel token-based MAC scheme is proposed
to achieve proportional service differentiation in WLANs so that service classes can be
flexibly adjusted based on specific requirements of customers, providing great flexibility
and facility to the network service provider for service class management [WZar, WZ07].
In addition, we have investigated distributed MAC with QoS provisioning for wireless
ad hoc networks, and proposed a comprehensive solution to address the hidden termi-
nal, exposed terminal, priority reversal, and unfairness problems associated with the
multi-hop network environment [WJZ06a, WJZar, WZ06]. Last, we have developed a
distributed collision-free MAC scheme to achieve high resource utilization and end-to-
end QoS support for multimedia applications in a wireless mesh backbone [WZ08, WZ].
Different from the existing MAC schemes, our MAC scheme design benefits greatly from
the fixed network topology of a wireless mesh backbone. With the router location in-
formation, collision-free transmissions can be scheduled, and the overhead is greatly
reduced, as compared with conventional contention-based MAC schemes.
1.4 Outline of the Thesis
The remainder of this thesis is organized as follows. Chapter 2 presents a literature
review on the MAC layer QoS provisioning issue in both single- and multi-hop wireless
networks. Chapter 3 describes the system model under consideration. In Chapter 4, we
propose solutions to improve the voice service capacity of infrastructure-based WLANs
supporting voice and data traffic. The capacity is also theoretically analyzed. In Chap-
ter 5, a novel token-based distributed MAC scheme is presented and analyzed for ad
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hoc WLANs, which not only achieves service differentiation between real-time traffic
and data traffic, but also achieves proportional class differentiation to data traffic. In
Chapter 6, a dual busy-tone MAC protocol for wireless ad hoc networks is developed
to address the hidden/exposed terminal problem, priority reversal and unfairness prob-
lems associated with a multi-hop network environment. In Chapter 7, a collision-free
MAC scheme supporting multimedia traffic is presented for the wireless mesh backbone.
Finally, Chapter 8 gives the concluding remarks of this thesis and outlines possible fur-
ther work.
Chapter 2
Literature Review and Background
Heterogeneous wireless networks including single- and multi-hop wireless networks are
considered in this study. As WLANs are one of the most successful single-hop wireless
network and has been widely deployed all over the world, we firstly study MAC layer
QoS provisioning in WLANs. To meet the growing demand for wireless service requiring
communications “at anywhere and at anytime”, a large-scale multi-hop wireless network
becomes a necessity. A multi-hop network environment presents more challenges to QoS
supporting than a single-hop environment. In this chapter, we discuss these challenges
in details and review the related research work.
2.1 MAC in WLANs
2.1.1 IEEE 802.11 MAC protocol
As the most popular WLAN standard, IEEE 802.11 [IEE99] defines a mandatory dis-
tributed coordination function (DCF) and an optional centralized point coordination
function (PCF). DCF is based on CSMA/CA. Each node randomly chooses a back-
off timer from its contention window (CW ). Before initiating a packet transmission,
each contending node first senses the channel. After sensing the channel being idle
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Figure 2.1: An illustration of IEEE 802.11 DCF.
for an ‘distributed interframe space (DIFS)’ duration, each node begins to count down
its backoff timer after every idle slot until the backoff timer is decremented to zero,
then the node starts to transmit, as shown in Fig. 2.1. If the channel is sensed busy
before the timer goes to zero, the node freezes the timer and waits for the channel
to be idle for another DIFS duration again, then continues to count down the timer.
A positive acknowledgment (ACK) is used to notify the sender that the transmitted
packet has been received successfully. If no ACK is received, the sender will schedule
a retransmission. The CW is initially set to the minimum value CWmin for the first
transmission attempt, doubled after each unsuccessful transmission until the maximum
value CWmax is reached, and reset to CWmin after each successful transmission. On
the other hand, with PCF, a contention-free period (CFP) and a contention period
(CP) alternate periodically. During CFP, access point (AP) polls stations to grant a
transmission opportunity to each station. When polled, a station transmits its frames
without collision. The main drawbacks of PCF include uncontrolled transmission time
of polled stations and unpredictable CFP start time [NRT04].
Mainly designed for data transmission, DCF does not take into account the delay-
sensitive nature of real-time services and does not provide any differentiated services.
Various schemes [MCM+02, AC01, DC99, BCV01] have been proposed to modify IEEE
802.11 DCF to incorporate differentiated services. Summarizing the common fea-












Figure 2.2: An illustration of IEEE 802.11 EDCA.
ture of those schemes, the IEEE LAN/MAN Standards Committee develops IEEE
802.11e [IEE04] to enhance the legacy IEEE 802.11 MAC with QoS provisioning to
real-time applications. As an extension of DCF, the enhanced distributed channel
access (EDCA) provides a priority scheme to differentiate different access categories
(ACs) by classifying the arbitration interframe space (AIFS), and the initial (CWmin)
and maximum (CWmax) contention window sizes in the backoff procedures, as shown
in Fig. 2.2. High priority traffic (e.g., real-time voice) is assigned smaller AIFS than
low priority traffic so that it waits for a shorter time before counting down its backoff
timer. High priority traffic is also assigned smaller CWmin and CWmax values than low
priority traffic, so it has more chances to choose a smaller backoff timer and counts
down to zero earlier, thus gets the channel earlier.
2.1.2 Limitations of IEEE 802.11 in QoS Support
DCF/EDCA is not effective or efficient in supporting the delay-sensitive voice traffic.
Both experimental results [GK03b, WLL05] and analytical results [HT04, CSM+06]
demonstrate that system capacity for voice traffic is very limited in WLANs due to the
large header overhead and the inefficiency of IEEE 802.11 MAC protocol. The time to
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transmit the payload of a voice packet is only a very small portion of the total time to
transmit the packet, due to the large overhead such as the RTP/UDP/IP (Real-time
Transport Protocol/User Datagram Protocol/Internet Protocol) headers, MAC header,
physical preamble, the IFSs, and the backoff time. Consequently, the capacity to ac-
commodate voice traffic in DCF or EDCA is very limited. For example, IEEE 802.11b
can support approximately 11 simultaneous two-way voice calls if a GSM (global system
for mobile communications) 6.10 codec is used [WLL05]. In addition, EDCA provides
only statistical rather than guaranteed priority access to voice traffic. In other words,
the priority for voice traffic is only guaranteed in a long term, but not for every con-
tention. Since each station1 continues to count down its backoff timer once the channel
becomes idle for an IFS, a low priority packet (e.g., a data packet) with a probably large
initial backoff timer will eventually count down its backoff timer to a small value, most
likely smaller than the backoff timer of a newly backlogged high priority packet (e.g.,
a voice packet). Then the low priority packet grabs the channel, resulting in the high
priority packet waiting for a long time for the next competition [YV02]. Such statistical
priority access is hard to satisfy the delay requirement of each voice packet. Further-
more, when applying EDCA, with an increase of low priority traffic loads, the collision
probability seen by the high priority traffic increases. High priority traffic can suffer
from performance degradation due to low priority traffic offering heavy loads [RR04].
Although IEEE 802.11e can provide a certain degree of service differentiation, only
very limited traffic classes (i.e., 4 classes) are supported. All the data traffic receives
the same best-effort service without further class differentiation, which may not meet
the different requirements of users.
1In this thesis, the words “node” and “station” are used interchangeably.
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2.1.3 Related Work Review
In order to improve the capacity of voice traffic over WLANs, various solutions have
been proposed [WLL05, ZA03, XLC04, KH04, BIMR01, HIIM02]. A cyclic shift and
station removal polling scheme is proposed in [ZA03] to take advantage of multiplex-
ing voice packets. Without changing the IEEE 802.11 MAC protocol, VoIP capacity
is increased by reducing the header overhead of voice packets in [WLL05, XLC04].
A voice multiplex-multicast (M-M) scheme is proposed in [WLL05], in which the AP
multiplexes packets from several VoIP streams into one multicast packet for transmis-
sion. However, an additional delay is expected in composing such a composite packet.
In [XLC04], compressed RTP is used to reduce the VoIP header; however, the over-
head incurred by IP, MAC and physical layer remains high. On the other hand, some
research [KH04, BIMR01, HIIM02] increases the capacity by introducing new MAC
protocols. By reducing the number of collisions or reducing the idle time caused by
backoff, these new MAC protocols achieve a better throughput than the IEEE 802.11
MAC protocol, resulting in an increased capacity.
Since the system capacity is very limited in WLANs, call admission control is im-
portant and necessary to maintain the QoS of existing calls. As revealed in [GK03b],
an additional call that exceeds the system capacity will cause unacceptable quality
for all ongoing calls. Previous research on call admission control in WLANs can be
classified into two categories. One is analysis based, and the other is measurement
based. Analysis based admission control algorithms, including [FTB04, KLWC03] and
the reference model provided in IEEE 802.11e, make an admission decision based on
the knowledge of the system capacity derived from analysis. The measurement based
algorithms [XLC04, GK03a, PM03] make an admission decision based on the measure-
ment or estimate of channel utilization. Based on the measurements of the fraction
of time per time unit needed to transmit the flow over the network [GK03a], collision
statistics of each flow [PM03], or the transmission time of each traffic type [XLC04],
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available/residual budgets are calculated for admission control.
Most of previous work assumes that the voice traffic is constant rate traffic, which is
not the case in reality. For more accurate capacity estimate, the on/off model [Sch96]
(to be explained in Section 3.2) should be applied and the voice traffic multiplexing
should be considered. Further, most of the previous work focuses on contention based
access (e.g., EDCA). However, contention based access can not provide bounded delay
performance to delay-sensitive voice traffic. On the contrary, controlled access can
provide guaranteed delay performance for voice traffic, making it more suitable for voice
traffic delivery. Unfortunately, only very limited work focuses on controlled access. The
capacity of PCF is analyzed in [CGKT02, VCM01].
Most of the research in the literature focuses on the QoS support for real-time
traffic, and the QoS of data traffic is seldom considered. To the best of our knowledge,
there is no work to address the issue of providing further class differentiation to data
traffic according to different user requirements in WLANs.
2.2 MAC in Multi-hop Wireless Networks
2.2.1 Problems due to a Multi-hop Wireless Environment
The IEEE 802.11 MAC protocol has gained great success in WLANs, and also becomes a
popular protocol for wireless ad hoc networks. However, several problems (described in
the following, which do not exist in a single-hop network) may occur when applying the
IEEE 802.11 protocol in a multi-hop network, leading to an unsatisfactory performance.
Note that these problems are not just associated with IEEE 802.11. Many CSMA/CA
based MAC schemes (e.g., [DC99, BCV01, AC01]) that use a backoff mechanism similar
to that of IEEE 802.11 may face the same problems. Without solving all these problems,
QoS provisioning for multimedia applications in multi-hop wireless networks is difficult
to achieve.
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Hidden terminal problem — An example of the hidden terminal problem is
shown in Fig. 2.3-(a), where nodes A and C are out of the carrier sense range2 of
each other, and both want to send data to the common neighbor B (called two nodes
neighbours if they are within the transmission range3 of each other). Suppose node A
starts to transmit to node B first. When node C senses the channel and finds the channel
idle (since it is out of the carrier sense range of node A), it will start its transmission
and collide with node A’s transmission. Node C is called a hidden terminal of node A.
Hidden terminals cause collisions, leading to wasted resources and a reduced system
throughput.
Exposed terminal problem — An example of the exposed terminal problem is
shown in Fig. 2.3-(b), where each node can hear its immediate neighbors but no other
nodes. Suppose node B is sending packets to node A and, at the same time, node C
wishes to send packets to node D. Node C senses the channel and finds the channel
is busy, thus defers its own transmission, even though node C’s transmission does not
interfere with the reception of node A. Node C is called an exposed terminal of node
B. Exposed terminals cause inefficiency in channel utilization.
Priority reversal problem — An example of the priority reversal problem is
shown in Fig. 2.3-(c), where flow 1 (from node A to node B) has a higher priority than
flow 2 (from node C to node D). Flow 1 and flow 2 conflict with each other since node B
and node C are neighbours. It is likely that flow 1 may lose its priority when competing
with flow 2. The reason is that node C is a hidden terminal of node A and cannot be
aware of the transmission of node A. Even though node A may start its transmission
earlier than node C, it is possible that node C starts its own transmission before node A
finishes the transmission (i.e., their transmission times overlap), resulting in a collision
at node B. The reception at node D is successful in this scenario. As a result, the
2Carrier sense range of a node is the range within which other nodes can detect a busy channel when the node is
transmitting.
3Transmission range of a node is the range within which all other nodes can correctly receive packets transmitted
from the node in the absence of interference.
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Figure 2.3: Problems of hidden/exposed terminal, priority reversal, and unfairness.
low-priority flow (i.e., flow 2) but not the high-priority flow (i.e., flow 1) delivers its
frame successfully.
Furthermore, in a multi-hop environment, it is possible that a high-priority flow
with more neighbours experiences a higher contention degree4 than its low-priority
contenders with less neighbours. As a result, the priority access cannot be ensured
either [YV02].
Serious long-term unfairness problem — Although the IEEE 802.11 MAC
protocols are characterized by inherent short-term unfairness [KKB00], they do have a
good performance of long-term fairness5 in a fully-connected network. However, when
applied to a multi-hop environment, they introduce serious long-term unfairness (some
flows may be starved). Consider the same topology shown in Fig. 2.3-(c), where flow
1 and flow 2 have the same priority. When IEEE 802.11 is deployed, flow 1 is almost
starved and flow 2 occupies almost all the channel capacity for the following reason.
When nodes A and C both send packets to their destination B and C, respectively.
4Contention degree of a flow is defined as the numbers of flows with which the flow is competing for the channel.
5For long-term fairness, fair service shares are achieved among all the contending nodes in a relative large time scale
(e.g., 10 s). On the other hand, short-term fairness should be achieved in a small time scale (e.g.,10 ms).
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Node B cannot correctly receive node A’s packet due to the interference from node C.
Without getting the response from node B, node A will double its contention window
size and retransmit. Its contention window will eventually reach the maximum value
CWmax after a number of retransmissions. On the other hand, if node A is transmitting,
node C knows exactly the finish time of node A’s transmission (by overhearing node B’s
CTS, to be explained later), thus defers its own transmission until node A finishes its
transmission. Hence, node C maintains the minimum contention window size CWmin.
As a result, node A is unlikely to get the channel (due to the large contention window
size) and will get starved.
2.2.2 MAC over Wireless Ad Hoc Networks
In the literature, many MAC schemes have been proposed for wireless ad hoc net-
works to avoid the above problems (a literature survey is given in [JLB04]). To
avoid the collisions caused by hidden terminals, the request-to-send (RTS)/clear-to-
send (CTS) approach is widely adopted. Examples include MACA (Multiple Access
Collision Avoidance) [Kar90], MACAW (MACA for Wireless LANs) [BDSZ94], and
IEEE 802.11 DCF [IEE99]. A node that has data to send first sends an RTS, which
carries the information of the amount of time that the channel will be utilized to com-
plete the following data packet transmission. All nodes hearing the RTS will defer
their transmissions. If the intended receiver grants the request, it will return a CTS,
which also indicates the time needed to complete the reception of the upcoming data
packet. All nodes hearing the CTS also defer their transmissions. See again the ex-
ample in Fig. 2.3-(a). Upon receiving the CTS from node B, node C will defer its
own transmission until node A finishes its transmission. Hence, the hidden terminal
problem is avoided. However, the RTS/CTS dialog is less effective to avoid collisions in
a relatively crowded region because RTS and CTS frames themselves are still subject
to collisions [WGLA02]. Fig. 2.4 shows an example of the CTS collision. The CTS col-
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lision does not mean that the sender cannot correctly receive CTS from the intended
receiver. It refers to the case that some of the receiver’s neighbours cannot correctly
receive CTS due to collision. As shown in Fig. 2.4, node R is the neighbour of both R1
and R2, while R1 and R2 cannot hear each other. When two senders S1 and S2 send
RTSs simultaneously to R1 and R2, respectively, R1 and R2 will respond with CTS at
the same time and cause collision at node R. Therefore, node R has no idea about both
transmissions. Later when node R wants to send data to other node, it will initiate
its RTS, thus corrupt the data reception at R1 and R2. This CTS collision results in
throughput degradation of the RTS/CTS scheme in multi-hop networks.




Figure 2.4: An example of CTS collision.
Another popular approach is to protect the receiver’s data packet reception by
adding a busy-tone channel which is separated from the information channel [TK75,
HD02, ZWFW04]. In [TK75], all nodes hearing an ongoing transmission will send a
busy-tone in a separated narrowband. Upon hearing a busy-tone, all nodes defer their
transmission; therefore, all nodes within two hops of the transmitting source node are
prohibited from transmission. In [HD02, ZWFW04], a receiver sends a busy-tone in
the narrowband busy-tone channel during the period of the data packet reception to
indicate whether or not the receiver is receiving a data packet. upon hearing the busy-
tone, all the neighbors of the receiver defer their transmissions. The busy-tone solution
avoids data packet collisions; however, RTS frame collisions caused by hidden terminals
still exist. According to IEEE 802.11b, the RTS frame size is 20 bytes. Considering
a physical layer overhead (192 µs), 272 µs is needed to transmit an RTS frame at
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the required basic rate (i.e., 2 Mbps). With one slot time equal to 20 µs, one RTS
transmission time approximately equals to 14 slots. Suppose two hidden terminals,
without suffering from collisions previously, randomly pick up their backoff timers from
the initial contention window CWmin (31 in IEEE 802.11b) and start to count down their
backoff timers simultaneously. The probability that these two nodes’ RTSs collide with
each other is as high as 74.8% (the probability that, when two integers are randomly
chosen from 0 to 31, the distance between them is less than 14). If more than two
hidden terminals exist, the collision probability will be higher, resulting in a reduced
system throughput. On the other hand, for voice transmissions, due to the small voice
packet size, usually no RTS/CTS dialog is adopted. For voice packet transmissions,
the collision probability can be higher since a voice packet size is normally larger than
an RTS frame size. None of the previous work gives a solution to avoid voice packet
collisions caused by hidden terminals.
For the exposed terminal problem, the dual busy-tone multiple access (DBTMA) [HD02]
has been proposed via dual busy-tone channels. However, ACK frames are omitted in
DBTMA (which is not reasonable for unreliable wireless channels) because, otherwise,
collisions may happen when a sender is receiving an ACK frame while another nearby
sender is transmitting a data packet.
For the priority issue, most of the previous work focuses on single-hop networks,
and only limited work addresses the characteristics of a multi-hop environment. A
contention based MAC scheme is proposed to provide priority scheduling in multi-
hop networks using busy-tones [YV02]. Instead of using contention based schemes,
reservation based schemes are proposed [JRH+02, LG97]. Reservation based schemes
adopt the idea of asynchronous time-division multiple access (TDMA) [MZ03], where
the channel time is partitioned into cycles. The length of the cycle is usually chosen
as the minimum arrival interval of real-time traffic packets, and each cycle contains
two periods: a reservation request period and a data transmission period. In the
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reservation request period, all the competing nodes contend for the channel to submit
their reservation requests for the data transmission period. Once the reservation request
is granted, a node can transmit data during the reserved period without collision. Thus,
the data transmission period is conflict-free. For real-time traffic, only the first packet
of a call needs to contend for the channel. Once its reservation request is granted, all
the subsequent packets in the same call will be conflict-free when transmitted in the
reserved period. On the other hand, the non-real-time nodes have to contend for the
channel for every data packet. However, it needs extra signaling overhead to exchange
the reservation information, and the information maybe inconsistent at different nodes
due to collision, location-dependent error, and node mobility.
In [GSK04], a distributed fairness algorithm is proposed for multi-hop wireless
backhaul networks6, taking the unique network characteristics into account, and the
location-dependent unfairness is prevented. However, it is tailored for wireless backhaul
networks and may not be suitable for a general multi-hop wireless ad hoc networks.
In [HB01], an ideal fairness model is proposed for multi-hop ad hoc networks, tak-
ing spatial frequency reuse into consideration. This model requires the information
of full network topology, imposing extreme complexity for implementation. In self-
coordinating localized fair queueing [LCL04], the service tag information should be
exchanged among neighboring nodes, leading to a certain level of information exchange
overhead. In [EL07, EL04], a MAC scheme using randomly ranked mini-slots is pro-
posed to maintain fairness in ad hoc networks.
Although some efforts have been made to address some of the problems discussed in
subsection 2.2.1, to the best of our knowledge, so far there is no MAC scheme providing
a comprehensive and effective solution for all the problems.
6In wireless backhaul networks, there is an Internet entry point, and all the traffic flows are from and to the Internet
entry point via single or multiple hops.
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2.2.3 MAC over Wireless Mesh Networks
Although wireless mesh networks can be considered as a type of ad hoc networks,
two unique characteristics of the wireless mesh backbone result in that it may not
be effective or efficient to directly apply existing MAC schemes proposed for ad hoc
networks to the wireless mesh networks [CJZ06]. First, many existing MAC schemes
for ad hoc networks are designed to handle node mobility with power consumption
constraints. For the wireless mesh backbone, the wireless routers are usually located at
fixed sites with wired power supply. Thus, the node mobility and power consumption
should not be the main consideration for the MAC design. Second, contention-based
MAC schemes (e.g., IEEE 802.11) are one major stream for wireless ad hoc networks.
However, the traffic volume in the wireless mesh backbone may be much higher than
that in an ad hoc network due to traffic aggregating at each router. It is well known
that, when traffic load is heavy, contention-based MAC schemes suffer from serious
collisions due to the severe contention, leading to dramatically decreased throughput
and increased delay.
As pointed out in [AWW05], for application to wireless mesh networks, all existing
MAC schemes need to be enhanced or re-invented. So far, very limited work has been
done to enhance the existing MAC schemes or design a new MAC scheme specifically
for wireless mesh networks. To enhance IEEE 802.11, in [CPB+06], an end-to-end
reservation protocol is proposed to support QoS of real-time traffic. In [ZW05], a new
protocol named Wireless Channel-oriented Ad-hoc Multi-hop Broadband (W-CHAMB)
is proposed based on time-division multiple access/time division duplex (TDMA/TDD)
technology. In [JWZS07], with a cross-layer design principle, an interference aware
MAC scheme is proposed for a code-division multiple access (CDMA)-based wireless
mesh backbone.
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2.3 Summary
Medium access control plays an important role in supporting QoS over wireless net-
works. As a WLAN standard, IEEE 802.11 is originally designed for high-rate data
traffic and has limited capability to support real-time voice traffic. It has been found
out that the system capacity for voice users can be very low in current WLANs due to
the large overhead and inefficient channel utilization. Although some research work has
been done to address these limitations, most of them focuses on the contention-based
MAC, and pay less attention to the controlled MAC. However, the controlled MAC can
provide bounded delay performance to the delay-sensitive real-time traffic, while the
contention-based MAC has no QoS guarantee. Furthermore, most of the existing MAC
schemes for WLANs focuses on the QoS of real-time traffic, and neglect the QoS of data
traffic. There is no work to provide further class differentiation to data traffic accord-
ing to different user requirements. Unlike single-hop WLANs, the multi-hop wireless
networks present more challenges to the QoS-aware MAC scheme design because of the
existence of the hidden/exposed terminal problem, the location-dependent unfairness,
and the priority reversal problem. Although some efforts have been made to address
some of these problems, till now there is no scheme providing a comprehensive solution
for all these problems.
Chapter 3
System Model
As mentioned in Chapter 2, both single- and multi-hop wireless networks are studied
in this research. A WLAN is considered as a representative example of the single-
hop wireless networks. For multi-hop wireless networks, two types of networks are
considered: wireless ad hoc networks and wireless mesh networks. In all the networks,
nodes are of half duplex type and thus can not receive and transmit concurrently. An
omni-directional antenna is used by each node.
3.1 Network Model
3.1.1 Wireless Local Area Network
WLANs are one of the most successful wireless networks, which have been deployed all
over the world as a wireless extension to the wired Ethernet. A WLAN is usually a
single-hop wireless network and can only cover a small geographic area. For instance,
an 802.11b AP can communicate with a mobile user within up to 60 m at 11 Mbps and
up to 100 m at 2 Mbps.
A WLAN consists of two modes: infrastructure mode and ad hoc mode [CCHL03],
as shown in Fig. 3.1. In the infrastructure mode, the AP works as gateway providing an
23
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Figure 3.1: The infrastructure mode and ad hoc mode of WLANs.
interface to the wireless users in its coverage so that they can access the Internet. Most
of the traffic is through the AP. Both centralized MAC (e.g., PCF) and distributed
MAC (e.g., DCF) can be applied. In the centralized MAC, AP works as a central
controller. In the distributed MAC, all the users as well as the AP contend for the
channel. Infrastructure mode is adopted in most of the installed WLANs. In the ad
hoc mode, wireless users can spontaneously form a WLAN without the need of AP. All
the users can communicate directly with each other in a peer-to-peer manner. The ad
hoc mode is suitable for conference meeting and distributed computing, etc. We will
study these two modes in chapters 4 and 5, respectively.
3.1.2 Wireless Ad Hoc Network
A wireless ad hoc network is a collection of wireless mobile nodes that self-configure
to form a network without the aid of any pre-existing infrastructure. There is no
central controller (such as base stations in cellular systems) to organize the network
and schedule the transmissions from the mobile nodes. In such a network, each node
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can be a source, a destination or a relay node for others. The source and destination
pairs are arbitrary and they communicate via single or multi-hop wireless links.
Similar to the IEEE 802.11b standard and most of the research in ad hoc net-
works, direct sequence spreading spectrum (DSSS) is applied at the physical layer.
Different from a direct sequence–code-division multiple access (DS-CDMA) cellular
system [PMS91], where each mobile node has a unique pseudo-noise (PN) code, in our
system, one common code is used by all the mobile nodes to transmit data, making it
impossible to have simultaneous transmissions within a receiver’s vicinity. The reason
of using one common code, instead of multiple PN codes, is due to the characteris-
tics of ad hoc networks. In cellular networks, a base station is a central controller,
collecting all the data transmission requests from mobile nodes through the uplink,
and broadcasting the scheduling result to all the mobile nodes through the downlink.
Therefore, simultaneous transmissions are easy to handle in such a system. However,
in ad hoc networks, transmission pairs are arbitrary, and there is no central controller
to schedule the transmission time of each node. To allow simultaneous transmissions
within a receiver’s vicinity, extra signaling has to be exchanged among different nodes
to control the interference and coordinate the order of transmissions. It brings about
much implementation complexity and a large signaling overhead to the system. By
using a common code, extra transmissions within a receiver’s vicinity are prohibited,
so it is relatively easy to coordinate the transmissions of mobile nodes.
3.1.3 Wireless Mesh Network
A typical example of the wireless mesh network consists of wireline gateways, wireless
routers, and mobile stations, organized in a three-tier architecture [AWW05, JZS+06],
as shown in Fig. 3.2. The third tier is the wireless access networks, through which
users access the Internet. Wireless access networks includes WLANs, ad hoc networks,
and cellular networks, among which the mobile users can seamlessly roam. The second
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tier is the wireless mesh backbone, consisting of a number of wireless routers at fixed
sites. Each wireless router not only delivers traffic from the access networks in its
coverage, but also forwards the traffic from and to its neighboring routers. The first
tier is the mesh gateways, which connect the wireless mesh backbone to the Internet
backbone. Normally a wireless mesh network covers a large geographical area. Thus,
multi-hop communications are usually necessary, where a traffic flow from a source
to its far away destination traverses multiple intermediate routers. In this work, we
consider a single-channel wireless mesh backbone. The large scale of the backbone
requires the MAC scheme to be scalable such that, when the network scale increases,
the complexity and overhead of the MAC scheme do not increase dramatically, and the
network performance does not degrade significantly.
3.2 Traffic Class and QoS Requirements
For WLANs and wireless ad hoc networks, both delay-sensitive voice traffic and delay-
insensitive data traffic are considered. Originally designed for high-rate data traffic,
WLANs have been reported to have a limited capability to support voice traffic. Since
video traffic normally requires more bandwidth than voice traffic, in this study, we do
not consider video traffic in WLANs. Wireless ad hoc networks usually have limited
resources (e.g., bandwidth and power), and are not suitable for video transmissions.
Serving as a wireless broadband Internet access network, a wireless mesh network is
expected to support heterogeneous traffic types including voice, video, and data traffic.
Therefore, for wireless mesh networks, all the three types of traffic are considered. For
real-time traffic (voice and video), in addition to delay, delay jitter (i.e., variation of
voice packet delay) should also be carefully controlled as it may degrade the quality
more severely than delay. Traditionally, an appropriately designed playout buffer is an
effective way to deal with delay jitter and make the real-time traffic understandable.
Therefore, delay bound and packet loss rate guarantees are the main QoS requirements










Figure 3.2: An architecture of a broadband wireless mesh network.
for real-time service under consideration.
• Voice Traffic: The application of VoIP is considered. VoIP has much lower cost
than the traditional telephone services, and the emerging digital signal processing
(DSP) and voice coding/decoding techniques make VoIP more and more mature
and feasible in voice conversations [Bla00]. VoIP application is delay-sensitive but
can tolerate a certain level of packet loss. The acceptable end-to-end delay of voice
traffic, in general, ranges from 150 ms to 400 ms. Considering the delay incurred
by coding, decoding and packetizing, the network packet delay corresponding
to the time taken for a packet to traverse the network, ranges from 100 to 350
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ms [JVBP02]. For a good voice quality, the packet loss of compressed speech such
as GSM 6.10 should be no more than 1% [Wri01].
Generally, voice traffic can be represented by an two-state on/off model [Sch96]
as shown in Fig. 3.3: a voice user is alternately in talk spurt (on state) and in
silence (off state). The durations of the on and off states are independently
and exponentially distributed with parameters α and β, respectively. At an on
state, voice packets are generated periodically, while no voice packet is generated




Figure 3.3: The two-state voice model.
• Video Traffic: Video calls generate packets at a time-varying rate according to
their characteristics and the coding schemes used. In this study, we choose the
H.264 codec [OLL+07], which is the most efficient video compression technology
and is widely implemented. The H.264 defines a set of profiles with different
video bit rates for various classes of applications. Video traffic has a wide range
of bit error rate (BER) requirements, which correspond to several levels of video
quality. The lower the BER, the better the video quality. The normal tolerable
delay of video traffic is about 50 ms [NT00].
• Data Traffic: Data traffic is usually bursty. The number of data packets generated
at each burst can vary greatly depending on different data applications. The
data applications include email, web browsing, and data transfer applications,
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etc. The data bursts from a single data source can be modeled by a Poisson
process. Data traffic is usually delay-insensitive. However, it can tolerate few
transmission errors. We assume that the BER requirement of data traffic can be
satisfied by applying automatic repeat request (ARQ) mechanism at the link layer
and transmission control protocol (TCP) or other reliable transport protocols at
the transport layer. In this research, the QoS metrics to be considered for data
traffic are throughput and fairness. The objective is to allocate the network
resources to different data flows in a fair and efficient manner.
Chapter 4
Voice Capacity Improvement over
Infrastructure WLANs
As discussed in Chapter 2, the current WLANs experience bandwidth inefficiency when
supporting voice traffic, leading to a very limited capacity to voice users. In this chapter,
we aim at addressing this limitation. Our work is based on IEEE 802.11e since it is the
most promising technology for QoS provisioning in WLANs. With minor modifications
to IEEE 802.11e, we can increase the system capacity significantly for voice traffic,
provide guaranteed QoS to voice users and, at the same time, provide data traffic a
certain level of service share.
4.1 The Service Interval Structure
Time is partitioned into service intervals. We use the same structure of service interval
as in IEEE 802.11e. In each service interval, there are two periods: contention free
period (CFP) and contention period (CP), as shown in Fig. 4.1. The CFP is used to
accommodate voice stations in the downlink (from the AP to the mobile stations) and
uplink (from mobile stations to the AP) by polling. For the uplink transmission, the
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Figure 4.1: The structure of a service interval.
AP sends a CF-Poll frame which grants each polled station a transmission opportunity
(TXOP). No ACK/retransmission is required for voice transmission in order to avoid
the retransmission delay. In the CP, the AP and all the stations can contend for the
channel. It is mainly used to serve data stations and to transmit the first few packets of
each voice station’s uplink talk spurts. To guarantee the priority of voice over data in
the CP, voice packets are always transmitted ahead of data packets (to be discussed in
Section 4.2). The length of a service interval is fixed and depends on the delay bound
of voice traffic. The length of the CFP and CP depend on the voice and data traffic
load and the QoS provisioning technique.
4.2 Mechanisms for Capacity Improvement
The proposed mechanisms for capacity improvement consists of two parts: voice traffic
multiplexing and overhead reduction, as elaborated in the following.
4.2.1 Voice Traffic Multiplexing
A. Dynamic polling during CFP
In order to achieve a high resource utilization, the network designers should consider
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the on/off characteristic of voice traffic, so that resources are allocated to stations only
when they are in a talk spurt. However, IEEE 802.11e does not provide a method to
achieve voice traffic multiplexing. Generally, it is easy for the AP to recognize the
ending moment of a talk spurt, but it is difficult to know the exact starting moment of
a talk spurt. The AP may still need to poll a voice station even during its silent period
in order not to miss the beginning of a talk spurt, which is not efficient considering the
polling overhead. Here we propose a more efficient polling mechanism to achieve the
voice traffic multiplexing.
Consider the case when a station initiates a voice call. If the call can be admitted,
the AP will add the station to its polling list. Since the duration of each service interval
(TSI) is fixed and the voice packet inter-arrival time (Io) is a constant in a talk spurt,
each station (in the on state) will be granted a fixed TXOP just enough to accommodate
the generated voice packets during a service interval. If a polled station has no packet
to send or cannot use up all the time of TXOP, the AP considers the station being in
the silent period and deletes it from its polling list, except the newly added (to the
polling list) stations. When a previously off station has voice packets to send, the
station will contend for the channel during the next CP. Once it gets the channel, it
will send out all the voice packets in the buffer (as long as the transmission time does
not exceed the TXOP). The AP monitors all the packets transmitted in each CP. For
every voice packet, the AP records the sender address (or ID) and adds it to the polling
list. If the station is newly added to the list during the last service interval, the AP
will retain it in the list, even though it may not use up all the TXOP or has no packet
to send in the current CFP, since a few voice packets at the beginning of a talk spurt
were sent during the last CP.
Once a voice station is added to the polling list, all the subsequent voice packets in
the same talk spurt will be transmitted in the CFP. Hence, the voice station does not
need to contend for the channel anymore for the current talk spurt.
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B. Guaranteed access priority to voice during CP
Another challenging issue is raised from the uplink voice multiplexing: to meet the
strict delay requirement of uplink voice traffic, it should be guaranteed that a voice
station can access the channel successfully during the CP when needed.
To provide QoS guarantee for voice traffic regardless of the data traffic load in a
WLAN, data stations should not transmit in the CP until no voice station contends for
the channel. As discussed before, EDCA cannot meet this requirement. As a result, a
guaranteed prioritized access for voice traffic is more appropriate.
A simple way to provide guaranteed prioritized access is to modify EDCA so that the
AIFS of data access category (AC) (AIFS[AC data] = AIFS[AC voice]+CWmax[AC voice]),
the summation of AIFS of voice AC and the maximum contention window size of voice
AC. However, it is not efficient in terms of channel utilization. The number of con-
tending voice packets is expected to be small in a CP, and all the data packets have to
wait a long time before getting the channel, resulting in a waste of resources.
Inspired by the idea of black-burst contention [SK99], here we propose an efficient
mechanism to provide guaranteed prioritized access to voice, by minor modifications
to the IEEE 802.11e EDCA. In our mechanism, the AIFSs for voice traffic and data
traffic remain the same as those in EDCA. In addition, the contention behaviors for
data stations remain the same as in EDCA. The contention behaviors of voice stations
are modified as follows. For a contending voice station, after waiting for the channel
to be idle for AIFS[AC voice], instead of further waiting for the channel to be idle for
a duration of backoff time, the voice station will send a busy tone1 and the length
of the busy tone (in the unit of slot time) is equal to its backoff timer. After the
completion of its own busy tone, the station monitors the channel for the duration of a
slot time. If the channel is still busy (which means that at least one other voice station
is sending busy tone), the station will quit the current contention, keep its contention
1A busy-tone signal is a jamming signal which dose not carry any bit information. It is sent in the information
channel, without incurring extra hardware cost.
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window, choose a backoff timer randomly from its contention window, and wait for
the channel to be idle for AIFS[AC voice] again. Otherwise, the station (which sends
the longest busy tone) will send its voice packets. It is possible that two or more voice
stations happen to send the same longest busy tone, resulting in a collision. Contention
windows of collided stations evolve by the same way as that in EDCA, and each collided
voice station chooses a backoff timer randomly from its contention window for the next
contention. Since there is no ACK frame sent back to acknowledge the successful voice
transmission, it is difficult for the sender to recognize the collision. To address the
problem in our scheme, for the first packet from a voice station received in a CP, the
receiver should send back an ACK frame to the sender. The voice sender continues to
contend in the CP if no ACK is received.
In a CP, if there exists at least one voice contender, all data stations will sense the
busy tone during the AIFS[AC data] (>AIFS[AC voice]), and defer their transmissions.
When a collision happens between voice stations, the data stations will wait for the
channel to be idle for the duration of ACK timeout plus AIFS[AC data] before they
attempt to acquire the channel, which ensures that voice stations will not lose the
channel access priority to the data stations even when a collision happens. Furthermore,
when all the active (in terms of uplink transmission) voice stations are included in the
polling list, the data stations can make full use of the CP resources.
By using the above mechanism, it seems that the waiting time (before getting
the channel) of a voice station is larger than that in EDCA, since the voice station
with the largest backoff timer instead of the smallest backoff timer (as in EDCA) gets
the channel. However, as the number of voice stations contending for the channel
simultaneously is very likely to be small, the initial and maximum window sizes for
voice AC can be set to small values, so the negative effect of waiting time should be
negligible in our mechanism.
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4.2.2 Overhead Reduction
To support voice over WLANs, it is important to reduce the overhead and improve
the transmission efficiency over the radio link. The large packet header overhead can
significantly affect the capacity of the WLAN in supporting voice service. For ex-
ample, if a GSM 6.10 codec is used, a voice packet payload is 33 bytes while the
RTP/UDP/IP headers are 40 bytes. In addition, the physical preamble, MAC header,
and control packets all consume bandwidth. As a result, the overall efficiency is less
than 3% [WLL05]. Actions need to be taken to alleviate the effect of the overhead.
Recently, various header compression techniques for VoIP have been proposed. The
RTP/UDP/IP headers can be compressed to as small as 2 bytes [CJ99, LHJS00]. The
compression technique is adopted in our research.
In our proposed scheme, the physical and MAC layer overheads are further reduced
by aggregating the buffered voice packets from or to a voice station together and trans-
mitting them by one MAC frame. Take uplink transmissions as an example. The AP
polls each voice station periodically after every service interval, which depends on the
delay bound of voice traffic. Within each service interval, several voice packets may
be generated and buffered by each voice station. In order to increase the efficiency, we
combine the payload of these packets together and add a common MAC layer header
instead of sending them one by one. It reduces the overall MAC layer header and
physical preamble overhead.
4.3 Voice Capacity Analysis
For a WLAN supporting voice/data traffic, we assign a higher priority to voice traffic.
The CFP is used to transmit voice traffic; and in the CP, voice traffic has guaranteed
priority over data traffic. To provide data traffic a certain level of QoS, it is required
that the average service time in each CP for data traffic is at least a pre-specified
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fraction (φ) of the whole service interval. Hence, we need to determine the maximum
number of voice sessions2, denoted by N∗, that can be supported by the average fraction
(1-φ) of time (used in both CFP and CP) in each service interval, with the required
packet loss rate guaranteed. To derive N∗, we first need to obtain the time required to
serve all voice sessions in CFP and CP, respectively.
A. Time required to serve contending voice sessions in a CP
In each CP, if there is any contending voice session, the whole CP time can be
partitioned to two portions: the first portion is used by voice sessions to contend and
transmit, while the second portion is for data traffic. In the following, the average time
needed to serve the contending voice sessions in a CP is derived.
In a CP, consider n voice sessions contending for the channel. For simplicity of
presentation, the contention window of each voice session takes values from the set




2 = 2 · (CW
c
1 + 1) − 1, and at the beginning of each CP,
all contending voice sessions are with CW c1 . Our analysis can be easily extended to
cases with 3 or more choices for the contention window size3. Define state (n1, n2),
where n1 and n2 are the numbers of voice sessions with contention windows CW
c
1 and
CW c2 , respectively. Hence, in each CP, the initial state is (n, 0). When a voice session
contends successfully (i.e., it is the only one with the largest backoff timer), it will leave
the contention. If there is a collision (i.e., there are at least two voice stations with
the largest backoff timer among all the contending voice stations), the involved voice
stations will double their contention window until the maximum contention window size
(i.e., CW c2 ) is reached. After each successful transmission or collision, the state will
evolve, remaining in the current state, or moving to the next one. The state transition
2In this chapter, a voice session means a two-way voice call.
3Note that for the case of k contention window sizes, k-dimensional Markov chain is needed. When k is large, the
computation complex may be high. However, as shown in [JWZ07], our scheme does not require a large contention
window sizes. A satisfactory performance can be achieved with three contention window sizes (i.e.,CWmin = 3 and
CWmax = 15).
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Figure 4.2: The state transition diagram for (n1, n2) in a contention period.
is shown in Fig. 4.2, where the state (0, 0) is the absorbing state when all voice sessions
are served. There are totally 1 + 2 + ... + (n + 1) = (n+1)(n+2)
2
states. To understand
the state transition diagram, we use state (1, n − 1) as an example. Its next state is
(0, n − 1) if the voice session with CW c1 transmits successfully, (1, n − 2) if one voice
session with CW c2 transmits successfully, (0, n) if the session with CW
c
1 collides with
one or more other sessions, or it remains in (1, n − 1) if two or more sessions with
CW c2 collide. From the diagram we can also see that the probability of staying in state
(n− 1, 1) is 0, as no other state enters it.
Let T (n1, n2) denote the average time needed for transitions from state (n1, n2) to
the absorbing state (0, 0). Obviously, we have T (0, 0) = 0, and T (n, 0) is the average
time to serve all the n contending voice sessions in a CP.
For a state (n1, n2), one or more transmissions from voice sessions with either CW
c
1
or CW c2 will lead to its next state. Denote the number of transmissions from voice
sessions with CW c1 and CW
c
2 as l1(≤ n1) and l2(≤ n2), respectively. Denote the next
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(n1 − l1, n2 − l2) if l1 + l2 = 1
(n1 − l1, n2 + l1) if l1 + l2 > 1
(4.1)
where l1+l2 = 1 means a successful transmission. When l1+l2 > 1, a collision happens,
and l1 involved voice stations originally with CW
c
1 will be with CW
c
2 after the collision.
Denote the probability of the above transition as p(n1,n2; l1,l2), and the average time
of the transition as t(n1,n2; l1,l2). If l1 6= 0, i.e., the successful transmission or collision
happens when the largest backoff timer among all the voice stations takes a value from
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where the term in the summation represents the probability that l1 voice stations with
CW c1 and l2 voice stations with CW
c
2 choose a backoff timer value i, and other voice
stations choose backoff timer values less than i.
With the condition of the above transition, the conditional probability that the













































· i · τ + τ +Tx
(4.3)
where τ is the slot duration. On the right side of (4.3), the first term (i.e., the summa-
tion) represents the time used by the busy tone, the second term (i.e., τ) is the duration
for busy-tone detection after a node finishes its own busy tone, and the third term (i.e.,
Tx) is the collision or successful transmission time, including the AIFS[AC voice], the
Chapter 4. Voice Capacity Improvement over Infrastructure WLANs 39
packet transmission time, short interframe space (SIFS), and ACK transmission time
for a successful transmission (when l1 + l2 = 1), or ACK timeout for a collision (when
l1 + l2 > 1).
If l1 = 0, the transmission or collision can happen when the largest backoff timer





























































· i · τ ] + τ + Tx.
(4.4)
Hence, consider all possible transitions from state (n1, n2) where n1 + n2 > 0, we have
T (n1, n2) =
∑
0≤l1≤n1, 0≤l2≤n2, l1+l2>0
p(n1,n2; l1,l2)[T (s(n1,n2; l1,l2)) + t(n1,n2; l1,l2)] (4.5)
From (4.5) and T (0, 0) = 0, we can compute the values of T (n1, n2).
In addition, to implement this analytical work in a practical system, a lookup
table can be generated in advance to reduce the computation complexity in system
configuration.
B. Time required to serve voice sessions in a CFP
Consider N voice sessions to be served in the WLAN. Each voice session has the
independent on and off periods exponentially distributed with mean values 1/α and
1/β, respectively. At a time instant, a voice station is at on state with probability
β
α+β
, and at off state with probability α
α+β
. When a voice station is at on state,
the probability that a transition to off state happens after duration t is given by
exp(−α · t). When a voice station is at off state, the probability that a transition to
on state happens after duration t is given by exp(−β · t). The maximum number of
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downlink (or uplink) voice packets generated in a service interval from a voice session
is Vm = TSI/Io. For each voice session, let Pd(i) and Pu(i) (0 ≤ i ≤ Vm) denote
the probability of generating i downlink and uplink voice packets, respectively, for

















[exp(−β · (TSI − i · Io)) − exp(−β · (TSI − (i− 1) · Io))]
+ β
α+β
[exp(−α(i− 1)Io) − exp(−α · i · Io)] 1 ≤ i ≤ Vm − 1
α
α+β
[1 − exp(−β · Io)] +
β
α+β
exp(−α(TSI − Io)) i = Vm
1 −
∑Vm













[exp(−α(i− 1)Io) − exp(−α · i · Io)] 1 ≤ i ≤ Vm − 1
β
α+β
exp(−α(TSI − Io)) i = Vm
1 −
∑Vm
j=1 Pu(j) i = 0.
(4.7)
We use the example of 1 ≤ i ≤ Vm − 1 to explain the above equations. For the
downlink, a voice session will generate i packets when it is originally (at the beginning
of the service interval) off with probability α
α+β
and transits to the on state within
[TSI − i · Io, TSI − (i− 1) · Io) with probability [exp(−β · (TSI − i · Io))− exp(−β · (TSI −
(i − 1) · Io))], or when it is originally on with probability
β
α+β
and transits to the off
state within ((i− 1)Io, i · Io] with probability [exp(−α(i− 1)Io)− exp(−α · i · Io)]. The
uplink case is different from the downlink case, as the first several packets in each talk
spurt (when an off to on transition happens within TSI) in the uplink are transmitted
in the CP.
Next we estimate the number (X) of voice packets that can be supported in each
CFP. We call the one-way (i.e., uplink or downlink) packets of a voice session ready for
transmission in the CFP a burst (which will be transmitted by a single MAC frame).
For a burst in a CFP, the probability that it is an uplink transmission with size i(1 ≤
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The average number of bursts is X/B.
We have












where TCFP is the duration of CFP, T
o is the overhead due to IFS, physical preamble,
and MAC overhead, Lv is the payload size of a voice packet, R is the transmission rate
of voice payload, and Tpoll is the polling overhead. Then
X = B ·
TCFP











Let Xi denote the total number of up- and downlink voice packets from the ith
voice session ready for transmission in the CFP of a service interval, and Y =
∑N
i=1Xi,
where N is the total number of voice sessions. The expectation E[Xi] and variance
Var[Xi] of Xi can be determined based on the on/off model. If the packet loss rate in
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where PY (y) is the probability mass function of Y . According to the central limit theo-
rem, the random variable Y can be approximated as a Gaussian random variable with
mean N ·E[Xi] and variance N ·Var[Xi] when N is large. The maximum N satisfying
the above inequality (4.11) is the maximum voice session number supported by CFP.
C. Voice capacity
In Section 4.3-A, we derive the average time required in a CP to serve a fixed
number, n, of voice sessions contending in the CP. However, with N voice sessions
in service, the number of contending voice sessions in a CP varies (due to the voice
on/off nature), so does the required service time in the CP. The average service time
for contending voice sessions in a CP is given by









n · (1 − Pc)
N−n · T (n, 0) (4.12)
where T (n, 0) is the average time to serve n contending voice sessions in a CP (as
defined in Section 4.3-A), and Pc is the probability that a voice station contends for




[1 − exp(−β · TSI)]. (4.13)
The duration of the CP in a service interval, TCP = TSI − TCFP , is larger than
T vCP (N), as the difference of them is the average service time for data traffic in a CP.
The performance of contending voice sessions in a CP can be evaluated by the outage










n · (1 − Pc)
N−n · I{T (n, 0) > TCP} (4.14)
where I{·} is an indicator function.
From the analysis in Section 4.3-B, if N voice sessions are admitted, we can de-
termine the minimum value of TCFP , denoted by T
m
CFP (N), in order to guarantee the
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voice packet loss rate bound, the voice capacity region N∗ should satisfy
TmCFP (N) + T
v
CP (N) ≤ (1 − φ)TSI (4.15)
and the service interval should be configured with a CFP with duration TmCFP (N
∗) and




4.4 Numerical Results and Discussion
To validate the analysis and evaluate the performance of our proposed scheme, com-
puter simulations are carried out using Matlab. The simulation for each run consists
of 1000 service intervals. We choose the GSM 6.10 codec as the voice source as an ex-
ample. The voice payload size is 33 bytes and the packet inter-arrival period is 20 ms.
Compressed RTP/UDP/IP headers with size 4 bytes are used in all the simulations.
Other simulation parameter values are listed in Table 4.1. We first vary the contending
voice session number (i.e., n) in a CP (where each voice session has one voice packet
to send), and analyze and/or simulate the time to serve all the voice packets (i.e., the
time to serve the contending voice sessions in a CP). Then we evaluate how the packet
loss rate in a CFP changes with the number of voice sessions N . In the evaluation, the
first several packets of an uplink talk spurt are not transmitted in the CFP (but are
transmitted in the CP by contention). Finally we evaluate the capacity of the whole
system, and compare it with that of IEEE 802.11e. We obtain the portion of time
required to serve different number of admitted voice sessions, and obtain the system
capacity.
4.4.1 Time to Serve Contending Voice Calls in a CP
For uplink voice transmission in our scheme, the first several packets in each talk spurt
are transmitted in the CP. With the system parameters, the probability of a voice
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Table 4.1: Simulation parameters used for infrastructure WLANs.
Parameter Value Parameter Value
Slot time τ 20 µs R 11 Mbps
TSI 100 ms Basic rate 2 Mbps
SIFS 10 µs 1/α 352 ms
AIFS[AC voice] 40 µs 1/β 650 ms
AIFS[AC data] 60 µs Io 20 ms
Physical preamble 192 µs Lv 33 bytes
MAC header 34 bytes Data packet payload 1000 bytes
ACK 14 bytes PL 1%
CF-Poll 36 bytes
session contending in a CP is around 9% according to the analysis. Hence, if the
total voice session number is 200, there are on average 18 voice sessions contending in
each CP. Fig. 4.3 and Fig. 4.4 show the average time required to serve contending voice
sessions (i.e., T (n, 0)) and average voice collision number in a CP versus the contending
voice session number n with different settings for initial and maximum contention
windows (CWmin and CWmax), respectively. It is clear that our analysis matches well
with the simulations. Contention window settings are critical for contention-based
channel access. In our scheme, when the voice sessions have smaller CWmin and CWmax,
the time to transmit busy tone is smaller, at the cost of more collisions. Via the analysis
and simulations, we find out that CWmin = 3 and CWmax = 15 can lead to the minimal
average time to serve all the voice sessions.
Via simulations, we also compare this best case with the cases if EDCA of IEEE
802.11e is applied in the CP, and demonstrate the results in Fig. 4.5. It can be seen that
there is no much difference between our scheme and EDCA. Only EDCA with CWmin =
31 and CWmax = 1023 has a non-trivial gain over our proposed scheme. However, to
obtain priority in EDCA, voice AC is very likely to have a smaller CWmin (< 31) and
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Figure 4.3: Average time required to serve contending voice sessions in a CP in our
scheme.




























Figure 4.4: Average voice collision number (via simulations) in a CP in our scheme.
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CWmax (< 1023). Although a voice station with the largest backoff timer instead of the
smallest one (as in EDCA) gets the channel in our scheme, voice performance is not
degraded much. The reason is that our proposed scheme can use very small CWmin and
CWmax, but EDCA cannot. If our proposed scheme and EDCA use the same CWmin
and CWmax, the backoff waiting time in our scheme is larger. However, our scheme
has a smaller collision probability. If multiple nodes choose the same backoff timer, a
collision will occur in EDCA, but a collision will happen in our scheme only when the
multiple nodes are with the largest backoff timer (among all the nodes). Fig. 4.6 and
Fig. 4.7 show the average collision number and required time to serve contending voice
sessions, respectively, in EDCA and our scheme with CWmin = 3 and CWmax = 15
via simulations. It can be seen that, as the contending voice session number increases,
the collision number increases rapidly in EDCA, but relatively slowly in our scheme.
Hence, the time required to serve contending voice sessions in our proposed scheme is
much smaller than that in EDCA when the contending session number is large in the
example.
Fig. 4.8 shows the effect of data traffic on the average time required in a CP so
that all contending voice sessions can be served in EDCA. Long-lived data sessions use
the initial and maximum contention window pair (31, 1023), while voice sessions choose
initial contention window size 15 and maximum contention window size 63, 127, or 255.
We can see that when the number of data sessions increases, the average time required
increases accordingly, and the negative effect is more significant if voice sessions choose
a larger initial and maximum contention window pair ((15, 255) in the example).
4.4.2 Packet Loss Rate in CFP
Fig. 4.9 shows the analytical results of the packet loss rate versus voice session number
N with TCFP equal to 60% and 70% of TSI in our scheme. Simulations are also carried
out for selected values of N . It can be seen that our analysis matches well with the
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Figure 4.5: Average time required to serve voice sessions in a CP in EDCA compared
with our scheme.
























Figure 4.6: Average collision number in a CP when our scheme or EDCA is applied
with CWmin = 3 and CWmax = 15.
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Figure 4.7: Average time required to serve contending voice sessions in a CP when our
scheme or EDCA is applied with CWmin = 3 and CWmax = 15.



























Figure 4.8: Average time required so that all contending voice sessions can be served in
a CP when EDCA is used to support 10 voice sessions and variable number of long-lived
data sessions with CW[data]=31 : 1023.
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Figure 4.9: Packet loss rate in CFP for TCFP = 60%TSI and TCFP = 70%TSI in our
scheme.
simulations. From Fig. 4.9, when the voice session number is equal to or less than 141
when TCFP = 60%TSI or 167 when TCFP = 70%TSI , the packet loss rate in the CFP is
bounded by 1%.
4.4.3 Capacity Region of Voice
To determine the capacity region of voice in our scheme, we vary the number N of
voice sessions in the system, and calculate the average time in the CP T vCP (N) and the
duration of the CFP TmCFP (N) in order to guarantee that voice packet loss rate in the
CFP is bounded by 1%. We further obtain the total average time in a service interval
needed to serve the N voice sessions with QoS guarantee. The analytical results are
shown in Fig. 4.10, which also gives the outage probability that the CP with duration
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Figure 4.10: The percentage of time (in CP, CFP, and totally) in a service interval
needed to serve the voice sessions with QoS guarantee and the outage probability that
not all the contending voice sessions can be served in a CP.
























Our scheme (no busy−tone contention)
802.11e
Figure 4.11: The analyzed voice traffic capacity region of our proposed scheme, our
scheme without busy-tone contention mechanism, and IEEE 802.11e.
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[TSI −T
m
CFP (N)] cannot serve all contending voice sessions. It is shown that, when data
traffic requires average 30% service time (thus 70% time for voice) in a service interval,
we should configure TCFP ≈ 57%TSI and TCP ≈ 43%TSI with a maximum admitted
voice session number of 136. The outage probability is negligible (< 1%) if the total
average time for voice is less than 90%.
We further obtain the voice capacity region (i.e., the maximum number of voice
sessions that can be admitted) when the percentage of time (in both CFP and CP)
used by voice in each service interval varies from 60% to 90%, and get the analytical
results as shown in Fig. 4.11. The analyzed voice capacity region of the IEEE 802.11e
polling scheme with the same percentage of time for voice is also included in Fig. 4.11.
For a comparison, Fig. 4.11 also shows the voice capacity region when our scheme
is applied without the busy-tone contention mechanism (i.e., with only the overhead
reduction mechanism). For uplink transmissions, all voice stations are polled, and if
a polled voice station has no packets to transmit, it will respond with a NULL frame.
From Fig. 4.11, it can be seen that our proposed overhead reduction and busy-tone
contention mechanisms both can significantly improve system capacity as compared
with IEEE 802.11e.
4.5 Summary
To support real-time voice traffic as well as data traffic over WLANs, the controlled
channel access is preferred to the contention-based access for voice traffic. In this
chapter, we propose solutions to enhance QoS provisioning capability of IEEE 802.11e
to guarantee the delay requirement of voice and, at the same time, ensure data traffic a
certain level of service share. Voice statistical multiplexing is exploited effectively, and
the system overhead is reduced significantly. Our solutions are shown to significantly
improve the voice service capacity of IEEE 802.11e WLANs. An analytical model is
also presented to derive the voice service capacity. This research should provide helpful
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insights to the development and deployment of VoIP technologies over WLANs.
Chapter 5
Service Differentiation over Ad Hoc
WLANs
In Chapter 4, an infrastructure-based WLAN is considered with a central controller. In
this chapter, we consider an ad hoc WLAN where a distributed access control is needed
due to the lack of central controller. Most of the existing distributed access control
schemes for ad hoc WLANs are contention based schemes, which only provide limited
service differentiation between real-time traffic and data traffic, and are difficult to
provide further service differentiation to data traffic based on some specific requirements
of customers or network service providers. In this chapter, we introduce a novel token-
based distributed MAC scheme which not only achieves service differentiation between
real-time traffic and data traffic, but also achieves proportional class differentiation to
data traffic.
5.1 Proportional Class Differentiation Model
Proportional class differentiation model [DR99] assures that the performance (e.g.,
throughput) of a class is proportional to that of another class according to a ratio
53
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preset by the network service provider. Specifically, consider a WLAN supporting k
classes and class s (s = 1, 2, . . . , k) having Ns source nodes. The class differentiation
ratio of any two classes, i and j, is denoted by Ci/Cj, i.e., when a node in class i gets Ci
fraction of the channel time, a node in class j should get Cj fraction of the channel time.
Normalized with the capacity share of class 1, the class differentiation parameter of class
s is defined as rs (= Cs/C1). Although the actual service performance of each class
may vary with the traffic load, the performance ratios among classes remain constant.
Such a feature provides great flexibility and facility to network service providers for
service management. For example, when customers are charged differently for different
services, it is desired that the received services (or resources) are proportional to what
they are charged.
5.2 The Distributed Token-Based MAC Scheme
There are two tokens in the system. One is circulated among voice nodes (referred
to as voice token) and the other is circulated among data nodes (referred to as data
token). When a node holds the token, it will transmit its packet(s) when the channel
is available. For a voice node, after obtaining the voice token, it transmits all its
backlogged packets. For a data node, after obtaining the data token, it is assigned
a maximum channel occupancy time (which is the same for all the data nodes and
is preset as a system parameter), during which the data node can transmit one or
multiple packets depending on its packet size and transmission rate. The proposed
scheme works in a distributed manner. There is no central controller passing the tokens
to others. The current token holder decides which the next token holder is. When a
backlogged voice/data node holds the token, it piggybacks the token in its voice/data
packet transmission and passes it to the next node. Note that the destination of the
voice/data packet and the next token holder may be different. When a data token
holder has no packet to transmit or a voice token holder changes from the on state to
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the off state, the node passes the token directly to the next holder.
5.2.1 Access Priority and Dynamic Token Passing for Voice
Traffic
Voice traffic is given a higher access priority than data traffic. Before a voice (or data)
token holder transmits its packet(s), it must first wait for the channel to be idle for
T2 (or T1, where T1 > T2). If the channel remains idle during T2 (or T1), the voice
(or data) token holder transmits; otherwise, it waits for the channel to be idle for T2
(or T1) again. The shorter T2 ensures a higher access priority to a voice token holder.
When the voice token holder starts to transmit, the data token holder will sense a busy
channel during T1, and defer its transmission. Note that when a voice node receives the
token, it is possible that its packet buffer is empty. This case may happen when the
voice traffic load is low. Since the voice packets arrive periodically at a constant rate,
it is possible that a node receives the token before the next expected packet arrives.
In this case, the voice node holds the token till its next packet arrives, then when the
channel is idle for T2, it transmits the packet and passes the token to another node.
Before the packet arrival of the voice token holder, the data token holder will sense an
idle channel during T1, and start its transmission. Fig. 5.1 illustrates an example of
voice/data transmissions.
Considering the on/off characteristic of voice traffic, a voice node has no packet to
transmit during an off period. In order to utilize the channel efficiently, it is desired
that the voice token is not passed to the nodes which are at the off state. To do so,
we let each voice node be aware of its transition point from the on to the off state.
Since the voice traffic has a constant arrival rate during an on period, the voice node
is able to determine when the next expected packet arrives during the period. If the
expected packet does not arrive, the node is considered to be at an off state. When a
voice node (say node A) holds the token and its state changes from on to off, the node
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Figure 5.1: An example of voice and data packet transmissions in the system.
sends a message to announce that it is in the off state and, at the same time, passes
the token to the next one (say node B). Upon hearing this message, the previous voice
token holder replaces node A with node B as the node to which it will pass the token,
so that node A will not receive the token any more during the off period. On the other
hand, when a node (say node C) switches from the off state to the on state, it should
be able to receive the token to transmit its packets. After waiting for the channel to
be idle for T3 (< T2), node C transmits its packet immediately. In this case, the voice
and data token holders will sense a busy channel during T2 and T1, respectively, and
defer their transmissions. The previous voice token holder monitors the channel after
finishing its transmission. Upon hearing node C’s transmission, it puts node C as the
node to which it will pass the token next time. When node C finishes its transmission,
the current voice token holder (say node D) will transmit its packet(s). Upon hearing
node D’s transmission, node C puts node D as the node to which it will pass the token.
Note that it is possible that a collision may occur when two or more voice nodes
(which change from the off state to the on state) transmit simultaneously after the
channel being idle for T3. However, it is shown from both analytical and simulation
results that the collision probability is very small and can be neglected. To deal with
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the rare collisions, p-persistent CSMA [KT75] can be used. In our scheme, the voice
token passing follows a deterministic sequence, which is related to the packet arrival
times of voice nodes. Thus the access delay variance is small.
5.2.2 Proportional Class Differentiation among Data Traffic
The portion of channel time unused by voice nodes is shared by all the data nodes.
The data token passing process can be modeled by a stationary Markov chain. Each
data node in the WLAN is represented by a state in the Markov chain. The transition
probability P tij is the probability that node i passes the data token to node j, and the
steady-state probability πt(i) of the Markov chain represents the frequency that node
i holds the data token compared with others (i.e., on average, if node i holds the data
token πt(i) times, then node j will hold the data token πt(j) times). If the following





, if node i ∈ class s, s = 1, 2, . . . , k, (5.1)
the channel occupancy ratios achieved by the data nodes in different classes are exactly
the same as the required class differentiation ratios (rs, s = 1, 2, . . . , k), and the channel
occupancy time of the data nodes within the same class will be the same.
Given the steady-state distribution, the goal is to find proper values of the tran-
sition probability P tij of the Markov chain so that the chain’s steady-state distribu-
tion is exactly the one given in (5.1). According to the Metropolis-Hasting algo-

















}, if i = j
(5.2)
where Nd is the total number of data source nodes, the corresponding steady-state
probability of state i is exactly equal to πt(i) given in (5.1).
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It should be pointed out that each data node may have a different transmission
rate, depending on the location of the source-destination pair, etc. In this case, even
within the same class, a data node with a higher transmission rate will get a higher
throughput than those with lower transmission rates. Note that, although the actual
throughput may vary, the ratios of the channel time occupied by the data nodes in
different classes remain the same as the required ratios. As a result, the system still
achieves proportional class differentiation because the resources (i.e., channel time)
are proportionally allocated to different classes. With the same amount of assigned
resources, a data node may benefit more in term of throughput by increasing its own
transmission rate.
Having the network information (e.g., the number of data nodes and their classes),
each data node (say node i) first calculates the steady-state distribution πt(j) for any
data node j according to (5.1), and then calculates the transition probability P tij in-
dividually according to (5.2). When node i holds the data token, it passes the token
to the next node (say node j) with probability P tij. Eventually, the capacity share
received by each data node satisfies (5.1). In order to let the proposed scheme works
properly, the key point is to let all the data nodes have the same and accurate network
information. In the WLAN, where all nodes can hear each other, to maintain such
up-to-date information is not a difficult task. When a new data node wants to join
the WLAN, it first broadcasts a JOIN message, announcing its class s. Upon receiving
this JOIN message, all the existing data nodes re-calculate πt(i) and P
t
ij accordingly.
One of the existing data node (e.g., the node currently holds the data token) sends
a JOIN-ACK message, including the updated network information, to the new data
node. The new data node then calculates its πt(i) and P
t
ij accordingly. Similarly, when
a data node leaves the WLAN, it also broadcasts a LEAVE message. When the cur-
rent data token holder leaves the WLAN, it passes the token to another node before
departure. All the data nodes update their information accordingly. To avoid the po-
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tential collision between the JOIN/JOIN-ACK/LEAVE message transmission and the
voice/data packet transmission, we let the data node wait for the channel being idle
for a short period T4 (< T3) before sending JOIN/JOIN-ACK/LEAVE message. Thus,
JOIN/JOIN-ACK/LEAVE messages have the highest priority to be sent.
It is possible that the proposed scheme consumes more power than contention based
schemes (e.g., IEEE 802.11) when the traffic load is low since the nodes still consume
some power for token transmissions even if they have no packet to deliver. However,
the proposed scheme becomes more and more power efficient than contention based
schemes when the traffic load becomes high because the power waste due to collisions
in contention based schemes will not occur in the proposed scheme.
5.2.3 Token Initialization and Recovery of Lost Tokens
The data token is initialized by the first data node (say node A) which joins a WLAN.
After sending the JOIN message, node A waits for the JOIN-ACK message. If no
response is received after a certain time period (i.e., the time needed for a JOIN-ACK
message reception), node A considers itself as the first data node in the WLAN, and
generates a data token. For any voice node in the WLAN, it first contends for the
channel to transmit its first voice packet. After that, it monitors the channel, if no
activity of other voice nodes is detected upon the next voice packet arrival, it will
consider itself as the first voice node in the WLAN. It generates a voice token and
passes it to itself. Once the activity of another voice node (say node B) is detected, it
passes the voice token to node B.
The tokens may be lost due to the unreliable wireless channel. For voice nodes, two
scenarios can happen. The first scenario is that a node (say node A) still receives voice
token although it is in the off state. This occurs if the announcement message sent
by node A (when it changed from on to off) was not correctly received by the node
which sends the voice token to node A. In this case, node A resends the announcement
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message and passes the token to the next voice node. The second scenario is that a node
in the on state does not correctly receive the voice token. We let the node (say node
B) which passes the token to the next token holder (say node C) monitor the activity
of node C. If the activity of node C is not observed (i.e., the token passed to node C is
lost), node B resends the token. After several consecutive failed retransmissions, node
B passes the token to the next voice node. When the number of backlogged packets of
node C is more than one, node C will re-contend for the channel. Similarly, for data
nodes, if the current token holder (say node D) cannot pass the token to the next token
holder (say node E) after several consecutive transmissions, node D will pass the data
token to another node (say node F). Next time when node D chooses node F as the
next data token holder, it will replace node F with node E and pass the data token to
node E so that the channel access opportunity of each data node remains unchanged.
The reasons that we choose the probabilistic token passing procedure for data traf-
fic instead of deterministic token passing ring are as following. First, in a WLAN
with nodes dynamically joining or leaving the WLAN, a deterministic token passing
ring needs to be timely changed according to network dynamics. To maintain such
a dynamic token passing ring among all the data nodes is not easy. In contrast, the
probabilistic token passing procedure does not need to maintain such a token passing
ring; Second, as aforementioned, with the probabilistic token passing procedure, it is
relatively easy to recover a lost token and, at the same time, to keep the channel access
opportunity of each data node unchanged. However, when a token is passed following
a deterministic ring, it is difficult to do so.
5.3 Performance Analysis
To make the analysis tractable, we make the following assumptions: a) The voice traffic
follows the on/off model. The packet arrivals at each data node follow a Poisson
process; b) There is no packet loss in radio transmission and no node failure; c) Each
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node has the same transmission rate. All the voice (or data) packets have the same
size. When a data node gets the token, it transmits one data packet and then passes
the token to the next node.
5.3.1 Voice Traffic Performance Analysis
A. The channel time occupancy fraction of voice traffic
Given Nv voice source nodes, the fraction of channel time used by voice traffic,
denoted by ψ, can be derived as follows. The traffic from each voice node follows the
on/off model, and the durations of the on and off states are exponentially distributed
with mean values 1/α and 1/β, respectively. Hence, at any time instant, each voice
node is at the on state with probability β/(α + β). During each voice packet inter-
arrival duration (denoted by Io), each voice node which is at the on state generates one















)Nv−i · i · Tvoice, 0 ≤ i ≤ Nv (5.3)
where Tvoice is the voice packet transmission time. Then the fraction ψ is given by
ψ = T
Io
. On the other hand, given ψ, we can determine the maximum number of voice
nodes Nv that can be admitted to the network. This result facilitates call admission
control of voice traffic when we need to guarantee data traffic a fraction of the channel
time.
B. Voice delay
The delay is defined as the time period from the moment that a packet arrives at
a node to the moment that the packet is successfully transmitted from the node. The
voice node at the on state can be modeled by a D/G/1 queue model, where the packets
arrive at a constant rate, and the service time is the voice token recurrence time, which
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is defined as the time duration between two consecutive token passing time instants
of a node. As discussed in Section 5.2, the token passing sequence keeps track of the
packet arrival orders of different nodes, and voice packets arrive periodically, so the
variance of the voice token recurrence time is expected to be small (which is verified
by simulations). Thus, the queue can be approximated by a D/D/1 queue, where the
queueing delay is small, and is bounded by the packet inter-arrival time.
C. Collision probability of voice nodes from the off state to the on state
Here, we are interested in the collision probability in the worst case, where the
collisions of voice nodes from the off state to the on state are most likely to happen.
Since a data packet needs a long time duration to transmit (compared with a voice
packet and a token frame), it is more likely that collisions of voice nodes occur after
data packet transmissions. Thus, the worst case occurs when data traffic are saturated
(i.e., the data source nodes always have a packet to transmit). At any time instant, a
voice node is at the off state with probability α/(α + β). Given that a voice node is
at the off state, the conditional probability that a transition to the on state happens
within duration t is given by 1− e−βt. In our case, t can be a data packet transmission
time Tdata, or a voice packet transmission time Tvoice. Here, we do not take token
transmission time into account. In the worst case, the token frame transmissions rarely
happen since all the data tokens are piggybacked over data packets, and the voice
token is transmitted only when a voice source node is from the on state to the off
state. Besides, since the token transmission time is very short, the fraction of channel
time used for token frame transmissions is negligible. Given Nv voice nodes in the
network, the probability that a collision happens after a data packet transmission,
denoted by P datac , is given by (5.4) at the top of this page.
Similarly, by replacing Tdata with Tvoice in (5.4), we get P
voice
c , the probability that
a collision happens after a voice packet transmission. For any packet transmission, the



















·(1−e−βTdata)], 0 ≤ i ≤ Nv.
(5.4)








·[Tdata·ρj+Ttoken·(1−ρj)], ρi ≤ 1, ρj ≤ 1, i = 1, 2, . . . , Nd.
(5.5)
probability that it is a voice packet transmission is
ψ/Tvoice
ψ/Tvoice + (1 − ψ)/Tdata
.
Then the collision probability in the worst case, Pwc , is given by
Pwc =
ψ/Tvoice
ψ/Tvoice + (1 − ψ)/Tdata
· P voicec +
(1 − ψ)/Tdata
ψ/Tvoice + (1 − ψ)/Tdata
· P datac .
5.3.2 Data Traffic Performance Analysis
A. Data throughput
The system throughput is defined as the ratio of the time used for data packet
transmission to the total channel time. Consider a WLAN with Nd data source nodes
and Nv voice source nodes. For the ith data node, let λi denote the average packet
arrival rate. To calculate the system throughput, we first derive the average token
recurrence time of node i, denoted by T ir . As discussed, for Nv voice nodes, the voice
traffic occupy a constant fraction ψ of the channel time. Since the arrival time of the
first packet of a talk burst at each voice node is random, we assume that the channel
time occupied by all the voice traffic is uniformly distributed over the total channel
time. Thus, during T ir , the voice traffic occupies ψ · T
i
r channel time on average. The
average service rate of node i, µi, is simply the reciprocal of its token recurrence time.
The queue utilization ratio at node i is denoted by ρi =
λi
µi
= λi · T
i
r . Node i is empty
(with no packet to send) with probability 1−ρi. When a data token holder has a packet
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to transmit, it takes Tdata to transmit; otherwise, it takes Ttoken to pass the token to
the next node. The steady-state probability πt(i) given in (5.1) reflects the frequency
that node i holds the data token. In a long term, in the time interval of T ir (during
which node i holds the data token once), on average, node j holds the data token πt(j)
πt(i)
times. Thus, we have (5.5) at the top of the previous page. Solving (5.5), we get the
token recurrence time T ir (i = 1, 2, . . . , Nd). Then the system data throughput is given
by
Tws = (1 − ψ) ·
∑Nd
i=1 πt(i) · Tdata payload · ρi
∑Nd
i=1 πt(i) · (Tdata · ρi + Ttoken · (1 − ρi))
, ρi ≤ 1
where Tdata payload is the time to transmit the payload of a data packet. When ρi = 1
for all the data nodes, the system is in an overload condition.
B. Data packet delay
With the Poisson arrival assumption, the packet arrival and departure at each data
node can be modeled by an M/G/1 queue. To determine the average delay, we first
need to obtain the average queue length at each data node. According to [Kle75] (p.
175), for an M/G/1 queue, arrivals, departures, and random observers all see the same
distribution of the number of customers in the system. Thus, we conclude that the
average queue length at an arbitrary time is equal to the average queue length at any
packet departure instant. We consider an imbedded Markov chain in which the state
transitions occur at the packet departure instants of a tagged node. We define the state
of this imbedded Markov chain to be the number of packets left behind by the departing
packet. For simplicity of analysis, we assume that the probability of a node having more
than Nm (Nm is chosen to be a large number) packets in the queue is negligible. The
state transition diagram of the imbedded Markov chain is shown in Fig. 5.2. The
average queue length at the tagged node is given by L =
∑Nm
k=0 kp(k), where p(k) is the
steady-state probability of state k. To find the steady-state probability vector of this
Markov chain, we should first obtain the state transition probability from any state i
to j, denoted by pr(i, j).
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Figure 5.2: The state transition diagram of the imbedded Markov chain.
The derivation of pr(i, j) for the case i = 0 is more complex than for the case i > 0.
We first consider the case i > 0, i.e., the tagged node is backlogged (when a packet
leaves the node, there is at least one packet left in the queue). pr(i, j)(i > 0) is the
probability that, during a token recurrence time of a backlogged data node, j − i + 1
packets arrive at that node. Obviously, for all j ≤ i − 2, pr(i, j) = 0. Denote the





(j − i+ 1)!
e−λxb(x)dx, i > 0 (5.6)
where b(x) is the PDF (probability density function) of the token recurrence time at
the tagged node, which is backlogged. In order to obtain pr(i, j), we need to know the
distribution of this token recurrence time. Since this distribution is difficult to obtain




(The derivation of B∗(s) is presented in Section 5.3.2-C). We define random variable
v as the number of packet arrivals during a token recurrence time of a backlogged
data node, and the z-transform of the PMF (probability mass function) of this random
variable is given by V (z) =
∑∞
k=0 P [v = k]z
k. The relationship between V (z) and
B∗(s) is as follows [Kle75] (p. 184),
V (z) = B∗(λ− λz). (5.7)
Then pr(i, j)(i > 0) is given by
pr(i, j) =
1
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For the derivation of pr(i, j) with i = 0 (i.e., when a packet leaves the tagged node,
the node has an empty queue), we consider two scenarios. The first scenario is that,
when the tagged node gets a new chance to transmit (we denote this time instant as
ts, which is the time instant that the node gets the data token again and the channel
is available for the data node to transmit), the queue is still empty. In this case, it
will pass the token immediately to another node. The other scenario is that when the
tagged node gets a new chance to transmit, it has at least one packet in the queue.
In this case, it will transmit the data packet and piggyback the token over the data
packet. Once state 0 in Fig. 5.2 occurs, we sample the number of packets at the tagged
node, denoted by k, at the time instants ts, and stop sampling when k > 0. Fig. 5.3
shows the state transition diagram of the sampled process. There is one starting state
(the same as state 0 in Fig. 5.2), one transient state (k = 0), and Nm absorbing
states (k = 1, 2, . . . , Nm), with state transition probabilities Pt(·, ·). The derivation
of these state transition probabilities is similar to that of pr(i, j)(i > 0). Note that
different time intervals are involved. The time interval from the starting state to state
k (k = 0, 1, . . . , Nm), denoted by t1, is the time period from the moment that the last
packet in the queue leaves the tagged node to the moment that the node gets a new
chance to transmit. The time interval from the transient state to an absorbing state,
denoted by t2, is token recurrence time of an empty node. Both t1 and t2 are random
variables and the Laplace transforms of their PDFs are represented by H∗1 (s) andH
∗
2 (s),
respectively (The derivations of H∗1 (s) and H
∗
2 (s) are given in Section 5.3.2-C). Let v1
and v2 denote the number of packet arrivals during t1 and t2, respectively, and V1(z)
and V2(z) the z-transform of the PMFs of v1 and v2, respectively. Similar to (5.7), we
have V1(z) = H
∗
1 (λ− λz) and V2(z) = H
∗
2 (λ− λz).
The transition probability from the starting state to state k (k = 0, 1, . . . , Nm),



















Figure 5.3: The state transition diagram of the sampled process.
Also, the transition probability from the transient state (k = 0) to state k (k =








Denote Pa(k) the probability that the sampled process enters absorbing state k
(k = 1, 2, . . . , Nm). Given the state transition probabilities, it is straightforward to get
Pa(k) as follows
Pa(k) = Pt(s, k) +
Pt(s, 0)Pt(0, k)
1 − Pt(0, 0)
, k = 1, 2, . . . , Nm.
Pa(k) is actually the conditional probability that the tagged node (which finds itself
empty when the latest packet departs) finds k(> 0) packets in the queue when it gets
a new chance to transmit under the condition that, when it gets the new chance to









, j = 0, 1, . . . , Nm. (5.8)
We take pr(0, 0) and pr(0, 1) as examples to explain (5.8). pr(0, 0) represents the
possibility that, when the tagged node gets a chance to transmit, it finds one packet
Distributed Medium Access Control for QoS Support in Wireless Networks 68
in the queue (with probability Pa(1)), and there is no packet arrival (with probability
e−λTdata) during the packet transmission time. For pr(0, 1), there are two cases: One
case is that, when the tagged node gets a chance to transmit, it finds one packet in
the queue (with probability Pa(1)) and, during the packet transmission time, one new
packet arrives (with probability e−λTdataλTdata); The other case is that it finds two
packets in the queue (with probability Pa(2)), and no packet arrives (with probability
e−λTdata) during the packet transmission time.
With pr(i, j), we can obtain the steady-state probabilities p(k) (k = 0, 1, . . . , Nm)
of the chain shown in Fig. 5.2. Then we have the average queue length L. According
to the Little’s law, the average delay at the tagged node is given by D = L
λ
.
C. The derivation of B∗(s), H∗1(s), and H
∗
2 (s)
B∗(s) is the Laplace transform of the PDF of a backlogged data node’s token recur-
rence time. As discussed, the data token passing process in the proposed scheme can
be modeled by a Markov chain. Each transition from state i to j represents that the
token is passed from node i to node j. In order to get B∗(s), we re-draw this Markov
chain as follows.
For simplicity of presentation, we take a simple example with three data nodes in
the WLAN and take node 1 as the tagged node. We split state 1 into two states: 1 a
and 1 b, as shown in Fig. 5.4. State 1 a is the starting point, representing that node 1
is passing the data token to others; and state 1 b is the ending point, representing that
node 1 is receiving the data token from others. Assuming node 1 is backlogged, the
time duration taken from state 1 a to state 1 b is actually the token recurrence time of
a backlogged data node, whose PDF has Laplace transform B∗(s).
To get B∗(s), a method similar to that used in [ZKF04] is applied here. The Markov
chain shown in Fig. 5.4 can be treated as a signal flow graph [RBR62]. State 1 a is the
source of the signal and state 1 b is the sink. All the other nodes are signal repeaters.
Each branch (state transition) is associated with a branch transmittance. The signals












Figure 5.4: An example of state transition of the data token passing process.
travel along the branches and are modified by the corresponding branch transmittances.
A repeater combines all the incoming signals and sends the outgoing signal along all
the branches diverging from that repeater. The signal transfer function from the source
to the sink can be obtained by application of the Mason’s rule or other flow reduction
methods [RBR62]. It has been found out that, if the branch transmittances are properly
defined, the probability generating function of total transition time from the source to
the sink can be obtained from the signal transfer function [ZKF04]. The probability
generating function is actually the z-transform of the PMF of the total transition time
from the source to the sink. Since Laplace transform has many of the same properties
as z-transform, by properly defining the branch transmittances, we can get the Laplace
transform of the PDF of the total transition time from the source to the sink.
Next, we discuss how to define the branch transmittances. In the following, instead
of using the transition probability, we use branch transmittance, denoted by gij , to
associate with the state transition from i to j. The transmittance is defined as gij =
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P tij · e
−st, where P tij is the transition probability from state i to j (i.e., data token
passing probability from node i to j), t is the transition time from state i to j (i.e.,
the time duration that the process remains in state i before transiting to state j), and
s is a dummy variable. For a specific state transition, the transition time may not
be a constant. For example, considering the transition from state 2 to 3, when node
2 has packets to send, it takes Tdata to transit to state 3; otherwise, it takes Ttoken
to transit to state 3. Considering the presence of voice traffic, the data token holder
has to wait for the voice traffic to be transmitted first. During the voice packet inter-
arrival time Io, on average, the ith data node holds the token Io/T
i
r times, where T
i
r
is given in (5.5). So for each data transmission, the time delayed by voice traffic is







, where T is given in (5.3). So the term e−st is re-written as
po2 · e
−s(Ttoken+Tdelay) + (1− po2) · e
−s(Tdata+Tdelay), where po2 is the probability that node
2 has no packet to send. As discussed in Section 5.3, we have po2 = 1 − ρ2. Notice
that node 1 is assumed to be backlogged, so the transition time from state 1 a to other






−s(Tdata+Tdelay), i = 1
P tij · [poj · e
−s(Ttoken+Tdelay) + (1 − poj) · e
−s(Tdata+Tdelay)], i 6= 1.
According to [RBR62], the signal transfer function from the source 1 a to the sink
1 b, denoted by STF (1 a, 1 b), is given by















Based on the conclusion drawn in [ZKF04], B∗(s) is simply equal to STF (1 a, 1 b).
Recall that H∗1 (s) is the Laplace transform of the PDF of the random variable t1,
which is the time period from the moment that the last packet in the queue leaves a
data node to the moment that the node gets a new chance to transmit. Let random
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variable x denote the token recurrence time of a backlogged data node, whose PDF
has Laplace transform B∗(s). By the definition of t1 and x, we have t1 = x − Tdata.
According to the property of Laplace transform, we have H∗1 (s) = B
∗(s)e−sTdata.
H∗2 (s) is the Laplace transform of the PDF of the random variable t2, which is the
token recurrence time of an empty data node. The derivation of H∗2 (s) is similar to that
of B∗(s). The only difference is in the calculation of gij. By the definition of t2, node
1 (corresponding to state 1 a in Fig. 5.4) is empty now. So the transition time taken
from state 1 a to any other state is Ttoken +Tdelay. Similarly, the term e
−st is re-written
as poj · e
−s(Ttoken+Tdelay) + (1 − poj) · e
−s(Tdata+Tdelay) (j = 2, 3) for the transitions from






−s(Ttoken+Tdelay), i = 1
P tij · [poj · e
−s(Ttoken+Tdelay) + (1 − poj) · e
−s(Tdata+Tdelay)], i 6= 1.
Applying gij to (5.9), we get H
∗
2 (s).
5.4 Numerical Results and Performance Evaluation
In this section, we validate our analysis and evaluate the performance of the proposed
scheme by extensive simulations. For voice traffic, we compare delay performance with
IEEE 802.11e. We choose the GSM 6.10 codec as the voice source as an example.
For data traffic, we compare the performance of channel utilization with IEEE 802.11
DCF (which is a contention based scheme) and the centralized polling scheme [IEE99].
For the contention based scheme, since the RTS/CTS mechanism can improve the
performance compared with the basic access scheme [Bia00], we adopt the RTS/CTS
mechanism in our simulation. In the polling scheme, a central controller polls each node
(based on its scheduling policy) by broadcasting a polling frame. Upon being polled,
a node is granted a transmission opportunity to transmit its packets. If the polled
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node has no packet to send, the central controller polls next node immediately. For
fair comparison, the proposed scheme and the polling scheme have the same scheduling
policy, each polled node (or data token holder) is granted the same channel time,
and the data token size is chosen to be the same as the polling frame size. The
simulation parameters are given in Table 5.1, where the channel rate is to transmit
voice/data packets, and the basic rate is to transmit RTS, CTS, polling frames and the
token. The simulation is done in Matlab. Each data node uses a random generator to
randomly choose the next token holder based on the transition probabilities. In each
run, we simulate 50 seconds of the channel time (except those scenarios which have a
specific simulation end time). Each of the simulation results represents an average of
10 independent runs.
A. Voice traffic analysis accuracy
Table 5.2 shows the fraction of the channel time occupied by voice traffic with dif-
ferent number of voice source nodes (Nv). It can be seen that the analytical results
match closely with the simulation results. For the collision probability (Pwc ), the simu-
lation results demonstrate that it is small, even when Nv is large. For Nv equals to 110,
120 and 130, the analytical results of Pwc are 0.14%, 0.15% and 0.15%, respectively,
while the simulations results are 0.14%, 0.15%, and 0.16%, respectively. For delay
performance, we consider an integrated voice/data scenario with Nv = 50. Fig. 5.5
compares the delays of the proposed scheme and IEEE 802.11e with different number
of data source nodes. It can be seen that the average voice delay increases greatly with
the increase of data source nodes when using IEEE 802.11e, but remains unchanged
in the proposed scheme. The reason is that our scheme provides guaranteed priority
to voice nodes, thus the voice performance is not affected by the data traffic. We also
observe that the voice delay in our scheme is very low (around 1 ms), which verifies
the conclusion drawn in our analysis.
B. Proportional class differentiation of data traffic
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Table 5.1: System parameters used in simulation and analysis of the token-based MAC
scheme.
Parameter Value
Slot time 20 µs
T1/AIFS[AC data] 60 µs







PHY preamble 192 µs
RTS frame size 20 bytes
CTS frame size 14 bytes
polling/token frame size 36 bytes
data packet size 1000 bytes
voice packet size 107 bytes
channel rate 11 Mbps




Table 5.2: The channel time fraction occupied by voice traffic.
The number of voice source nodes 20 30 40 50 60
Simulation results 11% 17% 23% 28% 35%
Analytical results 11% 16% 21% 26% 32%
Distributed Medium Access Control for QoS Support in Wireless Networks 74






























Figure 5.5: The voice packet delay versus the number of data source nodes with Nv =
50.






































Figure 5.6: The throughput achieved by a node in each class.
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Since the performance of proportional class differentiation to data traffic is not
affected by the voice traffic, for simplicity, we consider a WLAN with 20 data source
nodes in the absence of voice nodes. First, we vary the class differentiation requirements
to see if the proposed scheme can provide quantitative class differentiation based on an
arbitrary requirement. We consider three scenarios with different classes and required
class differentiation ratios. In the first scenario, the nodes are classified into two classes,
each having 10 nodes. The required differentiation ratio is 1 : 2. In the second scenario,
there are three classes with a desired differentiation ratio 1 : 1.5 : 3. The number of
nodes in class 1, 2 and 3 are 5, 5 and 10, respectively. In the third scenario, the
nodes are grouped into four classes, each having 5 nodes. The differentiation ratio
is 1 : 0.5 : 2 : 3. The throughput of each node in the three scenarios are shown in
Table 5.3. It is clear that the nodes of different classes achieve different throughputs.
The ratios are very close to the requirements. The nodes in the same class achieve
almost the same throughput as expected. The simulation results demonstrate that the
proposed scheme can effectively provide proportional class differentiation based on a
specific differentiation requirement.
Note that in all the above three scenarios, the number of nodes in the WLAN
remains unchanged during the whole simulation time. Next, we vary the number of
nodes (i.e., some nodes join or leave the WLAN) to verify that the proposed scheme is
adaptive to the network dynamic and provides consistent class differentiation. Consider
three classes, with required class differentiation ratio 1 : 2 : 3. At the beginning of the
simulation (i.e., t = 0), there are 5 nodes in each class. At t = 5s, a new node of class
1 joins the WLAN and, at t = 10s, a node in class 3 leaves the WLAN and, at t = 15s,
a new node of class 2 joins the WLAN. We obtain the throughput of each node, shown
in Fig. 5.6. The throughput of each node is reduced from t = 5s because of the new
node arrival, and increases from t = 10s because of the node departure, and reduced
again from t = 15s because a new node joins the WLAN. Note that the throughput
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Table 5.3: The throughput achieved by each data node in the three scenarios with
different classes.
Scenario 1 Scenario 2 Scenario 3
Node Class throughput Class throughput Class throughput
No. No. (Mbps) No. (Mbps) No. (Mbps)
1 1 0.2819 1 0.2027 1 0.2626
2 1 0.2826 1 0.2047 1 0.2666
3 1 0.2750 1 0.2043 1 0.2620
4 1 0.2826 1 0.1993 1 0.2602
5 1 0.2822 1 0.2020 1 0.2634
6 1 0.2859 2 0.2985 2 0.1318
7 1 0.2852 2 0.3032 2 0.1315
8 1 0.2836 2 0.2996 2 0.1315
9 1 0.2837 2 0.2963 2 0.1358
10 1 0.2861 2 0.2980 2 0.1305
11 2 0.5643 3 0.6066 3 0.5234
12 2 0.5776 3 0.5973 3 0.5278
13 2 0.5685 3 0.5897 3 0.5235
14 2 0.5782 3 0.6095 3 0.5274
15 2 0.5710 3 0.6114 3 0.5248
16 2 0.5727 3 0.6081 4 0.7900
17 2 0.5752 3 0.5945 4 0.8001
18 2 0.5724 3 0.6048 4 0.7910
19 2 0.5679 3 0.6052 4 0.7857
20 2 0.5754 3 0.6063 4 0.8023
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ratios among the three classes remain very close to the constant (as 1 : 2 : 3) during the
whole simulation time. Although the actual throughput of each node changes due to
the network dynamics, the proposed scheme maintains a consistent class differentiation
ratio among different classes.
C. Data throughput and delay analysis accuracy
Consider the WLAN with two classes, each having 15 data source nodes. The
number of voice source nodes is 20. The required class differentiation ratio is 1 : 2.
Fig. 5.7 shows the aggregate throughput and the throughput achieved by each class,
with different system traffic loads. For delay performance, consider three classes with
a required class differentiation ratio 1 : 2 : 3. Fig. 5.8 shows the average delay of the
three classes versus the system traffic load. Obviously, when the traffic load becomes
high, the delay suffered by the node in each class increases. From Figs. 5.7 and 5.8, it
is clearly that the analytical and simulation results of the throughput and delay agree
with each other very well.
D. Channel utilization
Channel utilization is represented by the ratio of the achieved system throughput to
the channel rate. From the simulations, we find that the channel utilization performance
is not sensitive to class differentiation. For simplicity, here we consider a homogeneous
WLAN with a single class. We fix the number of the data source nodes to be 20 in the
WLAN, and vary the traffic arrival rate. Fig. 5.9 compares the channel utilization of
IEEE 802.11 DCF, the polling scheme, and the proposed scheme over a perfect channel.
It is clear that the proposed scheme achieves much higher channel utilization than IEEE
802.11 DCF, when the traffic load becomes high. With an increase of traffic load,
collisions occur more frequently with the contention based scheme. By avoiding those
collisions, the proposed scheme utilizes the channel more efficiently. Compared with
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Figure 5.7: The throughput versus the system traffic load with Nv = 20.






















Figure 5.8: The average packet delay versus the system traffic load with Nv = 20.
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the centralized polling scheme, the proposed scheme also achieves higher utilization,
because it reduces the overhead incurred by the polling frames. The channel utilization
of the proposed scheme over an unreliable channel is also shown in Fig. 5.9, where
the packet error probability Pe = 5%. The impact of the channel is negligble when the
traffic load is low, but results in an approximate 5% reduction in the channel utilization.
It is observed that the proposed scheme still outperforms the other two schemes, taking
into account of the possible token loss.






















Proposed: channel with P
e
 = 5%
IEEE 802.11 DCF with perfect channel
Polling scheme with perfect channel
Figure 5.9: The channel utilization versus the system traffic load.
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5.5 Summary
In this chapter, we propose a novel token-based scheduling scheme for an ad hoc WLAN
that supports both voice and data traffic. The proposed scheme can provide guaranteed
priority access to voice traffic and, at the same time, provide precise and quantitative
service differentiation for data traffic, which provides great flexibility and facility to the
network service provider for service class management. The advantages of the proposed
scheme are summarized as follows:
• Most of the conventional contention based MAC schemes (e.g., IEEE 802.11e) pro-
vide statistical priority to voice traffic, in which the performance of voice service
degrades with an increase of the data traffic load. On the contrary, the proposed
scheme provides guaranteed priority to voice traffic, thus the voice performance
is not affected by the data traffic load.
• Compared with the conventional contention based MAC schemes, the service
class differentiation can be achieved quantitatively in the proposed scheme. Each
class can get exactly the desired portion of the channel capacity. Such a class
differentiation is difficult to achieve by adjusting the contention windows (or
inter-frame spaces) in contention based schemes.
• The contention based MAC schemes are subject to collisions. This nature ren-
ders those schemes inefficient channel utilization. By passing the token among
the nodes in the WLAN, the proposed scheme eliminates collisions which occur
in contention based schemes; therefore, it achieves higher resource utilization,
especially when the traffic load is high.
Chapter 6
Dual Busy-tone MAC for Wireless
Ad Hoc Networks
In the preceding study, a single-hop wireless network (i.e., WLAN) is considered. In this
chapter, we consider a multi-hop wireless ad hoc network. As discussed in Chapter 2,
unlike single-hop WLANs, the multi-hop wireless network presents more challenges to
the QoS provisioning. The hidden terminals bring more collisions. The exposed termi-
nals lead to inefficient channel utilization. The locations of the contending flows can
greatly affect the channel access opportunity of each flow, resulting in serious unfair-
ness and priority reversal problems. The contribution of this work lies in that it is
the first one to propose an effective MAC scheme to address all these problems. Our
proposed MAC scheme utilizes two narrow-band busy-tone channels and one informa-
tion channel. Similar to all other busy-tone schemes, extra hardware cost is incurred
to implement the busy-tone channels. However, as mentioned in [HD02], the wireless
transceiver architecture proposed in [GL00] can help to set up the busy-tone channels
with low hardware cost.
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6.1 The Dual Busy-tone MAC Scheme
In our proposed MAC scheme, the total channel bandwidth is divided into three parts
with sufficient spectral separation (which is similar to DBTMA [HD02]): information
channel, transmitter busy-tone (BTt) channel, and receiver busy-tone (BTr) channel.
The difference of our scheme from DBTMA is that, by adjusting the receiver’s sensitiv-
ity, we set the channels’ carrier sense ranges such that the BTt channel’s carrier sense
range covers the two-hop neighborhood of the sensing node, while the BTr channel’s
carrier sense range covers the one-hop neighborhood of the sensing node1. The reason
for such a setting is explained in the following subsections.
Similar to the IEEE 802.11e, voice and data traffic are assigned different AIFS
values, i.e., AIFS[voice] < AIFS[data]. Before its contention, each contending node
should wait for the two busy-tone channels idle for a duration of its AIFS. Each node
also keeps a backoff timer, the initial value of which is randomly selected from its
contention window. After the AIFS idle time of the two busy-tone channels, the node
starts to send a busy tone in the BTt channel (instead of starting to count down its
backoff timer, as in the IEEE 802.11e). The duration of the busy tone equals its backoff
timer (in the unit of slot time). Upon the completion of its busy tone, the node senses
the BTt channel again. If a busy BTt channel is sensed (i.e., another node is sending a
busy tone), the node selects a new backoff timer (from its current contention window),
and starts its busy tone after AIFS idle time again of both the busy-tone channels. If
the BTt channel is idle:
1All the nodes which are within the transmission range of a node (say node A) are one-hop neighbors of node A.
All the nodes which are beyond the transmission range of node A but within two times the transmission range of node
A are two-hop neighbors of node A. In a wireless network, the carrier sense range varies with the receiver’s sensitivity.
The feasibility of such a setting method can be found in [YYH03]. For presentation clarity, we assume that, when a
node is receiving a frame, only its one-hop neighbours’ transmissions may corrupt its reception. In reality, a node’s
interference range may be larger than its transmission range, so the nodes beyond one-hop of a receiver may still be able
to corrupt the reception. In this case, our scheme can still work if we adjust the BTt channel’s carrier sense range to
be the interference range plus the transmission range, and the BTr channel’s carrier sense range to be the interference
range.
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• For the case of voice traffic, the voice transmitter sends its voice-DATA frame2,
and simultaneously sends a busy tone in the BTt channel until the completion of
the voice-DATA frame, for the purpose of protecting the voice-DATA frame from
being corrupted by hidden terminals (to be discussed in Section 6.1.2). Upon
reception of the voice-DATA frame, the receiver sends a busy tone in the BTr
channel, which serves as an ACK.
• For the case of data traffic, the data transmitter sends an RTS frame, and simul-
taneously sends a busy tone in the BTt channel until the completion of the RTS
to prevent interferers. Upon reception of the RTS, the data receiver sends a busy
tone in the BTr channel, which serves the same function as CTS. Upon recep-
tion of the BTr busy tone, the data transmitter transmits its data-DATA frame.
When the data receiver is receiving the data-DATA frame, it keeps sending a BTr
busy tone to prevent interferers. If data-DATA frame is received successfully, the
data receiver continues to send a BTr busy tone for a small duration (i.e., the
busy-tone detection time), which serves as an ACK.
If the traffic source node does not receive the BTr busy tone after its transmission
of an RTS or DATA frame, a collision is inferred. The source node will double its
contention window (until the maximum contention window CWmax is reached), select a
new backoff timer, and start its next contention after the two busy-tone channels have
been sensed to be idle for its AIFS again. The contention window is reset to the initial
value CWmin upon a successful transmission. Note that voice and data nodes keep the
same CWmin and CWmax in our scheme (to be further discussed in Section 6.1.4), unlike
the IEEE 802.11e.
Details of the operation procedure of the proposed MAC scheme are presented in
the following subsection.
2In this thesis, a voice-DATA frame means a DATA frame from a voice traffic source, while a data-DATA frame
means a DATA frame from a data traffic source.
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6.1.1 Operation Procedure of the Proposed MAC Scheme
Fig. 6.1 illustrates the state transition diagram of the proposed MAC scheme. The
ellipses represent the states of one node, and the name of each state transition is
labeled along the path. At the initialization of the network, every node is at the Idle
state. Detailed state transition procedure is as follows.
• Transition S IB/S IC: When a node is at the Idle state and has traffic to send,
it sets its CW and AIFS according to the traffic type, and chooses a random
backoff timer from [0, CW ]. Then the node senses the BTr and BTt channels for
the duration of AIFS[AC voice] (or AIFS[AC data]). If no busy-tone signal for
AIFS[AC voice] (or AIFS[AC data]), the node will send a busy tone to jam the
BTt channel, and the length of the busy tone (in the unit of slot time) is equal
to its backoff timer. Then the node goes into the Tx BTt Busy Tone state. If
the node senses a busy-tone signal in either channel, it goes into the Contention
state.
• Transition S BR/S BV/S BC: When a node is at the Tx BTt Busy Tone state,
after the completion of its own BTt busy tone, the node monitors both BTt and
BTr channels for one slot time. If both channels are idle (which means the node
is sending the longest BTt busy tone), the node will transmit. If the node has
a data packet to send, it transmits its RTS frame in the information channel, at
the same time sends busy tone in the BTt channel, and goes into the Tx RTS
state; if the node has a voice packet to send, it transmits voice-DATA frame in
the information channel, at the same time sends busy tone in the BTt channel,
and goes into the Tx Voice state. If either the BTt channel or the BTr channel
is busy, the node goes into the Contention state.
• Transition S RW: When a node is at state Tx RTS, it keeps transmitting an RTS
frame at the information channel and the BTt busy tone at the BTt channel. At
























Figure 6.1: The state transition diagram of the proposed dual busy-tone scheme.
the end of RTS frame transmission, the node stops its BTt busy tone, and sets
a timer (equal to the busy-tone detection time), and goes into the Wait For BTr
state.
• Transition S VE: When a node is at state Tx Voice, it keeps transmitting voice-
DATA frame in the information channel and the BTt busy tone in the BTt
channel. At the end of voice-DATA frame transmission, the node stops its BTt
busy tone, and sets a timer (equal to the busy-tone detection time), and goes into
the DATA End state.
• Transition R ID/R IB: When a node is in the Idle state and has no backlogged
traffic to send, it keeps monitoring the information channel to check if there is
any RTS (or voice-DATA) frame destined to it. When the node receives an RTS
(or voice-DATA) frame, it sends a busy tone immediately in the BTr channel
as an indication of successful reception. If the received frame is an RTS frame,
Distributed Medium Access Control for QoS Support in Wireless Networks 86
it sets a timer (equal to the busy-tone detection time plus data-DATA frame
transmission time), and goes into the Receiving Data state. If the received frame
is a voice-DATA frame, it goes into the Tx BTr Busy Tone state.
• Transition R BI: When a node is at state Tx BTr Busy Tone, it continues its
BTr busy tone for the busy-tone detection time, then stops the BTr busy tone
and goes into the Idle state.
• Transition S WD: When a node is at the Wait For BTr state, it senses the BTr
channel. If a BTr busy tone is sensed, it sends a data-DATA frame immediately
in the information channel, and goes into the Tx Data state.
• Transition S WC: When a node is at the Wait For BTr state, it senses the BTr
channel. If the node does not sense a BTr busy tone (which means a collision
may happen), upon timeout, the node doubles its CW (up to CWmax) and goes
into the Contention state.
• Transition S DE: When a node is at the Tx Data state, it keeps transmitting its
data-DATA frame. When the data-DATA transmission is finished, the node sets
a timer (equal to busy-tone detection time), and goes into the DATA End state.
• Transition R DB: When a node is at the Receiving Data state, it receives a data-
DATA frame. If the data-DATA frame is successfully received, it goes into the
Tx BTr Busy Tone state.
• Transition R DI: When a node is at state Receiving Data, it receives a data-DATA
frame. If it does not successfully receive a data-DATA frame, upon timeout, it
stops the BTr busy tone immediately and goes into the Idle state.
• Transition S EI/S EC: When a node is at the DATA End state, it senses the BTr
channel. If it senses a BTr busy tone (which means the destination successfully
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receives the data frame), the node resets its CW to the initial value CWmin,
and goes into the Idle state. If the node does not sense a BTr busy tone in the
DATA End state, upon timeout, it doubles its CW (up to CWmax) and goes into
the Contention state.
• Transition S CB: When a node is at the Contention state, it randomly chooses
a backoff timer from its current CW . Then the node senses the BTr and BTt
channels for the duration of AIFS[AC voice] (AIFS[AC data]). If no busy tone is
sensed, the node will send a busy tone to jam the BTt channel, and the length
of the busy tone (in the unit of slot time) is equal to its backoff timer. Then
the node goes into the Tx BTt Busy Tone state. If the node senses a busy-tone
signal in either channel, it remains at the Contention state.
6.1.2 Solution to the Hidden Terminal Problem
To achieve good performance, not only data-DATA frame collisions but also RTS and
voice-DATA frame collisions caused by hidden terminals should be completely avoided
if possible. In our MAC scheme, the use of an increased carrier sense range in the
BTt channel can help to achieve this target. To protect an RTS (or a voice-DATA)
frame from being corrupted by hidden terminals, when a sender starts to transmit its
frame, it also transmits a busy tone in the BTt channel, and stops it when the RTS
(or voice-DATA) frame transmission is finished. Because of the increased carrier sense
range of the BTt channel, all the potential hidden terminals that may interfere with
this ongoing transmission can sense the BTt channel being busy, and thus defer their
own transmissions and avoid corrupting the RTS (or voice-DATA) frame transmission.
Further, for data traffic, when the sender completes the RTS transmission and the
destination node recognizes that it is the intended receiver, the destination will send
a busy tone immediately in the BTr channel (i.e., serves the same function as CTS).
All the potential hidden terminals of the sender can hear this busy tone, thus deferring
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their transmissions. The destination continues sending the BTr busy tone during the
whole data-DATA frame reception. Therefore, collision is avoided from the beginning
of the RTS transmission to the end of the data-DATA frame transmission.
6.1.3 Solution to the Exposed Terminal Problem
With the use of the BTr busy-tone channel, our scheme can resolve the exposed ter-
minal problem. When a desired receiver receives an RTS (or DATA) frame, instead of
responding with a CTS (or ACK) frame in the information channel, the receiver sends
a busy tone in the BTr channel that serves the same function as an CTS (or ACK)
frame. After sending out an RTS (or DATA) frame, the sender senses the BTr channel.
The status of a busy BTr channel indicates that the RTS (or DATA) frame has been
successfully received by the receiver; otherwise, a collision has occurred. Replacing the
CTS and ACK frames with the BTr busy tones allows multiple senders within one-hop
neighborhood to send their frames simultaneously (as long as they do not interfere with
each other at the receivers) without the problem that the feedback from the receiver
may be corrupted by other ongoing DATA transmissions, since the feedback and DATA
transmissions are in different channels.
To replace the CTS and ACK frames with the BTr busy tones, it is essential to
ensure that, when a sender senses a BTr busy tone after completing its frame trans-
mission, this busy tone must be from its own destination rather than from any other
nodes (since the BTr busy tone does not carry any information). This is achieved in our
scheme as follows. When a sender is sending an RTS (or DATA) frame, all the poten-
tial receivers (which are the destinations of other nodes) within this sender’s one-hop
neighborhood cannot correctly receive their own frames; and therefore, none of them
will send the BTr busy tone as a feedback.
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6.1.4 Solution to the Priority Reversal Problem
To address the priority reversal problem, it is desired to ensure the channel access
priority for voice traffic independent of the node location. Our approach is to let all
potential hidden terminals of the voice node be aware that the voice node is contending
for the channel, so that they defer their own contentions. This is achieved with the use
of the BTt busy tone. In our scheme, after waiting for both the busy-tone channels to
be idle for an AIFS[voice], a voice node sends a BTt busy tone. Thus, for data nodes,
if there exists one or more voice contenders within its two-hop neighborhood, they will
sense the BTt busy tone (from voice nodes) during the AIFS[data] (>AIFS[voice]), and
defer their transmissions. Therefore, the voice node avoids the priority reversal problem
no matter where it is located, benefiting from the doubled carrier sensing range of the
BTt channel.
Note that the proposed MAC scheme not only avoids priority reversal in a non-
fully-connected environment, but also ensures guaranteed priority access for voice traf-
fic. Although IEEE 802.11e and our scheme use the same AIFS settings, our scheme
can achieve guaranteed priority access for voice over data in each contention, while
IEEE 802.11e can only achieve statistic priority access for voice over a long term. The
advantage of our scheme comes from the different BTt busy tone starting moments of
voice and data nodes. This also explains why the same CWmin and CWmax are adopted
by voice and data nodes in our scheme, unlike the IEEE 802.11e.
6.1.5 Solution to the Unfairness Problem
In 802.11e, the nodes with the smallest backoff timer transmit. When a node transmits
successfully, its contention window is reset to the initial value, and thus its chance
to win the next contention is still large. When a packet transmission is collided, the
contention window of the source node is doubled (up to the maximum value), and thus
its chance to win the next contention is small.
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On the contrary, in our scheme, the nodes with the largest backoff timer transmit.
Upon a successful transmission, the node’s contention window is reset to the initial
value, so that its chance to have the largest backoff timer among all the nodes and
win the next contention is small. Upon a collision of its packet, the node’s contention
window is doubled (up to the maximum value), so it has a large chance to have the
largest backoff timer among all the nodes and win the next contention. This means
that our scheme can distribute the channel access time more fairly to the contending
nodes than 802.11e. See the example in Fig. 2.3-(c) in Chapter 2. Suppose that after
one contention, node C resets its CW to CWmin (because of a successful transmission)
while node A doubles its CW (because of the failed RTS), then in the next contention,
it is very likely that node A has a larger backoff timer than node C, thus sends a longer
BTt busy tone (which can be heard by node C). Therefore, node A will win the access
to the channel and node C will defer its transmission.
It may seem that the waiting time (before getting the channel) of a node is longer
with our scheme than that with IEEE 802.11e, since the node with the largest backoff
timer instead of the smallest backoff timer (as in IEEE 802.11e) gets the channel. How-
ever, as shown in our another work [JWZ07], the CW setting can be set to small values
in our scheme. The CW setting {3:15} (i.e., CWmin = 3 and CWmax = 15) works well
for a large number (up to 500) of contending nodes, and the throughput and collision
probability are quite stable when the number of contending nodes increases. Therefore,
the negative effect of the longer backoff time can be neglected. The insensitivity of the
system performance to the number of nodes also facilitates network configuration.
The idea to let the node with the longest busy tone wins the channel is inspired by
the black-burst scheme [SK99]. However, the original idea of black-burst is proposed
to provide QoS guarantee for real-time traffic, and cannot be directly applied to solve
the unfairness problem. Here we adopt the “jamming” nature of black-burst, and
modify the backoff procedure (as discussed above). A result of the modification is good
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fairness performance. Furthermore, in the black-burst scheme, only two traffic classes
are supported. In our scheme, different classes are differentiated by different AIFSs,
and the black burst length is determined by the backoff timer value. So although we
only consider two traffic classes (i.e., voice and data), our scheme can support more
traffic classes as long as they have different AIFS values.
Till now, the proposed scheme is considered in a stationary network environment.
It can also work well in a mobile network. Since the BTr busy tone is sent by a receiver
during the whole data packet reception, and can be heard by all the potential interferers
no matter whether they move or not, any potential sender which is in the vicinity of
an existing receiver will defer its own transmission to avoid collision even in a mobile
environment. A receiver’s data packet reception may be corrupted only in the scenario
where a node has started its transmission when it is far away from the receiver, and
before it finishes its transmission, it moves to the vicinity of the receiver. However, this
scenario rarely happens since a data packet transmission time is too short to allow a
node to move a long distance. For example, it takes about 4 ms to transmit a 1000-byte
data packet at a 2 Mpbs channel rate. For a node with velocity of 60 km/h, it will
move about 0.07 m during 4 ms. Considering an RTS frame, it has an even smaller size
(i.e., 20 bytes), so the possibility that RTS collisions happen due to mobility can be
negligible. From the above discussion, we can see that the effectiveness of the proposed
scheme will not be affected by the mobility of the nodes as long as their velocities are
not extremely high. To deal with the extreme case when the velocity is very high, we
can let each sender monitor the BTr channel during its transmission. When a busy BTr
channel is detected (i.e., a nearby node is receiving a packet), the sender immediately
stops its transmission to avoid collision.
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6.2 Performance Analysis
In this section, we present the analysis of data throughput in our proposed scheme
in a single-hop case without voice traffic. As the analytical result for a multi-hop
network with voice traffic is difficult to obtain, we resort to extensive simulations for
the performance in a multi-hop network.
Consider M data source nodes. For simplicity of presentation, the contention win-
dow of each data node takes values from the set {CW d1 , CW
d
2 } (i.e., CWmin[data] =
CW d1 , CWmax[data] = CW
d
2 ) where CW
d
2 = 2 · (CW
d
1 + 1) − 1. Our analysis can be
easily extended to the cases with more choices of contention windows. Let m(t) denote
the number of data nodes with contention windows size CW d1 at time instant t, and
therefore M −m(t) data nodes are with contention windows size CW d2 . Define a trans-
mission event as a successful transmission or a collision. We sample the value of m(t)
at the beginning of each transmission event, and form a discrete-time Markov process,
as shown in Fig. 6.2.
For state m(t) = i, let j1 and j2 denote the numbers of nodes that transmit in the




probability of the largest backoff timer value l in such a transmission event (i.e., j1
nodes with CW d1 and j2 nodes with CW
d
2 choose a backoff timer l and all other nodes

































)M−i−j2, 0 ≤ l ≤ CW d1 ,












)M−i−j2, 0 ≤ l ≤ CW d2 ,
if j1 = 0
(6.1)
where j1 + j2 ≥ 1. The event is a successful transmission if j1 + j2 = 1, or collision if
j1 + j2 > 1.
3Here we omit the time index t for j1 and j2.
Chapter 6. Dual Busy-tone MAC for Wireless Ad Hoc Networks 93
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Figure 6.2: The state transition diagram of m(t).
Fig. 6.2 illustrates the state transition diagram of m(t). For state m(t) = i, after a
transmission event, the process will
• remain at state i if one node with CW d1 transmits successfully (i.e., j1 = 1 and
j2 = 0) with probability
∑
0≤l≤CW d1
p1,0,l|i, or a collision happens in which no node
with CW d1 but at least two nodes with CW
d
2 are involved (i.e., j1 = 0 and j2 ≥ 2)
with probability
∑
0≤l≤CW d2 , 2≤j2≤M−i
p0,j2,l|i;
• transit to state i + 1 if one node with CW d2 transmits successfully (i.e., j1 = 0




• transit to state i − k (1 ≤ k ≤ i) if a collision happens in which k nodes with
CW d1 are involved, with probability
∑
0≤l≤CW d1 , 1≤j2≤M−i
p1,j2,l|i when k = 1, or
∑
0≤l≤CW d1 , 0≤j2≤M−i
pk,j2,l|i when k > 1.
Based on the transition probabilities among the states in Fig. 6.2, we can obtain the
steady-state probabilities of all the states, [π(0), π(1), . . . , π(M)]. Let ts and tc denote





ts = AIFS[AC data] + SRTS/Rbasic + tdet + Sd DATA/R+ tdet
tc = AIFS[AC data] + SRTS/Rbasic + tdet
(6.2)
where SRTS and Sd DATA are the RTS and data-DATA frame sizes in bits, respectively,
Rbasic and R are the basic rate (for RTS transmission) and information transmission
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rate (for DATA transmission), and tdet is BTr busy-tone detection time (i.e., the sender
detects the BTr busy tone after an RTS and/or a data-DATA frame transmission).




pj1,j2,l|i · (l · τ + ts) +
∑
l; j1+j2>1
pj1,j2,l|i · (l · τ + tc). (6.3)












To evaluate the performance of our proposed scheme, we compare it with IEEE 802.11e
and DBTMA. We compare our scheme with IEEE 802.11e in all cases and with DBTMA
in the cases with hidden and exposed terminals, since DBTMA focuses on the issues of
hidden and exposed terminal problems, but not on priority and fairness issues. Since
DBTMA does not explicitly specify its backoff mechanism, for fair comparison, we use
the same backoff mechanism for DBTMA as that in our scheme. For DBTMA, only
data traffic is considered. We choose the GSM 6.10 codec as the voice source as an
example. Long-lived data traffic is considered (each data node always has frames to
send).
As shown in [JWZ07], both voice and data traffic can choose the CW setting {3:15}
in our scheme. For IEEE 802.11e and DBTMA, it is not appropriate to use the same
small CW sizes as those in our scheme. For 802.11e, a small CW setting leads to
serious collisions and low throughput when the number of contending nodes increases.
For DBTMA, it leads to a very low throughput in the network with hidden terminals.
The simulation parameter values are listed in Table 6.1. First, the system performance
is evaluated under some specific network topologies as shown in Fig. 6.3. Then random
topologies are simulated for more comprehensive evaluation.
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Table 6.1: Simulation parameters used for the dual
busy-tone MAC scheme.
Parameter Value
Slot time τ 20 µs
SIFS 10 µs
AIFS[AC voice] 30 µs
AIFS[AC data] 50 µs
CWmin (for the proposed scheme) 3
CWmax (for the proposed scheme) 15
CWmin[voice] (for IEEE 802.11e) 15
CWmax[voice] (for IEEE 802.11e) 127
CWmin[data] (for IEEE 802.11e) 31
CWmax[data] (for IEEE 802.11e) 1023
CWmin (for DBTMA) 15
CWmax (for DBTMA) 255
PHY preamble 192 µs
MAC header 36 bytes
SRTS (RTS frame size) 20 bytes
SCTS (CTS frame size) 14 bytes
SACK (ACK frame size) 14 bytes
Sd DATA (data-DATA frame size) 1000 bytes
Link rate (for IEEE 802.11e) 11 Mbps
Information channel rate (for the proposed scheme) 10.9 Mbps
Basic rate (for RTS and/or CTS transmission) 2 Mbps
tdet (busy-tone detection time) 10 µs
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Figure 6.3: The network topologies used in simulation of the wireless ad hoc network.
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6.3.1 Throughput in a Scenario with Hidden Terminals
We compare the performance in scenarios (a) and (b) (see Fig. 6.3). Scenario (a) is
a fully-connected network with Na(= 4, 12, 20, . . .) senders. Scenario (b) is a network
with hidden terminals, which has four groups 4, each group containing Na/4 senders. In
both scenarios, all the senders send data traffic to a common receiver. Fig. 6.4 shows the
RTS collision probability (which is approximated by the ratio of the collided RTS frame
number to the total transmitted RTS frame number). For IEEE 802.11e and DBTMA,
the RTS collision probability in scenario (b) is much higher than that in scenario (a).
Correspondingly, the aggregate throughput in scenario (b) is much lower than that in
scenario (a), shown in Fig. 6.5. The gap is contributed by the hidden terminals. On the
contrary, with our scheme, the RTS collision probability and the aggregate throughput
almost remain the same in both scenarios. The hidden terminals in scenario (b) do
not introduce more RTS collisions, indicating that our scheme effectively avoids RTS
collisions caused by hidden terminals. Note that completely avoiding RTS collisions
caused by hidden terminals does not mean that the RTS collisions do not happen.
Actually, in scenario (a) without hidden terminals, RTS collisions still exist. Such
collisions happen when more than one contending nodes choose the same backoff timer.
We resolve those collisions by doubling the CW of the collided nodes as in IEEE 802.11e.
A large CW results in a small RTS collision probability but a long backoff time. In
order to maximize the resource utilization, there exists a tradeoff between the RTS
collision probability and the backoff time. Hence, it is not necessary to eliminate such
RTS collisions. However, it is desirable to reduce the RTS collisions caused by hidden
terminals to zero if possible, since they reduce the efficiency of resource utilization.
From Fig. 6.4 we notice that, in scenario (a), the RTS collision probability of our
scheme is higher than that of IEEE 802.11e and DBTMA. It is because our scheme
4Each group represents a set of nodes, which are in the transmission range of each other and are contending with each
other. The nodes in the same group have the same characteristics. The nodes in one group are beyond the transmission
range of any node in other groups.
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IEEE 802.11e, scenario (a)
IEEE 802.11e, scenario (b)
DBTMA, scenario (a)
DBTMA, scenario (b)
Proposed scheme, scenario (a)
Proposed scheme, scenario (b)
Figure 6.4: RTS collision probability for IEEE 802.11e, DBTMA, and our scheme in
scenarios (a) and (b).

























IEEE 802.11e, scenario (a)
IEEE 802.11e, scenario (b)
DBTMA, scenario (a)
DBTMA, scenario (b)
Proposed scheme, scenario (a)
Propsoed scheme, scenario (b)
Figure 6.5: The aggregate throughput of IEEE 802.11e, DBTMA, and our scheme in
scenarios (a) and (b).
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Table 6.2: The aggregate throughput (Mbps) in scenarios (c) and (d) shown in Fig. 6.3.
Scenario (c) Scenario (d) single-flow
Proposed 11.95 11.96 5.98
IEEE 802.11e 4.22 3.84 3.87
DBTMA 10.87 10.97 5.48
uses a smaller contention window size than those for IEEE 802.11e and DBTMA (see
Table 6.1). The smaller the contention window, the higher the RTS collision probability.
However, the backoff time is also reduced significantly in our scheme. As a result, the
aggregate throughput in our scheme is still higher than those of IEEE 802.11e and
DBTMA, as shown in Fig. 6.5.
6.3.2 Throughput in Scenarios with Exposed Terminals
In scenario (c) in Fig. 6.3 the senders are exposed terminals, while in scenario (d)
the receivers are exposed terminals. In both scenarios, senders send data traffic to
the corresponding receivers. Table 6.2 compares the aggregate throughput of the pro-
posed scheme, IEEE 802.11e and DBTMA in these two scenarios. For comparison, the
throughput of a single data flow (i.e., only a data flow exists in the network) is also
presented. We can see that the aggregate throughput of IEEE 802.11e in scenarios (c)
and (d) is similar to the single flow throughput, indicating that IEEE 802.11e suffers
from the exposed terminal problem. On the contrary, the aggregate throughput of
our scheme and DBTMA in scenarios (c) and (d) are almost two times the single-flow
throughput, indicating that our scheme and DBTMA allow simultaneous transmissions
among exposed terminals.
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Figure 6.6: Voice frame dropping probability versus data node number in a fully-
connected network with 20 voice nodes.
6.3.3 Priority Access
First, we evaluate the priority performance of the proposed scheme supporting voice/data
traffic in a fully-connected network. As voice traffic is delay-sensitive, frames with a
large delay are considered useless and discarded. In the simulation, we set the voice
frame delay bound as 40 ms. If a voice frame cannot be delivered successfully within the
delay bound after its generation, it will be dropped by the voice sender. Fig. 6.6 shows
the voice frame dropping probability in different MAC schemes, for 20 voice source
nodes when the number of data source nodes changes from 10 to 60. No voice frame
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Table 6.3: The average voice access delay (ms) with different node number Ng within
a group in scenarios (e) and (f) shown in Fig. 6.3.
Ng 1 2 3 4 5 6 7 8 10 20
Scenario (e) 9.9 27.1 45.7 57.3 97.1 101.6 165.3 175.5 228.3 686.0
802.11e
Scenario (f) 1.38 1.17 1.27 1.19 1.31 1.21 1.26 1.24 1.25 1.32
Scenario (e) 1.27 1.15 1.11 1.11 1.12 1.10 1.08 1.11 1.11 1.11
Proposed
Scenario (f) 1.09 1.07 1.06 1.16 1.06 1.10 1.10 1.15 1.11 1.13
dropping is observed in our scheme, while in IEEE 802.11e the voice frame dropping
probability increases with the data node number. The results indicate that our pro-
posed scheme (which provides guaranteed priority access) has better QoS provisioning
capability than IEEE 802.11e (which provides statistical priority access).
Next, we choose two specific scenarios (e) and (f) (see Fig. 6.3) to study whether or
not the priority access is dependent on the locations of the flows. In both scenarios, a
group of voice nodes are contending with a group of data nodes. Each group contains
Ng nodes, sending traffic to a common receiver. We use the average voice flow access
delay (which is the time duration from the moment that the frame is at the top of
the buffer to the moment that the frame has been successfully transmitted) as the
performance metric, given in Table 6.3. For IEEE 802.11e, the voice access delay is
quite large in scenario (e), from 9.9 ms to 863.7 ms with the increase of Ng; while in
scenario (f), the delays are around 1 ms for all the Ng values. These results indicate
that the priority access performance of IEEE 802.11e is location-dependent. On the
contrary, in our scheme, the voice access delay almost remains the same (around 1 ms)
in both scenarios and for all the Ng values, indicating that our scheme provides a stable
priority access, independent of the flow locations.
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Figure 6.7: The total data throughput and Fairness Index versus data node number in
a fully-connected network with only data traffic.
6.3.4 Fairness
First, we compare the short-term fairness performance of IEEE 802.11e and our scheme
in a fully-connected network as shown in scenario (a) in Fig. 6.3. The fairness is mea-










[JDB99], where Ti is the throughput
of the ith data node over a time window, and Kd is the number of data nodes. The
higher the Fairness Index value, the better the fairness performance. We sample the
Fairness Index values after each duration over which each data node transmits 6 frames
on average. Fig. 6.7 compares the average Fairness Index values. As expected, our
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scheme shows better short-term fairness performance than IEEE 802.11e. The aggre-
gate throughputs of the two schemes are also shown in Fig. 6.7. We can see that the
analytical and simulation results for our scheme match well. The aggregate throughput
of our scheme is larger than that of IEEE 802.11e.
Next, we compare the long-term fairness performance of IEEE 802.11e and our
scheme in scenario (g) in Fig. 6.3 (since even long-term fairness is difficult to achieve
in this scenario, we do not consider short-term fairness, but compare the achieved
throughput of each flow). It is found that flows 1 and 2 achieve a throughput of 3.46
Mbps and 2.31 Mbps, respectively, in our scheme, but 0.2 Mbps and 3.77 Mbps, respec-
tively, in IEEE 802.11e. In IEEE 802.11e, flow 1 is almost starved while flow 2 occupies
the channel almost all the time; in our scheme, each flow gets a certain share of the
channel time. Note that our scheme improves the long-term fairness performance to
some degree as compared with IEEE 802.11e, but not yet achieves absolute fairness.
To achieve absolute fairness in a distributed manner is extremely challenging. Extra
information needs to be exchanged among the nodes, and a controller is needed to co-
ordinate the transmissions from the nodes, making the scheme not scalable. Therefore,
there exists a tradeoff between scalability and absolute fairness.
6.3.5 Performance in Random Topologies
We consider a 1000 m ×1000 m service area, where the transmission range of each node
is 200 m. The nodes are evenly distributed in the whole area. The flows are randomly
chosen from the nodes which are one hop away. Half of the flows are voice flows and
the remaining are data flows. Here we simulate three cases: sparse (36 nodes with
10 flows), medium (121 nodes with 50 flows), and dense (441 nodes with 200 flows).
The node density is measured as d, where the number of nodes Nn = d
2. Initially, we
choose d = 6 for sparse case. We increases d by 5 for medium case, and further by
10 for dense case. In our experiment, we use the different node densities to reflect the
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different contention degrees of the network. When the node density increases within a
fixed area (i.e., the number of nodes increases), the number of flows (and traffic load)
will increase, so does the contention degree.
























IEEE 802.11e, sparse case
Proposed scheme, sparse case
IEEE 802.11e, medium case
Proposed scheme, medium case
IEEE 802.11e, dense case
Proposed scheme,dense case
Figure 6.8: The CDF of voice access delay in random topologies.
To compare the priority access performance, we show the CDF (cumulative distri-
bution function) of voice access delay in Fig. 6.8. The vertical axis is the probability
that the voice access delay is larger than the delay specified in the horizontal axis. It
is clear that our scheme has a smaller voice access delay than IEEE 802.11e in all the
three cases. In the sparse case, all voice frames’ access delays are below 5ms in our
scheme, and around 11% voice frames have an access delay larger than 5ms in IEEE
802.11e. With the increase of user density, the voice access delay is increased in both
schemes because the voice flows encounter a much higher contention level and are more
likely to collide. In the dense case, around 30% (10%) voice frames have an access delay
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larger than 10 ms in IEEE 802.11e (our scheme). The aggregate data traffic throughput
of IEEE 802.11e is 14.56 Mbps, 21.77 Mbps, and 11.54 Mbps in the sparse, medium,
and dense cases, respectively, while for our scheme it is 23.41 Mbps, 46.16 Mbps, and
30.21 Mbps, respectively. That is, our scheme has a higher throughput than IEEE
802.11e in all the three cases. Note that the system throughput in the medium case is
larger than those in the other two cases. In the sparse case, as a small number of flows
contend for the channel, the network capacity is not fully utilized. With an increased
flow number in the medium case, the system throughput is increased. When the flow
number further increases (in the dense case), more resources are used by voice traffic,
resulting in a reduced throughput of data traffic.
6.3.6 Sensitivity of the Proposed Scheme to Carrier Sense
Ranges
With an appropriate carrier sense range setting, the hidden/exposed terminal problem,
priority reversal and unfairness problems are eliminated and, at the same time, the
resources are efficiently utilized. In reality, the carrier sense ranges may not be set
exactly as required, resulting in reduced efficiency or effectiveness of the proposed
scheme. To investigate the sensitivity of the proposed scheme to different carrier sense
ranges, random topologies with different node densities are considered. The random
topologies and flows are generated in the same way as in the preceding subsection. BTt
channel’s carrier sense range is set to θ1 times transmission range, where θ1 varies from
1.6 to 2.4. BTr channel’s carrier sense range5 is set to θ2 times transmission range,
where θ2 varies from 1.0 to 1.2.
Table 6.4 compares the average voice packet delays and the aggregate data through-
puts with different BTt/BTr carrier sense range settings in the networks with different
5Typically the carries sense range is no less than the transmission range, so we do not consider the case that BTr
channel’s carrier sense range is less than the transmission range.
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Table 6.4: The average voice access delay (ms) and aggregate data throughput (Mbps)
with different carrier range settings.
θ1 and θ2 values
θ1=1.6 θ1=1.8 θ1=2.0 θ1=2.2 θ1=2.4 θ1=2.0 θ1=2.0
θ2=1.0 θ2=1.0 θ2=1.0 θ2=1.0 θ2=1.0 θ2=1.1 θ2=1.2
Voice access delay 0.66 0.67 0.74 0.74 0.80 0.74 0.75
Sparse case
Data throughput 23.57 23.56 23.41 23.41 22.80 23.41 23.42
Voice access delay 2.75 2.64 2.50 2.50 2.57 2.68 2.29
Medium case
Data throughput 49.38 49.47 46.16 42.86 41.42 46.15 35.7
Voice access delay 5.76 5.07 5.05 4.73 4.95 4.64 3.95
Dense case
Data throughput 35.74 33.15 30.21 26.07 21.27 28.94 27.72
node densities. It can be seen that the average voice access delay changes slightly with
different carrier sense range settings. For the aggregate data throughput, it remains
almost the same in the sparse case, and reduces slightly in the medium and dense cases
when the BTt/BTr channel’s carrier sense range increases. In the medium and dense
cases, when the BTt channel’s carrier sense range is larger than the coverage of two-hop
neighborhood, some nodes may unnecessarily defer their transmissions, resulting in a
reduced resource utilization. When the BTt channel’s carrier sense range is less than
the coverage of two-hop neighborhood, a slightly higher data throughput is achieved
with the cost of unfairness. When the BTr channel’s carrier sense range is larger than
the coverage of one-hop neighborhood, the receivers may prevent some nodes (which
may not corrupt their receptions) from transmitting concurrently. However, in the
sparse case, since flows are likely to be far away from each other, the carrier sense
ranges have little impact on the resource utilization.
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6.4 Summary
In this chapter, we present a novel busy-tone based distributed MAC scheme support-
ing voice and data traffic in wireless ad hoc networks. Although many busy-tone based
MAC scheme have been proposed in the literature, most of them are designed to solve
hidden (or exposed) terminal problem. The newly proposed scheme is the first one
to utilize the busy tones to address not only the hidden/exposed terminal problems,
but also the priority reversal and unfairness problems associated with wireless ad hoc
networks. The simulation results demonstrate that the system throughput is signifi-
cantly increased by resolving the hidden and exposed terminal problems. As compared
with the IEEE 802.11e, our scheme greatly reduces voice traffic delay by ensuring
location-independent guaranteed priority access for voice traffic, and significantly im-
proves fairness performance for data traffic.
Chapter 7
Collision-free MAC for Wireless
Mesh Backbones
In this chapter, we study a wireless mesh backbone, which consists of a number of
routers located at fixed sites and covers a large geographical area. Different from
the existing MAC schemes, our MAC scheme design benefits greatly from the fixed
network topology. With the router location information, collision-free transmissions are
scheduled in a deterministic way, without the request to RTS/CTS handshaking prior
to every packet transmission. Thus, the overhead is greatly reduced, as compared with
contention based MAC schemes. Meanwhile, the deterministic schedule in our MAC
scheme is adaptive to the traffic dynamic and can achieve maximal spatial frequency
reuse. By eliminating collisions, reducing overhead, and achieving maximal spatial
frequency reuse, the proposed scheme achieves much higher resource utilization than
contention-based MAC schemes. Unlike most of the existing MAC schemes which are
limited to single-hop communications, the proposed MAC scheme takes the end-to-end
QoS provisioning for multi-hop flows into consideration.
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7.1 The Distributed MAC Scheme
In our system, all routers are synchronized in time1. There is a single information
channel in the network, through which all the routers send their packets. Two routers
are one-hop neighbors with each other if they are within the transmission range of each
other. Based on the fixed locations of routers, the transmission power and rate for
each wireless link can be appropriately determined, so that the required transmission
accuracy at each link can be achieved and two or more links (which are more than two-
hop away2) can transmit simultaneously without corrupting each other’s transmissions.
7.1.1 Distributed Time Slot Allocation
Time is partitioned into slots of constant duration, which are allocated to each router
in a distributed manner. Once a router is allocated a slot, it can transmit one (or
multiple) packets to one (or multiple) one-hop neighbor(s), and all its one-hop and
two-hop neighbors are not allocated the same slot in order to avoid packet transmission
corruption. The same slot can be allocated to the routers which do not interfere with
each other to achieve spatial frequency reuse. As shown in Fig. 7.1-(a), one slot consists
of two portions: the first portion is the control part, occupying a very small fraction of
the whole slot time. The control part is used to determine whether or not a router can
transmit its packets in that slot; the second portion is the transmission part, dedicated
to packet transmissions. The control part is further divided into several mini-slots,
indexed sequentially with numbers 1, 2, 3, etc. Each router is assigned one mini-
slot, but one mini-slot may be assigned to different routers. The mini-slot assignment
algorithm is presented in Section 7.1.2.
1Synchronization can be provided by Global Positioning System (GPS) or other advanced synchronization tech-
niques [TKKN03, YTG+07, TLG04, GKS03, EGE02]. Synchronized transmissions have also been adopted by WiMAX
(Worldwide Interoperability for Microwave Access), a wireless broadband access technology), where a time-division
duplex (TDD) protocol is applied to coordinate simultaneous transmissions on multiple links [IEE06].
2Two links are two-hop away when the receiver of each link is two-hop away from the source of the other link.
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Figure 7.1: The slot structure in the proposed collision-free MAC scheme.
When a router (say router A with mini-slot k) has packet(s) to transmit, it first
monitors the mini-slots from 1 to k − 1. If a jamming signal is detected at any of
the mini-slots, it gives up the transmission at the current slot. Otherwise (i.e., the
channel remains idle, which means that all the routers within two hops from router A
and associated with mini-slot 1 to k − 1 have no packet to transmit), router A sends
a jamming signal at mini-slot k. By adjusting the transmission power of the jamming
signals and the receivers’ sensitivity, we can ensure that all the routers within two hops
from router A hear the jamming signal3. Consequently, all of the one-hop and two-hop
3Here we consider a good propagation environment. When router A sends a jamming signal, it is possible that some
of its two-hop neighbors may not hear the jamming signal if there are obstacles in between. In this case, we let each
router send jamming signals to its one-hop neighbors (with lower power), and split one mini-slot into two parts. In the
first part, router A sends a jamming signal to its one-hop neighbors. Upon hearing the jamming signal, all its one-hop
neighbors relay the jamming signal in the second part. Therefore, all the two-hop neighbors of router A can hear the
jamming signal.
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neighbors of router A will not transmit at the current slot to avoid corrupting router
A’s transmission. The router which sends a jamming signal at the control part will
transmit its packets at the transmission part of the same slot.
7.1.2 Mini-Slot Assignment
The mini-slot assignment has the following requirements: 1) Any two routers which
are within the two-hop neighborhood of each other should not be assigned the same
mini-slot; 2) A minimum number of mini-slots should be assigned. In other words,
the number of mini-slots cannot be reduced without violating requirement 1). The
first requirement is to ensure that the routers which send jamming signals at the same
mini-slot can transmit simultaneously without interfering with each other. The second
requirement is to reduce the control overhead as much as possible. A mini-slot as-
signment algorithm which satisfies these two requirements is proposed in the following.
Since the routers are located at fixed sites, the mini-slot assignment can be determined
based on the whole network topology at the initialization of the network.
The overhead of the proposed scheme is dependent on the maximal number of
routers in a two-hop neighborhood but not the total number of routers in the network,
making the proposed scheme scalable for large networks. Since the overhead caused by
mini-slots in our scheme is much smaller than that caused by the backoff and RTS/CTS
control message exchanging in contention-based schemes, the control overhead in the
proposed scheme is expected to be greatly reduced.
7.1.3 Maximal Spatial Frequency Reuse
The proposed scheme can achieve maximal spatial frequency reuse. By maximal spatial
frequency reuse we mean that the set of routers which transmit simultaneously (without
interfering with each other) in each slot is a maximal set. That is, there does not exist
any router which does not belong to this set but can transmit simultaneously (without
Distributed Medium Access Control for QoS Support in Wireless Networks 112
1: Nm = 1; //Nm denotes the number of mini-slots. At the beginning of the algorithm, it is set to 1.
2: S = {all the routers in the networks}, S1 = NULL; //Si denotes the set of routers which are assigned
mini-slot i.
3: while S 6= NULL do
4: Randomly choose a router (denoted by A) from S
5: assign flag = FALSE
6: for i = 1, .., Nm do
7: if none of one-hop and two-hop neighbors of router A belongs to Si then
8: Assign mini-slot i to router A, and add router A into Si;
9: Delete router A from S;




14: if assign flag = FALSE then
15: Nm = Nm + 1;
16: Assign mini-slot Nm to router A, SNm = {A};
17: Delete router A from S;
18: end if
19: end while
Algorithm 1: Mini-Slot Assignment
interfering with each other) with all the routers in the set.
Proof. Consider a slot T. Let ST denote the set of routers which transmit at slot T.
Suppose there exists one router A which does not belong to ST (i.e., does not transmit
at slot T), and whose potential transmission at slot T does not interfere with the
transmissions of all the routers in ST . Router A does not transmit at slot T means
that router A hears the jamming signal from one router (say B) within its two-hop
neighborhood. Thus, router B must be in ST . Since router B is within the two-hop
neighborhood of router A, a collision can happen if both A and B transmit to a same
neighbor. This conflicts with the supposition.
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7.1.4 Per-router Fairness and Per-flow Fairness
Two fairness models are considered: per-router fairness and per-flow fairness. In the
per-router fairness model, all the routers have fair channel access opportunities inde-
pendent of the number of micro-flows delivered by the routers. Thus, the flows may
have different throughput, depending on the traffic load of the associated routers. In
the per-flow fairness model, when any two routers (which may relay different numbers
of flows) contending with each other, all the flows4 relayed by the two routers have fair
channel access opportunities. Thus, a heavy-load router should have more chances to
access the channel than a router with light load.
First, we consider how to achieve per-router fairness. From Section 7.1.1, it is
obvious that the opportunity that one router may transmit in a slot largely depends on
its mini-slot index in that slot. The smaller the index, the larger the opportunity. In
order to fairly allocate the slots to each router, we have an initial mini-slot assignment
(pre-determined at the initialization of the network), and rotate the index of the mini-
slots slot by slot (i.e., the first mini-slot in the current slot becomes the last one in
the next slot, the second mini-slot in the current slot becomes the first one in the next
slot, and so on). It is possible that some routers may have less neighbors than others,
i.e., the number of neighbors (within two-hop vicinity) of a router may be less than
the number of mini-slots. In this case, just rotating the mini-slots may not ensure fair
channel access for each router. Consider an example that a router (denoted by A) has
3 one-hop and two-hop neighbors B, C, and D, while the number of mini-slots is 6. A
possible mini-slot assignment is shown in Fig. 7.1-(b). Accordingly, when we rotate the
mini-slots, router A gets more chances to access the channel, benefiting from the two
idle mini-slots. To solve this problem, we do not use a fixed mini-slot assignment. After
a certain period, the order of the mini-slots is re-arranged (e.g., router D is assigned
4Note that the flow here is not referred to as the end-to-end multi-hop flow, but the one-hop sub-flow from the relay
router to the next hop.
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the first mini-slot and router A is assigned the 4th mini-slot), and each router rotates
the mini-slots based on the new mini-slot assignment. All the mini-slot assignments
are pre-determined and known by all the routers.
Per-flow fairness is achieved based on per-router fairness. Each router needs to
exchange the information (i.e., the number of flows relayed by each router) with its
one-hop and two-hop neighbors. According to the information, each router determines
the fraction of time that it accesses the channel. Then each router adjusts its channel
contending behavior accordingly. Consider an example that three routers (A, B, and
C) contend with each other, while router A has 1 flow, router B has 2 flows, and router
C has 3 flows. According to per-flow fairness, the fractions of channel time allocated to
routers A, B, and C are 1/6, 2/6, and 3/6, respectively. With per-router fairness, all the
fractions of channel access time of the three routers are 1/3. For router A, to reduce
its time fraction from 1/3 to 1/6, it gives up half of its transmission opportunities.
Thus, every two times when router A gets a turn to send a jamming signal at mini-slot
1, it gives up sending the jamming signal one time. On the contrary, to increase the
time fraction of router C from 1/3 to 3/6, router C takes advantage of the transmission
chances given up by router A. Router C can send its jamming signal at its own mini-slot
upon hearing an idle channel during all the prior mini-slots. For router B, it neither
gives up its own transmission opportunities nor takes the chances from others, thus
maintains the same time fraction as that in per-router fairness. When the mini-slot of
router B is not the last one, after hearing an idle channel during all the prior mini-slots,
it does not send its jamming signal and leave the chance to router C. However, if the
mini-slot of router B is the last one, it will transmit at the current slot to achieve spatial
frequency reuse.
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7.1.5 Guaranteed Priority Access for Real-time Traffic
Since real-time traffic usually has a strict delay requirement, guaranteed priority access
for real-time traffic is necessary in order to provide QoS satisfaction for real-time traffic.
Hence, we add a mini-slot prior to all the other mini-slots. This extra mini-slot (referred
to as real-time mini-slot) is dedicated to real-time traffic and its index is not rotated.
For a router with real-time packet(s) to transmit, in addition to sending a jamming
signal in its own mini-slot, it first sends a jamming signal in this real-time mini-slot.
Upon hearing the jamming signal in this mini-slot, the routers which have only data
packets will not send their own jamming signals, letting routers with real-time traffic
send a jamming signal in their corresponding mini-slots. When two or more real-time
routers contend for the same slot, the one with the smallest mini-slot index will first
send the jamming signal and get the slot.
In order to provide further priority differentiation to real-time packets with different
delay requirements, we can have an additional number of real-time mini-slots. For real-
time mini-slot i (i = 1, 2, . . .), a corresponding urgency level Ui (U1 < U2 < U3 . . .) is
pre-defined. The smaller the Ui, the more urgent the level is. The urgency of a real-time
packet is measured by the packet due time and the remaining hops to the destination.
The due time of a real-time packet is the packet generation time plus the packet delay
bound. We assume that this information is included in the packet header and known
by the traversed routers. The packet is more urgent if the due time is smaller and
the number of the remaining hops is larger. Considering a router with a real-time
packet j having the remaining time tj to the due time and the remaining hops nj to
the destination, if Ui−1 <
tj
nj
≤ Ui (where U0 = 0), then the router sends a jamming
signal at real-time mini-slot i if all the prior real-time mini-slots are idle. Once a router
hears the jamming signal (which means that another one-hop or two-hop-away router
has a more urgent real-time packet), it will quit the contention for the current slot.
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7.1.6 Congestion Avoidance
In the wireless backbone, it is very likely that some routers (referred to as bottleneck
routers) located at the center of the network or near the gateway need to relay more
traffic than other routers. In the case of per-router fairness, with an absolute fair
channel access for each router, the traffic arrival rate will be higher than the traffic
departure rate at the bottleneck routers. As a result, the packets will be accumulated,
eventually causing buffer overflow at the bottleneck routers. It is possible that multi-
hop data flows pass through bottleneck routers. Buffer overflow at the routers results
in resource waste and low end-to-end throughput. TCP is the most popular protocol
to deal with network congestion at the transport layer. However, TCP suffers from
severe performance degradation in wireless networks, due to the fact that it is difficult
for the source nodes at the transport layer to know explicitly whether a packet loss is
due to buffer overflow or temporary link failure [HCSH06]. In order to avoid congestion
effectively in the mesh backbone, we propose a straightforward mechanism at the MAC
layer. Each router keeps track of its packet arrivals and departures. For each one-
hop neighbor, the router records the number of arrived packets (denoted by Ca) and
departed packets (denoted by Cd) which are from the neighbor. If the difference between
Ca and Cd is larger than a pre-defined threshold, the router sends a message to the
neighbor to suspend its transmissions to this router. When the difference between
Ca and Cd decreases to a certain value, the router sends a message to resume the
transmissions. This approach avoids buffer overflow at intermediate hops of multi-hop
flows, in order to more efficiently utilize network resources for a higher end-to-end
throughput. The control propagates hop by hop to the source node and regulates the
source rate depending on the network congestion status.
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7.2 Performance Analysis
To make the analysis tractable, we consider a simplified case that 1) there is one real-
time mini-slot, and all the real-time packets are treated equally; 2) per-router fairness
is considered. We assume that the voice and video call arrivals at each source node
are independent and follow a Poisson process, and the call duration has an exponential
distribution.
A. Real-time traffic access delay bound
The access delay is defined as the time period from the instant that a packet becomes
the head in the buffer to the instant that the packet departs from the router. Let Ts
denote the time duration of one slot, and Nm the number of mini-slots, including the
real-time mini-slot. Consider the worst case that the target router has Nm − 2 one-
hop and two-hop neighbors, and all of them have real-time packets to transmit. After
the target router transmits one packet, it takes Ts · (N
m − 1) for the target router to
transmit the next one. Thus, the access delay bound of real-time traffic at each hop is
Ts · (N
m − 1), which is independent to the traffic load of the networks.
B. Data traffic access delay
Since guaranteed priority access is provided to real-time traffic, the real-time traffic
load will impact the data traffic access delay. The voice call is represented by an
on/off model with parameters α and β. At an on state, voice packets are generated
periodically with an inter-arrival time Io, while no voice packet is generated at an off
state. For a video call, the video frames are generated periodically with an inter-arrival
time Iv. The video frame usually has a large and variable size [WZO01]. Suppose that
it takes one slot to transmit one voice packet, and Mv slots (on average) to transmit
one video frame. Considering a target router, we refer to its two-hop vicinity as the
target area.
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Figure 7.2: The state transition diagram of (nv, no).
To obtain the data traffic access delay, we first need to derive the fraction of channel
time occupied by voice and video traffic. We define a two-dimensional state (nv, no),
where nv and no are the numbers of video calls and voice calls, respectively, being
served by the routers within the target area. Denote the average arrival rates of voice
and video calls that traverse the target area as λo and λv, respectively, and the average
call duration as µ−1o and µ
−1
v , respectively. We assume that call admission control is
in place to guarantee the QoS of voice and video calls, and the maximal number of
acceptable voice and video calls within the target area are denoted by No and Nv,
respectively. The state transition diagram is shown in Fig. 7.2. Since a video call
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requires more resources than a voice call, when there is 1 video call being served, the
maximal number of supported voice calls is No−Mv ·
Io
Iv
, denoted by No−m. Define pij
as the joint probability that i video calls and j voice calls being served. The balance
equations for the two-dimensional state space of Fig. 7.2 are
i = 0, j = 0 : (λo + λv)p00 = µop01 + µvp10;
i = 0, 1 ≤ j ≤ No −m : (λo + λv + jµo)p0j = λop0j−1 + (j + 1)µop0j+1 + µvp1j;
i = 0, No −m+ 1 ≤ j ≤ No − 1 : (λo + jµo)p0j = λop0j−1 + (j + 1)µop0j+1;
i = 0, j = No : Noµop0No = λop0No−1;
1 ≤ i ≤ Nv − 1, j = 0 : (λo + λv + iµv)pi0 = λvpi−10 + (i+ 1)µvpi+10 + µopi1;
1 ≤ i ≤ Nv − 1, (λo + λv + iµv + jµo)pij = λvpi−1j + λopij−1
1 ≤ j ≤ No −m(i+ 1) : + (j + 1)µopij+1 + (i+ 1)µvpi+1j;
1 ≤ i ≤ Nv − 1,
No −m(i+ 1) + 1 ≤ j ≤ No − im− 1 : (λo + iµv + jµo)pij = λvpi−1j + λopij−1 + (j + 1)µopij+1;
1 ≤ i ≤ Nv − 1, j = No − im : (jµo + iµv)pij = λvpi−1j + λopij−1.
For the case of i = Nv, we need to consider three possibilities: No −mNv > 1, No −
mNv = 1, and No − mNv = 0. When No − mNv > 1, the corresponding balance
equations are
i = Nv, j = 0 : (λo + iµv)pij = λvpi−1j + µopij+1;
i = Nv, 1 ≤ j ≤ No −mNv − 1 : (λo + iµv + jµo)pij = λvpi−1j + λopij−1 + (j + 1)µopij+1;
i = Nv, j = No −mNv : (iµv + jµo)pij = λvpi−1j + λopij−1.
When No −mNv = 1, the corresponding balance equations are
i = Nv, j = 0 : (λo + iµv)pij = λvpi−1j + µopij+1;
i = Nv, j = 1 : (iµv + µo)pij = λvpi−1j + λopij−1.
When No −mNv = 0, the corresponding balance equations is
i = Nv, j = 0 : iµvpi0 = λvpi−10.
Based on the above balance equations, the probability distribution of state (nv, no)
can be derived. A voice/video call may traverse several hops within the target area.
Let hon and h
v
n denote the average number of hops that voice and video calls traverse the
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target area, respectively. As voice traffic only generates packets during an on period, at
any time instant, each voice call is at the on state with probability β/(α+ β). During
Io (i.e., the voice packet inter-arrival duration), each voice call which is at the on state
generates one voice packet. Thus, given no voice calls being served in the target area,















)no−i · i · Ts · h
o
n. (7.1)
For a video call with the frame inter-arrival duration Iv, the average number of
video frames that a video call generates during Io is Io/Iv. Thus, given nv video calls,




· nv ·Mv · Ts · h
v
n. (7.2)
Thus, the fraction of channel time occupied by real-time traffic is given by
f =
∑
all state (nv ,no)
(To(no) + Tv(nv)) · pnvno
Io
. (7.3)
In our scheme, the residual channel time left by real-time traffic is fairly shared by
all the routers with data traffic. For data traffic access delay, we consider two cases:
saturated case and unsaturated case. In the saturated case, all the routers with data
traffic always have data packets to transmit. In the unsaturated case, the average date
packet arrival rate at each router is denoted as λd. First consider the saturated case.
Given an arbitrary time slot, the probability that the target router can transmit its
data packet in that slot is given by




where f is given by (7.3), and K is the number of data routers within the target area
that fairly share the residual channel time left by the real-time traffic. Thus, the data
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traffic access delay of the target router is Ts
p
. For the unsaturated case, denote the data
traffic access delay as da. The data packet arrivals and departures at each router can
be considered as a queue, and the queue utilization is ρ = λdda (ρ ≤ 1). For each router
with data traffic, at an arbitrary time, the router has data packet(s) to transmit with
probability ρ and has no data packet to transmit with probability 1 − ρ. Thus, (7.4)
can be re-written as








· ρK−1−i · (1 − ρ)i ·
1
K − i




and ρ = λdda in (7.5), we can obtain da. Note that when ρ = 1
(i.e., the saturated case), (7.5) is equivalent to (7.4).
C. Numerical Results
Simulations are carried out in order to verify the accuracy of the analysis. Since the
analysis of real-time access delay bound is straightforward, here we validate the analysis
of data traffic access delay. Without loss of generality, we choose the parameters Ts =
0.2 ms5, K = 10, No = 40, Nv = 5, h
o
n = 3, and h
v
n = 3. The voice packet and video
frame inter-arrival durations are 20 ms and 100 ms, respectively. One video frame takes
40 slots (on average) to transmit. The average voice and video call durations are 150s
and 600s, respectively. For a voice call, the average on and off durations are 352 ms
and 650 ms, respectively.
First, consider the saturated case. We fix the voice call arrival rate λo as 0.1 call/s,
and vary the video call arrival rate λv from 0.01 call/s to 0.1 call/s. Table 7.1 compares
the simulation and analytical results of the data traffic access delay. They agree with
each other well.
5According to [TLG04, GKS03, EGE02], the current synchronization technology can achieve synchronization accu-
racy of less than 20 µs.
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Table 7.1: The average data traffic access delay (ms) with different λv (call/s) while
λo = 0.1 call/s.
video call arrival rate λv 0.01 0.025 0.05 0.075 0.1
simulation 7.99 12.47 16.76 20.56 26.55
data access delay
analysis 7.09 11.42 16.67 21.62 26.91
Second, consider the unsaturated case. We fix λo and λv as 0.1 and 0.05 call/s,
respectively, and vary the average date packet arrival rate λd from 30 to 60 packet/s.
Fig. 7.3 shows the data traffic access delay. Note that when λd = 60 packet/s, ρ equals
to 1 (i.e., λdda = 1), the data routers become saturated. The data access delay increases
sharply when the system approaches the saturated case. It is clear that the simulation
results match well with the analytical results.
7.3 Performance Evaluation
We evaluate the performance of the proposed scheme by extensive simulations. For
comparison, we demonstrate the performance of IEEE 802.11 as well. Although IEEE
802.11 MAC is not designed for wireless mesh networks, here we compare our scheme
with IEEE 802.11 because it is the most popular distributed MAC scheme and there
is no representative distributed MAC scheme for wireless mesh networks so far. For
voice traffic, we choose the GSM 6.10 codec as an example. For video traffic, we
choose the H.264 codec, which is the most efficient video compression technology and
is widely implemented. The H.264 defines a set of profiles with different video bit
rates for various classes of applications. Here, we use H.264 with video bit rate of 384
kbps. The frame rate is 30 frame/s. For data traffic, the data packet arrivals follow
a Poisson process with various arrival rates. Other simulation parameters follow the
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Figure 7.3: The data traffic access delay with different data packet arrival rate.
IEEE 802.11g/e standards [IEE03, IEE04], where the channel rate (i.e., 54 Mbps) is
to transmit voice/video/data packets, and the basic rate (i.e., 24 Mbps) is to transmit
RTS and CTS (in IEEE 802.11). The threshold for congestion control (i.e., Ca − Cd)
is chosen to be 5 packets. A router will suspend a neighbor’s transmission if the value
of Ca − Cd of that neighbor reaches 5. When the value decreases to zero, the router
will resume the suspended transmission of that neighbor. From the simulations, we
observe that our scheme is not sensitive to the value of the threshold as long as it is
not very large. Varying the threshold from 5 packets to 50 packets does not result in
much differences in the following simulation results.
Distributed Medium Access Control for QoS Support in Wireless Networks 124

























Router 1 Router 2
Flow 1 Flow 2
(f)





Figure 7.4: The simulation topologies used in performance evaluation of the proposed
collision-free MAC scheme.
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7.3.1 The Delay Performance for Real-time Traffic
We consider the case that there is one real-time mini-slot in our scheme, and voice
traffic and video traffic are treated equally. We use video traffic as an example to
demonstrate the performance of guaranteed priority access. A chain topology as shown
in Fig. 7.4-(a) is considered. We consider two video flows, flow 1 having 4 hops from
router 1 to the gateway, and flow 2 having one hop from router 4 to the gateway.
Each flow is an aggregated video flow, including 10 video calls. To demonstrate the
performance of priority access for real-time traffic, we let the two video flow experience
various contention degrees with data traffic. First, consider the case that there is no
other data flow contending with these two video flows. Then we increase the number
of data contenders Ndc near each router gradually from 1 to 5, each contender having
a data flow with source rate 3 Mbps to the gateway.
Table 7.2 compares the packet delay of the two video flows. It can be seen that,
as the number of data contenders increases, the video packet delays increase in IEEE
802.11. Especially for flow 1 (with a relatively long path), the video packet delay
increases significantly from 2.12 ms to 128.24 ms when the number of data contenders
varies from 0 to 5. On the contrary, in our scheme, the video packet delays remain
stable for all the numbers of data contenders. These results demonstrate that in IEEE
802.11, the delay performance of real-time traffic is degraded when the data traffic load
increases. Especially for real-time flows with a long path, such performance degradation
is significant. The reason is that IEEE 802.11 provides statistical priority access, which
is difficult to satisfy the delay requirement of real-time traffic since the real-time traffic
may suffer from performance degradation due to a high data traffic load [RR04]. Video
flows with a long path also suffer from the priority reversal problem, resulting in even
worse delay performance. Contrary to IEEE 802.11, our scheme can achieve guaranteed
priority access for real-time traffic. In addition, as the routers within the two-hop
neighborhood are not allowed to transmit simultaneously, hidden terminals do not
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Table 7.2: The average video packet delay (ms) with different number of data con-
tenders near each router.
Ndc 0 1 2 3 4 5
flow 1 2.12 4.01 26.02 63.96 93.55 128.24
802.11
flow 2 0.44 0.75 1.88 1.96 2.73 4.40
flow 1 0.67 0.67 0.67 0.68 0.67 0.68
Proposed
flow 2 0.21 0.21 0.21 0.21 0.21 0.21
exist, neither does the priority reversal problem. As a result, our scheme achieves a
small delay for both long-path and short-path real-time flows regardless of the data
traffic load.
7.3.2 Fairness and End-to-End Throughput of Data Flows
For data flows, the QoS metrics of interest are fairness and end-to-end throughput.
Here, we consider two scenarios: the chain topology in Fig. 7.4-(a) with 4 data flows,
where flow i (i = 1, . . . , 4) is from router i (i = 1, . . . , 4) to the gateway; and the cross
topology with 12 data flows in Fig. 7.4-(b). In the cross topology, the center node is
the gateway, and each router has a data flow to the gateway.
For the chain topology, we vary the data packet arrival rate of each flow, and
obtain the end-to-end throughput of the 4 flows, given in Table 7.3. The end-to-end
throughput is measured by the number of data packets received at the gateway. For
IEEE 802.11, all the flows have the same throughput when the traffic load is low.
However, when the traffic load becomes high, the resources are not fairly allocated to
each flow. The throughput of the flow with the shortest path (i.e., flow 4) is much
larger than that of the flow with the longest path (i.e., flow 1). The unfairness is due to
the hidden terminal problem, as discussed in Chapter 2. However, the throughputs
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of the 4 flows in our scheme are always the same under the varying traffic loads,
indicating that our scheme has improved fairness performance over IEEE 802.11. In
addition, the aggregated throughput in our scheme is always larger than that in IEEE
802.11. By avoiding collisions and reducing the control overhead, our scheme achieves
higher resource utilization than IEEE 802.11. Similar results are observed in the cross
topology, as shown in Table 7.3. In contrast to IEEE 802.11 that the one-hop flows
achieve a much higher throughput than the two-hop and three-hop flows when the
traffic load increases, in our scheme, all the flows have almost the same throughput in
all the cases.
7.3.3 Relay Efficiency
As mentioned earlier, if a MAC scheme is designed without considering congestion
avoidance, it is very likely that the source nodes may inject more packets than what
the bottleneck routers can forward. As a result, some packets sent by the source nodes
are dropped by the bottleneck routers due to buffer overflow, leading to a waste of
wireless channel and power resources. Relay efficiency is defined as the ratio of the
sum of the packets received at all the destinations to the sum of the packets sent by
all the sources. This metric reflects how much the resources are wasted in relaying.
The smaller the relay efficiency, the more the resources are wasted at the bottleneck
routers. The scenario of three data flows as shown in Fig. 7.4-(c) is considered, where
the router at the center is a bottleneck router, relaying all the data flows.
In Fig. 7.5, we show the relay efficiency versus the offered traffic load. It is clear
that our scheme achieves close to 100% relay efficiency in all the cases, while IEEE
802.11 has a decreased efficiency when the traffic load increases. The result implies
that, without congestion control, IEEE 802.11 drops more and more packets at the
bottleneck router, as the traffic load increases. For comparison, the aggregated end-
to-end throughputs of the two schemes are also shown in Fig. 7.5. By avoding packet
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Table 7.3: The end-to-end throughputs (Mbps) of data flows in the chain topology and
cross topology.
Source rate of each flow (Mbps) 1 3 5 7 9
Flow 1 0.97 0.82 0.53 0.23 0.19
Flow 2 0.97 0.98 0.59 0.54 0.26
802.11
Flow 3 0.97 2.83 2.59 2.48 2.14
Flow 4 0.97 2.86 4.42 5.91 6.78
Aggregate 3.88 7.49 7.83 9.16 9.37
Flow 1 0.98 2.98 4.40 4.42 4.42
Flow 2 0.99 2.99 4.41 4.42 4.43
The chain topology
Proposed
Flow 3 0.99 2.99 4.42 4.43 4.42
Flow 4 0.98 2.98 4.44 4.44 4.44
Aggregate 3.94 11.94 17.67 17.71 17.71
Source rate of each flow (Mbps) 0.5 1 2 3 4
One-hop flow 0.49 0.95 1.63 1.92 1.49
Two-hop flow 0.49 0.80 0.54 0.39 0.30
802.11
Three-hop flow 0.48 0.79 0.53 0.38 0.29
Aggregate 5.84 10.16 10.80 10.76 8.32
One-hop flow 0.49 0.99 1.99 2.98 3.03
Two-hop flow 0.49 0.99 1.99 2.98 3.02
The cross topology
Proposed
Three-hop flow 0.49 0.99 1.99 2.98 3.06
Aggregate 5.88 11.88 23.88 35.76 36.44
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dropping at the bottleneck router, our scheme utilizes the resources more efficiently
and achieves a higher end-to-end throughput. Note that the relay efficiency is close
to 100% in our scheme, so the packet sending rate at the source nodes almost equals
to the packet receiving rate at the destinations (i.e., the end-to-end throughput). We
notice that, in our scheme, the aggregated packet sending rate at all the source nodes
is bounded at about 11 Mbps although the total traffic load (i.e., the aggregated packet
arrival rate at all the source nodes) may be higher than 11 Mbps. This result indicates
that our scheme effectively controls the source sending rate, so that congestion can be
avoided.

















































Figure 7.5: The relay efficiency and aggregated end-to-end throughput in the cross
topology.
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7.3.4 Performance in Random Topology
To evaluate the performance of the propose scheme in a more general case, we consider a
random topology. In the simulations, 100 routers are uniformly placed deterministically
in a 1000 m × 1000 m area. Two routers are one-hop neighbors if the distance between
them is less than or equal to 100 m. Fifty flows are considered, with 5 voice flows, 5
video flows, and 40 data flows. The source and destination of each flow are randomly
selected, and a shortest path from the source to the destination is pre-determined, so
that each intermediate router knows its up-stream and down-stream routers. We vary
the traffic load of each data flow from 0.1 Mbps to 2 Mbps and observe that the end-to-
end delays of one randomly picked voice and video flow remain unchanged at 0.63 ms
and 1.46 ms, respectively, over the data traffic load range. This result confirms again
that our scheme provides guaranteed priority access to real-time traffic regardless of
data traffic load.
From Fig. 7.6, we can see that the relay efficiency of our scheme is almost 100%
under all the cases of data traffic load. However, in IEEE 802.11, the relay efficiency
drops rapidly when the data traffic load increases. Fig. 7.6 also compares the aggregated
end-to-end throughput of the 40 data flows in IEEE 802.11 and in our scheme. When
the traffic load increases, our scheme achieves a much higher end-to-end throughput
than IEEE 802.11.
We use Jain’s Fairness Index [JDB99] to investigate the fairness performance. Fig. 7.7
compares the Fairness Index values of our scheme and IEEE 802.11. When the total
traffic load is low (i.e., less than 12 Mbps), the Fairness Index values of both schemes
are 1, while with the increase of traffic load, our scheme achieves much better fairness
performance than IEEE 802.11. Note that when the traffic load is at 80 Mbps, the
Fairnesses Index value in our scheme is less than 1. Since flows are randomly chosen,
some flows may experience more contentions than others. Due to the capacity limit,
the flows with more contentions cannot further increase their throughput, while other
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flows with less contentions may still increase their throughput.
7.3.5 The Comparison of Per-flow Fairness and Per-router
Fairness
In the preceding simulations, one router generates one data flow and per-router fairness
is considered. In the following, we consider the cases that different routers generate
different numbers of data flows and compare the performance of per-router fairness and
per-flow fairness. First, consider the scenario shown in Fig. 7.4-(d), where there are 6
data flows contending with each other. We vary the data packet arrival rate of each
flow, and obtain the throughput of each flow under per-flow fairness and per-router
fairness, respectively, given in Table 7.4. It can be seen that, in the case of per-router
fairness, all the flows have the same throughput when the traffic load is low. When
the traffic load becomes high, flow 6 has the highest throughput, and flow 1 to 3 have
the lowest throughput. In the case of per-flow fairness, all the flows have the same
throughput in all the cases.
Second, consider the scenario shown in Fig. 7.4-(e), which has 10 data flows. Similar
observation can be found in Table 7.4. Note that in both per-flow and per-router
fairness cases, flow 10 has a much higher throughput than other flows. It is because
router 4 can transmit simultaneously with router 1 for spatial frequency reuse. Also
note that the aggregate throughput of all the flows with per-flow fairness is lower than
that with per-router fairness. In the case of per-flow fairness, each router exchanges
the flow information only with its one-hop and two-hop neighbors, and adjusts its
channel access time accordingly. Due to the lack of the flow information of the whole
network, the resources may not be fully utilized. For example, after exchanging the
flow information with routers 2 and 3, router 4 considers the fractions of channel access
time of routers 2, 3, and itself are 1/2, 1/3, and 1/6, respectively. However, router 2 can
only get 1/3 of channel time because of the contending flows from router 1. Without
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Figure 7.6: The relay efficiency and aggregated end-to-end throughput in the random
topology.


















Figure 7.7: The Fairness Index in the random topology.
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knowing this information, router 4 cannot fully utilize the channel time which is not
used by router 2.
7.3.6 Priority Differentiation of Real-time Packets
In the preceding simulations, the network has sufficient resources to transmit all the
real-time traffic with no packet dropping, so all the real-time packets are treated equally.
In the following, we consider two scenarios where the real-time traffic load exceeds
the network capacity, leading to packet dropping. In these scenarios, further priority
differentiation is needed. The first scenario is shown in Fig. 7.4-(f), where flows 1 and 2
both consist of 11 video calls, flow 1 having 3 hops and flow 2 having 1 hop. The number
of real-time mini-slots nr is chosen to be 10, and the video packet delay bound Dmax is
set as 100 ms. We consider two methods to differentiate the priorities. First, Dmax is
uniformly divided (we refer to this method as uniform priority differentiation), and the
urgency level of real-time mini-slot i is given by Ui = i ·
Dmax
nr
, (1 ≤ i ≤ nr). Second,
Dmax is non-uniformly divided (we refer to it as non-uniform priority differentiation).
For the packets which approach the due time, we differentiate them with a small scale.
Those non-urgent packets are differentiated with a large scale. Specifically, the urgency
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+ 1 ≤ i ≤ nr,
where ⌊·⌋ is the floor function, a and b (both larger than 1) are the adjustable parame-
ters. For the considered scenarios, when a = 10, b = 2, the desired priority differentia-
tion performance is achieved. Without considering further priority differentiation, the
packet dropping rates of flows 1 and 2 are 3.82% and 0, respectively. With the uniform
priority differentiation, they are 2.90% and 0.92%, respectively. With the non-uniform
method, they are 1.81% and 1.61%, respectively. It is clear that without further pri-
ority differentiation, the packets are not fairly dropped, and all the packet dropping
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Table 7.4: The throughputs (Mbps) of the data flows in scenarios shown in Fig. 7.4-(d)
and (e).
Source rate of each flow (Mbps) 4 6 8 10 15
Flow 1-3 3.99 5.98 5.29 5.00 4.43
per-router fairness Flow 4-5 3.99 5.98 7.98 7.44 6.65
Flow 6 3.99 5.98 7.99 9.99 13.29
Flow 1-3 3.99 5.98 6.64 6.64 6.64
Scenario (d)
per-flow fairness Flow 4-5 3.99 5.98 6.65 6.65 6.65
Flow 6 3.99 5.98 6.65 6.65 6.65
Source rate of each flow (Mbps) 2 4 6 8 10
Flow 1-4 1.98 3.98 3.34 3.32 3.32
Flow 5-7 1.98 3.98 4.82 4.42 4.42
per-router fairness Flow 8-9 1.98 3.98 5.98 6.64 6.64
Flow 10 1.99 3.99 5.98 7.99 9.99
Aggregate 19.81 39.81 45.76 47.81 49.81
Flow 1-4 1.98 3.96 3.97 3.98 3.98
Flow 5-7 1.98 3.96 3.98 3.98 3.99
Scenario (e)
per-flow fairness
Flow 8-9 1.98 3.97 3.99 3.99 3.99
Flow 10 1.99 3.99 5.99 6.64 6.65
Aggregate 19.81 35.69 41.79 42.48 42.52
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are from the flow with a relatively long path. The uniform priority differentiation is
not effective to improve the fairness. With the non-uniform priority differentiation, the
packets are dropped more or less fairly between the flows with different hops.
The second scenario is shown in Fig. 7.4-(g), where flow 1 and flow 2 consist of 40
and 10 video calls, respectively. Without considering further priority differentiation,
the packet dropping rates of flows 1 and 2 are 3.05% and 0, respectively. The packets
from the heavy-load flows are more likely to be dropped. With non-uniform priority
differentiation, the packet dropping rates of flows 1 and 2 are 2.13% and 2.10%, respec-
tively. The packets are dropped fairly between the flows regardless of the traffic load
of each flow.
In addition to the methods discussed in this subsection, there are other different
methods to provide priority differentiation of real-time packets, e.g., in [LD07, LD06],
where different weights are considered to balance the distance and the lifetime of packets
when differentiating their priorities. Our scheme is not restricted to the preceding
proposed methods. Other priority differentiation methods can also be adopted.
7.4 Summary
In this chapter, we propose a novel collision-free MAC scheme supporting multimedia
traffic for the wireless mesh backbone. The proposed scheme is distributed, simple,
and scalable. Taking the unique characteristics of the wireless mesh backbone into
consideration, the proposed MAC greatly reduces the control overhead in comparison
with conventional contention based MAC schemes (e.g., IEEE 802.11). By eliminating
collisions, reducing control overhead, and achieving maximal spatial frequency reuse,
the proposed MAC achieves much higher resource utilization than contention based
MAC. In addition, the proposed scheme provides guaranteed priority access to real-
time traffic and, at the same time, ensures fair channel access to data traffic. The
simulation results demonstrate that it significantly improves the delay performance of
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real-time traffic, the fairness of data traffic, and the end-to-end data throughput, as
compared with IEEE 802.11. The performance of the proposed scheme is analyzed and
verified by computer simulations. This research should provide helpful insights to the
development of future broadband wireless mesh networks.
Chapter 8
Conclusions and Further Research
In this chapter, we summarize the major research contributions and discuss the further
research work.
8.1 Major Research Contributions
This research aims at developing distributed MAC schemes to provide QoS support for
different types of traffic in heterogeneous wireless networks including WLANs, wireless
ad hoc networks, and wireless mesh networks. Specifically, the main contributions of
this research are summarized as follows:
• We propose mechanisms to enhance the voice QoS provisioning capability of in-
frastructure WLANs supporting hybrid voice/data traffic. Originally designed for
high-rate data traffic, WLAN has limited capacity to support delay-sensitive voice
traffic and may experience bandwidth inefficiency when supporting voice traffic.
Previous work mostly focuses on contention-based medium access which cannot
provide guaranteed QoS to voice traffic. Aiming at addressing these limitations,
we combines the controlled access and the contention-based access to achieve
voice traffic multiplexing, making use of the on/off characteristic of voice traf-
137
Distributed Medium Access Control for QoS Support in Wireless Networks 138
fic. We also propose mechanisms to greatly reduce the overhead of voice traffic
transmissions. By achieving voice traffic multiplexing and reducing overhead, the
proposed scheme increases the voice capacity significantly, as compared with the
current WLAN standard IEEE 802.11e. The voice capacity is also theoretically
analyzed to facilitate call admission control. Our work provides helpful insights
to the development and deployment of VoIP technologies over WLANs.
• We develop a novel token-based MAC scheme for ad hoc mode WLANs that
supports both voice and data traffic. Most of the existing WLAN MAC schemes
provide priority access by adjusting the contention window sizes and inter-frame
spaces for different traffic classes. Although this method can provide a certain
degree of service differentiation, it is difficult to quantify the degree of service
differentiation, and even more difficult to adjust the degree flexibly among differ-
ent classes based on some specific requirements of customers or network service
providers. To address this limitation, a token-based MAC scheme is proposed
which can provide more precise and quantitative service differentiation for data
traffic and, at the same time, provide guaranteed priority access to voice traffic.
The proposed scheme is distributed, collision-free, simple, and easy to implement.
This work provides great flexibility and facility to the network service provider
for service class management.
• We develop a dual busy-tone based MAC scheme for wireless ad hoc networks
supporting voice and data traffic. The MAC layer QoS provisioning is more
challenging in wireless ad hoc networks than in WLANs because the multi-hop
network environment of wireless ad hoc networks raises a number of problems
which do not occur in WLANs. In addition to the notorious hidden terminal and
exposed terminal problems, the location-dependent contention may cause serious
unfairness and priority reversal problems. All these problems can severely de-
grade network performance. Without solving these problems, QoS provisioning
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is difficult to achieve. Although some research work has been done, trying to ad-
dress some of these problems, to the best of our knowledge, none of them provide
a comprehensive solution to solve all these problems. The proposed scheme is
the first one to utilize the busy-tones to address all these problems. As compared
with the IEEE 802.11e, the proposed scheme significantly increases the system
throughput by resolving the hidden and exposed terminal problems, greatly re-
duces voice traffic delay by ensuring guaranteed priority access for voice traffic,
and considerably improves fairness performance for data traffic.
• We propose a distributed collision-free MAC scheme for a single-channel wireless
mesh backbone to provide QoS support for multimedia applications. Different
from the existing MAC schemes, our MAC scheme design benefits greatly from
the fixed network topology of a wireless mesh backbone. With the router loca-
tion information, collision-free transmissions are scheduled in a deterministic way,
without the RTS/CTS handshaking prior to every packet transmission. Thus, the
overhead is greatly reduced, as compared with contention-based MAC schemes.
Meanwhile, the deterministic scheduling in our scheme is adaptive to the traf-
fic dynamic and can achieve maximal spatial frequency reuse. By eliminating
collisions, reducing overhead, and achieving maximal spatial reuse, the proposed
scheme achieves much higher resource utilization than contention-based schemes.
In addition, the proposed scheme can provide guaranteed priority access to real-
time traffic and, at the same time, ensure fair channel access to data traffic.
Unlike most of the existing MAC schemes which are limited to single-hop com-
munications, the proposed MAC scheme takes the end-to-end QoS provisioning
for multi-hop flows into consideration.
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8.2 Further Work
QoS provisioning for multimedia applications in wireless communications is an impor-
tant and challenging issue. In this research, we have investigated the QoS provisioning
issue at the MAC layer over heterogeneous wireless networks including WLANs, wire-
less ad hoc networks, and wireless mesh networks. There are still many open research
issues need to be further investigated:
• Our research primarily focuses on the QoS provisioning for voice and data ap-
plications. Although in Chapter 7 video traffic is considered in wireless mesh
networks and a guaranteed priority access is provided for video traffic, great ef-
forts are still needed to provide guaranteed QoS for video applications. With
the rapid growth of the Internet and wireless communication networks, there is
an increasing demand for wireless broadband Internet access services. The high-
speed wireless access drives the video applications (e.g., IPTV, video on demand)
in wireless networks, which are expected to experience a dramatic increase in
the near future. Compared with voice application, video applications have their
unique characteristics, such as 1) most video applications have variable rates;
2) the video frames have different levels of importance, having different impact
on the video quality if lost; 3) video applications usually require more resources
than voice applications; 4) some video applications (e.g., IPTV) require broadcast
communications instead of unicast communications. These characteristics pose
new challenges for QoS provisioning.
• This research focuses on MAC layer QoS provisioning, and a routing protocol is
assumed to be in place to choose the path from the source to the destination of
each flow. For further research, a cross-layer QoS provisioning approach should
be considered. Cross-layer design has been reported [AWW05, CJZ06] to achieve
better QoS provisioning performance than the pure layered approach because
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each layer can benefit from the information in other layers. The design of a QoS-
aware routing protocol and a MAC layer protocol should be jointly considered.
Without considering QoS provisioning, traditional routing protocols use simple
metric (e.g., hop counts) and policy (e.g., shortest-path) to find a route, which
may cause traffic congestion at some bottleneck relay nodes. For a QoS-aware
routing protocol, load balancing must be taken into account. On the other hand,
the routing protocol and the MAC protocol should work cooperatively with each
other to efficiently utilize the network resources and provide end-to-end QoS. How
the routing protocol and the MAC protocol should interact with each other is still
an open issue and needs to be investigated.
• Call admission control plays an important role in limiting the traffic load of each
type of applications so that the QoS of all the admitted traffic can be guaran-
teed. Usually, call admission control is relatively easy to be implemented in a
centralized network, where the central controller can obtain the complete net-
work information and perform call admission control. Communication networks
with distributed control pose many challenges to call admission control. Call ad-
mission control must be performed in a distributed manner at each node, where
the node may only have very limited and even inconsistent network information.
In this research, call admission control is studied in the infrastructure WLANs,
where AP works as a central controller. Great efforts are needed to develop an
effective distributed call admission control algorithm for wireless ad hoc networks
and wireless mesh networks.
• A single-channel model is considered in this research, where a single data channel
is used by all the users, and two or more nearby transmissions may lead to a
collision. In contrast to single-channel communications, multi-channel commu-
nications allow simultaneous transmissions in a neighborhood by using the ad-
vanced technologies such as CDMA and orthogonal frequency division multiple
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access (OFDMA). Multi-channel communication has the potentials to increase
the system capacity by allowing simultaneous transmissions. However, it also
brings more complexity in MAC layer QoS provisioning. A node is usually not
able to monitor all the channels used for other nodes’ transmissions. Thus, an
information exchange mechanism by overhearing (which is used in the single-
channel model) may not work well, and an extra message exchange procedure
is needed [CJZ06]. Furthermore, as different users may have different channel
conditions, it is desired that the system can take full advantage of the channel
diversity among different users and assign channels to users with good channel
conditions. How to achieve such a channel assignment in a distributed network
needs to be studied.
• In this research, we assume that all the nodes are always active. In our proposed
schemes, the nodes constantly listen to the channel for control messages or mon-
itor activities of other nodes in the neighborhood. However, mobile devices may
adopt an intermittent sleep mode to conserve energy. The sleep mode leads to
more complexity in MAC design. Therefore, how to modify the proposed schemes
to incorporate the sleep mode becomes an interesting topic for future study.
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