Abstract Groundwater-level measurements in monitoring wells or piezometers are the most common, and often the only, hydrologic measurements made at artificial recharge facilities. Measurements of gravity change over time provide an additional source of information about changes in groundwater storage, infiltration, and for model calibration. We demonstrate that for an artificial recharge facility with a deep groundwater table, gravity data are more sensitive to movement of water through the unsaturated zone than are groundwater levels. Groundwater levels have a delayed response to infiltration, change in a similar manner at many potential monitoring locations, and are heavily influenced by high-frequency noise induced by pumping; in contrast, gravity changes start immediately at the onset of infiltration and are sensitive to water in the unsaturated zone. Continuous gravity data can determine infiltration rate, and the estimate is only minimally affected by uncertainty in water-content change. Gravity data are also useful for constraining parameters in a coupled groundwater-unsaturated zone model (Modflow-NWT model with the Unsaturated Zone Flow (UZF) package).
Introduction
Water movement through the unsaturated zone is typically difficult to quantify in large part, because measurements made at the point scale do not represent field-scale heterogeneity. Therefore, it is problematic to include such processes in groundwater-flow models. This has led to extensive research on the scaling problem in hydrology [Neuman and Di Federico, 2003; Western et al., 2002] whereby models must be calibrated using effective parameters, which often differ from the same parameters measured using field instruments. Many common instruments for measuring water content and flux in the unsaturated zone, including permittivity-based soil moisture sensors, tensiometers, suction lysimeters, and infiltrometers, measure only within a support volume of tens to hundreds of cubic centimeter [Izbicki et al., 2008] . Measurements are not readily scaled to that of the typical groundwater-flow model. As a result, calibration of groundwater-flow models with an unsaturated-zone infiltration component often must rely on sparsely sampled unsaturatedzone data or groundwater levels alone.
Time-lapse gravity (measurements of small changes in the acceleration due to gravity) is a promising method for quantifying large-scale water-content change and calibrating unsaturated-zone processes in groundwater-flow models [Christiansen et al., 2011a; Piccolroaz et al., 2015] . Changes in water storage are equivalent to a change in mass, thus affecting gravity by Newton's law of universal gravitation. Gravity measurements integrate water storage change over a large region. A common rule of thumb is that the region of sensitivity to water stored at the water table (in an unconfined aquifer) and the land surface is an inverted cone, described by a point at the land surface and a circle with diameter 10 times the depth to water at the water table. Gravity is sensitive both to aquifer-storage change and to water stored in the unsaturated zone. This integrated, direct measurement of water storage over a broad region (tens to hundreds of meters) differentiates time-lapse gravity from all other direct (e.g., water levels) or indirect (e.g., geophysical) methods. storage change in the unsaturated zone and in the aquifer. Also common is specific-yield determination in unconfined aquifers where colocated water level measurements are available [Pool, 2008] . Creutzfeldt et al. [2010] used a mass balance unsaturated-zone model to compare integrated water-storage change derived from continuous gravity data to soil-moisture and groundwater-level measurements. Behavioral models were identified using generalized likelihood uncertainty estimation [Beven and Binley, 1992] . Studies by Damiata and Lee [2006] , Blainey et al. [2007] , and Herckenrath et al. [2012] evaluated the application of simulated gravity data for determining aquifer properties during a pump test, including parameter identifiability for analytical solutions using an automated tool such as PEST [Doherty and Hunt, 2010] . Christiansen et al. [2011b] used PEST with the MIKE SHE model (DHI, Hørsholm, Denmark) and relative-gravity data to identify saturated water content during infiltration, but saturated hydraulic conductivity and n in the van Genuchten model [van Genuchten, 1980] were poorly constrained. A second study by the same author [Christiansen et al., 2011a] found gravity useful for constraining specific yield and reducing correlation between evapotranspiration and riverbed conductance in a Modflow model. Also using relative-gravity data, Piccolroaz et al. [2015] calculated a combined objective function from gravity and streamflow data; Pareto-front analysis was used to identify a preferred model. Gravity data provided a significant reduction in parameter and state-variable uncertainty.
Building on these previous efforts, we extend the application of gravity data to groundwater recharge facilities that use passive surface basins, a type common throughout the southwestern US. Using an extensive data set collected at an artificial recharge facility near Tucson, Arizona, we demonstrate how time-lapse gravity data can be used to evaluate large-scale accumulation of groundwater in storage, infer infiltration rate and wetting front depth and speed, and constrain unsaturated zone and aquifer properties. 
Methods

Study Area and Data
. There are several public-supply wells nearby, the nearest of which pumps about 8000 m 3 /d with high day-to-day variability. Total annual recharge at the facility is about 74 3 10 6 m 3 , and annual pumpage is about 65% of recharge.
The SAVSARP site is located near the center of a relatively flat alluvial basin bounded by mountains to the east and west. Regional groundwater flow is generally south to north, although local groundwater-gradients, influenced by recharge at SAVSARP and a similar facility 4 km north, result in generally radial flow away from the facilities. The aquifer is generally unconfined, although clay deposits exist locally in the alluvial basin 
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10.1002/2016WR018770 [Whallon, 1983; White et al., 1966] , and subsidence has been documented [Hanson et al., 1990; Pool and Anderson, 2008] . Recharge basins at the facility have north-northeast strike to correspond with the alignment of coarse-grained units identified using DC resistivity. Several test boreholes were drilled prior to facility construction. Local clay layers up to a few m thickness were identified in individual boreholes but were not correlated across boreholes. Small-basin, infiltrometer, air-permeameter, and pump tests were also carried out prior to construction; hydraulic conductivity from various methods varied widely from less than 1 m/d to tens of meter per day. Whallon [1983] estimated an alluvial-basin-wide average specific yield of 0.12 based on the ratio of withdrawals to aquifer volume dewatered over a 25 year period. Pool and Anderson [2008] , using a relative-gravimeter, estimated an average specific yield of 0.11 at four wells in Avra Valley, including a value of 0.07 at well 25 (Figure 1 ). In 2009, prior to the start of recharge, depth to groundwater was about 120 m. At the time of the experiment, depth to groundwater was about 70 m.
Continuous water level data were collected using transducers in wells constructed as production wells, but prior to pump installation (Figure 1 ). Wells were drilled to 175-270 m (580-880 ft) depth, and generally screened over the bottom 91 m (300 ft). Monitoring well measuring point elevations and other study area locations were surveyed using differential GPS. Continuous GPS data were collected at station 206 and processed relative to National Geodetic Survey Continuously Operating Reference Stations (CORS) using the Online Positioning User Service. Total elevation change during the experiment was relatively small (0.015 m), daily solutions had generally high scatter (average 10 day standard deviation 5 0.0058 m), the uncertainty of individual solutions was relatively high (0.011 m), and GPS-derived elevation change had little or no correlation with basin flooding and drying cycles. Therefore, gravity data were not corrected for elevation change (the maximum elevation change of 0.015 m, if real, would cause gravity to change by about 4.5 mGal). Basin inflow volumes and basin stage were measured by Tucson Water using ultrasonic flowmeters and pressure transducers, respectively. All gravity data were corrected for ponded water in each basin (i.e., gravity change reflects only subsurface mass change). Infiltration flux was calculated from the inflow data, stage data, and a stage-volume relation determined from Lidar data.
Vegetation in the study area is sparse, and owing to the thick unsaturated zone, evapotranspiration from groundwater is negligible. Direct evaporation from ponded surface water in the recharge basin is about 2% of annual recharge, similar to the uncertainty of the ultrasonic flowmeter used to measure basin inflows. Because of the uncertainty in inflow volume, and lack of meteorological data to partition evaporation throughout the year (summertime potential evaporation is much higher that wintertime potential evaporation, but the recharge basins are mostly dry during the summer), basin inflow (and infiltration) were not corrected to account for evaporation. No rainfall occurred during the initial few weeks of each basin-flooding cycle, when the gravity signal primarily reflects near-surface storage change.
Gravity data were measured using an A-10 absolute gravimeter (Micro-g Lacoste, Inc.; mention of a particular trade name does not imply endorsement by the U.S. Government), two iGrav superconducting gravimeters (GWR Instruments, Inc.), and one gPhone gravimeter (Micro-g Lacoste, Inc.). Crossley et al. [2013] provide a complete description of all three instruments. Absolute gravimeters measure the acceleration due to gravity directly by timing the acceleration of a free-falling mass. The A-10 used in the study has an accuracy of about 6 mGal, verified from previous gravimeter intercomparisons [ Schmerge and Francis, 2006; Schmerge et al., 2012] . Both the iGrav and gPhone gravimeters are stationary, continuously recording instruments. Although both gravimeters were colocated during the experiment, because of the better data quality (primarily lower drift), iGrav data are used for the complete record at 206, and for all but the last recharge cycle at 207, when the iGrav was relocated for a variable-baseline gravity gradient (VBGG) experiment. The VBGG is measured by differencing the signal measured between two gravimeters (in this case, 15 and 30 m from the edge of RB206) [Kennedy et al., 2014] . In doing so, the common-mode Earth tide, ocean loading, and barometric signals cancel, and the region of sensitivity is nearer the land surface and better defined [Kennedy et al., 2014] .
Absolute, iGrav, and gPhone gravity residuals (time series data with nonhydrologic effects removed) were processed using a local tide model to remove Earth tide effects. Ocean-loading effects were removed from the continuous data using the Nao.99b model [Matsumoto et al., 2000] . Polar motion effects were removed using Neumeyer [2010, equation 39] . A local air pressure admittance factor was calculated by regression. iGrav and gPhone meters were calibrated by fitting data to combined theoretical Earth tide and loading models. Instrument drift for the gPhone was modeled as a second-order polynomial and removed from the data; comparison with A-10 measurements was used to confirm the adequacy of the drift model. No drift correction was made to the iGrav data based on FG-5 absolute gravimeter measurements made 3 months apart and A-10 absolute gravimeters measurements made throughout the experiment. The estimated drift 
Gravity Forward Model
Newton's law of gravitation provides the fundamental principle behind the application of gravity to hydrology. The following discussion concerns time-lapse gravity data, which differ somewhat from gravity data used to determine geologic structure. Because only change in gravity is considered, factors such as free-air and terrain corrections are not considered. Only gravity caused by mass change within the region of the hydrologic model is simulated. The general concept is to discretize the hydrologic model domain into prismatic elements and sum the gravitational attraction of the mass in each element to determine the total gravitational attraction at a specified position. The change in mass of each element relative to some initial time is assumed to be due to changes in water content only. If elements are sufficiently distant from the gravimeter, the forward gravity calculation is done using the point mass approximation [Torge, 1989] :
where Dg z is the change in the vertical acceleration due to gravity, G is the universal gravitational constant, dq is the change in density (water content), V is the prismatic element volume, z is the vertical distance between the gravimeter and the element, and r is the radial distance. Importantly, equation (1) states that a unique relation exists between g, z, and r; the result is that the sensitivity of the gravity measurement is invariant. In other words, near-surface density change does not mask density change at depth, as, for example, shallow conductive layers can mask resistive layers at depth in an electrical resistivity survey.
If the distance between the element and the gravimeter is relatively small (the exact distance depends on the size of the element), the variation in distance to points within the prism cannot be ignored, so the point-mass formula (equation (1)) cannot be used and one must integrate over the volume of the element
Various solutions to equation (2) exist depending on the size of the element and the distance between the element centroid and the gravimeter. Leirião et al. [2009] provide useful metrics for switching between solutions depending on the size of the element and the distance to the gravimeter. The method minimizes computational time while also keeping numerical error sufficiently small. The VBGG forward model is carried out by using equations (1) and (2) for two discrete gravimeter locations, then differencing the solutions.
Groundwater-Flow Model
Modflow-NWT [Niswonger et al., 2006] is a widely used finite-difference groundwater-flow model. For this study, a single layer, 400 m thick model was constructed. No-flow boundaries were established at sufficient distance to have minimal influence during the relatively short simulation time. Infiltration below each recharge basin was modeled using the UZF package, which implements the Brooks-Corey infiltration model [Brooks and Corey, 1964] and a sequence of kinematic waves to represent water content profiles. The UZF package was chosen for the robustness of the numerical solution (important for Monte Carlo simulation used for parameter identification), the fact that model input files can be generated from the free model preprocessor ModelMuse [Winston, 2009] , and because it is in relatively widespread use [e.g., Bailey et al., 2013; Morway et al., 2013; Cihan et al., 2013] . Modflow-NWT was faster and more stable than Modflow-2005 for the same model. In the UZF package, each change in infiltration rate at the land surfaces introduces a wave that propagates downward; higher infiltration rates result in higher water content and faster waves. Faster waves may overtake slower waves. Two models were constructed, both with 25 m cells, to test the importance of simulating different sources of recharge and pumping. A smaller model covered a 4000 3 2700 m model domain with a 160 3 108 grid. A larger model covered a 5875 3 5000 m domain with a 225 3 200 grid. Both are linear superposition models, in that only a subset of processes rather than the entire known groundwater flow system is simulated. The observed durations and rates of infiltration were simulated at each basin. The model was run in transient mode for 830 days, the latter part of which corresponds to the period of gravity data collection. The initial 460 day period was used as a warm-up period, primarily to
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establish realistic initial head and initial water content profiles in the UZF package for the forward gravity calculation.
In the UZF package, water content in the unsaturated zone (h), and therefore the density change and gravitational attraction, is determined by the ratio of the one-dimensional infiltration flux, q in , to vertical saturated hydraulic conductivity, K s-vert ; the Brooks-Corey exponent, e; the specific yield, S y ; and the residual water content, h r [Niswonger et al., 2006] :
Specific yield is also the difference between the saturated (h s ) and residual water content. Because gravity change is linear with density change, model-predicted gravity is sensitive only to the change in water content rather than the absolute value of water content. We chose to keep the saturated water content constant and to vary h r to achieve a range of S y values; however, the result would have been identical if h r was held constant and h s varied. Saturated hydraulic conductivity can differ between the UZF package (K s-vert ) and Modflow-NWT (K s ).
In this example, using the UZF package and Modflow-NWT, the forward gravity calculation depends on groundwater levels (head) and water content, which in turn depend on the model geometry, K s and K s-vert , S y , and e. Other conditions can influence the distribution of groundwater-level changes (and therefore gravity change), such as horizontal anisotropy and boundary conditions, but there are no external (i.e., petrophysical) parameters specific to the gravity calculation. There are no other parameters in the UZF package that affect water content and therefore the gravity calculation, although e and S y could vary by grid cell (as could the Modflow parameters).
Global parameter sensitivity was approached using the Bayesian, Markov-Chain Monte Carlo, DiffeRential Evolution Adaptive Metropolis (DREAM) algorithm [Vrugt, 2016] . DREAM explores the model parameter space with multiple different parameter chains within a population-based evolutionary framework. With respect to model calibration, instead of single optimal parameter values, linear confidence intervals, and a corresponding ''best'' model prediction, DREAM produces posterior parameter distributions based on Bayes' Law and the parameter likelihood, calculated DREAM output includes a range of model predictions that correspond to parameter uncertainty in the posterior parameter distributions. A Gaussian likelihood function with homoscedastic measurement error [Vrugt, 2016] was calculated for the gravity and groundwater-level time series. Each measurement type included 73 samples evenly spaced between March 2012 and April 2013.
Results
Observed Data
Observed basin inflow ( Figure 2b ) corresponds with gravity change (Figure 2d ) and groundwater-level change (Figure 2e ). Total basin inflow for all nine basins (Figure 2a ) varies seasonally, with maximum inflow scheduled in winter when the evaporation rate is lowest. The increasing inflow rate during the first and last infiltration cycles at RB206 and RB207 represent increasing infiltration flux. The change in gravity at 206 and 207 closely follow the infiltration cycles; gravity increases immediately after basin inflow begins, and decreases immediately after basin inflow ends. In contrast, the water levels in wells vary more gradually. Most notably, all water levels show essentially the same behavior as they rise or fall in tandem in response to the total, combined basin inflow. Water levels in wells that are located near pumping wells (e.g., wells 14, 15, and 18) also have high-frequency noise related to frequent on-off pumping cycles. Historical water level data at well 25 suggest that the observed water levels also incorporate an annual signal unrelated to local recharge (Figure 3 ; additional data online at http://nwis.waterdata.usgs.gov/usa/nwis/gwlevels/?site_ no5320944111125701). Most significantly, there are about 10 km 2 (2500 acres) of irrigated agricultural fields just north of the facility and 10 additional recharge basins 3.5 km north.
The gravimeter at each basin is primarily sensitive to the adjacent basin and much less sensitive to other basins (i.e., the gravity time series at 206 reflects flooding and drying in RB206, and is relatively insensitive to flooding and drying in RB207). The qualitative difference in behavior-a rapid increase and decrease in Water Resources Research
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gravity following the start and finish of infiltration at 206, compared to more gradual changes at 207-reflects primarily the spatial configuration of mass change relative to the gravimeters (the geometry of the problem) rather than differences in aquifer properties. Total uncertainty relative to the hydrologic signal over one recharge cycle (4-6 months) is estimated to be 2 mGal, or about 2% of the total gravity change. Uncertainty due to environmental effects is considered to be small due to the length of the gravity time series used to develop the tide and loading model and the small magnitude of the global hydrologic loading signal at this site. On the other hand, uncertainty caused by instrumental drift is relatively large due to the short duration between FG-5 absolute gravity measurements and the relatively large uncertainty in the A-10 absolute gravity data used to constrain drift during the majority of the record. It should be noted that the uncertainty in the gPhone time series (Figure 2d ) is approximately an order of magnitude larger owing to the much larger instrumentaldrift correction. As shown later, data uncertainty is much smaller than the uncertainty inherent in the hydrologic model.
The time series of A-10 absolute gravity data show similar behavior but at coarser temporal resolution (Figure 2d) . The A-10 is limited by a maximum operating temperature and observations in midsummer could be collected only during the morning hours. The break in data in summer 2012 is a period when the meter was undergoing routine maintenance. Based on prior experience [Schmerge and Francis, 2006; Schmerge et al., 2012] and stable setups provided by foundations and well pads at SAVSARP, instrumental uncertainty of the A-10 was estimated to be 6 mGal. This uncertainty is combined with other factors (set scatter, Earth tide uncertainty, air pressure correction uncertainty, etc.) to estimate the observational uncertainty shown by the error bars in Figure 2d .
Determining Infiltration Rate From Early Data
The rate of the initial increase in gravity during an infiltration cycle is sensitive to the infiltration rate. The benefit of only considering early-time data is that the change in gravity is caused primarily by the infiltrated water, and the more complicated process of groundwater mounding and lateral flow can be ignored. A simple piston-flow model is used, based on the assumption that the wetting front advances at a constant rate, the water content above the wetting front is constant, and the water content below the wetting front is constant. In this case, the depth of the wetting front (and therefore the gravity response) is controlled solely by the infiltration flux and the change in water content across the wetting front (Dh; assuming 1 g/cm 3 as
. For a fully dry profile, and saturated water content above the wetting front, the difference in water content would equal the specific yield. The change in gravity was calculated for the specific geometry of the iGrav gravimeter at 206 by discretizing the basin topography into 1 3 1 m grid cells and calculating the gravitational attraction of the water stored above the wetting front within each cell at daily time steps. As a result, the ''topography'' of the wetting front mirrors that of the basin floor. To isolate the signal at 206, the same calculation for a wetting front beneath RB207 was calculated and subtracted from the 206 calculation.
The gravity increase during early infiltration is primarily sensitive to infiltration flux (Figure 4a ). The variation due to differences in the change in water content (Dh) is secondary, and larger at later times and for higher infiltration fluxes. Examining the gravity rate of change dg/dt (Figures 4b and 4c) shows that the gravity measurement becomes more sensitive (e.g., dg/dt increases) to infiltration at later times, because the angle between the wetting front and the gravimeter increases (that is, the change in mass occurs more directly beneath the gravimeter). The curves showing the variation caused by different infiltration rates (variation in Figure 4 ) are most different on about day 4. An exception to increasing sensitivity with time occurs at later time for the example with the highest infiltration rate and lowest Dh (uppermost line in Figure 4b) . In that case, the wetting front rapidly moves through the subsurface and the effect of increasing distance to the gravimeter (which lowers sensitivity and dg/dt) is more influential than the change in the angle. In all cases, maximum sensitivity, as indicated by maximum dg/dt, would be earlier in time if a VBGG were measured [Kennedy et al., 2014] . Figure 4c ). This agrees very well with the observed initial infiltration rate at RB206 on day 15, 0.38 m/d (Figure 2c ), especially considering the measurement is entirely noncontact and noninvasive. The discrepancy in shape between the observed (Figure 4 , red line) and modeled gravity change and dg/dt (Figure 4 , black lines) are helpful to understand the change in water content during infiltration. As noted, the model assumes a constant change in water content across the wetting front with time. If instead the infiltration rate increases with time, the UZF model (and other water content/pressure-head models, as the Brooks and Corey [1964] and van Genuchten [1980] models) requires a corresponding increase in water content. During early time, before day 5, the observed dg/dt is lower than would be expected, given the value on day 15 (that is, the red line is below all but the lowest infiltration-rate curves in Figure 4b ). This indicates the density contrast (i.e., Dh) is lower than expected, because a lower Dh corresponds to a smaller change in gravity, and therefore the infiltration rate must be lower than on day 15. As a result, it appears that the region between the land surface and the wetting front continues to ''wet-up'' during early infiltration, a phenomena corroborated by the observation of air bubbling through the ponded water during the first few days of an infiltration cycle. This is an example of improved insight into field-scale physical processes provided by time-lapse gravity data.
Although the data obtained during early infiltration are useful for determining infiltration flux as shown in Figure 4 , it is relatively insensitive to Dh. If the infiltration rate can be estimated, to estimate Dh requires information about the depth of the wetting front, and previous work has shown that a single gravimeter is relatively insensitive to wetting front depth [Kennedy et al., 2014] . If, however, two gravimeters are deployed to measure the VBGG then the wetting front depth can be tracked and Dh can be estimated. 
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Of note, the gravity change shown in Figure 4 is much larger than the noise floor of the superconducting gravimeter. Over the 20 day period shown, measured gravity increased by 83 mGal. Over the initial infiltration event in Figure 2b , gravity increased 187 mGal. At a site with well-established tide and loading models, measurement resolution less than 1 mGal over 20 days can be expected [Neumeyer, 2010] . Our later results show that this level of signal to noise is far higher than is necessary to infer parameter values and characterize physical processes. This suggests that time-lapse gravity monitoring could be appropriate for applications of much smaller scale than SAVSARP.
Gravity Change Simulated by the UZF and Modflow Packages
The simulated change in gravity depends on both the water content in the unsaturated zone, simulated by the UZF package, and groundwater-level change, simulated by Modflow-NWT. During the first part of an infiltration cycle (ignoring the gravity change from previous recharge cycles), only the UZF package is active ( Figure 5 ). After the wetting front reaches the water table, the gravity contribution from the UZF package declines and that from Modflow-NWT increases. Prior to this time step, the gravity data provide no information about Modflow-NWT-specific parameters (K s ) and conversely, groundwater levels provide no information about UZF-specific parameters (e and K s-vert ). When the basin inflow turns off on day 42, both UZFsimulated and Modflow-NWT-simulated gravity decline immediately. The UZF decline happens rapidly, between days 42 and 48, whereas the Modflow-NWT decline decays over a time-span similar to the length of the infiltration period.
Effect of Model Complexity
Many diverse recharge and pumping sources, both local and regional, affect the SAVSARP groundwaterlevel data (Figure 2e ). The signal due to any one recharge basin is difficult to discern among the other overlapping sources. To use these groundwater levels in model calibration, the model would need to simulate all of the processes that cause measurable changes in groundwater levels, including seepage from irrigation, pumping, and natural recharge. In contrast, the gravity signal (Figure 2d ) is sensitive to a smaller region dominated by recharge from the adjacent basin.
As a result of the difference in spatial sensitivity, when gravity data are used to calibrate a model to determine unsaturated-zone properties, a simpler model can be constructed ( Figure 6 ). The large and small domain models (Figures 6a and 6b ) predict similar gravity values, but markedly different groundwater levels ( Figure 6c ). Trying to calibrate an unsaturated-zone model to groundwater levels would have varying success, depending on whether the most important features that affect groundwater levels are included in the model. The difference can be examined with a scale diagram (no vertical exaggeration) of the subsurface at SAVSARP (Figure 6d ). Gravimeter sensitivity has largely diminished at the distance of the nearest monitoring well. The gravity measurement is still influenced by the water table at this distance, but the variation in water level is much smaller than the variation directly beneath the gravimeter where sensitivity is highest, 
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and where unsaturated-zone processes dominate. In contrast, because of its location equidistant between basins (Figure 6a) , the groundwater-level measurement is almost equally sensitive to recharge in basins to the west and the east.
UZF/Modflow Contribution and Parameter Sensitivity
Plots of one-dimensional parameter sensitivity show that the four parameters-K s , K s-vert , S y , and e-all cause similar change in predicted gravity (Figure 7 ). The reference model is the small model domain, and a best fit reference parameter set identified using PEST [Doherty, 2010] . For the sensitivity analysis, parameter values were varied by 620%. High-frequency variation in the curves represents small variations in the infiltration flux, and groundwater pumping. Somewhat surprisingly, all parameters have essentially zero effect on the initial rise in gravity, prior to groundwater mounding and the start of horizontal flow, when only water content changes in the UZF package cause a change in gravity. The parameters do cause variation in wetting front speed and water content, as shown by the variation in the arrival of the wetting front at the water table (indicated by the initial rise in the ''Modflow'' curves in Figure 7a ). But, because infiltration flux is specified, wetting front speed and change in water content are correlated and a slow moving wetting front ahead of a large change in water content causes a similar gravity change as a more rapid wetting front with smaller water content change. This similarity is apparent when trying to determine the depth of the wetting front from a single gravimeter [Kennedy et al., 2014] .
After the wetting front reaches the water table and the water table starts to rise, the gravity contribution from the UZF package decreases (Figure 7 ) because prisms are moved from the UZF package to Modflow-NWT (in this context, a prism represents an increment of vertical discretization within a Modflow-NWT grid cell). This is equivalent to the redefinition of a point in space being in the vadose zone or the saturated zone as the water table moves above or below its location. When drainage begins, the water table falls and prisms are moved back to the UZF package, increasing the UZF contribution, but this effect is overwhelmed by the decrease in water content (and density) caused by draining the soil profile. The total gravity contribution from the UZF package decreases rapidly, quickly approaching zero. Meanwhile, after the wetting front first reaches the water table, the gravity contribution from Modflow-NWT (i.e., the saturated zone) increases at a nearly constant rate until recharge stops, at which time it decreases at a similar rate. This pattern is similar to the response in groundwater levels that would be observed in a monitoring well. shows that before day 20, when the infiltration rate is known and specified as a model input, gravity data convey little information for the purpose of parameter identification (if the infiltration rate is unknown, the gravity rate of change would vary as described in section 3.2). From about day 20 to day 30, when the wetting front first interacts with the water table, the modeled gravity series start to diverge. Variation in the gravity response among parameter values during this time reflects differences in wetting front travel time. The two saturated hydraulic conductivity parameters, although influential on the individual UZF and Modflow contributions, combine to have a very small effect on the overall gravity response. In this example, only S y and e have a significant influence on the combined gravity response. In general, all parameters have a similar effect on the combined gravity signal (the only signal that can be measured), serving to scale the signal upward or downward. The capacity to accurately identify parameter values therefore depends in large part on the accuracy with which the total increase in gravity can be measured. In this example, that accuracy is high: estimated accuracy of the superconducting gravimeter measurement is about 1 mGal and the total change in gravity was about 200 mGal.
The variable-baseline gravity gradient-measured over a discrete interval between two superconducting gravimeters-provides increased resolution and sensitivity in the unsaturated zone, and improved signalto-noise ratio due to common-mode filtering of ocean loading and other signals [Kennedy et al., 2014] . During the SAVSARP experiment, two gravimeters were located 15 and 30 m from the edge of RB206 [Kennedy et al., 2014, Figure 2] . This gradient measurement was previously shown to be sensitive to the depth of the wetting front, whereas the single-gravimeter measurement was not [Kennedy et al., 2014] , and this same result is seen in the simulated gradient ( Figure 7b ). Divergence between the combined gravity response curves occurs earlier, on day 10, than for the single-gravimeter measurement, on day 20 (Figure 7a ). The UZF gravity response of the gradient measurement (Figure 7b ) makes up a greater proportion of the combined gravity response than for the single-gravimeter (Figure 7a ). This shows an imperfect example of common-mode filtering, whereby the rise of the water table affects both gravimeters nearly equally, but the water content change in the unsaturated zone has a much greater effect on the closer gravimeter than the farther one.
Parameter Identification
The global parameter space of the Modflow-NWT model was explored using the Bayesian Markov Chain Monte Carlo tool, Differential Evolution Adaptive Metropolis (DREAM) [Vrugt, 2016] . A specified-flux boundary was imposed for the area of each infiltration basin shown in Figure 6b equal to the observed infiltration flux. Six parameter chains were used; in total 9000 model simulations were run for each data type. Diagnostic plots of the Gelman-Rubin convergence ratio and individual-chain crossover frequencies indicated good performance of the DREAM algorithm. The final 25% of the values in each parameter chain were selected to represent the posterior parameter distribution. DREAM/Modflow runtimes were about 1 week (for groundwater-level simulation) and 2 weeks (for gravity simulation, which also includes groundwater-level simulation) on a 6-core 3.5 GHz processor with model runs in parallel. Model output was evaluated by calculating the log likelihood using gravity data alone, and groundwater levels alone. A combined gravity and groundwater-level objective function was not attempted because results indicate structural problems with the model with respect to simulated groundwater levels, described below.
For the simple model shown in Figure 6b , the general timing and magnitude of gravity change is observed in the model simulations, but detailed behavior is not (Figure 8a ; the dark region in the upper plots is the variation in model simulation encompassed by the parameter distributions shown in the lower plots). In particular, the model has trouble simulating a rapid decrease in gravity between day 270 and day 320; the observed gravity decrease (red dots) is more rapid than might be expected based on other recharge-drainage cycles. In contrast, although the general pattern of simulated groundwater levels matches the observed (Figure 8b ), there is a distinct lag between the observed rise in water table and the simulated rise in water table during an infiltration cycle (for example, the observed water table starts to rise almost immediately (at day 5), whereas the simulated rise in water table starts between days 30 and 50, depending on the parameter set). As shown in section 3.1, the groundwater-level data include a regional signal that is not simulated by the model, and in this case, it is inappropriate to use the observed signal to calibrate a model that only simulates some of the relevant processes. Yet the gravity data remain effective for model calibration.
The posterior parameter distributions differ depending on whether gravity or groundwater levels are used for parameter identification (Figure 8, bottom) . In both cases, prior likelihoods for K s , K s-vert , S y , and Brooks-
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Corey exponent (e) in the DREAM analysis were uniform random distributions with the bounds 0.2-10, 0.2-10, 0.1-0.45, and 1.5-10, respectively. The bounds were selected based on previous site investigations and to encompass the range of feasible values. For gravity, the posterior parameter distributions for K s-vert and e are most constrained relative to their a priori ranges (that is, the model is most sensitive to these parameters). For groundwater levels, the results are the opposite: K s and S y are the most constrained. Using gravity, K s-vert and S y are highly correlated, as shown by the linear relation in the off-diagonal scatter plots (Figure 8) . This corroborates the analysis in section 3.2, in which a rapidly moving wetting front moving through a lowporosity subsurface produces a gravity response similar to that from a slower wetting front moving through a high-porosity subsurface (for the same infiltration rate).
The difference in optimal values for K s and K s-vert between the two data types are likely related to the difference in the timing of the simulated and observed groundwater levels-K s-vert assumes a relatively high value so that water is transmitted rapidly to the water table so that groundwater levels rise as quickly as possible (that is, to match the solid line to the dots in Figure 8 during the initial part of a recharge cycle). Then, K s assumes a low value so that mounding (and groundwater-level rise) is as large as possible. In reality, the maximum K s-vert is reasonably well constrained by the observed infiltration rate, at about 0.5 m/d ( Figure 2c) ; this value is much closer to the mean of the posterior parameter distribution indicated by gravity data. With this lower K s-vert value, the K s posterior distribution derived from gravity data assumes higher values, more similar to those suggested by the travel time between the onset of infiltration and the arrival of water in the nearest monitoring wells [Kennedy et al., 2014] .
Evaluating the opposite data type as the one used for calibration shows that simulated groundwater levels are more consistent across different parameter sets (i.e., are more constrained by model structure) than are gravity data. The simulated groundwater level for the best (maximum likelihood) gravity parameter set (blue line, Figure 8b ) is similar to the groundwater level simulated by the posterior parameter distribution, and falls well within the 95% prediction interval. On the other hand, simulated gravity using the parameter set that produces the best fit to groundwater level (blue line, Figure 8a ) falls outside the 95% prediction interval. This shows that for this model, if faced with the choice between only gravity or groundwater-level data for calibration, gravity results in better model simulations.
The model results indicate fairly significant model structural error, as shown by the posterior parameter distributions that are bounded by the a priori limits and the broad 95% confidence intervals. The gravity signal cannot be matched exactly because the forward gravity model is calculated from the output of the groundwater-flow model (unsaturated-zone water content and head). Using traditional geophysical inversion, whereby the gravity field constrains the distribution of mass directly, many different realizations of mass change (i.e., water content and head change) in the subsurface could be found that match the gravity time series exactly. This type of inversion-and in particular, binary inversion [Krahenbuhl and Li, 2006] that identifies cells as either saturated or unsaturated-could be useful if the only concern was identifying the movement of water in the subsurface, rather than constructing a groundwater-flow model.
Because of the difficulty matching the timing of changes in the simulated groundwater levels to the observed, and because all wells show similar gross changes in groundwater levels (Figure 2e ), one can conclude that additional water level measurements would not provide a great deal of additional information for model calibration, at least for the relatively simple model used in this example. In contrast, given the relatively small spatial sensitivity of gravity data (Figure 6 ), additional gravity data collected at other locations would likely be more useful for identifying parameter spatial heterogeneity, especially unsaturated-zone parameters.
Discussion
Numerical Stability and Computation Time
Solving the nonlinear, three-dimensional Richards' equation for flow in the unsaturated-zone presents a significant computational challenge [Miller et al., 1998 ]. The simplification to the Brooks-Corey equation and kinematic wave routing in the UZF package was, in our experience, necessary to achieve reasonable runtimes and stability in the numerical solver (in addition, the numerical solver for other Richards' equationbased models, such as Hydrus-1d/Modflow [Seo et al., 2007] proved to be insufficiently stable for global parameter search). Modflow runtimes for the 830 time step, 17,280 grid cell small model on an Intel i7 3.6 GHz processor were 4-5 min, depending on the parameters used, with about an additional 2 min required for the forward gravity calculation. For the 49,500 grid cell large model, Modflow runtimes were 10-15 min, and about 5 min were required for the forward gravity calculation.
Spatial Variability and Model Parameterization
In this study, we consider water storage in the unsaturated zone to vary only with depth, neglecting lateral variability and transport. This assumption was motivated by three factors: first, two unsaturated-zone piezometers with depths of approximately 30 m, installed 300 m north of RB 207 and 200 m east of RB206, have remained dry since recharge began at SAVSARP. This points to the absence of significant lateral transport in the unsaturated zone, at least in the directions of the piezometers. Second, the VBGG experiment [Kennedy et al., 2014] recorded data consistent with uniform, vertical movement of a wetting front below the basins; if significant lateral transport occurred in the upper 30 m of the subsurface there would be an observed departure in the VBGG from the model-simulated vertical infiltration, and gravity would decrease more slowly when infiltration stops. Finally, a gravity measurement integrates over a large volume, up to hundreds of meters away from the gravimeter in this study (Figure 6 ). At this scale, the variability of soil moisture dynamics over depth has much more influence than the lateral variability. Small-scale heterogeneity, The groundwater modeling presented, which used a lumped approach (i.e., homogeneous parameters) instead of spatial variability in model parameters, was motivated by the fact that the hydrological system is an open and complex system and, in order to study this system, simplification is necessary. Gravity measurements provide an integral signal which makes them comparable to discharge measurements [Creutzfeldt et al., 2013] . Therefore, gravity data can characterize the hydrological system as a whole, whereas groundwater and soil moisture only permit the evaluation of model components or single parameters. Using more sophisticated models or considering spatial heterogeneity are not likely to improve model results when using gravity for calibration data. In this context, the concept of temporal stability plays an important role. The temporal stability concept is based on the assumption that spatial patterns are temporally persistent and that the relationship between spatial location and statistical measures of soil moisture are temporally invariant [Grayson and Western, 1998; Kachanoski and de Jong, 1988; Vachaud et al., 1985] . Following this concept, it seems to be difficult to resolve/estimate spatially distributed model parameter because temporal gravity observations measure only temporal variation of soil moisture, and provide a ''lumped'' signal.
Gravity-Data Advantages and Limitations
The value of gravity data at SAVSARP comes from the direct nature of the measurement and the welldefined support volume primarily within the unsaturated zone. There are several practical advantages with respect to wells. Superconducting gravimeters can be installed where there is AC power on very short notice; similar planning and installation of monitoring wells would take months to years. Although expensive (instruments are generally 1-400,000$), the expense must be compared against installing monitoring wells; depending on depth, drilling type, and well construction, drilling only a few monitoring wells through the thick unsaturated zone at the site may quickly approach the cost of a single gravimeter. Relative to monitoring wells, gravimeters are portable, operate within a smaller footprint, and are not subject to the regulatory and permitting aspects of well installation. For this study, where the gravity response was effectively identical for subsequent recharge cycles, data from a single gravimeter moved with each cycle could feasibly be combined to model a single event.
Like all methods, time-lapse gravity data for hydrologic investigations has limitations. Foremost, the integrative nature of gravity data is both a strength and weakness. Gravity measured at a single location cannot resolve any information about the depth at which mass-change occurs. Better resolution requires measurements at multiple locations; one approach is to consider only gravity differences between stations [Kennedy et al., 2014] . At SAVSARP, the single, unconfined aquifer, lack of recharge from precipitation, and constraint on groundwater levels from nearby monitoring wells all result in relatively little uncertainty in the vertical distribution of mass change. Other environments, such as karst, would have different vertical-resolution considerations [Jacob et al., 2010] . Other limitations of gravity data are the expense, measurement uncertainty, and rarity of field instrumentation. For the iGrav and gPhone, the AC power requirement may limit many deployments. The absolute-gravity data were made possible by the Tucson-based USGS A-10 gravimeter, but only about two such meters are operated in the U.S.
For comprehensive, high-precision gravity-field monitoring, superconducting, absolute, and relative gravimeters must be combined, because the three different techniques each have advantages and disadvantages. Superconducting gravimeters have the limitations mentioned above but provide the most precise data possible; the infiltration-rate and modeling results presented in this paper are only feasible with this type of instrument. Relative gravimeters are cheaper and spatial gravity changes can be resolved because the meters are easy to transport. However, their precision is limited, a stable or known gravity reference is needed, and it is not possible to measure continuous time series. In the study area (at the center of an alluvial basin), there are no nearby stable reference points and the absolute gravimeter is essential to maintain the survey datum. The superconducting gravimeter can also serve as the gravity reference, but having all of the relative-gravity surveys tied to a single point leads to high uncertainty at faraway points. Finally, an absolute
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gravimeter (preferably the high-precision FG-5 instrument) is required to constrain the drift rate of the superconducting gravimeter.
Hydrology of the SAVSARP Site
From the gravity data and modeling, much can be learned about the hydrology of the SAVSARP site. First, the unsaturated zone transmits water very efficiently. Even without knowing the infiltration rate, the very rapid gravity rise and fall with the onset and end of each recharge cycle shows water rapidly moving into and away from the region to which the gravimeter is sensitive. Water is clearly not held up in the unsaturated zone. Second, the 13 month time series over several recharge cycles shows little or no net change in gravity, despite the addition of 4.5 3 10 6 m 3 of water during the experiment. Gravity returned to or stayed at preexperiment levels both at stations adjacent to the recharge basins and stations far away. This demonstrates the facility is operating at quasi-steady state and water is efficiently moved away from the basins into the surrounding aquifer. The distance recharged water travels is important for siting new production wells and maintaining water rights to recharged water.
Groundwater modeling showed that the choice of gravity or groundwater level (head) data for calculating model likelihood results in different optimal parameter values. With the model used (one of many possible models, but representative of the level of detail a consulting hydrologist might use), hydraulic conductivity in particular is much different: near 1 m/d when groundwater levels are used, compared to 10 m/d when gravity is used. This difference is large enough to cause different predictions of long-term groundwater level changes, information that is often required for permitting and regulatory requirements. Finally, when used for groundwater-model calibration, gravity data suggest the site has relatively high specific yield, 0.25-0.42, skewed toward the upper end (similar to the range suggested by groundwater-level calibration). These values are much higher than those from previous studies in the basin [Whallon, 1983; Pool and Anderson, 2008] . High specific yield would result in a larger groundwater mound underneath the basins for a given amount of infiltration [Hantush, 1967; Carleton, 2010] .
Conclusion
Gravity data provide information about several aspects of infiltration and groundwater movement at an artificial recharge facility. Data can be used directly to infer infiltration rate and depth of the wetting front, and to evaluate whether the facility is operating at steady state or accruing storage within the region that measurements are made. Data can be used in conjunction with a model to infer the subsurface properties vertical and horizontal hydraulic conductivity, specific yield, and the Brooks-Corey exponent. Gravity data are more sensitive to the unsaturated zone and the near-field region simulated by a relatively small superposition model. In contrast, head data integrate all signals in the basin that affect the water table, including natural and artificial recharge, irrigation, and pumping, but are not directly sensitive to water stored in the unsaturated zone.
Future advances for gravity monitoring applications for artificial recharge and groundwater modeling in general will come from advances in instrumentation. Unlike other hydrogeophysical methods, which are limited by the relation between the measured property and the property of interest, gravity change is calculated exactly from groundwater-model output. In other words, the greatest source of uncertainty with gravity data is measurement imprecision (for all gravimeters other than superconducting gravimeters) and inability to cover a large area (for superconducting and other AC-powered gravimeters). In this study, despite being the most extensive gravity-hydrology field study at an artificial recharge facility in the U.S., only a few locations were monitored, mostly because AC-power access was limited and the high instrumentation cost precluded additional instruments. Both problems are surmountable with continued instrumentation development.
