Introduction
In late 1990's, Berry and Robbins [4] , motivated by certain problems in quantum physics, asked an interesting geometric question which can be reformulated as follows: given a positive integer n, is there a continuous map which to any n pairwise distinct points x 1 , . . . , x n in R 3 assigns n points p 1 (x 1 , . . . , x n ), . . . , p n (x 1 , . . . , x n ) in the complex projective space PC n−1 in such a way that
• the points p 1 (x 1 , . . . , x n ), . . . , p n (x 1 , . . . , x n ) are not contained in a linear subspace;
• p k (x σ(1) , . . . , x σ(n) ) = p σ(k) (x 1 , . . . , x n ) for any k ∈ {1, . . . , n} and any permutation σ of {1, . . . , n}?
The question has been answered in the positive by Atiyah in [1] . In the same work Atiyah observed that a more elegant (and more desirable) solution could be given if a certain determinant assigned to any n distinct points in R 3 does not vanish. This determinant has been refined in [2] , where some numerical evidence supporting its conjectural non-vanishing is given. Further refinements and generalizations of the 1 conjecture together with compelling numerical evidence were presented by Atiyah and Sutcliffe in [3] . In that paper the authors construct a determinant function with remarkable properties, which assigns to any n distinct points x 1 , . . . , x n in R 3 a complex number D(x 1 , . . . , x n ) (see [3, formula (3.9) ]). Let us briefly outline the construction of D. Denote by (x i,1 , x i,2 , x i,3 ) the coordinates of x i , where i ∈ {1, 2, . . . , n}. For each pair i < j choose two complex numbers z i,j and w i,j such that |z i,j | 2 + |w i,j | 2 = 1 and
, with the convention that w i,j = 0 when the denominator of the right hand side of (1) vanishes. When i > j, define z i,j = −w j,i and w i,j = z j,i . Define a i,j as the coefficient at t j−1
of the polynomial f i (t 1 , t 2 ) = k =i (z i,k t 1 − w i,k t 2 ). The Atiyah determinant D(x 1 , . . . , x n ) is defined as the determinant of the matrix (a i,j ). In [3] it has been proved that D(x 1 , . . . , x n ) is independent of all the choices made in the course of its definition. Moreover, this determinant is invariant under the orientation preserving similitudes of R 3 and becomes its own conjugate under the orientation reversing similitudes. In [3] the authors stated the following three conjectures about
It is easy to see that the conjectures are stated in order of increasing strength.
All three conjectures have been verified by Atiyah for n = 3. In [3] a compelling numerical evidence is given in support of all three conjectures. In addition, the authors provide a very interesting physical interpretation of Atiyah determinant and discuss further generalization of the conjectures. Conjecture 1.1 has been proved for n = 4 by Eastwood and Norbury [8] . In addition, Conjecture 1.1 has been proved for some configurations of points of arbitrarily large size in [7] . We are not aware of any other results concerning these conjectures.
In the first part of our paper we obtain an explicit formula for the value D n of 
Regular n-gon
Suppose that the points x 1 , . . . , x n are on a circle. Recall that Atiyah determinant is invariant under orientation preserving similitudes of R 3 . Therefore, in order to compute D(x 1 , . . . , x n ), we may assume that x i,3 = 0 for all i and
−1 , where 0 < u 1 < . . . < u n ≤ 2π. Set a r = e ur √ −1/2 for r = 1, . . . , n. A straightforward calculation confirms that we can take z i,j = a i / √ 2,
It follows easily from the last formula that Conjecture 1.1 for the points x 1 , . . . , x n is equivalent to C-linear independence of the polynomials g r (z), r = 1, . . . , n. Indeed, by (2), the C-linear independence of these polynomials is equivalent to the C-linear independence of the polynomials f r (t 1 , t 2 ), r = 1, . . . , n. In turn, the Clinear independence of the latter sequence of polynomials is, by definition, equivalent to the non-vanishing of the determinant D(x 1 , . . . , x n ).
We specialize now to the case when the points x 1 , . . . , x n are vertices of a regular n-gon. In other words, we assume that u k = 2πk/n, k = 1, . . . , n. Define g(z) = n−1 k=1 (z − w k ), where w = e π √ −1/n . Then a r = w r and g r (z) = w 2r(n−1) g(w −2r z), r = 1, . . . , n.
Lemma 2.1. Suppose that a = 0 and a
Proof. Let V (y 1 , . . . , y n ) be the Vandermonde matrix, i.e. the n × n matrix whose
Recall that the determinant of this matrix is given by
The equalities h(a m ) = 0, m = 1, . . . , n translate into a system of n linear equations for the coefficients b k :
Using Cramer's rule and formula (4), it is a straightforward computation to get (3). x r w −2rt = 0, t = 0, 1, . . . , n − 1.
Therefore the polynomial n r=1 x r z r−1 of degree n − 1 has n distinct roots w −2t , t = 0, 1, . . . , n − 1. It follows that this polynomial is 0, i.e. x 1 = . . . = x n = 0. This establishes the linear independence of the polynomials g(w −2r z), r = 1, . . . , n.
We are now ready to compute D(x 1 , . . . , x n ).
Theorem 2.3. Let x 1 , . . . , x n be vertices of a regular n-gon. Then
.
Proof. In order to carry out the computation of D(x 1 , . . . , x n ) note that (2) yields
(we used the equality k =r a k
where we set b n−1 = −1. Thus
A straightforward computation, using (4) and the identity 2n−1
Using Lemma 2.1, we get that
Since 1 − w s = 1 − w 2n−s , we have the following equality:
Putting all these computations together, we arrive at the following formula:
A straightforward calculation, using the identity
(for an appropriate α), yields (5).
Our next goal is to confirm Conjecture 1.2 for the vertices of a regular n-gon. We start with some lemmas.
. This is equivalent to showing that g(x) := 2x − sin 2x ln cot x < π/2. Proof. Integration by parts followed by a simple substitution yield
Now
It turns out that both integrals on the right can be found in the literature. We have found them first in the wonderful monograph [9] , where on pages 56 − 57 the following formulas are given (without proof):
where G is Catalan's constant. Both formulas are proved in [5] and (7) is proved in [10] . It is clear now that the lemma follows from (6) and (7).
Proof. Note that
where f (x) = π 4 − x ln cot x. The sum on the right hand side of (9) is a Riemann sum for f . By Lemma 2.4, the function f is decreasing and non-negative on (0, π/4).
It follows from Lemma 2.5 that
Using the inequality x < tan x , we see that
Thus
Exponentiation of all sides yields (8) .
Let us note the following interesting corollary.
Theorem 2.7.
We can now state and prove the main result of this section. 
It is a simple calculus exercise to see that the rightmost expression is positive and increasing with n for n ≥ 20. This implies that D n > 1 for n ≥ 20. For n < 20 the inequality D n > 1 is verified by a direct computation. Consider the (possibly degenerate) tetrahedron with vertices x 1 , x 2 , x 3 , x 4 . In what follows, the set of indices {i, j, k, l} will always coincide with {1, 2, 3, 4}. Let α i,j be the angle ∠x k x i x l (i.e. the angle at vertex x i of the face subtended the vertex Proof. By the law of cosines, we have 2abc cos A = ab 2 +ac 2 −a 3 and similar identities hold for the other two angles. The conclusion of the lemma follows now easily by adding these identities.
By the law of cosines,
Together with Lemma 3.1 this yields 12av r 1,4 ((r 2,4 + r 3,4 ) 2 − r (3 + cos α l,i + cos α l,j + cos α l,k )(cos α i,l + cos α j,l + cos α k,l − 1).
In order to get some insight into d 3 (r 1,2 r 3,4 , r 1,3 r 2,4 , r 1,4 r 2,3 ) we need the following old result about tetrahedra. For the convenience of the reader we provide a sketch of a proof. 
Thus A ′ B ′ C ′ is the required triangle. Note that I takes the lines
to circles circumscribed on the three faces of ABC sharing the vertex D. Since I is conformal, the claim about angles of A ′ B ′ C ′ follows.
Remark 3.3.
(1) The description of the angles in Lemma 3.2 may seem ambiguous, since two intersecting circles or lines do not define a unique angle but a pair of supplementary angles. However, given three pairs
of supplementary angles, none of which is 0, there is at most one choice of 2 holds for x 1 , x 2 , x 3 , x 4 . When, in addition, the points x 1 , x In addition, if x 1 , x 2 , x 3 , x 4 are coplanar then V = 0 and D(x 1 , x 2 , x 3 , x 4 ) is real so |D(x 1 , x 2 , x 3 , x 4 )| ≥ 1 is equivalent to (15). To complete the proof note that our considerations above show that (15) and (14) are equivalent.
We do not know any explicit formulas expressing the angles of the associated
Crelle triangle in terms of the angles α i,j in general. However, when the points x 1 , x 2 , x 3 , x 4 are coplanar, such formulas are easy to obtain using Lemma 3.2 (or rather Remark 3.3 (2)). (ii) If x 4 belongs to the triangle x 1 x 2 x 3 then the associated Crelle triangle has angles
Proof. The lemma follows easily from the following fact from elementary plane geometry. Let c 1 , c 2 be circles intersecting in 2 points A, B. Let C 1 ∈ c 1 , C 2 ∈ c 2 be points on the same side of the line AB. The angle between c 1 and c 2 is equal to the angle between the lines tangent to c 1 and c 2 at the point A. Using the result about the angle between a tangent and a secant (Proposition 32 in Book III of the Elements) we get that the angle between c 1 and c 2 is
We leave further details to the reader. Working with directed angles may simplify the argument and Remark 3.3 (1) may be useful.
Lemma 3.7. Let the function f (u, w, x, y, z) be defined as follows:
f (u, w, x, y, z) = cos u + cos w + cos x + cos y + cos z − cos(u + y + z) − cos(x + y + z)+ + cos(−w+y+z)+cos(u+w)+cos(x+y)−cos(u+y)−cos(w+x)+cos(u+x+y+z)− cos(−w + z) − cos(u + w + x + y).
Then f ≥ 3 for any non-negative u, w, x, y, z such that
Proof. We consider first the case when u = 0. Since w, x, π − w − x are angles of a triangle, Lemma 3.1 allows us to conclude that
In order to handle the general case, note that Note now that f (u, w, x, y, z) differs from h(u, w, x, y, z) + g(u, w, x, y, z) only by terms which are functions of w, x, y, and u + z. It follows that
since by our assumptions we have
Together with (16), this completes the proof of the lemma.
In order to state our next result more efficiently we introduce the following definition. We can now state the first main result of this section. 
Proof. We may assume that α 13 + α 31 ≤ π (since the sum of the angles of any quadrilateral is 2π). By Lemma 3.6, we have
Setting u = α 3,4 , w = α 3,2 , x = α 1,2 , y = α 1,4 , z = α 2,3 (see the picture below) it is straightforward to see that
where f is defined in Lemma 3.7. It is easy to see that the angles u, w, x, y, z satisfy the assumptions of Lemma 3.7 (use the fact that x 2 is inside the circumcircle of the triangle x 1 x 3 x 4 ), so the result is now an immediate consequence of Lemma 3.7.
As a rather simple corollary of the last theorem we get the following result. Proof. We need to prove that the inequality (14) holds. It suffices to show that (18) 3 + cos α l,i + cos α l,j + cos α l,k ≥ 2 for l = 1, 2, 3, 4. Indeed, then the left hand side of (14) is greater than or equal to twice the left hand side of (17), so (14) follows from (17).
The left hand side of each of the inequalities (18) is of the form 3 + cos α + cos β + cos(α + β) with nonnegative α, β such that α + β ≤ π. The result follows now from the identity 1 + cos α + cos β + cos(α + β) = 4 cos(α/2) cos(β/2) cos[(α + β)/2].
Remark 3.13.
(1) Inequality (17) remains true when one of the points x 1 , x 2 , x 3 , x 4 is inside the triangle formed by the remaining three points. This follows from an appropriate version of Lemma 3.7, which can be proved along the same lines (basically it is the same lemma but for w, x which are both negative and with some of the assumptions slightly adjusted). However, one of the inequalities (18) is no longer true in this case so our derivation of Conjecture 1.2 is no longer valid. Nevertheless, the inequality (17) seems of independent interest.
We have in fact the following conjecture.
Conjecture 3.14. Inequality (17) holds for any four distinct points
Using R Statistical Software, we have verified this inequality for several million random tetrahedra so we are quite confident in its validity.
(2) Consider any four distinct points x 1 , x 2 , x 2 , x 4 in R 3 . Even though the inequalities (18) do not hold in general, it seems that the left hand side of (14) is always greater than or equal to twice the left hand side of (17). Again, we verified this inequality for several million random tetrahedra so we state it as a conjecture. Let A l = 1+cos α l,i +cos α l,j +cos α l,k , B l = δ(x i x j x k ) = cos α i,l +cos α j,l +cos α k,l −1 for l = 1, 2, 3, 4. Thus we have to prove that it is a stronger inequality). Nevertheless, numerical investigation leads us to believe that the following should be true. 
