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REAL ANALYTIC GENERALIZED FUNCTIONS
S. PILIPOVIC´, D. SCARPALEZOS, V. VALMORIN
Abstract. Real analytic generalized functions are investigated as well
as the analytic singular support and analytic wave front of a generalized
function in G(Ω) are introduced and described.
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1. Introduction and definitions
Holomorphic generalized functions are defined as the solutions to ∂¯ziG =
0, i = 1, ..., p, where G is an element of a generalized function algebra
G(Ω),Ω ⊂ Cp (see [3], [4], [5], [11], [19] and [24] for the definition and
the properties for generalized function algebra). Recall, elements of this
algebra are classes of equivalences of nets of smooth functions with respect
to an ideal N (Ω) which consists of nets (nε)ε converging to zero, on com-
pact sets, faster than any positive power of ε as ε → 0. So, ∂¯G = 0 means
∂¯Gε = O(ε
a) on compact sets of Ω, for any a > 0. Thus, various properties
for such generalized functions have became interesting and important. The
algebra GH(Ω),Ω ⊂ Cp, of holomorphic generalized functions is introduced
and studied in [4], [1], [6] and [7] while in [22] is proved the existence of a
global holomorphic representative (any member of a representative is holo-
morphic) for an f ∈ GH(Ω),Ω ⊂ C. Moreover, in [16] is shown (in the one
dimensional case) that a holomorphic generalized function equals zero if it
is equal to zero at every classical point.
In this paper we are interested in the class of real analytic generalized
functions GA(ω), ω is open in Rd, in order to study generalized analytic
microlocal regularity of generalized functions.
We give in Section 2 a representation of an arbitrary generalized function
f ∈ G(ω), ω is open in Rd, as a boundary value on I ⊂⊂ ω of a corresponding
holomorphic generalized function [(Fε)ε] on I × (−1/η, 1/η)d which means
(∂¯ziFε)ε ∈ N (I × (−1/η, 1/η)d), i = 1, ..., d. Further, in the case d = 1
we give a global real analytic representative of a real analytic generalized
function. Then we define analytic singular support of a generalized function.
Also in Section 2 we prove that a generalized real analytic function equals
zero if it is equal to zero at every classical point of a subset of ω of positive
measure by proving the same result for a holomorphic generalized function
in an open set of Cp (see [16] for the case p = 1). Generalized analytic wave
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front of f ∈ G(ω) is introduced in Section 3 (see [14], [8], [9], [10] and [15]
for the local and microlocal G∞-properties of Colombeau-type generalized
functions). It is proved, for a distribution, that its wave front coincides with
the generalized wave front of the embedded distribution in G(ω). Actually
we prove a stronger result, the strong associativity of a distribution and a
generalized function is necessary and sufficient condition for the equality of
their analytic wave fronts. Section 4 is devoted to the comparison of the
notions of S-analyticity in the sense of [2] and the analyticity of this paper.
1.1. Definitions. We recall the main definitions ([5], [11], [19], [20]). Let
ω be an open set in Rd and E(ω) be the space of smooth functions with
the sequence of seminorms µν(φ) = sup{|φ(α)(x)|;α ≤ ν, x ∈ Kν}, ν ∈ N0,
where (Kν)ν is an increasing sequence of compact sets exhausting ω. Then
the set of moderate nets EM (ω), respectively of null nets N (ω), consists of
nets (fε)ε ∈ E(ω)(0,1) with the properties
(∀n ∈ N) (∃a ∈ R) (µn(fε) = O(εa)),
respectively, (∀n ∈ N) (∀b ∈ R) (µn(fε) = O(εb))
(O is the Landau symbol ”big O”). Both spaces are algebras and the latter
is an ideal of the former. Putting vn(rε) = sup{a; µn(rε) = O(εa)} and
en((rε)ε, (sε)ε) = exp(−vn(rε − sε)), n ∈ N, we obtain (en)n, a sequence
of ultra-pseudometrics on EM (ω) defining the ultra-metric topology (sharp
topology) on G(ω). The simplified Colombeau algebra G(ω) is defined as
the quotient G(ω) = EM (ω)/N (ω). This is also a differential algebra. If
the nets (fε)ε consist of constant functions on ω (i.e. the seminorms µn
reduce to the absolute value), then one obtains the corresponding spaces
of nets of complex (or real) numbers EM and N0. They are algebras, N0
is an ideal in EM and, as a quotient, one obtains the Colombeau algebra
of generalized complex numbers C¯ = EM/N0 (or R¯). It is a ring, not a
field. The sharp topology in C¯ is defined as above. Note, a ball B˜(x0, r),
where x0 = [(x0,ε)ε] ∈ C¯ and r > 0, in the sharp topology is given by
B˜(x0, r) = {[(xε)ε]; |x0,ε − xε| = O(ε− ln r)}.
Recall ([11]), ωM is the set of nets (xε)ε ∈ ω(0,1) with the property |xε| =
O(ε−a) for some a > 0 and the relation of equivalence is introduced by
(xε)ε ∼ (yε)ε iff |xε − yε| = O(εa) for every a > 0.
The corresponding classes of equivalence determine ω˜, and ω˜c denotes its
subset consisting of the classes of equivalence with the compactly supported
representatives; (xε)ε is compactly supported by K ⊂⊂ ω if xε ∈ K for ε <
ε0. The ultrametric in ω˜ defined in the same way as in the one dimensional
case for C¯. Note C˜ = C¯ (R˜ = R¯).
The embedding of Schwartz distributions in E ′(ω) is realized through the
sheaf homomorphism E ′(ω) ∋ f 7→ [(f ∗ φε|ω)ε] ∈ G(ω), where the fixed net
of mollifiers (φε)ε is defined by φε = ε
−dφ(·/ε), ε < 1, where φ ∈ S(Rd)
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satisfies ∫
φ(t)dt = 1,
∫
tmφ(t)dt = 0,m ∈ Nn0 , |m| > 0.
(tm = tm11 ...t
mn
n and |m| = m1 + ... + mn). E ′(ω) is embedded into Gc(Ω)
of compactly supported generalized functions and the sheaf homomorphism,
extended onto D′, gives the embedding of D′(ω) into G(ω).
Generalized algebra Gc(ω) consists of elements in G(ω) which are com-
pactly supported while G∞(ω) is defined in [19] as the quotient E∞M (ω)/N (ω),
where E∞M (ω) consists of nets (fε)ε ∈ E(ω)(0,1) with the property
(∀K ⊂⊂ ω)(∃a ∈ R)(∀n ∈ Nd0)(| sup
x∈K
f (n)ε (x)| = O(εa)),
Note that G∞ is a subsheaf of G.
If Ω is an open set of Cp ≡ R2p then a generalized function f ∈ G(Ω) is a
holomorphic generalized function, if ∂¯zif = 0, i = 1, ..., p, ([4]) i.e. for any
representative (fε)ε of f , 1/2(∂xi + i∂yi)fε(x, y) ∈ N (Ω), i = 1, ..., p. In the
sequel, we will write ∂¯f = 0 for ∂¯zif = 0, i = 1, ..., p. It is proved in [4] that
for every open bounded set of W ⊂⊂ Ω there exists a representative (fε)ε
of f in W such that fε is holomorphic in W for every ε < 1. By the sheaf
property of G, one obtains that Ω → GH(Ω) is a sheaf. It is a subsheaf of
G∞.
2. Real analytic generalized functions
Definition 1. Let ω denote an open set in Rd and x0 be a point of ω. A
function g ∈ G(ω) is said to be real analytic at x0 if there exist an open ball
B = B(x0, r) ⊂ ω containing x0 and (gε)ε ∈ EM (B) such that
(i) f |B = [(gε)ε] in G(B);
(ii) (∃η > 0)(∃a > 0)(∃ε0 ∈ (0, 1))
sup
x∈B
|g(α)ε (x)| ≤ η|α|+1α!ε−a, 0 < ε < ε0, α ∈ Nd.
It is said that g is real analytic in ω if g is real analytic at each point
of ω. The space of all generalized functions which are real analytic in ω is
denoted by GA(ω).
The analytic singular support, singsupp gag, is the complement of the set
of points x ∈ ω where g is real analytic.
It follows from the definition that GA is a subsheaf of G.
Using Stirling’s formula it is seen that condition (ii) in Definition 1 is
equivalent to
(iii) (∃η > 0)(∃a > 0)(∃ε0 ∈ (0, 1))
sup
x∈B
|g(α)ε (x)| ≤ η(η|α|)|α|ε−a, 0 < ε < ε0, α ∈ Nd0.
The use of Taylor expansion and condition (ii) of Definition 1 imply that
gε, ε < ε0 admit holomorphic extensions in a complex ball B = {z ∈ Cd; |z−
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x0| < r} which is independent of ε. Consequently we get a holomorphic
extension G of [(gε)ε] and then g|B ∩ Rd = G|B ∩ Rd.
The following theorem gives a representative of a real analytic generalized
function in a neighborhood of a point. We will use a multidimensional
notation:
α! = α1!...αd!, η
α = ηα1 ...ηαd , η > 0, α = (α1, ..., αd) ∈ Nd ;
(iy)j = (iy1)
j1 ...(iyd)
jd , i =
√−1, y ∈ Rd, j = (j1, ..., jd) ∈ Nd;
In the one dimensional case (with ζ = ξ + iη, ξ, η ∈ R),
∂f(ζ) = 1/2(∂ξ − i∂η)f(ξ, η), ∂¯f(ζ) = 1/2(∂ξ + i∂η)f(ξ, η).
Theorem 1. Let f ∈ G(ω) and I ⊂⊂ ω be an open d−interval, I = I1 ×
...× Id. Let σ denote a positive moderate function defined in (0, 1] (σ(ε) ≤
p(1/ε), ε < 1 for some polynomial p) such that limε→0
σ(ε)
ln ε = −∞. Then
there exists η > 0 and ε0 ∈ (0, 1) such that a net (Fε)ε defined by
Fε(x, y) =
∑
j1≤σ(ε),...,jd≤σ(ε)
f (j)ε (x)(iy)
j/j!, (x, y) ∈ I×(−1/η, 1/η)d , ε ∈ (0, ε0),
represents a holomorphic generalized function F = [(Fε)ε] in I×(−1/η, 1/η)d
such that f = F (·, 0) in I (and we say that f is the boundary value of F ).
Proof. We will use the assumption that there exist η > 0, ε0 ∈ (0, 1) and
a > 0 such that
sup
x∈I
|f (j)ε (x)| ≤ ηj+1j!ε−a, 0 < ε < ε0, j ∈ Nd0.
Take ε ∈ (0, ε0) and (x, y) ∈ I × (−1/η, 1/η)d . Later, as a new condition
on η, we will increase η. Let (fε)ε be a representative of f in I.
Let m ∈ N,m ≤ d, j ∈ Nd and l ∈ Nd such that lk = jk for k 6= m and
lm = 0. Let mˆ = (0, ..., 1, ...0) (the m-th component equals 1 and the others
equal 0). We have
2∂zmf
(j)
ε (x)(iy)
j/j! = f (j+mˆ)ε (x)(iy)
j/j! + if (j)ε (x)ijm(iym)
jm−1(iy)l/j!
= (iy)l/l!
[
f (j+mˆ)ε (x)(iym)
jm/jm!− f (j)ε (x)(iym)jm−1/(jm − 1)!
]
(if jm = 0, then the second addend does not appear).
Let E(σ(ε)) := max{n ∈ N;n ≤ σ(ε)}. It follows
2
∑
jk≤σ(ε),k≤d
∂zmf
(j)
ε (x)(iy)
j/j! = f (l+E(σ(ε)+1)mˆ)ε (x)(iym)
E(σ(ε))/E(σ(ε))!.
Thus,
2∂zmFε(x, y) =
∑
lk≤σ(ε),k 6=m
(iy)l/l!f (l+E(σ(ε)+1)mˆ)ε (x)(iym)
E(σ(ε))/E(σ(ε))!.
Since
sup
x∈I
∣∣∣f (l+E(σ(ε)+1)mˆ)ε (x)∣∣∣ ≤ η|l|+E(σ(ε))+2(l + E(σ(ε) + 1)mˆ)!ε−a, 0 < ε < ε0
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and (l + E(σ(ε) + 1)mˆ)! = l!E(σ(ε) + 1)!, it follows that
2
∣∣∂zmFε(x, y)∣∣ ≤ E(σ(ε) + 1) ∑
lk≤σ(ε),k 6=m
(|yl|)η|l|+E(σ(ε))+2ε−a|ym|E(σ(ε)).
Now we enlarge η and assume that |yk| < ρ/η, k = 1, ..., d, ρ < 1. We obtain
2
∣∣∂zmFε(x, y)∣∣ ≤ η2ε−aρE(σ(ε))E(σ(ε) + 1) ∑
lk≤σ(ε),k 6=m
ρ|l|.
This gives
2
∣∣∂zmFε(x, y)∣∣ ≤ η2(1− ρ)1−dε−aE(σ(ε) + 1)ρE(σ(ε)).
With this and the condition limε→0
σ(ε)
ln ε = −∞ we have that for any b > 0
there exists εb ∈ (0, 1) such that |∂¯zmFε(x, y)| is bounded by εb for ε < εb.
This concludes the proof. 
Remark 1. Let f ∈ GA(ω). We will show in Theorem 10 part b), that for
every compactly supported generalized point x0 = [(x0,ε)ε] (x0 ∈ ω˜c) and
every generalized point x = [(xε)ε] in a sharp neighborhood V of x0 the
series FN = [(FNε )ε], N ∈ N, converges to f in the sense of sharp topology,
where
FNε (xε) =
N∑
|j|=0
f (j)ε (x0,ε)(xε − x0,ε)j/j! (ε < ε0).
The existence of a global holomorphic representative of a holomorphic
generalized function in the one dimensional case ([22]), implies the following
theorem.
Theorem 2. Let f ∈ GA(ω), ω ⊂ R. Then f admits a global real analytic
representative, that is a representative (fε)ε consisting of real analytic func-
tions such that (i) and (ii) in Definition 1 is satisfied (with fε instead of gε)
for all x0 ∈ ω and B depending on x0.
Proof. Let x0 run over ω. Choosing a representative which satisfies (ii)
in Definition 1, we conclude that there exists a ball Bx0 = B(x0, rx0) ⊂ ω, a
complex ball of the same radius B˜(x0, rx0) = B˜x0 and Fx0 ∈ GH(Bx0) (de-
fined with the same Taylor series as fε, ε < ε0) such that f |Bx0 = Fx0 |Bx0 .
As it is told, Bx0 does not depend on ε. If B˜x0 ∩ B˜x1 6= ∅, it follows that
Fx0 |B˜x0 ∩ B˜x1 = Fx1 |B˜x0 ∩ B˜x1 . Actually, it is a consequence of Theorem 3
part b) given below (or [16], what is part II quoted before Theorem 3).
Let (fx0,ε)ε and (fx1,ε)ε be representatives of f , (with Bx0 and Bx1 as
in Definition 1 and let x ∈ Bx0 ∩ Bx1 . Put nε(t) = fx0,ε(t) − fx1,ε(t), t ∈
Bx0 ∩Bx1 , ε ∈ (0, 1). Since (fx0,ε − fx1,ε)ε is a net of real analytic functions
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in Bx0 ∩Bx1 , we have
nε(t) =
∞∑
|j|=0
n(j)ε (x)(t− x)j/j!, t ∈ B(x, r), ε ∈ (0, ε0),
for some radius r > 0. Now, since supt∈B(x,r) |nε(t)| = O(εa), for every a > 0,
it follows that there exists η > 0 such that for every a > 0 there exists C > 0
and ε0 ∈ (0, 1) such that
|n(j)ε (x)| ≤ Cηjj!εa, j ∈ N, ε < ε0.
Consider [(Fx0,ε − Fx1,ε)ε] in the intersection of complex balls B˜x0 ∩ B˜x1 . It
follows that there exists an open complex ball with the center at x and of
radius 1/η, such that [(Fx0,ε−Fx1,ε)ε] equals zero in this ball. But we know
([22]) that in this case [(Fx0,ε − Fx1,ε)ε] equals zero in Bx0 ∩Bx1 .
Let Ω = ∪x∈ωBx. Since GH is a sheaf, and the family Fx ∈ G(Bx), x ∈ ω
has the property that on the intersections of the balls elements of the family
coincide, it follows that there is F ∈ G(Ω) such that for every x ∈ ω one
has F |Bx = Fx. Since F is holomorphic, by [22] we have that it admits a
holomorphic representative (F˜ε)ε. Thus (fε)ε, where fε = F˜ε|ω, is a real
analytic representative of f which satisfies (i) and (ii). 
Corollary 1. a) Let f ∈ GA(ω), ω ⊂ Rd. Then for every open set ω1 ⊂⊂ ω
there exist an open set Ω1 ⊂ Cd such that Ω1 ∩ Rd = ω1 and a net of
holomorphic functions (Fε)ε ∈ EM (Ω1) such that Fε|ω1 = fε, ε ∈ (0, 1).
b) If d = 1 then the assertion in a) holds globally, with Ω instead of Ω1.
Hypothesis. 1. The existence of a global holomorphic representative of
f ∈ GH(Ω) depends on Ω ⊂ Cd. Actually, we know such representations for
appropriate domains Ω ⊂ Cn.
2. If f ∈ GA(ω), ω ⊂ Rd then we conjuncture that it admits a global real
analytic representative.
It is proved in [16] that a holomorphic generalized function in an open set
Ω ⊂ C is equal to zero if:
I It is equal to zero in every classical point of Ω;
II It takes zero values at all points of a subset S of a smooth curve γ ⊂ Ω
with positive length measure, measS > 0.
III It takes zero values at all points of a subset A ⊂ Ω of positive Lebesgue
measure, m(A) > 0. Clearly II ⇒ I, and III ⇒ I.
The proofs of (i), (ii) and (iii) of part a) of the next theorem is a conse-
quence of quoted results and the result of [7] and [22], where it is proved that
a (p−dimensional) holomorphic generalized function equals zero in Ω ⊂ Cp,
if it equals zero in an open subset of this set. Actually, the basic assertion
which will be used, is that a generalized function equals zero if and only if
it equals zero at every compactly supported generalized point [20].
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Although the first assertion in a) is the consequence of the second and
third one, we will give proofs of all assertions.
Theorem 3. a) Let Ω be an open set of Cp, p > 1 and f = [(fε)ε] ∈ GH(Ω).
(i) Assume that f(x) = 0 for every x ∈ Ω ((fε(x))ε ∈ N (Ω)). Then
f ≡ 0.
(ii) Assume that S ⊂ Γ = γ1 × · · · × γp ⊂ Ω, where γi, i = 1, ..., p,
are smooth curves in C, has the property meas(S) > 0, where meas is the
product of length measures, and that f(x) = 0 (in C¯) for every x ∈ S. Then
f ≡ 0.
(iii) Assume that A is a Lebesgue measurable subset of Ω, such that its
Lebesgue measure is positive (m(A) > 0) and that f(x) = 0 for every x ∈ A.
Then f ≡ 0.
b) Let ω be an open set of Rd, d ∈ N and f = [(fε)ε] ∈ GA(ω).
If f(x) = 0 for every x ∈ A, where A ⊂ ω is a Lebesgue measurable set
and has a positive Lebesgues measure, then f ≡ 0.
Proof. a) (i) We can assume that Ω is simply connected; otherwise we
have to consider every component of Ω separately. Denote by W = B1 ×
... × Bp the product of p balls in C with radius r > 0 and center ti ∈ C,
i = 1, ..., p, such thatW ⊂⊂ Ω. Using the sheaf property for f ∈ GH(Ω), it is
enough to prove that f ≡ 0 inW and this is equivalent to show that f(z) = 0
for every compactly supported generalized point z = (z1, ..., zp) ∈ W˜c.
Let us note that z = (z1, ..., zp) is a compactly supported generalized
point of W˜c if and only if zi is a compactly supported generalized point of
B˜i, for every i = 1, ..., p.
Fix (s1, ..., sp−1) ∈ B(t1, r)× ... × B(tp−1, r) and consider a holomorphic
generalized function
gp(t) := f(s1, ..., sp−1, t), t ∈ B(tp, r).
By assumption, it is equal to zero for every t ∈ B(tp, r). By [16] it is
equal to zero in B(tp, r) and by [20], it is equal to zero in every compactly
supported generalized point zp ∈ (B˜(tp, r))c. Thus f(s1, ..., sp−1, zp) for every
(s1, ..., sp−1) ∈ B(t1, r)× ...× B(tp−1, r) and every compactly supported zp
in B˜(tp, r).
Now we fix points (l1, ..., lp−2) ∈ B(t1, r)× ...×B(tp−2, r), zp and consider
a holomorphic generalized function
gp−1(t) = f(l1, ..., lp−2, t, zp), t ∈ B(tp−1, r)
with the representative gp−1,ε(t) = f(l1, ..., lp−2, t, zp,ε), t ∈ B(tp−1, r) By
the same arguments, we have that gp−1(zp−1) = 0 for every compactly sup-
ported generalized point zp−1 ∈ (B˜(tp−1, r))c. Moreover, letting zp to run
over (B˜(tp, r))c and zp−1 to run over (B˜(tp−1, r))c, we have that
f(l1, ..., lp−2, zp−1, zp) = 0, (zp−1, zp) ∈ ( ˜B(tp−1, r)×B(tp, r))c
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for fixed but arbitrary l1, ..., lp−2. In this way we come to
g1(t) = f(t, z2, ..., zp), t ∈ B(t1, r).
It is equal to zero at every compactly supported generalized point of (B˜(t1, r))c
and we conclude, that
f(z1, ..., zp) = 0, (z1, ..., zp) ∈ ( ˜B(t1, r)× ...×B(tp, r))c.
This finishes the proof of (i).
(ii) The proof will be done by induction on the dimension p. If p = 1, this
is II given above.
Suppose that the assertion is true for the dimension p − 1. Let us write
z ∈ Cp as z = (z1, z2), where z1 ∈ Cp−1 and z2 ∈ C. Let s1, ..., sp be subsets
of γ1, ..., γp, respectively, with positive one dimensional length measure such
that (S1 × S2) = ((s1 × ... × sp−1) × sp) ⊂ S and let B1, ..., Bp be one
dimensional balls such that si ⊂ Bi, i = 1, ..., p. and the product of balls is
contained in Ω. Fix z1 ∈ S1. Then gz1(t) = f(z1, t), t ∈ B1 is a holomorphic
generalized function such that gz1(t) = 0 for every t ∈ s1 and by assertion
II, gz1 ≡ 0. Thus, it holds for every z1 ∈ S1 and every compactly supported
generalized point t˜ ∈ Bp. Now fix t˜ a compactly supported point of Bp and
consider ft˜(z
1), z1 ∈ B1× ...×Bp−1. By induction, we have that it is equal to
zero at every compactly supported point of B1 × ...×Bp−1. This completes
the proof that f is equal to zero at every compactly supported point of
B1 × ...×Bp and we have f ≡ 0 in Ω.
(iii) Consider a polydisc ∆ = D1× ...×Dp such that m(A∩∆) > 0. Now
using assertion III, as above, we have that f is equal to zero in ∆, hence in
Ω.
b) There exists a box I = I1 × ...× Id ⊂ ω such that m(A∩ I) > 0. Note
Ii are curves in C. Consider now the holomorphic extension of f in Ω ⊂ Cd,
where Ω∩Rd = I. Thus g(x) = 0 for every x ∈ A∩ I and this implies g ≡ 0
in Ω (part (ii) of a)), hence f = 0 in I. This completes the proof of part b). 
Theorem 4. Let f ∈ E ′(ω) and fε = f ∗ φε, ε ∈ (0, 1) be its regularization
by a net φε =
1
εφ(·/ε), ε < 1, where (φε)ε is a net of mollifiers. Then
singsupp af = singsupp ga[(fε)ε],
where on the left hand side is the analytic singular support of the distribution
f .
The proof is the consequence of the proof of Theorems 7 and 8.
Example 1. We will construct a generalized function by a net of real analytic
functions which is not a real analytic generalized function.
Let fε(x) =
t
cosh(t/ε) , t ∈ R, ε ∈ (0, 1). This net determines a generalized
function f ∈ G(R) such that for every t ∈ R, f(t) = 0 in the sense of
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generalized real numbers R¯ but f 6= 0 in G(R). Moreover, f (α)(t) = 0 in R,
for every t 6= 0.
For every fixed ε, fε is real analytic, but there does not exist a common
open set V around zero such that fε are analytic in V for ε < ε0. More
precisely, this generalized function is not real analytic at zero.
Note, by fε(z) =
z
cosh(z/ε) , ε ∈ (0, 1) is defined a moderate net in C \
{z;ℑz = 0} and [(fε(z))] = 0 in C \ {z;ℑz = 0}.
3. Analytic wave front set
We will use the notation φˆ for the Fourier transformation F(φ)(ξ) =∫
Rd
e−ixξφ(x)dx, ξ ∈ Rd, φ ∈ L1(Rd).
Definition 2. Let ω be an open set in Rd. A sequence (un)n in Gc(ω) will be
called bounded if there exists a sequence of representatives (un,ε)ε, n ∈ N,
such that
(∃K ⊂⊂ ω)(∃m ∈ R)(∃b > 0) (3.1)
supp(un,ε) ⊂⊂ K, ε ∈ (0, 1] and sup
ξ∈Rd
(1 + |ξ|)−m|ûn,ε(ξ)| = O(ε−b).
The following lemma, related to a special sequence of smooth functions
(κn)n is a consequence of [12], Theorem 1.4.2. We will need the next two
interpretations of such a sequence and we refer to [12] for the proof.
Lemma 1. (i) Let K be a compact set of Rd, r > 0 and Kr = {x : d(x,K) ≤
r}. There exist C > 0 and a sequence of smooth functions (κn)n , such that:
(a) κn = 1 on K and supp(κn)⊂⊂Kr for all n ∈ N,
(b) supx∈Rd,|α|≤n |κ(α)n (x)| ≤ C(Cn/r)|α|, n ∈ N.
(ii) For every x ∈ ω there exist open sets V,W , x ∈ W ⊂⊂ V ⊂⊂ ω, and a
sequence of functions (κn)n in D(V ) with the property κn ≡ 1 in W , n ∈ N,
and that for every α ∈ Nd there exists Cα > 0, such that
|κ(α+β)n (x)| ≤ Cα(Cαn)β, |β| ≤ n, n ∈ N.
We have the following characterization of analytic generalized functions.
Theorem 5. Let x0 ∈ ω ⊂ Rd. An f ∈ G(ω) is an analytic generalized
function at x0 if and only if there exist a bounded sequence (un)n in Gc(ω)
and B(x0, r) ⊂ ω such that the following two conditions hold:
(i) un = f in B(x0, r) for all n ∈ N;
(ii)There exists a sequence of representatives (un,ε)ε ∈ EM,c(ω), n ∈ N,
which satisfies
(∃C > 0)(∃a > 0)(∃ε0 ∈ (0, 1])
|ûn,ε(ξ)| ≤ (Cn)n(1 + |ξ|)−nε−a, ξ ∈ Rd, 0 < ε < ε0, n ∈ N.
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Proof. Assume that f is analytic at x0. With the notation of Definition
1, let B = B(x0, λ) for some λ > 0. Using condition (iii) of Definition 1,
there exist η1 > 0, a > 0, ε0 ∈ (0, 1) such that
sup
x∈B
|f (α)ε (x)| ≤ η1(η1|α|)|α|ε−a, 0 < ε < ε0, α ∈ Nd. (3.2)
Choose r = λ/3 and take the sequence (κn)n of Lemma 1 (i), associated
to K = B(x0, r). Set un,ε = κnfε, n ∈ N, ε ∈ (0, 1). Then un,ε, n ∈ N, ε ∈
(0, 1), define a sequence (un)n in Gc(ω) such that supp(un,ε) ⊂ B(x0, 2r) for
n ∈ N, ε ∈ (0, 1]. We have (ξ ∈ Rd)
ûn,ε(ξ) =
∫
Rd
e−ix.ξun,ε(x)dx =
∫
B(x0,2r)
e−ix.ξκn(x)gε(x)dx. (3.3)
It follows that for ε < ε0 and ξ ∈ Rd
|ûn,ε(ξ)| ≤ mes (B(x0, 2r)) sup
x∈B(x0 ,2r)
|κn(x)gε(x)|, n ∈ N.
Condition (b) of Lemma 1 (i) and (3.2) with α = 0 give a constant c > 0
such that
|ûn,ε(ξ)| ≤ cε−a, ξ ∈ Rd, 0 < ε < ε0, n ∈ N.
Thus (un)n is a bounded sequence in Gc(ω) and obviously, un = f, n ∈ N in
B(x0, r).
For a given n ∈ N and |α| ≤ n, we have u(α)n,ε =
∑
β≤α(
α
β)f
(β)
ε κ
(α−β)
n .
Using again (b) of Lemma 1 (i) and (3.2) we have that there exists η > 0
such that
sup
x∈Rd
|u(α)n,ε(x)| ≤ η(ηn/r)|α|ε−a, n ∈ N, |α| ≤ n, 0 < ε < ε0. (3.4)
Since ξαûn,ε(ξ) =
∫
B(x0,2r)
e−ix.ξu
(α)
n,ε(x)dx, we have, for ξ ∈ Rd,
|ξα||ûn,ε(ξ)| ≤ mes(B(x0, 2r))η(ηn/r)|α|ε−a, |α| ≤ n, 0 < ε < ε0.
This implies, with |α| = n,
|ξ|n|ûn,ε(ξ)| ≤ mes(B(x0, 2r))η(ηn/r)nε−a, ξ ∈ Rd, n ∈ N, 0 < ε < ε0.
It follows that there exists C > 0 such that
(1 + |ξ|)n|ûn,ε(ξ)| ≤ (Cn)nε−a, ξ ∈ Rd, n ∈ N, 0 < ε < ε0.
Conversely, assume that the sequence (un)n in Theorem 5 exists. Then for
ε < ε0 and x ∈ B(x0, r) we have
u(α)n,ε(x) = (2pi)
−d
∫
Rd
eix.ξξαûn,ε(ξ)dξ, |α| ≤ n.
For a given α we choose n = |α|+ d+ 1 and get
|u(α)n,ε(x)| ≤ (2pi)−d(Cn)nε−a
∫
Rd
|ξα|(1 + |ξ|)−ndξ, x ∈ B(x0, r), ε < ε0.
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We have
∫
Rd
|ξα|(1 + |ξ|)−ndξ ≤ ∫
Rd
(1 + |ξ|)−d−1dξ < ∞. It follows that
there exists a constant C1 such that (with n = |α|+ d+ 1)
|u(α)n,ε(x)| ≤ (C1|α|)|α|ε−a, x ∈ B(x0, r), ε < ε0.
Now, since fε = un,ε|ω0 , the proof of the proposition is completed. 
Theorem 5 leads to the following definition.
Definition 3. Let f ∈ G(ω). Then, the analytic wave front set of f ,
WFga(f), is the closed subset of ω×Rn \ {0} whose complement consists of
points (x0, ξ0) ∈ ω × Rn \ {0} satisfying the following conditions:
There exist B(x0, r), an open conic neighborhood Γ of ξ0 and a bounded
sequence (un)n in Gc(ω) such that un = f, in B(x0, r), n ∈ N, with a sequence
of representatives (un,ε)ε, n ∈ N, with the property
(∃a > 0)(∃ε0 ∈ (0, 1])(∃C > 0)
|ûn,ε(ξ)| ≤ (Cn)n(1 + |ξ|)−nε−a, ξ ∈ Γ, 0 < ε < ε0, n ∈ N.
By the use of sequence (κn)n of Lemma 1, in the same way as in [12],
Lemma 8.4.4, one can show that the next definition is equivalent to the
previous one.
Definition 4. Let f ∈ G(ω) and (x0, ξ0) ∈ ω × Rd \ {0}. Then, it is said
that f is g−microanalytic at this point if:
There exist neighborhoods W and V and a sequence (κn)n as in
Lemma 1, (ii);
There exists a cone Γξ0 around ξ0;
There exist a > 0, C > 0 and ε0,
such that
|κ̂nfε(ξ)| ≤ Cε−a( Cn
1 + |ξ|)
n, n ∈ N, ξ ∈ Γ, ε ∈ (0, ε0). (3.5)
Then, the analytic wave front set, WF gaf is the complement of the set of
points where f is g-microanalytic.
Recall ([18]), T ∈ D′(ω) and f = [(fε)ε] ∈ G(ω) are strongly associated if
for every K ⊂⊂ Ω there exists a > 0 such that |〈T − fε, θ〉| = O(εa), ε→ 0,
for every θ ∈ D(ω) with suppθ ⊂ K. If |〈T − fε, θ〉| → 0, ε → 0, then
T ∈ D′(ω) and f = [(fε)ε] are associated ([4]).
Also recall that a distribution f ∈ D′(ω) is microanalytic at (x0, ξ0) ∈
ω×Rd \ {0} if (3.5) holds for f = fε on the left-hand side and a = 0 on the
right-hand side.
The next example serves as a good motivation for Theorem 6.
Example 2. Let ψˆ ∈ D(R) equal one in the unit ball and let ψ be its inverse
Fourier transform. Define gε(x) = | log ε|ψ(x| log ε|), x ∈ R, ε < 1. This net
determines a real analytic generalized function in R. To prove this, one has
to use the inequality |ε(log ε)n| ≤ e−nnn, ε < 1, in order to estimate |g(n)ε |.
12 S. PILIPOVIC´, D. SCARPALEZOS, V. VALMORIN
This analytic generalized is associated to the δ distribution, thus not to
an analytic distribution.
Moreover, if we start with a compactly supported distribution T and con-
sider Tε(x) = T ∗ | log ε|ψ(x| log ε|), x ∈ R, ε < 1, we obtain a real analytic
generalized function [(Tε)ε]. It is associated to T but not strongly associated
to T.
Theorem 6. Let f = [(fε)ε] ∈ G(ω) be g−microanalytic at (x0, ξ0) ∈ ω ×
Rd \{0} and let T ∈ D′(V ) be strongly associated to f|V , where V is an open
neighborhood of x0, V ⊂ ω. Then T is microanalytic at (x0, ξ0).
Proof. We will assume that ε0 = 1 in (3.5). Moreover, put fε = 0, ε ≥ 1.
Then (3.5) holds for ε > 0. This simple remark will be important in the
proof.
Assume that κn equals one in W and that it is supported by V, n ∈ N (cf.
Lemma 1 (ii)). Since (κnT )n is a bounded sequence in E ′(V ) we know that
it is bounded in the Banach space (Ck(V 1))
′, where ω ⊃ V1 ⊃ V, for k ∈ N
which is equal to the order of T (see Lemma 8.4.4 in [12]). Thus we have
that there exists M > 0 such that
|〈T, ρ〉| ≤M sup
|α|≤k,x∈V1
|ρ(α)(x)|. (3.6)
By the strong association, there exists a > 0 such that |〈T − fε, θ〉| =
O(εa), ε→ 0 for every θ ∈ D(V1). Let a = b+ c, b, c > 0. We have that
Tb,ε = ε
−b(T − fε)→ 0 in D′(V1) as ε→ 0
and thus Tb,ε → 0 in (Ck(V 1))′, as ε → 0, for some k ∈ N. We assume
that this is the same k as in (3.6). By the Banach-Steinhaus theorem,
{Tb,ε; ε ∈ (0, 1)} is bounded in (Ck(V 1))′ and there exists M > 0 such that
for every ρ ∈ Ck(V 1)
|〈T − fε, ρ〉| ≤Mεb sup
|α|≤k,x∈V1
|ρ(α)(x)|, ε < 1 (3.7)
Let us write (3.6) in the form
|〈T, ρ〉| ≤Mεb sup
|α|≤k,x∈V1
|ρ(α)(x)|, ε ≥ 1. (3.8)
Since |κ(α)n | ≤ C(Cn)|α|, |α| < n (Lemma 1 (ii)), we have, for ε < 1,
| ̂κn(T − fε)(ξ)| ≤Mεb sup
|α|≤k,x∈V1
|(κn(x)e−ixξ)(α)|
and
|κ̂nT (ξ)| ≤ |κ̂nfε(ξ)|+ Cεb(Cn)k(1 + |ξ|)k, ξ ∈ Rd.
By (3.5), we have
|κ̂nT (ξ)| ≤ C(Cn)n(1 + |ξ|)−nε−a + Cεb(Cn)k(1 + |ξ|)k, ξ ∈ Γ, ε < 1.
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Now put
ε = C−1/b(Cn)−k/bpp/b(1 + |ξ|)−(p+k)/b, ξ ∈ Γ, p ∈ N, n ∈ N. (3.9)
We will consider separately two possible cases, when such defined ε satisfies
ε < 1 and ε ≥ 1. If ε < 1, we continue,
|κ̂nT (ξ)| ≤ (Cn)
n(1 + |ξ|)−n+(p+k)a/bAa/b(Cn)ka/b
pp+ap/b
+ C(Cp)p(1 + |ξ|)−p.
Put n = p(a/b + 1) + ka/b. Then nn/pp(1+a/b) ≤ rp for suitable r > 0 and
with the new constants C and p so that ε < 1 in (3.9), we have
| ̂κp(1+a/b)+ka/bT (ξ)| ≤ C(Cp)p(1 + |ξ|)p, ξ ∈ Γ.
Thus, putting ψp = κp(1+a/b)+ka/b for those p for which ε < 1 in (3.9), we
obtain
|ψ̂pT (ξ)| ≤ C(Cp)p(1 + |ξ|)p, ξ ∈ Γ. (3.10)
Now we will consider those p and n = p(a/b + 1) + ka/b for which ε ≥ 1
in (3.9). Now consider (3.8). We have immediately that (3.10) holds. This
completes the proof. 
The next theorem corresponds to Ho¨rmander’s Theorem 8.4.5 in [12], and
it is already proved in [17]. In fact in [17] is considered the wave front which
corresponds to a general sequence (Lk); in our case Lk = k. We just quote
it here.
Theorem 7. Let f ∈ G(Ω). Then pr1WF gaf = singsupp gaf.
Now we will compare the wave front set for an f in E ′(ω) and the wave
front of the corresponding generalized function.
Theorem 8. Let f ∈ E ′(ω) and fε = f ∗ φε|ω, ε ∈ (0, 1). (It is a represen-
tative of embedded distribution; (φε)ε is a net of mollifiers described in the
introduction). Put F = [(fε)ε]. Then
WF af = WF gaF,
where on the left side is the analytic wave front set of the distribution f .
Proof. Since f and F are strongly associated, previous theorem implies
that WFgaF ⊃WFaf.We will show the opposite inclusion by showing that
there exists a representative (gε)ε of F with the property: If f is microana-
lytic at (x0, ξ0), then
|κ̂ngε(ξ)| ≤ Cε−a( Cn
1 + |ξ|)
n, ξ ∈ Γ, ε ∈ (0, ε0), n ∈ N. (3.11)
Let h be a nonnegative function of D(Rd) such that it is equal one in the
ball B(0, 1) and which is supported by B(0, 2). Let
ψε(x) = h(ε
−1/2x)φε(x), x ∈ Rd, ε ∈ (0, 1).
We will prove later the following lemma.
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Lemma 2. For every k, α ∈ Nd and every a > 0
sup
x∈Rd
|xk(φ(α)ε (x)− ψ(α)ε (x))| = O(εa).
Thus, by this lemma, (gε)ε = (f ∗ ψε)ε is also a representative of f . We
will show that (3.11) holds for this net.
Let (κn)n and (κ˜n)n be sequences with the properties of Lemma 1 (ii).
so that κ˜n(x) = 1, x ∈suppκn+d+1, n ∈ N. By the estimate of Lemma 1, we
have that there exists M > 0 which does not depend on n such that∫
Rd
|κ̂n+d+1(t)|(1 + |t|)ndt < M,n ∈ N.
There exists ε0 ∈ (0, 1) such that
κn+d+1gε = κn+d+1(fκ˜n ∗ ψε), ε ∈ (0, ε0), n ∈ N.
Thus, by Peetre’s inequality, for ε ∈ (0, ε0),
| ̂κn+d+1gε(ξ)| ≤
∫
Rd
|κ̂n+d+1(ξ − t)f̂ κ˜n(t)ψ̂(εt)|dt
≤MC(Cn)n
∫
Rd
|κ̂n+d+1(t)|(1+|ξ−t|)−ndt ≤ C(Cn)
n
(1 + |ξ|)−n
∫
Rd
|κ̂n+d+1(t)|(1+|t|)ndt.
This completes the proof of the theorem. 
Proof of Lemma 2. Put sε = φε − ψε, ε < ε0. Note that sε(x) = 0 if
|x| < ε1/2, ε < ε0.
Let k, α ∈ Nd0 and |x| ≥ ε1/2, ε < ε0. We have
|xks(α)ε (x)| ≤ |x||k|
∑
β+γ=α
|(1− h(ε−1/2x))(β)|φ(γ)ε (x)|
≤ C|x||k|
∑
β+γ=α
cβ,γε
−β/2ε−|γ|+d|φ(γ)(x/ε)|
≤ C|x||k|ε−|α|−d sup
γ≤α
|φ(γ)(x/ε)|.
(recall again, φ defines a net of mollifiers (φε)ε.) Put u = x/ε. The last
expression becomes
ε|k|−(d+|α|) sup
γ≤α
|u||k||φ(γ)(u)|, |u| ≥ ε−1/2, ε < ε0.
Since φ ∈ S(Rd), for every m,α ∈ Nd, there exists Cmα > 0 such that
|u2|m|+|k|φ(α)(u)| ≤ Cm,α, u ∈ Rd,
which implies
|u||k||φ(α)(u)| ≤ Cε−2|m|, |u| ≥ ε−1/2, ε < ε0.
Thus we have
|xks(α)ε (x)| ≤ ε|k|−(d+|α|)+|m|, |x| > ε1/2
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and choosing enough large m, we have that the right hand side is equal to
O(εa) for every a > 0. This finishes the proof of lemma.
4. S-analytic generalized functions
S-analytic generalized functions are introduced in [2] through the Taylor
expansions in the sharp topology of Ω˜ ⊂ C˜. Actually, in [2] such generalized
functions are called ”analytic” but since this definition leads to a quite
different algebra of generalized functions, we will call them S-analytic, in
order to avoid the confusion.
Here we will consider the corresponding definitions for Ω˜ ⊂ R˜d (if d ≡ 2p,
we use notation Cp = Rd) and we will distinguish the cases Ω˜ ⊂ C˜p and
ω˜ ⊂ R˜d.
We reformulate the definition of S-analyticity of [2].
Definition 5. ([2]) Let ω ⊂ Rd (resp., Ω ⊂ Cp) be open and s˜0 ∈ ω˜c, (resp.,
s˜0 ∈ Ω˜c). Then f : ω˜ → C˜ is S-real analytic at s˜0 (resp., S-holomorphic
at s˜0) if there exist a sequence an ∈ C˜, n ∈ Nd0 and a series of the form∑∞
|n|=0 an(s˜ − s˜0)n which converges in a neighborhood V˜ (resp., W˜ ) of s˜0
in ω˜ in the sense of sharp topology of ω˜ (resp., in Ω˜ in the sense of sharp
topology of Ω˜) such that
f(s˜) =
∞∑
|n|=0
an(s˜− s˜0)n, s˜ ∈ V˜ , ( resp., s˜ ∈ W˜ ). (4.12)
( (s˜ − s˜0)n = (s˜1 − s˜0,1)n1 ...(s˜d − s˜0,d)nd .) Actually, we will use (4.12) with
a representative (fε)ε and |sε − s0,ε| = O(ε− ln r) (cf. the definition of the
ball B˜(s0, r).) It is said that f is S-real analytic in ω (resp., S-holomorphic
in Ω) if f is S-real analytic in s0 (resp., S-holomorphic in s0) for all s0 ∈ ω˜c
(resp., s0 ∈ Ω˜c). We denote by GSA(ω) (resp., GSH(ω)) the algebra of S-
real-analytic (resp., S-holomorphic) generalized functions.
GSA(ω), (resp., GSH(Ω)) is a differential subalgebra of G(ω) (resp., G(Ω)).
Recall, a series
∑
n an converges in an ultrametric space if and only if its
general therm an tends to zero as n→∞.
In the complex case, the sets of of S-holomorphic and holomorphic gener-
alized functions coincide. Thus we extend the result of [2] where it is proved
in the one dimensional case that if f is holomorphic and sub-linear then f
is S-holomorphic.
Theorem 9. Let Ω be an open set in Cp and f ∈ G(Ω). Then f is holo-
morphic in Ω iff f is S-holomorphic in Ω˜.
Proof. If [(fε)ε] is S−holomorphic, then (as it is proved in [2]) derivatives
can be made on the series (4.12) (for fε) term by term which gives ∂¯f = 0.
Conversely, if ∂¯f = 0 and s˜0 = [(s0ε)ε] ∈ Ω˜c, then by the Cauchy formula,
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for every α ∈ Nd0, we obtain bounds of the form
|f (α)ε (sε)| ≤ Cη|α|α!ε−a, ε < ε0, for some a > 0,
for s˜ in a sharp neighborhood of s˜0. It follows that the corresponding Taylor
series, expressed in terms of z and z¯ converges in the sharp topology, since
terms of ∂¯fε involving z¯ are all equal to zero. Thus, f is S-analytic. 
Now we extend the notion of sub-linearity of [2] in the d−dimensional case.
Definition 6. ([2]) An f ∈ G(ω) is sub-linear in an open set ω ⊂ Rd if there
exists a representative (fε)ε of f with the following property: For every
x˜ ∈ ω˜c there exist its representative (xε)ε of x˜, k ∈ R and a sequence (pn)n
in R such that
lim
n→∞
(pn + kn) =∞ and |f (α)ε (xε)| = O(εpn), |α| = n, n ∈ N0.
Note if the conditions of this definition hold for some representatives of
f and x˜, then they hold for any representatives of f and x˜.
The set of all sub-linear functions is a C-subalgebra of G(ω) and G∞(ω)
is its subalgebra.
Let f ∈ E ′(ω) and [(f ∗φε|ω)ε] be the corresponding (embedded) general-
ized function. Then it is a sub-linear generalized function. The same holds
for f ∈ D′(ω).
Theorem 10. a) Let Ω be an open set in Cp and f ∈ G(Ω).
Let f be S-holomorphic in Ω. Then f is sub-linear in Ω ⊂ R2p.
b) Let ω be an open set in Rd, and f ∈ G(ω).
1. If f is S-real analytic then it is sub-linear.
2. If f is real analytic, then f is S-real analytic.
3. If T ∈ E ′(ω), then [(T ∗ φε)ε] ∈ G(ω) is S-real analytic.
In particular, every element of G∞(ω) is S-real analytic but not necessarily
real analytic.
Proof. a) This result, in case of C˜, is proved in [2]. Let z˜0 = [(z0,ε)ε] be
a compactly supported generalized point. Since |∂αf(z˜0)(z˜ − z˜0)α/α!| → 0
as |α| → ∞, if z˜ belongs to a (sharp) neighborhood of z˜0, one derives the
sub-linearity at z˜0.
b) The proof of 1. is the same as for holomorphic generalized functions.
Concerning 2., it comes from the remark that GA(ω) ⊂ G∞(ω) and 3. So let
us prove 3.
3. Let a point x˜ ∈ ω˜c be supported by ω′′ ⊂⊂ ω, and ω′′ ⊂⊂ ω′ ⊂⊂ ω.
By T ∗ φ(α)ε = (T ∗ φε)(α), we have that there exists k > 0 such that
sup
t∈ω′′
|T ∗ φ(α)ε (t)| = O(ε−k−|α|), α ∈ Nd.
With
an = [(
T ∗ φ(n)ε (xε)
n!
)ε], n ∈ Nd0,
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we have an,ε = O(ε
−k−|n|). Consider the ball B˜(x˜, r) so that − ln r = k + 2
(|yε − xε| < εk+2). Thus, for y˜ ∈ B˜(x˜, r), an|y − x||n| converges to zero in
the sense of sharp topology as |n| → ∞ and
f(y˜) =
∑
n
an(y˜ − x˜)n, (|yε − xε| ≤ εk+2),
converges. Hence f is an S-analytic generalized function.
The proof of the particular case is omitted.
In general, we can conclude that an S-analytic generalized function can
be irregular while an analytic generalized function is very regular.
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