This paper considers the output feedback H 2 guaranteed cost control problem. In [1], it was observed that exploiting the solution of a discrete algebraic Riccati equation corresponding to an optimal full information control design allowed the output feedback control problem, for a fixed value of a design parameter, to be reduced to a so-called full control problem in which only filter gains of an estimator needed to be designed. However, this critical result was not proved. This paper proves this result.
H 2 norm of an LTI system can be interpreted as the trace of its steady-state output covariance under the assumption that the system is driven by white Gaussian noise with unit covariance. Since many disturbances of interest can be modeled as Gaussian noise (either white or filtered), this makes the H 2 norm a particularly useful measure of performance when the system and its disturbances are well-characterized.
However, it is often the case that the system and/or its disturbances are not well-characterized. In this case, it is customary to model the uncertainty in the system model and express the resulting model as a linear fractional transformation (LFT) of a known state space system and an unknown transfer function with a H ∞ norm bound which represents the uncertainty in the model. In this framework, for LTI systems, we are interested in determining the worst-case H 2 performance of the discrete-time system over all modeled uncertainty. In general, the unknown part of the system could have some structure, such as in µ-synthesis. Necessary and sufficient conditions for robust generalized H 2 performance over linear time-varying (LTV) uncertainty were derived in the frequency domain in [2] . The resulting conditions need to be checked at every frequency (or at least a fine grid of frequencies) and then integrated across frequency. In that paper, these conditions were then extended to state space systems and it was shown how to reduce the problem to a convex optimization problem involving a finite number of linear matrix inequalities (LMIs). (A more detailed discussion of the analogous continuous-time algorithm for state space systems is given in [3] ). In both of these approaches, there is a significant amount of conservatism that arises because no assumptions are made regarding the causality of the unknown part of the system. A related approach for guaranteeing robust performance of a system over model uncertainty is guaranteed cost control [4] . The analysis results of this framework are different than the previous framework in two ways. First, they are time domain analysis results instead of a frequency domain results. Second, the analysis only applies to systems with parametric uncertainty.
In [5] , the techniques of guaranteed cost control were used to derive a condition which yields an upper bound on the robust H 2 performance of a discrete-time LTI system over unstructured causal norm-bounded dynamic uncertainty. This upper bound is referred to as the H 2 guaranteed cost of the system. Two methodologies were given in that paper for finding this upper bound. The first methodology was based on the solution of a semi-definite program (SDP), which can be solved using solvers such as SeDuMi [6] or by using the mincx command in the Robust Control Toolbox for MATLAB. The second methodology was based on smooth nonlinear convex optimization in which each function evaluation required the solution of one discrete algebraic Riccati equation (DARE). The algorithm based on DARE solutions is analogous to the algorithm developed for continuous-time systems in [7] . Finally, it was demonstrated that the algorithm that exploits Riccati equation structure tends to be faster and more accurate than using general convex optimization routines to solve the SDP.
In [8] , the corresponding optimal full information control problem (a generalization of the state feedback control problem) was considered. Two methodologies were given in that paper for finding the optimal controller. The first methodology was based on the solution of an SDP, whereas the second methodology was based on smooth nonlinear convex optimization in which each function evaluation required the solution of one DARE. It was demonstrated that, as for the analysis problem, the control design algorithm that exploits Riccati equation structure tends to be faster and more accurate than using general convex optimization routines to solve the SDP.
Finally, the output feedback control problem was considered in [1] . Two heuristics were given in that work for finding the optimal controller. The first heuristics was based entirely on the solution of SDPs, whereas the second heuristics exploited DARE structure inherent in the problem to eliminate some of the SDPs to be solved and simplify the remaining SDPs. One of the key points of that work is that by exploiting the DARE-based solution of the full information control problem, a separation principle can be used to simplify the output feedback control problem for a fixed design parameter to a so-called full control problem, which is analogous to choosing filter gains in an estimator. Finally, a methodology was given for solving the full control problem using an SDP. Although the second methodology also relied on the solution of SDPs, it was shown for a practical design example that exploiting DARE structure dramatically increased the speed with which output feedback controllers could be designed.
For the sake of brevity, [1] states but does not explicitly prove the separation principle. In this paper, we first review the necessary material for H 2 guaranteed cost analysis and optimal full information H 2 guaranteed cost control and then proceed to prove the separation principle.
Throughout the paper, we will use the following notation and definitions. A matrix will be called Schur if all of its eigenvalues lie strictly inside the unit disk in the complex plane. Positive definiteness (resp. semi-definiteness) of a symmetric matrix X will be denoted by X 0 (resp. X 0), a • in a matrix will represent a block of a matrix which follows from symmetry, and the maximum singular value of a matrix M will be denoted M .
Finally, the H 2 and H ∞ norms of a stable causal system G will be denoted respectively by G 2 and G ∞ .
PRELIMINARIES 2.1 Linear Matrix Pencils
In this subsection, we review some basic theory on linear matrix pencils (e.g. [9] ). For M, N ∈ C n×n , the family of matrices λN − M for λ ∈ C is called a linear matrix pencil. With an abuse of terminology, we will refer to them simply as matrix pencils. We will denote the matrix pencil λN − M as (M, N).
We will say that a subspace S is deflating for the matrix pencil (M, N) if dim(MS + NS) ≤ dim(S). Note that {0} is trivially a deflating subspace for any matrix pencil. A fundamental result for deflating subspaces is that if ∃Λ such that the matrix equation MX = NXΛ holds, then Im(X) is a deflating subspace for the matrix pencil (M, N).
We will call S a Schur deflating subspace of (M, N) if either S = {0} or ∃X and Λ such that MX = NXΛ where Λ is Schur and the columns of X are a basis of S. Note that this definition is independent of the choice of basis. We will say that S is the maximal Schur deflating subspace of (M, N) if T ⊆ S whenever T is a Schur deflating subspace of (M, N). Note that a maximal Schur deflating subspace is necessarily unique.
Discrete Algebraic Riccati Equations
For given (A, B, Q, R, S), where Q = Q T and R = R T , we define
We will make the notation more compact in the remainder of the paper by respectively denoting these quantities as R φ (P), A φ (P), K φ (P), and P φ (P) where φ is an appropriately defined 5-tuple. Note that the equation R φ (P) = P is a DARE. If R φ (P) = P, P = P T , and A φ (P) is Schur, then P is called a stabilizing solution of the DARE. One basic result of a DARE is that if it has a stabilizing solution, it is unique. The following is a standard result relating DAREs to matrix pencils. Proposition 2.1. Let R be invertible and define φ := (A, B, Q, R, S). If P 0 is the stabilizing solution for the DARE
is the maximal Schur deflating subspace for the matrix pencil P φ .
H2 Guaranteed Cost Analysis
Let G 1 and G 2 be causal, finite dimensional LTI systems. In this paper, we will make frequent use of the linear fractional 
. We now turn our attention to analyzing the interconnection in Fig. 2 where G has the realization
and ∆ ∞ ≤ 1. We now define the quantities
where τ is a positive scalar. When, for a particular value of τ > 0, A is Schur and the DARE R φ (P) = P admits a stabilizing
It can be shown that this quantity is well-defined, i.e. that it does not depend on the realization of G, provided that it is stable. We will refer to the value J τ (G)
as the τ-specific H 2 guaranteed cost of G. It was shown in [5] that J τ (G) is a convex function of τ > 0 and satisfies
We will call inf τ>0 J τ (G) the H 2 guaranteed cost of G.
The following is a proposition that allows us to check if the stabilizing solution of the relevant DARE is positive semidefinite instead of checking that A is Schur. Although this is more difficult to check numerically, it will be useful in the theoretical developments later in this paper.
Proposition 2.2.
A is Schur and the DARE R φ (P) = P has a stabilizing solution P 0 such that B T 1 P 0 B 1 + R ≺ 0 if and only if the DARE R φ (P) = P has a stabilizing solution P 0 0 such that
Using this proposition, it is easy to check that if J τ (G) = ∞, then R ≺ 0. In particular, this implies that R must be invertible.
Full Information H2 Guaranteed Cost Control
In this subsection, we consider the optimal control (in terms of J) of the interconnection shown in Fig. 3 , where it is assumed that the control, u, is generated by a controller which has causal access to d, w, and the state of G. The signals d and u respectively have dimension n d and n u . We will restrict the controller to lie in the set K , which we define to be the set of controllers which are LTI and have finite order. To simplify notation, we will introduce the realization
so that the closed-loop performance can be written Fig. 3 corresponds to only considering the first two outputs of G FI .) We assume that
These regularity conditions are analogous to those required for design of a linear quadratic regulator or a full information H ∞ controller using DAREs.
We now define the quantities
where ε is a positive scalar. We also define P 0 to be the stabilizing solution of the DARE R¯φ(P) = P. We now define the matrices
When, for a particular value of ε > 0, the DARE R¯φ(P) = P admits a stabilizing solution P 0 such that A + B 3 K o x is Schur and the factorization
exists where T 11 and T 22 are invertible, we define
It was shown in [8] that when J f i,ε is finite, an optimal controller in terms of
It was also shown that when J f i,ε = ∞, then there does not exist
The following proposition is analogous to Proposition 2.2.
Proposition 2.3. The DARE R¯φ(P) = P has a stabilizing solution P 0 such that A + B 3 K o x is Schur and the factorization (1) exists where T 11 and T 22 are invertible if and only if the DARE R¯φ(P) = P has a stabilizing solution P 0 0 such that the factorization (1) exists where T 11 and T 22 are invertible.
Figure 4: Two equivalent block diagrams for output feedback H 2 guaranteed cost control structure
OUTPUT FEEDBACK SEPARATION PRINCIPLE
We now consider an optimal H 2 guaranteed cost control problem of the form shown in Figure 4a in which G has the known state-space realization
The state variable of G will be denoted as x and its dimension will be denoted as n x . The dimensions of the signals q, p, y, d, w, and u are respectively n q , n p , n y , n d , n w , and n u . Note that the control structure considered in this chapter is similar to the control structure considered in §2.4; the only difference is the choice of information that is available to the controller. In particular, we do not make any restrictions in this chapter on the structure of y in Figure 4a . As in §2.4, we assume that (A1)-(A3) hold in this section.
As in §2.4 we will restrict the controller to lie in the set K , which is the set of controllers which are LTI and have finite order. In this section, we are interested in the structure of the optimal control problem
This is the output feedback control problem. Note that a relevant subproblem is minimizing the τ-specific H 2 guaranteed cost of
To investigate the structure of the output feedback control problem for fixed τ > 0, we will use some of the techniques used in [10] . In particular, we will first assume that J f i,ε = ∞. If this condition is not met, then the value of (2) is ∞ (e.g. [11] ). Throughout this section and the next section, P 0 will be the stabilizing solution of the DARE R¯φ(P) = P such that A + B 3 K o x is Schur and the factorization (1) exists where T 11 and T 22 are invertible.
We now define the closed-loop matrices from the optimal full information controller as
and the matrices
With some algebra, it can be shown that
With this notation in place, we use one of the main ideas of [10] , i.e. we transform the output feedback control problem from the form in Fig. 4a to the form in Fig. 4b where
and n = 0. Since n = 0, it does not play a role in the dynamics of the system. However, we will see later in this subsection that it serves a structural role. We also see that T
−1
22 v is the difference between the control being applied to G and the optimal full information control. From this standpoint, we see that we would like to make v "small" in some sense. We will formalize this idea later in this section.
Performing this transformation corresponds to the statespace realizations of G 1 and G 2 respectively given by
Denoting the state vector of G 1 and G 2 respectively as x 1 and x 2 , we can verify the validity of this transformation by noting that when G 1 and G 2 are combined into a single state space model, the combination of states x 2 − x 1 is uncontrollable but exponentially decays to zero because A¯φ(P 0 ) is Schur by the definition of a stabilizing DARE solution. Removing these uncontrollable states gives the realization of G.
With this in mind, we are interested in examining closedloop costs of the form J τ (F l (G 1 , G 3 ) ) where G 3 has the form
The following theorem, which will be proved in the next section, is the basis of the separation principle.
Theorem 3.1. Let τ = ε −1 > 0. If G 1 has the form (3) and G 3 has the form (5), then
It should be noted that (6) could only be written in such a compact form due to the placeholder signal n; without that placeholder, G 3 would only have one output and J τ (G 3 ) would not be well-defined. It should also be noted that we did not make any assumption on the order of the G 3 and, hence, the order of K.
Using Theorem 3.1, we thus see that the output feedback control problem (for fixed τ > 0) can be written as
The remaining optimal control problem
is analogous to the output estimation problem in the H ∞ literature. Thus, by exploiting the solution of a full information control problem for fixed τ = ε −1 > 0, we have transformed the output feedback control problem for fixed τ into an output estimation problem. Note that (3) is a control design problem in which K is trying to keep v and n "small" in the closed-loop system. However, since n = 0 regardless of K, we see that this control design problem is only trying to keep v "small". As mentioned earlier in this subsection, this corresponds to trying to make the control action applied to G "close" to the optimal full information control signal,
It is possible to go one step further and transform this output estimation problem into a full control problem, which corresponds to choosing filter gains in an estimator. Moreover, this full control problem can be solved using an SDP [1] . Since the focus of this paper is on just the separation principle, we omit the details here.
PROOF OF THEOREM 3.1
In this section, we give the proof of Theorem 3.1. We assume throughout that ε −1 = τ > 0 is fixed and J f i,ε = ∞. Also, we will use the quantityP := τP 0 throughout. Finally, n c will denote the dimension of the controller state dimension.
Before we begin, we need one additional result relevant to full information control. To that end, we define the quantities
Lemma 4.1. Let ε > 0 and suppose P 0 is a stabilizing solution of the DARE R¯φ(P) = P such that the factorization (1) exists where T 11 and T 22 are invertible. Then ε −1 P 0 is the stabilizing solution of the DARE R φ cl (P) = P, (B cl
This result essentially comes from [8] and is used to relate the full information control design DARE in §2.4 (for fixed τ = ε −1 > 0)
to the DARE used to find the closed-loop τ-specific H 2 guaranteed cost for the optimal controller by using the methods of §2.3.
Now suppose that G 3 has the realization (5). Note that although we are exploiting the fact that the second output of G 3 is zero, we are not explicitly exploiting any other structure of G 3 . With this in place, we are interested in evaluating J τ (F l (G 1 , G 3 ) ). We first express
A 21 := −B 1 T 11 K dxÂ22 :=Ã
In order to determine J τ (F l (G 1 , G 3 ) ) using the methods of §2.3, we define the parameters
With this notation in place, we see from §2.3 that 
From the statement of Theorem 3.1, we know that we are also interested in the value of J 1 (G 3 ). In order to determine J 1 (G 3 ) using the methods of §2.3, we define the parameters
With this notation in place, we see from §2.3 that J 1 (G 3 ) = ∞ if and only if the DARE R˜φ(P) = P has a stabilizing solutionP 0 such thatB T 1PB 1 +D T 1D 1 − I ≺ 0. Moreover, whenP exists,
Before examining the DARE Rˆφ(P) = P, we first establish a few useful identities.
Lemma 4.2.
The following identities hold:
Proof. To prove (7), we note that
Applying the definition of K o x proves (7). Equations (8)- (9) are proved similarly. Equation (10) follows trivially from the factorization (1) . Note that the left-hand side of (11) is given by
Using (8), we see that the left-hand side of (11) is given by
Note that, by the factorization (1),
22 T 21 . Therefore, using (1), we see that the left-hand side of (11) is given by
which proves (11) . Noting that the left-hand side of (12) is
we see by (8) that (12) holds. Equation (13) is proved similarly.
To prove (14) we note that, by Lemma 4.1, the DARĒ
holds. Note that we have used (11) to shorten the expression for the DARE. Using (12), this DARE can be written as
Using (12) again yields (14). To prove (15) we note that, by Lemma 4.1, the quantity ε −1 Rψ(P 0 ) can be written as
Note that we have used (11) to shorten the expression for ε −1 Rψ(P 0 ). Using (13), ε −1 Rψ(P 0 ) can be written as
Using (13) again yields (15).
With these identities in place, we now investigate the DARE Rˆφ(P) = P. The next two lemmas begin to show the structure of the stabilizing solution of the DARE Rˆφ(P) = P.
Lemma 4.3. The subspace
is a Schur deflating subspace for the matrix pencil Pˆφ.
Proof. First note that it is sufficient to show that there exists a Schur matrix Λ such that
Equation (16) yields the value of Λ. Thus
which implies that Λ is Schur. Verifying (17) is trivial. Using (7)- (8), we see after some algebra that
Using (12), we see that the right-hand side of (21) is
This expression is zero by (14), which implies that (18) holds. Using (7)- (8), we see after some algebra that
which implies that (19) holds. Using (7)- (8) and (11), we see after some algebra that
The right-hand side of this expression is zero by (12), which implies that (20) holds.
Lemma 4.4.
IfR is invertible and the DARE Rˆφ(P) = P has a stabilizing solutionP, thenP = diag(P,P 22 ) for someP 22 ∈ R n c ×n c . 
From this, we see thatP 11 =P,P 21 = 0, andK 1 = K dx .
Before giving the exact form of the stabilizing solution of the DARE Rˆφ(P) = P, we give another set of identities. These identities give explicit formulas for each quantity that appears in the expressions Rˆφ(P) and Rψ(P) when P has the form P = diag(P, ε −1 X) for some matrix X.
Lemma 4.5. Let X ∈ R n c ×n c . The following identities hold:
Proof. With some algebra involving (7) and (10), we see that the left-hand side of (22) is given by
Using (14) to substitute for the term in square brackets proves (22). Equation (23) is shown using (7) and (10) . Equation (24) is shown using (10) . With some algebra involving (7) and (10), we see that the left-hand side of (25) is given by
Using (12) to substitute for the term in square brackets proves (25). Equation (26) is shown using (8) and (10) . Equation (27) is shown using (8) and (10)- (11) . Equation (28) is shown using (9) and (10) . With some algebra involving (8)- (10), we see that the left-hand side of (22) Using (13) to substitute for the term in square brackets proves (29).
With the preceding results in place, we can now give a result which relates the stabilizing solutions of the DAREs Rˆφ(P) = P and R˜φ(P) = P. Lemma 4.6. The DARE Rˆφ(P) = P has a stabilizing solution P 0 such that
TP B 11
if and only if the DARE R˜φ(P) = P has a stabilizing solutionP 0 such thatB T 1PB 1 +D T 1D 1 − I ≺ 0. Moreover,P = diag(P, ε −1P ).
Proof. (⇒) Note thatR ≺ 0. By Lemma 4.4, we see that
for someP ∈ R n c ×n c . SinceP 0, we see thatP 0. By (27), we see thatB T 1PB 1 +D T 1D 1 − I ≺ 0. Using Lemma 4.5, we see after some algebra that Aˆφ(P) and Rˆφ(P) can respectively be expressed as
Aˆφ(P) = A¯φ(P 0 ) 0 A˜φ(P) , Rˆφ(P) = P 0 0 ε −1 R˜φ(P)
where the represents a term that is not important to the analysis.
Since Aˆφ(P) is Schur, we see that A˜φ(P) is Schur. Also, since Rˆφ(P) =P, we see that P 0 0 ε −1P = P 0 0 ε −1 R˜φ(P)
which implies that R˜φ(P) =P.
(⇐) By Proposition 2.3, we see that P 0 0, which implies thatP 0. We now chooseP = diag(P, ε −1P ) and note that P 0. By (27), we see that (30) holds. This implies that the expressions for Aˆφ(P) and Rˆφ(P) are well-defined. As before, we use Lemma 4.5 to see that (31) holds. This in turn implies that Aˆφ(P) is Schur and Rˆφ(P) =P.
With these results of this subsection in place, we can now show that Theorem 3.1 holds.
Proof of Theorem 3.1. Suppose that J τ (F l (G 1 , G 3 )) = ∞. From §2.3, we see that the DARE Rˆφ(P) = P has a stabilizing solutionP 0 such that (30) holds. Moreover, J τ (F l (G 1 , G 3 )) = tr{Rψ(P)}. By Lemma 4.6, we see thatP = diag(P, ε −1P ) whereP 0 is the stabilizing solution of the DARE R˜φ(P) = P that satisfiesB T 1PB 1 +D T 1D 1 − I ≺ 0. Using Lemma 4.5, we see after some algebra that Rψ(P) = (B By (15), we see that Rψ(P) = ε −1 Rψ(P 0 ) + ε −1 Rψ(P)
Taking the trace of both sides of this equation yields
Rψ(P) = ε −1 tr{Rψ(P 0 )} + ε −1 tr{Rψ(P)} Note that J f i,ε = ε −1 tr{Rψ(P 0 )} by definition and J 1 (G 3 ) = tr{Rψ(P)} by the results in §2.3. Thus, we have established (6) for the case when J τ (F l (G 1 , G 3 )) = ∞.
