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Abstract
We present a detailed study of the geometric and algebraic properties of the
multidimensional quadrilateral lattice (a lattice whose elementary quadrilat-
erals are planar; the discrete analogue of a conjugate net) and of its basic
reductions. To make this study, we introduce the notions of forward and back-
ward data, which allow us to give a geometric meaning to the τ–function of
the lattice, defined as the potential connecting these data. Together with the
known circular lattice (a lattice whose elementary quadrilaterals can be in-
scribed in circles; the discrete analogue of an orthogonal conjugate net) we
introduce and study two other basic and independent reductions of the quadri-
lateral lattice: the symmetric lattice, for which the forward and backward data
coincide, and the d-invariant lattice, characterized by the invariance of a cer-
tain natural frame along the main diagonal. We finally discuss the Egorov
lattice, which is, at the same time, symmetric, circular and d-invariant. The
integrability properties of all these lattices are established using geometric, al-
gebraic and analytic means; in particular we present a ∂¯ formalism to construct
large classes of such lattices. We also discuss quadrilateral hyperplane lattices
and the interplay between quadrilateral point and hyperplane lattices in all the
above reductions.
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1 Introduction
In a recent paper [15] we have introduced the notion of ”Multidimensional Quadri-
lateral Lattice” (MQL), i.e., a lattice x : ZN → PM , N ≤ M , with all its elementary
quadrilaterals planar, which is the discrete analogue of a multidimensional conjugate
net [8]. Furthermore, we showed that the planarity constraint (which is a linear con-
straint) provides a way to construct the lattice uniquely, once a suitable set of initial
data is given.
In this paper we present a detailed study of three basic and independent integrable
reductions of the quadrilateral lattice: the symmetric lattice, the circular lattice and
the d-invariant lattice; we also study the Egorov lattice which is, at the same time,
symmetric, circular and d-invariant. All these reductions satisfy additional geometric
properties which are compatible with the planarity constraint of the MQL.
The symmetric lattice follows from the observation that one can associate, with a
given quadrilateral lattice, forward and backward data connected through a potential
coinciding with the τ–function of the lattice, and it corresponds to the particular sit-
uation in which the backward and forward rotation coefficients coincide. The circular
lattice, discrete analogue of an orthogonal net, is instead characterized by the fact
that all its elementary quadrilaterals are inscribed in circles. The d-invariant lattice
is a MQL characterized by the invariance of a certain natural frame along the main
diagonal. The Egorov lattice, discrete analogue of a Egorov net [8, 1], is simulta-
neously symmetric, circular and d-invariant (for N = M), and can be equivalently
characterized by the fact that a pair of opposite angles of the elementary quadrilateral
consists of right angles.
The geometric properties characterizing the above reductions make use of the
connections between point lattices and hyperplane lattices (lattices in the dual space
(PM)∗). In some cases the connection comes from additional structure in the ambient
space PM ; in some other cases, it is a consequence of the inner symmetry of the lattice.
The precise connections between point and hyperplane lattices corresponding to all
the above reductions are also presented in this paper.
Our presentation reflects the effort of constructing a general theory of the MQL
and of its reductions and therefore the results will not appear in a chronological order
of derivation but rather in a logical order.
Although the research field of integrable discrete geometry is relatively new, the
amount of associated results is already very large and it is often difficult to go through
the corresponding literature, also because many of these results are not even pub-
lished, having being presented only during conferences or seminars, or private conver-
sations. A brief but hopefuly correct account of the literature closed to the subject
considered in this paper is the following.
The proper discrete analogue of a conjugate net on a surface was first proposed by
Sauer [34]. The MQL equations were first derived by Bogdanov and Konopelchenko [5]
as integrable discrete analogues of the Darboux equations for conjugate nets, but with-
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out any geometric characterization. The notion of circular lattice was first proposed
by Martin, de Pont and Scharrock [30] and Nutborne [32] for N = 2, M = 3, as a
discrete analogue of surfaces parametrized by curvature lines (see also [3]); later by
Bobenko for N = M = 3 [2] and, finally, for arbitrary N ≤ M by Cies´lin´ski, Doliwa
and Santini [7]; subsequently Konopelchenko and Schief have shown [26] that circular
lattices in E3 can be conveniently characterized by solutions of the 2+ 1 dimensional
discrete sine-Gordon equation [31]. A geometric proof of the integrability of the cir-
cular lattice was first given in [7] while the analytic proof of its integrability was
given in [16] through the ∂¯ method. The notion of Egorov lattice with its right angles
characterization was found by Schief [35]. In the derivation of the Egorov lattice, he
apparently used the algebraic formulation of the symmetric constraint; this formula-
tion was restricted to the subclass of circular lattices and its geometric meaning was
not given [36]. He also found the d-invariance of the Egorov lattice (the Killing vector
property) [37]. The finite-gap formulations of the circular and Egorov lattices have
also recently appeared in the literature [27].
The new results written down in this paper, although already presented in several
occasions [10], are the following:
1) The geometric meaning of the τ -function of the MQL;
2) The theory of integrable hyperplane lattices, and its central role in the reduction
theory of MQL;
3) The algebraic and geometric notions of symmetric and d-invariant lattices, as basic
and independent reductions of the MQL;
4) The successful application of the ∂¯ reduction method, already used in the case of
circular lattices [16], to all the other reductions.
After this work was completed and presented we were told that, according to
Schief [38], the algebraic definition of a symmetric lattice was presented in [35].
In the rest of this Introduction we summarize the basic results on quadrilateral
lattices and the known facts on hyperplanes in projective spaces which will be used
in the paper.
In Section 2 we introduce the ”backward” representation of the quadrilateral lat-
tice and we show that the compatibility between the backward construction and the
standard forward construction leads to the existence of a potential which can be
identified with the τ -function of the lattice.
In Section 3 we first introduce the notion of quadrilateral hyperplane lattice; then
we introduce and study the notions of dual, adjoint, conjugate and complementary
systems of point and hyperplane lattices.
In Section 4 we study the first integrable reduction, the symmetric lattice together
with its integrability properties.
In Section 5 we discuss, in the same spirit, the second basic reduction, the circular
lattice.
In Section 6 we define the third basic reduction, the d-invariant lattice and study
its properties.
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Section 7 is devoted to the study of the Egorov lattice which is, at the same time,
symmetric, circular and d-invariant.
In Section 8 we finally study the integrability properties of all the above lattices
from the point of view of their solvability, making use of a ∂¯–reduction method re-
cently introduced in [43] in the continuous case and generalized in [16] to a discrete
context.
We finally remark that the equations characterizing the above lattices are poten-
tially relevant also in physics, being integrable discretizations of equations arising in
hydrodynamics [19, 25, 22, 39] and in quantum field theory [20, 18, 9].
1.1 Quadrilateral point lattices
Consider a multidimensional quadrilateral lattice; i. e., a mapping x : ZN → PM ,
N ≤M , with all the elementary quadrilaterals planar [15]. In the affine representation
(in which the lattice is a mapping ~x : ZN → RM) the planarity condition can be
formulated in terms of the Laplace equations
∆i∆j~x = (TiAij)∆i~x+ (TjAji)∆j~x, i 6= j, i, j = 1, . . . , N, (1.1)
where Ti is the translation operator in the i direction, ∆i = Ti−1 and the coefficients
Aij satisfy the MQL equation
∆kAij = (TjAjk)Aij + (TkAkj)Aik − (TkAij)Aik, i 6= j 6= k 6= i. (1.2)
It is often convenient to reformulate equations (1.1) as a first order system [15]. We
introduce the suitably scaled tangent vectors X i, i = 1, ..., N ,
∆i~x = (TiHi)X i, (1.3)
in such a way that the j-th variation of X i is proportional to Xj only (see Figure 1)
∆jX i = (TjQij)Xj , i 6= j . (1.4)
The compatibility condition for the system (1.4) gives the following new form of the
MQL equations
∆kQij = (TkQik)Qkj, i 6= j 6= k 6= i. (1.5)
The scaling factors Hi, called the Lame´ coefficients, solve the linear equations
∆iHj = (TiHi)Qij , i 6= j , (1.6)
whose compatibility gives equations (1.5) again; moreover
Aij =
∆jHi
Hi
, i 6= j . (1.7)
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Figure 1: Definition of the forward data
In [15] it was proven that, given N(N−1)/2 initial quadrilateral surfaces, the quadri-
lateral lattice x follows uniquely from the planarity constraint. To construct the
initial surfaces, one gives N arbitrary intersecting initial curves ~x
(0)
i , i = 1, . . . , N ;
the initial (ij)-surface is then built uniquely assigning the initial data A
(0)
ij , i 6= j, as
functions of ni, nj , via equation (1.1). Equivalently, together with the N intersecting
initial curves, we can give the initial data {H
(0)
i , Q
(0)
ij }, meaning that we give the
coefficients H
(0)
i (or, equivalently, the tangent vectors X
(0)
i ) on the i-th initial curve
and then the data Q
(0)
ij , i 6= j, as functions of ni, nj . Therefore the solution of the
MQL equations depends on N(N − 1) arbitrary functions of two variables.
Remark. To make the construction of the lattice possible, in our considerations we
assume we deal with generic lattices, i.e., that the point x and its nearest neighbours
T1x, . . . , TNx are in general position; in consequence, the subspace 〈x, T1x, . . . , TNx〉
is a linear subspace of PM of maximal possible dimension N .
In this paper we study some distinguished reductions of the MQL which posses
additional geometric properties that, once imposed on the initial surfaces ”propagate”
everywhere through the construction of the lattice. Since the quadrilateral lattice is
integrable, these reductions will inherit its integrability properties.
In the continuous limit:
∆i~x ∼ ε
∂
∂ui
= ε∂i , 0 < ε << 1 , (1.8)
Qij ∼ εβij , (1.9)
the MQL reduces to an N dimensional conjugate net in RM , characterized by the
Darboux equations [8]
∂kβij = βikβkj, i 6= j 6= k 6= i. (1.10)
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1.2 Hyperplanes
In Section 3 we introduce and study the properties of lattices in the dual space,
i.e., of hyperplane lattices. These considerations will turn out to be relevant in the
reduction theory of the quadrilateral lattices, when the introduction of additional
geometric structure will allow to establish a direct connection between point lattices
and hyperplane lattices.
To make the paper self contained, in the rest of this introduction we summarize
some basic known facts on the algebraic representation of the projective space and of
its dual.
Points of PM are directions (one dimensional linear subspaces) of RM+1 and
they can be represented (up to multiplication by a non-zero scalar factor) by non-
zero vectors of RM+1. In a fixed basis e0, e1, . . . , eM of R
M+1, the coordinates
u = (u0, u1, . . . uM)T of such a vector are called the homogeneous coordinates of
the corresponding point u = [u] of the projective space.
The hyperplanes of PM are M dimensional linear subspaces of RM+1 and they
can be represented (up to multiplication by a non-zero scalar factor) by non-zero co-
vectors of (RM+1)∗ ≡ RM+1. The coordinates a∗ = (a∗0, a
∗
1, . . . a
∗
M) of such a co-vector
are called the homogeneous coordinates of the corresponding hyperplane a∗ = [a∗],
and the condition that the point with homogeneous coordinates u = (u0, u1, . . . , uM)T
belongs to the hyperplane represented by a∗ = (a∗0, a
∗
1, . . . , a
∗
M) is given by the linear
homogeneous equation
〈a∗|u〉 = a∗0u
0 + a∗1u
1 + · · ·+ a∗Mu
M = 0 . (1.11)
Remark (Duality principle). Notice that equation (1.11) is “symmetric” in the sense
that the expression “the point u belongs to the hyperplane a∗” can be changed into
“the hyperplane a∗ contains the point u”. Geometrically, all hyperplanes (points of
(PM)∗) passing through a fixed point of PM form a hyperplane in (PM)∗, which is
represented by this point; therefore ((PM)∗)∗ = PM .
By fixing a hyperplane PM−1∞ in P
M , called then the hyperplane at infinity, we
can represent the remaining (affine) part AM = PM \PM−1∞ of the projective space by
points ~v ∈ RM ; if the hyperplane at infinity is characterized by u0 = 0, then the points
of the affine space can be normalized to (1, u1, . . . , uM)T , and ~u = (u1, . . . , uM)T .
Hyperplanes in AM can be represented (again, up to a non-zero factor) by non-
homogeneous linear equations as follows
a∗0 + a
∗
1x
1 + · · ·+ a∗Mx
M = 0 . (1.12)
The representation can be made unique, by affinization of (PM)∗, i.e., by removing
from (PM)∗ hyperplanes passing through a fixed point of PM . For our purposes we
assume that this point belongs to AM , and we identify it with the origin of RM . Then
the equation of any hyperplane which does not pass through the origin, i.e., a∗0 6= 0,
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can be normalized to have a∗0 = −1. Such a hyperplane can be represented by the
co-vector ~a∗ ∈ (RM)∗ and consists of points ~x satisfying the equation
〈 ~a∗|~x〉 = a∗1x
1 + · · ·+ a∗Mx
M = 1 . (1.13)
If ~v is a point of the hyperplane represented by ~a∗, then the parallel (in the
standard sense) hyperplane passing through t~v is represented by t−1~a∗; equivalently,
the equation of such a hyperplane can be written as 〈~a∗|~x〉 = t. Taking the limit t→
∞ we infer that the hyperplane at infinity PM−1∞ is represented by the zero co-vector
~0∗. On the other hand, all the hyperplanes passing through ~0 ∈ RM are represented
by ”infinite” co-vectors; equivalently, the equation of the hyperplane passing through
~0 and parallel to that represented by ~a∗ can be written as 〈 ~a∗|~x〉 = 0.
Given two hyperplanes a∗ and b∗ represented by the co-vectors ~a∗ and ~b∗, the
equation of the unique hyperplane passing through the origin and containing their
intersection a∗ ∩ b∗ is
〈 ~a∗ − ~b∗|~x〉 = 0 . (1.14)
Definition 1.1. Two subspaces of co-dimension 2 are called ”co-parallel” if there
exists a hyperplane passing through ~0 and containing them.
Remark. The above notion is dual to the parallelism of two lines in the affine space.
Corollary 1.1. Two co-dimension 2 subspaces obtained by intersection of two pairs
of hyperplanes a∗i ∩b
∗
i , i = 1, 2, are co-parallel if the corresponding co-vectors ~a
∗
i− ~b
∗
i,
i = 1, 2 are proportional.
A correlation is a projective mapping between a projective space and its dual
C : PM → (PM)∗ .
In the homogeneous description, such a mapping is given by a linear mapping (given
uniquely up to a non-zero scalar factor) between the vector space RM+1 and its dual;
if a∗ = [a∗], v = [v], and a∗ = C(v), then the correlation C is represented by a matrix
C such that a∗ = (Cv)T .
Any correlation C defines its adjoint correlation
C∗ : ((PM)∗)∗ = PM → (PM)∗
being represented by the matrix CT transposed of C. An important class of corre-
lations is provided by involutory correlations, that is correlations identical to their
adjoints. Matrices of such correlations must satisfy the condition the CT = ±C.
When the matrix of the correlation is symmetric, then the correlation is called
polarity; we denote it by P. The image P(v) of a point v = [v] ∈ PM is called the
polar hyperplane of v; it consists of points x = [x] satisfying equation 〈Pv|x〉 = 0 .
Any polarization P defines the corresponding quadric hypersurface QP , which
consists of points belonging to their polar hyperplanes: x ∈ P(x); in the homogeneous
description, the quadric is given by equation 〈Px|x〉 = 0.
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xS
P(x)
M-1
Figure 2: Polarity with respect to a sphere
Example 1.1. Consider the polarization whose quadric is the standard sphere of
radius 1 centered at the origin:
QP = S
M−1 = {~x ∈ EM |~x · ~x = 1} .
Then the polar hyperplane of a point ~v is the hyperplane orthogonal to ~v and passing
through the point ~v/(~v · ~v) (see Figure 2). The polar of the origin is the hyperplane
at infinity, therefore this polarization is an affine mapping, i.e., it maps parallel lines
into co-parallel subspaces (of co-dimension two).
2 The backward representation of the quadrilat-
eral lattice
In this Section we define the backward data X˜ i, H˜i, Q˜ij of the quadrilateral lattice.
It turns out that the relation between the standard forward data X i, Hi, Qij and the
backward data is given in terms of the τ–function, which is one of central objects of
the soliton theory.
The backward tangent vectors X˜ i and the backward Lame´ coefficients H˜i, i =
1, . . . , N are defined with the help of the backward difference operator ∆˜i := 1−T
−1
i :
∆˜i~x = (T
−1
i H˜i)X˜ i , or ∆i~x = H˜i(TiX˜ i) ; (2.1)
the backward Lame´ coefficients are again chosen in such a way (see Figure 3) that
the ∆˜i variation of X˜j is proportional to X˜ i only. We define the backward rotation
coefficients Q˜ij as the corresponding proportionality factors
∆˜iX˜j = (T
−1
i Q˜ij)X˜ i , or ∆iX˜ j = (TiX˜ i)Q˜ij , i 6= j . (2.2)
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~
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~
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~
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~
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-1
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-1 Tj
-1
Figure 3: Definition of the backward data
Comparing equations (1.6) and (2.2) we see immediately that the new functions
Q˜ij satisfy the MQL equations (1.5) as well. Moreover the new scaling factors H˜i
satisfy the following system of linear equations
∆jH˜i = (TjQ˜ij)H˜j, i 6= j , (2.3)
whose compatibility condition gives again the MQL equations (1.5).
An easy consequence of equations (2.1), (2.2), (2.3) is the following, obvious from
a geometric point of view, observation
Proposition 2.1. The vector function ~x : ZN → RM representing a quadrilateral
lattice satisfies the backward Laplace equation
∆˜i∆˜j~x = (T
−1
i A˜ij)∆˜i~x+ (T
−1
j A˜ji)∆˜j~x , i 6= j , (2.4)
where, in the notation of this Section,
A˜ij =
∆˜jH˜i
H˜i
. (2.5)
The forward and backward rotation coefficients Qij and Q˜ij describe the same
lattice ~x from different points of view, therefore one can expect their interrelation.
Indeed, defining the functions ρi : Z
N → R as the proportionality factors between X i
and TiX˜ i (both vectors are proportional to ∆i~x):
X i = −ρi(TiX˜ i) , TiHi = −
1
ρi
H˜i , i = 1, . . . , N , (2.6)
we have the following
9
Proposition 2.2. The forward and backward data of the lattice ~x are related through
the following formulas
ρjTjQ˜ij = ρiTiQji , (2.7)
and the factors ρi are first potentials satisfying equations
Tjρi
ρi
= 1− (TiQji)(TjQij) , i 6= j . (2.8)
Proof. Using equations (2.6), (2.2) and (1.4) we obtain
X i = −ρiTiX˜ i =
ρi
Tjρi
(
1− (TiQ˜ji)(TjQ˜ij)
)
(X i + (TjQij)Xj)−
ρi
ρj
(TiQ˜ji)Xj ,
which, by comparing coefficients in front of the vectors X i, X j, leads to equations
(2.7) and (2.8).
Remark. Since Qij and Q˜ij are both solutions of the MQL equations (1.5), then
equations (2.6)-(2.8) describe a special symmetry transformation of equations (1.5),
first found in [26] without any associated geometric meaning.
The RHS of equation (2.8) is symmetric with respect to the interchange of i and
j, which implies the existence of a potential τ : ZN → R, such that
ρi =
Tiτ
τ
; (2.9)
therefore equation (2.8) defines the second potential τ :
(TiTjτ)τ
(Tiτ)(Tjτ)
= 1− (TiQji)(TjQij) , i 6= j . (2.10)
The potential τ connecting the forward and backward data:
Tj(τQ˜ij) = Ti(τQji) , (2.11)
Ti(τX˜ i) = τX i , (2.12)
τH˜i = Ti(τHi) , (2.13)
is the famous τ -function of the quadrilateral lattice.
Corollary 2.3. The τ -function representation of the MQL equations.
Define τij by
τij = τQij , (2.14)
then equation (2.8) can be rewritten as
(TiTjτ)τ = (Tiτ)Tjτ − (Tiτji)Tjτij , (2.15)
and the MQL equations (1.5) take the form
(Tkτij)τ = (Tkτ)τij + (Tkτik)τkj . (2.16)
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Remark. The τ -function representation of the MQL equations was found in [18] using
the Miwa transformation of the τ -function representation of the Darboux equations.
We notice that, for a given lattice ~x, the forward data {X i, Qij} are defined up
to rescaling by functions ai(ni)
X i −→ aiX i , TiHi −→
1
ai
TiHi , TjQij −→
ai
aj
TjQij , (2.17)
expressing the freedom in the definition of the vectors X
(0)
i on the initial curves. An
analogous freedom exists for the backward data
TiX˜ i −→
1
bi
TiX˜ i , H˜i −→ biH˜i , TjQ˜ij −→
bi
bj
TjQ˜ij . (2.18)
The corresponding rescaling of ρi and τ is therefore given by
ρi −→ aibiρi , τ −→ τ
N∏
i=1
ci(ni) , (2.19)
where
Tici
ci
= aibi . (2.20)
Finally, we remark that the product (TiQji)(TjQij), which appears in the def-
inition of the τ -function, is the ratio of the areas of the two affine parallelograms
P (∆iXj,∆jX i) and P (X i,Xj) (see Figure 4).
Unlike the definitions of the forward and backward rotation coefficients, this prod-
uct is invariant with respect to their possible redefinitions given by equation (2.17).
It can be seen expressing the product, using equations (1.7), in terms of the data Aij
as follows
(TiQji)(TjQij) =
(TiAij)(TjAji)
(TiAij + 1)(TjAji + 1)
. (2.21)
Observe finally that equation (2.7) leads to
(TiQji)(TjQij) = (TiQ˜ji)(TjQ˜ij) , (2.22)
which implies that the discussed product quantity is also the ratio of the areas of the
backward parallelograms P (∆˜iTiTjX˜j , ∆˜jTiTjX˜ i) and P (TiTjX˜j , TiTjX˜ i).
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Figure 4: Areas of two parallelograms
3 Hyperplane lattices
Consider a lattice y∗ : ZN → (PM)∗, N ≤ M , in the space of hyperplanes of PM ,
which we call the hyperplane lattice. The space (PM)∗, called also dual space to
PM , has a natural projective structure and a priori one expects that the algebraic
description of the quadrilateral lattices in the dual space be the same like that of
quadrilateral point lattices and, therefore, the considerations of the previous Sections
can be applied to hyperplane lattices without essential modifications. However, this
Section is devoted to investigate hyperplane lattices from a geometric point of view
and to make clear the geometric content of their algebraic description.
3.1 Quadrilateral hyperplane lattices
The basic property of quadrilateral lattices, i.e., the planarity of their elementary
quadrilaterals, when applied to hyperplane lattices, can be formulated as follows.
Definition 3.1. The hyperplane lattice y∗ : ZN → (PM)∗ is quadrilateral if, for any
i, j = 1, . . . , N , i 6= j, the hyperplane TiTjy
∗ contains the subspace y∗ ∩ Tiy
∗ ∩ Tjy
∗.
To explain this definition notice that, if the hyperplane lattice is given in homo-
geneous coordinates by the function y∗ : ZN → (RM+1)∗ \ {0∗}, then Definition 3.1
states that the four co-vectors TiTjy
∗, Tiy
∗, Tjy
∗, and y∗ are linearly dependent. If
Tiy
∗, Tjy
∗, y∗ are linearly independent, then the co-vector TiTjy
∗ representing the
hyperplane TiTjy
∗ is a linear combination of the co-vectors y∗, Tiy
∗ and Tjy
∗
TiTjy
∗ = αTiy
∗ + βTjy
∗ + γy∗ . (3.1)
This equation can be transformed into the Laplace equation
∆i∆jy
∗ = (TiA
∗
ij)∆iy
∗ + (TjA
∗
ji)∆jy
∗ + C∗(ij)y
∗ , i 6= j . (3.2)
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In the affine gauge, the coefficients α, β and γ of the decomposition (3.1) are
subjected to the constraint
α + β + γ = 1 (3.3)
and the equation (3.2) reduces to
∆i∆j~y
∗ = (TiA
∗
ij)∆i~y
∗ + (TjA
∗
ji)∆j~y
∗ , i 6= j . (3.4)
Remark. In our considerations we always assume we deal with generic lattices, i.e.,
that the hyperplane y∗ and its forward neighbors T1y
∗, . . . , TNy
∗ (and backward
neighbors T−11 y
∗, . . . , T−1N y
∗) are in general position, i.e., their equations are linearly
independent. In consequence, the intersection y∗∩T1y
∗∩· · ·∩TNy
∗ (and y∗∩T−11 y
∗∩
· · · ∩ T−1N y
∗) is a linear subspace of PM of co-dimension N (of dimension M −N).
Example 3.1. Given a two dimensional quadrilateral lattice x in the three dimen-
sional projective space, define the lattice y∗ of the hyperplanes passing through x, T1x
and T2x. Because of the planarity of the elementary quadrilaterals of x, it is easy to
see that the four hyperplanes y∗, T1y
∗, T2y
∗ and T1T2y
∗ intersect in the point T1T2x.
Therefore, the (hyper)plane lattice y∗ is quadrilateral.
Example 3.2. Correlations map quadrilateral point lattices into quadrilateral hy-
perplane lattices.
3.2 Dual systems
We first recall that a quadrilateral lattice ~x′ is called parallel to the quadrilateral
lattice ~x [17] (or obtained from ~x via the Combescure transformation), if the tangents
to both lattices are parallel in the corresponding points: ∆i~x
′ ∼ ∆i~x. In consequence,
the scaled tangent vectors X ′i of the lattice ~x
′ can be choosen to be equal to those of
the lattice ~x: X ′i = X i; then the rotation coefficients of both lattices coincide as well:
Qij = Q
′
ij , and the Lame´ coefficients Hi and H
′
i are solutions of the same equation.
In this Section we will learn how to construct quadrilateral hyperplane lattices
using systems of parallel quadrilateral point lattices.
Definition 3.2. Consider a system of M parallel point lattices in AM ~x(k), k =
1, . . . ,M , whose corresponding vectors are linearly independent. Denote by ~y∗(k),
k = 1, . . . ,M , the system of hyperplane lattices uniquely defined by the properties
that ~y∗(k) passes through ~x(k) and is spanned by the vectors ~x(l), l 6= k; i.e.,
〈~y∗(k)|~x(l)〉 = δkl . (3.5)
We call such a system of hyperplane lattices the dual system to the system of parallel
point lattices ~x(k).
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The aim of this Section is to prove that the hyperplane lattices ~y∗(k) are quadri-
lateral hyperplane lattices.
Definition 3.3. Fix a basis {~ek}
M
k=1 in the ambient space R
M and arrange the parallel
system of point lattices in the matrix Ω of the system:
Ω = (~x(1), . . . , ~x(M)) ; (3.6)
equivalently, the matrix Ω represents a linear operator
Ω =
M∑
k=1
~x(k) ⊗ ~e
∗
k ,
where {~e∗k}
M
k=1 is the dual basis of {~ek}
M
k=1, i.e., 〈~e
∗
k|~el〉 = δkl.
Corollary 3.1. The components of the dual system ~y∗(k) in the basis {~e
∗
k}
M
k=1 are
given by the rows of the matrix Ω−1.
Let us arrange the coefficients Hi(k), i = 1, . . . , N , k = 1, . . . ,M , into the row-
vectors
X∗i = (Hi(1), . . . , Hi(M)) , X
∗
i =
M∑
k=1
Hi(k)~e
∗
k;
then X∗i , i = 1, . . . , N , form a (co)vector valued solution of the adjoint linear problem
(1.6) and the matrix Ω can be found from equations
∆iΩ = X i ⊗ (TiX
∗
i ) . (3.7)
It was shown in [29] that the matrix Ω plays a relevant role in the theory of trans-
formations of quadrilateral lattices.
The following Theorem, which contains, as particular cases, all the classical trans-
formations of a quadrilateral lattice [17], was proven in [29].
Theorem 3.2. Let Qij, X i, X
∗
i and Ω be defined as above; then the following func-
tions
Q′ij = Qij − 〈X
∗
j |Ω
−1|Xi〉 (3.8)
solve the MQL equations, the vectors X ′i = Ω
−1X i, X
∗′
i = X
∗
iΩ
−1 are solutions of
the linear systems (1.4), (1.6) for Q′ij, and the corresponding potential
∆iΩ
′ = X ′i ⊗ (TiX
∗′
i ), (3.9)
is given by
Ω′ = C −Ω−1, (3.10)
where C is a constant operator.
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Denote by ~x∗(k) the rows of Ω; then
Ω =
M∑
k=1
~ek ⊗ ~x
∗
(k) .
Lemma 3.3. The rows ~x∗(k) of the matrix Ω represent a system of co-parallel quadri-
lateral hyperplane lattices, which we call the adjoint system to ~xk.
Proof. Let us rewrite equation (3.7) in a backward form
∆˜iΩ = X
∗
i ⊗ (T
−1
i X i) , (3.11)
which gives
∆˜i~x
∗
(k) = (T
−1
i H
∗
i(k))X
∗
i , (3.12)
where H∗i(k) is the k-th component of the vector X i. Comparing equations (2.1), (2.3)
and (1.4) we infer that the co-vectors ~x∗(k) satisfy the backward Laplace equations
∆˜i∆˜j~x
∗
(k) = (T
−1
i A˜
∗
ij(k))∆˜i~x
∗
(k) + (T
−1
j A˜
∗
ji(k))∆˜j~x
∗
(k) , i 6= j , (3.13)
where
A˜∗ij(k) =
∆˜jH
∗
i(k)
H∗
i(k)
,
and therefore (see Proposition 2.1) also the forward Laplace equations.
Finally, since ∆˜i~x
∗
(k) ∼ ∆˜i~x
∗
(l), then the corresponding co-dimension 2 subspaces
x∗(k) ∩ T
−1
i x
∗
(k) and x
∗
(l) ∩ T
−1
i x
∗
(l) of hyperplane lattices are co-parallel in the sense of
Definition 1.1.
Remark. Given the parallel system ~x(k), k = 1, . . . ,M , the corresponding adjoint
system ~x∗(k) is given up to a fixed basis used to define Ω; on the contrary, the dual
system of hyperplane lattices ~y∗(k) is given uniquely.
Corollary 3.4. Notice that the forward rotation coefficients of the system ~x(k) are
the backward rotation coefficients of the system ~x∗(k): Qij = Q˜
∗
ij.
Combining the above Lemma with Theorem 3.2 we get the following
Theorem 3.5. The hyperplane lattices ~y∗(k) of the dual system to the system of par-
allel quadrilateral point lattices ~x(k) are co-parallel quadrilateral hyperplane lattices.
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3.3 The adjoint and conjugate lattices
Definition 3.4. The quadrilateral point lattice ~x : ZN → AM and the quadrilat-
eral hyperplane lattice ~x∗ : ZN → (AM)∗ are called adjoint if the forward rotation
coefficients of the point lattice are backward rotation coefficients of the hyperplane
lattice.
Corollary 3.6. Equivalently, the forward rotation coefficients of the hyperplane lat-
tice are backward rotation coefficients of its adjoint point lattice.
Definition 3.5. The point lattice x : ZN → PM and the hyperplane lattice y∗ :
ZN → (PM)∗ are called conjugate if there exists a one to one correspondence between
both lattices such that the points x of the point lattice belong to the corresponding
hyperplanes y∗ of the hyperplane lattice.
Corollary 3.7. Observe that this notion is self-dual in the sense of the standard
duality between PM = ((PM)∗)∗ and (PM)∗.
Remark. We are interested only in a situation in which x is a quadrilateral point
lattice and y∗ is a quadrilateral hyperplane lattice.
The notion of conjugacy between point lattices and hyperplane lattices is the
natural generalization of the notion of conjugacy between point lattices and rectilinear
congruences (line lattices with any two neighbouring lines coplanar) introduced in [17].
As it was also shown in [17], the lattices parallel to ~x describe transversal congruences
conjugate to the quadrilateral point lattice x. Moreover, the tangent congruences can
be also obtained in this way via singular limits.
Corollary 3.8. Given a quadrilateral point lattice x in PM and given (M−1) linearly
independent congruences conjugate to x, then the hyperplane lattice y∗ conjugate to x
and spanned by the lines of these congruences is quadrilateral.
3.4 The complementary lattice
The linear system (1.4) describes the variation of the normalized tangent vectorsX i of
a quadrilateral point lattice in directions j 6= i, and leads to the MQL equations (1.5).
In this Section we study the variation of the vectors X i in the corresponding i-th
directions of the lattice. Discussion of such variations naturally leads to the definition
of a hyperplane lattice, which will be called the complementary lattice.
Consider the quadrilateral lattice ~x : ZN → RM with the given set of tangent
vectors X i, i = 1, . . . , N , and the corresponding set of the Lame´ and rotation coef-
ficients Hi, Qij , i, j = 1, . . . , N satisfying equations (1.3)–(1.6). Let us find M − N
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new solutions Qai, a = N + 1, . . . ,M , i = 1, . . . , N of the adjoint linear system (1.6),
i.e.,
∆iQaj = (TiQai)Qij , (3.14)
and let us define M − N vectors Xa, a = N + 1, . . . ,M , via an analogue of equa-
tions (1.3)
∆iXa = (TiQai)X i. (3.15)
Remark. The vectors Xa, a = N + 1, . . . ,M , are the Combescure transforms of the
lattice ~x, but it was not accidental that we gave to equations (3.14) and (3.15) the
form of the Darboux equations (1.5) and of the linear problem (1.4).
When the full set of vectors Xk, k = 1, . . . ,M , is linearly independent, we obtain,
in each point of the lattice ~x, a basis of the whole space RM ; this type of basis along a
quadrilateral lattice has been considered already in [16] and can be called the extended
basis along the lattice. By Y˜
∗
k, k = 1, . . . ,M , we denote the dual basis in (R
M)∗
〈Y˜
∗
k|Xℓ〉 = δkℓ, k, ℓ = 1, . . . ,M. (3.16)
The linear system (1.4) describes the decomposition of TiXj , i 6= j; let us decompose
TiX i in the full basis
∆iX i = P˜
∗
i X i −
M∑
k 6=i,k=1
P˜ ∗ikXk. (3.17)
We will study properties of the coefficients P˜ ∗i , P˜
∗
ij and their relation to previously
introduced objects.
Proposition 3.9. The vectors Y˜
∗
k satisfy equations
∆iY˜
∗
k = (TiY˜
∗
i )P˜
∗
ik, i 6= k, i = 1, . . . , N, k = 1, . . . ,M, (3.18)
∆iY˜
∗
i = −(TiY˜
∗
i )P˜
∗
i −
M∑
k 6=i,k=1
(TiY˜
∗
k)(TiQki), i = 1, . . . , N. (3.19)
Proof. Assume a decomposition of ∆iY˜
∗
ℓ in the basis TiY˜
∗
ℓ , ℓ = 1, . . . ,M
∆iY˜
∗
ℓ =
M∑
k=1
Γkiℓ(TiY˜
∗
k), (3.20)
where
Γkiℓ = 〈∆iY˜
∗
ℓ |TiXk〉, i = 1, . . . , N, k, ℓ = 1, . . . ,M.
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Using equation (3.16) we obtain that
Γkiℓ = −〈Y˜
∗
ℓ |∆iXk〉, (3.21)
which, together with equations (3.16), (3.18) and (3.17) and (1.4), concludes the
proof.
Corollary 3.10. Equation (3.18) can be splitted into the standard backward linear
problem
∆iY˜
∗
j = (TiY˜
∗
i )P˜
∗
ij , i 6= j, i = 1, . . . , N, (3.22)
and the backward linear equations for the supplementary covectors
∆iY˜
∗
a = (TiY˜
∗
i )P˜
∗
ia, i = 1, . . . , N, a = N + 1, . . . ,M. (3.23)
The compatibility condition of these equations gives the Darboux equations for the
backward rotation coefficients P˜ ∗ij, i 6= j = 1, . . . , N
∆kP˜
∗
ij = (TkP˜
∗
ik)P˜
∗
kj, k 6= i, j = 1, . . . N, (3.24)
and the supplementary backward linear equations
∆iP˜
∗
ja = (TiP˜
∗
ij)P˜
∗
ia, i 6= j = 1, . . . N, a = N + 1, . . . ,M. (3.25)
Corollary 3.11. The compatibility of equations (3.18) and (3.19) gives
P˜ ∗i = TiQii − P˜
∗
ii, i = 1, . . . , N, (3.26)
where Qii (and similarly P˜
∗
ii) are potentials defined in [16] for any solution of the
MQL system, by the equations
∆jQii = (TjQij)Qji, ∆jP˜
∗
ii = (TjP˜
∗
ij)P˜
∗
ji, j 6= i. (3.27)
Moreover, from the same compatibility, we obtain the following equation
∆iQij + ∆˜jP˜
∗
ij − P˜
∗
i Qij + P˜
∗
ij(T
−1
j P˜
∗
j ) +
M∑
k 6=i,j;k=1
P˜ ∗ikQkj = 0, i 6= j. (3.28)
To make the above considerations symmetric we define a hyperplane lattice which
has the vectors Y˜
∗
i , i = 1, . . . , N , as normalized backward tangent vectors, and P˜
∗
ij ,
i 6= j = 1, . . . , N as backward rotation coefficients.
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Definition 3.6. Given the quadrilateral lattice ~x : ZN → RM together with its
extended frame Xk and its dual Y˜ k, k = 1, . . . ,M , define the complementary lattice
of ~x as via solution of the following compatible equations
∆i~y
∗ = (TiY˜
∗
i )F˜
∗
i , i = 1, . . . , N, (3.29)
where F˜ ∗i , i = 1, . . . , N , is a solution of the system (3.25), interpreted now as the
adjoint of the linear system (3.22)
∆jF˜
∗
i = (TjP˜
∗
ji)F˜
∗
j , i 6= j = 1, . . . , N. (3.30)
Remark. The additional vectors Y˜
∗
a and functions P˜
∗
ia, a = N + 1, . . . ,M play a role
similar to that of Xa and Qai.
By simple calculation one can obtain the following result.
Proposition 3.12. The functions vk = 〈~y
∗|Xk〉, k = 1, . . .M satisfy equations
∆ivk = (TiQki)vi, k 6= i (3.31)
∆ivi = F˜
∗
i + P˜
∗
i vi −
∑
k 6=i
P˜ ∗ikvk. (3.32)
Similary, functions v˜∗k = 〈Y˜
∗
k|x〉, k = 1, . . .M satisfy equations
∆iv˜
∗
k = (Tiv˜
∗
i )P˜ik, k 6= i (3.33)
∆iv˜
∗
i = (TiHi)− P˜
∗
i (Tiv
∗
i )−
∑
k 6=i
(TiQki)v
∗
k. (3.34)
Finally, we present a Theorem, which can be proved by simple algebra using
formulas of Corollaries 3.10 and 3.11, and which contains a geometric characterization
of the complementary lattice.
Theorem 3.13. Consider the quadrilateral lattice ~x with the extended frame Xk,
k = 1, . . . ,M , and consider a scalar solution vk of the extended linear system (3.31).
The hyperplane lattice ~y∗ =
∑M
k=1 vkY˜
∗
k, whose hyperplanes pass through the M
points 1
vk
Xk, is a complementary lattice of ~x. Its backward Lame´ coefficients F˜
∗
i ,
i = 1, . . . , N can be obtained via formulas (3.32).
Remark. In the continuous limit, for N = M = 3, and with the identification of
planes in E3 as points (via polarity), our complementary hyperplane lattices reduce
to the ”syste`mes comple´mentaires d’un syste`me conjugue´” considered by Darboux [8,
Chapt. III].
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4 The Symmetric Lattice
Definition 4.1. A quadrilateral lattice ~x is symmetric iff its forward rotation coef-
ficients are its backward rotation coefficients as well; i.e.
Q˜ij = Qij . (4.1)
The considerations of Section 2 imply the following characterization.
Proposition 4.1. A quadrilateral lattice is symmetric iff, for a given set of rotation
coefficients Qij, there exists a τ–function of the lattice such that
Ti(τQji) = Tj(τQij) , i 6= j , (4.2)
or equivalently, in terms of the corresponding first potentials ρi,
ρiTiQji = ρjTjQij . (4.3)
Remark. Due to equations (2.17)-(2.19), the above definition is independent of the
particular choice of the rotation coefficients Qij .
It turns out that
Proposition 4.2. The symmetric lattice is an integrable reduction of the quadrilat-
eral lattice.
Proof. Recall that, from a geometric point of view, the integrability of a reduction
means that, if the reduction condition is satisfied on the initial surfaces, then it must
propagate in the construction of the lattice.
As it was shown in [15] the solution Qij of the MQL equations (1.5) is fixed by the
values of the rotation coefficients Q
(0)
ij on the initial surfaces. Therefore, if Q
(0)
ij = Q˜
(0)
ij
on the initial surfaces, then they are equal Qij = Q˜ij in the whole lattice, since the
backward rotation coefficients Q˜ij satisfy the same equations as Qij .
The algebraic content of this result is instead expressed by the following equation
TkC
S
ij = C
S
ij + (TkQjk)C
S
ik − (TkQik)C
S
jk , i 6= j 6= k, (4.4)
where
CSij := ρiTiQji − ρjTjQij ; (4.5)
equation (4.4) is a simple consequence of the MQL equations (1.5) and of equa-
tion (2.8). Again we see that, if the constraint (4.2) is satisfied on the initial surfaces
(the RHS of equation (4.4) is zero), then it propagates transversally through the
whole lattice (the LHS of equation (4.4) is zero).
20
xx
x
x
Ti Xj
X i
Xj
Ti
Ti Tj
Tj Xj
~
iTiXTi
~
Figure 5: Similarity of two parallelograms
There exists an interesting geometric characterization of the symmetric lattice,
which follows from the interpretation of the condition Q˜ij = Qij .
Lemma 4.3. The forward and backward rotation coefficients describing an elemen-
tary quadrilateral {~x, Ti~x, Tj~x, TiTj~x} are equal if and only if the parallelograms
P (TiX˜ i, TjX˜j) and P (∆iXj ,∆jX i) of the quadrilateral are similar.
Proof. The quadrilateral with the initial vertex is described by the following rotation
coefficients: TiQji, TjQij , TiQ˜ji and TjQ˜ij connected by equation (2.7). Since
∆iXj = −(TiQji)ρiTiX˜ i , (4.6)
then the parallelograms P (TiX˜ i, TjX˜j) and P (∆iXj,∆jX i) are similar (see Figure 5)
if and only if
ρj(TjQij) = ρi(TiQji) , (4.7)
which means, due to (2.7), that the backward and forward Q’s are equal.
Proposition 4.4. A quadrilateral lattice is symmetric iff, for a given set of the for-
ward tangent vectors X i of the lattice, there exists a complementary set of the back-
ward tangent vectors X˜ i such that the parallelograms P (TiX˜ i, TjX˜j) and P (∆iXj ,∆jX i)
are similar.
Remark. Due to equations (2.17)-(2.19) the above characterization of the symmetric
lattice is independent of a particular choice of the vectors X i.
Integrability of the symmetric lattice can be formulated as follows
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Corollary 4.5. If the system of initial quadrilateral surfaces admits a compatible set
of forward–backward data such that P (TiX˜ i, TjX˜j) and P (∆iXj ,∆jX i) are similar,
then the similarity of the parallelograms holds in the whole quadrilateral lattice.
Remark. Notice that, in order to define the symmetric lattice, we need to know what
similar parallelograms are.
The solution of the MQL equations for an N dimensional symmetric lattice de-
pends on
(
N
2
)
arbitrary functions of two variables, i.e., one half of the arbitrary func-
tions parametrizing the solution of the MQL equations for generic N dimensional
quadrilateral lattice (see Section 1.1). Given a symmetric lattice equipped with a
compatible set of forward and backward data, denote the similarity factor between
the parallelograms P (TiX˜ i, TjX˜j) and P (∆iXj,∆jX i) by σ(ij) = σ(ji)
∆iX j = σ(ij)TiX˜ i , ∆jX i = σ(ij)TjX˜j , i 6= j , (4.8)
then
σ(ij) = −ρiTiQji = −ρjTjQij . (4.9)
Therefore, to construct the initial (i, j)-surface of a symmetric lattice, one gives two
arbitrary intersecting i- and j- curves and, on them, the tangent vectors X
(0)
i , X
(0)
j
and the factors ρ
(0)
i , ρ
(0)
j ; one finally gives σ(ij) = σ(ji) as functions of (ni, nj).
The descriptions of the symmetric lattice presented above are not explicit. In-
deed they involve statements about the existence of suitable potentials. There exists
however another characterization of the symmetric lattice in terms of the forward
rotation coefficients only.
Theorem 4.6. A quadrilateral lattice is symmetric iff, for different indices i, j, k, its
rotation coefficients satisfy the following constraint
(TiQji)(TjQkj)(TkQik) = (TjQij)(TiQki)(TkQjk). (4.10)
In the proof we will use two simple facts (equations (4.11)-(4.12) and (4.15) below)
valid for a generic quadrilateral lattice.
For a given set of the compatibile forward and backward rotation coefficients Qij
and Q˜ij, define functions Rij as
Rij =
TjQij
TjQ˜ij
; (4.11)
then from equations (2.7) it follows that
Rij =
1
Rji
. (4.12)
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The MQL equation (1.5) can be written as
TkTjQij = TjQij + (TkTjQik) (TjQkj), (4.13)
which implies
TkTjQik =
TkTjQij − TjQij
TjQkj
; (4.14)
interchanging the indices j and k in the second equation and eliminating TkTjQij we
obtain
TkTjQik
TkQik
=
1 +
(TkQjk)(TjQij)
TkQik
1− (TjQkj) (TkQjk)
. (4.15)
Proof of the Theorem. The implication (4.3)⇒ (4.10) is obvious. Let us concentrate
on the opposite implication.
Let us start from any set of backward rotation coefficients Q˜ij related with Qij
via equations (2.6) (2.7); the condition (4.10) implies
(TkQjk)(TjQij)
TkQik
=
(TkQ˜jk)(TjQ˜ij)
TkQ˜ik
, (4.16)
which, together with (4.15) and with the corresponding formula satisfied by the back-
ward rotation coefficients Q˜ij , gives, for j different from i and k,
TjRik = Rik; (4.17)
i.e., Rik is a function of ni and nk only. This, together with condition (4.10) written
in terms of Rij , as
RijRjkRki = 1 (4.18)
and with equation (4.12), implies the existence of functions ai(ni) such that
Rij(ni, nj) =
ai(ni)
aj(nj)
. (4.19)
We use the functions ai to redefine the potentials ρi and obtain new backward rotation
coefficients Q˜ij satisfying Qij = Q˜ij.
The above characterization of the symmetric lattice works only when the dimen-
sion of the lattice is greater then two. In the following Proposition we present an
analogous criterion for N = 2, which can be useful, for example, to check directly if
the initial quadrilateral surfaces are symmetric.
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Proposition 4.7. A two dimensional quadrilateral lattice is symmetric iff the func-
tion
rij =
TjQij
TiQji
, i 6= j, (4.20)
satisfies equation
(TiTjrij)rij
(Tirij)(Tjrij)
=
Ti(1− TiQji TjQij)
Tj(1− TiQji TjQij)
. (4.21)
Proof. The implication from (4.3) to (4.21) is trivial. To prove that the condition
(4.21) is sufficient we notice that, in terms of Rij , it can be rewritten as
(TiTjRij)Rij = (TiRij)(TjRij), (4.22)
which leads again to
Rij(ni, nj) =
ai(ni)
aj(nj)
. (4.23)
Remark. In order to check the symmetry condition for the initial surfaces we use the
criterion (4.21) supplemented by (4.10) in the points where the initial surfaces meet.
As we have anticipated, the constraints discussed in this paper allow one to estab-
lish a connection between quadrilateral point lattices and their duals, the quadrilateral
hyperplane lattices. The following proposition describes this connection in the case
of the symmetry constraint.
Proposition 4.8. Given a system of parallel quadrilateral lattices {~x(k)}
M
k=1 and the
associated matrix Ω defined with respect to an orthonormal basis {~ek}
M
k=1, ~ek ·~el = δkl,
then the following properties are equivalent.
i) The matrix Ω of the system is symmetric:
Ω = ΩT . (4.24)
ii) The polar hyperplane P(~x(k)) of the point lattice ~x(k) coincides with the hyperplane
lattice ~x∗(k):
P(~x(k)) = ~x
∗
(k) , k = 1, ..,M . (4.25)
iii) The lattices ~x(k), k = 1, . . . ,M are symmetric. Furthermore the associated tangent
vectors X i and X
∗
i are related in the following way
XTi = ρi(TiX
∗
i ), i = 1, . . . , N. (4.26)
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Proof. i) ⇔ ii) The equivalence of i) and ii) follows immediately from the definitions
of the potential matrix Ω and of the polar transformation P.
i) ⇒ iii). The application of ∆i to equation (4.24) gives the equations
X i ⊗ TiX
∗
i = TiX
∗T
i ⊗X
T
i , (4.27)
which imply equations XTi = γiTiX
∗
i for some proportionality factor functions γi.
The linear problem (1.4) and its adjoint (1.6) satisfied by X i and X
∗
i imply that γi
satisfy equations (2.8) (which allows to identify γi with ρi) and lead to the symmetry
condition (4.2).
iii) ⇒ i) Following a similar strategy, one can show that
∆i(Ω−Ω
T ) = 0, i = 1, .., N, (4.28)
which implies (4.24), up to some constant of integration.
Corollary 4.9. A quadrilateral lattice ~x is symmetric iff it is adjoint to its own
polar.
Remark. In the continuous limit (1.9) the symmetric quadrilateral lattice reduces to a
symmetric conjugate net, for which the rotation coefficients βij satisfying the Darboux
equations (1.10) are symmetric
βij = βji . (4.29)
In fact, one should allow for the less restricitve condition
βij(u) =
ai(ui)
aj(uj)
βji(u) , (4.30)
which gives (4.29), after an admissible rescaling of the data.
The continuous limit of the criterion (4.10)
βijβjkβki = βjiβkjβik (4.31)
is equivalent to (4.30).
5 The Circular Lattice
The discrete analogue of an N - dimensional orthogonal system of coordinates is the
circular lattice.
Definition 5.1. A quadrilateral lattice is circular if and only if any elementary
quadrilateral is inscribed in a circle.
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An elementary characterization of circular quadrilaterals states that, if a circular
quadrilateral is convex, then the sum of its opposite angles is π; when the quadrilateral
is skew, then its opposite angles are equal. This leads to a convenient characterization
of a circular lattice [16].
Proposition 5.1. A quadrilateral lattice is circular if and only if:
cos∠(X i, TiXj) + cos∠(Xj , TjX i) = 0 (5.1)
or, equivalently,
X i · TiXj +Xj · TjX i = 0 , i 6= j . (5.2)
It turns out that [7, 16]
Proposition 5.2. The circular lattice is an integrable reduction of the quadrilateral
lattice.
Proof. The proof consists in showing that the circularity property is an admissible
constraint for the quadrilateral lattice; i.e., once imposed on the initial surfaces, it
propagates transversally through the lattice. This was shown in [7] using purely
geometric means. The algebraic proof is instead based on the following formula
TkC
◦
ij = C
◦
ij + (TiTkQjk)C
◦
ik + (TjTkQik)C
◦
jk , i 6= j 6= k 6= i, (5.3)
where
C◦ij := X i · TiXj +Xj · TjX i , i 6= j , (5.4)
which is a direct consequence of equations (1.4)-(1.5). We see that, if the circularity
constraint (5.2) is satisfied on the initial surfaces (the RHS of (5.3) is zero), then it
propagates transversally through the lattice (the LHS of (5.3) is zero).
Corollary 5.3. 1) The circularity constraint (5.2) implies the following formula [16]:
Ti|Xj |
2
|Xj |2
= 1− (TiQji)(TiQji) (5.5)
which, compared with equations (2.8)-(2.10), allows to fix, without loss of generality,
the backward formulation of the circular lattice in the following way:
|X i|
2 = ρi =
Tiτ
τ
⇒ |TiX˜ i|
2 = 1/ρi =
τ
Tiτ
. (5.6)
2) The circularity constraint (5.2), written in terms of the backward data of the lattice,
reads as follows:
C˜◦ij := X˜ i · T
−1
i X˜j + X˜j · T
−1
j X˜ i = 0 . (5.7)
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Proof. 1) Equation (5.6) is a strightforward consequence of equation (5.2) and has
been found in [16].
2) Equation (5.7) follows from the equalities
C◦ij = ρiρj
(
2(TiX˜ i) · (TjX˜j) + (TiQ˜ji)|TjX˜j |
2 + (TjQ˜ij)|TiX˜ i|
2
)
=
= ρiρj (1− (TiQji)(TjQij))TiTjC˜
◦
ij .
The first equality follows from rewriting C◦ij in terms of the backward data; the second
equality follows from equations
TiTjX˜ i = (1− (TiQji)(TjQij))
−1
(
TiX˜ i + (TiQ˜ji)TjX˜j
)
, i 6= j , (5.8)
straightforward consequence of (2.2).
Other two convenient characterizations of the circular lattice are contained in the
following result found in [26] and explained geometrically in [13].
Proposition 5.4. A quadrilateral lattice ~x is circular iff the scalars
vi := (Ti~x+ ~x) ·X i , i = 1, . . . , N (5.9)
solve the linear system (1.4) or, equivalently, iff the function |~x|2 (the square of the
norm of ~x) satisfies the Laplace equation (1.1) of ~x.
A distinguished sub-class of circular lattices corresponds to the particular case
in which the lattice points ~x belong to the sphere of radius R: |~x| = R. In this
case there exists, like for the symmetric reduction, an elegant relation between point
lattices and hyperplane lattices.
Proposition 5.5. Given a system of parallel quadrilateral lattices {~x(k)}
M
k=1 and
the associated matrix Ω of the system defined with respect to an orthonormal ba-
sis {~ek}
M
k=1, then the following properties are equivalent.
i) The matrix Ω/R is orthogonal:
ΩΩT = ΩTΩ = R2I, ΩT = R2Ω−1. (5.10)
ii) The polar hyperplane P(~x(k)) coincides with the dual hyperplane R
2~y∗(k):
P(~x(k)) = R
2~y∗(k), k = 1, ..,M. (5.11)
iii) The quadrilateral lattices ~x(k)/R, k = 1, ..,M form an orthonormal basis:
~x(i) · ~x(j) = R
2δij , i, j = 1, ..,M. (5.12)
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In addition, the associated tangent vectors X i, X
∗
i , i = 1, ..., N , are related by the
following formulas
X i =
ρi
2R2
Ti(ΩX
∗T
i ) = −
ρi
2R2
Ω(TiX
∗T
i ), i = 1, . . . , N, (5.13)
TiX
∗
i = −
2
ρi
XTi Ω, i = 1, . . . , N, (5.14)
with
|X i|
2 = ρi, Ti|X
∗
i |
2 =
4R2
ρi
(5.15)
and satisfy the circularity constraint (5.2) and its adjoint
C◦∗ij := X
∗
i · T
−1
i X
∗
j +X
∗
j · T
−1
j X
∗
i = 0. (5.16)
Proof. The equivalence between i) and ii) and formula (5.12) is a straightforward
consequence of the definitions of Ω, ~x(k) and ~y
∗
(k). Furthermore, the quadrilateral
lattice on a sphere is obviously circular, the circles being the intersections of the
sphere with the planes of the elementary quadrilaterals [13].
i) ⇒ iii). Applying ∆i to equation (5.10) leads to
TiX
∗T
i ⊗X
T
i = −R
−2ΩTX i ⊗ Ti(X
∗
iΩ
T ), i = 1, .., N, (5.17)
which implies that
X i = γiTi(ΩX
∗T
i ), (5.18)
TiX
∗
i =−
1
R2γi
XTi Ω, (5.19)
for some γi. Using equation (3.7) in (5.18) one obtains
X i =
γi
1− γi|TiX
∗
i |
2
ΩTiX
∗T
i , (5.20)
which, together with (5.19) leads to identification of the factors γi
γi =
2
|TiX
∗
i |
2
=
|X i|
2
2R2
. (5.21)
Notice that equations (1.6) imply
TiTjX
∗
i = (1− (TiQji)(TjQij))
−1 (TiX∗i + (TiQji)TjX∗j) , i 6= j . (5.22)
Application of the shift in j direction to equation (5.20) and using the above identity
leads to equations
Tjγi − γi(1− (TiQji)(TjQij)) = 0, (5.23)
γiTiQji + γjTjQij +R
2X i ·Xj = 0; (5.24)
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the first of them allows for identification ρi = 2γiR
2, while the second gives the
circularity condition.
At last, equations (5.13) and (5.15) imply the following relation between the cir-
cularity property and its dual:
C◦ij = −
1
4R2
TiTjτ
τ
TiTjC
◦∗
ij , (5.25)
which implies that also equation (5.16) is satisfied. The proof of: iii) ⇒ i) is similar
and is left to the reader.
Corollary 5.6. Quadrilateral lattice in a sphere is conjugate to its own polar (with
respect to the sphere) hyperplane lattice.
In the continuous limit, equations (5.2) become the orthogonality conditions
X i ·Xj = 0, i 6= j (5.26)
and the circular lattice reduces to an orthogonal conjugate net.
6 D-invariant lattice
In this Section we introduce and discuss a basic dimensional reduction of the quadri-
lateral lattice, the d-invariant lattice, characterized by the invariance of a certain
natural frame along the main diagonal of the lattice.
To do so, it is convenient to put this reduction in the natural framework of the
theory of transformations of the quarilateral lattice, discussed in great detail in [17].
From a quadrilateral lattice x : ZN → RM , one can easily construct a new quadri-
lateral lattice just translating x in some coordinate direction and combining this
translation with a Combescure transformation. If the translation takes place along
the main diagonal, one abtains the new quadrilateral lattice
xˆ = C(Tx), (6.1)
where T :=
∏N
i=1 Ti is the total translation along the main diagonal and C(·) is the
Combescure transformation [17]. From the above definition it follows that
∆ixˆ = (TiHˆi)Xˆ i, (6.2)
where
Xˆ i = TXi, (⇒ Qˆij = TQij), (6.3)
and Hˆi are solutions of
∆jHˆi = (TjHˆj)Qˆji, i 6= j, (6.4)
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different from THi.
To establish relations between quadrilateral lattices x and xˆ, one uses the following
relations valid for generic quadrilateral lattices.
Lemma 6.1. For any subset L = {i1, . . . , iL} of the indices 1, 2, . . . , N , let us define
the partial shift TL =
∏L
ℓ=1 Tiℓ, then
TLX i =
{
X i +
∑
ℓ∈L(TLQiℓ)Xℓ if i 6∈ L,
TiX i − (TiQii)X i +
∑
ℓ∈L(TLQiℓ)Xℓ if i ∈ L,
(6.5)
where Qii was defined in (3.27).
Proof. We first prove by induction the case i 6∈ L. For |L| = 1 the statement follows
from the linear problem (1.4). When k 6∈ L and k 6= i and the upper part of the
formula (6.5) holds then
TL∪{k}X i = TL (X i + (TkQik)Xk) =
X i + (TL∪{k}Qik)Xk +
∑
ℓ∈L
TL (Qiℓ + (TkQik)Qkℓ)Xℓ,
and application of the Darboux equations (1.5) concludes the first part of the proof.
Notice that applying the shifts TL and Tk in different order we obtain the following
generalized Darboux equations
TLQik = Qik +
∑
ℓ∈L
(TLQiℓ)Qℓk, i 6= k 6∈ L. (6.6)
To show the lower part of the formula (6.5) let us apply the shift Ti to the upper
part of it obtaining
TL∪{i}X i = TiX i +
∑
ℓ∈L
(
TL∪{i}Qiℓ
)
Xℓ +
(
Ti
∑
L
(TLQiℓ)Qℓi
)
X i. (6.7)
It remains to prove that for a generic lattice and i 6∈ L
TLQii = Qii +
∑
L
(TLQiℓ)Qℓi, (6.8)
which can be done, again, by simple induction with the help of equation (6.6).
The quadrilateral lattice xˆ is characterized by the following property.
Proposition 6.2. Let ~x : ZN → RM be a quadrilateral lattice and let xˆ : ZN → RM
be its transformed quadrilateral lattice (6.1). Then
Xˆ i = TXi = TiX i − (TiQii)X i +
N∑
ℓ=1
QˆiℓXℓ, (6.9)
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and, consequently,
∆iQij + ∆˜jQˆij −Qij(TiQii − Qˆii − 1)− Qˆij
(
T−1j Qˆjj −Qjj + 1
)
+
N∑
ℓ=1,ℓ 6=i,j
QˆiℓQℓj = 0, i 6= j. (6.10)
Proof. Equation (6.9) follows from Lemma 6.1 for L = {1, . . . , N} and from (6.3).
Equation (6.10) is the compatibility condition of equations (6.9) and (1.4).
The fixed point of transformation (6.1) (and therefore an integrable reduction of
the quadrilateral lattice) is represented by the lattices x which are parallel to their
translations Tx: x = C(Tx) or, equivalantly, for which TX i = X i.
Definition 6.1. A quadrilateral lattice ~x : ZN → RM is diagonally invariant (d–
invariant) iff:
TX i = X i . (6.11)
Remark. Equation (6.11) implies that
TQij = Qij . (6.12)
Remark. The d–invariant lattice can be described effectively by N − 1 parameters,
since it depends on the differences of the variables ni:
X i = X i(n1 − n2, n2 − n3, . . . , nN−1 − nN) . (6.13)
Corollary 6.3. If ~x is d–invariant, then T~x is parallel to ~x.
A d–invariant lattice is characterized by the following property.
Proposition 6.4. Let ~x : ZN → RM be a d–invariant lattice; then
∆iX i = (TiQii)X i −
N∑
ℓ=1
QiℓXℓ (6.14)
and, consequently,
∆iQij + ∆˜jQij −Qij(∆iQii − ∆˜jQjj) +
N∑
ℓ=1,ℓ 6=i,j
QiℓQℓj = 0 . (6.15)
Proof. Equations (6.14) and (6.15) are a strightforward consequence of equations (6.9)
and (6.10) respectively.
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Figure 6: Egorov lattice
Remark. Formula (6.14) implies that the N dimensional d-invariant lattice is effec-
tively contained in an N dimensional subspace of RM , therefore without loss of gen-
erality we can put in this Section N = M .
We present now the characterization of d-invariant lattices in terms of hyperplane
lattices.
Theorem 6.5. If the quadrilateral lattice ~x : ZN → RN is d-invariant then its rota-
tion coefficients Qij are also the backward rotation coefficients of its complementary
lattice
P˜ ∗ij = Qij , i 6= j = 1, . . . , N. (6.16)
Proof. If ~x is quadrilateral, then comparison of the formula (6.14) with equations (3.17)
and (3.26) proves the statement.
7 The Egorov Lattice
Definition 7.1 ([35]). A quadrilateral lattice is a Egorov lattice iff the internal an-
gles corresponding to the vertices Tix and Tjx are right angles (see Figure 6).
Since the opposite angles of the elementary quadrilaterals of the Egorov lattice
sum up to the flat angle we have the following result.
Corollary 7.1 ([35]). The Egorov lattice is circular.
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Remark. The Egorov lattice constraint can be written algebraically in the form
X i · TiXj = 0, i 6= j, (7.1)
which implies the circularity condition (5.2).
Corollary 7.2. The line 〈~x, TiTj~x〉 is a main diagonal of the circle defined by the
points: ~x, Ti~x and Tj~x.
Proposition 7.3. The Egorov lattice is an integrable reduction of the quadrilateral
lattice.
Proof. Define functions CE by equation
CEij = X i · TiX j, (7.2)
and notice the following identity:
TkC
E
ij = C
E
ij + (TkQik)C
E
kj + (TiTkQjk)C
E
ik + (TiTkQji)C
E
ki, (7.3)
valid for a generic quadrilateral lattice. In the case of the Egorov lattice we have
CE = 0, and equation (7.3) shows that such constraint is admissible.
In the previous sections we introduced two other basic integrable reductions of
the quadrilateral lattice: the symmetric and the d-invariant lattices. We will show
that the Egorov lattice is symmetric and, for N = M , d-invariant.
Proposition 7.4. The Egorov lattice is symmetric.
Proof. The linear problem (1.4) and the constraint (7.1) imply that
X i ·Xj + (TiQji)X i ·X i = 0 , i 6= j ,
which gives
(TjQij)|Xj |
2 = (TiQji)|X i|
2 , i 6= j . (7.4)
Because the Egorov lattice is is circular, then |X i|
2 can be identified with the poten-
tials ρi, therefore equation (7.4) leads to the symmetry constraint (4.3).
Remark. An equivalent form of the constraint (7.4) was used by Schief in his deriva-
tion of the Egorov lattice from the circular lattice [36].
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Remark. The symmetry and circularity constraints are not enough to obtain alge-
braically the Egorov lattice. Indeed, consider a symmetric and circular lattice to-
gether with its tangent vectors X i and the corresponding rotation coefficients Qij .
The symmetry condition implies the existence of a τ–function (we call it τS) such
that the potentials ρSi = Tiτ
S/τS satisfy
ρSi TiQji = ρ
S
j TjQij. (7.5)
The circularity condition, in turn, implies existence of a τ–function (we call it τC)
such that the corresponding potentials ρCi are given by
ρCi = |X i|
2 . (7.6)
Equations (2.17)-(2.19) imply that the potentials ρCi and ρ
S
i are connected by func-
tions of single variables
ρCi (n) = ai(ni)ρ
S
i (n) , i = 1, . . . , N . (7.7)
The Egorov lattice corresponds to the distinguished case in which we have ai ≡ 1,
i = 1, . . . , N .
Corollary 7.5. In the circular lattice |TiX˜ i| = 1/|X i|, which implies that the par-
allelogram P (X i,Xj) is anti-similar to the parallelogram P (TiX˜ i, TjX˜j). In the
Egorov lattice the parallelogram P (Xi,Xj) is also anti-similar to the parallelogram
P (∆iXj,∆jX i).
For N = M the Egorov lattice exhibits the d-invariance property [37].
Proposition 7.6. The Egorov lattice ~x : ZN → RN is d-invariant.
Proof. The orthogonality conditions (7.1) imply that
X i ⊥ 〈TiXℓ〉
N
ℓ=1,ℓ 6=i , (7.8)
TX i ⊥ 〈TT
−1
ℓ Xℓ〉
N
ℓ=1,ℓ 6=i , (7.9)
where 〈TiXℓ〉
N
ℓ=1,ℓ 6=i is the linear space spanned by {TiXℓ}
N
ℓ=1, ℓ 6= i. In addition, the
planarity of the lattice implies that these two linear subspaces coincide; therefore X i
and TX i, which are orthogonal to the same (N − 1) dimensional linear subspace,
must be proportional:
TXi = aiX i . (7.10)
Applying T to the linear system (1.4) and using (7.10), we infer that ai = ai(ni) (= 1
without loss of genericity) and TQij = Qij .
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We conclude this section considering the Egorov lattice from the point of view of
the parallel system ~x(k) and of its connections with hyperplane lattices. The results
are a straightforward consequence of the Propositions 4.8, 5.5 and of the definition of
the Egorov lattice.
Proposition 7.7. Given a system of parallel quadrilateral lattices {~x(k)}, k = 1, ..,M
and the associated matrix Ω, then the following properties are equivalent.
i) The matrix Ω/R is symmetric and orthogonal:
ΩT = R2Ω−1 = Ω ⇒ Ω2 = R2I. (7.11)
ii) The polar hyperplane lattice P(~x(k)) coincides with the dual hyperplane lattice
R2~y∗(k) and with the adjoint hyperplane lattice:
P(~x(k)) = ~x(k) = R
2~y∗(k), k = 1, ..,M. (7.12)
The continuous limit of equations (1.5) (4.2), and (5.2):
∂iβjk = βjiβik, i 6= j 6= k 6= i, (1.10)
βij = βji, i 6= j, (4.29)
X i ·Xj = 0, i 6= j, (5.26)
characterize submanifolds parametrized by Egorov systems of conjugate coordinates
(Egorov nets). Also, the continuous limit of (6.15), together with (4.29) , leads to
the Lame´ equations
∂iβij + ∂jβji +
N∑
ℓ=1,ℓ 6=i,j
βiℓβjℓ = 0 (7.13)
which, together with equations (1.10) and (4.29), provide the usual characterization
of a Egorov net. At last, the d-invariance properties (6.11) and (6.12) reduce to
N∑
ℓ=1
∂ℓβij =0, (7.14)
N∑
ℓ=1
∂ℓX i =0, (7.15)
implying that βij = βij(u1 − u2, . . . , uN−1 − uN). For N = 3, we recover a classical
characterization of the Egorov net [1, 8].
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8 ∂¯ Formulations of the Reductions
In this section we prove that the distinguished reductions of the quadrilateral lattice
discussed in the previous sections are integrable via the ∂¯ reduction method intro-
duced in [43] and generalized to a discrete context in [16]. For the sake of complete-
ness, we first summarize in Sections 8.1 and 8.2 the ∂¯ formulation of the quadrilateral
lattice and the main result of the ∂¯ reduction theory applied to it.
The ∂¯ dressing method is a very convenient tool to construct integrable multidi-
mensional systems, together with large classes of solutions [42, 4, 40]. Consider the
(by assumption uniquely solvable) matrix M ×M ∂¯ problem
∂λ¯φ(λ) = ∂λ¯η(λ) +
∫
C
R(λ, λ′)φ(λ′)dλ′ ∧ dλ¯′ , λ, λ′ ∈ C, (8.1)
where ∂λ¯ = ∂/∂λ¯, the given rational function η(λ) (the normalization of φ(λ)) de-
scribes the singularities and the asymptotic behaviour of φ in the complex plane and
R(λ, λ′) is the given M ×M matrix ∂¯ - datum; consider also the adjoint ∂¯ problem:
∂λ¯φ
∗(λ) = −∂λ¯η(λ)−
∫
C
φ∗(λ′)R(λ′, λ)dλ′ ∧ dλ¯′ , λ, λ′ ∈ C. (8.2)
The above ∂¯ problems imply the bilinear identity:∫
C∞
φ∗2(λ)φ1(λ)dλ+
∫
C
[φ∗2(λ)∂λ¯η1(λ)− (∂λ¯η2(λ))φ1(λ)]dλ ∧ dλ¯ = 0 (8.3)
(where C∞ is the circle with center at the origin and arbitrarily large radius, and the
corresponding integration is counter-clockwise), which involves the solutions φ1 and
φ∗2 of (8.1) and (8.2), corresponding to the normalizations η1 and η2 respectively.
The dependence of the M ×M matrices φ, φ∗ and R on λ¯ and λ¯′: φ = φ(λ, λ¯),
R = R(λ, λ¯, λ′, λ¯′) will be omitted systematically throughout the paper.
In the following, we shall consider only the two basic solutions χ(λ) and χ(λ, µ)
of equations (8.1), corresponding respectively to the “canonical normalization” η = 1
and to the “simple pole normalization” η = (λ − µ)−1 [23, 24], together with the
corresponding solutions of the adjoint problem (8.2) χ∗(λ) and χ∗(λ, µ).
8.1 ∂¯ Formulation of the Quadrilateral Lattice
It turns out that the MQL equations are integrable via the ∂¯ - dressing method
[5, 16] and all the geometric quantities of the lattice have a distinguished role in this
∂¯ scheme.
Proposition 8.1. Let the M × M ∂¯ datum R depend on the lattice variable n =
(n1, .., nN) ∈ Z
N in the following way
R(n;λ, λ′) = (g(n, λ))−1R0(λ, λ
′)g(n, λ) (8.4)
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g(n, λ) =
N∏
k=1
[I + (λ− 1)Pk]
nk , (8.5)
where R0(λ, λ
′) is an arbitrary function of λ and λ′, but constant in n and Pi, i =
1, .., N are the usual i-th projection matrices: (Pi)jk = δijδik. Then the following
results hold.
1) The matrix functions
ψ(λ) := g(n;λ)χ(λ), ψ∗(λ) := χ∗(λ)(g(n;λ))−1 (8.6)
satisfy the following linear systems respectively:
∆iψkj(λ) = (TiQji)ψki(λ), i = 1, .., N, j, k = 1, ..,M, i 6= j, (8.7)
∆iψ
∗
jk(λ) = (Tiψ
∗
ik(λ))Qij, i = 1, .., N, j, k = 1, ..,M, i 6= j, (8.8)
where Qij is the (ij) – component of the matrix Q defined by:
Q = lim
λ→∞
(χT (λ)− I) = lim
λ→∞
(I − λ(χ∗T (λ)). (8.9)
2) The matrix function
ψ(λ, µ) := g(n;λ)χ(λ, µ)(g(n;µ))−1, (8.10)
is connected to the canonically normalized solutions of the ∂¯ problem through the
equations:
∆iψkj(λ, µ) = ψki(λ)Tiψ
∗
ij(µ), i = 1, .., N, j, k = 1, ..,M ; (8.11)
furthermore the matrix function
ψ∗(λ, µ) := g(n;µ)χ∗(λ, µ)(g(n, λ))−1 (8.12)
is connected to ψ(λ, µ) via:
ψ∗(µ, λ) = ψ(λ, µ) (8.13)
and the canonically normalized solutions of the ∂¯ problem can be obtained from χ(λ, µ)
via the asymptotics [6]
χ∗(µ) = lim
λ→∞
[λχ(λ, µ)], χ(λ) = − lim
µ→∞
[µχ(λ, µ)] (8.14)
and
Tiχji(λ, 0) = χji(λ)Tiχ
∗
ii(0), χij(0, µ) = −χii(0)Tiχ
∗
ij(µ). (8.15)
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Proof. The proof is standard, in the philosophy of the ∂¯ method.
1) First, after defining the “long derivatives”
(Dif)(λ) = ∆if + (λ− 1)PiTif, (D
∗
i f)(λ) = −∆˜if + (λ− 1)(T
−1
i f)Pi,
one can verify that the functions
(Diχ)(λ)Pj − χ(λ)Pi(TiQ
T )Pj, i 6= j,
Pj(D
∗
iχ
∗)(λ)− Pj(T
−1
i Q
∗T )Piχ
∗(λ), i 6= j,
where Q∗ij is the (ij) component of the matrix Q
∗ defined by
Q∗ = lim
λ→∞
(χ∗T (λ)− I), (8.16)
solve the homogeneous version of the ∂¯ problems (8.1), (8.2) and go to zero at λ→∞;
therefore uniqueness implies the equations
(Diχ)(λ)Pj = χ(λ)Pi(TiQ
T )Pj , i 6= j, (8.17)
Pj(D
∗
iχ
∗)(λ) = Pj(T
−1
i Q
∗T )Piχ
∗(λ), i 6= j, (8.18)
or, equivalently, the equations
∆iψ(λ)Pj = ψ(λ)Pi(TiQ
T )Pj, i 6= j, (8.19)
Pj∆iψ
∗(λ) = −Pj(T
−1
i Q
∗T )PiTiψ
∗(λ), i 6= j. (8.20)
These two last equations, written in components, coincide with (8.7) and (8.8), using
also the property
Q∗ = −Q, (8.21)
which is a direct consequence of the bilinear identity (8.3) for χ(λ) and χ∗(λ). At
last, the λ → ∞ limit of equation (8.17) implies that the coefficients Qij satisfy the
MQL equations (1.5).
2) The proof of formulas (8.11) is conceptually similar. The function
Di(χ(λ, µ)(g(µ))
−1)− χ(λ)PiTiϕ(µ), (8.22)
where
ϕ(µ) = lim
λ→∞
λχ(λ, µ)(g(µ))−1, (8.23)
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solves the homogeneous version of the ∂¯ problem (8.1) and goes to zero at λ → ∞;
therefore uniqueness implies the equation
Di(χ(λ, µ)(g(µ))
−1) = χ(λ)PiTiϕ(µ). (8.24)
This equation is equivalent to
∆iψ(λ, µ) = ψ(λ)PiTiϕ(µ), (8.25)
whose component form reduces to (8.11), taking account of the formulas
ϕ(µ) = ψ∗(µ), ϕ∗(µ) = −ψ(µ), (8.26)
which are obtained from the bilinear identity (8.3) for χ(λ, µ), χ∗(λ) and χ∗(λ, µ), χ(λ)
respectively. At last, the bilinear identity (8.3) for η1 = (λ − µ)
−1, η2 = (λ − µ
′)−1
gives χ∗(µ′, µ) = χ(µ, µ′) or, equivalently, equation (8.13); furthermore, equation
(8.23), (8.26) and (8.13) lead to (8.14) and equation (8.24), evaluated at λ = 0, gives
equation (8.15).
From the solutions ψ(λ, µ), ψ(λ) and ψ∗(λ) of the ∂¯ problem one can construct
a system {~x(k)}, k = 1, ..,M of parallel quadrilateral lattices, together with the
corresponding tangent vectors and Lame´ coefficients, through the following matrix
equations:
Ω =
∫
C
dλ ∧ dλ¯
∫
C
dµ ∧ dµ¯M(λ)ψ(λ, µ)M∗(µ), (8.27)
X i =
∫
C
dλ ∧ dλ¯M(λ)ψi(λ), X
∗
i =
∫
C
dµ ∧ dµ¯ψ∗i (µ)M
∗(µ), (8.28)
where ~x(i) is the i-th column of matrix Ω, ψi(λ) is the i-th column of matrix ψ(λ),
ψ∗i (µ) is the i-th row of matrix ψ
∗(µ) andM(λ), M∗(λ) are arbitraryM×M matrices
independent of n.
Finally, the evaluation of equations (8.17) at the distinguished point λ = 0 leads
to the τ - function representation (2.15), (2.16) of the MQL lattice. Indeed, at λ = 0,
equations (8.17) read:
∆iχjj(0) = χji(0)TiQji, (8.29)
χij(0) + χii(0)TiQji = 0 (8.30)
and imply that
∆iχjj(0)
χjj(0)
= −(TiQji)(TjQij). (8.31)
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Comparing equation (8.31) with equation (2.8), one is lead to the identification
χii(0) = ρi =
Tiτ
τ
, (8.32)
while equation (8.30) gives:
χji(0) = −
Tjτij
τ
, i 6= j. (8.33)
It is also possible to express χ∗ii(0) and χ
∗
ij(0) in terms of τ and τij . To do so, we
remark that the function φ2(λ) = Tiχ
∗(λ)(I + (λ − 1)Pi)
−1 satisfies equation (8.2),
corresponding to the forcing πδ(λ)PiTiχ
∗(0). The bilinear equation (8.3) with this φ2
and with φ1(λ) = χ(λ) reduces the following equation
TiQ
T (I − Pi) + Pi + (I − Pi)Q
T = (Tiχ
∗(0))Piχ(0), (8.34)
whose (ii) and (ij) - components read:
(Tiχ
∗
ii(0))χii(0) = 1, (Tiχ
∗
ji(0))χii(0) = Qij, (8.35)
implying that
χ∗ii(0) =
1
T−1i ρi
=
T−1i τ
τ
, χ∗ji(0) =
T−1i τij
τ
. (8.36)
8.2 ∂¯–reduction Theory of the Quadrilateral Lattice
The above ∂¯ formulation allows one to look for reductions of the MQL at the simpler
level of the ∂¯ - datum R [16]. The particular form (8.4) of it implies the following:
Proposition 8.2. The following linear constraint on the ∂¯ datum R(λ, λ′):
RT (λ−1, λ′
−1
) = |λ′|4λ¯2F (λ′)R(λ′, λ)(F (λ))−1 , (8.37)
gives rise to integrable reductions of the MQL. In formula (8.37)
F±(λ) = λ
−1[A(λ)±A(λ−1)] (8.38)
and A(λ) is an arbitrary diagonal matrix.
The main implication of the constraint (8.37) is that the function φT (λ−1)F (λ)
satisfies the adjoint ∂¯ problem (8.2) while the function F−1(λ−1)φ∗T (λ−1) satisfies the
∂¯ problem (8.1):
∂λ¯(φ
T (λ−1)F (λ)) = φT (λ−1)∂λ¯F (λ) + (∂λ¯η(λ
−1))F (λ)−∫
C
(φT (λ′
−1
)F (λ′))R(λ′, λ)dλ′ ∧ dλ¯′, (8.39)
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∂λ¯(F
−1(λ−1)φ∗T (λ−1)) = (∂λ¯F
−1(λ−1))φ∗T (λ−1)−
F−1(λ−1)∂λ¯η(λ
−1) +
∫
C
R(λ, λ′)(F−1(λ′
−1
)φ∗T (λ′
−1
))dλ′ ∧ dλ¯′, (8.40)
and these equations, through the bilinear identity (8.3), imply the nonlocal quadratic
constraints:∫
C∞
φT (λ−1)F (λ)φ(λ)dλ+
∫
C
[φT (λ−1)(∂λ¯F (λ))φ(λ) +
(∂λ¯η(λ
−1))F (λ)φ(λ) + φT (λ−1)F (λ)∂λ¯η(λ)]dλ ∧ dλ¯ = 0, (8.41)
∫
C∞
φ∗(λ)F−1(λ−1)φ∗T (λ−1)dλ+
∫
C
[φ∗(λ)(∂λ¯F
−1(λ−1))φ∗T (λ−1)−
(∂λ¯η(λ))F
−1(λ−1)φ∗T (λ−1)− φ∗(λ)F−1(λ−1)∂λ¯η(λ
−1)]dλ ∧ dλ¯ = 0. (8.42)
Therefore the constraint (8.37) establishes a nontrivial connection, whose nature
depends on the particular choice of F (λ) (or, better, of A(λ)), between the solutions
of the ∂¯ problem (8.1) and of its adjoint (8.2) or, equivalently, between quadrilateral
lattices and their dual objects, the quadrilateral hyperplane lattices. In the follow-
ing we shall identify the matrix functions A(λ) which correspond to the symmetric,
circular and Egorov lattices.
8.3 ∂¯ Formulation of the Symmetric Lattice
In this section we solve the symmetric lattice. We shall show that the following choice:
A(λ) = I/2 ⇒ F+(λ) = λ
−1I (8.43)
corresponds to the symmetric lattice reduction.
Proposition 8.3. Let F (λ) = λ−1I, then the following equations hold.
ψT (λ, µ) = (λµ)−1ψ∗(µ−1, λ−1), (8.44)
λ−1ψji(λ
−1) =
Tiτ
τ
ψ∗ij(λ), (8.45)
χT (0) = χ(0) (8.46)
and equations (8.27), (8.28) allow to construct a system of symmetric lattices provided
that
M∗(λ) = λ|λ|−4MT (λ). (8.47)
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Proof. We use the same strategy of the previous ∂¯ proofs. Comparing equation (8.39)
with equation (8.2) for η = (λ− µ)−1, one obtains
χT (λ−1, µ−1) = λµχ∗(λ, µ) (8.48)
or, equivalently, (8.44), using equations (8.11), (8.13). Furthermore one can ver-
ify that Tiχ
∗(λ)(I − (λ−1 − 1)Pi) satisfies the ∂¯ equation (8.1), for η = Tiχ
∗(0)Pi.
Therefore, taking account of the λ - large asymptotics, one obtains the equation
Tiχ
∗(λ)(I − (λ−1 − 1)Pi)− λ
−1(Tiχ
∗(0))Piχ
T (λ−1) = (I − Pi)χ
∗(λ), (8.49)
whose (ij) component gives (8.45), using equations (8.6) and (8.36). At last, equation
(8.41) for η = 1 gives directly (8.46), which can be immediately identified with the
symmetry constraint (46), using equations (8.32), (8.33) and (2.10). Furthermore,
equations (8.44),(8.45) imply equations (4.24) and (4.26), provided that one uses
(8.47).
8.4 ∂¯ Formulation of the Circular Lattice
It was shown in [16] that the following choice
A(λ) = (λ− 1)−1I ⇒ F−(λ) =
λ+ 1
λ(λ− 1)
I (8.50)
corresponds to the circular lattice reduction.
Proposition 8.4. Let F (λ) = λ+1
λ(λ−1)
I, then the following equations hold:
χ(0) + χT (0) = 2χT (1)χ(1), (8.51)
χ∗(0) + χ∗T (0) = 2χ∗(−1)χ∗T (−1), (8.52)
λ + 1
λ(1− λ)
χT (λ−1, µ−1) =
µ(µ+ 1)
1− µ
χ(µ, λ) + χT (1, µ−1)χ(1, λ), (8.53)
λ− 1
λ(1 + λ)
χT (µ−1, λ−1) =
µ(µ− 1)
1 + µ
χ(λ, µ) + χ(λ,−1)χT (µ−1,−1), (8.54)
4χT (1,−1)χ(1,−1) = I. (8.55)
Proof. Equations (8.41) and (8.42) for η = 1 give respectively (8.51) and (8.52).
Consider equation (8.39) for η = (λ − µ)−1, then equation (8.53) follows from the
fact that its RHS satisfies equation (8.41) as well. Analogous considerations lead
to equation (8.54). At last equation (8.53), evaluated at λ = µ = −1, gives the
orthogonality condition (8.55).
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To show that the above formulas give rise to a circular lattice, consider the fol-
lowing identification:
~x(i) = (ψ1i(1, µ), .., ψMi(1, µ))
T , (8.56)
X i = (ψ1i(1), .., ψMi(1))
T , Hi(n) = ψ
∗
in(µ), (8.57)
X∗i = (ψ
∗
i1(−1), .., ψ
∗
iM(−1)). (8.58)
Because of equations (8.32), the diagonal part of (8.51) leads to
χii(0) = ρi = |X i|
2, (8.59)
while the off-diagonal part gives the circularity constraint (5.2). Evaluating equation
(8.53) at µ = 0 and using equation (8.14), one obtains
λ+ 1
λ(λ− 1)
χT (λ−1) = χ(0, λ)− 2χT (1)χ(1, λ), (8.60)
which, using equations (8.15) and (8.59), can be written in the following form:
−
λ+ 1
λ(λ− 1)
ψ(λ−1) = (~x(k) + Ti~x(k)) ·Xk, k = 1, ..,M, (8.61)
which is the ∂¯ formulation of the first point of Proposition 5.4. If, instead, we choose
µ = λ−1 we obtain
λ+ 1
λ(1− λ)
[ψ(λ−1, λ) + ψT (λ−1, λ)] = ψT (1, λ)ψ(1, λ) (8.62)
which, through the identification (8.56), leads to
λ + 1
λ(1− λ)
[ψjk(λ
−1, λ) + ψkj(λ
−1, λ)] = ~x(j) · ~x(k). (8.63)
This formula states that the scalar product of the two parallel lattices ~x(j), ~x(k), j 6= k,
such that
∆i~x(j) = (TiHi(j))X i, Hi(n) = ψ
∗
in(µ), (8.64)
is equal to the sum of two scalar solutions of the Laplace equation (1.1), (1.7), corre-
sponding respectively to the Lame´ coefficients Hi(j), Hi(k). If j = k, equation (8.63)
reduces to
|~x(j)|
2 =
2(λ+ 1)
λ(1− λ)
ψjj(λ
−1, λ), (8.65)
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which is the ∂¯ formulation of the second point of Proposition 5.4. Equation (8.52)
expresses the circularity condition (5.16) for hyperplane lattices through the identifi-
cation (8.56) and equation (8.55) is the ∂¯ formulation of equation (5.10), through the
identification:
Ω = ψ(1,−1), R = 2. (8.66)
In this case, both systems {~x(k)} and {~x
∗
(k)} are circular. We finally remark that
equations (8.53), (8.54) contain all the other circular constraints for a suitable choice
of λ and µ.
8.5 ∂¯ Formulation of the D-invariant Lattice
The d-invariance lattice, a distinguished reduction of the quadrilateral lattice, corre-
sponds to the following distributional ∂¯ datum
R(λ, λ′) =
i
2
δ(λ− λ′)R(λ) (8.67)
and is solved by the local ∂¯ problem
∂λ¯χ(λ) = χ(λ)R(λ) (8.68)
TiR(λ) = [1 + (λ− 1)Pi]R(λ) [1 + (λ− 1)Pi]
−1 . (8.69)
If N = M , from equation (8.69) it follows the invariance property
TR(λ) = R(λ) (8.70)
which implies that
Tχ(λ) = χ(λ). (8.71)
Consequently:
Tψ(λ) = λψ(λ), (8.72)
TQ = Q, (8.73)
Tρi = ρi, (8.74)
and, taking λ = 1, we obtain formulae (6.11), (6.12).
8.6 ∂¯ Formulation of the Egorov Lattice
The Egorov lattice is circular and symmetric; therefore the corresponding constraints
are satisfied simultaneously; i.e.,
|λ′|−4λ¯−2RT (λ′
−1
, λ−1) = λR(λ, λ′)λ′
−1
= (
λ+ 1
λ(λ− 1)
)−1R(λ, λ′)
λ′ + 1
λ′(λ′ − 1)
(8.75)
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This implies the equation
2λ(λ− λ′)
λ′(λ′ − 1)(λ+ 1)
R(λ, λ′) = 0, (8.76)
which admits the distributional solution (8.67). Therefore the ∂¯ formulation of the
Egorov lattice is given in terms of the local ∂¯ problem (8.68), (8.69) in which the
∂¯-datum satisfies the constraint
RT (λ−1) = λ¯2R(λ). (8.77)
Because of this locality, the corresponding ∂¯–reduction theory of Section 8.2 sim-
plifies considerably.
The constraint (8.77) implies that χT (λ−1) is a solution of the adjoint ∂¯ problem:
∂λ¯χ
∗(λ) = −χ∗(λ)R(λ), (8.78)
and the corresponding quadratic constraint:
∂λ¯
(
χT (λ−1)χ(λ)
)
= 0, (8.79)
together with the asymptotics limλ→∞ χ
T (λ−1)χ(λ) = χT (0), imply that
χT (λ−1)χ(λ) = χT (0). (8.80)
Evaluating this constraint at λ = 1 and using the identifications (8.57), its diagonal
part gives (8.59), while its off-diagonal part gives the Egorov constraint (7.1).
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