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Abstract 
 
 
Nuclear Magnetic Resonance (NMR) and computational methods increasingly play a 
predominant and indispensable role in modern chemical research. The insights into 
the local nuclear environment that NMR can provide is unique information which 
allows the structural characterization of novel materials, as well as the understanding 
and explanation of their relevant properties on an atomic scale. Computational 
methods, on the other hand, can be used to support experimental findings, providing a 
rigorous theoretical basis. Furthermore, when more complex chemical systems are 
considered, calculations can prove to be invaluable for the interpretation of 
experimental data and often allow an otherwise impossible spectral assignment. This 
thesis presents a series of studies in which NMR spectroscopy, in combination with 
computational methods, is utilized to investigate a variety of chemical systems both in 
solution and the solid state. An overview of the thesis and experimental and 
computational details are given in Chapter 1. In Chapter 2, the quantum mechanical 
basis necessary for the description of the NMR phenomenon is presented. Chapter 3 
explores the main experimental techniques employed routinely for the acquisition of 
NMR spectra in both solution and the solid state. Chapter 4 describes the main 
features of density functional theory (DFT) and its implementation in computational 
methods for the calculation of relevant NMR parameters. Chapter 5 reports an 
experimental solution-phase NMR study and a parallel computational investigation of 
the poly(CTFE-co-EVE) fluoropolymer. In Chapter 6, the combination of 
14/15
N 
solution-phase NMR techniques and DFT methods for the study of alkylammonium 
cationic templates used in the synthesis of microporous materials is presented. The 
characterization of a boroxoaromatic compound in the solid state and the study of its 
reactivity are described in Chapter 7. In Chapter 8, two experimental NMR methods 
for the study of the anisotropic chemical shift interaction in the solid state are 
compared and used to characterize a range of materials. Cross-polarization and 
nutation of quadrupolar nuclei are computationally investigated under both static and 
spinning conditions in Chapter 9. A general conclusion and a summary are given in 
Chapter 10. 
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 Chapter 1 
 
Introduction 
 
 
1.1 Thesis overview 
 
NMR spectroscopy
1, 2
 is perhaps the most valuable tool for the structural investigation 
of chemically relevant systems. The high resolution easily achievable in the solution 
phase
3
 allows the characterization of very large systems such as biological 
macromolecules, probing their interactions with the environment and their dynamic 
processes upon which life is based. The anisotropic nature of the physical interactions 
in the solid state
4
 on the other hand, significantly compromises the resolution of the 
NMR technique. Nevertheless, precious insights into the local chemical environment 
of materials can be obtained by exploiting the anisotropic interactions themselves. 
Furthermore, recent improvements in hardware
5-7
 and the development of new and 
complex pulse sequences have advanced solid-state NMR to the point where it is now 
an indispensable probe of structure, order and dynamics in the solid state.
8
 
 
NMR spectroscopy is nowadays widely employed in many different branches of 
science. The large and often unique amount of information this experimental 
technique can produce is undoubtedly indispensable to chemical, biological and 
material sciences researchers. The development of NMR in recent years resulted in 
the standardized production of spectrometers which are easily and efficiently used 
under automation on a routine basis for most practical problems, by non-specialized 
scientists. A more specific research such as that which is carried out in solid-state 
materials chemistry or that driven by the constant need to develop new and more 
efficient NMR methodologies, requires a much deeper insight into the theoretical 
basis of this technique. The understanding of how NMR spectrometers work requires 
knowledge of quantum mechanics. In Chapter 2, a brief overview of the theoretical 
tools needed is provided. 
 2 
The actual use of spectrometers relies upon a variety of experimental techniques 
which allow scientists to efficiently detect and process NMR signals. In Chapter 3, an 
overview of the most well-established NMR experimental methodologies is reported. 
These cover procedures for data processing, selection of desired coherences, 
acquisition of high-resolution spectra and detection of low-abundant and low-! nuclei. 
 
Computational methods increasingly play an important role in scientific research 
since they provide a means of supporting experimental results on a theoretical basis. 
In chemistry, the computational estimation of the properties of materials is a powerful 
tool for driving the rational designing of new systems. From the NMR point of view, 
the capability to compute key parameters such as chemical shielding, J couplings or 
electric field gradients can prove to be indispensable a tool for structural 
characterization, spectral interpretation and assignment. In the past decades, density 
functional theory (DFT) has proven to be perhaps the most robust and less time-
demanding method to approach the study of most chemical systems and their relevant 
properties. Chapter 4 presents an introduction to the DFT methods used in this thesis 
and the relevant NMR parameters that can be computed. 
 
In Chapter 5, the characterization of a polymer obtained from the polymerization of a 
chiral fluorinated building block is reported. The study is based upon a combination 
of solution-phase NMR techniques and DFT calculations. The analysis of the 
stereochemical variety of the system is approached with an original computational 
scheme and the definition of a stereochemically-related shielding parameter that helps 
to rationalize the experimental 
19
F spectral complexities. The sample was obtained 
from Dr Philip Wormald from the School of Chemistry, University of St Andrews. 
 
In Chapter 6, the characterization of an organic template used in the solid-state 
synthesis of a microporous material is reported. The study is based upon a 
combination of 
14/15
N solution-phase NMR spectroscopy and DFT calculations. The 
information obtained greatly helps in understanding the more complex solid-state 
NMR data. All samples have been obtained from Dr Paul Wright and Dr Maria Castro 
from the School of Chemistry, University of St Andrews. 
 3 
In Chapter 7 a combination of solution- and solid-state NMR, supported by DFT 
calculations is reported for the structural characterization of the covalent self-
assembly boroxophenanthrene/bis-(boroxophenanthryl)ether system in both the 
solution and solid state. The solid-state reactivity of these two related compounds is 
also investigated. A semiempirical computational approach is employed to obtain 
insight into the mechanism of interconversion between the two compounds. All 
samples were obtained from Professor Douglas Philp and Dr Vicente del Amo from 
the School of Chemistry, University of St Andrews. 
 
In the study reported in Chapter 8, two NMR methods for the measurement of 
chemical shift anisotropy (CSA) in the solid state are analyzed and tested using 
simple 
13
C and 
31
P containing model compounds. The influence of homonuclear 
dipolar interactions on the accuracy of the measurements is investigated with 
numerical calculations. Extension of the available methods to the more challenging 
investigation of 
119
S and 
89
Y containing materials is also reported. 
 
In the work reported in Chapter 9 previous studies concerning cross polarization (CP) 
and nutation experiments for quadrupolar nuclei in the solid state under static 
conditions are corroborated with a more detailed computational model and extended 
to include the effects of magic-angle spinning (MAS). Simulations for both single- 
and multiple-quantum CP and nutation processes are investigated for a I = 3/2 
23
Na 
nucleus. 
 
1.2 Experimental and computational details 
 
1.2.1 Solution-phase NMR 
 
All the solution-phase NMR spectra reported in this thesis have been recorded using a 
Bruker Avance II 400 spectrometer equipped with a 9.4 T superconducting magnet 
and a triple-resonance indirect detection probe. All the spectra were acquired and 
processed using the standard Bruker software Topspin 2.0. The solvents used were 
either CDCl3 or D2O and their deuterium signal was used for the locking, shimming 
and internal referencing procedures. The samples were prepared directly in 5 mm 
 4 
NMR tubes. All spectra were acquired at 25 °C and all the pulse sequences utilized 
employed PFG for coherence selection. All 
1
H 1D spectra were recorded using a 
pulse of flip-angle of 30° (! 4 µs) and recycle interval of 1 s. A line broadening of 0.3 
Hz was applied in most cases. All 
13
C 1D spectra were recorded using a pulse of flip-
angle of 30° (! 4 µs) and recycle interval of 2 s. A line broadening of 2 Hz was 
applied prior to FT unless stated. All 
19
F 1D spectra were recorded using a pulse of 
flip-angle of 30° (! 3 µs) and recycle interval of 1 s. A line broadening of 0.3 Hz was 
applied to the signal. 
1
H and 
19
F COSY spectra were processed with a sine-bell 
weighting function applied to both dimensions. All 
1
H-
13
C HSQC 2D spectra utilized 
3.45 ms coherence transfer period for the selection of 
1
J heteronuclear correlations of 
140 Hz and a 90° shifted squared sine-bell weighting function was applied in both 
dimensions. All 
1
H-
13
C HMBC 2D spectra utilized 62.5 ms coherence transfer period 
for the selection of 
1
J heteronuclear correlations of 8 Hz and a sine-bell weighting 
function was applied in both dimensions. The 
1
H-
19
F HMQC 2D spectra utilized 55.6 
ms coherence transfer period for the selection of 
1
J heteronuclear correlations of 9 Hz 
and a 45° shifted squared sine-bell weighting function was applied in both 
dimensions. The 
19
F J-resolved 2D spectrum was processed with a sine-bell window 
function in both dimensions. All 2D spectra were performed using 256 increments in 
the indirect dimension with the exception of the 
19
F J-resolved spectrum for which 
128 increments were used. All the 90 and 180° pulses are related to the 30° values 
previously mentioned. 
 
1.2.2 Solid-state NMR 
 
All solid-state NMR spectra reported in this thesis have been recorded using Bruker 
Avance III spectrometers equipped with either 9.4, 11.7 or 14.1 T wide bore magnets 
and HX double resonance probes. All spectra were acquired and processed using the 
standard Bruker software Topspin 2.0. All experiments were performed at 25 °C. 
Powdered samples were packed in conventional 4, 2.5 or 1.3 mm ZrO2 rotors and 
rotated at rates between 6 and 68 kHz. Chemical shifts are referenced to TMS for 
13
C 
and 
1
H, BF3Et2O in CDCl3 for 
11
B, H3PO4 for 
31
P, YCl3 in D2O for 
89
Y and Sn(CH3)4 
for 
119
Sn, using secondary references of CH3 of alanine (
13
C 20.5 ppm, 
1
H 1.3 ppm), 
 5 
BPO4 (
11
B –3.3 ppm, 
31
P –29.5 ppm) Y2Ti2O7 (
89
Y 65.0 ppm) and SnO2 (
119
Sn –604.3 
ppm). Typical 90° pulse lengths were usually 2.5 or 3 µs corresponding to rf field 
strengths between 80 and 100 kHz. 
13
C spectra were acquired using cross-polarization 
with a ramped (90-100%) spin-lock pulse on 
1
H and a contact time of 2 ms. Recycle 
intervals between 1 and 70 s were used as required. Either TPPM or SPINAL32/64 
heteronuclear decoupling were employed during acquisition. FSLG homonuclear 
decoupling was employed in the indirect dimension of the 
1
H-
13
C HETCOR 
experiment and magnetization transfer was achieved with a 0.1 ms contact time in the 
CP step. Quadrature detection in the indirect dimension was achieved using States-
TPPI. 
11
B spectra were acquired using a CT selective spin-echo pulse sequence to 
minimize the background contributions from the probe. MQMAS experiments were 
performed using a phase-modulated split-t1 shifted-echo pulse sequence with 
heteronuclear CW 
1
H decoupling. In some cases, a line broadening weighting 
function was utilized for the processing of the raw data. CSA amplification 
experiments were performed using the pulse sequences discussed in Chapter 8. 
Cogwheel phase cycling was used in all the CSA-Amplified PASS experiments and in 
some CSA Amplification experiments. Conventional nested phase cycling was 
employed in all the other cases. Further experimental details for specific spectra can 
be found in figure captions. 
 
1.2.3 Computational details 
 
DFT calculations in the vacuum were carried out using the Gaussian03
9
 suite of 
programs. All geometries were generated with the GaussView 3.0 graphical interface 
and optimized with the hybrid functional B3LYP. The relevant NMR parameters were 
calculated with the same functional using either the CSGT or GIAO methods. The 
convergence of the values with the basis set size was considered. The basis sets 
explored for this purpose are given in Table 1.1. Both double- and triple-zeta basis 
sets were considered and the effect of both diffuse and polarization functions on both 
heavy atoms and hydrogens were investigated. All calculations were performed on a 
four-processor node of the EaStCHEM Research Computing Facility. 
 
 6 
Table 1.1 Basis sets used for convergence of the calculated isotropic shieldings using 
Gaussian03 and related indexes utilized in the studies presented in this thesis. The first four basis sets 
are double-zeta split valence whereas the second four are triple-zeta split valence basis sets. 
 
Basis set Index 
6-31G(d,p) 1 
6-31+G(d,p) 2 
6-31++G(d,p) 3 
6-31++G(2d,p) 4 
6-311G(d,p) 5 
6-311+G(d,p) 6 
6-311++G(d,p) 7 
6-311++G(2d,p) 8 
 
DFT calculations for solid-state systems were carried out using CASTEP10 (version 
4.3), a planewave pseudopotential code which exploits the inherent periodicity 
associated with many solids. The GGA PBE functional and the GIPAW algorithm 
were used for the calculation of the NMR parameters. Geometry optimization was 
performed when necessary within CASTEP with the same functional. Typical k-point 
spacing and cut-off energies of 0.05 Å–1 and 700 eV, respectively, were used. All 
calculations were performed on up to four four-processor nodes of the EaStCHEM 
Research Computing Facility. 
 
Semiempirical calculations were carried out using the PM6 method11 as implemented 
in the MOPAC200912 code. Reaction coordinates were driven using the POINT and 
STEP keywords and the step size was set to 0.05 Å in all cases. All calculations were 
performed on a 8-processor local cluster. 
 
The simulations of solid-state NMR spectra and the fitting of some experimental 
spectra were carried out with the SIMPSON13 program. In most cases, the direct 
method was used. The number of crystallites employed varied between 66 and 2000 
sampled with the REPULSION14 scheme. The number of rotor phases for the 
spinning simulations varied between 5 and 20. The fittings were carried out with the 
Simplex method15 as implemented in the SIMPSON code. 
 7 
Chapter 2 
 
Quantum mechanical description of NMR 
 
 
2.1 Spin operators 
 
The spin state of a nucleus is described by a nuclear spin wavefunction !spin . In order 
to determine the spin properties of the nuclear system, spin operators which act on 
!
spin  are required. These are the operator defining the magnitude of the nuclear spin 
squared Iˆ
2
and its components Iˆ
x
, Iˆ y  and Iˆ z .
16
 The relation between them is 
expressed by: 
 Iˆ
2
= Iˆ
x
+ Iˆ
y
+ Iˆ
z . (2.1) 
Iˆ
2
 and Iˆ
z
 commute (i.e., [ Iˆ 2 ,  Iˆ
z
] = 0) therefore they have the same eigenfunctions 
I ,m . These are specified by the spin quantum number I  (0,1/2, 1, 3/2…) and the 
azimuthal quantum number m  (! I ...+ I ). Disregarding for simplicity the factor  !  in 
the eigenvalues: 
 Iˆ
2
I ,m = I I +1( ) I ,m  (2.2) 
 Iˆ
z
I ,m = m I ,m . (2.3) 
The corresponding expectation values
17
 are: 
 Iˆ 2 =
I ,m Iˆ
2
I ,m
I ,m I ,m
= I I +1( )  (2.4) 
 Iˆ
z
= m . (2.5) 
For a nucleus with spin quantum number I =1/2, the two states 1 / 2,+1 / 2  and 
1 / 2,!1 / 2  are often referred to as !  and ! . These two eigenfunctions can be 
chosen as a basis for the construction of a matrix representation
18
 of the spin operators 
(see Appendix A) with elements I ,m Iˆ I ,m : 
 8 
 I 2 =
3
4
1 0
0 1
!
"#
$
%&
 ; I
z
=
1
2
1 0
0 !1
"
#$
%
&'
 (2.6) 
 I
x
=
1
2
0 1
1 0
!
"#
$
%&
 ; I
y
= !
i
2
0 1
!1 0
"
#$
%
&'
. (2.7) 
It is also convenient to define raising and lowering operators Iˆ
+
and Iˆ
!
 given by: 
 I
+
=
0 1
0 0
!
"#
$
%&
 ; I! =
0 0
1 0
"
#$
%
&'
. (2.8) 
The relations between Iˆ
x
 and Iˆ y  and the raising and lowering operators are: 
 Iˆ
x
=
1
2
Iˆ
+
+ Iˆ
!( )  ; Iˆ y =
1
2i
Iˆ
+
! Iˆ
!( ) . (2.9) 
Both the x- and y-components of the angular momentum operator are therefore 
expressible as linear combinations of the lowering and raising operators. 
 
2.2 The superposition state 
 
The actual spin state of a nuclear system is fully described by a superposition of its 
available states. This is expressed by a linear combination of the 2I +1  
eigenfunctions.
19
 For a spin I = 1/2 nucleus, therefore: 
 ! = c
m
I ,m
m=" I
I
# = c$ $ + c% % . (2.10) 
Since Iˆ
x
, Iˆ y  and Iˆ z  do not commute with each other (i.e., [ Iˆ x , Iˆ y ] = iIˆ z  and the 
respective cyclic permutations), !  and !  are not eigenfunctions of Iˆ
x
and Iˆ y . 
However, it can be shown that: 
Iˆ
x
! =
1
2
"  ; Iˆ
x
! =
1
2
"  (2.11) 
Iˆ
y
! =
1
2
i "  ; Iˆ
y
! = "
1
2
i # . (2.12) 
Their expectation values are: 
Iˆ
x
=
! I
x
!
! !
=
1
2
c"
#
c$ +
1
2
c$
#
c"  (2.13) 
Iˆ
y
=
i
2
c!
"
c# $
i
2
c#
"
c! . (2.14) 
 9 
Equations (2.13) and (2.14) show that the expectation values of Iˆ
x
 and Iˆ y  depend 
only on the coefficients weighting the available states for the spin as expressed in its 
superposition-state description.
18
 
 
2.3 Bulk magnetization 
 
The oscillating voltage which is detected in an NMR experiment arises from the bulk 
magnetization M
z
 generated within the sample when an external magnetic field is 
applied (along the z-axis by convention). This magnetization is the vectorial sum of 
all the magnetic moments µ
z
 of the nuclear spins present in the sample: 
M
z
= µ
z,i
i=1
N
! . (2.15) 
The magnetic moment µ
z
 is related to the expectation value of the spin operator Iˆ
z
 
via the gyromagnetic constant !  and its ensemble average is given by: 
µ
z
= ! Iˆ
z
= ! p
i
i=1
N
" # i Iˆ z # i , (2.16) 
where pi is the probability of the i-th spin being in the spin state ! i . Therefore the 
bulk magnetization and its x and y components can be expressed as: 
M
z
=
1
2
! N c"
#
c" $ c%
#
c%( )  (2.17) 
M
x
=
1
2
!N c"
#
c$ + c$
#
c"( )  (2.18) 
M
y
=
i
2
! N c"
#
c$ % c$
#
c"( ) . (2.19) 
It is evident in Equations (2.17), (2.18) and (2.19) that the bulk magnetization 
components are related only to the coefficients weighting the eigenfunctions of the 
superposition state. 
 
 
 
 
 10 
2.4 Density Operator 
 
Given the dependence of the magnetization on the coefficients c
!
 and c!  only, a 
more convenient approach to describe the spin state of a multi-spin system can be 
achieved through the definition of an operator directly expressible through these 
coefficients only. As already shown in Equation 2.16, the expectation value of a 
generic operator Aˆ  over an ensemble average can be written as: 
Aˆ = pi
i
! "i Aˆ "i . (2.20) 
Expressing the i-th wavefunction in a generic superposition state of !i, j  basis set 
functions so that !
i
= c
i, j
j
" #i, j  and ! i = ci, j"
j
# $i, j , Equation (2.20) becomes: 
Aˆ = pi
i
! ci, j"
j
! #i, j Aˆ ci, j
j
! #i, j  
Aˆ = pi
i, j
! ci, jci, j" #i, j Aˆ #i, j . (2.21) 
Introducing a new operator !ˆ = p
i
i, j
" ci, jci, j#  referred to as density operator,16 Equation 
(2.21) is more compactly rewritten as: 
Aˆ = !ˆ "i, j Aˆ "i, j  
Aˆ = !i, j "ˆAˆ !i, j = Tr "ˆAˆ#$ %& . (2.22) 
The remarkable property of the density operator stems from the fact that any property 
related to the operator Aˆ  of an ensemble average system of n spins can be computed 
from the density operator without the need to compute the eigenvalues of Aˆ  n times 
for each spin. The matrix representation of !ˆ  with elements !ij = i !ˆ j  is: 
! =
!
11
!
12
!
21
!
22
"
#$
%
&'
=
c(
)
c( c(
)
c*
c*
)
c( c*
)
c*
"
#
$
$
%
&
'
'
. (2.23) 
The bulk magnetization components in the density operator formalism then become: 
M
z
=
1
2
!N "
11
# "
22( )  (2.24) 
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M
x
=
1
2
! N "
21
+ "
12( )  (2.25) 
M
y
=
i
2
!N "
12
# "
21( ) . (2.26) 
Equations (2.24), (2.25) and (2.26) show that all the components of the bulk 
magnetization are, coherently with Equations (2.17), (2.18) and (2.19), expressible in 
terms of density matrix elements. 
 
2.5 Coherences 
 
The diagonal elements of the density matrix are referred to as populations of the !  
and !  states. The off-diagonal elements are referred to as coherences19 between the 
!  and !  states. Expressing the complex coefficients in terms of a real magnitude 
a
i
 and a phase !
i
 yields: 
c! = a! exp i"!}{  ; c!
"
= a! exp #i$!}{  (2.27) 
c! = a! exp i"!}{  ; c!
"
= a! exp #i$!}{ . (2.28) 
The density matrix becomes: 
! =
a"
2
a"a#e
i $" %$#( )
a#a"e
%i $" %$#( )
a#
2
&
'
(
(
)
*
+
+ . (2.29) 
When the phases !
i
 of the ensemble average are randomly distributed, the off-
diagonal elements average to zero due to destructive interference of the 
exp ±i !" #!$( )}{  phase factors. These off-diagonal elements are non-zero only if 
there is phase coherence between the !  and !  states and are therefore referred to 
as coherences. Coherences are classified according to their order p. For a !
rs
 
coherence, its p
rs
 order is defined as the difference between the azimuthal quantum 
numbers related to the r  and s  states: 
p
rs
= m
r
!m
s
 
p
rs
=
I ,r Iˆ
z
I ,r
I ,r I ,r
!
I , s Iˆ
z
I , s
I , s I , s
. (2.30) 
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For an ensemble averaged of non-interacting nuclei with spin quantum number 
I =1/2 there can only be ±1  coherence orders (single-quantum (SQ) coherences). 
Higher order coherences (multiple-quantum (MQ) coherences) can be associated with 
either a quadrupolar spin ( I >1 / 2 ) or with a system of multiple interacting spins, for 
which the density matrix is obtained by direct product of the single-spin density 
matrices. Therefore the detection of MQ coherences in a I =1/2 spin system indicates 
interaction between single spins. 
 
2.6 Time evolution of the density operator 
 
Considering the time-dependent Schrödinger equation d ! / dt = "iHˆ ! , its 
complex conjugate d ! / dt = iHˆ !  and the partial derivative of the ! !  
product wavefunction: 
! " "
!t
=
! "
!t
" +
! "
!t
" = #i Hˆ , " "$%
&
' . (2.31) 
The ensemble average of Equation (2.31) describes the time evolution of the density 
operator:
20
 
d!ˆ t( )
dt
= "i Hˆ , !ˆ t( )#$
%
& . (2.32) 
Equation (2.32) is referred to as the Liouville-von Neumann equation and has the 
general solution:
21
 
!ˆ t( ) = Uˆ t( ) !ˆ 0( )Uˆ "1 t( ) . (2.33) 
The Uˆ t( )  operator is termed propagator as it propagates the initial density operator 
!ˆ 0( )  to that which describes the system at time t. The propagator, via the 
Hamiltonian, carries the information regarding the all interactions to which !ˆ 0( )  is 
subject between t = 0  and t . If the Hamiltonian is time independent, the propagator 
takes the simpler form: 
Uˆ t( ) = exp !iHˆt{ } . (2.34) 
If the Hamiltonian is time dependent but commutes with itself at different times 
([ Hˆ (t1), Hˆ (t2)] = 0), the propagator is: 
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Uˆ t( ) = exp !i Hˆ t( )
0
t
" dt
#
$
%
&
'
(
. (2.35) 
If the Hamiltonian is time dependent and does not commute with itself at different 
times, the propagator is expressed by: 
Uˆ t( ) = Tˆ exp !i Hˆ t( )
0
t
" dt
#
$
%
&
'
(
. (2.36) 
The Dyson time-ordering operator Tˆ ,
22
 needed when non-commuting time-dependent 
Hamiltonians are involved, ensures the terms of the product are evaluated in strictly 
chronological order. For the latter two cases of time-dependent Hamiltonian, the 
propagator can be numerically approximated by: 
Uˆ t( ) = lim
!t"0
exp iHˆ n!t( )!t{ }
n=0
t /!t
# . (2.37) 
It is this latter formulation which is used for the numerical evaluation of the time 
evolution of density matrix elements (i.e., coherences) in the simulations of NMR 
experiments. 
 
2.7 Rotations 
 
It is often useful in the quantum-mechanical description of NMR phenomena to rotate 
objects such as wavefunctions or operators (active rotations). Rotations are achieved 
with rotation operators
16
 Rˆ! = exp "i#Lˆ!{ }  where Lˆ!  is the operator for the ! 
component of the angular momentum defined as: 
Lˆ! =
1
i
"ˆ #
#$
% $ˆ #
#"
&
'
(
)
*
+ , (2.38) 
where !ˆ  and !ˆ  are the operators for position along the " and # axes respectively. Rˆ
!
 
acts on the object so as to rotate it about the ! axis by an angle $. A general 
wavefunction !  is transformed by Rˆ
!
 to produce !
R
 so that !
R
= Rˆ" !  or 
! = Rˆ"
#1 !
R
= exp i$Lˆ"{ } !R . It can be proven that a series expansion of 
exp !i"Lˆ#{ }  leads to a rotation expressed in trigonometric terms: 
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exp !i"Lˆ#{ } $ˆ = $ˆ cos "( ) + %ˆ sin "( ) = $ˆR . (2.39) 
The rotation operator Rˆ
!
 can also be used to rotate other operators according to the 
expression Oˆ
R
= Rˆ
!
OˆRˆ
!
"1  or Oˆ = Rˆ
!
"1
Oˆ
R
Rˆ
!
. Considering the general operators Aˆ , Bˆ  
and Cˆ , if their cyclic permutations of commutators [ Aˆ, Bˆ ] = iCˆ  apply, the following 
transformation exists: 
exp !i"Aˆ{ } Bˆexp i"Aˆ{ } = Bˆcos "( ) + Cˆ sin "( ) . (2.40) 
Rather than rotate an object (wavefunction or operator), it is equivalently possible to 
rotate the frame of reference in which that object is expressed. The relationship 
between the wavefunction !  expressed in the old frame and !
R
 expressed in the 
new frame is !
R
= Rˆ"
#1 !  or ! = Rˆ" ! R . Similarly, for a general operator Oˆ  in 
the old frame, Oˆ
R
= Rˆ
!
"1
OˆRˆ
!
 or Oˆ = Rˆ
!
Oˆ
R
Rˆ
!
"1 . Comparing active and passive rotations 
the rotation operator Rˆ
!
 is replaced by its inverse Rˆ
!
"1 . This is because to rotate an 
object by an angle ! around the " axis is equivalent to rotating the axis frame in 
which the object is represented by !! about the " axis. 
 
2.8 Hamiltonians 
 
The Hamiltonian carries the information about the interactions which affect the spin 
system and how these interactions are going to influence the time evolution of the 
density operator associated with the spin system itself. In a Cartesian basis, a generic 
Hamiltonian Hˆ
!
 for a general !  interaction is expressed as a matrix-vector product:
16
 
 
Hˆ
!
= C
!
Xˆ !AYˆ  
Hˆ! = C! Xx Xy Xz( )
Axx Axy Axz
Ayx Ayy Ayz
Azx Azy Azz
"
#
$
$
$
%
&
'
'
'
Yx
Yy
Yz
"
#
$
$$
%
&
'
''
. (2.41) 
 
 15 
 
 
Figure 2.1 Ellipsoid representation of a general interaction tensor. 
 
The C
!
 term contains various constants characteristic of the !  interaction and of the 
spins involved. The two three-component vectors Xˆ  and Yˆ  are the two interacting 
entities (nuclear spin operators or external sources of perturbation). The second-rank 
tensor  !A  (a 3! 3  matrix) describes the orientation dependence of the interaction 
between these two vectors. It is possible to choose a frame of reference in which the 
second-rank tensor  !A  is diagonal. This frame of reference, referred to as Principal 
Axis Frame (PAF), is determined by the local environment of the nuclear sites. The 
elements of the diagonalized tensor A
PAF
 are termed the principal values. Rather than 
with these three values, it is common practice to characterize the tensor A
PAF
 through 
the following derived parameters: 
Aiso =
1
3
Axx + Ayy + Azz( ) =
1
3
Tr A
PAF!" #$
 (2.42)
 
!
A
= A
zz
" A
iso  (2.43)
 
!A =
Axx " Ayy
#A . (2.44)
 
A
iso
, !
A
 and !
A
 are the isotropic component, the anisotropy and the asymmetry 
respectively. As schematically depicted in Figure 2.1, an interaction tensor can be 
pictured as an ellipsoid centered at the nucleus with its principal components 
coinciding with the axes of the PAF. A general rotation of !  degrees around the !  
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axis is performed acting on the tensor  !A  with the rotation operator Rˆ! = exp "i#Lˆ!{ }  
so to produce  ! !A = Rˆ !ARˆ
"1
. Sometimes it is more convenient to express Hamiltonians 
in a spherical representation: 
Hˆ! = C! "1( )
m
A
l .m
T
l ,"m
m="l
l
#
l=0
2
# , (2.45) 
where A  and T  are irreducible spherical tensors
23
 (see Appendix B) related to the 
spatial and spin part respectively of the Hˆ
!
 Hamiltonian. Rotations on either A  or T  
are performed with: 
!T
l ,m
= T
l ,m
D !m ,m
l( ) ",#,$( )
m=%l
l
& , (2.46) 
where D
!m ,m
l( )  is the element of the Wigner rotation matrix
24
 of rank l : 
D !m ,m
l( ) ",#,$( ) = exp %i !m"{ }d !m ,m
l( ) #( )exp %im${ } , (2.47) 
with d
!m ,m
l( ) reduced Wigner elements
24
 (see Appendix C). The set of angles !,",#( )  
are Euler angles
16, 24
 (see Appendix D). 
 
2.9 Average Hamiltonian Theory 
 
The formulation of the propagator as Uˆ t( ) = exp !iHˆt{ }  assumes a time-independent 
Hamiltonian is acting on the spin system during the time t after which the density 
matrix may be calculated. If, however, different consecutive Hamiltonians govern the 
spin interactions during t, the appropriate formulation of the propagator becomes: 
 Uˆ t( ) = exp !iHˆ
n
t
n{ }exp !iHˆn!1tn!1{ }...exp !iHˆ2t2{ }exp !iHˆ1t1{ } . (2.48) 
The calculation of an average Hamiltonian H  to replace the series of exponentials 
with a single Uˆ t( ) = exp !iHt{ }  does not generally yield a good descriptor of the time 
evolution because the resulting density matrix subject to H  would be dependent upon 
the time t for which H  was calculated. However, it is often the case in solid-state 
NMR, that the Hamiltonian is periodic in time over a period tp. In such a 
circumstance, it is possible to calculate an average Hamiltonian H  such that the 
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propagator Uˆ t p( ) = exp !iHtp{ }  can be used as a proper descriptor of the evolution of 
the density matrix over the time tp.
25
 When this periodicity of the spin interactions is 
fulfilled, the series of exponentials in Equation (2.48) can be evaluated with the 
Magnus expansion:
26
 
exp Aˆ{ }exp Bˆ{ } = exp Aˆ + Bˆ +
1
2!
Aˆ, Bˆ!"
#
$
%
&
'
(
)
*
 
exp Aˆ{ }exp Bˆ{ } = +
1
3!
Aˆ, Aˆ, Bˆ!"
#
$
!
"
#
$ + Aˆ, Bˆ
!
"
#
$, Bˆ
!
"
#
$( ) + ...
%
&
'
(
)
*
, (2.49) 
becoming over the period t p = t1 + t2 + ... tn!1 + tn , 
H = H
(1)
+ H
(2)
+ ...  (2.50) 
where 
H
(1)
=
1
t p
Hˆ t( )dt
0
t p
!  ; H
(2)
= !
1
2t p
dt
2
Hˆ t
2( ), Hˆ t1( )"# $%dt1
0
t2
&
0
t p
& . (2.51) 
The first term of the series is the simple average Hamiltonian over the time tp. Higher-
order terms involve commutators of the Hamiltonians at different times. Clearly, if 
the Hamiltonians commute with each other at different times, only the first term of the 
expansion needs to be considered for an accurate description of the density operator 
evolution. In the case in which the Hamiltonians operating over tp time do not 
commute with each other, it is often possible to move to a rotating frame where these 
non-commuting terms disappear. In this new frame of reference, called the toggling or 
interaction frame, the first-order term of the Magnus expansion is again a good 
descriptor of the evolution of the spin system. Average Hamiltonian Theory
27
 (AHT) 
is said to truncate the Hamiltonian to its first-order term. In order to clarify how the 
toggling frame removes non-commuting Hamiltonians, consider a spin system subject 
to two general ! and " interactions for which the corresponding Hamiltonians Hˆ
!
 
and Hˆ!  are: 
 
Hˆ
!
= C
!
Xˆ !A
!
Yˆ  ; Hˆ! ="! Zˆ . (2.52) 
!"  is the precession frequency of the Zˆ = 0 0 Zˆz( )  spin operator and 
Xˆ = Xˆ
x
Xˆ
y
Xˆ
z( )  and Yˆ = Yˆx Yˆy Yˆz( )  are the other two spin operators. The total 
Hamiltonian of the system is therefore: 
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Hˆ
Tot
= Hˆ! + Hˆ" = C! Xˆ
!A!Yˆ +#" Zˆ . (2.53) 
The Xˆ
x
, Xˆy , Yˆx  and Yˆy  components of Hˆ!  do not commute with the Zˆz  component 
of Hˆ! . This means Hˆ!  and Hˆ!  do not commute with each other so that AHT needs 
to take into account additional terms besides the first in the Magnus expansion. 
However, the transformation to the Hˆ! -toggling frame (a frame of reference rotating 
at !" frequency) produces the rotating total Hamiltonian: 
Hˆ
Tot
!
= Rˆ
z
"1 #$t( ) HˆTot Rˆz #$t( ) "#$ Zˆ  
Hˆ
Tot
!
= Rˆ
z
"1 #$t( ) Hˆ% Rˆz #$t( ) + Rˆz"1 #$t( ) Hˆ$ Rˆz #$t( ) "#$ Zˆ  
 
Hˆ
Tot
!
= C" exp i#$tLˆz{ } Xˆ exp %i#$tLˆz{ }&' () !A"  
Hˆ
Tot
!
= " exp i#$tLˆz{ }Yˆ exp %i#$tLˆz{ }&' () +#$ Zˆ %#$ Zˆ  
 
HˆTot
!
= C" exp i#$tLˆz{ } Xˆx Xˆy Xˆz( )exp %i#$tLˆz{ }&' () !A"  
Hˆ
Tot
!
= " exp i#$tLˆz{ } Yˆx Yˆy Yˆz( )exp %i#$tLˆz{ }&' ()  
 
HˆTot
!
= C" Xˆx cos #$t( ) + Xˆy sin #$t( ),  Xˆy cos #$t( ) % Xˆx sin #$t( ),  Xˆz&' () !A"  
Hˆ
Tot
!
= " Yˆ
x
cos #$t( ) + Yˆy sin #$t( ),  Yˆy cos #$t( ) % Yˆx sin #$t( ),  Yˆz&' () . (2.54) 
The toggling frame transformation has removed the non-commuting Hˆ!  Hamiltonian 
but has introduced time dependency. As Hˆ
!
 is the only interaction remaining and 
commuting with itself, in the toggling frame it is possible to apply AHT to obtain the 
first-order term: 
 
HTot
1( )
=
1
t p
HˆTot
!
dt
0
t p
" = C# Xˆz !A# ,zzYˆz . (2.55) 
All the time dependent cos- and sin-modulated terms integrate to zero over tp, leaving 
the only non-modulated z-components of the spin operators as these are not affected 
by the Lˆ
z
 rotation operator through which the frame rotation itself was achieved. 
AHT produces therefore a much simpler formulation of Hamiltonians which are said 
to be truncated to their first-order term. 
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2.10 The magnetic field 
 
The NMR phenomenon is based upon the effect of an external magnetic field B
0
 
upon I ! 0  nuclei.
28
 This interaction is called Zeeman effect and the Hamiltonian 
which describes it is the Zeeman Hamiltonian Hˆ
Z
, expressed in Cartesian coordinates 
as: 
Hˆ
Z
= !" Iˆ1ˆB
0
 
Hˆ
Z
= !" I
x
I
y
I
z( )
1 0 0
0 1 0
0 0 1
#
$
%
%
&
'
(
(
B
0x
B
0y
B
0z
#
$
%
%%
&
'
(
((
. (2.56) 
By convention, the external magnetic field is applied along the z-axis of the 
laboratory frame of reference simplifying the Hamiltonian to: 
Hˆ
Z
= !" I
x
I
y
I
z( )
1 0 0
0 1 0
0 0 1
#
$
%
%
&
'
(
(
0
0
B
0
#
$
%
%
&
'
(
(
 
Hˆ
Z
= !" Iˆ
z
B
0
=#
0
Iˆ
z
. (2.57) 
The term !"B
0
=#
0
 is referred to as the Larmor frequency. When placed in an 
external magnetic field, a I ! 0  spin magnetic moment is found to precess about the 
field direction at a frequency !0 . The Hamiltonian HˆZ  acting on the spin 
wavefunction I ,m  returns the eigenvalues associated with the energy levels 
available: 
Hˆ
Z
I ,m =!
0
Iˆ
z
I ,m . (2.58) 
Since Hˆ
Z
 and Iˆ
z
 commute with each other ([ Hˆ
Z
, Iˆ
z
] = 0), they result in the same 
eigenfunctions I ,m . Considering that Iˆ
z
I ,m = m I ,m , 
Hˆ
Z
I ,m =!
0
m I ,m
 (2.59)
 
so that the energy of the eigenstates is E
m
= m!
0
. For a nucleus with spin quantum 
number I = 1/2 with the two ! and " states |1/2, +1/2! and |1/2, "1/2!, the energy 
difference associated with the ! "#  transition is !E ="
0
. Nuclear magnetic 
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resonance occurs when the spin system, placed into an external magnetic field, is 
supplied an amount of energy that matches that associated with the Larmor frequency. 
 
2.11 Pulses 
 
The only way the spectroscopist can manipulate the magnetization arising from an 
ensemble of spins in a B
0
 magnetic field is through the B
1
 magnetic component of 
electromagnetic pulses.
28
 Given the usual strength of modern superconducting 
magnets, these pulses fall into the radiofrequency (rf) region of the electromagnetic 
spectrum. Pulses are applied through a coil surrounding the sample in a geometric 
manner such that the magnetic components of the pulses are perpendicular to the 
external field (i.e., in the xy-plane of the laboratory frame of reference). The 
Hamiltonian governing the interaction between the spin operators and a pulse of 
strength B
1
 applied along the x-axis of the laboratory frame is, in analogy with the 
Zeeman Hamiltonian, given by: 
Hˆrf = !" Iˆ x1ˆB1  
Hˆrf = !" Ix 0 0( )
1 0 0
0 1 0
0 0 1
#
$
%
%
&
'
(
(
B
1
0
0
#
$
%
%
&
'
(
(
. (2.60) 
However, this would be the case if the B
1
 magnetic field was, as with B
0
, static. 
Being intrinsically connected to the electromagnetic pulse, B
1
 oscillates along the x-
axis with a modulation described by a cos(!rf t)  term, where !rf  is the frequency of 
the electromagnetic wave. Therefore, in the laboratory frame of reference, the 
Hamiltonian for the pulse-operator interaction is: 
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Figure 2.2 Effect of a !y pulse on the z-magnetization in the Zeeman frame. The B1 field and the 
pathway followed by the magnetization under the effect of the pulse are indicated in red. 
 
Hˆrf = !" Iˆ xB1 cos(#rf t) . (2.61) 
The oscillating amplitude of B
1
 can be thought of as a vectorial sum of two counter-
rotating fields: 
Hˆrf = !
1
2
" B1 exp !i# rf tIˆ z{ } Iˆ x exp i# rf tIˆ z{ }( )  
Hˆrf = !
1
2
" B1 exp i# rf tIˆ z{ } Iˆ x exp !i# rf tIˆ z{ }( ) . (2.62) 
The first term rotates at !rf  whereas the second field rotates at !"rf . If !rf  
approaches !
0
 the component rotating at !"rf  can be ignored as it is too far off 
resonance to affect the spin. Omitting the 1/2 factor, the Hamiltonian therefore 
becomes: 
Hˆrf = !"B1 exp !i#rf tIˆ z{ } Iˆ x exp i#rf tIˆ z{ }( ) . (2.63) 
Since the spin operators satisfy all the cyclic permutations of commutators [ Iˆ
z
, Iˆ
x
] = 
iIˆ
y , Hˆrf  can also be expressed as: 
Hˆrf = !"B1 Iˆ x cos #rf t( ) + Iˆ y sin #rf t( )$% &' . (2.64) 
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In order to eliminate the time dependency of the pulse Hamiltonian, a transformation 
to a frame rotating at !rf  around the z-axis can be performed with the rotation 
operator Rˆz = exp !i"rf tIˆ z{ }  acting on Hˆrf . Considering Equation (2.63), the 
interaction frame Hamiltonian Hˆrf
!
 is expressed as: 
Hˆrf
!
= Rˆz Hˆ rf Rˆz
"1
 
Hˆrf
!
= "# B1 exp i$ rf tIˆ z{ } exp "i$ rf tIˆ z{ } Iˆ x exp i$ rf tIˆ z{ }( )exp "i$ rf tIˆ z{ }%& '(  
Hˆrf
!
= "# B
1
Iˆ x =$1Iˆ x . (2.65) 
The toggling-frame pulse Hamiltonian becomes therefore time independent and 
!
1
= "#B
1
 is the frequency of nutation imposed by the pulse upon the magnetization. 
In Figure 2.2 a schematic representation of the effect of a y-pulse is depicted. The 
angle through which the magnetization nutates under the torque imposed by the pulse 
is ! ="
1
t . The interaction frame transformation is possible because the time-
dependent Schrödinger equation d ! / dt = "iHˆ !  is invariant to frame 
transformations.
16, 29
 Introducing a !
R
 wavefunction corresponding to a !  
rotating around the z-axis: 
!R = exp i"rf tIˆ z{ } !   or  ! = exp "i#rf tIˆ z{ } !R , (2.66) 
the time dependency of !
R
 is expressed by: 
d !R
dt
= i"rf Iˆ z exp i"rf tIˆ z{ } ! + exp i"rf tIˆ z{ }
d !
dt
 
d ! R
dt
= i" rf Iˆ z ! R + exp i" rf tIˆ z{ } #iHˆ !( )  
d ! R
dt
= i" rf Iˆ z ! R + exp i" rf tIˆ z{ } #iHˆ exp #i" rf tIˆ z{ } ! R( )  
d ! R
dt
= "i "# rf Iˆ z + exp i# rf tIˆ z{ } Hˆ exp "i# rf tIˆ z{ }$% &' ! R  
d ! R
dt
= "i "# rf Iˆ z + Rˆz HˆRˆz
"1$% &' ! R  
d !
R
dt
= "iHˆ
R
!
R
. (2.67) 
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The rotating Hˆ
R
 is made up of the original Hˆ  subject to the same rotation of the 
wavefunction !
R
 and the !"rf Iˆ z  term which governs the rotation itself. 
Considering the total Hamiltonian in the laboratory frame during a pulse 
Hˆ Lab = HˆZ + Hˆrf , its interaction frame representation Hˆ
!
Lab
 is: 
 Hˆ
!
Lab = "#rf Iˆ z + Rˆz Hˆ Lab Rˆz
"1
 
Hˆ
!
Lab = "# rf Iˆ z + exp i# rf tIˆ z{ } HˆZ + Hˆrf( )exp "i# rf tIˆ z{ }  
Hˆ
!
Lab = "# rf Iˆ z + exp i# rf tIˆ z{ } #0 Iˆ z +#1 exp "i# rf tIˆ z{ } Iˆ x exp i# rf tIˆ z{ }$% &'( )  
Hˆ
!
Lab = " exp #i$ rf tIˆ z{ } . (2.68) 
The Rˆ
z
 rotation operator does not have any effect on the Iˆ
z
 term, therefore: 
Hˆ
!
Lab = "# rf Iˆ z +#0 Iˆ z +#1 exp i# rf tIˆ z{ } exp "i# rf tIˆ z{ } Iˆ x exp i# rf tIˆ z{ }( )$% &'  
Hˆ
!
Lab = " exp #i$ rf tIˆ z{ }%&  
Hˆ
!
Lab = "0 #" rf( ) Iˆ z +"1Iˆ x  
 Hˆ !
Lab
= "Iˆ
z
+#
1
Iˆ
x
 (2.69) 
The parameter ! ="
0
#"rf  is referred to as the offset. For an on-resonance pulse 
(!
0
=!rf ) the pulse-frame total Hamiltonian is reduced to that of Equation (2.65). For 
an on-resonance pulse therefore, in the toggling frame, the effect of the static 
magnetic field B
0
 vanishes. 
 
2.12 The chemical shielding 
 
Given an external magnetic field B0, from the definition of the Zeeman Hamiltonian 
Hˆ
Z
 in Equation (2.57), all nuclei with the same gyromagnetic ratio ! should 
experience the resonance phenomenon at the same frequency "0. This means there 
would be no way to distinguish between chemically different nuclei (say the 
1
H in 
CH3-OH) of a molecular or framework system. Luckily this is not the case: the 
electron density at a nuclear site shields the local field experienced by a spin of an 
amount which depends on the electron density itself and gives rise to what is referred 
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to as chemical shielding.
30
 This means, for example, that all the 
1
H in a given system 
have different resonance frequencies, according to their different chemical 
environment. The Cartesian Hamiltonian of this interaction is expressed in its PAF 
by: 
 
Hˆ
CS
= ! Iˆ !"B
0
 
HˆCS = ! Iˆ x Iˆ y Iˆ z( )
" xx
PAF
0 0
0 " yy
PAF
0
0 0 " zz
PAF
#
$
%
%
%
&
'
(
(
(
0
0
B
0
#
$
%
%
&
'
(
(
. (2.70) 
The principal components of the shielding tensor  !!  in its PAF are commonly 
expressed in terms of the isotropic shielding !
iso
, shielding anisotropy !
CS
 and 
asymmetry !
CS
, defined as: 
 
! iso =
1
3
! xx
PAF
+! yy
PAF
+! zz
PAF( ) =
1
3
Tr !! PAF"# $%  (2.71) 
!
CS
= "
zz
PAF
# "
iso
 (2.72) 
!CS =
" xx
PAF
# " yy
PAF
$CS
. (2.73) 
The first-order truncated average Hamiltonian in the rotating frame is: 
Hˆ
CS
= ! Iˆ
z
"
zz
Lab
B
0
. (2.74) 
The term !
zz
Lab  is related to the principal components of the shielding tensor in the 
PAF by: 
!
zz
Lab
= !
iso
+
1
2
"
CS
3cos
2# $1+%
CS
sin
2#
CS
cos2&
CS( ) , (2.75) 
where !
CS
 and !
CS
 are the polar angles which relate the orientation of the external 
magnetic field to that of the shielding tensor in its PAF, as shown in Figure 2.3. A 
third angle is redundant as it has no influence on the value of !
zz
Lab . It is possible to 
calculate the effect of the shielding Hamiltonian on the transition frequency of a I = 
1/2 nucleus starting from the Schrödinger equation (omitting the  !  factor): 
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Figure 2.3 Orientation of the external magnetic field in the PAF shielding ellipsoid as defined 
by the two polar angles !CS and "CS depicted in red. 
 
E I ,m = Hˆ
CS
I ,m  
E I ,m = ! Iˆ
z
"
zz
Lab
B
0
I ,m  (2.76) 
E I ,m I ,m = ! I ,m Iˆ
z
I ,m "
zz
Lab
B
0
 (2.77) 
E = !
I ,m Iˆ
z
I ,m
I ,m I ,m
"
zz
Lab
B
0
 
E = ! Iˆ
z
"
zz
Lab
B
0
 
E = !m"
0
#
zz
Lab
="
CS
m( ) . (2.78) 
The |1/2, +1/2! " |1/2, #1/2! transition frequency is therefore: 
!
CS
"#$
=!
CS
%1/2( ) %!
CS
1/2( )
=!
0
&
zz
Lab . (2.79) 
Equation (1.80) shows that the electrons perturb the Larmor frequency resonance 
condition experienced by a bare nucleus by the factor !
zz
Lab . Equation (2.79) also 
shows how the measurement of the shielding interaction of a given spin yields 
information directly related to the electronic or chemical environment of the nuclear 
sites. The dependence of the chemical shielding interaction upon the magnetic field 
strength B0 implies that a given spin in a given electronic environment experiences the 
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resonance phenomenon at a frequency which is proportional to the field strength 
itself. In order to compare data acquired on different spectrometers, i.e., at different 
fields, rather than quoting the frequency of resonance of spins in Hz, the concept of 
chemical shift ! has been introduced and defined as:
31
 
! = 10
6
" #"
standard
"
standard
, (2.80) 
where " is the frequency of resonance of the spin with chemical shift ! and "standard is 
the frequency of resonance of a standard spin whose chemical shift !standard is 
arbitrarily set to zero. The chemical shift is a dimensionless descriptor and is quoted 
in parts per million, or ppm, by virtue of the 10
6
 factor which simply scales up the 
chemical shift to more convenient values. 
 
2.13 Multispin systems 
 
The interactions so far described are related to single-spin systems. There are other 
interactions however which involve perturbations caused by other spins. When n-spin 
systems have to be described, the required Hamiltonian is the sum of all the i-th 
Hamiltonians:
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Hˆ!
Sys
= Hˆ! ,i
i=1
n
" . (2.81) 
The wavefunction associated with the n-spin system is the product of all the i-th 
single-spin wavefunctions: 
ISys ,mSys = Ii ,mi
i=1
n
!  (2.82) 
such that, for example, for a I and S two-spin system the wavefunction is: 
I
I
,m
I
I
S
,m
S
= I
I
,m
I
; I
S
,m
S
. (2.83) 
The Zeeman states have energies: 
E ISys ,mSys = HˆZ
Sys
ISys ,mSys  (2.84) 
E ISys ,mSys ISys ,mSys =!0 ISys ,mSys Iˆz,i
i=1
n
" ISys ,mSys  (2.85) 
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E =!
0
Iˆ
z,i
i=1
n
"  
E =!
0
m
i
i=1
n
" . (2.86) 
Since the azimuthal quantum number m varies between –I and +I in steps of 1, for an 
n-spin system the number of available spin eigenstates is (2I+1)
n
. This allows the 
existence of MQ transitions even for I = 1/2 nuclei. 
 
2.14 The dipolar coupling 
 
The dipolar coupling arises from the through-space interaction of nuclear magnetic 
moments.
32
 Classically, this coupling can be visualized as the interaction between 
pairs of bar magnets. Being a through-space mechanism, the dipolar coupling supplies 
information about both inter- and intra-molecular proximity. In the Cartesian 
representation the Hamiltonian associated with this interaction in its PAF is given by: 
 
Hˆ
D
= !2 Iˆ !DSˆ  
HˆD = !2 Iˆ x Iˆ y Iˆ z( )
Dxx
PAF
0 0
0 Dyy
PAF
0
0 0 Dzz
PAF
"
#
$
$
$
%
&
'
'
'
Sˆx
Sˆy
Sˆz
"
#
$
$
$
%
&
'
'
'
. (2.87) 
The  !D  tensor is traceless (Tr[ !D ] = 0) so there is no isotropic component. This means 
in the solution phase the rapid molecular tumbling averages this interaction to zero. 
 
!D  is also always axially symmetric, with its unique axis lying along the I-S vector. Its 
principal components are Dxx
PAF
= Dyy
PAF
= !dIS / 2  and Dzz
PAF
= d
IS
, with d
IS
 termed 
dipolar coupling constant and expressed by: 
 
d
IS
=
!µ
0
4!
1
r
3
"
I
"
S
. (2.88) 
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Figure 2.4 Effect of the dipolar coupling interaction on the Zeeman eigenstates. In (a) a 
heteronuclear couple of spins is considered. In (b) a homonuclear couple of spins is considered. In (c) a 
homonuclear system of M spins is considered. Only the transitions associated to one spin are shown in 
each case. 
 
Equation (2.88) shows the through-space dependence of Hˆ
D
 upon r
!3
. The dipolar 
interaction therefore can produce important spatial information about spins regardless 
of the presence of a chemical bond between them. For the case of a heteronuclear spin 
pair, the first-order averaged Hamiltonian is truncated to: 
Hˆ
D
Het
= !d
IS
3cos
2
" !1( ) Iˆ zSˆz . (2.89) 
For a I-S two-spin system, the Zeeman states are therefore affected by the dipolar 
coupling constant dIS by II ,mI ; IS ,mS IˆzSˆz I I ,mI ; IS ,mS = mImS . In the case of I = S 
= 1/2 nuclei, the |!!!, |!"!, |"!! and |""! states have energy-shift factors of +1/4, –
1/4, –1/4 and +1/4 respectively. In the homonuclear case the |!"! and |"!! states are 
degenerate and the truncated Hamiltonian is given by: 
HˆD
Hom
= !dIS 3cos
2" !1( ) Iˆ zSˆz !
1
2
Iˆ xSˆx + Iˆ ySˆy( )
#
$%
&
'(
. (2.90) 
The most important implication which results from the additional Iˆ
x
Sˆ
x
 and Iˆ ySˆy  terms 
is that the degenerate |!"! and |"!! product wavefunctions are not eigenfunctions of 
these operators.
33
 Eigenfunctions of the Iˆ
x
Sˆ
x
 and Iˆ ySˆy  operators for the two 
degenerate states have to be expressed as linear combinations of the |!"! and |"!! 
wavefunctions themselves. It is said that the homonuclear dipolar interaction mixes 
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the degenerate Zeeman states in the sense that different linear combinations of 
degenerate states result in new spin states which are no longer degenerate. When a 
multispin system is considered (common case for high abundant, large ! nuclei such 
as 
1
H) the number of degenerate states increases giving rise to an increased number of 
perturbed linearly-combined new states. This produces a range of new transitions 
which broaden the spectrum in a fashion which is proportional to the number of spins 
belonging to the network.
34
 This concept is depicted schematically in Figure 2.4. 
 
2.15 J coupling 
 
The J coupling is a mechanism through which the spin states of chemically-bonded 
nuclei interact with each other. This interaction is mediated by the bonding electrons 
via the hyperfine coupling between the nuclear and electron spins. The Hamiltonian 
of the J coupling interaction between the I-S spin couple is, in its Cartesian 
representation: 
 
Hˆ
J
= 2! Iˆ !JSˆ , (2.91) 
which in its PAF can be expressed by: 
Hˆ J = 2! Iˆ x Iˆ y Iˆ z( )
Jxx
PAF
0 0
0 Jyy
PAF
0
0 0 Jzz
PAF
"
#
$
$
$
%
&
'
'
'
Sˆx
Sˆy
Sˆz
"
#
$
$
$
%
&
'
'
'
. (2.92) 
The factor 2" is due to the historically well-established convention to quote J-
coupling values in units of Hz. The isotropic J coupling is the average of the principal 
components: 
 
Jiso =
1
3
Jxx
PAF
+ Jyy
PAF
+ Jzz
PAF( ) = Tr !J PAF!" #$ . (2.93) 
The anisotropy associated with the  !J  tensor is usually very small when compared 
with the other interactions considered in this chapter and thus rarely observed. In 
solution phase moreover, the rapid isotropic tumbling of molecules averages the J 
interaction to its isotropic value. It is convenient therefore introduce an isotropic J-
coupling Hamiltonian Hˆ
J
iso
= 2! JIˆSˆ .
35
 The J term appearing in this isotropic 
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formulation of the Hamiltonian is referred to as isotropic J-coupling or scalar 
coupling as it is no longer a tensor. It still evaluates, however, to the trace of  !J  as 
described in Equation (2.93). As it is a through-bond mechanism, the J coupling 
produces information about intra-molecular connectivity. When the J coupling is 
observed between nuclei separated by more than one bond (usually two or three 
bonds) different intra-molecular spin systems can be linked together allowing a full 
experimental assignment. 
 
2.16 The quadrupolar interaction 
 
Most of the naturally occurring nuclei posses a spin quantum number I > 1/2. These 
nuclei are termed quadrupolar because their nuclear charge is not symmetrically 
distributed.
36
 Such a non-spherical distribution of charges can be described as a series 
of multipoles: the quadrupole is the second-order correction to the monopole first-
term of the series. A quadrupolar nucleus has therefore an intrinsic electric 
quadrupolar moment which can interact with the electric field gradient (EFG) at the 
nucleus itself. The EFG is determined by the distribution of nuclei and electrons in the 
surrounding environment. A symmetric surrounding distribution of charges results in 
an EFG which is zero hence no interaction with the quadrupolar moment is possible. 
As the charge distribution around the quadrupolar nucleus becomes more asymmetric, 
the coupling between the electric quadrupolar moment and the EFG manifests itself. 
The Hamiltonian describing the quadrupolar interaction can be expressed as:
37
 
 
Hˆ
Q
=
eQ
2I 2I !1( )
Iˆ !VIˆ , (2.94) 
where  !V  is a traceless second-rank tensor describing the EFG experienced by the I 
spin. In its PAF the Hamiltonian takes the form of: 
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Figure 2.5 First- and second-order effect of the quadrupolar interaction on the Zeeman 
eigenstates. A spin I = 1/2 and I = 3/2 are considered in (a) and (b) respectively. Transitions not 
affected by the quadrupolar broadening to first-order are represented by red arrows. 
 
HˆQ =
eQ
2I 2I !1( )
Iˆ x Iˆ y Iˆ z( )
Vxx
PAF
0 0
0 Vyy
PAF
0
0 0 Vzz
PAF
"
#
$
$
$
%
&
'
'
'
Iˆ x
Iˆ y
Iˆ z
"
#
$
$
$
%
&
'
'
'
. (2.95) 
The quadrupolar interaction is commonly characterized by the parameters: 
CQ =
e
2
qQ
h
 ; !Q =
Vxx
PAF
"Vyy
PAF
Vzz
PAF
. (2.96) 
CQ and !Q are termed quadrupolar coupling constant and quadrupolar asymmetry 
respectively. The quadrupolar interaction is often very large and comparable to the 
Zeeman interaction. In this case, a further second term of the Magnus expansion is 
necessary to satisfyingly describe the perturbation of the energy levels of the spin 
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system. The first- and second-order terms of the truncated quadrupolar Hamiltonian 
are expressed by:
38,39
 
 
HˆQ
(1)
=
eQ
4I 2I !1( )!
Vzz
lab
3Iˆ z Iˆ z ! Iˆ " Iˆ( ) , (2.97) 
 
HˆQ
(2)
=
eQ
4I 2I !1( )!
"
#$
%
&'
2
1
2(
0
xz
lab2
V + yz
lab2
V( ) 4 Iˆ ) Iˆ ! 8 Iˆ z2 !1( )*+ ,-  
HˆQ
(1)
= !
1
4
xx
lab
V ! yylabV( )
2
+ xy
lab2
V
"
#$
%
&'
2 Iˆ ( Iˆ ! 2 Iˆ z
2 !1{ } Iˆ z
)
*
+
,
-
. . (2.98) 
It is worth nothing that the second-order term is inversely proportional to the Larmor 
frequency. This means the second order quadrupolar broadening becomes less 
important as the field strength increases. The perturbation of the Zeeman states for a I 
= 1 and I = 3/2 nuclei is shown in Figure 2.5. In the I = 1 case, the single quantum 
transitions are affected by the quadrupolar interaction whereas the double quantum 
transition is unaffected to first order. When second-order perturbation is considered, 
also the double quantum transition is affected by the quadrupolar interaction. In the I 
= 3/2 case, all single quantum transitions are affected to first order except the 
3 / 2,+1 / 2 ! 3 / 2,"1 / 2  which is termed central transition. The other two single-
quantum transitions are termed satellite transitions. The triple-quantum transition is 
also unaffected to first order. When the second-order perturbation is considered, all 
transitions result to be affected by the quadrupolar interaction.  
 
2.17 Detection 
 
An NMR spectrometer detects an oscillating voltage induced in a coil by the 
procession of the bulk magnetization around the z-axis. The geometry of this coil is 
such that only the x-component of the magnetization oscillating in the xy-plane can be 
detected. Since M
x
= µ
x! , µx = ! Iˆ x  and Iˆ x = Tr Iˆx!ˆ"# $% , omitting all constant 
factors the evolution of the magnetization of an acquired signal is: 
M
x
t( ) = Tr Iˆ
x
!ˆ t( )"# $% . (2.99) 
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If the signal has been generated by a 90y pulse, ! 0( ) = Iˆ x , so that: 
M
x
t( ) = Tr Iˆ
x
exp !i"tIˆ
z{ } Iˆ x exp i"tIˆ z{ }#$ %&  
M
x
t( ) = Tr Iˆx Iˆ x cos!t + Iˆ y sin!t( )"# $%  
M
x
t( ) = Tr Iˆx
2!
"
#
$cos%t + Tr Iˆx Iˆ y
!
"
#
$sin%t . (2.100) 
Considering that Iˆ
x
2
= Iˆ
x
Iˆ
x
=
1
4
1ˆ  and Iˆ
x
Iˆ
y
= ! Iˆ
y
Iˆ
x
=
i
2
Iˆ
z
,
40
 Equation (2.99) simplifies 
to: 
M
x
t( ) =
1
2
cos!t . (2.101) 
In order to discriminate ± ! frequencies (quadrature detection), the signal is split in 
two and separately mixed with two reference signals 90°-phase shifted one from the 
other so to obtain also the y component of the magnetization: 
M
y
t( ) =
1
2
cos !t +
"
2
#
$%
&
'(
=
1
2
sin!t . (2.102) 
The complex frequency-discriminated signal is constructed by assembling these two 
real components to give: 
M
xy
t( ) = Mx t( ) + iMy t( )  
M
xy
t( ) =
1
2
cos!t +
i
2
sin!t  
M
xy
t( ) = exp i!t{ } . (2.103) 
For computational simulations of NMR signal, quadrature detection can be achieved 
choosing the Iˆ
+
= Iˆ
x
+ iIˆ
y  raising operator for the evaluation of Equation (2.99) so as 
to directly yield the two orthogonal components required to construct Equation 
(2.103). 
 
2.18 Solution-phase NMR 
 
The orientation dependence of the dipolar and quadrupolar interactions is defined by a 
tensor which is traceless. This feature means that the tumbling motion of molecules in 
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a solution averages to zero these interactions on the NMR timescale. Therefore, in the 
Zeeman frame, the only internal Hamiltonians to be considered in solution-phase 
NMR are those for the chemical shielding and J coupling besides the external Hˆrf . 
Considering the cyclic commutations of the Iˆ
x
, Iˆ y  and Iˆ z  operators given in 
Equation (2.40), the evolution of the density matrix under the influence of the 
different Hamiltonians can be represented in the Zeeman frame in a compact arrow 
notation.
41
 As an example, for an on-resonance x-pulse, the Liouville-von Neumann 
equation would be: 
exp !i"1tIˆ x{ } Iˆ z exp i"1tIˆ x{ } = Iˆ z cos "1t( ) ! Iˆ y sin "1t( ) . (2.104) 
The corresponding arrow notation of this event is: 
Iˆ
z
!1t( )x
" #"" Iˆ
z
cos !
1
t( ) $ Iˆ y sin !1t( ) , (2.105) 
which, for a 
 
90
x
!  pulse becomes simply: 
 
Iˆ
z
90x
!
! "! # Iˆ
y . (2.106) 
If the offset evolution follows, then: 
! Iˆ
y
"t
# $# ! Iˆ
y
cos "t( ) + Iˆ x sin "t( ) . (2.107) 
If J coupling with another S spin is also present, the cyclic commutations of the 
product operators of the single-spin operators with the single-spin operators 
themselves allow to write: 
! Iˆ y cos "t( ) + Iˆ x sin "t( )
# JIS t
$ %$$ ! Iˆ y cos "t( )cos # JISt( )  
! Iˆ y cos "t( ) + Iˆ x sin "t( )
# JIS t
$ %$$ +2 Iˆ xSˆz cos "t( )sin # JISt( )  
! Iˆ y cos "t( ) + Iˆ x sin "t( )
# JIS t
$ %$$ + Iˆ x sin "t( )cos # JISt( )  
! Iˆ y cos "t( ) + Iˆ x sin "t( )
# JIS t
$ %$$ +2 Iˆ ySˆz sin "t( )sin # JISt( ) , (2.108) 
where the two factor carried by the product operators is a normalization factor. 
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2.19 Spin echoes 
 
Probably the most exploited unit block in NMR pulse sequences is the echo.
42
 An 
echo is formed when, after excitation, a 180º-pulse is applied in the middle of a time 
interval. The effect of such ! - " - ! pattern is to refocus the chemical shift and/or the 
J coupling evolutions depending on the spin system of the case. The state of 
magnetization of an IS spin couple after the first ! period is expressed by Equation 
(2.108). For a heteronuclear system, the following 180
y
I  pulse acting on the I spin 
determines: 
180y
I
! "!! # Iˆ y cos $%( )cos & JIS%( ) # 2 Iˆ xSˆz cos $%( )sin & JIS%( )  
180y
I
! "!! # Iˆ x sin $%( )cos & JIS%( ) + 2 Iˆ ySˆz sin $%( )sin & JIS%( ) . (2.109) 
The following offset evolution yields: 
!"
# $# % Iˆ y cos & JIS"( ) % 2 Iˆ xSˆz sin & JIS"( ) , (2.110) 
which reveals the refocusing of the chemical shift. Also the J modulation is removed 
in this ! period: 
! JIS"
# $## % Iˆ y cos
2
! JIS"( ) + 2 Iˆ xSˆz cos ! JIS"( )sin ! JIS"( )  
! JIS"
# $## +2 Iˆ xSˆz sin ! JIS"( )cos ! JIS"( ) % Iˆ y sin
2
! JIS"( )  
! JIS"
# $## = % Iˆ y . (2.111) 
Therefore, for a heteronuclear IS spin couple, a spin echo on either one of the two 
spins refocuses the offset evolution of the spin subject to the 180°-pulse as well as the 
J coupling to its heteronuclear counterpart. In the homonuclear case instead, both 
spins are subject to the excitation 90° and the refocusing 180° pulses. Following only 
the I spin, the 180° pulse affects the state represented by Equation (2.107) as: 
180y
IS
! "!! # Iˆ y cos $%( )cos & JIS%( ) + 2 Iˆ xSˆz cos $%( )sin & JIS%( )  
180y
IS
! "!! # Iˆ x sin $%( )cos & JIS%( ) # 2 Iˆ ySˆz sin $%( )sin & JIS%( ) . (2.112) 
The following offset evolution during the second ! delay yields, after simplification: 
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!"
# $# % Iˆ y cos & JIS"( ) + 2 Iˆ xSˆz sin & JIS"( ) . (2.113) 
The offset is therefore refocused. The J coupling modulation over the second ! period 
produces, after simplification: 
!"
# $# % Iˆ y cos 2& JIS"( ) + 2 Iˆ xSˆz sin 2& JIS"( ) . (2.114) 
Considering that also the S spin has been excited by the first 
 
90
x
!  pulse, the state of 
magnetization at the end of the echo is described by: 
!"
# $# % Iˆ y + Sˆy( )cos 2& JIS"( ) + 2 Iˆ xSˆz + Iˆ zSˆx( )sin 2& JIS"( ) . (2.115) 
Therefore, in the homonuclear case, only the offset is refocused whereas the J 
coupling has evolved at the "JIS frequency for a 2! period. The same result is 
produced in a heteronuclear case where both the I and S spins are subject to the 
 
180
y
!  
pulse. 
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Chapter 3  
 
Basic techniques in NMR 
 
 
3.1 Fourier Transform 
 
The signal expressed in Equation (2.103) represents an oscillating amplitude at 
frequency ! as function of time. If more than one frequency is modulating the signal, 
such a representation of the acquired data becomes more difficult to interpret. Rather 
than the amplitude as a function of time, the spectroscopist is interested in the 
frequency of oscillation ! only. A much more useful representation of the acquired 
data would be to display the amplitude of the signal as function of the frequency. This 
is achieved through the Fourier Transform (FT)
43-45
 of Equation (2.103). The FT 
transforms Equation (2.103) from the time domain to the corresponding reciprocal 
frequency domain. For an hypothetical signal S(t) defined over the ±! time domain, 
the corresponding S(") frequency-domain FT is: 
 S !( ) = S t( )exp "i!t{ }
"#
+#
$ dt . (3.1) 
Considering relaxation processes that damp the signal by exp !Rt{ }  and that S(t) is 
defined only over the 0 ! +! time domain, the FT can be expressed as: 
 S !( ) = exp i "#!( ) # R$% &' t{ }
0
+(
) dt . (3.2) 
The resulting spectrum S(")  is the sum of a real absorptive and imaginary dispersive 
terms A(") and D(") respectively: 
S !( ) =
R
R
2
+ "#!( )
2
+ i
# " #!( )
R
2
+ "#!( )
2
 
S !( ) = A !( ) + iD !( ) . (3.3) 
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Figure 3.1 The free-induction decay (FID) is shown in (a). Upon FT of this time-domain 
complex signal an absorptive and dispersive frequency-domain signal are produced as shown in (b) and 
(c) respectively. 
 
 
 
 
 
Figure 3.2 General pulse sequence for a two-dimensional NMR experiment. The signal is 
acquired in t2 and, upon FT, the corresponding F2 frequency-dimension is termed direct dimension. In a 
2D experiment, the t2-acquired signal is also modulated in t1 and, upon FT, the corresponding F1 
frequency-dimension is termed indirect dimension. 
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The only absorptive term is commonly displayed in routine NMR experiments. A 
depiction of the FT procedure is shown in Figure 2.1. 
 
3.2 2D NMR 
 
In two-dimensional (2D) NMR experiments,
46
 the second frequency dimension most 
commonly derives from the FT of a second time variable. This is accomplished with 
the generic experimental scheme shown in Figure 3.2. A series of experiments is 
recorded with a progressive increase of the time t1. The series of t2 data points are 
therefore also modulated in the t1 dimension. This modulation can be either with 
respect to the amplitude or the phase of the signal depending upon how the 
experiment is performed. 
 
3.2.1 Phase-modulated 2D data set 
 
A t1 phase-modulated data set has the form:
47
 
S t1,t2( ) = exp !i"1t1{ }exp !R1t1{ }exp i"2t2{ }exp !R2t2{ } , (3.4) 
which, after FT in the t2 dimension, becomes: 
S t1,!2( ) = exp "i#1t1{ }exp "R1t1{ } A !2( ) + iD !2( )$% &' . (3.5) 
The subsequent FT in t1 generates: 
S !
1
,!
2( ) = A "!1( ) + iD "!1( )#$ %& A !2( ) + iD !2( )#$ %& . (3.6) 
In a more compact notation L
d
± , with L being either the A or D parts, the index d being 
either the 1- or 2-dimension and the apex ± for either the + or ! frequency 
modulation, Equation (3.6) becomes: 
S !
1
,!
2( ) = A1
"
A
2
+
+ A
1
"
iD
2
+
+ iD
1
"
A
2
+
" D
1
"
D
2
+  
S !
1
,!
2( ) = A1
"
A
2
+ " D
1
"
D
2
+
+ i A
1
"
D
2
+
+ D
1
"
A
2
+#$ %& . (3.7) 
Frequency discrimination is achieved in t1. However, both the real and imaginary 
parts of the 2D spectrum contain both absorptive and dispersive components resulting 
in undesirable phase-twisted lineshapes which can easily clutter the spectral 
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Figure 3.3 Contour plot and perspective views of a pure absorptive 2D lineshape are shown in 
(a) and (b) respectively. Contour plot and perspective views of a phase-twisted 2D lineshape are shown 
in (c) and (d) respectively. The Mathematica software
48
 was used to generate these images. 
 
interpretation. This problem can be solved performing the experiment in such a way 
as to obtain a signal for which FT can be performed over the whole the ±! time 
domain. This can be achieved with the acquisition of a whole echo, for which a 
complex FT of a function whose real and imaginary parts are respectively symmetric 
and antisymmetric about t = 0 yields a spectrum whose real part is purely absorptive 
and whose imaginary part is zero. Such t1 phase-modulated dataset yields the desired 
pure absorptive-lineshapes spectrum S !
1
,!
2( ) = A1
"
A
2
+ . Pure-absorptive and phase-
twisted 2D lineshapes are depicted in Figure 3.3. 
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3.2.2 Amplitude-modulated 2D data set 
 
Ignoring relaxation, a t1 amplitude-modulated data set has the form:
47
 
S t1,t2( ) = exp !i"1t1{ } + exp i"1t1{ }#$ %&exp i"2t2{ } . (3.8) 
After FT in the t2 dimension: 
S t1,!2( ) = exp "i#1t1{ } + exp i#1t1{ }$% &' A2
+
+ iD2
+$% &' . (3.9) 
The subsequent hypercomplex FT in t1 (discarding the iD2
+  term) produces: 
S !
1
,!
2( ) = A1
"
+ iD
1
"
+ A
1
+
+ iD
1
+#$ %&A2
+
 
S !
1
,!
2( ) = A1
+
+ A
1
"( )A2
+
+ i D
1
+
+ D
1
"( )A2
+#
$
%
& . (3.10) 
The real part of the spectrum is pure absorptive but there is no frequency 
discrimination in t1. In order to achieve frequency discrimination in the indirect 
dimension, a quadrature detection method for the indirect dimension is required. The 
most commonly used procedures are the States
49
 and TPPI
50
 methods. The States 
method exploits the fact that the amplitude modulation of the t1 dimension of the 2D 
data set can be rewritten as a cosine modulation:
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exp !i"1t1{ } + exp i"1t1{ } = 2cos"1t1 . (3.11) 
By applying a 90° phase shift to one pulse or a group of pulses prior to the t1 
evolution, the t1 modulation becomes: 
exp !i
"
2
#
$
%
&
'
(
exp !i)1t1{ } + exp i
"
2
#
$
%
&
'
(
exp i)1t1{ } = 2i sin)1t1 . (3.12) 
FT in t2 of these two separate data sets yields: 
S
cos
t
1
,!
2( ) = 2cos"1t1 A2
+
+ iD
2
+#$ %&  (3.13) 
S
sin
t
1
,!
2( ) = 2i sin"1t1 A2
+
+ iD
2
+#$ %& . (3.14) 
By taking the real parts of the two data sets and discarding the dispersive parts, a new 
complex data set can be formed: 
S
States
t
1
,!
2( ) = Re Scos t1,!2( )"# $% + iRe Ssin t1,!2( )"# $%  
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S
States
t
1
,!
2( ) = 2cos "1t1( )A2
+
# 2i sin "
1
t
1( )A2
+  
S
States
t1,!2( ) = exp "i#1t1{ }2A2
+ . (3.15) 
The subsequent FT in t1 yields: 
S
States
!
1
,!
2( ) = A1
"
+ iD
1
"( )2A2
+
 
S
States
!
1
,!
2( ) = 2 A2
+
A
1
"
+ iA
2
+
D
1
"( ) , (3.16) 
where the pure absorptive real part has frequency discrimination. The TPPI 
quadrature detection method for the indirect dimension involves incrementing the 
phase of a pulse of the sequence by !/2 in concert with the t1 increment. The 
S
cos
t
1
,t
2( )  and Ssin t1,t2( )  terms can be generally indicated as:
47
 
S !,t1;t2( ) = cos "1t1 + !( )exp i"2t2{ } , (3.17) 
where the cosine modulation is obtained for ! = 0 and the sine modulation is given for 
! = !/2. If the ! phase increment is proportional to the t1 increment then ! = "ct1  such 
that: 
S t1,t2( ) = cos !1 +!c( )t1"# $%exp i!2t2{ } . (3.18) 
The outcome of this procedure is, therefore, to add a constant offset !
c
 to all the 
resonances such that all the offsets are positive. To avoid aliasing of resonances the 
indirect dimension spectral width is doubled (the increment of t1 is halved). The 
signal given by Equation (3.18) can be written as: 
S t1,t2( ) = exp !i "1 +"c( )t1{ } + exp i "1 +"c( )t1{ }#$ %&exp i"2t2{ } . (3.20) 
After FT in t2: 
S t1,!2( ) = exp "i #1 +#c( )t1{ } + exp i #1 +#c( )t1{ }$% &'A2
+
. (3.21) 
Having ensured that all the offsets are positive, FT only of the positive frequency 
domain can be performed (cos-FT) and, discarding the negative domain, yields: 
S !
1
,!
2( ) = A1
+
+ iD
1
+( )A2
+
 
S !
1
,!
2( ) = A2
+
A
1
+
+ iA
2
+
D
1
+ , (3.22) 
where the pure absorptive real part of the spectrum has frequency discrimination. 
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3.3 Phase cycling 
 
Radiofrequency pulses generate coherences in an ensemble of spins. NMR 
experiments consist of a series of rf pulses applied between time intervals. Therefore 
it is possible to associate a coherence transfer pathway (CTP)
51, 52
 with an NMR 
experiment. Generally, different CTPs can contribute to the detected signal. Phase 
cycling is a procedure which ensures only the desired CPT adds constructively in the 
signal whereas unwanted CPTs destructively interfere so to cancel out. This is 
achieved repeating the experiment several times with a defined variation of the pulse 
phases.  
 
3.3.1 Nested phase cycling 
 
For a general pulse sequence shown in Figure 3.4, the complex signal at the beginning 
of acquisition depends on the overall phases !
1
,!
2
,...,!
n"1,!n{ } . If the desired CTP 
is p
0
= 0, p
1,2
, p
2,3
,..., p
n!1,n
,!1{ } , the signal associated with this pathway is related to 
that with all !
i
= !
rec
= 0  by: 
sp t;!1,!2 ,...,!n"1,!n( ) = Sp t;0,0,...( )exp "i# p( ){ } , (3.23) 
where, defining !p
i
0
= p
i,i+1
" p
i"1,i
, 
! p( ) = "
1
#p
1
0
+ "
2
#p
2
0
+ ...+ "
n$1#pn$1
0
+ "
n
#p
n
0
+ "
rec
. (3.24) 
 
 
 
Figure 3.4 Sequence of n pulses for a generic NMR experiment. In order for a desired CTP to be 
selected, n –1 pulses need to be phase cycled. This is due to the fact that the only detectable coherence 
order p = –1 is invariably detected after the n-th pulse. 
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Equations (3.23) and (3.24) state that when a pulse phase is shifted by !
i
, the 
coherence undergoing a change of order !p
i
0 , induced by that pulse, experiences a 
!"
i
#p
i
0  phase shift.
53
 This is often referred to as the first rule of phase cycling. If the 
phases !
i
 are cycled in a series of N steps, with m being the step counter, then: 
N
!1 exp !i" m( ) p( ){ } =
1 if p #  CTP
0 otherwise  
$
%
&
'
(
)m=0
N !1
* . (3.25) 
Constructive interference is ensured by adjusting the !
rec
 such that: 
!
m( )
p( ) = 0
, (3.26)
 
when p ! CTP for all the m-th steps. Each i-th pulse is phase cycled independently 
and each i-th phase cycle is then nested together with all the others to have, for n 
pulses, N = N
i
i=1
n
! . Expressing the i-th pulse phase as !i =
2"k
i
m( )
N
i
, Equation (3.24) 
becomes: 
!rec
m( )
= "
2#k
1
m( )
N
1
$p
1
0 "
2#k
2
m( )
N
2
$p
2
0 " ..."
2#kn
m( )
Nm
$pn
0 . (3.27) 
If a general !p
i
 is considered at each i-th pulse, Equation (3.25) becomes: 
N
!1 exp
!i2"ki #pi ! #pi
0( )
Ni
$
%
&
'&
(
)
&
*&
=
1 if p +  CTP
0 otherwise  
$
%
'
(
)
*ki =0
Ni !1
,
i=1
n
, . (3.28) 
If the general !p
i
 matches the desired !p
i
0  then Equation (3.28) evaluates to 1, 
ensuring the correct CTP has been selected. However, if the unwanted i-th coherence 
change is !p
i
= !p
i
0
+ Z
i
N
i
 with  Z !! , Equation (3.28) becomes: 
N
!1
exp
!i2"k
i
Z
i
N
i
#
$
%
&
'
(
= 1
ki =0
Ni !1
)
i=1
n
) , (3.29) 
which still evaluates to 1 whatever the integer Zi. This means that, besides !pi
0 , the i-
th pulse also selects all !p
i
 which differ from !p
i
0  by multiples of Ni.
53
 The desired 
set of CTPs can be therefore selected by choice of the suitable Ni value for each i-th 
pulse. This is often referred to as the second rule of phase cycling.  
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3.3.2 Cogwheel phase cycling 
 
An alternative approach for phase cycling has been introduced recently and is referred 
to as cogwheel phase cycling.
54, 55
 Rather than incrementing the phases of pulses 
independently and then nesting together the independent phase cycles, in cogwheel 
phase cycling all the pulses (or blocks of pulses) are phase-incremented 
simultaneously at a defined ratio of angular velocities. The phase of the i-th pulse !i at 
the m-th increment may be written as: 
!
i
m( )
=
2"#
i
N
m , (3.30) 
so that when a complete cycle of N increments is completed the i-th phase has 
completed "i full revolutions. Here, "i is termed winding number. For the desired CTP 
p
0
= 0, p
1,2
, p
2,3
,..., p
n!1,n
,!1{ }  Equation (3.24) becomes: 
! p( ) =
2"m
N
#
1
$p
1
0
+ #
2
$p
2
0
+ ...+ #
n%1
$p
n%1
0
+ #
n
$p
n
0
+ #
rec( ) . (3.31) 
Defining !"
i
= "
i+1
#"
i
, the receiver winding number "rec becomes: 
!
rec
= " #!
i
i=1
n"1
$ #pi
0
. (2.32) 
For a general !p
i
 change of coherence for the i-th pulse, Equation (3.28) becomes: 
N
!1 exp
!i2"m#$
i
#p
i
! #p
i
0( )
N
i
%
&
'
('
)
*
'
+'
=
1 if p ,  CTP
0 otherwise  
%
&
(
)
*
+m=0
Nm !1
-
i=1
n
- . (3.33) 
The desired cogwheel phase cycle scheme can be found by numerical search for 
combinations of N and all the !"i which satisfy !" i !pi # !pi
0( ) = ZN  for all the 
desired CTPs and not to satisfy the same equality for all the unwanted CTPs. 
 
3.4 Pulse field gradients 
 
Pulse field gradients (PFGs) are nowadays commonly implemented in solution-phase 
NMR experiments as a faster tool than phase cycling to select a desired CTP.
56, 57 
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PFGs are achieved via a further coil geometrically arranged in proximity of the 
sample so to produce an additional magnetic field G along the z-axis of the main field 
B0. During a PFG therefore, the total magnetic field along the z-axis is:
52
 
B
z
= B
0
+Gz . (3.34) 
The gradient coil is spatially arranged so that no field G is produced in the middle of 
the sample, i.e., at z = 0. The field G can be inverted simply inverting the flow of 
current passing through the gradient coil. By multiplying all the terms of Equation 
(3.34) by the gyromagnetic ratio, it can be seen that the Larmor frequency 
experienced by the spins in the sample is a linear function of the z coordinate: 
! z( ) =!
0
" #Gz . (3.35) 
Equation (2.36) shows that during a PFG, the spins at the centre of the sample still 
process at the Larmor frequency whereas the frequency of procession linearly either 
increases or decreases for spins on the negative or positive z-axis depending on the 
direction of the gradient. The spatially-dependent part of Equation (3.35) is the !"Gz  
term only. A spatially-dependent frequency of procession offset can be defined as: 
 ! z( ) =" z( ) #"
0
= #$Gz . (3.36) 
A coherence of order p present in the system during a PFG of t time length 
experiences a spatially-dependent phase shift which is proportional to the coherence 
order itself. This can be expressed in terms of density matrix elements as: 
! p( )
" z( )tIˆz# $## exp ip" z( )t{ }! p( ) = exp %ip&Gzt{ }! p( ) . (3.37) 
It is worth noting that the sign of the evolution is physically determined by the 
direction of the flow of current in the gradient coil so both the sine and cosine 
components of the evolution are imposed by the PFG. Equation (3.37) shows that the 
spatially-dependent phase shift of a coherence of order p can be generally expressed 
as: 
! z( ) = "ip#Gzt . (3.38) 
The effect a PFG has on a coherence expressed by Equation (3.38) can be exploited 
for an alternative way of selecting coherence orders in NMR pulse sequences. Rather 
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than phase cycling a pulse to select a particular CTP as reported in Section 3.3, two 
PFG on both sides of the pulse can be used to achieve the selection in a single 
experiment. The first gradient imposes a phase shift to all the eventually present 
coherences. All the coherences are said to be dephased by the first PFG. The pulse 
then transfers these coherences. Since, as expressed in Equation (3.37), the phase shift 
acquired by the coherences is proportional to their order, the second field gradient can 
be chosen so to refocus only one particular coherence. For a generic p
1
! p
2
 CTP, 
the phase shifts due to the two PFGs are: 
!
1
z( ) = "ip
1
#G
1
zt
1
, !
2
z( ) = "ip
2
#G
2
zt
2
. (3.39) 
In order to achieve the desired coherence transfer, the total spatial dependence must 
be zero: 
!ip
1
"G
1
zt
1
! ip
2
"G
2
zt
2
= 0 , (3.40) 
which can be rearranged to: 
G
1
t
1
G
2
t
2
= !
p
2
p
1
. (3.41) 
Equation (3.41) shows that choosing either the strength or the length of the PFGs 
allows the refocusing and therefore the selection, of the only desired CTP.  
 
3.5 Magic-angle spinning 
 
In the solution phase, the anisotropic components of the interactions described in 
Chapter 2 are averaged to zero by the fast tumbling of molecules on the NMR 
timescale (typically s in the solution phase). This means that, during the acquisition of 
the NMR signal, the molecules change their orientation with a frequency which is 
higher than the magnitude in Hz of the anisotropic interactions themselves. As result, 
isotropic, narrow peaks are routinely acquired. Up to about twenty years ago it was 
still common practice to spin liquid samples at 20 Hz. This spinning rate was high 
enough to get a further narrowing of the linewidths to even less than 1 Hz. Spinning 
sidebands at ±20 Hz were related to the tube imperfections or poor xy-coils shimming. 
With the improvement of technology in the past two decades however, the 
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Figure 3.5 Simulated effect of different crystallite orientation on the chemical shift of a single 
nuclear site with !iso, !CS and "CS of 175 ppm, 100 ppm and 0.5 respectively. The SIMPSON program 
was used and the number of orientations evenly distributed with the REPULSION scheme was 10, 20, 
30, 66, 256 and 2000 from (a) to (f). A line broadening of 300 Hz was applied to the simulated FIDs. 
 
intrinsic homogeneity of the field generated by the magnet (and further corrected by 
shim coils) has made the spinning unnecessary for liquid samples. Furthermore, the 
advent of PFG technology for coherence selection has made the spinning procedure 
deleterious: the vortex induced in the liquid by the spinning does not ensure constant 
gradients across the sample. This is because the ideal slices of sample through which 
the gradient must be constant, mix up in the vortex and a molecule belonging to one 
ideal slice with a determined gradient field diffuses to another slice with another 
determined gradient field. When gradients are applied to refocus the selected 
coherence, the signal associated to that molecule experiences a dephasing since it is 
not subject to the correct refocusing gradient. In the solid state in contrast, spinning 
the sample is an extremely useful and necessary technique. Neglecting thermal 
vibrations, in most cases nuclei in the solid state can be thought of as static on the 
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NMR timescale (typically ms in the solid state). This means the orientation 
dependence of the interactions is retained in the acquired signal. Dealing with powder 
samples, every possible interaction-tensor orientation is present. Each of these 
different orientations has associated a different Zeeman transition frequency. As a 
result, rather than a single resonance frequency, a given nuclear site is represented in 
the solid-state NMR spectrum by what is referred to as a powder pattern, i.e., a 
characteristic lineshape due to the sum of all the resonances related to each different 
crystal orientation. The signal resulting from a sample with uniformly distributed 
orientation of crystallites ! = (!,",# ) is: 
S t( ) = S t;!( )
1
8" 2
d# sin$d$ d%
0
2"
&
0
"
&
0
2"
&
'
(
)
*
+
, . (3.42) 
The effect of the orientation dependence of the CS interaction of a single nuclear site 
in a solid powdered sample is shown in Figure 3.5. Moreover, when distinct sites are 
present, considerable overlap of these different patterns may occur therefore 
dramatically hindering precious information on the chemical system under study. In 
order to obtain high-resolution spectra, it is necessary to average out the anisotropic 
orientation dependence of the internal nuclear spin interactions described in the 
previous chapter. Most of these interactions have their anisotropic component 
showing a dependence on the 3cos
2
" #1 factor.
4, 58
 Spinning at an angle with respect 
to the magnetic field which nullifies this factor averages out the anisotropic parts of 
the interactions. The angle commonly used, corresponding to the body-diagonal of the 
cube tan!1 2 , is 54.74° and it is referred to as magic angle.
5-7
 Spinning a sample at 
this angle mechanically mimics the fast motion which molecules undergo in solution. 
Indeed magic-angle spinning (MAS) NMR achieved a resolution power which is 
comparable to that routinely obtained in the liquid state. Chemical shift anisotropy, 
heteronuclear dipolar coupling and first-order quadrupolar broadening can be 
efficiently removed from the spectra by means of this technique.
4
 In order to average 
out the anisotropic components of the internal spin interactions a spinning rate higher 
than the magnitude in Hz of the interactions themselves is required. On nowadays 
NMR spectrometers, for studies of strongly homonuclear dipolar-coupled systems, it 
is possible to achieve stable spinning speeds up to $70 kHz.
59
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3.6 Spinning sidebands 
 
The tensors describing the orientation dependence of the anisotropic interactions are 
defined by the geometrical structure of the chemical system in the PAF (P). The 
signal is acquired in the laboratory frame (L) and, therefore, rotations of frames or 
tensors are required to relate the result of an NMR experiment to the nuclear system 
investigated. Since in solid-state NMR the sample is packed in a rotor at the magic 
angle with respect to the magnetic field, a further rotation to the rotor frame (R) is 
required. Considering the chemical shielding interaction: 
! Lab = Rˆ"1 #
r
t,$
RL
,0( )! RRˆ # rt,$RL ,0( ) , (3.43) 
where !r is the spinning speed and !rt is the initial phase of the rotor. The third angle 
is zero since the rotor is aligned along the z-axis of the rotor frame i.e., at the magic 
angle. The further rotation required is: 
! R = Rˆ"1 #
PR
,$
PR
,%
PR( )!
PAF
Rˆ #
PR
,$
PR
,%
PR( ) . (3.44) 
Equation (2.80) in Chapter 2 shows that the contribution to the frequency of the 
observed NMR signal for the chemical shielding interaction is !
CS
= " B
0
#
zz
Lab . The 
relevant element of the CS tensor is therefore !
zz
Lab  which, via the frame 
transformation reported in Equation (3.43), can be expressed in the PAF as:
60, 61
 
!
zz
Lab
t( ) = ! iso +
1
2
3cos
2 "
RL
#1( ) ! zz
Lab # !
iso( ) + c1 cos $ rt + % PR( )&' ()  
!
zz
Lab
t( ) = +c
2
cos 2"
r
t + 2#
PR( ) + s1 sin " rt + # PR( )$% &'  
!
zz
Lab
t( ) = +s
2
sin 2"
r
t + 2#
PR( )$% &' , (3.45) 
where 
c
1
= sin 2!
RL( ) "
3
4
#
CS
sin 2!
PR( ) 1+
1
3
$
CS
cos 2%
PR( )
&
'(
)
*+
,
-
.
/
0
1  (3.46) 
c
2
= sin
2 !
RL( )
3
4
"
CS
sin
2
2!
PR( ) #
1
3
$
CS
cos 2%
PR( ) 1+ cos
2%
PR( )
&
'(
)
*+
 (3.47) 
s
1
=
1
2
sin 2!
RL( ) "CS#CS sin 2$PR( )sin !PR( )%& '(  (3.48) 
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s
2
=
1
2
sin
2 !
RL( ) "CS#CS sin 2$PR( )cos !PR( )%& '( . (3.49) 
Considering only the chemical shielding interaction, the rotating-frame Hamiltonian 
can be expressed as: 
Hˆ
CS
t;!
PR( ) ="CS t;!PR( ) Iˆ z , (3.50) 
where time and crystallite orientation dependence have been included. Through the 
!
zz
Lab  term, !
CS
t;"
PR( )  is related to the PAF via: 
!
CS
t;"
PR( ) =! iso + #! "PR( ) + C1 cos ! rt + $ PR( ) + C2 cos 2! rt + 2$ PR( )%& '(  
!
CS
t;"
PR( ) = +S1 sin ! rt + # PR( ) + S2 sin 2! rt + 2# PR( )$% &' , (3.51) 
 
 
 
Figure 3.5 Simulations of the effect of magic angle spinning on a CSA powder pattern with !iso, 
!CS and "CS of 175 ppm, 100 ppm and 0.5 respectively. The static spectrum is shown in (a). The 
spinning speed is 0.5, 1.0, 2.0, 3.0, 5.0 and 10.0 kHz in (b), (c), (d), (e) and (f) respectively. 
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where 
C
1
= !"
0
c
1
 ; C
2
= !"
0
c
2
 ; S
1
= !"
0
s
1
, S
2
= !"
0
s
2
 
! iso =!0 1" # iso( ) "! ref  
!" #
PR( ) = $
1
2
"
0
3cos
2 %
RL
$1( ) & zz
R $ &
iso( ) . (3.52) 
The first term is isotropic being orientation independent, whereas the second and third 
terms are anisotropic and modulated at frequencies !r and 2!r. Upon FT the signal for 
the crystallite "PR is represented by a series of peaks at multiples of the !r spinning 
speed and centered at the isotropic frequency. This effect is shown in Figure 3.5. 
These series of peaks are commonly referred to as spinning sidebands. The intensities 
of the spinning sidebands decreases as the spinning speed is increased and, if high 
enough spinning rate is used, only the isotropic peak is observed. The !" #
PR( )  term 
of Equation (3.51) is not modulated by the spinning speed and results in a shift in 
frequency of all the peaks. Its orientation dependence is related to 3cos
2
! "1 which 
can be nullified by setting #RL to the magic angle.  
 
3.7 Heteronuclear decoupling 
 
The most useful nucleus to probe the structure of organic material is probably
 13
C. 
Being a low-abundant isotope (1.1%), homonuclear dipolar coupling can be sensibly 
neglected. However, the highly-abundant 
1
H, which with carbon commonly constitute 
the main framework of organic systems, provides an important source of 
heteronuclear dipolar coupling to 
13
C. This interaction broadens the carbon 
resonances thus compromising both resolution and signal-to-noise (S/N) of the 
acquired spectra. In order to remove this interaction, decoupling of the abundant 
nucleus is commonly applied during acquisition.
4,58
 The simplest decoupling 
technique applies continuous irradiation with an rf pulse at constant phase and power. 
This is referred to as continuous wave (CW) decoupling. As I is the low abundant 
nucleus and S that with high abundance, neglecting offsets, homonuclear interactions 
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and MAS modulations, the Hamiltonian in the Zeeman frame during decoupling of S 
with an x-phase pulse is: 
Hˆ = HˆD
IS
+ Hˆrf
S
 
Hˆ = d
IS
3cos
2
! "1( ) Iˆ zSˆz +#1
S
Sˆ
x
. (3.53) 
In an interaction frame rotating at !
1
S , the Hamiltonian becomes: 
Hˆ
!
t( ) = dIS 3cos
2" #1( ) Iˆ z Sˆx cos $1
S
t( ) + Sˆy sin $1
S
t( )%& '( . (3.54) 
Hˆ
!
t( )  is therefore time modulated with a period of 2! /"
1
S . Integration over this 
period yields a first-order term of the AHT which averages to zero: 
H = Hˆ
!
t( )dt = 0
0
2" /#1
S
$ , (3.55) 
thus showing that decoupling can remove heteronuclear dipolar interactions. It is 
found experimentally that increasing the rf strength of the decoupling irradiation 
removes more efficiently the heteronuclear dipolar interaction. This feature 
unfortunately cannot be fully exploited given the limitation of time the hardware can 
afford a given power. Another practical limitation is that the efficiency of the 
decoupling often decreases with the increase of the MAS rate.
4, 62
 Since high spinning 
speed is desirable as a tool to remove anisotropic interactions, a compromise between 
spinning speed and decoupling efficiency must be achieved. Other more efficient 
decoupling techniques are available. The continuous irradiation is divided in a series 
of short pulses that can be subject to phase modulation. Amongst them, two of the 
most common are TPPM
63
 and SPINAL.
64
 
 
3.7.1 TPPM 
 
The acronym TPPM
63
 stands for Two Pulse Phase Modulation. This technique 
involves the application of pulses of length !p alternating between two phases 
separated by an angle ". Experimental optimization often shows the optimal flip angle 
to be slightly shorter than a # pulse (~165°) with a small modulation angle of 20°.
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Figure 3.6 TPPM and SPINAL heteronuclear decoupling pulse schemes are shown in (a) and (b) 
respectively. Both decoupling techniques employ a concatenation of the P and Q 8-pulse units. 
 
Indicating the two pulses as P = 165,10( )  and P = 165,!10( ) , TPPM can be written 
as PP!" #$n . This decoupling methodology is depicted in Figure 3.6 (a). 
 
3.7.2 SPINAL 
 
Another widely used heteronuclear decoupling technique is called Small Phase 
Incremental Alternation (SPINAL).
64
 It basically derives from an extension of the 
TPPM phase modulation as it uses the same 165° pulses of length !p. The phase 
modulation is achieved over two eight-pulse elements: 
Q = 165, !10,10,!15,15,!20,20,!15,15( )( )  (3.56) 
Q = 165, 10,!10,15,!15,20,!20,15,!15( )( ) . (3.57) 
These basic elements can then be combined in supercycles to obtain SPINAL-16 as 
QQ!" #$n , SPINAL-32 as QQQQ!" #$n and SPINAL-64 as QQQQQQQQ!" #$n .
65
 This 
decoupling methodology is depicted in Figure 3.6 (b). 
 
3.8 Homonuclear decoupling 
 
The relatively higher complexity of the homonuclear dipolar Hamiltonian results in a 
more fancy homonuclear decoupling techniques than those used for heteronuclear 
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decoupling.
4, 58
 The problem of decoupling and acquiring at the same time has been 
approached by windowed techniques.
66
 Two main families of homonuclear windowed 
decoupling schemes are currently widely used: the Lee-Goldburg (LG)
67
 and the 
DUMBO (Decoupling Using Mind-Boggling Optimization)
66, 68
 techniques. The 
former exploits offset effects of the decoupling pulses, whereas the latter is based 
upon their phase modulation. Only LG decoupling has been used in the studies 
presented in this thesis. 
 
3.8.1 Lee-Goldburg decoupling 
 
The offset ! ="
0
#"
1
 is created when a pulse, with field strength !1, is applied off 
resonance. As for the definition of Larmor frequency !
0
= "# B
0
, the concept of 
reduced field !B = "# / $  can be introduced.4, 45, 69  In a frame of reference rotating 
at !1, the static field B0 is reduced to !B. As shown in Figure 2.7, the vectorial sum of 
!B and B1 is called the effective field Beff = B1
2
+ !B( )
2
. It is around this effective 
field that the magnetization precesses in the !1 toggling frame. If the pulse is on 
resonance (" = 0) then, in the !1 = !0 rotating frame the only magnetic field present 
is B1. The Lee-Goldburg technique involves continuously applying 2" pulses at an 
offset such that Beff is at the magic angle. During each of these pulses the 
magnetization therefore precesses by one turn around the effective field at the magic
 
 
Figure 3.7 Effective field Beff in the rotating frame. When the pulse-field B1 is not on resonance, 
a reduced field !B is created. The vectorial sum of these two fields yields Beff. 
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angle. This can be viewed as an analog of the MAS technique acting on the spin part 
of system. The Hamiltonian in the Zeeman frame for a I and S homonuclear spin 
couple during LG decoupling with an x-pulse at an ! offset is: 
HˆTot = Hˆ!rf
IS
+ HˆD
IS
 
HˆTot =!1 Iˆ x + Sˆx( )cos"t + Iˆ y + Sˆy( )sin"t#$ %& ' dIS 3cos
2( '1( )  
HˆTot = ! Iˆ zSˆz "
1
2
Iˆ xSˆx + Iˆ ySˆy( )
#
$%
&
'(
. (3.58) 
Lee and Goldburg showed that, when the offset ! is such that the effective field is at 
the magic angle, the pulse-related term of the total Hamiltonian cancels the dipolar 
term, i.e., Hˆ
!rf
IS
= "HˆD
IS
. The effect of homonuclear dipolar coupling is, therefore, 
removed by the spin system through the manipulation of the magnetization via rf 
pulses. LG homonuclear decoupling is often implemented in a frequency-switched 
LG (FSLG)
70, 71
 scheme. In this case the offset of the 2! pulses is constantly 
alternated between ±!. 
 
3.9 Cross polarization 
 
A commonly employed solid-state NMR technique for the acquisition of spectra of 
low abundant nuclei such as 
13
C and 
15
N is cross polarization (CP).
72
 CP exploits the 
transfer of magnetization from a high abundant nucleus to the low abundant nucleus 
of interest. This transfer is mediated by a dipolar coupling interaction between the two 
nuclei. This means CP can also provide useful structural information through spectral 
editing. Due to lack of strong homonuclear dipolar interaction, the relaxation times of 
low abundant nuclei are often very long. As the magnetization to be transferred is 
initially generated on the abundant nuclei (with usually much shorter relaxation times) 
CP also grants a means for faster acquisition of signal of otherwise troublesome 
nuclei. The pulse scheme which illustrates the CP methodology is shown in Figure 
2.8. Magnetization is generated on the abundant spin and subsequently spin-locked 
(on the x-axis is Figure 2.8). Simultaneously with this I spin-locking, a pulse is 
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applied on the S spin. During this two-pulse period, which is referred to as contact 
time, the I-spin magnetization is transferred to the S spin. In order to get insight into 
this process, it is convenient to express the total Hamiltonian in a doubly rotating 
frame at the two Larmor frequencies !
0
I  and !
0
S . This is achieved with the rotation 
operator Rˆ
!1
= exp !i"0
I
Iˆ
z
t{ }exp !i"0SSˆzt{ } . During the contact x-pulses, the total 
Hamiltonian in a doubly rotating frame is: 
HˆTot = Hˆrf
I
+ Hˆrf
S
+ HˆD
IS
 
Hˆ
Tot
=!
1
I
Iˆ
x
+!
1
S
Sˆ
x
" C
D
IS
Iˆ
z
Sˆ
z
. (3.59) 
A further rotation into a doubly toggling frame rotating at the pulse frequencies !
1
I  
and !
1
S  removes the pulse terms from the Hamiltonian. This is achieved with the 
rotation operator Rˆ
!1
= exp !i"1
I
Iˆ
x
t{ }exp !i"1SSˆxt{ }  to give: 
Hˆ
Tot
!
= "C
D
IS
exp "i#1
I
Iˆ
x
t{ }exp "i#1SSˆxt{ } Iˆ zSˆz exp i#1I Iˆ xt{ }exp i#1SSˆxt{ }  
HˆTot
!
= "CD
IS
IˆzSˆz cos #1
I "#
1
S( )t " Iˆ ySˆy sin #1
I "#
1
S( )t$% &' . (3.60) 
The time modulation introduced by the transformation is therefore dependent on the 
difference between the two nutation rates !
1
I
"!
1
S . Over the contact period, when 
!
1
I
" !
1
S , the terms of the Hamiltonian continuously oscillate to average roughly to 
zero. If however there is a match between the two nutation rates so that !
1
I
=!
1
S , the 
Iˆ
z
Sˆ
z
 term of the Hamiltonian is constant and, through the C
D
IS  factor, allows transfer 
of magnetization from I to S. The match between the two nutation rates is referred to 
as Hartmann-Hahn match condition.
73
 The dependence of C
D
IS on r!
3
 implies that the 
closer the nuclei, the stronger the dipolar coupling between them and the more 
efficient the magnetization transfer. Magic-angle spinning complicates the Hartmann-
Hahn match profile
74, 75
 as it introduces time dependence in the dipolar interaction. As 
observed in Section 3.6 for the chemical shielding interaction, MAS has the effect of 
modulating the C
D
IS  dipolar terms by ±!r and ±2!r. This means that, under MAS 
conditions, magnetization transfer can be achieved when !
1
I
=!
1
S
± n!
r
, with n being 
either 1 or 2. These are referred to as sideband match conditions. The MAS process 
can also be detrimental for the efficiency of CP as it tends to average to zero the
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Figure 3.8 Pulse scheme for the CP process. The I-spin magnetization is spin-locked for a 
contact time period during which it is transferred onto the S spin through the dipolar interaction 
between them. 
 
dipolar coupling that CP exploits. Variable amplitude contact pulses, such as ramped 
pulses, are commonly utilized to increase the efficiency of CP under MAS 
conditions.
4, 76, 77
 
 
3.10 INEPT 
 
The Insensitive Nuclei Enhancement by Polarization Transfer (INEPT)
78
 experiment 
can be considered as a solution-phase analog of the solid-state CP experiment. The 
INEPT transfers magnetization from a high-abundant high-! fast-relaxing nucleus to a 
low-abundant low-! slow-relaxing nucleus. In contrast with CP, due to the averaging 
to zero of the dipolar interaction by the isotropic tumbling motion of molecules in
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Figure 3.9 Two versions of the INEPT experiment. In (a), the S signal appears in anti-phase so 
not to allow decoupling to be employed during acquisition. In (b) the anti-phase magnetization is 
refocused by the further pulse block into in-phase magnetization so to allow decoupling to be applied 
during acquisition. White and black rectangles represent 90° and 180° pulses respectively. 
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solution, INEPT exploits the J coupling interaction. The pulse sequence is shown in 
Figure 3.9 (a). At the end of the second ! period, before the two 90° on the two spins, 
the state of magnetization can be expressed by: 
!aIˆy cos 2" JIS#( ) + a2 Iˆ xSˆz sin 2" JIS#( ) ! bSˆz , (3.61) 
where a and b are constants related to the " of the I and S spins simply indicating the 
different strength of the z-magnetization for the two spins. Equation (3.61) is analog 
to Equation (2.111) since at the end of the second ! period, a heteronuclear spin echo 
has been performed with the two 180° pulses applied to both nuclei so to produce a 
magnetization state equivalent to that of a homonuclear spin echo. The ! bSˆ
z
 term is 
the equilibrium magnetization of the S spin which has been inverted by the 180° pulse 
on the S spin. If the value of ! is set to 1/4JIS, only the a2 Iˆ xSˆz ! bSˆz  terms are 
retained. The following 90
y
I  and 90
x
S  pulses yield: 
a2 Iˆ xSˆz ! bSˆz
90y
I
" #" !a2 Iˆ zSˆz ! bSˆz
90x
S
" #" a2 Iˆ zSˆy + bSˆy . (3.62) 
The bSˆy  term can be phase cycled out so to be left only with the a2 Iˆ zSˆy  term. This 
term is observable S magnetization amplified by the factor a of the most abundant 
spin. For the 
1
H-
13
C IS-spin couple,  a ! 4b  ( ! I ! 4! S ) so, neglecting relaxation, an 
enhancement of the 
13
C signal of about 4 can be achieved with the INEPT pulse 
sequence. As shown in Figure 3.9 (b), a further double echo can be added to the pulse 
sequence to allow the a2 Iˆ zSˆy  term to evolve under the J coupling to pure ! aSˆx  in-
phase magnetization, which can be also observed under I-spin decoupling (in the t2 
the J evolves again). The ! aSˆ
x
 term is clearly four times more intense than the bSˆ
x
 
term which would be produced by a simpler pulse-acquire experiment. This version of 
the experiment is called refocused INEPT.
79
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Chapter 4 
 
Density functional theory for the calculation of NMR  
parameters 
 
 
4.1 DFT concepts 
 
The basic concept from which density functional theory (DFT) stems is the formal 
proof by Hohenberg and Kohn
80
 that the total energy of a system of electrons and 
nuclei in their ground state is completely determined by the electron density of the 
system itself. It is said that the energy is a unique functional of the electron density. 
However, it is important to stress that Hohenberg and Kohn proved the existence of 
this functional, but they did not state what its form is. The energy of the system 
written as functional of its electron density is given by: 
 E = E ! r( )"# $% = Vext r( )& ! r( )dr + F ! r( )"# $% , (4.1) 
where Vext is the external potential due to the nuclei to which the electron density is 
affected and which is constant in the Born-Oppenheimer approximation. The electron 
density is defined by n wavefunctions for n non-interacting electrons in the Kohn-
Sham equations:
81
 
! r( ) = "
i
#
i=1
n
$ r( )" i r( ) . (4.2) 
The functional F is written as: 
F ! r( )"# $% = EK ! r( )"# $% + EH ! r( )"# $% + EXC ! r( )"# $% . (4.3) 
The EK term describes the kinetic energy of a system of n non-interacting electrons 
which produces !(r). EH is the Hartree-Coulomb term which describes the repulsive 
Coulomb interaction between an electron and the average potential generated by all 
the others. These two terms carry two main, often non-negligible, approximations. 
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Firstly, they do not take into account that the Coulomb repulsive interaction explicitly 
depends on the position of the other electrons. This source of error is referred to as 
correlation. Secondly, they do not consider that electrons, being fermions, obey the 
Pauli exclusion principle, for which a total antisymmetric wavefunction upon 
exchange of any two electrons is required. This source of error is referred to as 
exchange. The final EXC term is defined to be whatever is needed to compensate the 
exchange-correlation error and therefore make F ! r( )"# $%  exact. Hohenberg and Kohn 
state that this EXC functional exists, but they do not tell what its exact form is and how 
to find it. The formulation of an accurate and universally-applicable EXC term still 
remains the greatest challenge in DFT.
82
 The first widely-used formulation of EXC is 
due to Kohn and Sham and assumes that for each infinitesimal element of density 
! r( )dr , EXC is that of a uniform electron gas: 
E
XC
= dr! r( )"
XC
! r( )#$ %&' , (4.4) 
where !
XC
 is the exchange-correlation energy per electron in a uniform gas of density 
!(r). This formulation of EXC is referred to as the local density approximation 
(LDA).
83
 LDA is clearly not correct because the electron density is highly non-
uniform around nuclei. However, the uniform gas of electrons is the only system for 
which EXC can be calculated and therefore !XC  constructed.
84
 Indeed, any attempt to 
improve the LDA description can be seen as a correction of the true !
XC
 with some 
parametrical function optimized from the fitting of known data, typically of noble 
gases. All the new functionals however try to describe the non uniformity of the 
electron density introducing the first derivative of the density as a variable so that: 
E
XC
= dr! r( )"
XC
! r( ),#!$% &'( . (4.5) 
These approaches are commonly referred to as gradient generalized approximation 
(GGA) methods.
82
 In order to find a good EXC functional, the exchange and 
correlation terms are often factorized into two different functionals, i.e., 
E
XC
! r( )"# $% = EX ! r( )"# $% + EC ! r( )"# $% . One of the earliest GGA functionals was 
proposed by Becke (B)
85
 and its form is: 
!
X
B
= !
X
LDA
+ "!
X
B  (4.6) 
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!"
X
B
= #$%1/3
x
2
1+ 6$x sinh#1 x
 (4.7) 
x =
!"
"4 /3
. (4.8) 
The ! parameter was found by fitting known experimental data from noble gases. The 
B functional takes into account only the exchange term and reduces the error of LDA 
by almost two orders of magnitude. A widely used functional for the !
C
 contribution 
is that due to Lee Yang Parr (LYP)
86
 and it is not fully reported here owing to its 
rather intimidating form. As a general description, !
C
LYP  is a multiparametric 
functional represented by: 
!
C
LYP " #$ , #$% , #$& ,a,b,c,d( ) . (4.9) 
Perdew, Burke and Ernzung (PBE)
87
 have proposed !
X
 and !
C
 of the form: 
!
X
PBE
= !
X
LDA
F x( )  (4.10) 
F x( ) = 1+ a !
a
1+ bx
2
 (4.11) 
!
C
PBE
= !
X
LDA
+ H t( )  (4.12) 
H t( )! c,d,",t x( )( ) . (4.13) 
The parameters a, b, c and d are not optimized from the fitting of known data but 
derived theoretically from boundary conditions the functional has to respect. " is a 
spin polarization function and x is the same as defined by Becke. Therefore, PBE is 
not an empirically parameterized functional. The !
X
B  and !
C
LYP  are mixed in the 
popular hybrid functional B3LYP,
88
 where 3 refers to the number of parameters used 
to weight the various terms of its formulation: 
!
XC
B3LYP
= 1" a( )!
X
LDA
+ a!
X
exact
+ b#!
X
B
+ 1" c( )!
C
LDA
+ c!
C
LYP . (4.14) 
The a, b and c parameters are again optimized by fitting known experimental data for 
noble gases. Due to the parameterization needed to better describe EXC these GGA 
methods, with the exception of PBE, are strictly not ab initio but are sometimes 
referred to as first-principles methods. A universally valid and reliable DFT method is 
still far from being achieved.
82
 Depending on the chemical system to be investigated, 
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some methods produce better results than others. The order of reliability of these 
same methods may be totally changed when investigating a different chemical 
system. Furthermore, besides the accuracy being dependent upon the chemical 
system, the chosen physical property to be computed may also be better described by 
some methods than by others. Experience in choosing the computational method for 
the calculation of physical properties of a given chemical system is a key factor in the 
accuracy of the results. 
 
4.2 Basis sets 
 
The electron density, !(r), defined in Equation (4.2) requires wavefunctions for non-
interacting electrons. Monoelectronic wavefunctions describing one electron in the 
Coulomb field of a nucleus can be analytically expressed only for the hydrogen 
system. These wavefunctions, commonly referred to as orbitals, have the general 
radial form:
89
 
!
n,l ,m r( ) = kn,l ,m
1( )
exp "k
n,l ,m
2( )
r{ } . (4.15) 
The simple addition to the electron-nucleus system of just one more electron results in 
such a complex Hamiltonian that no analytical solutions to the Schrödinger equation 
can be found. The difficulty stems from the term describing the interelectronic 
repulsion. Whether the system to be calculated is a single molecule in the vacuum or 
solution state, or is a periodic arrangement of molecules or atoms in the solid state, a 
basis set of known functions is required to expand the unknown electronic 
wavefunctions for the computation of !(r). In the former case wavefunctions centered 
at the nuclei, referred to as atomic orbitals (AO), are typically used as basis sets. In 
the latter case, the periodicity of the virtually infinite system is often more easily 
expressed by a periodic basis set, such as planewaves. 
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4.2.1 Atomic orbitals 
 
The AO used as a basis set for calculations on molecular systems either in the vacuum 
or in solution are of two types: the Slater-Type Orbitals (STO)
90
 and the Gaussian-
Type Orbital (GTO).
91
 The STOs are expressed in polar form as: 
!" ,n,l ,m #,$,r( ) = N% l ,m #,$( )r
n&1
exp &"r{ } , (4.16) 
where N is a normalization constant and !
l ,m
 are the spherical harmonic functions. 
The exponential dependence on the distance between the nucleus and the electron 
accurately reproduces the exact analytical orbital for the hydrogen atom. However, 
the use of such exponential functions turns out to be highly computationally 
demanding. The introduction of the GTOs by Boys drastically reduced the 
computational time. The GTOs are expressed in their polar form as: 
!" ,n,l ,m r( ) = N# l ,m $,%( )r
2n&2& l
exp &"r2{ } . (4.17) 
The computational advantage of GTOs over STOs stems from the fact that the 
exponential factor in a GTO allows the multiplication of two GTOs centered at two 
different nuclei to yield one single GTO centered at some point in between the two. 
This, of course, reduces the number of AOs that need to be employed. In contrast, the 
exp !"r2{ }  factor does not describe the exact analytical orbital of the hydrogen atom 
with the same accuracy of the STO. This requires the use of a linear combination of 
GTOs to reproduce the STO behavior at the nucleus and at the tail. A rough rule says 
that three GTOs need to be linearly combined to reach the accuracy of a STO. Of 
course this increases the basis set but still this increase in computational time is more 
than compensated by the easier computational handling of GTOs. The GTOs, also 
called primitive functions, are therefore generally preferred as the basis set for much 
computational chemistry. Many chemical properties to be computed are determined 
primarily by the outer-shell electrons. This has resulted in the introduction of split-
zeta valence basis sets. A linear combination of primitive functions is used to 
represent the core orbitals and another linear combination of primitives is used to 
describe the valence orbitals. A further level of accuracy in the description of the 
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outer orbitals is obtained when two or three different linear combinations of GTOs are 
used. This is referred to as split double- and triple-zeta basis sets respectively.
89
 
Rather than increasing the size of the basis set with further linear combinations of 
primitives, a better accuracy in the description of the valence shell is more 
conveniently achieved by adding specific functions with smaller exponential factors 
for a better description of the tail of the orbitals. These are referred to as diffuse 
functions
92
 and are important for loosely-bound species, such as anions or excited 
states. A further improvement in the representation of the whole external electronic 
configuration is obtained by also adding unoccupied atomic orbitals. These functions 
are referred to as polarization functions
93
 and are important when methods which 
include the correlation energy are used. Loosely speaking, as the correlation is related 
to the energy gain by electrons avoiding each other and therefore polarizing the 
orbital, the availability of lower unoccupied AO (higher angular momentum quantum 
number l) allows a better description of this polarization effect. According to the 
nomenclature introduced by Pople,
94-96
 a basis set is described in the form k-nlmG. 
The core orbitals are described by a linear combination of k primitive GTOs. The 
valence orbitals are described by one linear combination of n primitive GTOs, one 
linear combination of l primitive GTOs and one linear combination of m primitive 
GTOs. Therefore, the number of numbers after the dash indicate how many different 
linear combinations of primitive functions are used for the description of the valence 
shell. In this case, for example it is a split triple-zeta basis set. Diffuse functions, 
denoted with a + or ++, are indicated before the G (Gaussian).  The first + indicates 
diffusive functions (s and p orbitals) are added to all atoms excluding hydrogens. The 
second + applies diffuse functions to hydrogens as well. On the right of the G, 
polarization functions are indicated explicitly with the type of orbitals added to all 
atoms but hydrogens, and secondly to hydrogens. The largest basis set used in the 
work in this thesis is 6-311++G(2d,p), with one linear combination of 6 GTOs used 
for the core description, 3 different linear combinations of primitive functions used 
for the valence shell, one of which is obtained with 3 GTOs, one with one and the last 
with one primitive functions. Diffuse functions are applied to all atoms, two d-
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polarization functions are added on heavy nuclei, one p-polarization function is added 
to hydrogens. 
 
4.2.2 Planewaves 
 
The computational modeling of molecules/materials in the solid state is not easily 
described by a basis set of primitive Gaussian functions centered on each nucleus of a 
virtually infinite system. The periodicity of the boundary conditions of the unit cell 
suggest the application of the Bloch theorem.
97
 This theorem states that the solution 
of the Schrödinger equation for an electron in a periodic potential is the product of a 
cell-periodic factor and a phase factor. The n-th electron wavefunction can be 
expressed as:
10
 
!
n,k r( ) =Un,k r( )exp ikr{ } , (4.18) 
where the U
n,k
r( )  potential energy has the periodicity of the unit cell, such that 
U
n,k
r( ) =U
n,k
r + R( )  for the lattice vector R. The exponential term is the phase factor 
and it has the form of a planewave (PW). Bloch’s theorem, therefore, indicates the 
most suitable basis set for the expansion of the electronic wavefunctions in a solid is 
that of PWs. Since U
n,k
r( )  is periodic, its Fourier series expansion is: 
U
n,k r( ) = Cn,k G( )exp iGr{ }
G
! . (4.19) 
Substituting in Equation (4.18) yields the PW: 
!
n,k r( ) = Cn,k G( )exp i k +G( )r{ }
G
" , (4.20) 
where the sum is over all the reciprocal lattice vectors G. The C
n,k
G( )  Fourier 
coefficients are those determined by solving the Kohn-Sham equations. The 
wavefunction !
n,k
r( )  changes negligibly once a large enough k value is reached. In 
order to truncate the basis set, the sum is limited to a set of reciprocal lattice vectors G 
contained within a sphere with a radius defined as the cut-off energy: 
 
E
c
=
!
2
G + k( )
2
2m
. (4.21) 
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The cut-off energy, through G, determines the size of the basis set as only PWs of 
energy less than E
c
 are used in the expansion. FT allows fast transformation between 
the Fourier components of the reciprocal space to the uniform grid of points of the 
real space unit cell. Computing the kinetic energy term of the functional is 
computationally easier in reciprocal space, whereas the potential energy term is more 
conveniently computed in real space. In the PW approach, the size of the basis set is 
determined by the highest energy wavefunction. When considering an all-electron 
system, the electronic wavefunctions vary very rapidly near the nucleus (Figure 4.1). 
The strong oscillations in the core region are due to the strong Coulomb potential and 
the requirement of the wavefunctions to be orthogonal to each other.
98
 The description 
of these oscillations requires a computationally unmanageable number of PWs. 
Considering that the chemical properties of an atom mainly depend on the valence 
electrons only, the basis set size required for the expansion of the all-electron 
wavefunctions can be considerably reduced by the introduction of pseudopotentials.
89
 
The pseudopotential replaces both the nuclear potential and that of the core electrons 
by a fixed effective potential within a suitable pseudized region.
10
 As a result, the 
potential is smeared and the pseudized valence wavefunction becomes nodeless as it 
no longer needs to be orthogonal to those of the core electrons. The orthogonal 
oscillations in the core region are, therefore, removed by the pseudopotential and 
fewer PWs are required for the expansion of the pseudized valence wavefunction. As 
shown in Figure 4.1, although the pseudized valence wavefunction poorly reproduces 
the all-electron behavior within the core, outside this pseudized region the 
approximation is highly accurate. Pseudopotentials are in fact generated by a 
multiparametric fit such that the pseudized valence wavefunction matches the all-
electron valence wavefunction outside of the pseudized core region. Furthermore, the 
number of PWs required decreases also because the electrons of the core have been 
removed and no monoelectronic wavefunctions are needed for their representation. 
The pseudopotentials must be such that the wavefunction retains the eigenvalues of
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Figure 4.1 The Si 1s, 2s, 3s atomic orbitals in an all-electron system are shown in green, blue 
and black respectively. The Si 3s pseudized orbital is shown in red. The pseudowavefunction resulting 
from the introduction of a pseudopotential is nodeless as it no longer needs to be orthogonal to the 
wavefunctions of the core electrons, which have been removed by the pseudopotential. Picture from 
Ref. 98. 
 
the non-pseudized system, the wavefunction and its first derivative retain continuity 
across rc and the integration of the charge within rc matches the charge of the all-
electron non-pseudized system. A pseudopotential which satisfies these requirements 
is said to be norm-conserving.
99
 It also retains the same scattering properties of the 
ionic core it pseudizes. A problem introduced by the pseudization is that the 
pseudizable region depends on the external electronic configuration of the atom. The 
external configuration is determined by the chemical system therefore 
pseudopotentials can be optimized for a given chemical system but are not, in 
principle at least, transferable to other systems. In order to overcome this problem, 
ultrasoft pseudopotentials
100
 have been introduced. These are pseudopotentials 
expanded in a hard function for the core and a soft term for the valence state. The 
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norm conservation is also relaxed and correct scattering properties are ensured by the 
introduction of optimized parameters, usually two or three. Ultrasoft pseudopotentials 
are much more transferable then the norm-conserving ones and, for their generation, 
only the external electronic configuration of the neutral atom is used. When 
calculating properties which are closely related to an accurate description of the core 
region, the pseudopotential approach clearly becomes too drastic an approximation. 
As shown in Figure 4.1, the pseudowavefunction within the core region is much 
smoother and far from being an accurate description of the all-electron wavefunction. 
A solution to this problem was presented by Van de Walle and Blöchl,
101
 with the 
introduction of the projector augmented wave (PAW) method.
102
 The PAW approach 
forces the pseudowavefunction 
 
!!
R
 to match the true all-electron one !
R
 with a 
linear transformation operator Tˆ  so that 
 
!
R
= Tˆ !!
R
. The transformation operator Tˆ  
is defined as: 
 
Tˆ = 1+ !
R,n
" !!
R,n
#$ %&
R,n
' !pR,n , (4.22) 
where 
 
!p
R,n  are a set of projectors centered on the atomic site R. Blöchl showed that 
the expectation value of an operator Oˆ  acting on an all-electron wavefunction is 
related to the pseudooperator  !O  by  !O = Tˆ
!1
OˆTˆ . This means that, although a poor 
description of the core region is introduced by the pseudopotential and the 
pseudowavefunction it determines, is it still possible in the PAW formalism to obtain 
expectation values related to a fully described all-electron state. 
 
4.3 Calculation of magnetic shielding 
 
When calculating magnetic properties such as chemical shieldings, there comes the 
problem of choosing an origin for the magnetic field vector.
103
 If an exact 
wavefunction (a complete basis set) was used, the results would be gauge-origin 
independent. In practice, since a truncation of the basis set is required, the results for 
magnetic properties are gauge-origin dependent. The gauge-origin error depends upon 
the distance between the wavefunctions and the origin of the magnetic field and it is 
due to the fact that the translation of all atoms in the system by a given vector causes 
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the wavefunctions to acquire an additional field-dependent phase factor. 
Computational methods that use nucleus-centered GTOs overcome this gauge-origin 
problem in various ways. The two used in this work are the Gauge Included AO 
(GIAO)
104
 and the Continuum Set of Gauge Transformation (CSGT).
105
 
Computational methods which use PW basis set ensure gauge-origin independency 
within the Gauge Included PAW (GIPAW).
106
 
 
4.3.1 GIAO 
 
The GIAO method achieves gauge invariance by employing field-dependent basis 
functions of the form: 
!
i
B( ) = exp "
i
2c
B # R
i( )r
$
%
&
'
(
)
!
i
0( ) , (4.23) 
where !
i
0( )  is the field-independent basis function and the exponential term is a 
phase factor which refers to the position vector Ri of the ! i 0( )  basis function with 
respect to the magnetic field B. By choosing for each i-th !
i
0( )  a gauge origin at the 
nucleus itself, gauge-origin invariance is ensured. 
 
4.3.2 CSGT 
 
Rather than using a field-dependent basis set, the CSGT method calculates the 
shielding from the induced electronic current density J: 
!
i,N
= "k dr
N
r
N
# J
i
r( ) / r
N
3$% &'( , (4.24) 
where rN is the distance between the nucleus and the gauge origin. The calculation is 
repeated continuously moving the gauge origin in all the points of the real space. A 
multicenter numerical integration procedure is then used to reconstruct a shielding 
tensor which is gauge-origin invariant. 
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4.3.3 GIPAW 
 
The gauge-origin problem in the calculation of the magnetic core properties such as 
the shielding in periodic system has been solved by Pickard and Mauri with an 
extension of the PAW method. Gauge invariance is achieved introducing a field-
dependent transformation operator Tˆ
B
 which by construction imposes the translational 
invariance: 
 
Tˆ
B
= 1+ exp
i
2c
B ! R
i( )r
"
#
$
%
&
'
(
R,n ) !( R,n*+ ,-
R,n
. !pR,n  
Tˆ
B
= ! exp "
i
2c
B ! R
i( )r
#
$
%
&
'
(
, (4.25) 
where the exponential terms take into account the phase factor acquired by the 
transformation operator Tˆ  of the PAW method upon translation of the wavefunction. 
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Chapter 5 
 
Solution-phase NMR and DFT characterization of  
chiral fluoropolymers 
 
 
5.1 Introduction 
 
The word polymer stems from the Greek poly, meaning “many”, and mer, meaning 
“part”. According to this semantic definition, polymers are constituted by an array of 
many simple molecules chemically bonded in a macromolecular system. This 
conceptually innovative term was first introduced by the Swedish chemist Berzelius 
in 1833.
107
 Science and technology of polymers has been one of the most fertile and 
stimulating areas of research during the nineteenth and twentieth centuries. The 
polymer-related industry moved its first steps from the exploitation of naturally 
occurring materials such as cellulose in the form of cotton. The further chemical 
modifications of these natural polymers quickly clarified that the variety of properties 
of these materials could be easily widened and improved. An important branch of 
industrial production found its fields of application in the development of rubbers, 
plastics, fibers, coatings and adhesives. It was not a case that most of the early 
progresses in this field have been mainly achieved thanks to industrial interests.
108
 
This was because, up to the early decades of the 20
th
 century, a theoretical model 
capable of explaining the remarkable properties of these materials was still missing. 
The accepted idea was that polymers were a colloidal physical aggregation of small 
molecules held together by some mysterious secondary force.
109
 This lack of 
knowledge can be easily rationalized considering that in those days academic 
chemists were focusing their attention on compounds that could be readily distilled or 
crystallized. If substances that could not be purified with conventional techniques 
were encountered, they were promptly discarded.
110
 Some insight into the nature of 
polymers finally came in the twenties, when H. Staudinger
111
 interpreted the very 
peculiar properties of these materials in terms of conventional intermolecular 
interactions between molecules of very high molecular weight. Staudinger also 
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introduced the term macromolecule. The industrial development and consequent 
commercialization of a variety of synthetic polymers that took place in the following 
lead to a wide set of experimental evidences that corroborated Staudinger’s 
macromolecular theory, bringing it to be finally accepted by the scientific community. 
For his contributions to the understanding of such important branch of modern 
science, the German chemist was awarded the Nobel Prize in 1953. Probably the most 
relevant further contribution to polymer science was brought by K. Ziegler and G. 
Natta in the fifties when they introduced new methods for the synthesis of polymers 
having controlled stereochemistry.
112, 113
 These stereoregular polymers showed 
mechanical properties by far superior to those of the non-stereoregular ones and 
quickly revolutionized the polymer-based industries. For their contributions to the 
polymer technology the German and Italian scientists were awarded the Nobel Prize 
in chemistry in 1967. Among the huge variety of polymers synthesized and studied in 
the last century, a remarkable branch is that of fluoropolymers. These 
macromolecules show interesting low intramolecular and intermolecular interactions 
resulting in low cohesive energies and thus, low surface energies.
114
 Other specific 
properties of floropolymers are high thermostability, low friction coefficients, good 
hydrophobicity and lipophobicity, unique electric behaviors. Furthermore, they prove 
to be non-stick, resistant to UV radiation and concentrated acids and alkalis. Because 
of these remarkable features, flouropolymers find wide applications as paintings and 
coatings (for metals, woods, leather, stones and optical fibers), textile finishing, high-
performance resins, fuel-cell membranes, surfactants, fire-fighting agents, conductive 
materials and biomedical devices. The alternating copolymerization of fluoro-olefins 
and vinyl ethers was first carried out by Tabata in 1971.
115
 From these early 
experiments a new range of soluble, room-temperature curing, amorphous copolymers 
were developed, leading to a new type of paint resin commercialized under the 
Lumiflon trade name,
116-118
 as reviewed by Takakura.
119
 However, NMR studies of 
these important fluoropolymers have proven difficult to decipher due to the broad 
unresolved lineshapes observed in the 
1
H, 
13
C and 
19
F NMR spectra, obstructing the 
determination of 
1
H-
19
F coupling constants and the detailed structure of the 
copolymer.
120-124
 Furthermore, few detailed analyses using multinuclear 
19
F, 
13
C and 
1
H NMR spectroscopy for the copolymerization products of chlorotrifluoroethylene 
(CTFE) with ethyl vinyl ether (EVE), have been found in the literature.
125
 This 
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chapter reports the structural characterization of the polymer obtained from the 
reaction of CTFE with EVE. The resulting poly(CTFE-co-EVE) copolymer (PCCE), 
which has been reported as a potential precursor of polymer electrolytes for fuel cell 
membranes,
126
 is extensively studied in the solution state with NMR techniques. The 
results are corroborated by a parallel DFT computational study. The complexity of the 
NMR spectra obtained is rationalized by considering the stereochemical variety of the 
macromolecular system. 
 
5.2 Additional NMR methodologies 
 
5.2.1 Heteronuclear Multiple Quantum Correlation 
 
The Heteronuclear Multiple Quantum Correlation (HMQC)
47, 127
 experiment is 
usually employed to correlate the 
1
H acquired dimension with the 
13
C or 
15
N indirect 
dimension. The related pulse sequence is shown in Figure 5.1. SQ coherence is 
allowed to evolve in the first ! period with ! = 1/2JIS to maximize the anti-phase 
terms. The first S-spin 90° pulse converts the SQ coherences to MQ coherences. In 
the spin-echo t1 period, only the S-spin offset evolves so to label the signal with the 
non-acquired nucleus offset frequency. The second S-spin 90° pulse reconverts the 
non-observable MQ coherence to SQ anti-phase coherence. In the final ! period the 
anti-phase terms are allowed to evolve into in-phase magnetization. The overall echo 
on the I spin refocuses both the offset of the I spin and the J coupling at the end of the 
pulse sequence. The only modulation left is, therefore, that due to the S-spin offset in 
the t1 evolution. In the product-operator formalism, ignoring for sake of simplicity the 
I-spin offset evolution, the HMQC experiment is represented by: 
Iˆ z
90x
I
! "! # Iˆ y
$ JIS%
! "!! # Iˆ y cos $ JIS%( ) + 2 Iˆ xSˆz sin $ JIS%( ) . (5.1) 
If ! is set to 1/2JIS, then only the anti-phase term is retained at the end of the first ! 
period. The following 90
x
S  yields: 
2 Iˆ xSˆz
90x
S
! "! #2 Iˆ xSˆy . (5.2) 
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The 2 Iˆ xSˆy  term represents MQ coherence, which then evolves in t1 under the S-spin 
offset to acquire the desired modulation: 
!2 Iˆ xSˆy
"S t1
# $## !2 Iˆ xSˆy cos "St1( ) + 2 Iˆ xSˆx sin "St1( ) . (5.3) 
The 180
x
I  pulse has no effect on these MQ coherences that are then reconverted in SQ 
anti-phase terms by the following 90
x
S  pulse: 
!2 Iˆ xSˆy cos "St1( ) + 2 Iˆ xSˆx sin "St1( )
90x
S
# $# 2 Iˆ xSˆz cos "St1( )  
!2 Iˆ xSˆy cos "St1( ) + 2 Iˆ xSˆx sin "St1( )
90x
S
# $# +2 Iˆ xSˆx sin "St1( ) . (5.4) 
The 2 Iˆ
x
Sˆ
x
 term is non-observable MQ coherence and is ignored. The second ! 
evolution yields: 
2 Iˆ
x
Sˆ
z
cos !
S
t
1( )
" JIS#
$ %$$ 2 Iˆ
x
Sˆ
z
cos !
S
t
1( )cos " JIS#( )  
2 Iˆ xSˆz cos !St1( )
" JIS#
$ %$$ + Iˆ y cos !St1( )sin " JIS#( ) . (4.5) 
Since ! = 1/2JIS, only the in-phase S-spin offset-modulated term is left to acquire. 
Decoupling can be applied during acquisition. 
 
 
 
 
 
Figure 5.1 Pulse sequence of the HMQC experiment. Thin rectangles represent 90° pulses, 
black rectangles represent 180° pulses.  
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5.2.2 Heteronuclear Single Quantum Correlation 
 
The Heteronuclear Single Quantum Correlation (HSQC)
 47, 127
 experiment produces a 
spectrum which is substantially identical to that of the HMQC. Historically, the 
HSQC is employed for large molecules such as proteins whereas the HMQC is mainly 
used for small to medium-sized molecules. The HSQC pulse sequence is shown in 
Figure 5.2. The first part of the experiment is an INEPT transfer of magnetization at 
the end of which the state of the system is represented by the 2 Iˆ zSˆy  term (ignoring the 
Sˆ
z
 term). The subsequent echo on the I spin allows the only S-spin offset evolution so 
to S-frequency label the magnetization. The effect of the echo is therefore: 
2 Iˆ zSˆy
!S t1
" #"" 2 Iˆ zSˆy cos !St1( ) $ 2 Iˆ zSˆx sin !St1( )  
2 Iˆ zSˆy
180y
I
! "!! #2 Iˆ zSˆy cos $St1( ) + 2 Iˆ zSˆx sin $St1( ) . (5.6) 
The following two 90° pulses on both spins produce: 
!2 Iˆ zSˆy cos "St1( ) + 2 Iˆ zSˆx sin "St1( )
90! y
I
# $## 2 Iˆ xSˆy cos "St1( )  
!2 Iˆ zSˆy cos "St1( ) + 2 Iˆ zSˆx sin "St1( )
90! y
I
# $## !2 Iˆ xSˆx sin "St1( ) , (5.7) 
 
 
 
 
Figure 5.2 Pulse sequence of the HSQC experiment. Thin rectangles represent 90° pulses, 
thicker black rectangles represent 180° pulses.  
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!2 Iˆ zSˆy cos "St1( ) + 2 Iˆ zSˆx sin "St1( )
90x
S
# $# 2 Iˆ xSˆz cos "St1( )  
!2 Iˆ zSˆy cos "St1( ) + 2 Iˆ zSˆx sin "St1( )
90x
S
# $# !2 Iˆ xSˆx sin "St1( ) . (5.8) 
The only observable component is the 2 Iˆ
x
Sˆ
z
 term which undergoes a heteronuclear 
double echo to evolve under the J coupling into in-phase magnetization: 
2 Iˆ
x
Sˆ
z
cos !
S
t
1( )
" JIS#
$ %$$ 2 Iˆ
x
Sˆ
z
cos !
S
t
1( )cos " JIS#( )  
2 Iˆ xSˆz cos !St1( )
" JIS#
$ %$$ + Iˆ y cos !St1( )sin " JIS#( ) . (5.9) 
Setting ! = 1/2JIS leaves only the in-phase component modulated by the S-spin offset 
frequency. 
 
5.2.3 Homonuclear J-resolved spectroscopy 
 
In Section 2.19, the effect of a spin-echo on a homonuclear system was analyzed. It 
was shown that the offset is refocused whereas the J-coupling modulation is retained. 
A 2D experiment where the spin-echo length is constantly increased in the t1 indirect 
dimension therefore produces a spectrum in which the J-coupling information is 
readily accessible in F1, whereas all the offsets are refocused (all multiplets centered 
on 0 Hz) in the same dimension. However, the incapability of decoupling during 
acquisition (unless more fancy windowed techniques are implied) reintroduces the J-
modulation in t2 thus resulting in both the offset and J information being retained in 
F2. This results in correlations in the 2D FT-processed spectrum laying along a –1 
slope.
128
 Columns extracted in F1 do not show the wanted multiplicity. In order to 
obtain only offset information in F2, it is possible, via routine software nowadays 
available on all spectrometers, to tilt the multiplets by a 45º angle about their 
respective midpoints. This produces a fictitious spectrum as if it was acquired under 
decoupling, i.e., the J-coupling splitting is removed from the direct dimension and 
extractions of columns in F1 readily yields the multiplicity information. 
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5.3 Stereochemistry of PCCE 
 
Considering the structures in Figure 5.3 (a), it should be noted that carbons 1 and 3 
are chiral. This results in four possible diastereoisomers for a single repeating unit. 
Analyzing the Fischer projections
129
 of these in Figure 5.3 (b), it appears clear that the 
diastereoisomer pairs (1, 4) and (2, 3) are enantiomers and that, in a non-asymmetric 
environment such as CDCl3 solution, they will give rise to identical NMR spectra, 
i.e., 1 will be indistinguishable from 4 and 2 will be indistinguishable from 3. The 
diastereomeric relationships between the four chiral units are as follows: (1, 2), (1, 3), 
(2, 4), (3, 4). These four couples simply indicate the stereochemical relationships 
between the four units and are not related to the physical sample, which is assumed to 
be made up of all 1, 2, 3 and 4 in a random manner. Therefore, in this case, the 
solution-phase NMR technique can only identify the system as made up of two 
molecules, which must be in diastereomeric relationship. For the purpose of 
assignment and in a single-unit simplified system, one can postulate that the spectra 
are made up of only one of the four diastereomeric couples which we refer to as (A,
 
 
 
Figure 5.3 Building blocks of PCCE and related numbering in (a). Fischer projections of the 
four possible diastereoisomers numbered as 1, 2, 3 and 4 in (b). The configuration of the chiral centers 
is indicated with the Cahn-Ingold-Prelog R/S convention (Ref. 130). 
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B). As an alternative explanation, if we could record a spectrum S
i
 of each pure i-th 
monomer, we would have S
1
, S
2
, S
3
 and S
4
. By virtue of the stereochemical 
relationships which occur between these monomers, we would find that S
1 
= S
4 
= S
A
 
and S
2 
= S
3 
= S
B
. This again shows that, as experimentally observed, only two 
monomers can be distinguished by NMR. The system is further complicated by the 
fact that, in a polymer, different permutations of these diastereomeric building blocks 
are possible, with the number of permutations exponentially depending on the length 
of the polymer. More precisely, it has been reported that the average molecular weight 
of PCCE is 23000 g mol
–1
.
131
 Given the molecular weight of a single building block 
(!188.5 g mol
–1
), the average number of units in the polymer is !122. Considering the 
four diastereoisomer possible for the single block, a randomly sampled polymeric 
macromolecule of PCCE can theoretically exist in one of 4
122
! 3"10
73
 possible 
different permutations of the four chiral units, with each permutation having its 
theoretically unique pattern of resonances. All these factors will contribute to NMR 
spectra which will be characterized by broad signals centered on averaged chemical 
shifts. 
 
5.4 
1
H NMR data analysis 
  
Figure 5.4 (a) shows the 
1
H NMR spectrum in CDCl3 of PCCE. Considering integral 
values (not shown) of ~0.5 each, the resonances at 4.63 and 4.45 ppm (!"" = 30.5 and 
39.7 Hz, respectively) can be attributed to the same proton in the two different A and 
B sets of peaks. Their chemical shifts are consistent with the C(1)H and the most 
shielded of these (4.45 ppm) is arbitrarily defined as being part of the A set of 
resonances. An analogous differentiation is experienced by the resonances between 
2.4 and 3.3 ppm, consistent with the diastereotopic C(2)H2. Both the methyl and the 
CH2 group of the ethoxy group appear as broad signals resulting from overlap of 
resonances with slightly different chemical shifts. As shown in Figure 5.4 (b), proton 
acquisition with 
19
F decoupling does not yield either considerable resolution 
enhancement or further information on proton homonuclear multiplicities. As 
expected by the stereochemical analysis of the single building block, the sample 
appears to be made up of only two molecules in a diastereomeric relationship.
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5.5 
13
C NMR data analysis 
 
The 
13
C NMR spectrum of PCCE copolymer is shown in Figure 5.5. Being bonded to 
two halogen nuclei, C(3) and C(4) are expected to be the most deshielded carbons. By 
inspection of the 
13
C spectrum, the most deshielded resonances fall in the 105-125 
ppm range. A further proof that they are related to C(3) and C(4) is given by their 
breadths and splittings, strongly indicating the presence of the expected 1J(13C-19F) 
and 2J(13C-19F) scalar couplings for these two carbons. However, a clear multiplicity 
cannot be identified in these signals and their discrimination is addressed later to
 
 
 
Figure 5.4 
1
H spectrum of PCCE in CDCl3 at 9.4 T in (a). Overlay of the 
1
H spectrum shown in 
(a) and 
1
H (
19
F-decoupled) spectrum of PCCE in CDCl3 at 9.4 T in red in (b). 
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Figure 5.5 
13
C (
1
H decoupled) spectrum of PCCE in CDCl3 at 9.4 T. Line broadening of 20 Hz 
was applied prior to FT. The most intense signal at ~77 ppm is CDCl3 of the solvent. 
 
heteronuclear correlation experiments. All the other resonances appear to result from 
considerable overlap of several chemical shifts therefore it is not possible to 
distinguish between the two main sets of signals from these experiments. Therefore, 
1D 
13
C NMR does not directly indicate the presence of two molecules in the physical 
sample although the intrinsic breadth of the resonances suggests the two expected sets 
of resonances are characterized by very similar 
13
C shielding values. 
 
5.6 
19
F NMR data analysis 
 
Figure 5.6 (a) shows the 
19
F NMR spectrum. As shown in Figure 5.6 (b), the 
acquisition of a proton-decoupled 
19
F spectrum did not reveal any significant change 
in the pattern of signals. This experimental finding indicates the presence of different 
chemical shifts rather than multiplicity due to 
n
J(
1
H-
19
F) coupling, to be the cause of 
the large line widths. This results in each of the three different 
19
F nuclei being 
represented by a group of signals rather than well-resolved single peaks. The lack of a 
systematic overlap of resonances (in contrast with the 
1
H and 
13
C case) reveals the 
19
F 
shieldings to be much more sensitive to the random changes in the sequence of units 
along the polymeric chain and, most importantly, prevents the identification of two
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Figure 5.6 
19
F spectrum of PCCE in CDCl3 at 9.4 T in (a). Overlay of the 
19
F spectrum shown in 
(a) and 
19
F (
1
H-decoupled) spectrum of PCCE in CDCl3 at 9.4 T in red in (b). 
 
clear A/B 
19
F sets of resonances in the spectrum. Therefore, instead of the six 
resonances expected from the stereochemical point of view (three for A and three for 
B), many more are observed so proving the 
19
F spectrum to be the most complicated 
to interpret. 
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5.7 Heteronuclear-correlation and homonuclear J-resolved analysis 
 
The proton spectrum is in complete agreement with the stereochemical analysis of the 
single building block showing the sample to made up of just two sets of resonances 
for the NMR-distinguishable diastereomeric couple A/B. The carbon spectrum does 
not contradict this hypothesis, showing a single set of resonances whose linewidths 
can reasonably suggest two sets of resonances to be still present although with very 
similar shielding values. The 
19
F spectrum in contrast, clearly indicates that the 
system is made up of many more different molecules than the only two expected in 
the single unit system assumption. In order to carry out an assignment of the 
19
F
 
 
Figure 5.7 
1
H COSY spectrum of PCCE in CDCl3 at 9.4 T. The spin systems related to the two 
sets A and B are shown in red and blue respectively. 
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resonances, correlation spectroscopy is required to connect the easily understood 
1
H 
and 
13
C 1D spectra with the much less clear information extractable from the 
19
F 1D 
spectrum. The 
1
H COSY spectrum shown in Figure 5.7 provides discrimination of the 
two separate sets of resonances. The signals at 4.45, 3.12 and 2.52 ppm belong to the 
same 
1
H spin system and are assigned to A whereas the signals at 4.63, 2.89 and 2.63 
ppm constitute the other 
1
H spin system and are assigned to B. In order to distinguish 
between the several 
19
F chemical shifts seen in Figure 5.4 and obtain an analogous 
discrimination in the fluorine system as seen in the 
1
H COSY spectrum (i.e., six 
resonances to assign, three for the A set and three for the B set), a 
1
H-
19
F HMQC
  
 
Figure 5.8 
1
H-
19
F HMQC spectrum of the PCCE in CDCl3 at 9.4 T. The A and B sets of 
1
H 
resonances allow discrimination of 5 main different 
19
F environments. The respective spin systems are 
indicated in red and blue respectively. The sixth missing correlation with the A C(1)H at 4.45 ppm is 
indicated with a question mark and is assumed with the most intense peak of the corresponding 
19
F 
region. 
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spectrum (Figure 5.8) was acquired. The four A/B C(2)H2 resonances between 2.4 
and 3.3 ppm correlate with four 
19
F resonances between –119 and –123 ppm 
coherently with the two 
1
H spin systems (none of these 
19
F resonances correlates with 
both the A/B set of proton resonances). The fluorine resonance at –109.4 ppm 
correlates with the C(1)H at 4.63 ppm (B set). The 
19
F resonance at –115.8 ppm does 
not show such a clear correlation in the spectrum but, by virtue of the restriction of 
the 
1
H spin-system, it must be included in the A set of resonances, despite the lack of 
correlation with the C(1)H at 4.45 ppm. The correlations seen for 
19
F groups of 
resonances with the CH3 of the ethoxy substituent (and yet none with the CH2 of the
 
 
Figure 5.9 
19
F J-resolved spectrum of PCCE in CDCl3 at 9.4 T. The resonances at !119.6 and 
!119.9 ppm do not show any geminal coupling and are therefore assigned to C(3)F. The red and blue 
lines indicate the two different A and B sets of resonances. 
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ethoxy) are not properly understood but could be the result of a through-space 
coupling interaction between the fluorine atoms and the protons of the methyl group. 
As shown in Figure 5.8 with red and blue lines, and based on the assigned 
1
H 
resonances, six 
19
F resonances can be identified, i.e., three for the A and three for the 
B sets of resonances, as expected. As the two sets of proton signals from A and B 
have been distinguished via the 
1
H COSY spectrum, the 
1
H-
19
F HMQC spectrum can 
be used to discriminate the two sets of three fluorine resonances. The possible 
presence of multiple-bond correlations such as those experienced by the CH3, 
however, does not allow an unambiguous assignment of the fluorine resonances 
through the HMQC experiment only. In order to overcome this problem, the 
19
F
 
 
 
Figure 5.10 
1
H-
13
C HSQC spectrum of PCCE in CDCl3 at 9.4 T. In the 
13
C indirect dimension at 
74.5 and 75.4 ppm the two different C(1) carbons environments for the A and B diastereosiomers are 
resolved. 
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homonuclear J-resolved 2D experiment shown in Figure 5.9 was performed. The four 
19
F resonances centered at !109.4, !116.8, !121.4 and !122.0 ppm have a 
2
J geminal 
coupling constant of ~260-280 Hz. These resonances must be therefore assigned to 
C(4)F2 for A and B. The resonances at !119.6 and !119.9 ppm do not show any 
geminal coupling and are characterized by a 
3
J homonuclear coupling constant of ~4-
26 Hz. These latter resonances are therefore assigned to C(3)F. It should be noted that 
resonances at !121.4 and !122.0 ppm also retain the 
3
J splitting indicating that this 
fluorine in both A and B sets of resonances has an associated dihedral angle
 
 
 
Figure 5.11 Expansion on the C(3)/C(4) region of the 
1
H-
13
C HMBC spectrum of PCCE in 
CDCl3 at 9.4 T. The triplet is due to the two 
1
J(
13
C-
19
F) couplings associated to C(4)F2. The doublet is 
due to the single 
1
J(
13
C-
19
F) coupling associated to C(3)FCl. The value of 
2
J(
13
C-
19
F) is estimated from 
the half-height breadth of the correlation peaks in the projections. The carbon multiplicity due to 
1
J(
13
C-
19
F) is indicated by red dashed lines. 
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with C(3)F that does not remove the coupling mechanism, as for 
19
F at !109.4 and 
!116.8 ppm. Both 
19
F chemical shifts and coupling constant values are in good 
agreement with the literature.
125, 132-135
 The spread of chemical shifts for each fluorine 
species, together with random overlap of resonances, does not allow multiplicities to 
be resolved even in the indirect dimension. A multiplicity edited 
1
H-
13
C HSQC 
spectrum of the polymer is shown in Figure 5.10. From this 
1
H-
13
C single-bond 
correlation, it is possible to distinguish two different carbon resonances at 74.5 and 
75.4 ppm to be assigned to C(1) in A and B and so confirming that 
1
H resonances at 
4.63 and 4.45 ppm do not result from a single chemical shift. In contrast, the spread in 
the proton dimension reveals C(2) at 38.0 ppm to be overlapped for the two sets of 
resonances indicating that the electronic environment of this carbon is not affected by 
the configurational change of the C(1) and C(3) chiral centers. Insights in the 105-130 
ppm range of the 
13
C spectrum for C(3) and C(4) can be obtained with a 
1
H-
13
C 
HMBC spectrum shown in Figure 5.11. Interestingly, and in contrast with the 1D 
spectrum shown in Figure 5.5, the expected multiplicity due to 1J(13C-19F) and 2J(13C-
19F) couplings is well resolved. The triplet is assigned to C(4)F2 whereas the doublet 
is assigned to C(3)FCl. Values of ~270 and ~130 Hz for 1J and 2J (13C-19F) 
respectively can be easily estimated from the 13C projection. It is interesting to notice 
that, the 
13
C triplet (whose multiplicity is due to coupling with C(4)F2) at 117.5 ppm, 
is the result of a 
5
J(
1
H-
13
C) correlation with OCH2CH3 and is much more intense than 
the 
13
C doublet (due to coupling with C(3)FCl) at 111.6 ppm, which is a result of a 
2
J(
1
H-
13
C) correlation with C(2)H2. The total assignment of 
1
H, 
13
C and 
19
F for both A 
and B sets of resonances of the PCCE is reported in Table 5.1. From the analysis of 
the 
19
F (
1
H decoupled) NMR spectrum in Figure 5.6 (b) and considering the 
assignment given in Table 5.1, it is interesting to notice that one of the two C(4)F2 
nuclei for both A and B sets (!109.4 and !115.8 ppm respectively) experiences a 
spread of chemical shift of ~1250 Hz, whereas, for all the other fluorine resonances, a 
smaller spread of ~90 Hz is observed. Therefore, one of the two C(4)F2 nuclei seems 
to be particularly sensitive to the changes of electronic environment due to the 
different combinations of diastereomeric building blocks preceding and following it 
in the polymeric chain. In addition, the chemical shifts difference of about 7 ppm
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Table 5.1 Total assignment of 
1
H, 
13
C and 
19
F resonances of the two NMR-distinguishable 
stereoisomers A and B of the PCCE in a non-asymmetric CDCl3-solution environment. 
 
Set 
13
C (ppm) 
1
H (ppm) 
19
F (ppm) Assignment 
A 74.5 4.45 - 1 
 38.0 2.52; 3.12 - 2 
 111.6 - –119.6 3 
 117.5 - –109.4; –121.4 4 
 15.4 1.24 - CH3-CH2-O 
 67.8 3.82 - CH3-CH2-O 
B 75.4 4.63 - 1 
 38.0 2.63; 2.89 - 2 
 111.6 - –119.9 3 
 117.5 - –116.8; –122.0 4 
 15.4 1.24 - CH3-CH2-O 
 67.8 3.82 - CH3-CH2-O 
 
 
found between these two resonances across the A/B couple is much larger than the ~1 
ppm difference found for all the others. These observations can be rationalized by 
considering that the configurational inversion in the C(1) (exchange of the position 
between the ethoxy and the proton) of the following unit will produce a much larger 
change in the deshielding of the C(4)F2 than that experienced by the C(3)F due to the 
configurational inversion of the C(3) (fluorine exchanged with a chlorine) for both 
electronic and steric considerations. 
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5.8 Computational study 
 
The assignment reported in Table 2.1 is based upon experimental evidence and is 
therefore correct. However, the particular complexity of the 
19
F spectra and the 
variety of ambiguous long-range correlations observed in the 2D spectra suggest a 
computational approach to check and reinforce the assignment of this chemical 
species. Moreover, calculations can prove useful to understand the apparently 
unexplainable difference in behavior of 
1
H and 
13
C, for which the two-molecule 
system assumption proves reasonable to interpret all the main experimental evidences 
whereas does seem to fail to describe the observed complexity of the 
19
F data. In 
order to clarify these observations, a computational study was performed on a 
simplified system for the calculation of the isotropic magnetic shieldings of 
1
H, 
13
C 
and 
19
F nuclei. As for NMR in a non-asymmetric environment, also calculations in the 
vacuum cannot distinguish between enantiomers. This means that the couples (1, 4) 
and (2, 3) give rise to the same structures and shieldings, i.e., calculations over 
structure 1 render unnecessary calculations of structure 4 (and vice versa) and
 
 
 
Figure 5.12 Scheme of the algorithm used for the computational exploration of the influence of 
the stereochemical variety of the system on the magnetic shieldings. 
 92 
calculations over structure 2 render redundant calculations of structure 3 (and vice 
versa). This means that only two structures (as long as they are one of the 
diastereomeric couples) need to be calculated to cover the whole stereochemical 
variety of the system. So, if for instance structure 1 is chosen, then either structure 2 
or 3 need to be calculated. If structure 2 is chosen, then either structure 1 or 4 need to 
be calculated. The less computationally demanding termination of the chosen single 
units with a group such as methyl, has been considered too drastic a solution for the 
reliability of the shielding values of C(1) and C(4) in particular. Therefore other units 
have been appended to both ends of the investigated central ones. These lateral units 
have been then terminated with methyl groups. Only the shieldings of the central units 
have been considered for the correlations with the experimental values, assuming so 
that the methyl-termination approximation is in space and in number of bonds too far 
away for a non-negligible perturbation of the electronic density of the central units to 
take place. Structure 4 was chosen as the model central unit. In order to explore the 
influences of the stereochemistry of the lateral units on the shieldings of the central 
one (4), two different lateral environments have been generated, (4-4-1) and (2-4-3). 
Once three-unit systems have been generated, the stereochemical relationships so far 
depicted and used as guidelines for a systematic and non-redundant study, do not 
strictly stand anymore since they apply only to single units. This means that the effect 
of the inversion of configuration of the two chiral centers C(1) and C(3) can be 
investigated independently. The algorithm used to generate the structures is 
schematically represented in Figure 5.12 where the four systems are referred to as a, 
b, c and d. The three-unit systems thus obtained allowed us to investigate the 
influence of different environments on a single unit (4 in a and d) and also the result 
of inversion of configuration of the two chiral centres C(1) and C(3) (b generated 
from a by inversion of C(3): (4!2) and c generated from d by inversion of C(1): 
(4!3)). Furthermore, the comparison between structures b and c (central units 2 and 
3) yields information on how different lateral environments discriminate two units in 
an enantiomeric relationship which, in a single unit system, would have produced 
redundant data. The four three-unit systems a, b, c and d, were geometry optimized 
using the DFT B3LYP hybrid functional and the 6-31+G(d) basis set. No solvation 
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model was included in the calculations. The NMR shieldings were then calculated for 
the structures obtained with both the GIAO and CSGT methods at the same level of 
theory as the geometry optimization. The two methods are then compared in terms of 
average square correlation coefficient R2  over the four calculated structures derived 
from the Pearson product moment
136
 defined as: 
R =
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, (5.10) 
where n is 3 for both 
1
H and 
19
F and 4 for 
13
C and ! exp  and ! calc are the average 
experimental and calculated shifts respectively. Another average computational error 
!"  parameter is also introduced and defined as: 
!" =
"
i
exp
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#
n
$
"
i
calc
i=1
m
#
m
, (5.11) 
where n is the number of all the experimental resonances of the two A and B sets (six 
for 
1
H and 
19
F, eight for 
13
C) and m is the number of all the calculated shieldings of 
the four structures a, b, c and d (twelve for 
1
H and 
19
F, sixteen for 
13
C). The method 
better representing the experimental data sets at the chosen level of theory is then 
used to estimate computationally the dispersion of resonances caused by the 
stereochemical variety of the system in terms of a stereochemically-induced shielding 
differentiation (SISD) parameter !
SISD
 hereby introduced and defined as: 
!
SISD
=
"
0
X
"
0
H
#
max
$ #
min( )
i
i=1
n
%
n
, (5.12) 
where the largest shielding difference for the i-th nucleus is averaged over the n 
nuclei and n is three for 
1
H and 
19
F and four for 
13
C, !
0
H  is the Larmor frequency of 
the proton and !
0
X  is the Larmor frequency of either proton, carbon or fluorine at any 
given field. The !
SISD
 parameter is therefore used in this context as a completely 
computationally-related descriptor and is defined to yield a quantitative estimation of 
the computational magnetic sensitivity of a nucleus to the stereochemical variations of 
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its electronic environment. The computational results summarized by the above 
defined descriptors R2 , !"  and !
SISD
 are reported in Table 5.2, 5.3, and 5.4 
respectively. 
 
5.9 Analysis of 
19
F computational results 
 
In agreement with the experimental assignment and as shown in Figure 5.13, both 
GIAO and CSGT methods predict the C(3)F resonances to lie between the two C(4)F2 
resonances. A structurally-related explanation of this trend can be found from the 
inspection of the optimized geometries. In all of the three-units systems considered, 
the ethoxy group of the final unit is found, in a Newman-projection
137
 view as shown 
in Figure 5.14 (a), to be spatially much closer to C(4)FA than C(4)FB. This former 
fluorine is in fact predicted to be the most deshielded in all the four systems, thus 
proving the through-space deshielding effect of the oxygen nuclei
138
 to be a 
determining factor in the 
19
F shieldings. This is verified by considering the C(4)F2 of 
the first unit of structure c, where the ethoxyl is on the same side of the C(4)FB. This 
is the only unit where the order of shieldings of the two-diastereotopic fluorines is 
inverted (i.e., FB is more deshielded than FA). The computational results therefore
 
 
Figure 5.13 Calculated 
19
F chemical shifts for the four a, b, c and d three-unit systems. The y-axis 
values are physically meaningless and have the sole purpose to discriminate the two computational 
methods. 
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strongly indicate that, whether it is C(4)FA or C(4)FB in either the A or B sets of 
resonances, the most deshielded of the two fluorines is the one spatially closer to the 
oxygen nucleus. Calculations show the relative position of the oxygen is able to shift 
either upfield or downfield the fluorine resonance by an amount which totally covers 
the whole experimental 
19
F chemical shift range of PCCE. The fact that still 
discriminated groups of resonances are experimentally observed suggests the presence 
of some conformational constrain across the C(4)-C(1) bond. A structurally-related 
explanation of this evidence can again be found from the inspection of the optimized 
geometries. Indeed in all of the four structures considered, across the C(4)-C(1) bond, 
the substituents adopt an almost ideal (average dihedral angle of 55.88º) staggered 
conformation in all of the four structures considered (Figure 5.14 (a)). This 
conformational constrain is imposed by the most sterically hindering aliphatic 
substituents (R
1
 and R
2
), which are always found in the expected anti positions 
(average dihedral angle of 178.82º). The experimental observation that only the less 
deshielded of the C(4)F2 retain (in both A and B diastereoisomers) a homonuclear 
3
J 
coupling with the vicinal C(3)F can be again rationalized considering the optimized 
geometries. In fact, whether it is FA (in a, c and d) or FB (in b), all the structures are 
found in almost ideal staggered conformations across the C(3)-C(4) bond with 
associated average dihedral angles (FA-C(4)-C(3)-F and FB-C(4)-C(3)-F) of 72.30 and 
173.30° respectively (Figure 5.14 (d) and (e)). Indeed, these two different values of 
dihedral angle usually allow only one of the C(4)F2 to retain a measurable 
3
J 
withC(3)F, i.e., that with a dihedral angle closer to 180°. Overall, although with a 
larger systematic error (!"GIAO = 28.6 ppm, !" CSGT = 16.3 ppm), the GIAO method 
 
 
Figure 5.14 Newman projections along the (a) C(4)-C(1) bond for a, b, c and d as defined in 
Figure 4.9; (b) C(1)-C(2) bond for a, b and d; (c) C(1)-C(2) bond for c; (d) C(3)-C(4) for a, c and d; (e) 
C(3)-C(4) for b. 
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Table 5.2 R
2
 values produced by the correlation of the experimental A and B sets of 
resonances and the GIAO/CSGT calculated shieldings for the four a, b, c and d structures. 
 
R
2  GIAO CSGT 
19
F 0.9007 0.8464 
1
H 0.9495 0.9293 
13
C 0.9878 0.9910 
 
correlates better with the experimental results than the CSGT method for the 
calculation of the 
19
F magnetic shieldings at this level of theory (R2GIAO = 0.9007, 
R
2
CSGT = 0.8464). Considering both the GIAO and CSGT set of calculated shieldings, 
the !
SISD
 descriptor evaluates to 2.87 and 2.47 ppm respectively. 
 
5.10 Analysis of 
1
H computational results 
 
In the a, b and d structures, the ethoxy eclipses the C(2)HB proton (Figure 5.14 (b)) 
and, interestingly, in these three cases, this proton is less deshielded than C(2)HA. 
From the optimized geometries it can easily be seen that the c structure is the only one 
in which, along the C(1)-C(2) bond, the ethoxy does not eclipse any of the 
diastereotopic protons (Figure 4.12 (c)). This observation may explain why the order 
of deshieldings of the C(2)H2 protons is inverted only in this latter structure, although 
the actual order does not agree with that which would be expected from consideration 
of the through-space deshielding effect of the neighboring oxygen. In view of this 
latter observation, it is noteworthy that the most sterically hindering aliphatic chains 
(R
1
 and R
2
 in Figure 5.14 (b) and (c)) do not adopt the expected anti positions 
(average dihedral angle of 119.35°). The unexpected eclipsed conformation across the 
C(1)-C(2) bond found in all the four optimized geometries may therefore be related to 
the lack of a clear structure-shielding relationship for the diastereotopic C(2)H2. It is 
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Table 5.3 !"  values produced by the two GIAO and CSGT computational methods for the 
calculation of the shieldings for the three nuclei explored. 
 
 
!"  (ppm) GIAO CSGT 
19
F 28.63 16.34 
1
H 0.17 2.69 
13
C 22.41 3.11 
 
also interesting to note that the largest differentiation (> 1 ppm) between both 
diastereotopic C(2)H2 protons is predicted for the b structure, in which the ethoxy and 
the chlorine are found on the same side, and the C(2)HB between them is the most 
deshielded proton resonance predicted. All these findings therefore suggest that a 
linear trend similar to that found for the fluorine resonances might be obscured by a 
concomitant effect resulting from the C(3) halogens and/or other through-bond 
electronic mechanisms rather than the only spatial proximity of the oxygen species. 
The GIAO method gives a slightly better average correlation with the experimental 
results ( R2GIAO = 0.9495, R
2
CSGT = 0.9293) and a smaller systematic error (!"GIAO = 
0.17 ppm, !" CSGT = 2.69 ppm) than the CSGT method for the calculation of the 
1
H 
magnetic shieldings at this level of theory. Considering the GIAO-calculated set of 
shieldings, the !
SISD
 evaluates to 0.47 ppm. 
 
5.11 Analysis of 
13
C computational results 
 
With the exception of the GIAO result for the b structure in which the C(4) and C(3) 
are inverted, for all of the four structures considered the same order of carbon 
shieldings given by the experimental assignment is found by both methods. Given a 
smaller systematic error (!"GIAO = 22.41 ppm, !" CSGT = 3.11 ppm) and a slightly 
better average correlation (R2GIAO = 0.9878, R
2
CSGT = 0.9910) with the experimental 
results, the CSGT method seems to be the first choice for the calculations of magnetic
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Table 4.4 !
SISD  values produced by the GIAO and CSGT computational methods for the 
calculation of the shieldings for the three nuclei explored. This descriptor predicts the fluorine to be the 
most sensitive nucleus amongst those explored to the stereochemical variety of the molecular system 
when magnetic shieldings are calculated.  
 
!
SISD
 (ppm) GIAO CSGT 
19
F 2.87 2.47 
1
H 0.47 0.56 
13
C 1.07 0.95 
 
shieldings of 
13
C nuclei at this level of theory. Considering the CSGT set of calculated 
shieldings, the !
SISD
 evaluates to 0.95 ppm. 
 
5.12 Conclusions 
 
The PCCE copolymer was characterized using high-resolution solution-state NMR 
spectroscopy. Broad signals resulting from the overlapping of different chemical 
shifts were observed in all spectra and demonstrated to be a consequence of a 
complex mixture of diastereomerically-related compounds. The complexity of the 
system is particularly evident in the fluorine spectra, where the non-complete overlap 
of resonances hinders a straightforward interpretation. Assignment was achieved by 
simplifying the system to a two single-unit ideal mixture, hence allowing an average 
assignment to be carried out. A parallel computational study of the isotropic magnetic 
shieldings at the DFT level of theory with the GIAO and CSGT methods was 
performed. The polymer was described by three-unit systems chosen to explore the 
diastereomeric relationships between the single building blocks and their mutual 
influences along the chain. The calculated results totally support the experimental 
assignment and the four a, b, c and d structures generated according to a 
stereochemically-driven computational approach seem to be representative of the 
stereochemical variety of the real sample. The computational results indicate the C(1) 
chiral centre inversion as the main factor in the discrimination between the A and B 
sets of resonances in the real sample. The C(3) configurational inversion may be 
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taken into account as further source of broadening of these sets. The C(1) 
configuration, via the ethoxyl oxygen shielding effect, seems to coherently determine 
the diastereotopic 
19
F order of resonances whereas this single influence does not 
appear to be in the case of the diastereotopic 
1
H order. This observation has been 
rationalized by considering the dihedral angles between the groups of interest in the 
geometry optimized structures. In fact the C(4)-C(1) substituents always adopt a 
staggered conformation in all the calculated structures whereas the C(1)-C(2) 
substituents seem to prefer an eclipsed conformation with the most sterically 
hindering aliphatic chains far from the expected anti positions. The C(3) 
configuration, being determined by two halogen substituents, has a smaller influence 
on the shieldings of the diastereotopic nuclei. The experimental observation that only 
the 
19
F resonances strongly deviate from a two-molecule sets of resonances is 
computationally justified by the largest SISD of 2.87 ppm in contrast to a SISD of 
0.95 and 0.47 ppm for carbon and proton respectively for which the experimental data 
strongly support the reasonability of the two-molecule system assumption imposed by 
the simplified single-block model stereochemical analysis. The SISD parameter 
therefore rationalizes the differences observed in the NMR spectra of the three nuclei 
considered in this study. 
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Chapter 6 
 
14/15
N solution-phase NMR and DFT calculations of  
organic templates for solid-state synthesis 
 
 
6.1 Introduction 
 
The discovery in 1982 of aluminophosphate (AlPO4) molecular sieves
139, 140
 opened up a 
completely new chemistry of non-silicate microporous materials. The family of AlPO4s 
typically possess a neutral framework composed of alternating corner-sharing aluminate 
and phosphate tetrahedra.
141
 The main synthetic approaches usually require the use of 
structure directing agents (SDAs) for the shaping of the micropores within the material 
itself. In addition to the adsorbent properties commonly associated with microporous 
frameworks, when suitably doped, AlPO4s exhibit interesting catalytic properties such as 
acidity and redox activity.
142-147
 The substitution of the neutral tetrahedra with nuclei 
other than Al or P can also alter the neutrality of the framework rendering it capable of 
hosting charged SDAs.
148-151
 The most widely used charged SDAs are alkylammonium 
cations and, amongst these, templates based on two units of quinuclidine or 
diazabicyclobutane (Dabco) N-interconnected with a four-unit linear aliphatic linker have 
been successfully used and investigated.
152
 The latter has been introduced in answer to 
the demand for a cheaper analogue of the former. The two 1,4-bis-N-quinuclidinium 
butane and 1,4-bis-N-Dabco butane templates are hereby referred to as BQNB and 
BDAB respectively. The AlPO4 materials synthesized with these two SDAs are 
commonly referred to as STA-2
150, 153, 154
 and the framework obtained with BDAB as 
SDA is shown in Figure 6.1. The numbering systems adopted in this study for these two 
templates are reported in Figure 6.2 (a) and (b). The total charge of BQNB is 2+ whereas, 
by virtue of the presence of two protonable apical nitrogens and two tetra-alkyl 
substituted nitrogens, BDAB can theoretically exist within the pores in the 2+, 3+ or 4+
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Figure 6.1 View down the z-axis of the unit cell of STA-2 microporous framework obtained using 
BDAB as SDA, after calcination. Oxygen, aluminium and phosphorus atoms are shown in red, blue and 
green respectively. The two channels clearly identifiable within the structure are capable of hosting the 
SDA molecules. 
 
 
Figure 6.2 BQNB (a) and mono-protonated BDAB (b) structures and related numbering systems 
adopted in this study. Four different nitrogen environments are numbered in the BDAB structure whereas 
only one nitrogen environment is present in the BQNB case. Solid-state 
15
N MAS spectrum of BQNB (c) 
and BDAB (d) at 14.1 T showing one and two nitrogen environments respectively. The solid-state spectra 
have been referenced to nitromethane at 0.0 ppm. The MAS rate was 7.0 kHz in both cases. 
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charged states. The 15N (I = 1/2) MAS NMR spectra of BQNB and BDAB within their 
STA frameworks are shown in Figure 6.2 (c) and (d) as reported in previous studies.152 
The single resonance at –331.2 ppm observed in the BQNB spectrum must be attributed 
to the quaternary nitrogens (NR4
+). The two resonances at –331.8 and –374.6 ppm 
observed in the BDAB spectrum are related to the quaternary and apical nitrogens 
respectively. If the charge of the BDAB molecular system was 3+ (i.e., only one of the 
two apical nitrogens being protonated), it is reasonable to assume that three resonances 
would have been observed (assuming no fast dynamic exchange takes place in the solid 
state). Therefore, the fact that only two 15N resonances are detected restricts the 
possibilities of charge states for the BDAB to either 2+ or 4+. The most shielded 
resonance could therefore be associated with either a protonated nitrogen (4+ total 
charge) or with a trivalent neutral one (2+ total charge). In order to investigate whether 
the resonance at –374.6 ppm has to be attributed to a neutral or protonated apical 
nitrogen, a combination of DFT calculations and solution-phase NMR has been 
undertaken. 
 
6.2 DFT modelling of BDAB 
 
Given that the system can possibly exist in three different charged states (2+, 3+ and 4+), 
the distance (!11.5Å) between the two protonable apical nitrogens, and the number and 
nature of the bonds between them (11 " bonds between sp3-hybridized nuclei), it seems 
reasonable to assume the protonation of only one apical nitrogen keeps the electronic 
environment of the other apical nitrogen roughly unchanged. Calculations over the mono-
protonated triply-charged BDAB structure can therefore yield information about both the 
2+ and 4+ charged states simultaneously. This means the protonated Dabco moiety of 
BDAB is considered to investigate the effect of protonation over the electronic 
environment of the system, whereas the non-protonated Dabco moiety is assumed to 
represent the doubly-charged non-protonated state. The consistency of this assumption is 
proved to be sensible a posteriori by the agreement with the experimental results. The 
geometry of this triply-charged molecule was thus generated within the Gaussian
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Figure 6.3 Triply-charged mono-protonated BDAB optimized structure with the DFT hybrid 
functional B3LYP. Nitrogens are shown in blue, carbons in grey, hydrogens in light grey. 
 
package. The structure was optimized with the DFT hybrid functional B3LYP and 6-
311++G(2d,p) basis set, and is reported in Figure 6.3. No solvation model was included 
in the calculations. The accuracy of the calculated data produced justifies, again a 
posteriori, that the solvate-solvent interaction can be neglected. The global minimum 
produced by the geometry optimization was used for the calculation of the isotropic 
magnetic shieldings with the CSGT method and variable basis sets to check for the 
convergence of the calculated values. NH3 was chosen as reference shielding at 0.0 ppm. 
The basis sets investigated and their relative indexes are reported Section 1.2.3. The 8 
basis sets explored include 4 double- and 4 triple-zeta split valence series with one d- and 
one p-polarizable function. The diffuse function is included for heavy atoms in sets 2 and 
6, diffuse functions are extended to all atoms in sets 3 and 7 while a second d-polarizable 
function is included in sets 4 and 8. Plotting the four nitrogen-environment shieldings 
against the basis set used (Figure 6.4) reveals how for both double- and triple-z basis sets, 
the implementation of a diffuse function on the heavy atoms is the most important step 
for the convergence of the values. The further diffuse function on hydrogens and the 
extension to the second d-polarization function do not seem to be of great importance, 
especially when triple-zeta basis sets are considered. As shown in Figure 6.4, all the basis 
sets, however, predict the non-protonated apical N(5) to be the most shielded. The 
protonated N(8) experiences a ~30 ppm deshielding relative to N(5). The tetra-alkyl 
quaternary N(6) and N(7) are ~20 ppm further deshielded relative to N(8). Calculations,
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Figure 6.4 Convergence of mono-protonated BDAB nitrogen shifts with the increasing size of the 
basis set used for the calculations. Basis set index from 1 to 4 and from 5 to 8 refer to double-zeta and 
triple-zeta split valence basis sets respectively. The chemical shifts for N(5), N(6), N(7) and N(8) are 
shown in red, yellow, green and blue respectively. 
 
 
 
Figure 6.5 Calculated CQ values for the 4 different nitrogen chemical environments in BDAB. When 
either tetra-alkyl substituted (N(6) and N(7)) or protonated (N(8)), the CQ value is less then 1 MHz. Only 
the non-protonated trivalent apical N(5) has a CQ constant of the order of MHz. 
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therefore, indicate the order of chemical shifts for the different nitrogen environments in 
BDAB to be NH3 < NR3H
+ 
< NR4
+
. The quadrupolar constant (CQ) for all the nitrogens in 
BDAB was also obtained from the eigenvalues of the electric field gradient (EFG) tensor 
produced in the calculations. As show in Figure 6.5, the only nitrogen with a large and 
therefore NMR-relevant CQ value (5.84 MHz at the highest level of theory) is the non-
protonated apical N(5). All the other tetra-bonded nitrogens have a NMR-negligible CQ 
value of less than 0.5 MHz (the reference NH3 CQ is 4.46 MHz at the highest level of 
theory). This important difference in quadrupolar constant for the neutral apical nitrogen 
is expected due to the less symmetric electronic environment which results in a much 
higher EFG experienced by the nucleus. 
 
6.3 Solution-phase NMR study of BDAB 
 
In contrast with the solid-state spectra shown in Figure 6.2 (c) and (d), solution-phase 
14/15
N NMR spectra are commonly referenced to NH3 at 0.0 ppm. The 
14
N (I = 1) NMR 
spectrum of BDAB recorded in D2O solution is shown in Figure 6.6. The only resonance 
observed (at 47.7 ppm) must be assigned to the two tetra-alkyl nitrogens. The other two
 
 
Figure 6.6 
14
N NMR spectrum of the BDAB in D2O at 9.4 T. Only one nitrogen environment is 
observed in neutral pH conditions. 
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Figure 6.7 The 
14
N NMR spectrum of the BDAB in acid D2O solution at 9.4 T is shown in (a). In (b) 
the expansion reveals a second much broader signal at higher field. In (c) the fit of the spectrum is shown. 
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apical nitrogens are expected, in D2O, to be in equilibrium between the protonated and 
the non-protonated forms. These dynamics take place on a much shorter timescale than 
the solution-phase NMR signal detection. Therefore, both forms are expected to exhibit a 
single resonance in a water solution. The lack of this resonance in the spectrum indicates 
the equilibrium is highly shifted in favour of the non-protonated system, for which the 
neutral apical nitrogens are not easily detected due to their large quadrupolar constant. 
The acidification of the D2O-BDAB solution should, in principle, shift the equilibrium 
towards protonation of the apical nitrogen. This latter state of the system is characterized 
by a much weaker EFG at the apical nitrogen site therefore resulting in a much narrower 
lineshape. In order to experimentally test this hypothesis, two equivalents of H
+
 
(HCl/H2O 36% in weight) were added to the BDAB D2O sample. The resulting 
14
N 
spectrum is shown in Figure 6.7 (a). In contrast with the spectrum shown in Figure 6.6, a
 
 
 
Figure 6.8 
1
H-
15
N HMQC spectrum of the BDAB in D2O at 9.4 T. The expected second nitrogen 
environment is detected at higher field. 
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second much broader resonance is present at higher field, as shown in Figure 6.7 (b). The 
fitting of this broader lineshape with a single peak is shown in Figure 6.7 (c) and yields 
an isotropic shift of 33.1 ppm and a line broadening of 723.2 Hz, in contrast with the 13.4 
Hz line broadening obtained for the resonance at 47.7 ppm. The acidification of the 
solution therefore shifts the equilibrium towards protonation of the apical nitrogen. 
Furthermore, there is the experimental evidence that in a D2O solution the order of 
shieldings calculated by the DFT method is correct. The apical 
14
N resonance, upon acid 
addition, is expected to progressively become narrower (decrease of the quadrupolar 
interaction) as the protonated form becomes more representative in the acquisition time 
and shifts to low field as calculated at all the levels of theory explored. The 
14
N spectrum 
(not shown) of this latter basic sample is very similar to the neutral case. This is perhaps 
expected as the proton content of the neutral solution is already too low to show any
 
 
 
Figure 6.9 Overlay of the 
1
H-
15
N HMQC spectra of the BDAB in D2O at 9.4 T. The spectra in acid, 
neutral and basic solutions are shown in red, black and blue respectively. 
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Figure 6.10 
15
N projections extracted from 
1
H-
15
N HMQC spectra recorded under acid (a), neutral (b) 
and basic conditions. 
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signal associated with the apical nitrogen and the neutralization of this proton content 
shifts further the equilibrium towards the undetectable non-protonated trivalent species. 
Although characterized by a very low natural abundance (0.36%) which compromises 
enormously the sensitivity of their detection, 
15
N spectra can be efficiently recorded in 
the indirect dimension of a 
1
H-acquired 2D correlation experiment. Furthermore, and in 
contrast with the 
14
N isotope, 
15
N is a I = 1/2 spin. This means that relatively narrow 
resonances can be acquired regardless the protonation state of this nucleus. As shown in 
Figure 6.8, the 
2\3
J long range 
1
H-
15
N correlation HMQC 2D spectrum of BDAB reveals 
the second apical nitrogen at 16.2 ppm. The 
3
J correlation between 
15
N at 47.7 ppm and 
1
H at 1.82 ppm (aliphatic linker) confirms this nitrogen is the tetra-alkyl species as the 
apical nitrogen is too many bonds away to correlate with these protons. Further 
confirmation of a pH-dependent shift is supplied by the 
1
H-
15
N HMQC of the BDAB in 
acid and basic conditions. The overlay of these three spectra is shown in Figure 6.9. The
 
 
 
Figure 6.11 Correlation between experimental and calculated nitrogen chemical shifts in the BDAB. 
The correlation coefficient R
2
 is 0.989. 
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apical 
15
N nitrogen found at 16.2 ppm in the D2O solution (Figure 5.8) moves downfield 
to 30.3 ppm in the D2O/HCl sample, in good agreement with the 33.1 ppm 
14
N shift 
obtained from the lineshape fitting. In contrast, in the D2O/NaOH sample, the same 
resonance moves upfield to 11.1 ppm. It is interesting to notice the two CH2 
environments of the Dabco moiety experiencing a down-field shift of ~0.5 ppm whereas 
the aliphatic-linker CH2 resonances remain mainly unaffected. This observation is readily 
rationalized by considering the distances between the aliphatic protons in the BDAB 
linker and the apical-nitrogen protonation site and experimentally justifies the assumption 
adopted in the computational model that the protonation of one Dabco unit of BDAB 
leaves the other relatively electronically unperturbed. In Figure 6.10 the 
15
N projections 
extracted from the three HMQC spectra are shown. It is clear that, when the I = 1/2 
15
N 
spectrum is acquired, the resonance width is not dramatically affected by the changes in 
EFG caused by the protonation as observed previously for the quadrupolar isotope 
14
N (I 
= 1). Differences in lineshape in the three 
15
N projections are related to the important 
change in ionic strength of the solution upon addition of acid or base. This usually, 
besides causing changes in tuning of the spectrometer, dramatically alters the mobility of 
the molecules in solution due to the increase of viscosity. This is, of course, related to 
relaxation processes which control the lineshape breadth. 
 
6.4 Analysis of experimental and calculated data 
 
In Figure 6.11 the correlation between experimental and calculated nitrogen chemical 
shifts is shown. The calculated non-protonated apical nitrogen chemical shift has been 
correlated with the corresponding experimental nitrogen chemical shift in the basic 
solution and the calculated protonated apical nitrogen chemical shift has been correlated 
with the experimental nitrogen chemical shift observed in acid condition. The relatively 
good agreement between calculated and experimental data confirms the validity of the 
previous half-molecule calculation approximation, as well as the omission of any 
solvation model. In order to interpret the experimental solid-state chemical shift 
difference observed in the 
15
N MAS spectrum of BDAB and therefore identify the charge
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Figure 6.12 The behaviour of the !Hybrid
2
 descriptor against the experimental condition/calculated 
state index. On the x-axis; 1: D2O/2eqH
+
 solution; 2: D2O solution; 3: D2O/2eqOH
–
 solution; 4: calculated 
neutral apical nitrogen; 5: calculated protonated apical nitrogen. 
 
state of the template in the STA-2 framework, the !Hybrid
2  hybrid descriptor is hereby ad 
hoc introduced and defined as: 
!Hybrid
2
= !"exp
solid
# !"exp /calc
liquid /calc .      (6.1) 
This descriptor is defined as hybrid as it correlates the observed experimental solid-state 
chemical shift difference between the two 
15
N resonances, with the corresponding 
difference in either solution-phase or calculations. When !Hybrid
2  approaches zero, either 
the solution-phase pH condition (or BDAB protonation state) or the calculated geometry 
(either protonated or non-protonated Dabco moieties of the BDAB structure) better 
resemble the experimental solid-state result thus supplying an indication of the solid-state 
charge state of BDAB. As shown in Figure 6.12, for the solution-state data, the 
discrepancy with the solid-state spectrum is minimized in basic conditions and 
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maximised in acid conditions. The liquid-state data therefore indicate the apical nitrogen 
of BDAB to be non-protonated in the solid-state STA-2 framework. The calculated sets 
of data also show the discrepancy with the solid-state spectrum is minimized for a 
structure with a neutral apical nitrogen and maximized when the apical nitrogen is 
protonated. Therefore, the calculated data also suggest the apical nitrogen to be non-
protonated in the STA-2 material. From analysis of both the liquid-state NMR data and 
the calculated shielding values, the signal at –374.6 ppm in the 
15
N MAS spectrum of 
BDAB is to be attributed to the neutral apical nitrogen. This means the SDA BDAB is 
included within the micropores of STA-2 in the non-protonated 2+ charged state. 
 
6.5 Conclusions 
 
In this study a combination of solution-state NMR techniques and DFT calculations has 
proven to be able to interpret and rationalize solid-state NMR data of the BDAB in an 
aluminophosphate microporous material, STA-2. The chemical shifts observed in the 
solid-state 
15
N NMR spectrum of the BDAB are more consistent with those observed in 
the liquid-state spectra in pH conditions which favour the non-protonated state. 
Furthermore, calculations show that the non-protonated BDAB better reproduces the 
experimental solid-state chemical shift difference. Both liquid-state NMR and DFT 
calculations therefore indicate BDAB to be included in the framework material STA-2 in 
its non-protonated 2+ charged form. This implies that the resonance at –374.6 ppm 
observed in the solid-state NMR spectrum of BDAB is related to the neutral non-
protonated apical nitrogen. This important information is required to understand the 
number of charge-balancing species incorporated within the framework structure, and 
ultimately, for a full structure solution. 
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Chapter 7 
 
NMR and DFT studies of boroxoaromatic systems in  
the solid state 
 
 
7.1 Introduction 
 
The aim of solid-state supramolecular chemistry is the capability to construct large 
and regular crystalline systems, exploiting specific chemical recognition 
functionalities between a small number of simple building blocks.
155-158
 The 
interactions taking place between the molecules themselves drive the self-assembly 
process towards the construction of a much larger system in a very selective and 
efficient manner. In this perspective, biological systems represent for chemists the 
perfect model for auto-regulation and auto-replication of functional supramolecular 
structures.
159-163
 It is actually the complexity of these naturally occurring structures 
which produces the ability for such complete control and regulation of the system 
itself. Viruses are perhaps the clearest example of a system which undergoes self-
assembly to yield what can be thought of as a multi-functionally capable 
supramolecular machine.
164, 165
 Other examples include proteins and nucleic acids 
with their multi-level three-dimensional structural organization reached through the 
ancestral self-assisted biosynthetic pathways upon which life itself relies. In the last 
decades chemists have started to look with much more interest at biological 
systems,
166-168
 aiming to achieve in the laboratory a synthesis with the same control 
that nature displays for self-assembly processes. This objective can clearly only be 
reached via an understanding the basic intermolecular interactions which rule self-
organization and self-directed synthesis. Furthermore, the number of these exploitable 
motifs is still relatively limited and the catalogue of building blocks available to the 
supramolecular chemist needs to be expanded considerably. Recent results
169
 have 
proved 10-hydroxy-10,9-boroxophenathrene (HBOP) to be a promising system for 
covalently self-assembly motifs. Although firstly synthesized in 1959
170
 purely for its 
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unusual heteroaromatic character,
171-173
 it is only recently that interesting solid-state 
properties of HBOP have come to the attention of self-assembly related research. In 
particular, the ability of this compound to undergo dehydration upon heating to yield 
the corresponding anhydride bis-(boroxophenanthryl)ether (BBE) in a reversible 
manner, suggests this chemical system to be a potentially useful on/off switch on a 
macromolecular level. In previous work,
169
 the dehydration process in the solid state 
has been monitored through thermogravimetric analysis (TGA) and powder X-ray 
diffraction (PXRD). The kinetic data derived with these two techniques showed some 
inconsistencies regarding the activation barrier obtained. These two methodologies in 
fact, are not able to probe the chemical reaction directly. The TGA follows the loss of 
mass as a function of time. In the HBOP/BBE system, this loss of mass corresponds 
to the escape of water from the solid sample into the vapor phase. This physical 
process does not necessarily follow the same kinetics of the chemical production of 
water during the reaction. In contrast, PXRD monitors the changing identity of the 
crystalline phases during the transformation and requires particles of sufficient size to 
be formed for an unambiguous detection. Again, the growth in size of BBE crystalline 
particles does not necessarily match the kinetics of the chemical transformation. 
Neither of these two techniques, therefore, can be directly related to the local 
chemical changes occurring during the dehydration. Solid-state NMR, in contrast, is 
very sensitive to these short-range differences and is probably the technique of choice 
to probe such reacting systems. A solution- and solid-state NMR study on the 
HBOP/BBE system is reported in this Chapter. In addition, the experimental 
conclusions are also corroborated by DFT and semiempirical calculations. The 
accuracy of DFT computational methods for describing boroxoaromatic systems is 
evaluated on the experimentally assignable solution-state data and subsequently 
utilized in a periodic approach to interpret the more complex solid-state NMR spectra. 
The HBOP molecule in its hydrogen-bonded dimer (HBD) and the corresponding 
anhydride BBE structures are shown in Figure 7.1, with the numbering system 
adopted in this study. 
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Figure 7.1 Hydrogen-bonded dimer (HBD) of the HBOP and the corresponding anhydride BBE. 
The numbering systems adopted in this study are also shown. 
 
7.2 Additional NMR methodologies 
 
7.2.1 Heteronuclear Multiple Bond Correlation 
 
The possibility to observe two- or three-bond correlations is the only way in which 
different spin systems can be linked together in a whole molecular/framework system, 
hence, allowing a complete experimental assignment to be performed. In principle, 
the ! delay of the HMQC experiment (described in Chapter 5) can be set to maximize 
the evolution of long-range J couplings.
127
 These couplings, however, can vary 
considerably in a given molecular system according to the number of bonds involved 
and the chemical nature of the nuclei across which the J coupling takes place. The 
choice of a proper ! value is therefore a problem as only one J value can be selected 
during the experiment. Furthermore, the two ! evolution delays in the HMQC 
experiment result in a modulation of the acquired signal by sin2 ! J
IS
"( ) . This 
weighting makes the ! value experimentally very selective for the J coupling 
correlation to be observed so that different J couplings present in the system can 
easily be not observed. The Heteronuclear Multiple Bond Correlation (HMBC)
47, 127
 
experiment has been designed to minimize these problems and thus allow observation 
of long-range correlations. The related pulse sequence is shown in Figure 7.2 (a). The 
simple removal of the last ! delay from the HMQC results in a modulation of the
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Figure 7.2 The pulse sequence for the HMBC experiment is shown in (a), the 
1
J-filtered version 
of the HMBC is shown in (b). White rectangles represent 90° pulses, thick black rectangles represent 
180° pulses. 
 
acquired signal by sin ! J
IS
"( )  which is smoother and therefore less selective than the 
modulation in HMQC. Moreover, signal loss due to relaxation processes is minimized 
by the shorter overall pulse sequence length. This can be a distinct advantage when 
long-range small J couplings (i.e., long ! delays) need to be detected. The omission of 
the final ! delay, however, also results in some unwanted features. Firstly, the 
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detected magnetization is anti-phase so decoupling cannot be applied during 
acquisition. Secondly, the offset evolution of the I spin is not refocused as there is no 
longer an echo for this spin within the sequence. This results in the magnetization 
acquiring a phase in the indirect dimension which depends upon both the offset of the 
I spin and the chosen ! value. The detectable magnetization at the end of the pulse 
sequence can be expressed as: 
2 Iˆ
x
Sˆ
z
cos !
S
t
1( )sin " JIS#( )$ !I ,#( ) . (7.1) 
The information that can be obtained by HMBC is, however, of primarily importance 
for a full assignment and these small disadvantages are easily tolerated. Setting the ! 
value to match long-range couplings, however, does not exclude the detection of 
some components of 
1
J-modulated magnetization. These one-bond correlations can 
complicate the spectrum, obscuring the desired long-rage correlations. A modified 
version of the HMBC which filters out 
1
J correlations is shown in Figure 7.2 (b). The 
only difference is the presence of a further 90
x
S  after a !1 delay. This delay is set to 
1/
1
JIS so as to maximize the anti-phase magnetization terms due to one-bond 
couplings. The additional 90
x
S  pulse converts these terms into MQ coherences. The !1 
value is, however, too short for any considerable long-range coupling to evolve so 
that this pulse can be thought of as acting only on 
1
J-modulated signal. Repetition of 
the experiment with a 90
! x
S  pulse and adding the two data sets results in cancellation 
of only the one-bond correlations. The anti-phase terms modulated by long-range 
coupling, in contrast, follow a pathway which is identical to that of the unmodified 
HMBC. 
 
7.2.2 Dipolar dephasing 
 
In solid-state NMR, it is not unusual to observe severe overlap of resonances which 
hinder spectral interpretation. Furthermore, especially in 
13
C NMR spectroscopy, it is 
often very useful to experimentally identify whether carbons are indeed bonded to 
protons. An experiment which suppresses the magnetization associated with carbons 
bonded to protons, leaving only that associated to quaternary carbons is, therefore, 
highly desirable as it simplifies the spectrum and, at the same time, allows 
identification of the carbon typology. The dipolar dephasing experiment
174-176
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Figure 7.3 Pulse sequence for the dipolar dephasing experiment. During the ! delay 
magnetization dephases under the effect of heteronuclear dipolar coupling. White thinner rectangles 
represent 90° pulses, black rectangles represent 180° pulses. 
 
achieves such result in a very simple and efficient manner. The pulse sequence for 
this experiment is shown in Figure 7.3. After magnetization has been created on the 
abundant nucleus I, it is transferred to the rare nucleus S via CP. At this point, 
decoupling is turned off for a dephasing delay !, where the S-magnetization dephases 
under the effect of heteronuclear dipolar coupling to the abundant I spins. The more I 
spins chemically bonded (or in spatial proximity) to a spin S, the greater the 
dephasing experienced by the magnetization. A subsequent spin echo on the S channel 
refocuses the remaining magnetization before acquisition. The intensity of the signals 
acquired, therefore, depends on the numbers of I spins related to each S chemical 
environment. Repeating the experiment with an increasing value of ! results in 
resonances chemically associated with I nuclei progressively decreasing in intensity. 
Those S spins which are not strongly coupled to I spins, in contrast, experience a 
much smaller change in intensity. 
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7.2.3 HETCOR 
 
The Heteronuclear Correlation (HETCOR)
127, 177-178
 experiment produces a spectrum 
which correlated an high-abundant I spin (in the indirect dimension) to a low-
abundant S spin (in the direct dimension). The pulse sequence for this experiment is 
shown in Figure 7.4. Transverse magnetization is created on the I spin and allowed to 
evolve in the t1 period. A ! pulse on the S spin ensures the I-S J coupling is refocused 
during this period. Magnetization is thus I-offset modulated by the end of t1. The 
subsequent CP step transfers this magnetization, via dipolar interaction, to the S spin, 
which is then observed under heteronuclear decoupling. The F2 direct dimension of 
the resulting spectrum therefore yields the offset of an S spin which is dipolar coupled 
to an I spin whose offset is reported in the F1 indirect dimension. Choosing an 
appropriately short contact time for the CP step may ensure the I-S spin pairs selected 
are directly bonded, producing a spectrum which is analogous to that obtained with 
the HSQC experiment (described in Chapter 5). In solution-phase NMR, due to the 
averaging to zero of the dipolar interaction, the CP step is replaced by an INEPT 
block so to exploit the J-coupling for the magnetization transfer. It is worth noting
 
 
 
Figure 7.4 Pulse sequence for the HETCOR experiment. FSLG homonuclear decoupling is 
applied in the indirect dimension. The red pulses (magic-angle pulses) flip the magnetization to the 
magic angle and back into the xy-plane prior to the CP transfer. White thinner rectangles represent 90° 
pulses, thick black rectangles represent 180° pulses. 
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than, in contrast with the HSQC or other commonly used experiments in solution, in 
the solid-state HETCOR the acquired signal is that of the low-abundant nucleus. 
Sensitivity improvement is however achieved by the CP step. During the t1 evolution, 
in order to increase the resolution in the indirect dimension, homonuclear dipolar 
decoupling schemes such as FSLG can also be applied. 
 
7.2.4 MQMAS 
 
Multiple-quantum magic-angle spinning (MQMAS)
179
 is an experimental NMR 
methodology employed to achieve the removal of the second-order quadrupolar 
broadening from spectra of quadrupolar nuclei with half-integer spin quantum 
number. Once the quadrupolar Hamiltonian reported in Equation (2.94) is more 
conveniently expressed in terms of spherical tensors, the frequencies of the 1/2 ! –
1/2 single-quantum (SQ) central transition and of a general symmetric m ! –m 
multiple-quantum (MQ) transition can be written as:
36
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The terms Vk ,0
Q  describing the orientation dependence are: 
Vk ,0
Q
= Dn,0
k !,",#( )
n
$ Ak ,n , (7.4) 
where D
n,0
k  are the Wigner rotation matrices introduced in Chapter 2 and: 
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Figure 7.5 Pulse sequence and CTP for the MQMAS experiment. The simple amplitude-
modulated version is shown in (a). The z-filter amplitude-modulated version is shown in (b), the split-t1 
whole-echo version is shown in (c). 
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Under magic-angle spinning the second-rank term V
2,0
Q  is averaged to zero and, since 
V
0,0
Q  is only a scalar (i.e., isotropic) quantity, the only remaining anisotropic term is 
the fourth-rank term V
4,0
Q . Equations (7.2) and (7.3) reveal that the fourth-rank 
anisotropic term is weighted by scalar coefficients which evaluate, for I = 3/2, to +108 
and –84 for the SQ- and 3Q-transition frequencies respectively. This implies that, in a 
2D experiment in which 3Q and SQ coherences evolve in t1 and t2 respectively, the 
fourth-rank term (but not the isotropic term V
0,0
Q ), will be refocused when t2 = (7/9) t1. 
What MQMAS achieves is, therefore, a t1 evolution of MQ coherence under the 
fourth-rank anisotropic term which is then refocused by a subsequent t2 evolution of 
SQ coherence under the same V
4,0
Q  term. The ratio between the two weighting 
constants is termed the MQMAS ratio and it determines the gradient of the axis along 
which the second-order quadrupolar broadening is refocused. The simplest MQMAS 
experiment and the corresponding CTP is shown in Figure 7.5 (a). The MQ 
coherences are excited and allowed to evolve under the anisotropic quadrupolar 
interaction in t1. The second pulse converts the MQ coherence to observable SQ 
coherence which then evolves for a time determined by the MQMAS ratio before 
detection of the FID. In order to obtain phase-pure lineshapes, a z-filter can be 
introduced in the pulse sequence (Figure 7.5 (b)).
180
 This population filter ensures 
both ±MQ coherences are mixed in equal amounts prior to conversion to SQ 
coherence. The MQMAS spectra reported in this chapter have been recorded with a 
whole-echo phase-modulated split-t1 using the pulse sequence
181
 shown in Figure 7.5 
(c). The evolution period is split between MQ and SQ coherences according to the 
MQMAS ratio thus resulting in a refocusing of the quadrupolar second-order 
broadening parallel to the F2 axis. 
 
7.3 Results and discussion 
 
The aromatic nature of the HBOP and BBE molecules makes it a very challenging 
system to study with solid-state NMR spectroscopy. All proton and carbon resonances 
are expected to fall in a relatively narrow region of the spectrum thus resulting in 
considerable overlap which prevents a full assignment. Computational methods are 
therefore necessary to gain insight into the solid-state experimental data. The 
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accuracy of DFT methods in describing such an unusual boroxoaromatic system 
needs to be, firstly, evaluated and compared with simple experimental data. Given the 
intrinsically narrow resonances routinely obtained with robust and established 
methodologies, solution-state NMR can easily provide this information. A full 
assignment of 
1
H and 
13
C resonances of the solution-state spectra of both HBOP and 
BBE is therefore necessary prior to the solid-state study. Furthermore, a complete 
solution-state assignment of the HBOP spectra has not been provided previously, 
while spectra of BBE have not been recorded and reported in the literature owing to 
its tendency to react very quickly with the traces of water present in the deuterated 
solvents, hydrolyzing to HBOP. 
 
7.3.1 HBOP solution-phase NMR 
 
The 
13
C NMR spectrum of HBOP is shown in Figure 7.6 (a). It is worth noting only 
three quaternary carbons are observed (151.15, 140.35 and 123.01 ppm) in contrast to 
the four expected (i.e., C(1), C(6), C(7) and C(12)). The missing quaternary resonance 
is the carbon directly bonded to boron for which detection in the solution phase 
requires 
11
B broad-band decoupling during acquisition.
182, 183
 This is a consequence of 
the fast and efficient 
 
T
2
 relaxation induced by the directly-bonded quadrupolar boron 
(T1 is of the order of milliseconds
184
), and of the 
1
J(
11
B-
13
C) scalar coupling, typically 
~100 Hz,
185, 186
 which would produce a splitting of the signal into a quartet. In 
addition, the 20% abundant 
10
B (I = 3) nucleus is expected to produce a septet for the 
carbon resonance, hence contributing a further broadening. In Figure 7.6 (b), the 
1
H 
spectrum of HBOP is shown. All aromatic resonances are observed and the 
multiplicity of the signals is consistent with the expected structure. The OH peak falls 
at 4.78 ppm (not shown). In Figure 7.7, the 
3
J homonuclear correlation 
1
H COSY 
spectrum
47, 127
 is shown. The two ABCX and AMXY spin systems for the two 
aromatic moieties are identified, but still no experimental discrimination between the 
two can be obtained. The 
1
J(
1
H-
13
C) HSQC spectrum shown in Figure 7.8 allows 
proton chemical shifts to be correlated with their respective carbon chemical shifts. 
The assignment of either a proton or a carbon of the pair automatically assigns the
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Figure 7.6 The 
13
C NMR spectrum of HBOP in CDCl3 at 9.4 T is shown in (a). The 
1
H NMR 
spectrum of HBOP in CDCl3 at 9.4 T is shown in (b), all the aromatic proton resonances fall in !1 ppm 
range. In (a), a line broadening of 2 Hz has been applied to the FID prior to FT.  
 
other member of the pair. The proton resonance at 4.78 ppm in the direct dimension 
(not shown), is absent from the spectrum and does not correlate with a carbon, 
confirming the hypothesis that it results from the OH. The two spin systems still 
cannot be distinguished and, within those, protons with the same multiplicity cannot 
yet be discriminated. Furthermore, no assignment can be deduced for the quaternary 
carbons apart from that bonded to oxygen which is expected to be the most
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Figure 7.7 
1
H-COSY spectrum of HBOP in CDCl3 at 9.4 T. The two ABCX and AMXY spin 
systems are indicated with blue and red lines respectively. 
 
 
 
Figure 7.8 
1
H-
13
C HSQC spectrum of HBOP in CDCl3 at 9.4 T. Quaternary carbons do not show 
correlations with protons in this spectrum. 
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deshielded. A full assignment of carbons and protons in organic molecules can be 
achieved only through multiple-bond heteronuclear correlations. This information can 
be supplied by the 
2/3
J(
1
H-
13
C) HMBC spectrum shown in Figure 7.9. From the 
lowest field 
13
C resonance at 151.15 ppm, assigned to C(1) owing to the deshielding 
effect of the directly-bonded oxygen, the two proton spin systems can finally be 
distinguished. This carbon correlates with three protons (7.20, 7.31, 8.06 ppm); two 
intense signals that in the 
1
H dimension can be seen to be a triplet (7.31 ppm) and a 
doublet (8.06 ppm), and a less intense doublet signal (7.20 ppm). Examining the 
structure, two protons with 
3
J to C(1) can be found, those bonded to C(3) (ABCX) 
and C(5) (ABCX); the former a triplet and the latter a doublet with respect to the 
homonuclear coupling. The 
2
J correlation is expected for the doublet C(2)H (ABCX). 
These correlations are depicted in Figure 7.10 (b). The remaining resonance of the 
spin system must, therefore, be assigned to C(4)H (ABCX). Therefore, via the
 
 
Figure 7.9 
1
H-
13
C HMBC spectrum of HBOP in CDCl3 at 9.4 T. 
2/3
J proton-carbon correlations 
are usually observed in this spectrum. The correlations used to assign all the 
1
H and 
13
C resonances are 
shown in red, green and blue, according to Figure 6.10. 
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Figure 7.10 
2/3
J(
1
H-
13
C) correlations observed in the HMBC and used for the full assignment as 
shown in Figure 6.9. In (a) the numbering system is reported for clarity. In (b) the 
3
J and 
2
J correlations 
of C(1) are depicted in red and green respectively. In (c) the 
3
J correlations of C(7) are shown in red 
whereas the 
3
J correlation of C(8)H with C(6) is shown in blue. 
 
multiple-bond correlation, all the protons of the ABCX spin system have been 
assigned from C(1). The single-bond information supplied by the HSQC spectrum 
also assigns all the carbons bonded to these protons. The second lowest field 
quaternary carbon (140.35 ppm) correlates with two protons of the other AMXY spin 
system (7.64 and 8.01 ppm) and with the already assigned C(5)H with a 
3
J of the 
other spin system. From inspection of the structure shown in Figure 7.10 (a), the only 
carbon capable of such a correlation pattern is C(7). It correlates with a triplet, which 
must be C(9)H (
3
J, AMXY) and with a doublet, which could be either C(8)H (
2
J) or 
C(11)H (
3
J). Given the high intensity of this signal a 
3
J is assumed and assigned to 
C(11)H (AMXY). Consequently, the remaining doublet must be C(8)H (AMXY). In 
addition, and as confirmation, this latter proton correlates with the other quaternary 
carbon at 123.01 ppm which must be therefore assigned as C(6) (as carbon 12 
connected to boron is not observed and C(1) and (7) have already been assigned). 
C(11)H is in fact not expected to correlate with C(6) given that four bonds are 
involved. These correlations are depicted in Figure 7.10 (c). The remaining proton 
resonance of the AMXY spin system must therefore be assigned to C(10) (AMXY). It 
is interesting to notice how carbon 7 does not exhibit 
2
J correlation with C(8)H but 
still retains the other 
3
J expected. No more information is needed from this spectrum
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Table 7.1 Assignment of 
1
H and 
13
C resonances of HBOP in CDCl3 at 9.4 T. The proton spin 
systems are also reported. 
 
13
C (ppm) 
1
H (ppm) Spin system (
1
H) Assignment 
151.15 -   1 
140.35 -   7 
133.36 8.01  X 11 
132.58 7.64  M 9 
129.01 7.31 C  3 
127.24 7.40  A 10 
123.60 8.06 X  5 
123.01 -   6 
122.69 7.16 A  4 
121.23 8.10  Y 8 
119.60 7.20 B  2 
 
 
since both 
1
H and 
13
C spectra have been already assigned, but as a confirmation, 
consider again the resonance assumed to result from C(6). A 
3
J correlation with 
C(8)H has already been highlighted. In addition, the expected 
3
J signal from proton 
C(4)H is also found. The lack of 
2
J correlation with C(5)H and 
3
J correlation with 
C(2)H does not contradict the assignment. Ideally, the two-dimensional correlations 
given by this experiment are unambiguously related to a single structure, and 
assignment of a resonance must be consistent with all the other correlations observed. 
Not surprisingly, no proton correlates with the missing quaternary C(12). The 
complete assignment of the solution-state spectra is given in Table 7.1. 
 
7.3.2 BBE solution-phase NMR 
 
The NMR spectrum of BBE in solution has not been reported because of its 
remarkable reactivity with water to hydrolyze to HBOP. However, by rigorous 
exclusion of water during the preparation of the sample and during the recording of 
the spectra, it is possible to minimize the hydrolysis and, therefore, observe the 
anhydride BBE species. The 
1
H and 
13
C NMR spectrum of the BBE are shown in 
Figure 7.11 (a) and (b) respectively. Despite the effort to avoid water, almost 25% of
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Figure 7.11 
1
H and 
13
C spectra of BBE in CDCl3 at 9.4 T are shown in (a) and (b) respectively. 
The less intense set of resonances in both spectra are related to the hydrolysis of BBE to yield HBOP. 
As expected, also for BBE, all the aromatic proton resonances fall in !1 ppm range. 
 
the anhydride was hydrolyzed. In fact, in both proton and carbon spectra, the less 
intense set of signals resulting from BBE hydrolyzed to HBOP can clearly be 
observed. Also for BBE, only 11 carbon resonances are observed. By careful 
consideration of the minimum contour levels in the 2D spectra, it is possible to 
consider only correlations associated with the anhydride. The HSQC spectrum of 
BBE is shown in Figure 7.12 (a). An overlay of the HSQC spectra of HBOP and BBE
 131 
 
 
Figure 7.12 
1
H-
13
C HSQC spectrum of BBE in CDCl3 at 9.4 T is shown in (a). An overlay of the 
same spectrum with that of the HBOP (plotted in red contours) is shown in (b). The resonances which 
experience the largest change in electronic environment are highlighted in dashed boxes.  
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Table 7.2 Assignment of 
1
H and 
13
C resonances of BBE in CDCl3 at 9.4 T. The proton spin 
systems are also reported. 
 
13
C (ppm) 
1
H (ppm) Spin system (
1
H) Assignment 
151.36 -   1 
141.10 -   7 
134.26 8.07  X 11 
132.95 7.68  M 9 
129.16 7.33 C  3 
127.27 7.39  A 10 
123.56 8.13 X  5 
123.10 -   6 
122.95 7.20 A  4 
121.70 8.16  Y 8 
120.16 7.29 B  2 
 
 
is also shown in Figure 7.12 (b). It is interesting to notice how C(2)H, C(5)H, C(8)H 
and C(11)H experience the largest change in chemical environment. This 
experimental evidence can be interpreted by considering that C(2)H and C(11)H may 
experience the largest change in electron density owing to their close proximity to the 
second set of phenyl rings present in the anhydride therefore falling within the 
deshielding zone of the ring current of the facing aromatic moiety. This shift in 
electron density is then propagated through the sp
2
 network of the aromatic system to 
C(5)H and C(8)H in the respective para-positions. There is no change in the order of 
both carbon and proton shifts, therefore the assignment for the HBOP remains 
unchanged for the anhydride also. The HMBC spectrum (not shown) proves this 
conclusion. Quaternary carbons exhibit the same correlation patterns found in HBOP, 
with the exception of C(6), which in the anhydride also retains the 
3
J correlation with 
C(2)H, an observation which also confirms the previous assignment. These results are 
given in Table 7.2. 
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7.3.3 HBOP DFT calculations in the vacuum 
 
The HBOP and its HBD structures have been generated within the Gaussian03 
package. A global minimum in energy has been reported for HBOP where the O-H 
bond vector is in a syn orientation with respect to the endocyclic O-B bond vector.
169
 
This conformer was therefore chosen for this study. The geometries were first 
optimized at the Hartree-Fock 6-31G level of theory and the global minima thus 
obtained further refined at the DFT B3LYP 6-311++G(2d,p) level of theory. The 
calculation of the magnetic shieldings was subsequently performed using the CSGT 
method and the same hybrid functional at variable basis set size to check for the 
convergence of the values. The basis sets considered with their related indexes are 
reported in Table 1.1 in Chapter 1. The calculated parameters for benzene were used 
to reference the shieldings. In Figure 7.13, the chemical shift of the most deshieldied 
C(1) is plotted against the basis sets used. It is clear how, for both double and triple 
zeta basis set series, the most important contribution is given by the use of diffuse 
functions on heavy atoms in the valence shell. The inclusion of a second d-
polarization function on heavy atoms has a relatively less important effect. Further 
study was carried out using the highest basis set of the series explored. As shown in
 
 
 
Figure 7.13 Convergence of the calculated chemical shift of C(1) as the basis set size is 
increased. 
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Figure 7.14, both HBOP and HBD calculated chemical shifts show a good correlation 
with the experimental data. For these correlations, the experimental chemical shift for 
C(12) was estimated from the 
13
C spectrum shown in Figure 7.15, which was acquired 
in a d6-acetone solution, where a broad resonance centered at 124.6 ppm can be 
observed. It is interesting to notice that, although in HBD two molecules mutually 
perturb themselves by virtue of the cyclic hydrogen bond network, there is no 
significant change in the quality of the correlation. This may be related to the fact that 
in solution HBOP and its HBD are in dynamic exchange between each other so that 
acquired spectra are averages of the two forms. Analyzing the differences between the 
experimental data and the two calculated data sets shown in Figure 7.16, the most 
significant deviations between experiment and theory are associated with the 
quaternary C(1), C(6), C(7) and the tertiary C(11). Interestingly, the boron-bonded 
quaternary C(12) appears to be accurately described at this level of theory. Generally, 
all the other carbons show a discrepancy between experimental and calculated 
chemical shift which is less than 1 ppm. As clearly shown in Figure 7.17, where the 
calculated chemical shift differences between HBOP and HBD are plotted, the second 
molecule in the HBD system results in a coherent deshielding of all the resonances. 
This result is consistent with the observation that, in HBD, each molecule of HBOP is 
placed in the deshielding zone of the ring current of its hydrogen-bonded partner. 
Although being the only quaternary for which the calculated shielding does not differ 
significantly from the experimental solution spectrum, C(12) is predicted to be the 
one experiencing the largest change in electron density due to the establishment of the 
H-bonding system with the second HBOP molecule. C(4) is the only tertiary carbon 
which behaves similarly. The calculated chemical shifts were then used to simulate 
the HBOP 
13
C NMR spectrum. The line broadening for quaternary carbons (with the 
exception of C(12)) was set to 2.2 Hz, as resulted from the fitting of the experimental 
C(1) resonance at 151.15 ppm. The line broadening for tertiary carbons was set to 2.6 
Hz, as resulted from the fitting of the experimental C(11) resonance at 133.35 ppm. A 
line broadening of 110.0 Hz was used to simulate the C(12) resonance. These 
simulated spectra are reported in Figure 7.18 with the experimental 
13
C spectrum for 
comparison. The simulated spectra resemble quite accurately the experimental 
CDCl3-solution HBOP spectrum. It is particularly evident the tendency of the 
computational method to underestimate the shieldings of the quaternary carbons.
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Figure 7.14 Correlation between experimental and calculated chemical shifts of HBOP. In (a) the 
calculated structure is in its monomeric form. In (b) the HBOP is in its dimeric HBD. The R
2
 
correlation coefficients are 0.995 and 0.996 respectively. 
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Figure 7.15 
13
C spectrum of HBOP in d6-acetone at 9.4 T. A line broadening of 15 Hz was 
applied prior to FT. In contrast with the CDCl3 solution spectrum, a broad resonance for C(12) centered 
at 124.6 ppm can be observed. 
 
 
 
 
Figure 7.16 Chemical shift differences between the experimental and calculated HBOP structure 
in monomeric (blue) and dimeric HBD (red) forms. 
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Figure 7.17 Calculated chemical shift differences between HBOP and HBD. All values are 
negative indicating the general deshielding effect induced by the second molecule of HBOP in the 
HBD. 
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Figure 7.18 Simulated 
13
C spectra of HBOP (a) and HBD (b). In (c), the experimental 
13
C 
spectrum in CDCl3 is shown for comparison. 
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7.3.4 BBE DFT calculations in the vacuum 
 
The BBE structure has been generated within the Gaussian03 package. The geometry 
was first optimized at the Hartree-Fock 6-31G level of theory and the global 
minimum obtained was further refined at the DFT B3LYP 6-311++G(2d,p) level of 
theory. The calculation of the magnetic shieldings was subsequently performed using 
the CSGT method and the same hybrid functional at the same level of theory. The 
optimized geometry of the BBE results in a dihedral angle between the two boroxo-
aromatic moieties of 28.7° (Figure 7.19). However, due to crystal packing constraints, 
the BBE molecule is found in a planar conformation in the solid-state. In order to 
obtain insight into the influence these conformational variations have on the chemical
 
 
 
 
 
Figure 7.19 Non-planar DFT-optimized geometry of BBE. Oxygens, carbons, hydrogens and 
borons are shown in red, grey, light grey and yellow respectively. The angle between the two aromatic 
moieties is 28.7°. 
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Figure 7.20 Correlation between experimental and calculated chemical shifts of BBE. In (a) the 
calculated structure is in its non-planar form. In (b) the BBE is in its planar form. The R
2
 correlation 
coefficients are 0.9955 and 0.9957 respectively. 
 
 
 
 
 141 
 
 
 
 
Figure 7.21 Chemical shift differences between the experimental and calculated BBE structures 
in non-planar (blue) and planar (red) forms. 
 
 
 
 
 
Figure 7.22 Calculated chemical shift differences between BBE in its planar and non-planar 
forms. All data are positive indicating the general deshielding effect upon planarization. 
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Figure 7.23 13C spectra simulated using the calculated chemical shifts of BBE and planar BBE 
are shown in (a) and (b) respectively. In (c) the experimental 
13
C spectrum in CDCl3 is shown for 
comparison. 
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shifts and obtain data more directly related to the solid state, a second optimization 
was performed imposing planarity on the whole system. The structure thus obtained is 
1.8 kcal mol–1 more unstable than the former non-planar global minimum. This small 
increase in energy does not, presumably, prevent the molecule undergoing free 
rotation in solution/vacuum at room temperature around one of the exocyclic B-O 
bonds. Considering the optimized planar geometry and analyzing the interatomic 
distances, the two C(2)H are found at a distance of 2.67 Å. The C(11)H are separated 
by 3.27 Å, whereas the two endocyclic oxygens are 2.59 Å apart. Considering the 
lone pairs of each of these oxygens, it is reasonable to attribute the calculated 
destabilization associated with planarity mainly to electrostatic repulsion rather than 
electro-steric hindrance of the facing C(2)H and C(11)H. Nevertheless, as shown in 
Figure 7.20, both structures correlate very well and with comparable quality to the 
experimental set of resonances. Considering the differences between the experimental 
chemical shifts and the calculated chemical shifts of both the non-planar and planar 
BBE (Figure 7.21), the most significant deviations between experiment and theory are 
associated with the quaternary C(1), C(7) and C(6) and the tertiary C(11). Again and 
interestingly, the quaternary boron-bonded C(12) is very well characterized by the 
calculations. A plot of the difference in shielding between the two calculated 
structures (Figure 7.22) reveals the quaternary C(7) to experience the highest change 
in electronic environment upon planarization of the molecular system. The other 
carbons for which a similar behavior is found are the tertiary C(2), C(8), C(4) and the 
quaternary C(12). These differences for all the carbons are, however, relatively small 
(< 1 ppm). Interestingly, all the resonances in the planar structure are generally 
deshielded in an analogous manner to that observed in the HBD of HBOP. As 
expected, in a planar conformation the two aromatic moieties maximize their mutual 
perturbation through their deshielding ring current. The simulated spectra of the two 
structures are compared with the solution-phase experimental spectrum in Figure 
7.23. The lineshape parameters used were those described previously for HBOP. 
Again, as in the HBOP case, the quaternary carbons appear considerably deshielded 
in the vacuum when compared to the solution-phase chemical shifts. 
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7.3.5 HBOP solid-state NMR 
 
The X-ray structure (Figure 7.24) of HBOP reported in the literature169 reveals two 
distinct molecules arranged in a HBD in the unit cell. The HBDs are planar and 
stacked along the y-axis of the unit cell with a distance between parallel stacking 
planes of ~3.3 Å. Figure 7.25 (a) shows the 13C (100.6 MHz) CP MAS spectrum of 
HBOP. Considerable similarity with the spectrum observed previously in solution is 
observed. Although twice the number of resonances are expected (i.e., 24 carbon 
signals), it is clearly seen from the resonances at 151.5 and 138.8 ppm that there is 
considerable overlap between the signals from the two crystallographically-distinct
 
 
 
 
Figure 7.24 X-ray structure of HBOP viewed down the y-axis. Two crystallographically-distinct 
molecules are arranged in a HBD. Borons, oxygens, carbons and hydrogens are represented in yellow, 
red dark grey and light grey respectively. The blue box represents the unit cell. 
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Figure 7.25 In (a), the 
13
C CP MAS spectrum of HBOP at 9.4 T is shown. The spinning speed 
was 12 kHz. SPINAL64 heteronuclear 
1
H decoupling was applied during acquisition. 1 ms contact 
pulses ramped on the 
1
H were employed in the CP step. In (b), four dipolar dephasing spectra with 
delays of 0.3, 20, 40 and 60 µs are shown. The same experimental conditions described in (a) were 
employed, with the exception of a spinning speed of 6 kHz. 
 
molecules in the HBD. The series of dipolar-dephased spectra of HBOP shown in 
Figure 7.25 (b), allows the identification of the all the quaternary carbons. In this 
experiment, with a progressive increase in a delay where 
1
H-decoupling is turned off, 
the carbon magnetization is allowed to dephase under dipolar interaction with 
protons. The tertiary resonances, by virtue of spatial proximity with protons, tend to 
vanish from the spectrum as the delay is increased. Quaternary carbons experience 
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instead a much weaker effect therefore remain roughly constant in intensity. It is 
interesting to notice the much broader resonance at 126.1 ppm assigned to C(12) 
bonded to the quadrupolar 
11/10
B. The other quaternary at 122.5 ppm, overlapped with 
the higher field tertiary carbons in the 
13
C CP MAS spectrum, is also identified and 
assigned to C(6). In Figure 7.26, 
1
H MAS spectra of the HBOP recorded at different 
MAS rates are reported. The small chemical shift  range in which all the proton 
resonances are found in the solution-phase proton spectrum (eight resonances falling 
in ~1 ppm) makes the HBOP system not ideal one for study through solid-state 
1
H 
NMR. The strong homonuclear dipolar interactions between these high-! nuclei 
results in a large broadening which yields a severe overlap of the resonances. 
However, an increase in the MAS rate produces a narrowing of the lineshape and at 
least two groups of signals can be distinguished at higher rates (the peak at ~0 ppm is 
an aliphatic impurity observed also in the solution-phase spectra). The 2D 
1
H-
13
C 
HETCOR spectrum is shown in Figure 7.27. The spread of shieldings supplied by the 
1
H indirect dimension allows some insight in the overlapped 119-124 ppm region 
where, from comparison with the solution-phase assignment, the C(5) couple of
 
 
 
Figure 7.26 
1
H MAS spectra of HBOP at 14.1 T and variable spinning speed. As the linewidth 
decreases the MAS rate was 15, 40 and 68 kHz respectively. The peak at ~0.0 ppm is associated with 
an aliphatic impurity in the sample. 
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resonances to be resolved. The absence of quaternary carbons from this spectrum 
further simplifies its interpretation. The 
11
B MAS spectra of HBOP without and with 
1
H decoupling are shown in Figure 7.28 (a) and (b) respectively. A spin echo selective 
for the central transition was necessary to remove the boron-nitride background 
present in the probe. The relatively distorted lineshape obtained when no 
1
H 
decoupling is employed is indicative of the heteronuclear dipolar interaction to which 
the boron site is subject. Although two crystallographically-distinct molecules of
 
 
 
Figure 7.27 
1
H-
13
C dipolar HETCOR spectrum of HBOP at 11.7 T. The MAS rate was 13 kHz. 
FSLG homonuclear decoupling was applied in the indirect dimension. SPINAL64 decoupling was 
applied during acquisition. The contact time in the CP step was 100 µs and a ramped pulse on the 
1
H 
channel was employed. 
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Figure 7.28 The 
11
B MAS NMR spectra of HBOP at 9.4 T are shown in (a) and (b). 
1
H 
decoupling was applied in (b). In both cases, a spin echo selective for the central transition was 
employed to remove the background the signal from the 
11
B present in the probe. In (c), the one-peak 
fit of the spectrum shown in (b) is shown. The !iso, CQ and "Q produced by the fit are 27.0 ppm, 2.86 
MHz and 0.62 respectively. The MAS rate was 13.0 kHz. 
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HBOP are present in the unit cell, the 
11
B lineshape obtained can be fitted well with a 
single peak, indicating the two boron sites expected are very similar. The fitted 
lineshape is shown in Figure 7.28 (c). The relevant quadrupolar parameters !iso, CQ 
and "Q produced by the fit are 27.0 ppm, 2.9 MHz and 0.6 respectively. 
 
7.3.6 Solid-state DFT calculations of HBOP 
 
Given the intrinsic linewidth observed in the solid state and the incapability of 
acquiring any long-range J-coupling correlation information, an experimental 
assignment like that carried out in the solution phase is not achievable for solid-state
 
 
 
Figure 7.29 
13
C MAS spectrum of HBOP simulated from the CASTEP-calculated 
13
C chemical 
shifts is shown in (a). A line broadening of 80 Hz was used for all resonances but for the 
11/10
B-bonded 
carbon for which a line broadening of 280 Hz was used. In (b) the experimental 
13
C CP MAS spectrum 
already reported in Figure 6.25 (a) is shown for comparison. 
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NMR spectra. For this purpose, computational methods for periodic systems are 
absolutely necessary. In order to interpret the experimental solid-state NMR data of 
HBOP, the magnetic shieldings were calculated using the planewave pseudopotential 
DFT code CASTEP. The published X-ray crystal structure169 was used as input for 
geometry optimization and subsequent calculation of the magnetic shieldings. The 
GGA PBE functional was used, with 0.04 Å–1 k-points and 700 eV cut-off energy. 
The calculations were referenced by setting the average value of the experimental and 
calculated shifts to be equal. The simulated 13C spectrum obtained is shown in Figure 
7.29 (a) along with the experimental 13C CP MAS spectrum in (b) for comparison. 
The high similarity between the two spectra confirms the general accuracy of the DFT 
method used. Line broadening for both quaternaries (with the exception of C(12)) and 
tertiaries were imposed to be 80 Hz as obtained from the fitting of the C(1) resonance 
at 151.5 ppm in the experimental 13C CP MAS spectrum. A line broadening of 280 Hz 
obtained from the fitting of the C(12) resonance at 126.1 ppm found in the dipolar-
dephasing series of spectra was employed for this carbon. The differences between 
the calculated chemical shifts with Gaussian (in the vacuum) and CASTEP (in the 
solid state) are shown in Figure 7.30. The calculations highlight a general shielding
 
 
 
Figure 7.30 Chemical shift differences between the HBD calculated with Gaussian and the two 
crystallographically-distinct molecules in the unit cell of HBOP calculated with CASTEP are shown in 
red and blue respectively. 
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Figure 7.31 
13
C chemical shift differences between the two crystallographically-distinct 
molecules of HBOP in the solid state calculated with CASTEP. 
 
effect experienced by all the nuclei in the solid state related to the stacking 
interactions which are present only in the latter. Amongst all the carbons, C(7) 
appears to be particularly sensitive to this effect. The differences between the 
CASTEP calculated shieldings of the crystallographic distinct carbons in the HBD is 
shown in Figure 7.31. Calculations predict C(9) to be the most discriminated across 
the HBD by the stacking interactions. This is actually the only carbon for which the 
two resonances related to the crystallographically-distinct species are resolved at 
132.9 and 131.8 ppm in the 
13
C CP MAS spectrum shown in Figure 7.29 (a). In 
Figure 7.32 the correlation between the experimental and calculated chemical shifts of 
the HBOP is shown. The good correlation obtained agrees with the high similarity of 
the experimental and calculated spectra shown in Figure 7.29. The assignment of the 
1
H and 
13
C resonances of the solid-state NMR spectra of HBOP based upon the 
chemical shifts calculated with CASTEP in reported in Table 7.3. The 
11
B 
experimental results are confirmed by CASTEP, which predict the two 
11
B sites to be 
essentially identical (CQ = 3.3 MHz and !Q = 0.65). It is interesting to notice the 
tendency of the DFT methods to overestimate the quadrupolar constant of the 
11
B 
chemical species. This tendency has already been observed for previous 
17
O, 
27
Al and 
25
Mg calculations using CASTEP.
187-189
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Figure 7.32 Correlation between experimental and CASTEP calculated chemical shifts of HBOP 
in the solid state. The R
2
 correlation coefficient obtained for the linear regression shown was 0.9950. 
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Table 7.3 Assignment of the resonances observed in the 
1
H-
13
C HETCOR and 
13
C MAS NMR 
spectra of powdered HBOP and the chemical shifts calculated with the CASTEP code. 
 
 Calculated Experimental 
Assignment 
13
C (ppm) 
1
H (ppm) 
13
C (ppm) 
1
H (ppm) 
1 151.4 
 1! 151.3 
- 151.5 - 
2 120.1 6.1 
 2! 120.2 6.4 
120.3 6.4 
3 127.5 6.0 
 3! 128.1 6.0 
128.4 6.2 
4 121.3 6.8 121.9 
 4! 120.4 6.8 121.4 
6.7 
5 123.4 7.6 123.8 
 5! 123.8 7.6 124.1 
7.4 
6 122.5 
 6! 121.7 
- 122.5 - 
7 137.2 
 7! 136.9 
- 138.8 - 
8 119.4 7.2 
 8! 119.4 7.0 
119.6 6.7 
9 131.3 6.2 131.8 
 9! 132.6 6.3 132.7 
6.2 
10 128.5 6.5 
 10! 127.8 6.3 
128.6 6.3 
11 133.9 7.8 
 11! 133.9 7.9 
134.1 8.0 
12 125.4 
 12! 125.3 
- 126.1 - 
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7.3.7 BBE solid-state NMR 
 
Although the solid-state structure of HBOP is well known, there has been 
disagreement over the detailed structure of BBE in the solid state. Initial work by 
Sheldrick et al.,
190
 using single crystals prepared by sublimation, proposed a 
monoclinic unit cell (! = 99.64°), with the BBE molecules aligning along the z-axis to 
promote favorable !-stacking interactions. The structure was refined using space 
group P21/c (Figure 7.33), with the exact orientation of the B–O–B bridge not able to 
be accurately determined, i.e., a structure where there is disorder in both the position 
of the central oxygen species (split between two distinct sites with 50% occupancy) 
and in the nature of the atoms in the heterocyclic ring. The two positions of the central 
oxygen species correspond to two different orientations of the BBE molecules, such
 
 
 
Figure 7.33 View down the z-axis of the structure of BBE obtained from the refinement of X-ray 
powder diffraction data refined in the space group P21/c. Borons, oxygens and carbons are represented 
in yellow, red and grey respectively. Hydrogens are not shown for clarity. The blue box represents the 
unit cell. 
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that all atomic positions, except these oxygens, are identical irrespective of atom type. 
In contrast, later work studied,
169
 using powder X-ray diffraction, BBE produced 
directly by solid-state reaction of HBOP. In addition to the disordered P21/c model 
described above, this work also considered a second structure (refined in space group 
P21), where the orientation of the B–O–B bridge was ordered, resulting in two 
crystallographically-distinct BBE molecules in the unit cell. From the PXRD 
refinement it was not possible to distinguish between the two models, with each 
giving equally good fits to the experimental data. The degree of order present for BBE 
materials may, of course, depend upon the preparation method. There is no reason to 
suppose that crystals formed by heating HBOP, i.e., a solid-state reaction within the 
confines of a crystal lattice, will necessarily produce exactly the same structure as that 
when HBOP is melted. In Figure 7.34 (a), the 
13
C CP MAS spectrum of the BBE is 
shown. The sample was prepared by heating HBOP at 90 °C for 6 hours. Considering 
the most deshielded resonance at ~151 ppm (which from the solution-phase results is 
expected to be assigned to C(1)), the linewidth is considerably larger than that 
observed for the HBOP. This result suggests a structural disorder to be present in the 
sample. The dipolar-dephasing spectra shown in Figure 7.34 (b) allow the 
identification of the quaternary carbons. As in the case of HBOP, C(6) and C(12) are 
isolated from the crowded tertiary region of the spectrum. Again, as in the HBOP 
case, the C(12) resonance appears considerably broader than the other quaternary 
carbons. In order to investigate whether or not the preparation method influences the 
disorder of the system, two other samples of BBE were prepared via melting the 
HBOP, one was cooled rapidly and one was cooled slowly. The corresponding 
13
C CP 
MAS spectra are shown in Figure 7.35 (a) and (b) respectively. Although not 
identical, these samples produce very similar spectra, both to each other and to the 
original sample prepared via heating the HBOP. The speed of cooling down the melt 
did not influence significantly the pattern of resonances obtained. These results 
suggest the presence of some structural disorder in all materials regardless the 
preparation method. The 
1
H-
13
C dipolar HETCOR of BBE prepared via heating 
HBOP is shown in Figure 7.36. If compared to the HBOP spectrum shown in Figure 
7.25, it reveals much broader resonances and does not allow any crystallographic-
distinct carbon to be resolved, suggesting the presence of disorder. However, the
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Figure 7.34 In (a) the 
13
C CP MAS spectrum of BBE at 9.4 T is shown. The spinning speed was 
12 kHz. SPINAL64 heteronuclear 
1
H decoupling was applied during acquisition. During CP, 1 ms 
contact pulses ramped on the 
1
H were employed. In (b) the four dipolar dephasing spectra with dipolar-
dephasing delays of 0.3, 20, 40 and 60 µs are shown overlapped. The same conditions of the CP MAS 
spectrum shown in (a) were employed with the exception of a spinning speed of 6 kHz. 
 
inclined dispersion of all the correlation ridges in a non-random spherical distribution, 
suggests some degree of order to be present in the sample. The 
11
B MAS NMR 
spectrum of the BBE is shown in Figure 7.37. In contrast with the HBOP case, little 
distortion is observed in the lineshape if 
1
H decoupling is not employed (Figure 7.34 
(a)). This result suggests that the largest source of heteronuclear dipolar interaction 
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for the boron site in HBOP is the hydroxyl proton absent in the BBE. As shown in 
Figure 7.34 (c), and as in the HBOP case, the good agreement of the fit with a single 
peak indicates the boron sites are very similar. The relevant quadrupolar parameters 
!iso, CQ and "Q produced by the fit are 24.90 ppm, 2.88 MHz and 0.52 respectively. 
 
 
 
 
 
 
Figure 7.35 The 
13
C CP MAS spectrum of BBE at 14.1 T. In both (a) and (b) the sample was 
prepared via melting HBOP. In (a) the sample was cooled rapidly whereas in (b) the sample was cooled 
slowly. The MAS rate was 12 kHz. 
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Figure 7.36 
1
H-
13
C dipolar HETCOR spectrum of BBE at 11.7 T. The MAS rate was 13 kHz. 
FSLG homonuclear decoupling was applied in the indirect dimension. SPINAL64 decoupling was 
applied during acquisition. The contact time in the CP step was 100 µs and a ramped pulse on the 
1
H 
channel was employed. 
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Figure 7.37 The 
11
B MAS spectra of BBE at 9.4 T are shown in (a) and (b). 
1
H decoupling was 
applied in (b). In both cases a spin-echo selective for the central transition was employed to remove the 
background the signal from the 
11
B present in the probe. In (c) the one-peak fit of the spectrum shown 
in (b) is reported. The !iso, CQ and "Q produced by the fit are 24.90 ppm, 2.88 MHz and 0.52 
respectively. The MAS rate was 13.0 kHz. 
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7.3.8 Solid-state DFT calculations of BBE 
 
The solid-state NMR spectra strongly suggest BBE to be disordered in the bulk 
sample regardless the preparation method. For disordered materials, the NMR 
spectrum should consist of a sum of resonances resulting from all possible local 
environments. In order to investigate the range of shifts this would produce in BBE, 
calculations with CASTEP were carried out on the structural models shown in
 
 
 
 
Figure 7.38 A view down the z-axis of the structural models of BBE used to calculate 
13
C NMR 
parameters. The structure in (c) is a (1 ! 1 ! 2) supercell where the orientation of the O-B-O bridges in 
one set of "-stacked molecules alternates along the z-axis. Carbon, hydrogen, boron and oxygen are 
shown in dark grey, light grey, yellow and red respectively. The unit cell is represented by a blue box. 
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Figure 7.38. Although all models exhibit long range-order due to the periodic nature 
of the calculations, the calculated shieldings provide information on a variety of local 
environment types which, to some extent, samples the random distribution expected 
in a disordered material. The structures in Figure 7.38 (a) and (b) contain BBE 
molecules stacked along the z-axis such that all B-O-B bridges point in the same 
direction. The structure in (b) corresponds to the P21 model refined by Greig et al.,
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whilst the structure in (a) is characterized by a different relative orientation of the B-
O-B bridges between the two sets of !-stacks. In contrast, Figure 7.38 (c) shows a (1 
" 1 " 2) supercell where the orientation of the B-O-B bridges alternates within the 
series of !-stacked BBE molecules. These three considered structures have one, one 
and four crystallographically-distinct BBE molecules in the unit cell thus resulting in 
two, two and eight crystallographically-distinct carbons respectively. The 
13
C 
chemical shifts calculated for the three different models are shown, for each distinct 
carbon species, in Figure 7.39, with green, red and blue points representing the values 
calculated for the structures in Figure 7.38 (a), (b) and (c), respectively. A range of 
chemical shifts is observed for each distinct carbon, from #0.5 ppm for C(10) to #3.5 
ppm for C(9). The chemical shifts calculated for the structures in Figure 7.38 (a) and 
(b) are generally similar, demonstrating that longer range changes (i.e., changes in the 
other set of !-stacked molecules) have relatively little effect. In contrast, a much 
greater spread of shifts is found for the supercell shown in Figure 7.38 (c), where 
there are more significant changes in the local environment, with B-O-B bridges that 
alternate, rather than align, in orientation within a !-stack. In general, the spread of 
calculated chemical shifts is in good agreement with the linewidths found 
experimentally. This effect is perhaps more easily seen in Figure 7.40 (a), (b) and (c), 
where simulated 
13
C MAS spectra for the three calculated structures considered are 
shown. In addition, Figure 7.40 (d) shows the spectrum which would result when the 
three spectra are added together. This latter spectrum is meant to model the range of 
environments found in a disordered material. All spectra are consistent with that 
found experimentally (shown in (e) for comparison) suggesting that the experimental 
line broadening does result from structural disorder. More specifically, a disorder in 
the nature of the atoms in the heterocyclic ring and the orientation of the B-O-B 
bridge between different BBE !-stacked molecules. The calculations therefore
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Figure 7.39 Calculated 
13
C chemical shifts for each distinct carbon species in the structural 
models shown in Figure 6.35 (a), (b) and (c) with green, red and blue circles respectively. The first two 
model are characterized by one molecule of BBE in the unit cell thus resulting in two 
crystallographically-distinct carbons ( green and red dots). In contrast four different molecules of BBE 
are found in the supercell model thus resulting in eight crystallographically-distinct carbons (blue dots). 
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Figure 7.40 
13
C MAS spectra simulated with the CASTEP-calculated 
13
C chemical shifts for the 
structural models of BBE shown in Figure 6.35 (a), (b) and (c) are reported in (a), (b) and (c) 
respectively. In (d) the summation of the three spectra is shown. In (e) the experimental 
13
C CP MAS 
spectrum already reported in Figure 6.27 (a) is shown for comparison. A line broadening of 80 Hz was 
applied to all resonances but the 
11/10
B-bonded carbon for which a line broadening of 280 Hz was used. 
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Table 7.4 CQ and !Q calculated with CASTEP for the boron sites of all the structures of HBOP 
and BBE considered in this study and from the fit of the experimental solid-state 
11
B MAS NMR 
spectra. 
 
 Calculated Experimental 
 CQ !Q CQ !Q 
3.32 0.64 
HBOP 
3.32 0.65 
2.86 0.62 
3.33 0.54 
3.33 0.54 
3.33 0.53 
BBE 
Structure 1 
3.33 0.53 
3.33 0.54 
3.33 0.54 
3.33 0.53 
BBE 
Structure 2 
3.33 0.53 
3.33 0.53 
3.33 0.54 
3.33 0.54 
3.33 0.53 
3.33 0.53 
3.34 0.54 
3.34 0.54 
BBE 
Supercell 
3.33 0.53 
2.88 0.52 
 
 
suggest the BBE to be randomly oriented with respect of the B-O-B bridge across the 
!-stacks. This disorder in the orientation of the boroxo bridges, however, does not 
prevent the favourable !-stacked packing of the BBE molecules in the solid sample, 
thus preserving that degree of order which was suggested by the shape of the 
correlation ridges in the HETCOR spectrum. As in the case of HBOP and as 
experimentally observed, CASTEP predicts all the boron sites in all the investigated 
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computational models to be almost identical (CQ  = 3.3 MHz, !Q = 0.54). Again, the 
CQ seems to be overestimated by the computational methods. The quadrupolar 
parameters CQ and !Q for the boron sites of HBOP and BBE calculated with CASTEP 
and those obtained from the fit of the experimental solid-state 
11
B MAS NMR spectra, 
are shown in Table 7.4. In the BBE case, it is evident that the disorder across the 
boroxo bridges, mimicked by the three structures considered, does not importantly 
influence the values of these quadrupolar parameters. 
 
7.3.9 Solid-state reaction 
 
Although both for the BBE and HBOP the crystallographically-distinct boron sites are 
predicted by the calculations to be very similar and experimentally found to be 
overlapped in the 1D 
11
B spectra, the chemical shift difference of ~2 ppm between the 
boron in the two distinct chemical species can, given the resolution achievable in the 
indirect dimension by the removal of the second-order quadrupolar broadening, allow 
the conversion of HBOP to BBE to be followed in a 2D MQMAS experiment. As 
shown in Figure 7.41 (a), the MQMAS spectrum of the HBOP shows a single 
isotropic shift. In Figure 7.41 (c) the same spectrum for the BBE is reported. Also in 
this case not more than one boron site can be resolved. Interestingly, the spectrum of 
HBOP heated at 50 ºC (Figure 7.41 (b)), a temperature at which it has been reported 
no solid-state reaction can be detected by PXRD, does indicate a small amount of 
BBE is present within the sample. This observation suggests that the transformation 
of two HBOP molecules to one molecule of BBE is, in fact, associated with a much 
lower activation barrier than that derived previously from PXRD or TGA data. As 
noted earlier, the observed rate of transformation using these two techniques is a 
function of either the rate of water loss or lattice reorganization respectively. 
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Figure 7.41 Experimental phase-modulated split-t1 shifted echo 3QMAS NMR spectra at 9.4 T of 
HBOP in (a), HBOP heated at 50° for 24 hours in (b) and BBE in (c). The MAS rate was 12.5 kHz. 
The green and red lines are added to indicate the indirect-dimension isotropic shifts of HBOP and BBE 
boron sites respectively. The scale of the isotropic dimension axis was plotted according to the 
convention in Ref. 191. 
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7.3.10 Semiempirical calculations of the mechanism of reaction 
 
In order to obtain insight into the mechanism of dehydration of HBOP taking place in 
the solid-state to produce BBE, and gain information on the most plausible rate-
determining step involved, calculations were again employed. The transformation 
from HBOP to BBE requires the nucleophilic attack of one hydroxylic oxygen onto a 
boron nucleus. The most plausible mechanism involves these two sites to belong to 
two !-stacked different HBDs planes. In order to simulate the packing of the crystal 
lattice around this reacting pair of HBDs, it is necessary (Figure 7.42 (a)) to use a 
cluster of 20 HBOP molecules arranged in 10 HBDs. Such a large system (300 heavy 
atoms) is too computationally time demanding to be approached using DFT therefore 
the semiempirical PM6 method implemented in the MOPAC2009 package was used. 
The previously described 10-HBD cluster was used as starting geometry. In the first 
calculation the length of the B-O vector (marked in purple in Figure 7.42 (b)) was 
shortened progressively leading to the formation of a new local minimum structure 
(Figure 7.42 (c)) in which two B-O covalent bonds have been formed. The four 
hydrogen bonds present in the starting structure are still present at this point. Transfer 
of a proton from one O atom of the four-membered ring to the other produces the 
spontaneous breaking of one of the B-O bonds, leading to the formation of a new 
local minimum structure (Figure 7.42 (d)) in which a water molecule is coordinated to 
one of the boron atoms of a newly formed molecule of BBE. Two of the four original 
hydrogen bonds are preserved in this new structure. Lengthening of the bond between 
the boron atom of the BBE molecule and the oxygen atom of the water molecule leads 
to dissociation of the water and reorganization of the local structure (Figure 7.42 (e)). 
More specifically, the water molecule moves slightly within the pocket it occupies 
within the cluster to form a hydrogen bond with the hydroxyl group of the adjacent 
HBOP molecule that is no longer part of an HBD. As expected, the BBE molecule 
undergoes rehybridization at both boron and at its bridging oxygen atom as a result of 
the dissociation of the water molecule. The most striking feature of this entire set of 
reactions is that there is little or no perturbation of the surrounding cluster during the 
entire process. Extrapolating from these observations to the solid state, these results 
suggest that it is, indeed, possible for the HBOP to react to form BBE within the
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Figure 7.42 Computational mapping of the transformation of HBOP to BBE within the crystal 
lattice. (a) CPK (left) and tube (right) representations of the cluster of 10 HBOP hydrogen-bonded 
dimers used in the PM6 semi-empirical calculation. The two hydrogen-bonded HBOP dimers that react 
are highlighted in blue in the centre of the cluster. In representations (b) ! (e), only the molecules 
undergoing transformation are shown. (b) Starting point for mapping the reaction pathway. In the 
calculation, the length of the B-O vector marked in purple was shortened leading to intermediate (c). 
Transfer of a proton affords intermediate (d) that contains two HBOP molecules and a molecule of 
BBE, which has a water molecule coordinated to one of its B atoms. (e) Dissociation of intermediate 
(d) affords two HBOP molecules, a molecule of BBE and a water molecule within the crystal lattice. 
(f) CPK (left) and tube (right) representations of the cluster after the transformation of HBOP to BBE. 
Hydrogen bonds are indicated by dashed lines. 
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crystal lattice at relatively low temperature. This observation is consistent with the 
fact that the HBOP reacts extremely rapidly, even at !40 ºC, in CDCl3 solution with 
oxygen nucleophiles. The BBE that is formed in the process depicted in Figure 7.39 
(e) is in a different conformation to that observed in the solid-state structure of the 
BBE. Secondly, the dissociation of the water molecule is predicted to be significantly 
endothermic at this PM6 level of theory. This observation would suggest that a 
mechanism must be present for transporting the water away from the site of reaction 
in order for the reaction itself to progress towards complete conversion of HBOP to 
BBE. It would therefore seem likely that it is the conformational reorganization of 
BBE and the loss of water that are the rate determining steps in this solid-state 
transformation. 
 
7.4 Conclusions 
 
A complete assignment of the HBOP in the solution state has been achieved with 
high-resolution 2D NMR techniques. The first assignment of 
1
H and 
13
C NMR spectra 
of BBE in solution is reported. The HBOP/BBE system is characterized in the solid 
state using a combination of MAS NMR and DFT calculations. 
11
B MQMAS 
experiments allow the observation of the solid-state reaction at temperature for which 
it was not previously reported. Semiempirical calculations help highlighting the 
mechanism of dehydration taking place in the solid state upon heating of HBOP to 
produce BBE. In particular, the chemical transformation seems to be possible at 
isolated points in the crystal lattice with minimal distortion of the local structure. 
These reacting pockets cannot be detected neither with PXRD for which longer range 
order is required, nor with TGA, for which the escape of water molecules from the 
sample is needed. Solid-state NMR in contrast, has proven to be capable of detecting 
the reaction even at very low levels, i.e., when the self reorganization of the system 
has not yet produced new large enough phase domains or when water is still trapped 
in the reacting pocket of the crystal. Moreover, the combination of solid-state NMR 
and DFT periodic calculation has been shown to be able to interpret and simulate 
respectively, the disorder present in the BBE sample, regardless the preparation 
method. In particular, solid-state NMR and calculations indicate for BBE a disorder 
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across the planes in the orientation of the boroxo bridges in a system of orderly 
packed !-stacked planes. 
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Chapter 8 
 
Measurement of chemical shift anisotropy in  
the solid state 
 
 
8.1 Introduction 
 
The ability to measure inter- and intra-molecular orientation-dependent interactions is 
a powerful tool in solid state NMR, which can be used to gain insight into the local 
structure of materials. For the case of spin I = 1/2 nuclei, such as 
13
C, perhaps the 
most easily accessible source of structural information is the chemical shielding 
tensor.
192
 Whether a static powder pattern (providing other interfering interactions are 
negligible or have been removed) or a set of spinning sidebands can be recorded, the 
fitting of these data directly yields the main components of the CSA tensor.
60, 61
 The 
intrinsically low sensitivity associated with powder patterns, the spectral overlap in 
multisite compounds and the possible presence of other interactions, such as dipolar 
coupling, can all dramatically complicate the analysis of the data. Therefore, the need 
to increase sensitivity, resolve different sites and average out dipolar couplings may 
require the use of MAS. However, MAS can completely remove the CSA information 
if the spinning rate employed is too high. Therefore, relatively slow MAS rates are 
required to obtain a number of spinning sidebands suitable for analysis. A slow 
spinning rate though, may not be able to remove dipolar couplings as well as 
resolving different sites. Furthermore, the stability of slow spinning rates could be a 
problem when the CSA is particularly small. In order to overcome these problems, a 
number of 2D experiments have been developed which acquire data at higher MAS 
rates, but also scale down the spinning frequency (or amplify the CSA) in the indirect 
dimension.
193-199
 The CSA information is therefore accessible in the t1 domain 
whereas high resolution is still obtained in the direct dimension, yielding a correlation 
between a fast MAS spinning sideband pattern in F2 and a slow MAS spinning 
sideband pattern in F1.
200
 Two methods have been exploited in this work: the CSA 
Amplification of Crockford et al.
193, 194
 and CSA-Amplified PASS of Orr and 
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Duer.
197, 198
 Both these two experimental techniques have been developed from the 
initial work by Dixon.
201, 202
 In order to describe how these two methodologies 
achieve the amplification (of factor N) of the modulation of the signal due to the CSA 
(or alternatively the reduction of the spinning speed to an appropriate !r/N spinning 
rate) in t1, the work by Antzutkin et al. is considered.
203-205
  
 
8.2 CSA amplification 
 
Under MAS conditions, the frequency of precession of a single I = 1/2 spin governed 
by the chemical shielding Hamiltonian can be expressed as a Fourier expansion to 
separate the time dependency from the orientation dependency: 
! t,"
PR( ) = !
m( )
"
PR( )
m=#2
2
$ exp im! rt{ } , (8.1) 
where !
PR
= "
PR
,#
PR
,$
PR( )  relates the PAF (P) of the CSA tensor to the rotor frame 
(R). The complex Fourier components !
m( )
"
PR( )  describing the orientation 
dependence are: 
! m( ) "
PR( ) = A#m
R "
PR( )d#m,0
2 $
RL( ) +%m,0!
iso , (8.2) 
where the rotor frame CSA tensor is: 
A
m
R
!
PR( ) = A "m
P
D
"m ,m
2
m=#2
2
$ !PR( ) , (8.3) 
with A
0
P
= !"
0
#
zz
! #
iso( ) , A1
P
= A
!1
P
= 0  and A
2
P
= A!2
P
= !
1
6
"
CS
A
0
P . The 
D !
PR
,"
PR
,#
PR( )  and d !RL( )  terms are Wigner rotations. The discussion can be 
simplified considering a carousel of sites c with the same "PR and #PR but different $PR 
that can be brought into coincidence by a rotation around the spinning axis. The 
precession frequency of the carousel is: 
!
c
t,"
PR( ) = ! c
m( ) "
PR( )
m=#2
2
$ exp im! rt{ } . (8.4) 
The Fourier components !
c
m( ) "
PR( )  have the symmetry: 
!
c
m( ) "
PR( ) =! c
m( )
0( )exp im"
PR{ } , (8.5) 
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indicating that the time-averaged !
c
m( ) "
PR( )  for any carousel is independent of the 
angle !PR. The phase angle accumulated by the transverse magnetization due to CSA 
is given by: 
!
c
t
b
,t
a
;"
PR( ) = # c t;" PR( )dt
ta
tb
$ , (8.6) 
which, using Equation (8.4), can be written as: 
!
c
t
b
,t
a
;"
PR( ) =# c
0( )
t
b
$ t
a( ) + %c tb;" PR( ) $ %c ta;" PR( ) , (8.7) 
with the real function !
c
 defined as: 
!
c
t,"
PR( ) =
#
c
m( )
exp im#
r
t{ }
im#
rm$0
% . (8.8) 
The !
c
t
b
;"
PR( ) # !c ta;" PR( )  terms describe the phase accumulated by the transverse 
magnetization due to the anisotropic part of the chemical shielding tensor which 
perturbs the isotropic shielding !
c
0( )
t
b
" t
a( ) . Considering a series of n ! pulses 
starting at t = –T, the phase at the beginning of acquisition (t = 0) is: 
!
c
0;"
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where the step function !1( )
n
 describes the inversion of the phase of the 
magnetization as a result of each of the n ! pulses applied. Considering Equation 
(8.7), Equation (8.9) can be written as: 
!
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with 
t
seq
= T ! 2 !1( )
n+q
q=1
n
" tq . (8.11) 
If tseq is imposed to be zero, the isotropic evolution ! c
0( )  is refocused. A numerical 
search of Equations (8.10) and (8.11) for n and tqs can lead to solutions for which:
206
 
!
c
0,"
PR( ) = N#c 0," PR( ) , (8.12) 
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Figure 8.1 The CSA Amplification and the CSA-Amplified PASS pulse sequences are shown in 
(a) and (b) respectively. Thinner white rectangles indicate 90° pulses, black rectangles indicate 180° 
pulses. The additional 180° pulse required by the CSA-Amplified PASS when more 5-! blocks are 
required is shown in red. 
 
obtained when the term subject to the step function in Equation (8.10) equates to 
N !1( )"
c
0;#
PR( ) . Equation (8.12) describes the amplification by a factor N of the 
phase of magnetization under the anisotropic component of the shielding tensor. 
Crockford’s CSA Amplification method (Figure 8.1 (a)) exploits the calculated pulse 
timings required to store the magnetization along the z-axis with a !/2 pulse for the t1 
evolution. The magnitude of this stored component depends upon the phase 
accumulated during the series of ! pulses. The required 2D data set is reconstructed 
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by performing two experiments in which the phase of the z-storing !/2 pulse is 
alternated between !/2 and !. These two signals are combined in the receiver by 
simultaneously shifting the receiver phase between 0 and !/2. Orr’s CSA-Amplified 
PASS (Figure 8.1 (b)) achieves a similar result in a constant time experiment. Rather 
than a true t1 evolution, the timings of the ! pulses are varied along each pseudo 
increment according to a variable !/"r. ! is referred to as the pitch
204
 of the 
particular t1 slice and is varied between 0 and 2!. The corresponding numerical search 
for the pulse timings requires in this case the condition:
197
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8.3 CSA amplification in AHT 
 
AHT can be used to describe CSA amplification experiments in terms of the actual 
Hˆ
CS
 defined in Equation (3.50) in Chapter 3 to be: 
Hˆ
CS
=!
CS
t,"
PR( ) Iˆ z , (8.14) 
with 
!
CS
t,"
PR( ) =! iso + #C1 cos! rt + #C2 cos2! rt + #S1 sin! rt + #S2 sin2! rt[ ] . (8.15) 
The constants weighting the modulating cos and sin terms are analogous to those 
given in Equation (3.45) in Chapter 3. The aim of the experiment is to retain the 
anisotropic terms of the Hamiltonian, to amplify them by a factor N, and to refocus 
the isotropic component "iso. This means the desired effective Hamiltonian is of the 
form:
207
 
Hˆeff t( ) = N !C1 cos" rt + !C2 cos2" rt + !S1 sin" rt + !S2 sin2" rt[ ] Iˆ z . (8.16) 
The first-order time independent average Hamiltonian in the Zeeman frame is: 
Heff = Hˆeff t( )
0
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Considering the reversal of magnetization by each ! pulse, Heff  is expressed as: 
Heff =
!1( )
n
" seq
N # t /$ r ,%PR( ) ! # 0,%PR( )&' () Iˆ z . (8.19) 
The actual averaged Hamiltonian describing the evolution of the magnetization under 
the chemical shielding interaction and the effect of n ! pulses is: 
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. (8.20) 
In the pulse toggling frame the effect of the ! pulses is to reverse Hˆ
CS
 with the 
rotation Rˆ!1 "( ) . In order to achieve the desired amplification effect, the condition 
H = Heff  must be satisfied, where the Hamiltonian for the chemical shielding 
interaction which governs the spin system is imposed to equate its desired N-
amplified formulation. Rewriting Equation (8.20) in terms of Equation (8.16) and 
equating it to Equation (8.19) yields the system of 4 equations (for the 4 parameters 
!C
1
, !C
2
, !S
1
 and !S
2
). A further condition is given by the refocusing of the isotropic 
component of the shielding expressed by: 
0 = !1( )
n
t
seq
+ 2 !1( )
q!1
t
q
q=1
n
" . (8.21) 
A simultaneous numerical search over these 5 equations for values of N and "q yields 
the desired pulse timings for the N amplification of the anisotropic component of the 
shielding tensor. 
 
8.4 CSA Amplification and CSA-Amplified PASS pulse sequences 
 
The pulse sequences related to the two experiments investigated in this study are 
shown in Figure 8.1. In Crockford’s CSA Amplification experiment transverse 
magnetization on the nucleus of interest is created, if appropriate, by a CP step and its 
phase is then allowed to evolve under the manipulation of the series of 4 or 5 ! pulses 
whose timings are obtained with the procedure similar to that outlined in the previous 
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section. For each N amplification factor desired, a different set of !-pulse timings is 
required. The series of ! pulses occupies a small number of rotor periods. At the end 
of this rf-driven evolution, one component of the magnetization is stored by a !/2 
pulse along the z-axis during the t1 evolution. The t1 increment is usually 1/16 or 1/32 
of the rotor period, according to the number of spinning sidebands desired in F1. 
Subsequently, a second !/2 pulse brings the magnetization back to the xy-plane before 
a second !-pulse driven evolution period identical to the first. At the end of this latter 
period, the signal is acquired. Decoupling of the abundant nucleus is applied 
throughout the pulse sequence and acquisition periods, but not in the t1 z-storage 
period, during which heteronuclear coupling cannot cause any further dephasing of 
the magnetization. In order to reconstruct a F1 frequency-discriminated complex FID, 
a second experiment must be performed where the phase of the first !/2 storage pulse 
is shifted by !/2. The two signals are then combined in the receiver by a simultaneous 
!/2 shift of the receiver phase. No phase cycling for the selection of the desired CTP 
is used as it would require at least 3
n
 steps, where n is the number of ! pulses. This 
makes the experiment very sensitive to pulse miscalibration, as the desired CTP 
would be obtained only for perfectly calibrated !-pulse lengths. In order to reduce 
errors due to pulse miscalibration, the relative phases of the ! pulses are shifted 
through the series 0°, 330°, 60°, 330°, 0° as suggested by Antzutkin et al. in a similar 
context.
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 Orr’s CSA-Amplified PASS achieves the same phase manipulation in a 
constant time experiment. The variable that changes with each t1 increment is the 
pitch " appearing in Equation (8.13). For each " increment, a different set of timings 
for the ! pulses is used. For each N amplification factor desired, a different set of !-
pulse timings is required for each pseudo-t1 increment. If higher N factors need to be 
achieved, further 5-pulse blocks can be concatenated with an additional ! pulse 
between each block to ensure the refocusing of the isotropic component of Equation 
(8.15). However, when high N factors are required, this concatenation results in larger 
number of pulses. The desired CTP 0 # +1 # $1 # +1 # $1 # +1 # $1 is 
achieved with a cogwheel phase cycling procedure of 13 steps for 5 ! pulses.
55
 The 
absence of a z-storage period (and hence the necessity of performing two experiments 
for the reconstruction of a F1 quadrature detected FID) as required in the CSA 
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Amplification experiment, yields a gain in signal intensity by a factor of 2 in the 
hypothetical situation of identical pulse sequence duration. 
 
8.5 Results 
 
Orr’s CSA-Amplified PASS and Crockford’s CSA Amplification methods have been 
implemented and experimentally tested on standard model compounds. Alanine has 
been chosen for 
13
C CSA measurements (only the carbonyl site has been considered) 
whereas the AlPO4-15
208, 209
 microporous material (two distinct 
31
P sites) has been 
used for 
31
P CSA measurements. The CSA-Amplified PASS spectra of these two 
materials are shown in Figures 8.2 (a) and (b) respectively. CP is used for the 
13
C case 
whereas direct excitation is employed for 
31
P. The choice of these two nuclei allows 
comparison of the reliability of these two experiments in chemical systems where 
homonuclear dipolar interactions are absent or present respectively. The robustness of 
the pulse sequences is checked versus amplification factor, pulse miscalibration and 
transmitter offset. The experimental data were fitted within the SIMPSON program to 
yield the CSA and asymmetry values. Rather than considering the whole 2D 
experiments, the fitting simulations calculated 1D spinning-sideband spectra 
employing a number of points set to be equal to the experimental indirect-dimension 
increments. The Simplex method has been used for the minimization of the root mean 
square differences between the experimental and simulated data points. As an 
indication of the error associated with the experimental measurements, the extracted 
parameters are compared to those obtained from the fitting of a slow MAS spinning 
sideband pattern spectrum. The CSA and asymmetry parameters for these chosen 
samples are reported in Table 8.1. It should be noted that the two ALPO4-15 
31
P sites 
have CSA values which are opposite in sign. Given the different phase cycling 
approach adopted by the two experiments, cogwheel phase cycling has been 
implemented on the CSA Amplification pulse sequence to check whether the 
coherence selection method has any influence on the accuracy of the CSA 
measurements of this experiment. 
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Figure 8.2 The CSA-Amplified PASS NMR spectra of alanine (
13
C) and AlPO-15 (
31
P) at 14.1 
T are shown in (a) and (b) respectively. Only the carbonyl site of alanine is shown in (a). The two 
31
P 
sites of AlPO-15 are shown in (b). Both experiments have been performed at 10 kHz MAS rate with an 
amplification factor N = 8. The spinning frequency in F1 was therefore scaled down to 1.25 kHz. TPPM 
heteronuclear decoupling on the 
1
H channel was applied in (a). 
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Table 8.1 Experimental !CS and !CS parameters of the sites analyzed in this study. Alanine was 
chosen for 
13
C investigation whereas AlPO4-15 (2 different sites) was chosen for 
31
P investigation. In 
the latter case, the two different sites have been taken into account.  
 
  !CS (ppm) !CS 
Alanine (
13
C) Carbonyl –70.68 0.81 
Site 1 –25.63 0.79 
AlPO4-15 (
31
P) 
Site 2   20.28 0.84 
 
 
8.5.1 Amplification factor 
 
The amplification factor N appearing in Equation (8.16) produces an indirect 
projection which exhibits the intensities of the spinning sideband pattern of an 
equivalent 1D spectrum recorded with a reduced spinning rate of 1/N, thus amplifying 
the CSA N times. Crockford’s experiment achieves the desired amplification with a 
set of pulse timings which are kept fixed along each t1 increment. This means that 
each desired amplification factor requires a fixed set of pulse timings. The number of 
pulses is always the same, regardless the amplification factor possibly desired. Orr’s 
experiment achieves the amplification in a constant time experiment in which the 
pulse timings are varied in each t1 increment. For each increment in the indirect 
dimension, therefore, there is a different set of pulse timings. If larger amplifications 
than those for which pulse timings are available are required, additional 5-! pulse 
blocks can be added. A further ! pulse between these blocks is required for the 
refocusing of the isotropic component of the Hamiltonian. This means the number of 
pulses may vary according to the scaling factor desired. These substantial differences 
of the two experiments in achieving the amplification of the CSA information are 
tested in this study using scaling factors of 2, 4, 6 and 8. In Figure 8.3 (a) and (b) the 
alanine 
13
C carbonyl CSA and asymmetry values obtained with Orr’s (blue dots) and 
Crockford’s (red dots) method are plotted along with the experimentally expected 
values (green line). The accuracy of the CSA-Amplified PASS method proves to be
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Figure 8.3 
13
C experimental NMR measurements of (a) !CS and (b) !CS of the alanine carbonyl 
site against the amplification factor. Results obtained with the CSA Amplification and CSA-Amplified 
PASS methods are plotted in red and blue, respectively. The expected values obtained from a slow-
MAS 1D fit are represented by a green line. 
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Figure 8.4 
31
P experimental NMR measurements of (a) !CS and (b) !CS for Al(1) in AlPO4-15 
against the amplification. Results obtained with the CSA Amplification and CSA-Amplified PASS 
methods are plotted in red and blue, respectively. The expected values obtained from a slow-MAS 1D 
fit are represented by a green line. 
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Figure 8.5 
31
P experimental NMR measurements of (a) !CS and (b) !CS for Al(2) in AlPO4-15 
against the amplification factor. Results obtained with the CSA Amplification and CSA-Amplified 
PASS methods are plotted in red and blue, respectively. The expected values obtained from a slow-
MAS 1D fit are represented by a green line. 
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relatively independent of the amplification factor for both the CSA and asymmetry. 
The CSA Amplification method, in contrast, appears less reproducible in the values of 
both CSA and asymmetry measured at different scaling factors. In Figures 8.4 and 8.5 
the results for the two 
31
P sites of AlPO4-15 are shown. Interestingly, and in contrast 
with the 
13
C case, the two investigated experiments produce comparable results for 
both the CSA and asymmetry values measured. This difference in accuracy of the 
results for different nuclei may be related to the smaller anisotropies of the 
13
P sites 
considered in this investigation. 
 
8.5.2 Pulse miscalibration 
 
Being based upon the 2D PASS experiment developed by Antzutkin for the phase 
modulation of spinning sidebands, both the CSA Amplification and the CSA-
Amplified PASS experiments rely upon the inversion of the phase of magnetization 
under the influence of ! pulses. During the pulse sequence, coherence is inverted by 
every ! pulse, oscillating between the +1 and –1 coherence orders. It is clear that the 
efficiency of the desired manipulation of the magnetization may be dependent on the 
accuracy of the ! pulses. In order to investigate this influence, a series of experiments 
have been performed with pulse lengths varied between ± 30° in steps of 10° around 
the experimentally calibrated nominal ! value. An amplification factor of 8 was used 
in these experiments and a scaling factor for the single 5-! pulse block for the CSA-
Amplified PASS was appropriately chose in order to obtain comparable number of ! 
pulses for both the experiments. In Figures 8.6 (a) and (b) the 
13
C CSA and 
asymmetry values for the alanine carbonyl obtained with the two methods are plotted 
against the pulse miscalibration. From inspection of both the CSA and asymmetry 
parameters, it is evident that the CSA-Amplified PASS results appear to be more 
robust than those from the CSA Amplification method with respect to this pulse error. 
Given the different phase cycling approaches employed by the two different 
experiments in the initial literature, a cogwheel phase cycled version of the CSA 
Amplification method (purple data in the chart) has also been tested in order to prove 
whether it is the coherence selection method which influences the results when ! 
pulses are miscalibrated. Interestingly, the cogwheel version of the CSA
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Figure 8.6 
13
C experimental NMR measurements of (a) !CS and (b) !CS of the alanine carbonyl 
site against the pulse miscalibration. Results obtained with the CSA Amplification, its cogwheel phase-
cycled version and CSA-Amplified PASS methods are plotted in red, purple and blue, respectively. 
The expected values obtained from a slow-MAS 1D fit are represented by a green line. 
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Figure 8.7 
31
P experimental NMR measurements of (a) !CS and (b) !CS for Al(1) in AlPO4-15 
against the pulse miscalibration. Results obtained with the CSA Amplification and CSA-Amplified 
PASS methods are plotted in red and blue, respectively. The expected values obtained from a slow-
MAS 1D fit are represented by a green line. 
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Figure 8.8 
31
P experimental NMR measurements of (a) !CS and (b) !CS for Al(2) in AlPO4-15 
against the pulse miscalibration. Results obtained with the CSA Amplification and CSA-Amplified 
PASS methods are plotted in red and blue, respectively. The expected values obtained from a slow-
MAS 1D fit are represented by a green line. 
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Amplification method does not seem to improve the accuracy of the measurements 
both for the CSA and asymmetry parameters. This observation seems to indicate that 
it is the z-axis storage of the magnetization required in the CSA Amplification 
experiment which be the source of this dependence. In Figure 8.7 and 8.8 similar 
31
P 
results for AlPO4-15 are shown. Again, and particularly evidently for the CSA 
measurements, the CSA-Amplified PASS method seems to be more robust with 
respect to pulse miscalibration. Interestingly, the asymmetry parameter does not show 
such a drastic difference in accuracy between the two experiments, although a 
relatively better reproducibility seems to be again achievable with CSA-Amplified 
PASS. Given the results obtained for the 
13
C system, a cogwheel version of the CSA 
Amplification has not been tested for 
31
P. 
 
8.5.3 Transmitter offset 
 
When, as it is most often the case, more than one site is present in the sample, it 
becomes clear that different sites will experience different transmitter offsets, hence 
eventual different off-resonance effects. The effective field generated by an off-
resonance pulse causes the magnetization to nutate on a non-ideal trajectory. This can 
be particularly detrimental for ! pulses, which are ideally meant to perfectly invert the 
magnetization state. The two experiments tested in this section, employing trains of 
several ! pulses, may be significantly sensitive to this phenomenon being 
theoretically subject to accumulated off-resonance effects along the pulse sequence. 
In order to investigate this dependence, a series of experiments at different transmitter 
offsets have been performed. In the 
13
C case, the offset was varied from +30 to –30 
kHz in steps of 15 kHz around the on-resonance carbonyl condition. In the 
31
P case, 
the offset was instead varied from +5 to –5 kHz in steps of 2.5 kHz around the most 
deshielded 
31
P AlPO4-15 site on-resonance condition. In Figure 8.9 the experimental 
results for the 
13
C series are shown. Given the different phase cycling approach, a 
cogwheel phase cycled CSA Amplification version has been tested. The relatively 
higher instability of the CSA Amplification method as the transmitter offset moves 
away from the on-resonance condition is particularly notable. CSA-Amplified PASS, 
in contrast, seems to be more robust to changes of this parameter. This is particularly
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Figure 8.9 
13
C experimental NMR measurements of (a) !CS and (b) !CS of the alanine carbonyl 
site against the transmitter offset. Results obtained with the CSA Amplification, its cogwheel phase-
cycled version and CSA-Amplified PASS methods are plotted in red, purple and blue, respectively. 
The expected values obtained from a slow-MAS 1D fit are represented by a green line. 
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Figure 8.10 
31
P experimental NMR measurements of (a) !CS and (b) !CS for Al (1) in AlPO4-15 
against the transmitter offset. Results obtained with the CSA Amplification and CSA-Amplified PASS 
methods are plotted in red and blue, respectively. The expected values obtained from a slow-MAS 1D 
fit are represented by a green line. 
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Figure 8.11 
31
P experimental NMR measurements of (a) !CS and (b) !CS for Al (2) in AlPO4-15 
against the transmitter offset. Results obtained with the CSA Amplification and CSA-Amplified PASS 
methods are plotted in red and blue, respectively. The expected values obtained from a slow-MAS 1D 
fit are represented by a green line. 
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evident for the asymmetry parameters. It is also worth noting that the cogwheel phase 
cycled CSA Amplification method does not seem to improve the accuracy of the 
measurements of the CSA anisotropy whereas it seems to render the asymmetry 
measurements more reliable. In Figures 8.10 and 8.11 the results for the two 
31
P sites 
series are shown. Over the much smaller offset frequency region explored for this 
nucleus, CSA-Amplified PASS proves to be very accurate and reproducible in the 
CSA tensor components measurements. This is particularly evident for the CSA 
anisotropy. In contrast and interestingly, the CSA Amplification method shows a 
consistent tendency to improve the accuracy of the measurements as the transmitter 
offset is moved away from the on-resonance condition. This is indicated by both the 
anisotropy and asymmetry values. Considering the 
13
C CSA Amplification results, 
which clearly show that the accuracy of the measurements degrades as the transmitter 
offset is moved away from the on-resonance condition, the completely opposite 
dependence showed by the 
31
P CSA Amplification results with respect to the 
transmitter offset is remarkably unexpected and not easily explainable. Interference of 
homonuclear dipolar interactions with the rf manipulation of the spin system 
governed by the CSA interaction may be the cause of such different results. 
 
8.6 The effect of the homonuclear dipolar interaction 
 
The 
31
P results seem to indicate that the CSA Amplification method may be subject to 
the interference of homonuclear dipolar interactions, particularly when the effect of 
the transmitter offset was explored. In order to highlight and quantify these effects, 
SIMPSON simulations of the full 2D experiments were carried out. A cogwheel 
phase-cycled version of the CSA Amplification experiment was also tested in order to 
check whether the coherence selection method had an influence on the sensitivity of 
the experiments to homonuclear dipolar interactions. The spin system was defined to 
be constituted of two 
13
C nuclei and the dipolar interaction between them was 
increased from 0 to 20 kHz in steps of 5 kHz. The spinning speed was set to 10 kHz 
so as to fall in the middle of the explored dipolar interaction frequencies range. Only 
one nucleus was detected and the principal components of the shielding tensor were 
defined by the isotropic shift, anisotropy and asymmetry values of 500 Hz, 71 ppm 
and 0.91 respectively. The text files corresponding to these simulations are reported in
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Figure 8.12 F1 projection of simulated 2D CSA amplification methods considered in this study as 
the homonuclear dipolar interaction in the spin system is increased. The results for the CSA 
Amplification, its cogwheel phase-cycled version and CSA-Amplified PASS methods are shown in (a), 
(b) and (c) respectively. In (a), the principal components of the chemical shift tensor are shown. 
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Figure 8.13 Measured (a) !CS and (b) !CS from the simulated experiments plotted against the 
homonuclear dipolar interaction included in the spin system with the CSA-Amplification (red), its 
cogwheel phase-cycled version (purple) and the CSA-Amplified PASS methods (blue). 
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Figure 8.14 Plot of the measured span !span from the simulated experiments against the 
homonuclear dipolar interaction with the CSA-Amplification (red), its cogwheel phase-cycled version 
(purple) and CSA-Amplified PASS methods (blue) is shown in (a). In (b) the differences between the 
span ( !"
(Method )
) and CSA values ( !!
CS
Method( )
) measured with the CSA Amplification and CSA-
Amplified PASS methods are shown in blue and red, respectively. 
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Appendix E. The projections of the 2D simulated spectra were extracted and fitted 
with the same SIMPSON procedure adopted for the fitting of the experimental data. 
In Figure 8.12, the projections of the 2D FT data sets are shown for the three 
experiments. CSA Amplification and its cogwheel phase cycled version seem to be 
affected by the homonuclear dipolar interaction in a very similar manner. The higher 
distortions in the lineshape seem to be due to the degradation of the largest !3,3 and 
smallest !1,1 principal tensor components. In the CSA-Amplified PASS method, in 
contrast, the largest component !3,3 is much less distorted by the dipolar coupling 
whereas a further perturbation of the lineshape appears in the region of the !2,2 
component. In Figure 8.13 (a) and (b) the CSA anisotropy and asymmetry parameters 
produced by the simulated series are shown. It is interesting to notice that the CSA 
anisotropy information progressively degrades as the homonuclear dipolar interaction 
is increased, and, to some extent, affects all the three experiments. However, from this 
plot it is clear how the simulations predict the CSA-Amplified PASS to be more 
robust than the CSA Amplification with respect to increasing homonuclear dipolar 
interaction. Furthermore, the cogwheel phase cycling does not produce any 
remarkable difference in the CSA Amplification method. Considering the asymmetry 
value, again the CSA-Amplified PASS shows a higher reliability in the measurement 
of this parameter. It is also worth nothing that, in the CSA Amplification experiment, 
the asymmetry value decreases as the homonuclear dipolar interaction approaches the 
spinning rate. However, as the homonuclear dipolar interaction is increased beyond 
the spinning rate value, this trend is inverted and the asymmetry begins to 
progressively increase. In contrast, the CSA-Amplified PASS method is able to keep 
an accurate measurement throughout all the dipolar coupling values explored. 
Furthermore, this parameter does not show any substantial change when the cogwheel 
phase cycle is included in the CSA Amplification simulations. An additional 
parameter sometimes used to characterize powder-pattern lineshapes is the span !span  
defined as:
61
 
!
span
= "
11
# "
33
. (8.22) 
In Figure 8.14 (a), the dependence of the measurement of the span on the dipolar 
coupling is shown. This latter parameter seems to indicate a better accuracy of the 
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CSA-Amplified PASS than that observed when the CSA parameter is considered 
(Figure 8.13 (a)). The plot of the differences between the CSA Amplification and 
CSA-Amplified PASS methods in the measurement of the span 
(!"
(Method )
= "
(CSA#Amplified  PASS )
# "
(CSA#Amplification)
) and the CSA values 
(!!CS
Method( )
= !CS
CSA"Amplified  PASS( )
" !CS
CSA"Amplification( ) ) in Figure 8.14 (b), shows this 
particular aspect, indicating it is the largest !3,3 and smallest !1,1 components of the 
shielding tensor whose accuracy of measurement is progressively deteriorated by the 
increasing homonuclear dipolar coupling in a more important manner in the CSA 
Amplification experiment. This observation allows a better interpretation of the 
extracted projections shown in Figure 8.12. 
 
8.7 
119
Sn and 
89
Y NMR CSA amplification 
 
The CSA Amplification method was first introduced exploiting experimental 
applications on 
13
C NMR of methionine and glycine,
193
 and has since been extended 
to a range of simple 
13
C-containing small molecules.
194
 The CSA-Amplified PASS 
experiment has been demonstrated initially with 
31
P and 
13
C NMR of Na3PO4 and 
fumaric acid monoethyl ester, respectively.
197
 However, multinuclear NMR 
measurements of anisotropic shielding interactions in more challenging and complex 
inorganic systems, such as 
31
P in microporous materials or 
89
Y and 
119
Sn in ceramics, 
have not yet been attempted. The structural understanding of these increasingly 
complex chemical systems can be deepened by information about the magnitude and 
shape of the shielding anisotropy. A range of challenges may be encountered when 
approaching NMR in materials such as these. For example, strong dipolar couplings 
(both homonuclear and heteronuclear), very long T1 relaxation times, strong J 
couplings, very small and very large CSAs and very low sensitivity are amongst the 
experimental problems. In order to expand the applicability of such experimental 
techniques, pyrochlore ceramics
210, 211
 represent an ideal test bed. Pyrochlores, 
materials proposed for the encapsulation of nuclear waste,
212
 have a general structure 
A2B2O7, where A and B are generally transition metal or metal species. The Y
3+
 
cation is often utilized in these materials as a non-radioactive probe of the 
environment of encapsulated lanthanides and actinides,
213
 owing to a similar charge 
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and size. The spin I = 1/2 
89
Y nuclide has high natural abundance (100%), but spectral 
acquisition is hindered by low sensitivity (10000 times less than 
1
H) and very long 
relaxation times.
214
 It has been shown that the incorporation of 
119
Sn onto the 
pyrochlore B site leads to an increase in radiation resistance, and although 
119
Sn (I = 
1/2) has low natural abundance (8%), it does have a considerably higher 
gyromagnetic ratio than 
89
Y.
215
 However, spectra are often complicated by the 
presence of strong J couplings and, in some cases, large CSAs. In an initial feasibility 
study we are attempting to evaluate the use of CSA amplification experiments for 
measuring the shielding anisotropy in Y2Sn2O7 and Y2Ti2O7 pyrochlores and in a 
disordered Y2Ti1.6Sn0.4O7 pyrochlore where a range of environments are shown. The 
CSA-Amplified PASS experiment has proven to be more accurate and robust than 
CSA Amplification with respect to all the parameters explored, particularly in 
systems where homonuclear dipolar interactions are present. It is this pulse sequence 
therefore which has been chosen to investigate the less common and more challenging 
89Y- and 119Sn-based materials. The CSA-Amplified PASS 89Y NMR spectrum of 
Y2Ti2O7 is shown in Figure 8.15 (a). The F1 CSA sideband pattern with the relevant 
anisotropic parameters are shown in Figure 8.15 (b). The CSA-Amplified PASS 119Sn 
NMR spectra of Y2Sn2O7 and Y2Sn1.6Ti0.4O7 are shown in Figures 8.16 (a) and 8.17 
(a) respectively. For these two samples, a saturation train of pulses was implemented 
in order to use relatively short recycling delays. Figures 8.16 (b) and 8.17 (b) show the 
F1 CSA sideband patterns with the relevant anisotropic parameters. In the case of 
Y2Sn1.6Ti0.4O7, three different 
119Sn sites are observed. The relatively low signal-to-
noise observed in this latter case did not allow, especially for the most shielded and 
less intense peak, a clear observation of spinning sidebands. For all the three sites 
therefore, only the contribution at the isotropic shift has been extracted in the indirect 
dimension. Nevertheless, as shown in Figure 8.17 (b), the CSA amplified patterns 
obtained can be fitted with good quality. The CSA-Amplified PASS experiment 
therefore proves to be efficiently implementable with a saturation train of pulses and 
applicable to very sensitivity-demanding chemical systems. In Table 8.2, the CSA 
parameters extracted from the indirect dimension of CSA-Amplified PASS spectra of
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Figure 8.15 
89
Y CSA-Amplified PASS of Y2Ti2O7 at 14.1 T is shown in (a). The amplification 
factor was 8 and 32 increments in the indirect dimension were used. The MAS rate was 10 kHz. A 
recycling delay of 70 s was employed. In (b) the F1 projection and the related fit are shown in blue and 
green, respectively. 
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Figure 8.16 
119
Sn CSA-Amplified PASS of Y2Sn2O7 at 14.1 T is shown in (a). The amplification 
factor was 8 and 32 increments in the indirect dimension were used. The MAS rate was 10 kHz. A 
recycling delay of 36 s was employed. A saturation train of 12 90° pulses with a saturation recovery 
delay of 0.25 s were used. In (b) the F1 projection and the related fit are shown in blue and green, 
respectively. 
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Figure 8.17 
119
Sn CSA-Amplified PASS of Y2Sn1.6Ti0.4O7 at 14.1 T is shown in (a). The 
amplification factor was 10 and 16 increments in the indirect dimension were used. The MAS rate was 
10 kHz. A recycling delay of 43 s was employed. A saturation train of 12 90° pulses with a saturation 
recovery delay of 0.25 s were used. In (b) the F1 projection and the related fit are shown in blue and 
green respectively. 
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Table 8.2 Comparison between the !CS and !CS parameters obtained from the fit of a MAS 1D 
spectrum recorded with a spinning rate of 2 kHz and those obtained from the indirect dimension of 2D-
Amplification PASS experiments recorded at 10 kHz spinning rate. 
  
 Slow MAS (2 kHz) CSA-Amplified PASS 
 !CS (ppm) !CS !CS (ppm) !CS 
Y2Ti2O7 (
89
Y) –386.9 0.1 –332.7 0.3 
Y2Sn2O7 (
119
Sn) 28.5 0.4 26.1 0.5 
 
 
Y2Ti2O7 (
89
Y) and Y2Sn2O7 (
119
Sn) are compared with those obtained from the fitting 
of spinning sideband patterns obtained under slow MAS (spinning rate of 2 kHz). The 
general good agreement between the values obtained with these two independent 
measurements indicated that the CSA-Amplified PASS can be efficiently utilized on 
more challenging materials. Given the breadth of the resonances observed for the 
three different 
119
Sn sites in the disordered Y2Sn1.6Ti0.4O7 material, it was not possible 
to record a slow MAS spinning sideband pattern for a reasonable fit. This proves that 
2D CSA amplification methods are strictly necessary when CSA information on 
disordered and experimentally-challenging materials is required. 
 
8.8 Conclusions 
 
The CSA Amplification and the CSA-Amplified PASS experiments have been 
investigated on 
13
C and 
31
P standard materials. The robustness of these two methods 
has been checked against amplification factor, pulse miscalibration and transmitter 
offset. Across these three parameters considered, the CSA-Amplified PASS method 
proves to be more robust and accurate than the CSA Amplification experiment in our 
laboratory. This observation is particularly evident when chemical systems with 
homonuclear dipolar interactions are considered. In order to further investigate this 
difference, numerical simulations of the two experiments have been performed with 
the SIMPSON program. The computational results clearly show that the CSA-
Amplified PASS proves to be much more robust with respect to homonuclear dipolar 
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interactions than the CSA Amplification. Considering both the experimental and 
simulated results, the highlighted differences in efficiency of the two pulse sequences 
do not seem to be dependent on the different phase cycling approaches they 
implement. The z-storage t1-evolution period required by the CSA Amplification 
method is the pulse-sequence step which may be suggested as the cause of the 
inaccuracy of the measurements obtained when this experiment is employed. The 
CSA-Amplified PASS experiment has been successfully employed for 
89
Y of Y2Ti2O7 
materials and 
119
Sn of the Y2Sn2O7 and Y2Sn1.6Ti0.4O7 samples. A saturating train of 
pulses prior to the pulse sequence has been successfully implemented. 
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Chapter 9 
 
CP and nutation processes of quadrupolar nuclei  
under static and MAS conditions 
 
 
9.1 Introduction 
 
Cross polarization (CP) is a commonly-used approach when acquiring NMR spectra 
of a low-abundance spin with small gyromagnetic ratio and typically long relaxation 
times. In CP, nuclear magnetization is transferred to such spins after having been 
created on a high-abundance spin, such as 
1
H, with typically higher gyromagnetic 
ratio and faster relaxation. It was shown in Chapter 3 that, in order to achieve this 
transfer, the Hartmann-Hahn match condition has to be fulfilled, with !I = !S or !I = 
!S ± n!r for static or spinning samples, respectively. This concept is highlighted in 
Figure 9.1 (a), which shows a simulation of the magnetization transferred to a 
13
C 
spin under spin-locking condition as the rf field strength on a 
1
H spin is increased 
under MAS. CP involving quadrupolar nuclei,
216-219
 in contrast, is a much less 
common technique as a sensitivity enhancement is rarely observed and, as shown in 
Figure 9.1 (b), the matching conditions are more complex and often different from the 
I = 1/2 case. The introduction of multiple-quantum (MQ) methods has led to 
increased interest in solid-state NMR of half-integer spins. As a consequence, interest 
in CP to and from quadrupolar nuclei has been renewed.
220-223
 Ashbrook and 
Wimperis have investigated CP from I = 1/2 (
1
H) to S = 3/2 (
23
Na) and S = 5/2 (
27
Al) 
spins in a static powder sample.
224
 They have demonstrated that a 2D nutation 
experiment can be used to predict both the Hartmann-Hahn match profile and the 
observed lineshape obtained from a CP experiment. In their simplified model, a 
perfectly efficient magnetization transfer was assumed with no explicit CP step, as 
described in more detail below. Although their results were in good agreement with 
the experiments (demonstrating the validity of their assumptions), this chapter 
presents analogous full density matrix simulation performed using the SIMPSON
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Figure 9.1 (a) The simulated CP rf-match profile for a 
1
H-
13
C spin pair at 5.0 kHz MAS rate. 
The !1,C field strength is varied from 0 to 100 kHz whereas !1,H was kept constant to 50 kHz (dashed 
red line). The CP match conditions is observed when !1,C = !1,H ± 1-2 !r as indicated by red arrows. 
(b) The simulated CP rf-match profile for a 
1
H-
23
Na spin pair at 5.0 kHz MAS rate. CQ = 1.0 MHz and 
the !1,Na field strength was varied from 0.0 to 500 kHz whereas !1,H was kept constant to 50 kHz 
(dashed red line). A much more complex profile is highlighted in this case. The dipolar coupling 
between the two spins was set to 1.5 kHz in both cases. 
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program in which the spin-locking dynamics are explicitly included. The investigation 
is also extended to consider CP under MAS conditions. 
 
9.2 Theory of quadrupolar CP 
 
The reason why there is not a unique Hartmann-Hahn match condition when a 
quadrupolar nucleus is involved in the CP process can be understood considering the 
Hamiltonian governing the system during the spin-locking pulses. In the Zeeman 
frame, with I being a highly-abundant high-! spin and S a quadrupolar spin, the total 
Hamiltonian is given by: 
Hˆ
Tot
= Hˆ
I
+ Hˆ
S
 (9.1) 
Hˆ
I
=!
1, I
Iˆ
x
 ; HˆS =!1,SSˆx +!Q Sˆz " S S +1( ) / 3#$ %& , (9.2) 
where the quadrupolar splitting parameter "Q is given by: 
!
Q
=
!
Q
PAF
2
3cos
2" #1+$
Q
sin
2" cos2%( ) . (9.3) 
The angles # and $ describe the orientation of the S-spin quadrupolar PAF in the 
laboratory frame. The quadrupolar coupling parameter !
Q
PAF
 is given by: 
 
!
Q
PAF
=
3e
2
qQ
4S 2S "1( )!
. (9.4) 
The quadrupolar term in Equation (9.2) can be thought of as a perturbation of the 
!
1,S
Sˆ
x
 eigenstates, with the result that several "1,S nutation rates now exist and, 
generally speaking, the S spin nutation rates are function of "1,S and "Q. Considering 
the partial Hamiltonian Hˆ
S
 acting on the S = 3/2 spin and as shown by Vega et al.,
225
 
the theoretical values of the S-spin nutation rates are given by the differences between 
the diagonal matrix elements of Hˆ
S
D
= VˆHˆ
S
Vˆ
!1
 with: 
V =
1
2
! sin"
1
cos"
1
! cos"
1
sin"
1
! sin"
2
cos"
2
cos"
2
! sin"
2
! cos"
1
! sin"
1
sin"
1
cos"
1
cos"
2
sin"
2
sin"
2
cos"
2
#
$
%
%
%
%
&
'
(
(
(
(
, (9.5) 
and %1 and %2 are given by: 
 207 
!
1
=
1
2
tan
"1
3 #
1,S
2#
Q
+#
1,S
 (9.6) 
!
2
=
1
2
tan
"1
3 #
1,S
2#
Q
"#
1,S
. (9.7) 
The result of the diagonalization can be compactly expressed as: 
H
S
D
=
H
S
D( )
1,1
0 0 0
0 H
S
D( )
2,2
0 0
0 0 H
S
D( )
3,3
0
0 0 0 H
S
D( )
4,4
!
"
#
#
#
#
#
#
$
%
&
&
&
&
&
&
. (8.8) 
The six possible nutation rates are therefore given by: 
!
r ,s
= H
S
D( )
s,s
" H
S
D( )
r ,r
. (9.9) 
Although in the eigenbasis of the spin-locking Hamiltonian these diagonal terms 
represent populations, they correspond to a range of coherences when viewed back in 
the rotating frame. However, matching !1,S with one of the !r,s does not necessarily 
result in magnetization transfer. In Chapter 3 it was described that CP requires a 
dipolar interaction between the nuclei I and S. The heteronuclear dipolar Hamiltonian 
is Hˆ
IS
= d
IS
Iˆ
z
Sˆ
z
 and in the eigenbasis of Hˆ
I
 and Hˆ
S
 it becomes Hˆ
IS
D
= !d
IS
Iˆ
x
VˆSˆ
z
Vˆ
!1 . 
For S = 3/2, the transformed Hamiltonian has the form: 
Hˆ
IS
D
= !d
IS
C
1,2
Sˆ
x
1,2
+ C
1,4
Sˆ
x
1,4
+ C
2,3
Sˆ
x
2,3
+ C
3,4
Sˆ
x
3,4( ) , (9.10) 
where Sˆ
x
r ,s  is a fictitious S = 1/2 operator for the r,s transition and 
C
r ,s
= 2 V
r ,k
V
s,k
S
z( )k ,k
k=1
2S+1
! . (9.11) 
Equation (9.10) shows that there are only four non-zero Cr,s coefficients. This means 
only four of the six !r,s nutation rates can lead to CP from the I spin to the S spin. 
These are !1,2, !1,4, !2,3 and !3,4 only, since the C1,3 and C2,4 coefficients are zero. In 
general, (S + 1/2)
2
 nutation rates are available for CP to a S > 1/2 spin. In many cases, 
CP to quadrupolar nuclei is considered in the limit !1,S << !Q.
225-227
 In this limit only 
two of the four S = 3/2 nutation rates are available for CP, as C1,4 and C2,3 tend to 
zero, hence ruling out the possibility of CP to these two transitions. In contrast, when
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Table 9.1 Nutation frequencies !r,s, dipolar coupling coefficients Cr,s, SQ density matrix 
elements "2,3(#) and 3Q density matrix elements "1,4(#) under each of the four allowed I = 1/2, S = 3/2 
matching conditions !1,I = !r,s for three typical values of the S-spin field strength !1,S. Data from Ref. 
224. 
 
Match 
(8.10) 
shows that 
there are 
only four 
non-zero 
Cr,s 
coefficients. 
This means 
only four of 
the six !r,s 
nutation 
rates can 
lead to CP 
from the I 
spin to the S 
spin. These 
are !1,2, 
!1,4, !2,3 
and !3,4 
only, since 
the C1,3 and 
C2,4 
coefficients 
are zero. 
InMatch 
!r,s/!1,S Cr,s !"2,3(#) / a !"1,4(#) / a 
  !1,S = !Q / 2  
!1,I = !1,2 1.914 1.081 0.476 0.024 
!1,I = !1,4 5.378 !0.226 0.260 0.264 
!1,I = !2,3 3.378 0.605 !0.264 !0.260 
!1,I = !3,4 0.086 !2.901 0.024 0.476 
  !1,S = !Q  
!1,I = !1,2 1.732 1.225 0.421 0.079 
!1,I = !1,4 3.732 !0.189 0.296 0.204 
!1,I = !2,3 1.732 1.225 !0.204 !0.296 
!1,I = !3,4 0.268 !2.639 0.079 0.421 
  !1,S = 2!Q  
!1,I = !1,2 1.457 1.404 0.344 0.156 
!1,I = !1,4 3.189 !0.078 0.344 0.156 
!1,I = !2,3 1.189 1.741 !0.156 !0.344 
!1,I = !3,4 0.543 !2.235 0.156 0.344 
 
 
!1,S ! !Q, all the four S = 3/2 nutation rates can lead to polarization transfer.
224
 In the 
S-spin pulse interaction frame (or in the eigenbasis of Hˆ
S
), the density operator at the 
end of the spin-locking period # is!D "( ) = aSˆ
z
r ,s , with a being a real constant. In the 
rotating frame this can be expressed as: 
! "( ) = Vˆ #1!D "( )Vˆ , (9.12) 
so that the rotating frame density matrix element !i, j "( )  is given by: 
!
i, j
"( ) =
a
2
V
r ,i
V
r , j
#V
s,i
V
s, j( ) . (9.13) 
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The matrix elements which are of interest for a S = 3/2 nucleus are the SQ central 
transition !
2,3
"( )  and the 3Q !1,4 "( ) . The single- and double-quantum satellite 
transitions matrix elements (!
1,2
"( ) , !2,1 "( ) , !3,4 "( ) , !4,3 "( )  and !1,3 "( ) , !2,4 "( )  
respectively) have been neglected as they usually do not correspond to easily 
observable transitions if the quadrupolar interaction is large. Using Equation (9.11) 
the !
2,3
"( )  and !1,4 "( )  density matrix elements can be calculated for each of the four 
possible !r,s = !1,S match conditions. Table 9.1 summarizes the results for three 
values of !1,S field strength. It is clear that CP is possible for all four match conditions 
predicted by the theoretical model. Furthermore, both SQ- and 3Q-coherences are to 
some extent generated for each of the four !r,s matches indicating that SQ- and 3Q-
CP are not distinct processes, but share the same match conditions. As in the !1,S << 
!Q limit, matching !1,S with !1,2 generates mainly SQ coherence whereas matching 
!3,4 generates mostly 3Q coherence. The other two !1,4 and !2,3 matches, allowed 
only in the !1,S ! !Q limit, are shown to generate a comparable amount of both SQ 
and 3Q coherences. Another interesting finding in the work of Ashbrook and 
Wimperis was that the matching of !2,3 always cross polarizes both !2,3 "( )  and 
!
1,4
"( )  in the opposite sense to that which occurs under the other three matches. 
 
9.3 Theory of quadrupolar nutation 
 
In a powdered sample, !Q depends upon crystallite orientation and varies between –
!Q/2 and !Q. The !1,I and !1,S field strengths are therefore likely to produce some 
degree of CP to one of the (S + 1/2)
2
 transitions in at least some of the individual 
crystallites. A 2D quadrupolar nutation experiment supplies a means by which the 
distribution of nutation rates in the spectrum can be mapped.
228-231
 The pulse 
sequences for SQ and 3Q-filtered nutation experiments are shown in Figure 9.2 (a) 
and (b) respectively. The additional pulse in (b) converts the 3Q coherence excited in 
t1 to observable SQ coherence.
232
 The diagonal H
S
D  and Vˆ  can be used to calculate 
the propagator for the time-evolution of the density operator during the t1-nutation 
pulse: 
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Figure 9.2 Pulse sequence and CTP diagram for 2D (a) SQ and (b) 3Q quadrupolar nutation 
experiments as reported in Ref. 224. A final S-spin pulse is required in (b) to convert the MQ 
coherence into observable SQ coherence. 
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Uˆ t1( ) = exp !iHˆSt1{ } = Vˆ !1 exp !iHˆ S
D
t1{ }Vˆ , (9.14) 
with elements: 
Ui, j t1( ) = Vk ,iVk , j exp !i H S
D( )
k ,k
t1{ }
k=1
2S+1
" . (9.15) 
The evolution of the initial state !ˆ 0( ) = Sˆ
z
 density operator is then given by: 
!ˆ t
1( ) = Uˆ t1( ) SˆzUˆ
"1
t
1( ) . (9.16) 
The elements of the density matrix can be written as: 
!i, j t1( ) = Ui,k
k=1
2S+1
" t1( )Uj ,k# t1( )!k ,k 0( )  
!i, j t1( ) = Ai, j ,r ,s exp i" r ,st1{ }
s=1
2S+1
#
r=1
2S+1
# , (9.17) 
with the amplitude coefficients of any !r,s nutation rate Ai, j ,r ,s  given by: 
Ai, j ,r ,s = Vr ,iVs, j Vr ,kVs,k Sz( )k ,k
k=1
2S+1
! . (9.18) 
For a S = 3/2 spin, it is found that only Ai, j ,1,3 , Ai, j ,1,4 Ai, j ,2,3  and Ai, j ,2,4  are non zero. 
Therefore the nutation experiment, although with different amplitude coefficients, 
measures the same (S + 1/2)
2
 transitions that give rise to CP and can therefore in 
principle be used to predict matching condition profiles for quadrupolar CP. 
 
9.4 Results 
 
In the computational model adopted by Ashbrook and Wimperis, the spin-locking 
dynamics were not taken explicitly into account in the simulations. The magnetization 
was assumed to be perfectly transferred in the CP experiment. No second spin and 
dipolar coupling to the quadrupolar nucleus was therefore necessary in their 
simplified computational model. The agreement between the experimental and 
analytically calculated results proves this assumption is reasonable in a static system. 
In order to prove whether this approximation produces negligible errors also in a 
system under MAS, a full computational approach where the spin dynamics are 
explicitly included has been adopted in this work. 
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9.4.1 Simulations of static CP and nutation spectra 
 
The SIMPSON program was used to simulate static SQ- and 3Q-CP and -nutation 2D 
spectra, powder-averaged over 678 REPULSION crystallites. In Figure 9.3 a scheme 
depicting the two simulations is shown. A S = 3/2 
23
Na nucleus with a quadrupolar 
coupling constant of 1.0 MHz was chosen for the investigation. The related simulated 
static conventional 
23
Na 1D spectrum is shown in Figure 9.4. The
 
 
 
 
Figure 9.3 Schematics of the SIMPSON simulations carried out in this study. In (a), after FT the 
direct dimension only, the simulated 2D CP spectrum is produced. In (b), after FT both dimensions, the 
2D nutation spectrum is produced. The red arrows indicate the indirect dimensions in both simulations. 
Text files for these simulations are given in Appendix F. 
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lineshape is broadened by the second-order quadrupolar interaction. For the CP 
simulations, magnetization was transferred with a 600 µs contact time CP to 
23
Na 
after being generated on a I = 1/2 
1
H spin. A dipolar coupling interaction between the 
two nuclei was included in the spin-system definition and set to 1.5 kHz. For both 
experiments, five different simulations with 25, 50, 75, 100 and 150 kHz values of the 
!
1,S
/ 2"  field strengths were performed. In the CP series of simulations, the !
1, I
 
field strength of the contact pulse was increased from 0 to 500 kHz in steps of 500 
Hz. After FT in the direct dimension, a pseudo-2D spectrum was obtained with cross-
sections parallel to the F2 axis corresponding to static 1D CP spectra for the CT or 3Q 
transitions that would be obtained at the F1 frequency corresponding to the !1, I  field 
strength. Cross-sections extracted parallel to the F1 axis produce the CP matching
 
 
 
Figure 9.4 Simulated static 1D spectrum of the 
23
Na spin as defined in this study. CQ = 1.0 
MHz, ! = 0.0 and "iso = 0.0 ppm. The detect operator was set to the central transition density matrix 
element and 2000 crystallite orientations were considered. 
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Figure 9.5 Simulated static 2D SQ-CP spectra for a spin S = 3/2 nucleus. The !
1,S
/ 2"  field 
strength is 25, 50, 75, 100 and 150 kHz in (a), (b), (c) (d) and (e) respectively. In F1 the !1,I match 
profile is produced. Red contours represent negative intensities. 
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profile for crystallites with a given F2 second-order quadrupolar shift. For the 2D 
nutation simulations, the nutation pulse length was increased from 0 to 100 µs in steps 
of 0.1 µs. After FT in both direct and indirect dimensions, a 2D spectrum, with !1,S 
nutation rates in the F1 frequency dimension and second-order quadrupolar shifts in 
the F2 frequency dimension, was produced. As no sign discrimination can be achieved 
in the indirect dimension, only halves of the 2D spectra have been shown. Both 2D 
SQ-CP and SQ-nutation simulated spectra yield an F2 projection which reproduces the 
static second-order quadrupolar lineshape shown in Figure 9.4. In Figure 9.5, 2D SQ-
CP spectra simulated for five values of !
1,S
 field strength are shown. The four ridges 
most easily observable in the highest !
1,S
 case correspond to the four !r,s nutation 
rates. The !2,3 ridge is cross polarized with opposite sign to all the others, confirming
 
 
 
Figure 9.6 F1 projections of the simulated 2D SQ CP spectra shown in Figure 9.5. The !1,S / 2"  
field strength is 25, 50, 75, 100 and 150 kHz in (a), (b), (c) (d) and (e) respectively and is indicated in 
each case with a red dashed line. 
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Figure 9.7 Simulated static 2D SQ-nutation spectra. The !
1,S
/ 2"  field strength is 25, 50, 75, 
100 and 150 kHz in (a), (b), (c) (d) and (e) respectively. 
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the previous results of Ashbrook and Wimperis.
220
 As shown in Figure 9.6, the CP 
match condition progressively shifts to higher field as the !
1,S
 field strength is 
increased. Furthermore, the intensity of the projections reveal the efficiency of the CP 
process progressively deteriorates as the match condition is spread over a wider 
frequency range. In Figure 9.7, the corresponding series of 2D SQ-nutation spectra is 
shown. Again, one ridge has opposite sign to the others, but it is the !1,4 transition in 
this case. The remarkable point found in the previous work and confirmed in this 
study is that the four ridges appear in exactly the same place as observed in the 
simulated 2D SQ-CP spectra. In fact, as demonstrated theoretically in Section 9.3, the 
four !r,s eigenbasis transitions are common to both the CP and nutation processes. 
This is also confirmed by inspection of the F1 projections shown in Figure 9.8 which,
 
 
 
Figure 9.8 F1 projections of the simulated 2D SQ nutation spectra shown in Figure 9.7. The 
!
1,S
/ 2"  field strength is 25, 50, 75, 100 and 150 kHz in (a), (b), (c) (d) and (e) respectively and is 
indicated in each case with a red dashed line. 
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Figure 9.9 Simulated static 2D 3Q-CP spectra. The !
1,S
/ 2"  field strength is 25, 50, 75, 100 
and 150 kHz in (a), (b), (c) (d) and (e) respectively. 
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although having different intensity ratios, show a very similar behavior to that found 
in the SQ-CP simulations. The different intensity ratios between the two series are 
due to the different coefficients which appear in Equations (9.11) and (9.18). In 
Figure 8.9, 2D 3Q-CP spectra for the five !
1,S
 field strengths are shown. When 
!
1,S
/ 2"  = 25 kHz and, some extent also when !
1,S
/ 2"  = 50 kHz, very little 3Q 
coherence is created. This interesting difference with the SQ case can be understood 
by considering that, in the 
 
!
1,S
!!
Q
 limit, 
 
!
1,2
! 2!
1,S
 whereas the dipolar 
coefficient C
1,4
 appearing in Equation (9.11) is simply zero thus ruling out the 
possibility to cross polarize to any 3Q coherence over the !
1,4
 transition. In the case 
higher !
1,S
 however, the four ridges corresponding to the four !r,s eigenbasis 
transitions are observed. It is worth noting that, if compared with the simulated SQ
 
 
 
Figure 9.10 F1 projections of the simulated 2D 3Q CP spectra shown in Figure 9.9. The !1,S / 2"  
field strength is 25, 50, 75, 100 and 150 kHz in (a), (b), (c) (d) and (e) respectively and is indicated in 
each case with a red dashed line. 
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Figure 9.11 Simulated static 2D 3Q-nutation spectra. The !
1,S
/ 2"  field strength is 25, 50, 75, 
100 and 150 kHz in (a), (b), (c) (d) and (e) respectively. 
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spectra shown in Figure 9.5 and 9.6, the ridge pattern appears to be reversed, 
narrower and also shifted in F2. This is due to the opposite signs and different 
amplitudes of the coefficients in Equation (7.2) for the second-order quadrupolar 
broadening of the SQ and 3Q transitions. This is in contrast to the analysis of 
Ashbrook and Wimperis as in their computational model the 3Q coherence was 
simply convoluted with the 1D MAS spectrum shown in Figure 9.4, i.e., a 3Q-filtered 
spectrum was obtained.
228
 In our simulations instead it was possible to set the detect 
operator directly to the 3Q matrix element of the density operator. It is interesting to 
notice that, as reported previously and as found in the SQ-CP case, it is the !2,3 
transition ridge which is cross-polarized with opposite sign to all the others. By
 
 
 
Figure 9.12 F1 projections of the simulated 2D 3Q-nutation spectra shown in Figure 9.11. The 
!
1,S
/ 2"  field strength is 25, 50, 75, 100 and 150 kHz in (a), (b), (c) (d) and (e) respectively and is 
indicated in each case with a red dashed line. 
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inspection of the F1 projections shown in Figure 9.10, it is clear that the CP match 
condition progressively moves at higher field as the !
1,S
 field strength is increased. 
This shift is again accompanied by a considerable decrease of the intensity of the 
magnetization transfer as the match condition extends over a wider frequency range. 
In Figure 9.11 the corresponding simulated 2D 3Q-nutation are shown. As described 
previously, the ridges corresponding to the four !r,s transitions are observed. It is 
interesting to note that in contrast with the SQ-nutation spectra and in agreement with 
both the SQ- and 3Q-CP spectra, the ridge with opposite sign to all the others is 
associated with the !2,3 transition. It is also worth noting that, in contrast with the SQ-
nutation spectra and also with both the SQ- and 3Q-CP spectra where a progressive 
decrease in intensity with the increase of the !
1,S
 field strength was observed, 
inspection of the F1 projections shown in Figure 9.12 reveals a maximum intensity for 
the 25-75 kHz range of !
1,S
/ 2"  field strength. However, as reported by Ashbrook 
and Wimperis, also in the 3Q case, the CP and nutation plots display ridges in the 
same places within the spectra.
220
 These observations suggest that, in a static system, 
quadrupolar nutation spectra can be used to map out the matching conditions for the 
quadrupolar SQ- and 3Q-CP process with good accuracy. This concept is more clearly 
depicted in Figure 9.13, where projections of the static SQ and 3Q CP and nutation 
pairs of spectra are shown. Although with different profiles due to the different 
weighting coefficients appearing in Equations (9.11) and (9.18), for both SQ and 3Q 
coherences, the nutation profile broadly resembles the CP matching condition profile 
correctly predicting the highest intensity matching condition frequency. These results 
therefore support the reasonability of the simplified computational model adopted by 
Ashbrook and Wimperis in their previous work, i.e., under static conditions, the cross-
polarization transfer and the efficiency of the spin-lock of the quadrupolar spin can be 
neglected and assumed to be perfectly efficient for the computational evaluation of 
the CP and nutation experiments.
220
 The further aim of the work hereby presented is 
to investigate whether the above findings are still valid in a spin system under MAS 
conditions. 
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Figure 9.13 F1 projections of static 2D SQ CP and nutation simulated spectra are shown from (a) 
to (e). F1 projections of static 2D 3Q CP and nutation simulated spectra are shown from (f) to (l). The 
!
1,S
/ 2"  field strength is 25, 50, 75, 100 and 150 kHz from (a) to (e) and from (f) to (l). 
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9.4.2 CP and nutation under MAS 
 
In order to investigate whether the above findings are still valid in a system under 
MAS, a further series of simulations has been performed. The SIMPSON program 
was again used to simulate spinning 2D SQ- and 3Q-CP and nutation spectra powder-
averaged over 320 REPULSION crystallites and 5 equally spaced rotor phases. The 
spinning frequency was set to 5 kHz and all the other spin-system parameters are 
unchanged from those utilized in the static case. The related conventional 
23
Na 1D 
MAS spectrum is shown in Figure 9.14. Both 2D SQ-CP and SQ-nutation simulated 
spectra yield an F2 projection which reproduces the spinning second-order 
quadrupolar lineshape shown in Figure 9.14. Again, for both simulated experiments, 
five different calculations with !
1,S
/ 2"  values of 25, 50, 75, 100 and
 
 
 
Figure 9.14 Simulated 1D MAS spectrum of the 23Na spin as defined in this study. CQ = 1.0 
MHz, !Q = 0.0 and "iso = 0.0 ppm. The detect operator was set to the central transition density matrix 
element and 678 crystallite orientations over 5 rotor phases were considered. The spinning speed was 
set to 5.0 kHz. 
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Figure 9.15 Simulated 2D SQ-CP MAS spectra. The !
1,S
/ 2"  field strength is 25, 50, 75, 100 
and 150 kHz in (a), (b), (c) (d) and (e) respectively. 
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have been performed. In Figure 9.15 2D SQ-CP spectra for the five values of !
1,S
 are 
shown. MAS removes the second-rank second-order quadrupolar broadening thus 
resulting in a narrowing of the lineshape in F2 which produces an overlap of the four 
ridges previously observed in the static simulations. Nevertheless, the !2,3 ridge with 
negative intensity is still clearly distinguishable at higher !
1, I
 frequencies. From the 
inspection of the F1 projections shown in Figure 9.16, the match conditions at higher 
frequencies are found to progressively shift to higher field with the increase of the 
!
1,S
 field strength. The other two positive match conditions are very close in 
frequency and, although remaining relatively unchanged in their position, experience 
an increase in intensity which reaches its maximum when !
1,S
/ 2"  = 75-100 kHz.
 
 
 
Figure 9.16 F1 projections of the simulated 2D SQ-CP MAS spectra shown in Figure 9.15. The 
!
1,S
/ 2"  field strength is 25, 50, 75, 100 and 150 kHz in (a), (b), (c) (d) and (e) respectively and is 
indicated in each case with a red dashed line. 
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Figure 9.17 Simulated 2D SQ-nutation MAS spectra. The !
1,S
/ 2"  field strength is 25, 50, 75, 
100 and 150 kHz in (a), (b), (c) (d) and (e) respectively. 
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When !
1,S
/ 2"  is 150 kHz they finally appear to be partially discriminated in F1. In 
Figure 9.17, simulated 2D MAS SQ-nutation spectra are shown. The four ridges are 
again severely overlapped and the highest frequency !1,4 ridge (with negative 
intensity) is relatively much less intense and almost completely disappears from the 
spectra. An inspection of the F1 projections shown in Figure 9.18 reveals a maximum 
intensity which, while shifting to higher frequency with the increase of the !
1,S
 field 
strength, progressively decreases in intensity. This is seems to be due to the 
discrimination in frequency of the three positive eigenbasis transitions as the !
1,S
 
field is increased which avoids their overlap. In Figure 9.19 simulated 2D MAS 3Q-
CP spectra for the five values of !
1,S
 field strength are shown. As observed for the
 
 
 
Figure 9.18 F1 projections of the simulated 2D SQ-nutation MAS spectra shown in Figure 9.17. 
The !
1,S
/ 2"  field strength is 25, 50, 75, 100 and 150 kHz in (a), (b), (c) (d) and (e) respectively and 
is indicated in each case with a red dashed line. 
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Figure 9.19 Simulated 2D 3Q-CP MAS spectra. The !
1,S
/ 2"  field strength is 25, 50, 75, 100 
and 150 kHz in (a), (b), (c) (d) and (e) respectively. 
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static case, the change in the second-order quadrupolar interaction for the 3Q, rather 
than SQ transitions, results in a scaling of the broadened lineshape and an isotropic 
shift in the opposite sense. The negative transition !2,3 is clearly distinguishable at 
highest !
1, I
 frequency. From the inspection of the F1 projections shown in Figure 
9.20 and as observed for SQ-CP spectra, it is clearly identifiable the highest-
frequency positive matching condition to progressively shift at higher field with the 
increase of the !
1,S
 field strength. As also observed for SQ-CP, the other two positive 
matching conditions are very close in frequency and, although remaining relatively 
unchanged in their position, experience an increase in intensity which reaches its 
maximum when !
1,S
/ 2"  is 75-100 kHz. For the highest field strength they finally
 
 
 
Figure 9.20 F1 projections of the simulated 2D 3Q-CP MAS spectra shown in Figure 9.19. The 
!
1,S
/ 2"  field strength is 25, 50, 75, 100 and 150 kHz in (a), (b), (c) (d) and (e) respectively and is 
indicated in each case with a red dashed line. 
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Figure 9.21 Simulated 2D 3Q-nutation MAS spectra. The !
1,S
/ 2"  field strength is 25, 50, 75, 
100 and 150 kHz in (a), (b), (c) (d) and (e) respectively. 
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appear to be partially discriminated. In Figure 9.21, the corresponding 2D MAS 3Q-
nutation spectra are shown. In agreement with the analogous static case, the 
eigenbasis transition !2,3 has opposite sign to all the others. Inspection of the F1 
projections shown in Figure 9.22 reveals a progressive high field shift and an increase 
in intensity of the transition with negative intensity with the increase of the !
1,S
 field 
strength. The maximum in intensity of the positive transitions is found when !
1,S
/ 2"  
is in the 25-75 kHz range. In Figure 9.23 (from (a) to (e)) the projections of the 
spinning SQ CP/nutation spectra are compared. In contrast with the static system, the 
nutation spectra do not resemble the CP matching condition profile. In particular, the 
lowest frequency matching condition is of much lower intensity, almost absent from
 
 
 
Figure 9.22 F1 projections of the simulated 2D 3Q-nutation spectra shown in Figure 8.19. The 
!
1,S
/ 2"  field strength is 25, 50, 75, 100 and 150 kHz in (a), (b), (c) (d) and (e) respectively and is 
indicated in each case with a red dashed line. 
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the nutation profile. The nutation profile seems to reflect only the highest frequency 
matching condition. This is particularly important for the 75-100 kHz !
1,S
/ 2"  
simulations, where the intensity of this lowest frequency match condition is relatively 
more intense than the others. In Figure 9.23 (from (f) to (l)) the projections of the 
spinning 3Q CP/nutation pairs are reported. In contrast with the SQ CP/nutation pairs 
shown from (a) to (e) and particularly for the lowest !
1,S
 simulations, the nutation 
profile now predicts only the lowest frequency CP matching condition. The higher 
frequency CP match is however the less intense throughout the whole !
S
 series. In 
general, SQ- and 3Q-nutation under MAS do not seem to reproduce the SQ- and 3Q-
CP matching profiles with the same accuracy as observed for static samples. When 
comparing the SQ and 3Q CP projections in Figure 9.23 at a given !
1,S
 field strength, 
perhaps the most remarkable observation is that there is no substantial difference 
between them under MAS conditions. The sample rotation therefore renders the SQ- 
and 3Q-coherence behavior as a function of !
1, I
 identical in the CP process. In 
particular, these CP matching profiles appear to reflect the matching conditions 
highlighted by both SQ- and 3Q-nutation simulations. This interesting observation 
can be rationalized considering the spin dynamics of the system in a spin-locking 
state. As previously reported,
223
 under moderate MAS conditions and in the 
 
!
1,S
!!
Q
 limit, SQ and 3Q coherences interconvert with the periodicity of the rotor. 
By virtue of this interconversion, the CP rf matching profiles appear to contain a mix 
of those expected for SQ and 3Q-coherences. Nutation spectroscopy, which instead 
preserves the identity of these coherences, can no longer be used to predict the CP 
matches under MAS conditions, as instead observed in the static case. This hypothesis 
of interconversion is corroborated also by the observation that the only differences 
noticeable can be found in the lowest !
1,S
/ 2"  = 25 kHz nutation rate simulation. It is 
in this lowest !
1,S
value of the series that the 
 
!
1,S
!!
Q
 limit is more closely 
approached. A further observation which does not contradict and perhaps reinforces 
this interpretation is that the ridges in all the simulated SQ- and 3Q-CP 2D spectra 
have same signs so to result in a constructive exchange of coherence between these 
two states under MAS conditions. 
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Figure 9.23 F1 projections of 2D SQ CP and nutation simulated MAS spectra are shown from (a) 
to (e). F1 projections of spinning 2D 3Q CP and nutation simulated spectra are shown from (f) to (l). 
The !
1,S
/ 2"  field strength is 25, 50, 75, 100 and 150 kHz from (a) to (e) and from (f) to (l). 
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9.5 Comparison between static- and spinning-system results 
 
In Figure 9.24, the projections of SQ-CP spectra under static and MAS conditions are 
compared. It is clearly distinguishable that the highest positive frequency match 
condition, that moves higher field as the !
1,S
 field strength is increased in the series, 
is found in the same positions. In the spinning case, however, the decrease in intensity 
across the series, observed in the static case, is not found. The main difference 
however between the spinning and static projections is the presence in the former of 
an important match condition not observed, or of very low intensity in the latter. As 
observed previously, this match condition is at a maximum intensity when !
1,S
/ 2"  
!75-100 kHz while progressively broadening as the !
1,S
 field is increased. It is 
interesting to note that under MAS conditions the powder-pattern match profile 
appears to be split into a series of sidebands separated by the MAS frequency, in
 
 
 
Figure 9.24 F1 projections of static and MAS 2D SQ-CP spectra. The !1,S / 2"  field strength is 
25, 50, 75, 100 and 150 kHz from (a) to (e).  
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Figure 9.25 F1 projections of static and MAS 2D SQ-nutation spectra. The !1,S / 2"  field 
strength is 25, 50, 75, 100 and 150 kHz from (a) to (e).  
 
analogy to what is observed for a I = 1/2 spin as shown in Figure 9.1 (a). In Figure 
9.25, the projections of the SQ-nutation spectra for static and spinning cases is 
compared. No remarkable difference is observed between the static and MAS cases 
indicating MAS is having little effect upon the nutation profile. This is understandable 
since the MAS condition simply removes the second-rank component of the second-
order quadrupolar broadening thus narrowing the F2 lineshape. The nutation behavior 
of the spin system shown in F1 however remains unchanged. In Figure 9.26, the 
projections of the 3Q-CP spectra under static and MAS conditions are compared. In 
contrast with the SQ case, where it was the highest positive frequency match to be 
preserved from the static to the spinning condition, in this 3Q case it is the lower 
frequency match which is retained under MAS. In addition, under spinning condition 
the further highest positive frequency match condition is reintroduced. This latter
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Figure 9.26 F1 projections of static and MAS 2D 3Q-CP spectra. The !1,S / 2"  field strength is 
25, 50, 75, 100 and 150 kHz from (a) to (e).  
 
match condition shifts to higher field with the increase of the !
1,S
 field strength as 
observed previously. In Figure 9.27, the projections of the 3Q-nutation under static 
and MAS conditions are compared. Interestingly and as observed in the SQ analogous 
pairs of projections, no substantial difference is observed between the static and MAS 
cases. As observed in the SQ analogous case, the simulations indicate under MAS 
condition the 3Q nutation process behaves substantially in the same manner to that in 
the static case. 
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Figure 8.27 F1 projections of static and spinning 2D 3Q-nutation spectra. The !1,S / 2"  field 
strength is 25, 50, 75, 100 and 150 kHz from (a) to (e).  
 
 
9.6 Influence of contact time, dipolar interaction and spinning rate 
 
In order to ascertain how the results presented in this chapter are influenced by the 
contact time of the CP step, further calculations for !
1,S
/ 2"  = 150 kHz field strength 
with a contact time of 1500 µs were performed both for the static and spinning case. 
The related projections for the SQ- and 3Q-CP are compared with those with a 
contact time of 600 µs in Figure 9.28 and 9.29 respectively. Although not identical, 
both for static and spinning cases and both for SQ and 3Q CP calculations. In 
particular for the spinning case, the projection for the longer non rotor-synchronized 
1500 µs contact time resemble quite accurately those obtained from the rotor-
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Figure 9.28 F1 projections of the static (from (a) to (c)) and spinning (from (d) to (g)) SQ CP 
simulations at !
1,S
/ 2"  = 150 kHz field strength. In (a) and (d) the previously reported projections are 
shown for comparison. In (b) and (e) the contact time for the CP step was 1500 µs. In (c) and (f) the 
dipolar interaction was 3 kHz. In (g) the spinning speed was 10 kHz. 
 
 
 
Figure 9.29 F1 projections of the static (from (a) to (c)) and spinning (from (d) to (g)) 3Q CP 
simulations at !
1,S
/ 2"  = 150 kHz field strength. In (a) and (d) the previously reported projections are 
shown for comparison. In (b) and (e) the contact time for the CP step was 1500 µs. In (c) and (f) the 
dipolar interaction was 3 kHz. In (g) the spinning speed was 10 kHz. 
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synchronized 600 µs simulations. The contact time length therefore influences the rf 
match profiles mainly via a simple intensity factor. Magnetization transfer in the CP 
process requires a dipolar interaction between the I-S spin pair to be present. In order 
to ascertain whether this interaction influences the rf match profiles calculated, further 
simulations for !
1,S
/ 2"  = 150 kHz with a dipolar coupling of 3 kHz were performed 
both for the static and MAS cases. The projections for SQ- and 3Q-CP are compared 
with those obtained when the dipolar coupling is 1.5 kHz in Figure 9.28 and 9.29 
respectively. As found for the contact time, also the dipolar interaction does not alter 
the general pattern of the rf match profile both for static and spinning cases and both 
for SQ and 3Q CP simulations. Relying upon a dipolar coupling between the I-S spin 
couple, MAS can influence the CP efficiency via removing this interaction. In order 
to investigate how the spinning rate affects the rf profiles of the spinning SQ- and 3Q-
CP and nutation calculations, a further series simulations for !
1,S
/ 2"  = 150 kHz 
were performed with a spinning rate of 10 kHz. The projections for these SQ- and 
3Q-CP are compared with those with a spinning rate of 5 kHz in Figure 9.28 and 9.29 
respectively. The projections for the SQ- and 3Q-nutation with MAS = 10 kHz are 
compared with those with a spinning rate of 5 kHz in Figure 8.30. Although the 
modulation of the rf match profile is evidently influenced by the higher MAS
 
 
 
Figure 9.30 F1 projections for the simulated 2D SQ nutation spectra at 5 kHz and 10 kHz MAS 
rate are shown in (a) and (b) respectively. The analogous 3Q projections are presented in (c) and (d). 
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rate, the general distribution of the CP match conditions does not seem to be 
influenced by this parameter. Moreover, as shown in Figure 9.30, the spinning rate 
does not affect both SQ and 3Q nutation simulations either.  
 
9.7 Spin-locking efficiency and rotor-driven interconversion of coherences 
 
By comparing the projections of the SQ- and 3Q-CP MAS spectra shown in Figure 
9.23, in the CP MAS experiments an equivalence between the SQ and 3Q rf match 
profiles is observed. As previously stated in this chapter, this can be interpreted by 
taking into account the rotor-driven interconversion of SQ and MQ coherences which 
takes place during a spin-locking pulse under MAS, as described by Vega.
227
 As a 
form of measurement of this phenomenon, the adiabaticity parameter ! has been 
defined as: 
! =
"
1,S
2
2"
Q
PAS
"
r
, (8.17) 
where "r is the spinning rate. In the limit where  ! !1 , i.e., a sudden limit, MAS 
does not modulate ! t( )  and the spin-lock efficiency is time independent, thus 
preserving the identities of both SQ and 3Q coherences. In contrast, in the limit where 
 ! ! 1 , i.e., an adiabatic limit, a time modulation of the density matrix elements is 
introduced during the spin-locking pulse thus allowing interconversion of SQ and 3Q 
coherences. It has been previously reported by Ashbrook and Wimperis
233, 234
 that the 
matrix Vˆ  given in Equation (9.5), which diagonalizes the S-spin Hamiltonian Hˆ
S
, 
does not diagonalize the initial density operator ! 0( )  for the evaluation of the time-
evolution to ! t( )  via the Liouville-von Neumann Equation (2.33). This means that, 
when transforming ! 0( )  into the eigenbasis of the spin-locking Hamiltonian, some 
off-diagonal non commuting terms are retained by the rotation. These terms represent 
rapid dephasing of SQ coherence to create populations in the eigenbasis of the spin-
locking Hamiltonian which, in turn, represent SQ and MQ coherences when viewed 
back in the rotating frame. This dephasing occurs in the early part of the spin-locking 
pulse and on a time scale of ~1/"Q. In a static system, or under MAS in the sudden 
limit, these population diagonal terms are not time dependent and, once they
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Figure 9.31 Expectation values of S = 3/2 nucleus for the density matrix elements !2,3 and !1,4 as 
a function of the spin-locking pulse length in a static system. The starting operator was Iˆ
x
 and CQ = 1.0 
MHz, " = 0.0 and #iso = 0.0 ppm. Plots for !1,S / 2"  field strength of 25, 50, 75, 100 and 150 kHz are 
shown. In addition, a much weaker !
1,S
/ 2"  of 5 kHz is considered. With the exclusion of the 5 and 
25 kHz case, for both SQ and 3Q coherences, all the $1,S field strengths considered lead to similar spin-
locking efficiencies. 
 
have been generated by the initial dephasing, they are preserved unaltered during the 
whole spin-locking pulse. In contrast, under MAS in the adiabatic limit, the 
population diagonal terms are time modulated with the periodicity of the rotor period. 
This modulation of matrix elements produces the interconversion of coherences as a 
decrease in intensity of a SQ element corresponds to an increase in intensity of MQ 
coherence and vice versa. In order to ascertain whether the CP MAS simulations 
carried out in this study are describing 3Q coherence being generated by the 
dephasing of SQ coherences (thus resulting in an equivalence between the F1
 243 
 
 
Figure 9.32 Expectation values of S = 3/2 nucleus for the density matrix elements !2,3 and !1,4 as 
a function of the spin-locking pulse length in a system under MAS. The starting operator was Iˆ
x
 and 
CQ = 1.0 MHz, " = 0.0 and #iso = 0.0 ppm. Plots for !1,S / 2"  field strength of 25, 50, 75, 100 and 150 
kHz are shown. In addition, a much weaker !
1,S
/ 2"  of 5 kHz is considered. At this latter weaker 
value of field strength both SQ and 3Q clearly appear not to be spin locked. The MAS rate was 5.0 kHz 
and three rotor periods have been considered.  
 
projections of the SQ- and 3Q-CP MAS simulated spectra for the rotor-driven 
interconversion of coherences) a series of spin-lock simulations for the five rf field 
strengths investigated and for both SQ and 3Q coherences have been carried out. In 
all cases, Iˆ
x
 was selected as starting operator so to ensure all SQ coherences (!1,2, 
!2,3 and !3,4) to be affected by the spin-locking pulse on the x-axis. In the SQ series of 
simulations the single matrix element !2,3 was selected as detect operator at the end of 
the spin-locking pulse. In contrast, in the 3Q series of simulations, the single matrix 
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element !1,4 was selected as detect operator, thus allowing the amount of 3Q 
coherence being generated by the dephasing of SQ coherence during the spin-locking 
pulse to be monitored. The results of these simulations under static conditions for a 
23
Na spin (CQ = 1.0 MHz, " = 0.0 and #iso = 0.0 ppm) are shown in Figure 9.31. It can 
be seen that the initial rapid dephasing of SQ coherence associated with the non-
commuting matrix elements in the eigenbasis of the spin-locking Hamiltonian 
correspond, when viewed back in the rotating frame, to the creation of a small amount 
of 3Q coherence in the early part of the spin-lock. However, once this dephasing has 
occurred, both SQ and the generated 3Q are preserved during the whole spin-locking 
pulse duration. In these simulations, the SQ coherence is more efficiently spin-locked 
at lower field strength whereas the 3Q coherence is more efficiently preserved at 
higher field strength. Alternatively, it could be said that the initial rapid dephasing of 
SQ coherence (or the generation of 3Q coherence) is minimized when the lowest field 
strength is employed. It is also evident that the static case, for all the S-spin field 
strengths considered in this study, magnetization was efficiently spin-locked in all the 
simulations. However, when a system under MAS is considered, the populations in 
the eigenbasis of the spin-locking Hamiltonian experience a spinning-frequency 
modulation. As shown in Figure 9.32, the intensity of SQ coherence is now 
modulated over the rotor period throughout the whole spin-locking pulse, 
corresponding to a mutual complementary modulation of the 3Q coherence intensity. 
This results in SQ and 3Q coherences interconverting into each other with the MAS 
rotation. Therefore, these series of simulations support the previously mentioned 
rotor-driven interconversion between the spin-locked states. In contrast with the static 
case, under MAS condition the SQ coherence appears to be more efficiently spin-
locked at higher field strength whereas the 3Q coherence is more efficiently preserved 
at lower field strength. Alternatively, it could be said that the initial rapid dephasing 
of SQ coherence (or the generation of 3Q coherence) is minimized when the highest 
field strength is utilized. For both SQ and 3Q coherences, the further !
1,S
/ 2"  = 5 kHz 
field strength considered clearly does not lead to any spin-locked state. At all the S-
spin field strengths considered in this study, with perhaps the only exception at 
!
1,S
/ 2"  = 25, the spin-lock efficiency is, however, ensured. The 25 kHz field 
strength case, for both SQ and 3Q spin-locked coherences, although preserving a
 245 
 
 
Figure 9.33 F1 projections of the simulated SQ- and 3Q-CP MAS spectra with !1,S / 2" = 25 kHz 
and MAS rate set to 30 kHz are shown in (a) and (b) respectively. 
 
reasonable spin-lock efficiency throughout the three rotor periods investigated, does 
not show the clear rotor-synchronized modulation observed in all the other values of 
field strength considered in the 2D CP MAS spectra. Whilst for all the other field 
strengths considered the adiabaticity parameter ! ! 1, in the 25 kHz case, ! evaluates 
to 0.25 thus falling in between the sudden and adiabatic limits. Indeed in Figure 9.23, 
this was the only value of field strength for which some subtle differences between 
the SQ and 3Q F1 projections could be observed. In order to obtain a more remarkable 
differentiation between SQ and 3Q F1 projections of the CP MAS spectra and thus 
further support the hypothesis of the rotor-driven interconversion, a simulation with 
the lowest field strength of !
1,S
/ 2"  = 25 kHz and spinning rate of 30 kHz was 
performed. This value of rf ensures a reasonable spin-locking efficiency and "r lowers 
! (to 0.042) towards the non-time modulated sudden limit thus, in theory, 
discriminating SQ and 3Q and preventing their interconversion. The projections are 
shown in Figure 9.33. Although not particularly straightforward to interpret, a 
comparison of the SQ and 3Q projections seems to reveal more remarkable 
differences in the rf match profiles that were not observed in Figure 9.23. This 
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observation supports the equivalence of the SQ- and 3Q-CP rf match profiles to be 
due to the rotor-driven interconversion these two coherences experience under MAS 
in the adiabatic limit during the spin-locking period. More detailed investigation may 
well be needed to study these findings more thoroughly. 
 
9.8 Conclusions 
 
The computational model used previously by Ashbrook and Wimperis in simulating 
static CP and nutation quadrupolar spectra has been proven to be accurate also in the 
more detailed computational model adopted in this study. In particular, nutation 
spectroscopy allows the CP rf match profile to be predicted for both SQ- and 3Q-CP 
experiments. However, the extension of the simulations to include MAS highlights 
interesting differences. More specifically, SQ- and 3Q-nutation under MAS do not 
seem to reproduce the SQ- and 3Q-CP matching profiles with the same accuracy as 
observed for static samples. The !1,I match profiles of the SQ- and 3Q-CP under 
MAS result to be identical by virtue of rotor-driven interconversion of SQ and 3Q 
coherences during the spin-locking period. The efficiency of the spin-locking step of 
the CP process has been investigated for both static and spinning systems. The results 
prove that in all the reported simulations the spin-locking pulses were efficient for 
both SQ and 3Q coherences. The influence of contact time length, dipolar interaction 
and spinning rate have been proved to be not significant for determining the general rf 
match profiles resulting only in small differences is intensity. Simulations in the spin-
locking sudden limit support that it is the rotor-driven interconversion of coherences 
which makes the SQ and 3Q cross-polarized evaluations almost identical. By virtue of 
this interconversion, the CP rf matching profiles appear to contain a mix of those 
expected for 1Q and 3Q coherences. Nutation spectroscopy, which instead preserves 
the identity of these coherences, can no longer be used to predict accurately the CP 
matches under MAS conditions, as in the static case. 
 
 247 
 Chapter 10 
 
General conclusions 
 
 
The work presented in this thesis is based upon an extensive use of high-resolution 
NMR spectroscopy and computational methods for the structural characterization of a 
range of materials in both the solution and solid state. An introduction of the 
theoretical concepts at the basis of these two complimentary research approaches has 
been provided. 
 
The PCCE chiral fluorinated polymer has been characterized using high-resolution 
solution-state NMR spectroscopy. Broad signals resulting from the overlapping of 
different chemical shifts were observed in all 
1
H, 
13
C and 
19
F spectra and 
demonstrated to be a consequence of a complex mixture of diastereomerically-related 
compounds. The particular complexity of the fluorine spectra has been interpreted via 
a parallel DFT computational study of the magnetic shieldings, and the introduction 
of a computational descriptor as a measurement of the magnetic sensitivity of a 
chemical species to stereochemical variations of its electronic environment.  
 
The protonation state of the organic molecule, BDAD, used as a structure directing 
agent, included in the pores of the microporous material STA-2 has been investigated 
using a combination of solution-state 
14/15
N NMR techniques and DFT calculations. 
The chemical shifts observed in the solid-state 
15
N NMR spectrum of BDAB are more 
consistent with those observed in the liquid-state spectra in pH conditions which favor 
the non-protonated state. Furthermore, calculations show that the non-protonated 
BDAB system better reproduces the experimental solid-state chemical shift data. Both 
liquid-state NMR and DFT calculations, therefore, indicate BDAB to be included in 
the framework material STA-2 in its non-protonated form. This important information 
is required to understand the number of charge-balancing species incorporated within 
the framework structure, and ultimately, for a full structure solution. 
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The HBOP/BBE system has been characterized in the solid state using a combination 
of MAS NMR and DFT calculations. Semiempirical calculations have been employed 
to gain insight into the mechanism of dehydration taking place in the solid state upon 
heating of HBOP to produce BBE. In particular, the chemical transformation seems to 
be possible at isolated points in the crystal lattice with minimal distortion of the local 
structure. Providing high-resolution spectra, 
11
B MQMAS experiments have been 
carried out in an attempt to observe the solid-state reaction. Moreover, the 
combination of solid-state NMR and DFT periodic calculation has been shown to be 
able to interpret and simulate respectively, the disorder present in the BBE sample. 
Results indicate for BBE the presence of disorder in the orientation of the boroxo 
bridges in a system of orderly packed !-stacked planes. This information is difficult 
to obtain by conventional methods such as diffraction, owing to the sensitivity of 
these approaches to long-range periodicity.  
 
The CSA Amplification and the CSA-Amplified PASS experiments for the 
measurement of chemical shift anisotropy in the solid state have been investigated 
using 
13
C and 
31
P standard materials. The robustness of these two methods has been 
checked with amplification factor, pulse miscalibration and transmitter offset. Across 
these three parameters considered, the 2D-Amplified PASS proves to be more robust 
and accurate than the CSA Amplification experiment in our laboratory. This 
observation is particularly evident when chemical systems with significant 
homonuclear dipolar interactions are considered. Numerical simulations for the two 
experiments, performed with the SIMPSON program, show that the 2D-Amplified 
PASS method proves to be much more robust with respect to homonuclear dipolar 
interactions than the CSA Amplification method. The 2D-Amplified PASS 
experiment has been successfully extended to the more challenging (low-! and long 
relaxing) 
89
Y of Y2Ti2O7 materials and 
119
Sn nucleus of the Y2Sn2O7 and 
Y2Sn1.6Ti0.4O7 pyrochlores. A saturating train of pulses prior to the pulse sequence has 
been successfully implemented. 
 
Results reported in the literature by Ashbrook and Wimperis in simulating static CP 
and nutation quadrupolar spectra were investigated and shown to be accurate, using a 
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more detailed computational model. In particular, nutation spectroscopy allows the 
CP rf matching profile to be predicted for both SQ- and 3Q-CP experiments. The 
extension of the simulations to include MAS, however, highlights interesting 
differences. More specifically, SQ- and 3Q-nutation under MAS do not seem to 
reproduce the SQ- and 3Q-CP matching profiles with the same accuracy as observed 
for static samples. The efficiency of the spin-locking step in the CP process has also 
been investigated for both static and spinning systems. The results prove that in all the 
reported simulations the spin-locking pulses were relatively efficient for both SQ and 
3Q coherences. The influence of contact time length, dipolar interaction and spinning 
rate have been proven to be not significant for determining the general rf match 
profiles resulting only in small differences in intensity. The rf match profiles of the 
SQ- and 3Q-CP under MAS are very similar by virtue of the rotor-driven 
interconversion of SQ and 3Q coherences during the spin-locking period. This 
hypothesis is supported by simulations of spin-locking in the sudden limit, where such 
interconversion should not be present. By virtue of this interconversion, the CP rf 
matching profiles appear to contain a mix of those expected for SQ and 3Q-
coherences. Nutation spectroscopy, which in contrast preserves the identity of these 
coherences, can no longer be used to predict the CP matches under MAS conditions, 
as instead observed in the static case. 
 
The results presented in this thesis, therefore, show that NMR spectroscopy can be 
successfully utilized as a highly-specific and sensitive probe of structural information 
in chemically complex systems such as chiral polymers, organic molecules included 
in the pores of microporous frameworks or boroxoaromatic compounds which can 
undergo self-assembly hydration/dehydration processes in the solid state. 
Furthermore, solid-state NMR techniques for the measurement of anisotropic 
interactions can be successfully applied on challenging nuclei with low sensitivity and 
long relaxation times such as 
89
Y or 
119
Sn. Computational DFT methods have been 
proven to be invaluable in supporting the interpretation of experimental data and 
supplying a deeper understanding of the systems studied. In particular, in evaluating 
the influences of the stereochemical variations of electron density on the magnetic 
shieldings, in estimating the chemical shift variations induced by protonation of 
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specific nuclear sites and in simulating disorder in partially ordered solid-state 
systems where other techniques, such as diffraction, fail owing to their sensitivity to 
long-range order. Numerical simulations of NMR experiments have been shown to be 
capable of highlighting subtle processes such as the rotor-driven interconversion of 
coherences that takes place during the spin-locking pulse under MAS conditions in 
the adiabatic limit.  
 
Further work may well be needed to extend to other chemical systems the research 
approaches adopted in this thesis. In particular, boraza analogues of HBOP/BBE 
which show a similar self-assembly behavior upon heating in the solid state, require 
more investigation. More extensive investigations are also required in the sudden 
limit of the spin-locking dynamics to prevent interconversion of coherences and gain 
deeper insight into the observed equivalence in the CP rf matching profile of SQ and 
3Q coherences. 
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 Appendix A 
 
Matrix representations of spin angular momentum 
operators 
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 Appendix B 
 
Matrix representations of irreducible spherical tensor 
operators 
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 Appendix C 
 
Reduced Wigner rotation matrix elements 
 
l = 1 
 
d
1,!1
(1) "( ) = d!1,1
(1) "( ) =
1
2
1! cos"( )  
d
1,1
(1) !( ) = d"1,"1
(1) !( ) =
1
2
1+ cos!( )  
d
0,1
(1) !( ) = d"1,0
(1) !( ) = "d0,"1
(1) !( ) = "d1,0
(1) !( ) =
1
2
sin!  
d
0,0
(1) !( ) = cos!  
 
l = 2 
 
d
2,2
(2) !( ) = d"2,"2
(2) !( ) = cos4 !  
d
2,1
(2) !( ) = "d1,2
(2) !( ) = "d"2,"1
(2) !( ) = d"1,"2
(2) !( ) = "
1
2
sin! 1+ cos!( )  
d
2,0
(2) !( ) = d0,2
(2) !( ) = d"2,0
(2) !( ) = d0,"2
(2) !( ) =
3
8
sin
2 !  
d
2,!1
(2) "( ) = d1,!2
(2) "( ) = !d!2,1
(2) "( ) = !d!1,!2
(2) "( ) = !
1
2
sin" 1! cos"( )  
d
2,!2
(2) "( ) = d!2,2
(2) "( ) = sin4 " / 2( )  
d
1,1
(2) !( ) = d"1,"1
(2) !( ) = "
1
2
1" 2cos!( ) 1+ cos!( )  
d
1,!1
(2) "( ) = d!1,1
(2) "( ) =
1
2
1+ 2cos"( ) 1! cos"( )  
d
1,0
(2) !( ) = d0,"1
(2) !( ) = "d0,1
(2) !( ) = "d"1,0
(2) !( ) = "
3
2
sin! cos!  
d
0,0
(2) !( ) =
1
2
3cos
2 ! "1( )  
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l = 4 
 
d0,0
(4 ) !( ) =
1
8
35cos
4 ! " 30cos2 ! + 3( )  
d
0,2
(4 ) !( ) = d2,0
(4 ) !( ) = "
10
128
14 cos4! " 8cos2! " 6( )  
d
0,4
(4 ) !( ) = d4,0
(4 ) !( ) =
70
128
cos4! " 4 cos2! + 3( )  
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 Appendix D 
 
Euler angles 
 
The Euler angles !,",#( )  are used to define the rotations of axis frames. As shown in 
Figure A.1, the transformation of an axis frame A into another axis frame B can be 
described by a set of Euler angles !
AB
,"
AB
,#
AB( ) , defined as follows: 
 
1)      Rotation of A  by !
AB
 about the z
A
-axis  to obtain !A . 
2)      Rotation of !A  by !
AB
 about the y
!A
-axis to obtain !!A  
3)      Rotation of !!A  by !
AB
 about the z
!!A
-axis to obtain B. 
 
The series of passive rotations described above correspond to the rotation operator 
given by:  
Rˆ
!1 "AB ,#AB ,$ AB( ) = RˆzA
!1 "AB( ) Rˆy %A
!1 #AB( ) Rˆz %%A
!1 $ AB( ) , (A.1) 
 
 
 
 
 
Figure A.1 The rotations associated with the Euler angles !AB, "AB and #AB are shown in (a), (b) 
and (c) respectively. The axes about which the rotation is performed are shown in bold black. The axes 
prior to and after rotation are shown in blue and dashed red, respectively. 
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where: 
 Rˆ
zA
!1 "
AB( ) =
cos"
AB
sin"
AB
0
! sin"
AB
cos"
AB
0
0 0 1
#
$
%
%
&
'
(
(
, (A.2) 
 Rˆy !A
"1 #AB( ) =
cos#AB 0 " sin#AB
0 1 0
sin#AB 0 cos#AB
$
%
&
&
'
(
)
)
, (A.3) 
 Rˆ
z !!A
"1 #
AB( ) =
cos#
AB
sin#
AB
0
" sin#
AB
cos#
AB
0
0 0 1
$
%
&
&
'
(
)
)
. (A.4) 
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 Appendix E 
 
SIMPSON simulation files of the CSA amplification 
experiments 
 
The initial SIMPSON simulation files have been provided by Dr Robin Orr. 
Modifications have been introduced for the computational investigations presented in 
Chapter 8. 
 
# CSA Amplification experiment using ideal pulses 
# 2D experiment 
 
spinsys { 
  channels  13C 
  nuclei    13C 13C 
  shift  1 500 71p 0.91 0 0 0 
  dipole   1 2 $par(dip) 0 0 0  
} 
 
par { 
  spin_rate        10000 
  ni         32 
  np         256 
  sw1         spin_rate*ni/8 
  sw         50000 
  crystal_file       rep66 
  start_operator        I1x+I2x 
  detect_operator   I1p 
  proton_frequency  600e6 
  gamma_angles  20 
  verbose     111 
  variable    rf        100000 
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  variable    t180      0.50e6/rf 
  variable    t90       0.25e6/rf 
  variable    tr  1e6/spin_rate 
  variable    dw  1e6/sw 
  variable    dw1  tr/ni 
  variable    d1  0.25*tr 
  variable    d2        0.75*tr 
  variable    d3        0.5*tr 
  variable    d4        0.5*tr 
  variable    d5        0.75*tr 
  variable    d6        0.25*tr 
#  variable    count     ni/2 
} 
 
proc pulseq {} { 
  global par 
  maxdt 1 
 
  matrix set 1 totalcoherence {0} 
 
    for {set j 0} {$j < $par(ni)} {incr j} { 
    reset 
    delay $par(d1) 
    pulseid $par(t180) $par(rf) 0 
    delay $par(d2) 
    pulseid $par(t180) $par(rf) 0 
    delay $par(d3) 
    pulseid $par(t180) $par(rf) 0 
    delay $par(d4) 
    pulseid $par(t180) $par(rf) 0 
    delay $par(d5) 
    pulseid $par(t180) $par(rf) 0 
    delay $par(d6) 
    pulseid $par(t90) $par(rf) $par(ph_90) 
 260 
    filter 1 
    delay [expr $par(tr)+$j*$par(dw1)] 
    pulseid $par(t90) $par(rf) y 
    delay $par(d6) 
    pulseid $par(t180) $par(rf) 0 
    delay $par(d5) 
    pulseid $par(t180) $par(rf) 0 
    delay $par(d4) 
    pulseid $par(t180) $par(rf) 0 
    delay $par(d3) 
    pulseid $par(t180) $par(rf) 0 
    delay $par(d2) 
    pulseid $par(t180) $par(rf) 0 
    delay $par(d1) 
 
    for {set k 0} {$k < $par(np)} {incr k 1} { 
         acq $par(ph_rec) 
         delay $par(dw) 
        } 
     } 
} 
 
proc main {} { 
    global par 
for {set w 0} {$w < 5} {incr w 1} { 
#runs through dipolar coupling 
    set par(dip) [expr -$w*5000] 
    set par(ph_90) -90 
    set par(ph_rec) 0 
    set f [fsimpson] 
    set par(ph_90) 0 
    set par(ph_rec) 90 
    set g [fsimpson] 
    fadd $f $g 
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    funload $g 
    fsave $f $par(name)_raw_$w.fid 
  } 
} 
# CSA Amplification experiment using ideal pulses 
# Explicit cogwheel phase cycle   
 
spinsys { 
  channels  13C 
  nuclei    13C 13C 
  shift  1 500 71p 0.91 0 0 0 
  dipole   1 2 $par(dip) 0 0 0  
} 
 
par { 
  spin_rate        10000 
  ni         32 
  np         256 
  sw1         spin_rate*ni/8 
  sw         50000 
  crystal_file       rep66 
  start_operator        Inz 
  detect_operator   I1p 
  proton_frequency  600e6 
  gamma_angles  20 
  verbose     111 
  variable    rf        100000.0 
  variable    t180      1.0*0.50e6/rf        
  variable    t90       1.0*0.25e6/rf 
  variable    tr  1e6/spin_rate 
  variable    dw  1e6/sw 
  variable    dw1  tr/ni 
  variable    d1  0.25*tr 
  variable    d2        0.75*tr 
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  variable    d3        0.5*tr 
  variable    d4        0.5*tr 
  variable    d5        0.75*tr 
  variable    d6        0.25*tr 
} 
 
proc pulseq {} { 
  global par 
  maxdt 1 
 
  matrix set 1 totalcoherence {0} 
    for {set j 0} {$j < $par(ni)} {incr j} { 
    reset 
    pulseid $par(t90) $par(rf) [expr $par(ph)+90] 
    delay $par(d1) 
    pulseid $par(t180) $par(rf) 0 
    delay $par(d2) 
    pulseid $par(t180) $par(rf) $par(ph) 
    delay $par(d3) 
    pulseid $par(t180) $par(rf) 0 
    delay $par(d4) 
    pulseid $par(t180) $par(rf) $par(ph) 
    delay $par(d5) 
    pulseid $par(t180) $par(rf) 0 
    delay $par(d6) 
    pulseid $par(t90) $par(rf) $par(ph_90) 
    filter 1 
    delay [expr $par(tr)+$j*$par(tr)/$par(ni)] 
    pulseid $par(t90) $par(rf) y 
    delay $par(d6) 
    pulseid $par(t180) $par(rf) $par(ph) 
    delay $par(d5) 
    pulseid $par(t180) $par(rf) 0 
    delay $par(d4) 
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    pulseid $par(t180) $par(rf) $par(ph) 
    delay $par(d3) 
    pulseid $par(t180) $par(rf) 0 
    delay $par(d2) 
    pulseid $par(t180) $par(rf) $par(ph) 
    delay $par(d1) 
    for {set k 0} {$k < $par(np)} {incr k 1} { 
         acq $par(ph_rec) 
         delay $par(dw) 
        } 
   } 
} 
 
proc main {} { 
  global par 
 
for {set w 0} {$w < 5} {incr w 1} { 
 #runs through dipolar coupling 
    set par(dip) [expr -$w*5000] 
    set par(ph) 0 
    set par(ph_90) -90 
    set par(ph_rec) 0 
    set f [fsimpson] 
    set par(ph) 0 
    set par(ph_90) 0 
    set par(ph_rec) 90 
    set g [fsimpson] 
    fadd $f $g 
    funload $g 
 
for {set n 1} {$n < 12} {incr n 1} { 
    set par(ph) [expr $n*360/12] 
    set par(ph_90) [expr $n*360/12-90] 
    set par(ph_rec) 0 
 264 
    set g [fsimpson] 
    fadd $f $g 
    funload $g 
    set par(ph) [expr $n*360/12] 
    set par(ph_90) [expr $n*360/12] 
    set par(ph_rec) 90 
    set g [fsimpson] 
    fadd $f $g 
    funload $g 
    } 
    fsave $f $par(name)_raw_$w.fid 
  } 
} 
 
 
#CSA-Amplified PASS experiment using ideal pulses 
# Explicit cogwheel phase cycle 
 
spinsys { 
  channels 13C 
  nuclei 13C 13C  
  shift  1 500 71p 0.91  0 0 0 
  dipole    1     2     $par(dipolar)    0 0 0 
} 
 
par { 
  spin_rate  10000 
  np   256 
  ni   32 
  sw   50000 
  sw1   spin_rate*np/8 
  crystal_file rep66 
  start_operator        I1z 
  detect_operator   I1p 
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  proton_frequency  600e6 
  gamma_angles  20 
  verbose     11 
  variable rf           100000 
  variable tr  1e6/spin_rate 
  variable dw  1e6/sw 
} 
 
proc pulseq {} { 
  global par 
  maxdt 1 
  set par(t180) [expr 0.5e6/$par(rf)] 
source roar(2_6668)_32.in 
for {set j 0} {$j < $par(ni)} {incr j 1} {   
  set par(t1)  [expr ([lindex $plist [expr $j*5+0]])*$par(tr)] 
  set par(t1a) [expr ([lindex $plist [expr $j*5+0]])*$par(tr)] 
  set par(t2)  [expr ([lindex $plist [expr $j*5+1]]-[lindex $plist 
expr $j*5+0]])*$par(tr)] 
  set par(t3)  [expr ([lindex $plist [expr $j*5+2]]-[lindex $plist 
[expr $j*5+1]])*$par(tr)] 
  set par(t4)  [expr ([lindex $plist [expr $j*5+3]]-[lindex $plist 
[expr $j*5+2]])*$par(tr)] 
  set par(t5)  [expr ([lindex $plist [expr $j*5+4]]-[lindex $plist 
[expr $j*5+3]])*$par(tr)] 
  set par(t6)  [expr (4-[lindex $plist [expr $j*5+4]])*$par(tr)] 
  set par(t6a) [expr (4-[lindex $plist [expr $j*5+4]])*$par(tr)] 
reset $par(t1) 
 
pulseid $par(t180) $par(rf) $par(oddph) 
delay $par(t2) 
pulseid $par(t180) $par(rf) $par(evenph) 
delay $par(t3) 
pulseid $par(t180) $par(rf) $par(oddph) 
delay $par(t4) 
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pulseid $par(t180) $par(rf) $par(evenph) 
delay $par(t5) 
pulseid $par(t180) $par(rf) $par(oddph) 
store 1 
reset [expr $par(t1)+$par(t2)+$par(t3)+$par(t4)+$par(t5)] 
delay $par(t6a) 
pulseid $par(t180) $par(rf) $par(evenph) 
delay $par(t1a) 
store 2 
reset 
pulseid [expr 0.5*$par(t180)] $par(rf) [expr $par(evenph)+90] 
delay $par(t1) 
prop 1 
prop 2 
prop 1 
prop 2 
prop 1 
delay $par(t6) 
 
  for {set k 0} {$k < $par(np)} {incr k 1} { 
   acq 
   delay [expr 1e6/$par(sw)] 
  } 
 } 
} 
 
proc main {} { 
  global par 
foreach par(dip) {0.0 1.0 2.0  3.0 4.0} { 
set par(dipolar) [expr -$par(dip)*5000] 
puts "$par(dipolar)" 
  set oddphlist  [list 0 194.5945946 29.18918919
 223.783783858.37837838 252.972973 87.56756757 282.1621622
 116.7567568 311.3513514 145.9459459 340.5405405 175.1351351
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 9.72972973 204.3243243 38.91891892 233.5135135 68.10810811
 262.7027027 97.2972973 291.8918919 126.4864865 321.0810811
 155.6756757 350.2702703 184.8648649 19.45945946 214.0540541
 48.64864865 243.2432432 77.83783784 272.4324324 107.027027
 301.6216216 136.2162162 330.8108108 165.4054054]  
 
  set evenphlist [list 0 184.8648649 9.72972973 194.5945946
 19.45945946 204.3243243 29.18918919 214.0540541 38.91891892
 223.7837838 48.64864865 233.5135135 58.37837838 243.2432432
 68.10810811 252.972973 77.83783784 262.7027027 87.56756757
 272.4324324 97.2972973 282.1621622 107.027027 291.8918919
 116.7567568 301.6216216 126.4864865 311.3513514 136.2162162
 321.0810811 145.9459459 330.8108108 155.6756757 340.5405405
 165.4054054 350.2702703 175.1351351] 
 
  set par(oddph)  [lindex $oddphlist  0] 
  set par(evenph) [lindex $evenphlist 0] 
  set f [fsimpson] 
  for {set i 1} {$i < 37} {incr i 1} { 
  puts "phase cycle step $i" 
  set par(oddph)  [lindex $oddphlist  $i] 
  set par(evenph) [lindex $evenphlist $i] 
  set g [fsimpson] 
  fadd $f $g 
  funload $g 
  } 
  set re [findex $f 1 -re] 
  set im [findex $f 1 -im] 
  fsetindex $f 1 [expr $re*2] [expr $im*2] 
  fsave $f $par(name)_$par(dip).fid 
  } 
} 
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 Appendix F 
 
SIMPSON simulation files of quadrupolar SQ- and 
3Q-CP and nutation 2D spectra 
 
 
The SIMPSON source code for 3Q-CP and nutation simulations is shown. By 
commenting out the matrix set detect elements command, the corresponding SQ 
simulation is obtained. For static simulations, the spin_rate and gamma_angles 
parameters are set to 0 and 1, respectively. 
 
 
# 2D 3Q-CP rf sweep  
 
spinsys { 
    channels 1H 23Na 
    nuclei 1H 23Na 
    quadrupole 2 2 1.0e6 0.0 0 0 0 
    dipole 1 2 -1500.0 0 0 0 
} 
 
par { 
    start_operator   I1x 
    detect_operator  I2c 
    spin_rate        5000.0 
    gamma_angles     5 
    sw               20000 
    sw1              2000 
    crystal_file     rep320 
    np               256 
    ni               1000 
    proton_frequency 400e6 
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    verbose          111 
    variable         rf1        200000 
    variable         rf2        25000 
    variable         tdwell     1.0e6/sw 
} 
 
proc pulseq {} { 
    global par 
    set step 500 
 
    for {set i 0} {$i < $par(ni)} {incr i 1} {      
        reset 
 
        pulse 600 [expr $i*$step] 0 $par(rf2) 0 
 
        matrix set detect elements {{1 4}} 
 
        acq      
        for {set j 1} {$j < $par(np)} {incr j} {      
            pulse $par(tdwell) $par(rf1) 0 0 0 
            acq 
            } 
        } 
} 
 
proc main {} { 
    global par 
    set f [fsimpson] 
    fsave $f $par(name).fid 
} 
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# 2D 3Q-nutation time sweep 
 
spinsys { 
    channels 23Na 
    nuclei 23Na 
    quadrupole 1 2 1.0e6 0.0 0 0 0 
} 
 
par { 
    start_operator   I1z 
    detect_operator  I1c 
    spin_rate        5000.0 
    gamma_angles     5 
    sw               20000 
    sw1              1000000 
    crystal_file     rep320 
    np               256 
    ni               1000 
    proton_frequency 400e6 
    verbose          111 
    variable         rf1        25000 
    variable         tdwell     1.0e6/sw 
} 
 
proc pulseq {} { 
    global par 
    set step 0.1 
  
   for {set i 0} {$i < $par(ni)} {incr i 1} {      
        reset 
 
        pulse [expr $i*$step] $par(rf1) 0  
 
        matrix set detect elements {{1 4}} 
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        acq      
        for {set j 1} {$j < $par(np)} {incr j} {      
            delay $par(tdwell)  
            acq 
            } 
        } 
} 
 
proc main {} { 
    global par 
    set f [fsimpson] 
    fsave $f $par(name).fid 
} 
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