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Zoznam použitých skratiek 41
Zoznam pŕıloh 42
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najmenš́ıch štvorcov. Nasleduje čast’ venovaná heteroskedasticite, jej dôsledkom a
riešeniu, spolu s popisom testov heteroskedasticity: Breuschov - Paganov, Gold-
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mi na odhalenie heteroskedasticity na dáta v troch pŕıkladoch: Výdaje vs. pŕıjmy,
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časti. Pretože neexistuje optimálny test, který by mal za každých okolnost́ı lepšie
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Abstract: This paper deals with testing heteroscedasticity. It is divided into four
chapters. The first three chapters focus on the theory and the last one is devoted
to practical testing using specific data.
In the beginning of the theoretical part, basic concepts, knowledge and relati-
onships concerning the linear regression, the regression model and the estimation
of parameters by the method of ordinary least squares are introduced. The rest
of this part is devoted to heteroskedasticity, its consequences and solutions. The
following heteroscedasticity tests are being discussed: Breusch - Pagan, Goldfeld
- Quandt and White.
The practical part contains actual applications of the described tests and other
methods to detect heteroskedasticity using three examples: Outlays vs. income,
GDP and Expenditures on food.
The aim of this paper is to discuss the above-mentioned tests. Three examples
on real data with economic motivation confirm the theoretical properties of the
tests. A uniformly optimal test of heteroscedasticity does not exist and different
tests yield rather different results.
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Úvod
Heteroskedasticita je jav, s ktorým sa bežne stretávame, no mnohokrát mu neve-
nujeme dostatočnú pozornost’. Vel’mi často sa vyskytuje v makroekonomických re-
gresných modeloch, ale môžeme na ňu natrafit’ i pri spracovávańı modelov z iných
oblast́ı života. Je to pŕıpad, ked’ rozptyl náhodných chýb v lineárnom regresnom
modeli nie je pre všetky pozorovania rovnaký, teda je porušený jeden z predpo-
kladov pre odhadovanie regresných parametrov metódou najmenš́ıch štvorcov.
V pŕıpade ignorovania heteroskedasticity môžeme pri svojich výskumoch dôjst’
k nepresným alebo chybným výsledkom, čo nám môže spôsobit’ nemalé problémy.
Za pŕıtomnosti heteroskedasticity sa totiž napŕıklad zvyšuje významnost’ menej
významných parametrov. Takisto nie je možné použ́ıvat’ koeficient determinácie,
konfidenčné intervaly alebo testy hypotéz o regresných parametroch a pod.
Ked’že heteroskedasticita je závažným problémom, je dôležité ju vediet’ tes-
tovat’. Práve jej testovanie je jadrom tejto práce. Okrem klasických grafických
metód odhal’ovania heteroskedasticity existuje mnoho testov, ktoré nám môžu
pomôct’ zistit’ jej pŕıtomnost’. S niektorými z nich sa zoznámime v tejto práci, a
to nielen teoreticky, ale i prakticky.
Zatial’ čo heteroskedasticita sa môže vyskytnút’ v l’ubovol’ných regresných mo-
deloch, táto práca se venuje iba téme lineárna regresia. Prvá kapitola je preto
venovaná práve jej. Zhrnieme v nej dôležité fakty, vety a vzt’ahy, ktoré súvisia s
lineárnou regresiou, regresným modelom a metódou najmenš́ıch štvorcov. Druhá
kapitola je venovaná heteroskedasticite, jej dôsledkom, detekcii a heteroskedastic-
kej regresii. Na ňu nadväzuje tretia kapitola, v ktorej sa zoznámime s najbežneǰśımi
testami použ́ıvajúcimi sa v praxi na testovanie heteroskedasticity. Tieto testy
následne vo štvrtej kapitole aplikujeme na konkrétne dáta.
Ciel’om tejto práce je poukázat’ na dôležitost’ testovania heteroskedasticity a na
fakt, že je potrebné pristupovat’ k nej citlivo. Jednotlivé testy, ktoré budú použité,
je potrebné volit’ opatrne vzhl’adom k povahe heteroskedasticity. Nie je ich vhodné
použ́ıvat’ úplne všeobecne, pretože majú svoje obmedzenia a niektoré z nich sú
navyše ovplyvnené subjekt́ıvnymi vol’bami. V praxi se testy heteroskedasticity
použ́ıvajú úplne automaticky. V tejto práci však upozorńıme na fakt, že jednotlivé




Prvá kapitola tejto práce sa zaoberá základnými pojmami týkajúcimi sa lineárnej
regresie. V podkapitole 1.1 je poṕısaný klasický regresný model a sú v nej spo-
menuté dôležité vety a vzt’ahy, ktoré s klasickým regresným modelom súvisia.
Táto podkapitola sa taktiež venuje odhadu parametrov metódou najmenš́ıch
štvorcov. Podkapitola 1.2 je venovaná špeciálne lineárnej regresii s jedným re-
gresorom. Väčšina teoretických poznatkov nachádzajúcich sa v tejto kapitole
pochádza z Anděla [1] alebo Cipru [3].
1.1 Klasický regresný model
Majme náhodné veličiny Y1, ..., Yn a maticu daných č́ısel X = (Xij) typu n × k,
kde k < n. Predpokladajme, že pre náhodný vektor Y = (Y1, ..., Yn)
′ plat́ı
Y = Xβ + e, (1.1)
kde β = (β1, ..., βk)
′ je vektor neznámych parametrov a e = (e1, ..., en)
′ je náhodný
vektor sṕlňajúci podmienky: E(e) = 0, var(e) = σ2I. Pritom σ2 > 0 je taktiež
neznámy parameter. Tento model budeme nazývat’ regresným modelom. Pretože
Y záviśı na β lineárne, hovoŕıme o lineárnom regresnom modeli alebo jednoducho
o lineárnej regresii. Je potrebné si uvedomit’, že vektor Xβ je nenáhodný. Preto
plat́ı: E(Y) = Xβ a var(Y) = σ2I.
Parametre β1, ..., βk sa odhadujú metódou najmenš́ıch štvorcov, tj. z pod-
mienky, že výraz (Y - Xβ)′(Y - Xβ) ako funkcia β má byt’ minimálny. Tieto
odhady označ́ıme b = (b1, ..., bk)
′.
Často sa stáva, že prvý st́lpec matice X je tvorený iba jednotkami. Položme
p = k - 1. Potom môžeme ṕısat’: X = (1, X1), kde X1 je matica typu n × p.
Vektory β a b sa potom zapisujú v tvare: β = (β0, β1, ..., βp)
′ a b = (b0, b1, ..., bp)
′.
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V nasledujúcom texte budeme použ́ıvat’ niekol’ko dôležitých viet, ich dôkazy
však neuvádzame, je možné ich nájst’ v literatúre [1].
Veta 1 Odhady metódou najmenš́ıch štvorcov sú: b = (X′X)−1X′Y.
Sústava lineárnych rovńıc X′Xb = X′Y sa nazýva sústava normálnych rovńıc,
resp. normálne rovnice. Vektor Ŷ =Xb = X(X′X)−1X′Y sa nazýva vypoč́ıtaná
hodnota metódou najmenš́ıch štvorcov a môže byt’ považovaný za najlepšiu apro-
ximáciu vektoru Y, aká sa dá vytvorit’ lineárnou kombináciou st́lpcov matice X.
Označme H = X(X′X)−1X′ a M = I - H. Je vidiet’, že Ŷ = HY. Označenie H
vzniklo z anglického termı́nu hat matrix. Ide o projekčnú maticu a projekcia sa
často označuje strieškou nad pŕıslušným symbolom. Je zrejmé, že H je symetrická
a idempotentná. Preto je symetrická a idempotentná i matica M. Pritom máme
h(H) = TrH = TrX(X′X)−1X′ = TrX′X(X′X)−1 = TrIk = k, (1.2)
takže h(M) = TrM = n− k.
Veta 2 Plat́ı: E(b) = β, var(b) = σ2(X′X)−1.
To znamená, že odhad metódou najmenš́ıch štvorcov b je nestranným odhadom
vektoru parametrov β.
Veličinu
u = Y − Ŷ = Y −Xb (1.3)
nazývame reziduá, teda odhad nepozorovatel’ných hodnôt reziduálnej zložky, resp.
disturbancie e a veličine
SSE = (Y − Ŷ)′(Y − Ŷ) (1.4)
hovoŕıme reźıduálny súčet štvorcov (error sum of squares).
Veta 3 Pre reźıduálny súčet štvorcov plat́ı:
SSE = Y′MY a SSE = Y′Y - b′X′Y.
Teraz si poṕı̌seme vlastnosti odhadu metódou najmenš́ıch štvorcov. Ich odvo-
denie je však možné len v pŕıpade, že model sṕlňa určité predpoklady. Predpo-
klady charakterizujúce klasický model lineárnej regresie (1.1) sa často uvádzajú
v nasledujúcom tvare:
• E(ei) = 0, tj. stredná hodnota reźıduálnej zložky je nulová pre všetky i;
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• var(ei) = σ2 < ∞, tj. rozptyl reźıduálnej zložky je konštantný a konečný
pre všetky i;
• cov(es, et) = 0 pre s 6= t, tj. reźıduálne zložky sú navzájom nekorelované pre
všetky s 6= t;
• cov(Xij, et) = 0, tj. regresory sú v rovnakom čase alebo pre rovnakú prie-
rezovú jednotku nekorelované s reźıduálnou zložkou pre všetky i a j;
• h(X) = k, tj. náhodná matica X má lineárne nezávislé st́lpce.
V pŕıpade splnenia týchto predpokladov má odhad metódou najmenš́ıch štvor-
cov tieto vlastnosti:
• je nestranný, teda jeho stredná hodnota je rovná hodnote odhadovaného
parametru,
• je konzistentný, teda pri rastúcom rozsahu výberu n konverguje v pravde-
podobnosti ku skutočnej hodnote odhadovaného parametru.
Detailneǰsie vysvetlené a poṕısané predpoklady, rovnako ako aj vlastnosti od-
hadu metódou najmenš́ıch štvorcov, je možné nájst’ v napŕıklad u Cipru [3].
Veta 4 Náhodná veličina
s2 = SSE
(n−k)




(Yi − Ȳ )2 =
∑
Y 2i − nȲ 2 (1.5)
Veličinu SST nazývame celkovým súčtom štvorcov (total sum of squares). Pre
úplnost’ spomenieme i vzt’ah
SSR = (Ŷ − Ȳ)′(Ŷ − Ȳ), (1.6)
ktorý vyjadruje regresný súčet štvorcov (regression sum of squares). Pre spomı́-
nané súčty štvorcov plat́ı, ako uvádza Kmenta [12],










Všetky tieto súčty, teda SSE, SSR a SST sú prehl’adne uvedené i v nasle-
dujúcej tabul’ke:






(Yi − Ȳ )2
SSR
∑
(Ŷi − Ȳ )2
K popisu presnosti regresného modelu sa použ́ıva koeficient determinácie R2
a korigovaný koeficient determinácie R̄2 , ktoré sú dané vzorcami:
R2 = 1− SSE
SST
, (1.9)
R̄2 = 1− n− 1




Č́ım sú tieto koeficienty bližšie jednej, tým tesneǰsia je lineárna regresná závislost’.
Pri aplikáciách regresnej analýzy sa niekedy stretávame s predpokladom norma-
lity. Všetky doteraǰsie tvrdenia platili bez použitia tohto predpokladu, d’alej ho
však už budeme potrebovat’. Budeme teda predpokladat’, že e ∼ N(0,σ2I), z čoho
plynie, že Y∼ N(β,σ2(X′X)−1).
Veta 5 Plat́ı: b ∼ N(β, σ2(X′X)−1).
Veta 6 Plat́ı: SSE
σ2
∼ χ2n−k.
Veta 7 Vektor b a veličina s2 sú nezávislé.
Vo zvyšku tejto kapitoly budeme popisovat’ testy hypotéz a konfidenčné intervaly
pre β.






Potom pre každé i = 1, ..., k plat́ı Ti ∼ tn−k.
Pomocou tejto vety je možné testovat’ hypotézu H0 : βi = β
0
i , kde i je nejaké
pevne dané č́ıslo. Napŕıklad pri alternat́ıve H1 : βi 6= β0i zamietneme H0 na
hladine α, ak plat́ı:
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|bi − β0i |√
s2vii
≥ tn−k(α) (1.11)
Najčasteǰśım pŕıpadom je βi
0 = 0. Potom sa overuje, či Y vôbec záviśı na i -
tom st́lpci matice X alebo či je možné vypusteńım i -tého st́lpca prejst’ k jedno-
















kde β1 a b1 majú p zložiek (tu se však p použ́ıva v inom zmysle ako sme uviedli
na začiatku tejto kapitoly), β2 a b2 majú q zložiek (pričom p + q = k), V je
matica typu p× p a W je typu q × q.
Veta 9 Plat́ı: Z = 1
qs2
( b2−β2)′W−1( b2−β2) ∼ F q,n−k.
Táto veta sa použ́ıva na testovanie hypotézy H0 : β2 = β
0
2 proti alternat́ıve




(b2 − β2)′W−1(b2 − β2) ≥ Fq,n−k(α), (1.12)
zamietame H0 na hladine α. Najčasteǰsie býva β
0
2 rovné nule. Tým sa testuje
hypotéza, že vektor Y nezáviśı na posledných q st́lpcoch matice X. Veta plat́ı aj
pre q = k, ak polož́ıme W = (X′X)−1. Z tejto vety vyplýva, že v pŕıpade testu





Ak plat́ı H0, máme Z ∼ Fk,n−k.
Teraz ukážeme, ako sa postupuje v pŕıpade, ked’ sa muśıme zaoberat’ nejakou
danou lineárnou kombináciou zložiek vektoru β.
Veta 10 Nech c = (c1, ..., ck)





Z tejto vety vyplýva, že obojstranný interval spol’ahlivosti c′β s koeficientom
spol’ahlivosti 1 - α je:
(c′b− tn−k(α)
√




1.2 Lineárna regresia s jedným regresorom
Lineárny regresný model s jedným regresorom je najjednoduchš́ım regresným
modelom. Je však podobne ako modely s viacerými regresormi citlivý voči hete-
roskedasticite. Dokonca i samotná minimalizácia súčtu štvorcov rezidúı vo svojej
podstate vychádza z predpokladu, že každé pozorovanie má chybu s rovnakým
rozptylom.
Nech n ≥ 3 a nech plat́ı


















Matica X bude mat’ plnú hodnost’ v pŕıpade, že vektor (X1, ..., Xn)
′ nebude ob-









































Podl’a týchto vzorcov sa zvyčajne poč́ıta len b1, zatial’ čo b0 sa vypoč́ıta zo vzt’ahu
b0 = Ȳ − b1X̄ (1.20)
ktorý plynie z prvej rovnice sústavy normálnych rovńıc. Ďalej máme
s2 =
∑







Najčasteǰsie sa zaoberáme parametrom β1. Test H0: β1 = 0 proti H1: β1 6=
0 zakladáme na štatistike T1 = b1
√∑
X2i − nX̄2/s. V pŕıpade |T1| ≥ tn−2(α)
hypotézu H0 zamietame. Interval spol’ahlivosti pre β1 s koeficientom spol’ahlivosti









Často sa zauj́ımame o hodnotu β0 + β1X, kde X je nejaké dané č́ıslo. Pou-
ž́ıvame pritom Vetu 10. Máme c = (1, X)′. Nestranným odhadom pre β0 + β1X














Interval spol’ahlivosti pre β0 + β1X s koeficientom spol’ahlivosti 1 - α je preto
interval s koncovými bodmi








Obvykle nás zauj́ımajú hodnoty X z určitého intervalu. Pre ne sa potom gra-
ficky znázorńı ako b0 + b1X , tak i medze vyššie uvedeného intervalu spol’ahlivosti.
Tieto medze pri spojite sa meniacom X vytvoria tzv. pás spol’ahlivosti okolo re-
gresnej priamky. Je zrejmé, že tento pás má najmenšiu š́ırku v bode X = X̄.
S rastúcou vzdialenost’ou od X̄ š́ırka pásu monotónne rastie. Nie je ho však možné
interpretovat’ tak, že s pravdepodobnost’ou 1 - α pokrýva celú teoretickú regresnú




Jedným z predpokladov charakterizujúcim tzv. klasický model lineárnej regresie,
je konštantný rozptyl reźıduálnych zložiek. Tento predpoklad sa nazýva homoske-
dasticita a uvádza sa v nasledujúcom tvare
var(e) = σ2 <∞. (2.1)
V pŕıpade porušenia homoskedasticity hovoŕıme o heteroskedasticite. Teda ak
reźıduálne zložky nemajú konštantný rozptyl, potom sa označujú ako heteroske-
dastické.
Predtým, ako sa budeme hlbšie zaoberat’ heteroskedasticitou, zavedieme po-
jem zobecnený model lineárnej regresie, ktorý použ́ıva Cipra [3]. Je to model,
ktorý predpoklad konštantného rozptylu reźıduálnych zložiek a ich nekorelova-
nosti zobecňuje do tvaru
var(e) = σ2Ω, (2.2)
kde Ω je pozit́ıvne definitná matica, tj. rozptyl reźıduálnej zložky nemuśı byt’
konštantný a reźıduálne zložky nemusia byt’ navzájom nekorelované. Inak platia
ostatné predpoklady klasického modelu lineárnej regresie, o ktorých sme hovorili
v predchádzajúcej kapitole, teda
• E(ei) = 0;
• var(Xij, ei) = 0;
• h(X) = k;
• pŕıp. ei ∼ N(0, σ2).
V rámci zobecneného modelu lineárnej regresie predstavuje heteroskedasticita
pŕıpad, ked’
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var(e) = σ2Ω = σ2 · diag{k1, ..., kn}, σ2 > 0, k1, ..., kn > 0, (2.3)
t. j. reźıduálne zložky ei majú nekonštantný rozptyl σ
2ki s neznámymi kladnými
hodnotami ki a sú navzájom nekorelované.
2.1 Dôsledky heteroskedasticity
Dôsledkami heteroskedasticity rozumieme dôsledky, ktoré sa prejavia v pŕıpade,
ked’ ignorujeme heteroskedasticitu modelu a použijeme klasický odhad metódou
najmenš́ıch štvorcov. Tieto dôsledky môžu byt’ závažné, ak je homoskedasticita
výrazne porušená. Medzi dôsledky heteroskedasticity patria nasledujúce pŕıpady:
• odhad b metódou najmenš́ıch štvorcov zostáva nestranným a konzistentným
odhadom parametrov β, ale nie je všeobecne najlepš́ım odhadom medzi
nestrannými lineárnymi odhadmi parametrov β ;
• odhad s2 metódou najmenš́ıch štvorcov nie je všeobecne nestranným odha-
dom parametru σ2;
• nie je možné použ́ıvat’ konfidenčné intervaly a testy hypotéz o regresných
parametroch β ;
• nie je možné použ́ıvat’ hodnotu koeficientu determinácie R2;
• zvyšuje sa významnost’ menej významných parametrov, pretože hodnota
testovej štatistiky je väčšia ako by bola v pŕıpade homoskedasticity.
Overenie predpokladov zhody rozptylov chýb e = (e1, ..., en)
′ je možné previest’
rôznymi spôsobmi, a to na základe reźıdúı u = (u1, ..., un)
′, kde
ui = Yi − b1X1i − ...− bkXki, i = 1, ..., n, (2.4)
pretože práve reźıduá môžeme vńımat’ ako odhady nepozorovaných chýb e.
2.2 Detekcia heteroskedasticity
Odhalit’ heteroskedasticitu môžeme na základe hrubš́ıch a subjekt́ıvnych kritéríı,
napr.:
• graf reźıdúı oproti vyhladeným hodnotám Ŷ =Xb;
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• graf reźıdúı oproti jednému z regresorov;
• graf reźıdúı (1, u1), (2, u2), ..., (n, un), tzv. index plot reźıdúı.
Tieto kritéria môžu poskytnút’ nápad, akým spôsobom heteroskedasticitu po-
ṕısat’ a modelovat’, čo je pŕınosné nielen pre jej testovanie pomocou testu hypotéz,
ale i následné odstránenie.
Rozpoznanie heteroskedasticity pomocou grafu je však použitel’né, iba ak
poznáme pŕıčinu heteroskedasticity, a to v praxi nebýva časté. Pôvodné testy
heteroskedasticity sa týkali situácíı s rozpoznatel’nou pŕıčinou heteroskedasticity,
ked’ je napŕıklad možné usporiadat’ pozorovanie podl’a vel’kosti regresoru, ktorý
lineárne ovplyvňuje smerodajnú odchýlku chýb. Existuje aj mnoho formálnych
testov heteroskedasticity, ktoré nevyžadujú pŕılǐs vel’a predbežných informácíı o
pravdepodobnom tvare heteroskedasticity. Niektorým z týchto testov sa budeme
venovat’ v tretej kapitole.
2.3 Heteroskedastická regresia
Ak zamietame nulovú hypotézu zhody rozptylov chýb v lineárnom modeli (1.1),
mal by sa tento model transformovat’ na iný model tak, aby sa odstránili nežiaduce
dôsledky heteroskedasticity. Odhad regresných parametrov v transformovanom
modeli potom nazývame heteroskedastická regresia.
Ak máme určitú predstavu o forme heteroskedasticity tak, ako tomu bude
d’alej pri prevedeńı Goldfeldovho - Quandtovho testu, teda
H1 : var(e) = σ
2 · diag{k1, ..., kn}, (2.5)
podl’a Greena [7] využijeme túto predstavu pre odstránenie heteroskedasticity.












, i = 1, ..., n. (2.6)
Jedným z typických pŕıkladov je vol’ba
√
ki = Xji, kde i = 1, ..., n a rozptyl







ki = Ŷi = b1X1i + ...+ bpXpi, i = 1, ..., n.
V modeli (2.6) odhadneme regresné parametre metódou najmenš́ıch štvorcov
a doporučuje sa, aby sme znova testovali heteroskedasticitu. Ak sa tentokrát ne-
zamieta nulová hypotéza homoskedasticity, považujeme tento model za vhodneǰśı
než pôvodný. Preto výsledky berieme iba z transformovaného modelu, a to nielen
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bodové odhady β, ale aj konfidenčné intervaly a testy hypotéz pre β, hodnotu
koeficientu determinácie R2 i d’aľśıch štatist́ık.
Niekedy sa variabilita chýb modeluje zložiteǰśım spôsobom, tak ako vo vzorci
var(ei) = α0 + α1Z1i + ...+ αKZKi, i = 1, ..., n (2.7)
pri prevedeńı Breuschovho - Paganovho testu, ktorému sa venujeme v samostat-
nej kapitole. V tomto pŕıpade prebieha odstránenie heteroskedasticity v dvoch
krokoch. V prvom kroku najprv odhadneme regresné parametre v pôvodnom
lineárnom modeli (1.1) metódou najmenš́ıch štvorcov a spoč́ıtame
u2i = (Yi − b1X1i − ...− bpXpi)2 (2.8)
Potom odhadneme regresné parametre v pomocnom regresnom modeli
u2i = α0 + α1Z1i + ...+ αKZKi + vi, i = 1, ..., n, (2.9)
kde v1, ..., vn sú náhodné chyby. Tak źıskame odhady α̂0, ..., α̂K pre regresné para-
metre α0, ..., αK . V druhom kroku použijeme vyhladené hodnoty u
2
i , čo sú hodnoty
û2i = α̂0 + α̂1Z1i + ...+ α̂KZKi, i = 1, ..., n, (2.10)
ako konštanty k1, ..., kn pre transformovaný model (2.6).
Riešenie heteroskedasticity je jednoduché, ak poznáme jej pŕıčiny a tieto pŕıčiny
je naviac možné modelovo zvládnut’. Ukážeme si to na pŕıklade prevzatom z Cipru
[3]. Nech má heteroskedasticita napr. tvar
var(ei) = σ
2z2i , i = 1, ..., n, (2.11)
kde z i sú pozorované hodnoty. Niekedy je možné vziat’ za z i priamo hodnoty
jedného z regresorov modelu. Uvažujme napr. model úspor domácnosti, v ktorom
sú úspory Si jednotlivých domácnosti modelované pomocou lineárnej regresie v
závislosti na ich pŕıjme Ii a d’aľśıch faktoroch, ktoré zhrnieme schematicky pod
symbol Fi (napr. súčasná spotreba, oneskorená spotreba a i.)
Si = β1 + β2 Ii + Fi + ei. (2.12)
Väčšinou ide o silno heteroskedastický model, v ktorom sa priamo ponúka zvolit’
zi = Ii, lebo potom
σ (Si) =
√
var (Si) = σ (ei) = σzi = σIi, i = 1, ..., n (2.13)
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má interpretáciu zodpovedajúcu ekonomickej realite: variabilita úspor u domác-
nost́ı s vel’kými prij́ımami totiž býva ovel’a väčšia ako u domácnost́ı s malými
prij́ımami. Pozit́ıvna lineárna závislost’ smerodajnej odchýlky úspor na vel’kosti
pŕıjmu je teda kompatibilná s praxou.












+ ui, i = 1, ..., n (2.14)
kde teraz





= σ2, i = 1, ..., n, (2.15)
tj. transformovaný model je homoskedastický, a teda optimálne odhadnutel’ný
pomocou klasického odhadu metódou najmenš́ıch štvorcov.
V praxi však obvykle pŕıčiny heteroskedasticity nepoznáme. Napriek tomu,
že existujú vel’mi sofistikované procedúry, ktoré ponúkajú teoreticky podložené
riešenia i v takomto pŕıpade, vzhl’adom na numerickú náročnost’ takýchto metód
a absenciu pŕıslušného software sa v praxi dáva prednost’ jednoduchš́ım postu-
pom. Jednou z možnost́ı je napr. aplikácia logaritmickej či inej transformácie
na premenné tak, aby došlo k redukcii ich vel’kosti vrátane redukcie pŕıpadných
extrémnych hodnôt, ktoré môžu heteroskedasticitu spôsobit’.
Iný postup pre ošetrenie heteroskedasticity poṕısal Cragg [4]. Jeho návrh je
dvojstupňová metóda pre odhad regresných parametrov, ktorú využ́ıva priamo
pre odhad regresných parametrov pomocnej premennej. Odporúča sa ich volit’
tak, aby prispievali k vysvetleniu variability odozvy. Robustnú obdobu Craggovho
pŕıstupu, ktorá nie je citlivá voči predpokladu normálneho rozdelenia chýb ani




Heteroskedasticita predstavuje potenciálne vážne problémy pri záveroch založe-
ných na metóde najmenš́ıch štvorcov. Málokedy si môžeme byt’ ist́ı, že dáta sú
heteroskedastické a ak sú, o akú formu heteroskedasticity ide. Je preto vel’mi
užitočné, aby sme boli schopńı testovat’ homoskedasticitu a ak je to nutné, modi-
fikovat’ podl’a toho procedúry odhadov.
Väčšina testov heteroskedasticity je podl’a Greena [7] založená na nasledujúcej
stratégii: štandardná metóda najmenš́ıch štvorcov dáva zhodný odhad β aj za
pŕıtomnosti heteroskedasticity. Štandardné reźıduá potom napodobňujú, i ked’ ne-
dokonalo kvôli výberovému rozptylu, heteroskedasticitu skutočných disturbancíı.
Preto sa testy vytvorené na detekciu heteroskedasticity vo väčšine pŕıpadov ap-
likujú na reźıduá z najmenš́ıch štvorcov.
Testom heteroskedasticity sa rozumie test nulovej hypotézy:
H0 : var(ei) = σ
2, i = 1, ..., n, (3.1)
bud’ proti alternat́ıvnej hypotéze:
H1 : var(ei) 6= σ2, i = 1, ..., n, (3.2)
alebo proti alternat́ıvnej hypotéze, ktorá je špeciálnym pŕıpadom H1. Takúto
alternat́ıvnu hypotézu považujeme za konkrétny model, ktorý popisuje štruktúru
heteroskedasticity. Je žiadúce, aby alternat́ıvna hypotéza čo najviac odpovedala
skutočnej štruktúre heteroskedasticity.
V literatúre je poṕısané množstvo testovaćıch procedúr, napr. Goldfeldov - Qu-
andtov test, Breuschov - Paganov test či Whiteov test, s ktorými sa zoznámime
v tejto kapitole. Medzi d’aľsie použ́ıvané testy patŕı napŕıklad Bartlettov test,
ktorému sa venuje Zvára [16] alebo Szroeterova trieda testov, ktorou sa zaoberá
Vı́̌sek [14]. Analogické testy heteroskedasticity pre robustnú regresiu odvodil Ka-
lina [10].
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3.1 Goldfeldov - Quandtov test
Goldfeldov - Quandtov test navrhli v roku 1965 Stephen M. Goldfeld a Richard
E. Quandt [6]. Tento test je populárny a dá sa l’ahko spoč́ıtat’ a interpretovat’. Pri
jeho použit́ı sa vyžaduje alternat́ıvna hypotéza v tvare:
H1 : var(e) = σ
2diag {k1,...,kn}, (3.3)
ktorá popisuje konkrétnu formu heteroskedasticity. Konštanty k1, ..., kn musia byt’
určené ešte pred výpočtom.
V skutočnosti test nezáviśı na samotných hodnotách k, ..., kn, ale iba na ich
porad́ı. Alternat́ıvna hypotéza H1 potom vyjadruje, že rozptyl chýb záviśı na nie-
ktorej veličine monotónne. Za túto veličinu sa typicky voĺı jedna z nezávislých pre-
menných alebo vyhladené hodnoty odozvy Ŷ = Xb, kde b je odhad regresných
parametrov β metódou najmenš́ıch štvorcov. Túto vol’bu použijeme v pŕıpade,
ked’ máme podozrenie, že smerodajná odchýlka reźıdúı je priamoúmerná jednej
z nezávislých premenných alebo vyhladeným hodnotám odozvy. Potom voĺıme za
konštanty k1, ..., kn priamo hodnoty danej nezávislej premennej alebo vyhladené
hodnoty odozvy.
Test prebieha nasledovne. Najprv sa spoč́ıta odhad b parametrov β metódou
najmenš́ıch štvorcov a reźıduá u = Y−Xb. Usporiadame konštanty k1, ..., kn od
najmenšej po najväčšiu a uvažujeme pŕıslušné pozorovania v rovnakom porad́ı.
Zvyčajne sa d’alej voĺı prirodzené č́ıslo r tak, aby r ≤ n/2. Najčasteǰsou vol’bou
je r
.
= n/3. Potom sa vypoč́ıtajú odhady regresných parametrov iba pre model,
v ktorom vystupuje prvých r pozorovańı a nezávisle na tom odhady regresných
parametrov pre model, v ktorom vystupuje práve posledných r pozorovańı.
Teraz poṕı̌seme testovú štatistiku. Nech SSE1 znač́ı reźıduálny súčet štvor-
cov prvého pomocného regresného modelu a SSE3 druhého pomocného modelu,
ktorý bol spoč́ıtaný z tretej skupiny pozorovańı a p znázorňuje počet regresorov
v lineárnom modeli
Yi = β0 + β1X1i + ...+ βpXpi + ei, i = 1, ..., n (3.4)











≥ Fr−p−1,r−p−1 (α) , (3.7)
kde Fr−p−1,r−p−1(α) je kritická hodnota Fisherovho Fr−p−1,r−p−1 rozdelenia. Pre
vel’ký počet pozorovańı má testová štatistika asymptoticky Fisherovo F-rozdelenie
i bez predpokladu normálneho rozdelenia chýb.
Pripomenieme, že rozptyl chýb v lineárnom regresnom modeli (3.4) sa odha-





Ak označ́ıme pomocou s21 a s
2
3 odhady rozptylov chýb σ
2 spoč́ıtané z prvej a tretej
časti preusporiadaných dát, čo znamená
s21 =
SSE1




r − p− 1
, (3.10)




Všeobecne je možné pozorovanie rozdelit’ do skuṕın s nerovnakými rozsahmi.
Povedzme, že pomocný regresný model pre prvú skupinu dát obsahuje r1 pozoro-
vańı, zatial’ čo model pre tretiu skupinu dát obsahuje r3 pozorovańı. Samozrejme
sa požaduje, aby r1 > p , r3 > p, r1 + r3 ≤ n. Definujme SSE1, SSE3, s21, s23




· r1 − p− 1





Goldfeldov - Quandtov test je určený pre normálne dáta. Ak nie je splnená
normalita chýb, dochádza k vel’kému odchýleniu testovej štatistiky (3.11) od F -
rozdelenia, čoho pŕıčinou je odchýlenie štatist́ık (3.5) a (3.5) od χ2-rozdelenia.
3.2 Breuschov - Paganov test
Ďaľśım obl’́ubeným testom je Breuschov - Paganov test, ktorý v roku 1979 navrhli
T. S. Breusch a A. R. Pagan [2]. Ich test požaduje, aby heteroskedasticita bola
špecifikovaná vo forme, ktorá upresňuje obecnú alternat́ıvu
var(ei) = α0 + α1Z1i + ...+ αKZKi, i = 1, ..., n (3.12)
pre nejaké veličiny
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Z1 = (Z11, ..., Z1n)
′, ...,ZK = (ZK1, ..., ZKn)
′. (3.13)
Za tie sa najčasteǰsie volia niektoré alebo všetky z regresorov v pôvodnom lineár-
nom modeli.
Nulová hypotéza homoskedasticity H0: α1= ... = αK = 0 sa potom tes-
tuje proti všeobecnej alternat́ıvnej hypotéze v tvare H1: H0 neplat́ı. Niekedy sa
uvažuje všeobecneǰsia situácia, ked’ sa rozptyl chýb modeluje ako nelineárna ob-
doba vzorca (3.12), teda ako
var(ei) = h(α0 + α1Z1i + ...+ αKZKi), i = 1, ..., n, (3.14)
kde h je známa nelineárna funkcia. Táto úprava však vedie na zložiteǰsiu úlohu,
ktorá presahuje rozsah tejto práce.
Breusch a Pagan odvodili testovú štatistiku vo forme tzv. skórového testu.
Ide o jeden z možných všeobecných postupov pre odvodenie asymptotického
testu založeného na vierohodnostnej funkcii za pŕıtomnosti rušivých parametrov.
Konkrétne v tomto pŕıpade bol odvodený za predpokladu normálneho rozdelenia
náhodných chýb v modeli (3.4).
Breusch a Pagan súčasne ukázali, že ich testová štatistika χ2 je rovná polovici
regresného súčtu štvorcov v pomocnom regresnom modeli
u2i
s2
= α0 + α1Z1i + ...+ αKZKi + vi, i = 1, ..., n, (3.15)
kde u = (u1, ..., un)
′ sú reźıduá prislúchajúce odhadu metódou najmenš́ıch štvorcov
v lineárnom regresnom modeli, s2 je odhad rozptylu chýb a v1, ..., vn sú náhodné
chyby. Táto testová štatistika sa už jednoducho spoč́ıta a test zamieta nulovú
hypotézu, ak testová štatistika χ2 prekroč́ı kvantil χ2K rozdelenia.
Pre úplnost’ uved’me, že Koenker [13] dokázal extrémnu citlivost’ Breuschovho
- Paganovho testu voči normalite a navrhol drobnú modifikáciu tohto testu, ktorá
už taká citlivá nie je. Jeho výsledkami sa však nebudeme v tejto práci podrob-
neǰsie zaoberat’.
3.3 Whiteov test
Jedným z najpouž́ıvaneǰśıch testov v ekonometrickej praxi je Whiteov test. Je
špeciálnym pŕıpadom Breuschovho - Paganovho testu pre špeciálnu vol’bu po-
mocného regresného modelu, ktorý popisuje heteroskedasticitu náhodných chýb.


























Ak neplat́ı hypotéza homoskedasticity, potom budú tieto dva odhady divergovat’
pre n → ∞. Zist’ovanie konvergencie alebo divergencie odhadov je však možné,
ako spomı́na aj Vı́̌sek [14], len v pŕıpade dostatočne rozsiahlych súborov.
Tento test je možné založit’ na štatistickej významnosti, resp. nevýznamnos-
ti rozdielu druhého (3.19) a prvého (3.17) odhadu kovariančnej matice (3.16).




kde R2 znač́ı koeficient determinácie (1.9) regresie u2 na premenné Xji, i =
1, ..., n; j = 1, ..., p, pričom sú vynechané nadbytočné premenné a pridaná kon-
štanta. Za platnosti nulovej hypotézy má testová štatistika (3.20) asymptotické
χ2-rozdelenie s počtom stupňov vol’nosti rovným počtu vysvetl’ujúcich premenných
v práve poṕısanej regresii, vyńımajúc konštantu. Judge [9] dodáva, že ak medzi
vysvetl’ujúcimi premennými nie sú žiadne nadbytočné premenné a zahrnieme me-




Podl’a Greena [7] je Whiteov test vel’mi všeobecný a k jeho prevedeniu ne-
potrebujeme robit’ žiadne špeciálne predpoklady o povahe heteroskedasticity. Na
jednej strane je v tom jeho sila, na strane druhej však vážny nedostatok. Test
môže odhalit’ heteroskedasticitu, ale namiesto nej môže jednoducho identifikovat’
iné chyby. Sila tohto testu môže byt’ vel’mi malá, hlavne pre niektoré špeciálne
typy heteroskedasticity, ked’ by bolo vhodneǰsie uvažovat’ alternat́ıvnu hypotézu
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v konkrétneǰsom tvare.
Nevýhodou tohto testu je jeho ńızka výpovedná hodnota, nakol’ko nenaznač́ı,
čo robit’ v pŕıpade zamietnutia homoskedasticity. Prinćıp Whiteovho testu, po-
ṕısaný v knihe Cipra [3], vysvetĺıme na konkrétnom modeli. Pritom vysvetĺıme
a interpretujeme Ciprovo značenie tak, aby odpovedalo nášmu značeniu, ktoré
sme zaviedli v prvej kapitole.
Úlohou je previest’ test homoskedasticity ako nulovej hypotézy, napr. v modeli
Yi = β0 + β1Xi1 + β2Xi2 + ei, i = 1, ..., n. (3.22)
Whiteov test v tom pŕıpade vytvoŕı pomocný model




i2 + α5Xi1Xi2 + vi, (3.23)
ktorý je lineárnou regresiou štvorcov reźıdúı na konštantu, pôvodné regresory,
ich štvorce a ich súčin za predpokladu normálne rozdelenej reźıduálnej zložky
vi. Mot́ıvom takéhoto postupu je zistit’, či sa rozptyl pôvodných chýb, ktorý je
reprezentovaný l’avou stranou pomocného modelu, systematicky meńı v závislosti
na všetkých regresoroch pôvodného modelu.
Pred samotným testovańım si zavedieme značenie, ktoré budeme v tomto
pŕıpade použ́ıvat’.
• SSEr označuje obmedzený reźıduálny súčet štvorcov (restricted error sum
of squares), pre ktorý plat́ı
SSEr = SST =
n∑
i=1
(u2i − ū2), (3.24)
• SSEu označuje neobmedzený reźıduálny súčet štvorcov (unrestricted error
sum of squares), pre ktorý plat́ı
SSEu = SSE =
n∑
i=1
(u2i − û2i ), (3.25)
pričom u2i je l’avá strana v pomocnom modeli (3.23) a û
2
i a ū













i2 + α̂5Xi1Xi2, (3.27)
kde α̂ = (α̂0, α̂1, α̂2, α̂3, α̂4, α̂5)
′ je vektor odhadov αmetódou najmenš́ıch štvorcov.
Teraz môžeme pristúpit’ k testovaniu. Najprv použijeme χ2- test, pri ktorom
stač́ı nájst’ koeficient determinácie R2 v pomocnom modeli. Pŕıslušný kritický
obor nulovej hypotézy na hladine významnosti α je potom:
(n− 6) ·R2 ≥ χ21−α (5) , (3.28)
kde k je počet regresorov v pomocnom modeli a m je opät’ počet obmedzeńı.
Alternat́ıvne v modeli (3.23) prevedieme súhrnný F-test lineárnych obmedzeńı
H0 : α1 = 0, α2 = 0, α3 = 0, α4 = 0, α5 = 0, (3.29)
lebo za platnosti homoskedasticity by to malo platit’. Pŕıslušný kritický obor na
hladine významnosti α je potom:
n− 6
5
· SSEr − SSEu
SSEu
≥ F1−α (5, n− 6) , (3.30)
lebo v pomocnom modeli bez obmedzeńı je k = 6 a počet lineárnych obmedzeńı
je m = 5. SSEu źıskame z pomocného modelu (3.23), zatial’ čo pre SSEr je nutné
pravú stranu pomocného modelu zredukovat’ na intercept (absolútny člen), teda
u2i = α0 + vi, i = 1, ..., n. (3.31)
Ostáva dokázat’, že z χ2-testu je možné odvodit’ F -test. Pripomeňme, že ko-





S využit́ım poznatku, že testová štatistika χ2-testu je (n−6) ·R2, môžeme testovú
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Z konštrukcie štatistiky F plynie, že se riadi F -rozdeleńım, čo plat́ı i vd’aka







Táto kapitola sa zaoberá praktickou aplikáciou metód na rozpoznanie heteroske-
dasticity na konkrétne dáta. V pŕıkladoch budeme nielen testovat’ heteroskedasti-
citu, ale aj overovat’ niektoré predpoklady testov spomı́naných v predchádzajúcej
kapitole. Pokúsime sa teda o úplné riešenie pŕıkladov nielen z hl’adiska heteroske-
dasticity. Súčast’ou tohto riešenia bude aj overovanie normality, na ktoré okrem
grafických metód použijeme i Shapirov - Wilkov test normality. Uvedomujeme si
však, že testy normality môžu mat’ všeobecne pre malý počet pozorovańı malú
silu.
Heteroskedasticitu budeme testovat’ na viacerých rôznych súboroch dát, aby
sme obsiahli viac možnost́ı, ktoré môžu nastat’, napr. niektorý z regresorov nie je
v modeli významný, dáta nie sú normálne a pod. Na testovanie heteroskedasti-
city bol použitý štatistický software R, zdrojové kódy k jednotlivým pŕıkladom
je možné nájst’ v pŕılohách práce.
4.1 Pŕıklad č. 1: Výdaje vs. pŕıjmy
V prvom pŕıklade (pŕıloha č. 4) budeme použ́ıvat’ dáta pomenované Outlays.
Okrem hodnoty osobných výdajov obsahujú i hodnoty osobných pŕıjmov obyva-
tel’stva. Ide o americké dáta [8], v ktorých sú obsiahnuté v mesačnej frekvencii
údaje od januára 2006 do februára 2010 uvedené v miliardách amerických dolárov,
celkovo máme 50 pozorovańı.
Budeme sa zaoberat’ lineárnym modelom popisujúcim závislost’ výdajov na
pŕıjmoch obyvatel’stva
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OUTi = β0 + β1INCi + ei, i = 1, ..., 50, (4.1)
kde závislá premenná OUTi predstavuje hodnoty osobných výdajov a INCi o-
značuje hodnoty ich pŕıjmov.
Pred aplikovańım testovaćıch metód na odhalenie heteroskedasticity oveŕıme
niekol’ko predpokladov lineárneho regresného modelu. Najprv pomocou grafu
závislosti vysvetl’ovanej premennej OUTi na vysvetl’ujúcej premennej INCi zis-
t́ıme, či pracujeme s lineárnym modelom. Z grafu č. 4.1 to śıce jasné nie je, ale































































Obr. 4.1: Overovanie linearity modelu (4.1) v pŕıklade č. 1
Nasleduje testovanie významnosti regresorov. V tomto pŕıpade máme regresor
len jeden a na základe t-testu ho môžeme prehlásit’ za významný.



































































































Obr. 4.2: Overovanie normality chýb modelu (4.1) v pŕıklade č. 1
Na základe grafov na obrázku č. 4.2 nemôžeme tvrdit’, že ide o normálne roz-
delené chyby. Histogram by mal totiž byt’ v pŕıpadne normality unimodálny, i
ked’ s malou pravdepodobnost’ou môžu i normálne dáta vyzerat’ inak, boxplot by
mal byt’ symetrický a bez odl’ahlých pozorovańı a na poslednom z grafov by sa
mali body držat’ okolo priamky. Skúsime aj Shapirov - Wilkov test normality.
Ked’že p-hodnota je 0,001, na hladine 0,05 zamietame nulovú hypotézu o nor-
malite chýb. Normalita chýb je pri niektorých testoch nutným predpokladom,
neponúkajú však možnost’, čo robit’ v pŕıpade jej zamietnutia, preto skúsime tes-
tovat’ heteroskedasticitu i na týchto dátach.
Teraz môžeme pristúpit’ k samotnému testovaniu heteroskedasticity, najprv
na základe grafických metód, neskôr pomocou spomı́naných testov heteroskedas-
ticity.
Grafy na obr. č. 4.3 a 4.4 znázorňujú závislost’ reźıdúı lineárneho modelu (4.1)
na regresore pŕıjem INC a na vyhladených hodnotách odozvy. V pŕıpade, že by
dáta boli heteroskedastické, body by mali ležat’ rovnomerne okolo nulovej osi, pŕıp.
by reźıduá mali rást’ s nárastom hodnoty regresoru alebo odozvy. Tvar grafov
napovedá o pŕıtomnosti heteroskedasticity. Reźıduá majú nulový priemer, ich


































































































































Obr. 4.4: Závislost’ reźıdúı na vyhladených hodnotách odozvy v modeli (4.1) v
pŕıklade č. 1
Jeden z najpouž́ıvaneǰśıch testov heteroskedasticity je Breuschov - Paganov test,
ktorý sme popisovali v teoretickej časti tejto práce. Tento test sme skonštruovali
v R-ku a použili na lineárny model (4.1). Ked’že ide o prvý pŕıklad, konštrukciu
Breuschovho - Paganovho testu, ako aj ostatných testov, si vysvetĺıme podrobne.
Argumentom funkcie (pŕıloha č. 1) je vektor vysvetl’ovaných premenných Y a
matica obsahujúca vysvetl’ujúce premenné, v tomto pŕıpade teda len x onačujúcu
INCi, ktorú pomenujeme X. Z takto zadanej matice vieme zistit’ počet regreso-
rov p a počet pozorovańı n. K matici pripoj́ıme prvý st́lpec tvorený jednotkovým
vektorom a aplikujeme metódu najmenš́ıch štvorcov (bud’ postupnými výpočtami
alebo použijeme vstavanú funkciu R-ka lm) na výpočet odhadu regresných para-





= α0 + α1INCi + vi, i = 1, ..., 50, (4.2)
kde u je vektor reźıdúı modelu (4.1) a s2 je odhad rozptylu chýb (3.4). Metódu




a urč́ıme regresný súčet štvorcov (1.4). Našou testo-
vou štatistikou bude polovica regresného súčtu štvorcov modelu (4.2). Tú po-
rovnáme s kvantilom χ2-rozdelenia o p stupňoch vol’nosti. Spoč́ıtame i p-hodnotu
testu. Nulovú hypotézu homoskedasticity zamietame, ak hodnota testovej štati-
stiky je väčšia ako spomı́naný kvantil, resp. ak je p-hodnota menšia ako 0,05,
homoskedasticitu zamietame na hladine 0,05.
Testová štatistika Breuschovho - Paganovho testu má hodnotu 11,944, kvantil
χ2-rozdelenia χ21(0, 95) je však len 3,841. Hypotézu homoskedasticity teda zamie-
tame na hladine 0,05, čo potvrdzuje aj p-hodnota rovná 0,001.
Teraz na dáta použijeme Goldfeldov - Quandtov test (priloha č. 2). Ako sme sa
dozvedeli v podkapitole 3.1, pri tomto teste je potrebné najprv určit’ konštantu k,
podl’a ktorej zorad́ıme dáta od najmenš́ıch po najväčšie hodnoty. V tomto pŕıpade
sme za k zvolili hodnoty regresoru INCi, dáta sme preusporiadali podl’a jeho
hodnôt a rozdelili sme ich do troch skuṕın. Na výpočet hodnoty testovej štatistiky
potrebujeme len najmenšiu a najväčšiu tretinu dát. Tie v našom pŕıpade obsa-
hovajú 17 pozorovańı. Pre obe časti spoč́ıtame odhady regresných parametrov
metódou najmenš́ıch štvorcov a reźıduálny súčet štvorcov (1.4). Našou testovou
štatistikou je teraz podiel reźıduálnych súčtov štvorcov tretej a prvej skupiny dát.
Porovnáme ju s kvantilom F-rozdelenia F15,15(0, 95), kde r je 17 a p je 3. Dosta-
neme hodnotu 2,403. Hodnota testovej štatistiky je 37,049 a p-hodnota testu je
4,002 ×10−9. Podl’a Goldfeldovho - Quandtovho testu teda homoskedasticitu za-
mietame.
Ostáva aplikácia posledného z testov popisovaných v tretej kapitole, a to White-
ovho testu (pŕıloha č. 3). Ukážeme si jeho dve varianty - v prvej sa dostaneme
k testovej štatistike χ2-rozdelenia, v druhej budeme testovú štatistiku porovnávat’
s kvantilom F-rozdelenia.
Argumentom funkcie poč́ıtajúcej Whiteov test bude rovnako ako pri predchá-
dzajúcich dvoch testoch vektor Y reprezentujúci vysvetl’ovanú premennú a ma-
tica X zložená z vektorov jednotlivých regresorov. Pri oboch variantách postupu-
jeme spočiatku rovnako, teda prevedieme odhad parametrov metódou najmenš́ıch
štvorcov, na základe ktorého spoč́ıtame novú vysvetl’ovanú premennú. V pŕıpade
Whiteovho testu ňou bude druhá mocnina reźıdúı u. V pomocnom modeli bude
25
okrem novej vysvetl’ovanej premennej vystupovat’ i modifikovaná matica regreso-
rov. V nej okrem pôvodných použijeme i ich druhé mocniny a súčiny všetkých
dvoj́ıc. Dá sa ukázat’, že ich celkový počet bude
p · (p+ 1)
2
+ p. (4.3)
V našom pŕıpade bude teda modifikovaný regresný model vyzerat’ nasledovne
u2i = α0 + α1INCi + α2INC
2
i + vi, i = 1, ..., 50. (4.4)
Opät’ spoč́ıtame metódou najmenš́ıch štvorcov odhady regresných parametrov
a reźıduá. Ďaľśı postup sa v rámci dvoch spomı́naných variant Whiteovho testu
ĺı̌si. V prvej spoč́ıtame celkový súčet štvorcov SST a reźıduálny súčet štvorcov
SSE modelu (4.4). Pomocou nich zist́ıme koeficient determinácie (1.9) tohto mo-
delu, ktorý bude po vynásobeńı výrazom (n − 1 − pmod), kde pmod predstavuje
počet regresorov v pomocnom modeli (4.10), našou testovou štatistikou. Hodnota
testovej štatistiky je 6,963, kvantil χ2-rozdelenia χ22(0, 95) je 5,991 a p-hodnota
testu je 0,031. Prvá varianta Whiteovho testu teda homoskedasticitu zamieta.
V druhej variante Whiteovho testu budeme poč́ıtat’ obmedzený a neobme-
dzený reźıduálny súčet štvorcov. Neobmedzený súčet štvorcov SSEu je totožný
s tým, ktorý sme spoč́ıtali v prvej variante Whiteovho testu. Obmedzený súčet
štvorcov SSEr źıskame z modelu (4.10) po aplikácii lineárnych obmedzeńı, teda
nulových regresných parametrov. Ostane nám teda model
u2i = α0, i = 1, ..., 50. (4.5)
Štandardným postupom spoč́ıtame reźıduálny súčet štvorcov modelu (4.5), a tak
źıskame obmedzený reźıduálny súčet modelu (4.4). Testová štatistika má tentoraz
tvar
n− pmod − 1
pmod
· SST − SSE
SSE
(4.6)
Druhá alternat́ıva Whiteovho testu dáva hodnotu testovej štatistiky (4.6) 4,087,
kvantil F-rozdelenia F2,47(0, 95) 3,195 a p-hodnotu 0,023. Lineárny regresný mo-
del (4.1) teda nemôžeme prehlásit’ za homoskedastický.
Výsledky testov zhrnieme do Tabul’ky 4.1. Kedže všetky testy zamietajú homos-
kedasticitu, lineárny regresný model (4.1) môžeme prehlásit’ za heteroskedastický.
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Tabul’ka 4.1: Výsledky testov heteroskedasticity v pŕıklade č. 1
test hodnota testovej štatistiky kvantil p-hodnota
Breuschov - Paganov 11,944 3,841 0,001
Goldfeldov - Quandtov 37,049 2,403 4,002 ×10−9
Whiteov (χ2) 6,963 5,991 0,031
Whiteov (F ) 4,087 3,195 0,023
4.2 Pŕıklad č. 2: HDP
V druhom pŕıklade (pŕıloha č. 5) budeme pracovat’ s dátami nazvanými HDP. Ok-
rem hodnôt hrubého domáceho produktu sú ich súčast’ou č́ıselné údaje o spotrebe,
vládnych výdajoch, invest́ıciách, importe a exporte. Dáta pochádzajú z USA [8],
mapujú obdobie od prvého štvrt’roku 1995 do tretieho štvrt’roku 2007. Celkovo
teda ide o 50 štvrt’ročných pozorovańı sledovaných velič́ın, ktoré sú uvedené v
miliardách amerických dolárov.
Testovat’ heteroskedasticitu budeme na lineárnom regresnom modeli popi-
sujúcom závislost’ hodnoty HDP na regresoroch
GDPi = β0 + β1CONi + β2EXPi + β3INVi + β4(IMi − EXi) + ei,
i = 1, ..., 50, (4.7)
kde vysvetl’ovaná premenná GDPi predstavuje hodnoty hrubého domáceho pro-
duktu, vysvetl’ujúca premenná CONi označuje hodnoty spotreby, EXPi znač́ı
hodnoty vládnych výdajov, INVi predstavuje invest́ıcie a rozdiel IMi a EXi
označuje rozdiel medzi importom a exportom.
Ešte pred samotným testovańım homoskedasticity, resp. heteroskedasticity, je



















































































































































Obr. 4.5: Overovanie linearity regresného modelu (4.7) v pŕıklade č. 2
Ked’že ide o reálne dáta a nie o dáta umelo vytvorené, je zrejmé, že vzt’ah medzi
závislou premennou GDPi a jednotlivými nezávislými premennými nie je úplne
lineárny. Našim ciel’om je však źıskat’ čo najjednoduchš́ı model, ktorý nie je vel’mi
odchýlený od reálnych dát a lineárna závislost’ je zjednodušenie, ktoré nám l’ahšie
modelovanie umožńı.
V regresnom modeli (4.7) vystupujú štyri regresory, nie všetky z nich však
musia byt’ nutne signifikantné. Preto je potrebné t-testmi overit’, či regresné para-
metre β0, β1, β2, β3 a β4 nie sú rovné nule. Na základe výstupu z R-ka nemôžeme
vylúčit’ nulovost’ parametru β4, teda regresor (IMi − EXi) nebudeme považovat’
za významný a definujeme si modifikovaný model:
GDPi = β0 + β1CONi + β2EXPi + β3INVi + ei, i = 1, ..., 50, (4.8)
Ďaľśım krokom pred samotným testovańım je, rovnako ako v predchádzajúcom
pŕıklade, overenie normality chýb ei, i = 1, ..., 50 v modifikovanom modeli (4.8).






























































































Obr. 4.6: Overovanie normality chýb v modeli (4.8) v pŕıklade č. 2
Z grafov na obrázku č. 4.6 nie je zrejmé, či rozdelenie chýb ei môžeme po-
važovat’ za normálne. Podl’a krabicového diagramu (boxplot) se chyby zdajú byt’
symetrické a neobsahujú odl’ahlé hodnoty. Histogram však nie je unimodálny. Na
poslednom grafe by sa mali držat’ body okolo priamky. To je v našom pŕıpade
diskutabilné.
Pri overovańı normality sme použili aj Shapirov - Wilkov test. Na základe
p-hodnoty rovnej 0,188 nulovú hypotézu, teda normalitu chýb, na hladine 0,05
nemôžeme zamietnut’.
Teraz už môžeme prejst’ k testovaniu heteroskedasticity lineárneho modelu
(4.8). Z grafov č. 4.7 popisujúcich závislost’ reźıdúı na jednotlivých regresoroch a
na vyhladených hodnotách odozvy môžeme skúsit’ odhadnút’, či sú naše dáta he-
teroskedastické. Ked’že body neležia rovnomerne okolo nulovej osi, nie je zrejmé,
či ide o heteroskedastické alebo homoskedastické dáta. Odhadovanie heteroske-

















































































































































































































Obr. 4.7: Overovanie heteroskedasticity v modeli (4.8) v pŕıklade č. 2
Prvým testom, ktorým budeme overovat’ homoskedasticitu modelu (4.8), je Bre-
uschov - Paganov test. Podobne ako v prvom pŕıklade budeme testovat’ modifi-
kovaný model (3.15), v tomto pŕıpade teda
u2i
s2
= α0 + α1CONi + α2EXPi + α3INVi + vi, i = 1, ..., 50, (4.9)
Po aplikácii tohto testu na dáta o HDP sme dostali kvantil χ23(0, 95) o vel’kosti
7,815, testovú štatistiku rovnú hodnote 6,568 a p-hodnotu 0,087. Na základe Bre-
uschovho - Paganovho testu teda homoskedasticitu nezamietame.
Teraz na dáta použijeme Goldfeldov - Quandtov test. Za k sme v tomto pŕıpade
zvolili hodnoty regresoru CONi, dáta sme však preusporiadat’ nemuseli, pretože
hodnoty CONi v tychto dátach rastú s počtom pozorovańı. Podobne by sme
mohli test previest’ pre iné možné vol’by k, napr. pre inú vysvetl’ujúcu premennú.
Budeme pracovat’ s prvými a poslednými 17 pozorovaniami. Hodnota testovej
štatistiky je 5,029 a p-hodnota testu je 0,003, kvantil F-rozdelenia F13,13(0, 95) je
približne rovný 2,577. Podl’a Goldfeldovho - Quandtovho testu teda homoskedas-
ticitu zamietame.
Teraz na dáta aplikujme Whiteov test. Modifikovaný regresný model bude vyzerat’
nasledovne:
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i + α7CONiEXPi + α8EXPiINVi + α9INViCONi + vi,
i = 1, ..., 50. (4.10)
Hodnota testovej štatistiky je 16,268. Kvantil χ2-rozdelenia χ29(0, 95) je 16,919
a p-hodnota testu je 0,061. Teda χ2-varianta Whiteovho testu homoskedasticitu
v prvom pŕıklade nezamieta. Hodnota testovej štatistiky v F -variante testu je
3,047, kvantil F -rozdelenia F9,40(0, 95) je 2,124 a p-hodnota tohto testu je 0,007.
To znamená, že F -varianta Whiteovho testu homoskedasticitu zamieta.
Výsledky, ktoré sme źıskali testovańım heteroskedasticity v modeli (4.8), sú opät’
pre porovnanie uvedené v nasledujúcej tabul’ke:
Tabul’ka 4.2: Výsledky testov heteroskedasticity v pŕıklade č. 2
test hodnota testovej štatistiky kvantil p-hodnota
Breuschov - Paganov 6,568 7,815 0,087
Goldfeldov - Quandtov 5,029 2,577 0.003
Whiteov (χ2) 16,268 16,919 0,061
Whiteov (F ) 3,047 2,124 0,007
4.3 Pŕıklad č. 3: Výdavky na potraviny
Tret́ı pŕıklad (pŕıloha č. 6) je venovaný spotrebitel’ským výdavkom na potraviny.
Budeme pracovat’ s dátami Food, ktorých súčast’ou sú okrem hodnôt výdavkov
na potraviny aj hodnoty agregovaného disponibilného dôchodku, reálneho a no-
minálneho cenového indexu potrav́ın a nominálny cenový index pre súhrn osob-
ných výdavkov. Okrem týchto hodnôt sú medzi dátami i zlogaritmované hodnoty
prvých troch spomı́naných velič́ın. Spracovávané dáta pochádzajú z USA [5]. Ide
o 36 ročných pozorovańı z obdobia rokov 1959 - 1994. Peňažné údaje sú uvedené
v miliardách amerických dolárov.
Uvažujme model dopytu po potravinách
Fi = α · (DPI)β1i · (PRF )
β2
i · vi, i = 1, ..., 36 (4.11)
kde Fi predstavuje výdavky na potraviny, DPIi je agregovaný disponibilný dôcho-
dok a PRFi je reálny cenový index potrav́ın. Takýto model (4.11) je analógiou
modelov, ktoré se v ekonomickej literatúre obvykle použ́ıvajú pre modelovanie
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závislosti výdajov na daľśıch ekonomických veličinách [7]. Reálny cenový index
potrav́ın sa vypoč́ıta zo vzt’ahu
PRF = 100 · PF
PTPE
, (4.12)
kde PF je nominálny cenový index potrav́ın a PTPE označuje nominálny ce-
nový index pre súhrn osobných výdavkov. Zlogaritmovańım pôvodného modelu
a nahradeńım log(α) := β0 a log(v)i := ei źıskame model, s ktorým budeme
pracovat’
logFi = β0 + β1log(DPI)i + β2log(PRF )i + ei, i = 1, ..., 36 (4.13)
Pri overovańı predpokladov lineárneho modelu (4.13) postupujeme rovnako
ako v predchádzajúcich dvoch pŕıkladoch. Čo sa týka linearity, z grafu 4.8 je
vidiet’, že pri vysvetl’ujúcej premennej logDPI sa s ňou poč́ıtat’ môže, pri druhej
vysvetl’ujúcej premennej, ako sa môžeme presvedčit’ pohl’adom na graf č. 4.9, sa



































































































Obr. 4.9: Závislost’ logPRF na logF v modeli (4.13) v pŕıklade č. 3
Teraz sa pozrieme na významnost’ regresorov logDPI a logPRF . Na základe
t-testov môžeme oba prehlásit’ za významné, model teda nemuśıme modifikovat’.
Ostáva overit’ normalitu reźıdúı modelu (4.13). Najprv sa pozrieme na obrázok
č. 4.10. Podl’a histogramov nie je jasné, či môžeme normalitu zamietnut’, podl’a
boxplot grafu a Q-Q grafu by reźıduá mohli byt’ normálne. Použijeme i Shapirov -






















































































Obr. 4.10: Overovanie normality reźıdúı modelu (4.13) v pŕıklade č. 3
Môžeme pristúpit’ k heteroskedasticite. Grafy závislosti reźıdúı na regresoroch
a na hodnotách odozvy č. 4.11, 4.12 a 4.13 napovedajú o tom, že heteroskedasti-















































































































































































Obr. 4.13: Závislost’ reźıdúı na vyhladených hodnotách odozvy v modeli (4.13) v
pŕıklade č. 3
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Rovnaký výsledok ako grafická metóda nám dáva i aplikácia Breuschovho - Pa-
ganovho testu na lineárny model (4.13). Testová štatistika má hodnotu 0,426,
kvantil χ22(0, 95) = 5,991 a p-hodnota je rovná 0,808, teda test homoskedasticitu
nezamieta.
Pred použit́ım Goldfeld - Quandtovho testu sme dáta usporiadali podl’a vel’kosti
regresoru logPRF. Ked’že dáta majú 36 pozorovańı, rozdelili sme ich do troch
skuṕın po 12. Podl’a tohto testu model (4.13) nie je heteroskedastický. Testová
štatistika je totiž rovná 0,616 a kvantil F-rozdelenia F9,9(0, 95) = 3,179. P-hodnota
testu je 0,759.
Ostáva použitie Whiteovho testu. V jeho prvej alternat́ıve je testová štatistika
rovná 4,759, kvantil χ25(0, 95) = 11.071 a p-hodnota testu je 0,446. Na hladine 0,05
teda Whiteov test homoskedasticitu nezamieta. K rovnakému záveru pŕıdeme aj
použit́ım druhej verzie Whiteovho testu. V tom pŕıpade výjde testová štatistika
rovná hodnote 1,131, kvantil F5,30(0, 95) = 2,534 a p-hodnota je 0,365. Testy
heteroskedasticity, ktoré sme použili, teda zhodne nevedú k zamietnutiu nulovej
hypotézy homoskedasticity.
Výsledky všetkých testov, ktoré sme aplikovali na lineárny model (4.13), sú
prehl’adne uvedené i v nasledujúcej tabul’ke:
Tabul’ka 4.3: Výsledky testov heteroskedasticity v pŕıklade č. 3
test hodnota testovej štatistiky kvantil p-hodnota
Breuschov - Paganov 0,426 5,991 0,808
Goldfeldov - Quandtov 0,616 3,179 0,759
Whiteov (χ2) 4,759 11.071 0,446
Whiteov (F ) 1,131 2,534 0,365
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Záver
V tejto práci sme sa venovali konkrétnemu problému v lineárnej regresii, a to
heteroskedasticite a jej testovaniu. Tento problém býva často podceňovaný, no
jeho prehliadnut́ım môžeme pri práci s lineárnymi regresnými modelmi dospiet’ k
mylným výsledkom, čo môže mat’ závažné následky.
V ekonometrickej literatúre je heteroskedasticite venovaný značný priestor,
v štatistickej však už menej. Práve z ekonometrických zdrojov pochádza väčšina
teoretických informácíı a poznatkov, ktoré sme použili v tejto práci. Od teore-
tických základov týkajúcich sa lineárnej regresie sme prešli k heteroskedasticite,
jej dôsledkom, riešeniu a testovaniu. Poṕısali sme najpouž́ıvaneǰsie metódy jej
odhal’ovania a najznámeǰsie testy heteroskedasticity. Následne sme tieto metódy
a postupy aplikovali prakticky na konkrétne dáta.
Testovańım heteroskedasticity rôznymi testami - Goldfeldovým - Quandtovým,
Breuschovým - Paganovým a Whiteovým sme zistili, že nie všetky z nich nám
musia vždy dávat’ rovnaké výsledky. Podl’a niektorého môžeme pracovat’ s ho-
moskedastickými dátami, podl’a iného sa pŕıtomnost’ homoskedasticity zamieta.
Tieto testy sa nedajú použ́ıvat’ všeobecne na všetky lineárne regresné modely.
Sú limitované určitými predpokladmi, o ktorých sme v tejto práci diskutovali, a
taktiež zat’ažené určitou mierou subjektivity. Nie je k dispoźıcii presné pravidlo,
ktorý z testov zvolit’ pre analýzu konkrétnych dát. Je preto potrebné vopred
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[14] VÍŠEK, J. A Ekonometrie I.. Praha: Karolinum, 1997. ISBN: 80-7184-483-7.
[15] WHITE, H. A heteroskedasticity-consistent covariance matrix estimator and
a direct test for heteroskedasticity. In: Econometrica, 1980, roč. 48, č. 4, s.
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4.9 Závislost’ logPRF na logF v modeli (4.13) v pŕıklade č. 3 . . . . . 33
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Zoznam použitých skratiek
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