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COUNTING THE GEODESIC CYCLES OF A GIVEN LENGTH
HAU-WEN HUANG
Abstract. Assume that X is a connected regular undirected graph of finite order n. Let Nk
denote the number of geodesic cycles on X of length k. The numbers {Nk}
∞
k=1 first appeared in the
Ihara zeta function of X. The Hasse–Weil bounds on {Nk}
∞
k=1 provide a necessary and sufficient
condition for X as a Ramanujan graph. For a given k, we propose a fast algorithm that computes
the number Nk in O(n
ω lg k) time, where ω < 2.3729 is the exponent of matrix multiplication. As
an application, we design an algorithm to evaluate if X is a good expander via the numbers Nk for
even k.
Keywords: dynamic programming, expander graphs, geodesic cycles, Ihara zeta function.
ACM-class: G.2.1, G.2.2. MSC-class: 05C30, 05C31.
1. Introduction
Throughout this paper we always assume that X is a connected (q+1)-regular undirected graph
with n vertices and m edges. A cycle here is meant to be a closed walk. A cycle is geodesic if its
all shifted cycles are backtrackless [14, 16]. Let Nk denote the number of geodesic cycles on X of
length k ≥ 1. The Ihara zeta function Z(u) of X is defined as the analytic continuation of
exp
(
∞∑
k=1
Nk
k
uk
)
.
The Ihara zeta function Z(u) of X was first considered by Y. Ihara [15] in the context of discrete
groups. As suggested by J.-P. Serre, Z(u) has a graph-theoretical interpretation [23]. The graph
X is called Ramanujan [18] whenever
|λ| ≤ 2q 12
for all eigenvalues λ of X with λ 6= ±(q+1). It was discovered by T. Sunada [24] that Z(u) satisfies
an analogue of the Riemann hypothesis if and only if X is a Ramanujan graph. A recent result [13]
provides a necessary and sufficient condition for X as Ramanujan in terms of Hasse–Weil bounds
on {Nk}∞k=1. Besides number theory, the Ihara zeta function of X has connections to free groups,
spectral graph theory, expander graphs, and dynamical systems [9, 10,12,14,16,19,20,22,25,26].
The directed edge matrix W of X is a 2m× 2m matrix indexed by the oriented edges of X with
Wef =
{
1 if the end vertex of e is the start vertex of f and e is not the opposite of f,
0 else
for all oriented edges e, f of X. Observe that
Nk = trace(W
k) for all k ≥ 1.(1)
Note that (1) holds for irregular graphs. In other words, this establishes the following formula
[3, 11,25]:
Z(u)−1 = det(I2m −Wu).(2)
To obtain W k, it only uses at most 2⌊lg k⌋ times of 2m × 2m matrix multiplication by applying
binary exponentiation. Let ω denote the exponent of matrix multiplication. The improvements
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of Coppersmith–Winograd algorithm [4, 8, 27] indicate ω < 2.3729. Thus, along the vein (1) the
computation of Nk takes O(m
ω lg k) time.
Let A denote the adjacency matrix of X. With the inputs A and an integer k ≥ 1, we design
an algorithm that computes Nk more efficiently than (1) when the parameter q is not small. The
pseudocode is as follows.
NGC(A, k)
1 n = the number of rows of A
2 q = a row sum of A− 1
3 L = Indices(k)
4 l = the length of L
5 let T [0 . . 3] denote a new array with T [0] = A
6 let Q[0 . . 3] denote a new array with Q[0] = 1
7 for i = l − 1 downto 1
8 for j = 3 downto 1
9 Q[j] = Q[j − 1]
10 T [j] = T [j − 1]
11 if L[i− 1] is even
12 if L[i− 1] == 2L[i]
13 j = 1
14 else j = 2
15 if L[i+ j − 1] is even
16 Q[0] = Q[j]2
17 else Q[0] = qQ[j]2
18 T [0] = T [j]2 − 2Q[0]In
19 else
20 if L[i− 1] == 2L[i+ 1]− 1
21 j = 2
22 else j = 1
23 Q[0] = Q[j]Q[j + 1]
24 T [0] = T [j]T [j + 1]−Q[0]A
25 if L[0] is odd
26 return trace(T [0])
27 else return n(q − 1) + trace(T [0])
Indices(k)
1 let L denote a new empty array
2 L.append (k) // L.append () means to add the parameter to the end of L
// the indices of L start with 0
3 while k is even
4 k = k2
5 L.append (k)
6 while k 6= 1
7 k = k+12
8 L.append (k)
9 L.append (k − 1)
10 if k is even
11 k = k − 1
12 return L
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2. Correctness and time complexity
The NGC procedure is a bottom-up dynamic programming algorithm. In this section we prove
the correctness of NGC and analyze its running time. For convenience we always assume that k is
a positive integer.
Lemma 2.1. Let L denote the output array of Indices(k). For any entry L[i] > 1 the following
hold:
(i) If L[i] is even then L[i+ 1] = L[i]2 or L[i+ 2] =
L[i]
2 .
(ii) If L[i] is odd then (L[i+1], L[i+2]) =
(
L[i]+1
2 ,
L[i]−1
2
)
or (L[i+2], L[i+3]) =
(
L[i]+1
2 ,
L[i]−1
2
)
.
Proof. (i): Suppose that L[i] > 1 is even. If each of L[0 . . i] is even then L[i+ 1] = L[i]2 by the first
while loop. Suppose that some of L[0 . . i] is odd. Then L[i] is created by line 8 or 9. If line 8 sets
L[i] > 2 or line 9 sets L[i], then L[i+ 2] = L[i]2 is built in the next iteration. If line 8 sets L[i] = 2
then line 9 makes L[i+ 1] = 1 immediately. Therefore (i) follows.
(ii): Suppose that L[i] > 1 is odd. If line 5 sets L[i], then the first iteration of the second
while loop sets (L[i + 1], L[i + 2]) =
(
L[i]+1
2 ,
L[i]−1
2
)
. If line 8 sets L[i] then (L[i + 2], L[i + 3]) =(
L[i]+1
2 ,
L[i]−1
2
)
is built in the next iteration. Similarly, if line 9 sets L[i] then (L[i+ 1], L[i+ 2]) =(
L[i]+1
2 ,
L[i]−1
2
)
is built in the next iteration. Therefore (ii) follows. 
In the following lemmas we state two loop invariants.
Lemma 2.2. At the start of each iteration of the for loop of lines 7–24 of NGC(A, k), the entry
Q[0] = q⌊L[i]/2⌋.
Proof. By Indices procedure the value 1 is only stored in the last entry of L. Since line 6 sets Q[0]
to be 1 initially, it is true prior to the first iteration.
To see each iteration maintains the loop invariant, let us suppose that L[i−1] is even first. Lines 8–
10 move Q[1], Q[0] to Q[2], Q[1] respectively. By Lemma 2.1(i) lines 12–14 make L[i+j−1] = L[i−1]2 .
Thus
Q[j] = q⌊L[i+j−1]/2⌋
by the loop invariant. Combining the above comments, lines 15–17 put qL[i−1]/2 in Q[0].
Now suppose that L[i−1] is odd. Lines 8–10 move Q[2], Q[1], Q[0] to Q[3], Q[2], Q[1] respectively.
By Lemma 2.1(ii) lines 20–22 make (L[i+ j − 1], L[i + j]) = (L[i−1]+12 , L[i−1]−12 ). Thus
(Q[j], Q[j + 1]) =
(
q⌊L[i+j−1]/2⌋, q⌊L[i+j]/2⌋
)
by the loop invariant. Combining the above comments, line 23 places q⌊L[i−1]/2⌋ in Q[0].
Decrementing i for the next iteration, the loop invariant is maintained. The lemma follows. 
Define a family of polynomials {Ti(x)}∞i=0 by
Ti+1(x) = xTi(x)− Ti−1(x) for all i ≥ 1(3)
with T0(x) = 2 and T1(x) = x. The polynomial
1
2Ti(2x) is the ith Chebyshev polynomial of the
first kind for all i ≥ 0. It is derived from (3) that
Ti(x+ x
−1) = xi + x−i for all integers i ≥ 0.(4)
Applying (4) it is routine to verify that
Ti+j(x) = Ti(x)Tj(x)− Tj−i(x) for all integers i, j with 0 ≤ i ≤ j.(5)
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Lemma 2.3. At the start of each iteration of the for loop of lines 7–24 of NGC(A, k), the entry
T [0] = q
L[i]
2 TL[i](q
− 1
2A).
Proof. Prior to the first iteration of the loop, T [0] = A and L[i] = 1. Hence the loop invariant
holds for the first time.
To see each iteration preserves the loop invariant, we suppose that L[i − 1] is even first. By
Lemma 2.1(i) lines 12–14 make L[i+ j − 1] = L[i−1]2 . Combined with the loop invariant, lines 8–10
set T [j] = q
L[i−1]
4 TL[i−1]
2
(q−
1
2A). Hence line 18 makes
T [0] = q
L[i−1]
2 TL[i−1]
2
(q−
1
2A)2 − 2Q[0]In
= q
L[i−1]
2
(
TL[i−1]
2
(q−
1
2A)2 − 2In
)
(by Lemma 2.2)
= q
L[i−1]
2 TL[i−1](q
− 1
2A) (by Equation (5)).
Now suppose that L[i− 1] is odd. By Lemma 2.1(ii), lines 20–22 make (L[i+ j − 1], L[i+ j]) =(
L[i−1]+1
2 ,
L[i−1]−1
2
)
. Combined with the loop invariant, lines 8–10 set
(T [j], T [j + 1]) =
(
q
L[i−1]+1
4 TL[i−1]+1
2
(q−
1
2A), q
L[i−1]−1
4 TL[i−1]−1
2
(q−
1
2A)
)
.
Hence line 24 makes
T [0] = q
L[i−1]
2 TL[i−1]+1
2
(q−
1
2A)TL[i−1]−1
2
(q−
1
2A)−Q[0]A
= q
L[i−1]
2
(
TL[i−1]+1
2
(q−
1
2A)TL[i−1]−1
2
(q−
1
2A)− q− 12A
)
(by Lemma 2.2)
= q
L[i−1]
2 TL[i−1](q
− 1
2A) (by Equation (5)).
Decrementing i for the next iteration, the loop invariant is preserved. The lemma follows. 
In addition to (2) the Ihara zeta function Z(u) of X has the following celebrated formula [3,15]:
Z(u)−1 = (1− u2)n(q−1)2 det(In −Au+ qInu2).(6)
We change the variable u to q−
1
2u and then take logarithm and differential on either side of (6).
Multiplying the resulting equation by u yields that
∑∞
k=1 q
− k
2Nku
k is equal to n(q−1)2
∑∞
k=1(q
− k
2 +
(−q)− k2 )uk plus
∑
λ∈Spec(A)
∞∑
k=1
(αkλ + β
k
λ)u
k (where αλ + βλ = q
− 1
2λ and αλβλ = 1)
=
∑
λ∈Spec(A)
∞∑
k=1
Tk(q
− 1
2λ)uk (by Equation (4))
=
∞∑
k=1
trace(Tk(q
− 1
2A))uk.
From the coefficients we see that
Nk =
{
q
k
2 trace(Tk(q
− 1
2A)) for all odd k ≥ 1,
n(q − 1) + q k2 trace(Tk(q−
1
2A)) for all even k ≥ 2.(7)
We are now ready to prove the correctness of NGC.
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Theorem 2.4. NGC(A, k) returns the number Nk.
Proof. At termination of the for loop of lines 7–24, the value i = 0. Since the input k is stored in
L[0], it follows from Lemma 2.3 that
T [0] = q
k
2Tk(q
− 1
2A)
after the for loop of lines 7–24. Therefore lines 25–27 return the number Nk by (7). The correctness
follows. 
Theorem 2.5. NGC(A, k) runs in O(nω lg k) time.
Proof. Let b⌊lg k⌋b⌊lg k⌋−1 · · · b0 denote the binary representation of k. Let h denote the rightmost
index with bh = 1. Observe that lines 2–5 of Indices(k) increase the length of L by h+1 and lines
6–11 of Indices(k) increase the length of L by double of ⌊lg k⌋ − h. Hence
l = 2⌊lg k⌋ − h+ 1.
Since n × n matrix multiplication appears in NGC(A, k) exactly l − 1 times, the time complexity
is O(nω lg k). 
3. Applications
The expander graphs are sparse but highly connected graphs. Such graphs are widely studied in
mathematics and have several applications to computer science such as networks, error-correcting
codes and probabilistic algorithms [1, 5, 12,17,25].
More formally speaking, the graph X is a good expander if the parameter q is low and the
expansion parameters are high. For example two expansion parameters of X are defined as below.
The spectral expansion of X is given by
∆(X) = q + 1− max
λ6=q+1
|λ|
where max is over all eigenvalues λ of X with λ 6= q + 1. Given any two sets S, T of vertices of
X, let E(S, T ) denote the set of all edges with one vertex in S and the other vertex in T . The
expander mixing lemma [2] implies that E(S, T ) will be closer to the expected number (q+1)|S||T |n
for all sets S, T of vertices of X, provided that ∆(X) is large as possible. The edge expansion ratio
of X is given by
h(X) = min
|S|≤n/2
|∂S|
|S|
where min is over all nonempty sets S of vertices of X with |S| ≤ n2 and ∂S = E(S, S). Let µ(X)
denote the second largest eigenvalue of X. An inequality [6] states that
q − µ(X) + 1
2
≤ h(X) ≤
√
2(q + 1)(q − µ(X) + 1).
Define
λ(X) = q−
1
2 max
λ6=q+1
|λ|.
Alon–Boppana theorem [7,21] implies that
λ(X) ≥ q− 12µ(X) ≥ 2− o(1)
where the term o(1) is a quantity that tends to 0 for every fixed q as n approaches ∞. Thus, ∆(X)
and h(X) are quite large provided that λ(X) ≤ 2 or λ(X) is close to 2. In this section we display
how to evaluate λ(X) via {Nk}∞k=1. For convenience we define a variation {hk}∞k=1 of {Nk}∞k=1 by
hk =
{
2(n − 1) + q k2 + q− k2 − q− k2Nk if k is odd,
2(n − 1) + q k2 + q− k2 − q− k2 (Nk − n(q − 1)) if k is even.
(8)
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To obtain hk for a given k ≥ 1, we modify lines 25–27 of NCG(A, k) to read as follows:
25 if L[0] is odd
26 Q[0] = q
1
2Q[0]
27 return 2(n − 1) +Q[0] +Q[0]−1 −Q[0]−1trace(T [0])
Let Hcoefficient(A, k) denote the resulting procedure.
Consider the function
Λ(u) = (1− u)(1− qu)(1− q 12u)2(n−1)(1− u2)n(q−1)2 Z(u).(9)
A direct calculation shows that
u
d
du
ln Λ(q−
1
2u)−1 =
∞∑
k=1
hku
k(10)
is a generating function for {hk}∞k=1. Substituting (6) into (9) we have
Λ(u) =
(1− u)(1 − qu)(1 − q 12u)2(n−1)
det(In −Au+ qInu2) .(11)
Combining (10) and (11), an argument similar to the proof of (7) yields that
hk = 2(n − 1)−
∑
λ6=q+1
Tk(q
− 1
2λ).(12)
Theorem 3.1. (i) If hk ≥ 0 for some even integer k ≥ 2 then λ(X) ≤ 1 + k
√
4n− 7.
(ii) hk ≥ 0 for all positive integers k if and only if λ(X) ≤ 2.
(iii) If λ(X) > 2 then
λ(X) = lim
k→∞
√
h2k+2
h2k
+
√
h2k
h2k+2
.
Proof. Basically the proof is the same as the arguments in [13].
(i): It follows by applying [13, Proposition 4.7] to (12).
(ii): The “only if” part is immediate from (i). By (12) and since |Ti(s)| ≤ 2 for any i ≥ 0 and
any real number s with |s| ≤ 2, the “if” part follows.
(iii): Let S = Spec(A) \ {q + 1}. Let T denote the set of all nonzero complex numbers α such
that
q
1
2 (α + α−1) ∈ S.
For any λ ∈ S with q− 12 |λ| ≤ 2 the corresponding numbers α ∈ T have the absolute value 1. Since
λ(X) > 2 there exists λ ∈ S with q− 12 |λ| > 2 and the corresponding numbers α ∈ T are real and
α 6= ±1. Hence
µ = max
α∈T
|α| > 1.
Since f(x) = x+ x−1 is strictly increasing on (1,∞), we have
µ+ µ−1 = max
α∈T
|α|+ |α|−1 = λ(X).
By (4) we have
lim
k→∞
T2k(α+ α
−1)
µ2k
= lim
k→∞
α2k + α−2k
µ2k
=
{
1 if µ+ µ−1 = |α|+ |α|−1,
0 else
for all α ∈ T . It follows that h2k is asymptotic to −mµ2k as k approaches to ∞ where m is the
number of λ ∈ S with q− 12 |λ| = λ(X). By the above comments the statement (iii) follows. 
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With the inputs the adjacency matrix A of X and a real number ε > 0, Theorem 3.1 yields the
following algorithm to determine if λ(X) or its estimation is less than or equal to 2 + ε:
Expansion(A, ε)
1 n = the number of rows of A
2 k = ⌈lg(4n − 7)/ lg(1 + ε)⌉
3 if k is odd
4 k = k + 1
5 k′ = k + 2
6 h = Hcoefficient(A, k)
7 h′ = Hcoefficient(A, k′)
8 if h ≥ 0 or h′ ≥ 0
9 print “λ(X) ≤”2 + ε
10 else λ =
√
h′/h+
√
h/h′
11 if λ ≤ 2 + ε
12 print “An estimation ” λ “ of λ(X) ≤”2 + ε
13 else print “An estimation ” λ “ of λ(X) >”2 + ε
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