ABSTRACT. Here we study the projective geometry of smooth models X n ⊆ P 4 of plane Suzuki curves S n . The knowledge of a system of generators for the Weierstrass semigroup at the only singular point of the curve is shown to have relevant geometric consequences. In particular, here we explicitly count the hypersurfaces of P 4 containing X n and provide a geometric characterization of those of small degree. We prove that the characterization cannot be extended to higher-degree hypersurfaces of P 4 .
INTRODUCTION
Let n ≥ 2 be an integer and let q 0 and q be defined by q 0 := 2 n , q := 2q 2 0 . Let F q denote the finite field with q elements and fix any field F containing F q . For the rest of the paper, F will be the base field. Given an integer r > 0, we denote by P r the r-dimensional projective space over F. The projective plane P 2 will be referred to homogeneous coordinates (x : y : z). The Suzuki curve S n ⊆ P 2 associated to the integer n is defined over F by the following affine equation:
(see [7] , Example 5.24). This curve is known to have only one point lying on the hyperplane at infinity {z = 0}, namely, P ∞ := (0 : 1 : 0). This point, at which S n has a cusp, is also the only singular point of the curve. The genus of S n (i.e., by definition, the geometric genus of its normalization) is known to be g n := q 0 (q − 1).
Main references on Suzuki curves.
Suzuki curves are studied in depth throughout the book [7] . The are very interesting from a geometric viewpoint because of their optimality (Chapter 10) and their large group of automorphisms (Theorem 11.127 and, more generally, Section 12.2). Relevant properties of the Suzuki group date back to [5] . A comprehensive view on Suzuki curves and their quotients is given in [3] . On the same topics see also [8] and [10] , Chapter V. More recently, the p-torsion group scheme of Jacobians of Suzuki curves has been studied in [1] .
Interesting applications of Suzuki curves in geometric Coding Theory have been successfully considered in [6] and in [9] , computing also the Weierstrass semigroup associated to pairs of points of S n ( [9] , Section III).
Layout of the paper.
Here we consider a Suzuki curve S n , as defined above, and its normalization π : C n → S n . The normalization morphism, π, is known to be injective. In Section 2 we study linear systems of the form |mπ −1 (P ∞ )|, m ∈ Z ≥0 . In particular, we give necessary and sufficient conditions for |mπ −1 (P ∞ )| to be very ample. The smallest integer m with this property is q + 2q 0 + 1. Moreover, the morphism induced by |(q + 2q 0 + 1)π −1 (P ∞ )| embeds C n into P 4 . The curve obtained in this way, denoted by X n , is a smooth model of S n in P 4 . The goal of the paper is to study the projective geometry of X n . More precisely, we are interested in explicitely counting the hypersurfaces of P 4 containing X n and describing those of small degree. Our main result is the following one.
Theorem (see Theorem 27 and Corollary 28). Let X n be the curve defined above and let g n = q 0 (q − 1) be its genus. The following facts hold.
(1) There exists a unique degree two hypersurface Q n ⊆ P 4 containing X n . (2) Let 2 ≤ t ≤ q 0 be an integer. The degree t hypersurfaces of P 4 containing X n are exactly those containing Q n . Moreover, they form an F-vector space of dimension
The previous result is false for t > q 0 . Indeed, there exist at least four linearly independent degree q 0 + 1 hypersurfaces of P 4 containing X n , and not containing Q n . (4) Let t ≥ 2q 0 + 1 be an integer. The degree t hypersurfaces of P 4 containing X n form an
The theorem provides an interesting geometric characterization of the small-degree hypersurfaces of P 4 containing X n . Moreover it is proved that such a characterization cannot be extended to higher-degree hypersurfaces.
Remark 1.
Two linearly independent hypersurfaces of P 4 containing X n and not containing Q n appear in [1] , page 4 (see also Example 29). Section 3 and Section 4 are dedicated to preliminary results. In particular, in Section 3 we derive explicit formulas for the dimension of any Riemann-Roch space of the form L(t(q + 2q 0 + 1)), t ∈ Z ≥0 . On the other hand, in Section 4 we consider some multiplication maps of geometric interest, and study their properties. The computational results are interpreted from a geometric point of view in Section 5, leading to the main goal of the paper.
Proof. If |mP ∞ | is very ample, then it is obviously spanned by its global sections. Hence, by Lemma 7, we get m ∈ H(P ∞ ). Let r := dim F L(mP ∞ ) and denote by ϕ m : C n → P r−1 the morphism induced by mP ∞ . The linear system |mP ∞ | is very ample if and only if ϕ m is injective with non-zero differential at any point of C n .
(⇒) Assume that the linear system |mP ∞ | is very ample. In particular, ϕ m must have nonzero differential at P ∞ . This implies the existence of a rational function f ∈ L(mP ∞ ) whose vanishing order at P ∞ is exactly one. Since m ∈ H(P ∞ ), this implies m − 1 ∈ H(P ∞ ). (⇐) On the other hand, assume m, m − 1 ∈ H(P ∞ ). We clearly have m ≥ q + 2q 0 + 1. As in Notation 6, let π : C n → S n denote the normalization morphism of S n . Since (x) ∞ = qP ∞ and (y) ∞ = (q+ q 0 )P ∞ (see [6] , Proposition 1.3), we have {1, x, y} ⊆ L(mP ∞ ). Hence the linear system |mP ∞ | contains the linear system spanned by {1, x, y}, which induces the composition of π with the inclusion S n → P 2 . Since P ∞ is the only singular point of S n , the morphism ϕ m is injective with non-zero differential at any point of C n \ {P ∞ }. Therefore, in order to prove that |mP ∞ | is very ample, it is necessary and sufficient to show that dim
Remark 9. Proposition 8 shows that the smallest projective space in which C n can be embedded by a one-point linear system |mP ∞ | is P 4 .
RIEMANN-ROCH SPACES OF SUZUKI CURVES
In this section we provide an explicit formula for the dimension of any Riemann-Roch space of the form L(t(q + 2q 0 + 1)P ∞ ), t ∈ Z ≥0 . Since the Weierstrass semigroup H(P ∞ ) is known (Proposition 4), the dimension of L(mP ∞ ) is also known, in principle, for any m ≥ 0. On the other hand, deriving easy-handable expressions from the semigroup's data is not completely trivial. Explicit formulas and their combination are key-points in the proofs of this paper. The main results of the Section are Proposition 14 and Proposition 18, whose proofs are splitted in some preliminary lemmas.
≥0 and let t ≤ q 0 −1 be a positive integer. The following two facts are equivalent:
On the other hand, we may note that
Proof. First of all, we prove the existence. Write b ′ = 2β + B, with β ≥ 0 and r ∈ {0, 1}, and set
Now we prove the uniqueness. Assume that there exist
As in the proof of Lemma 10, we have (
Reducing modulo q 0 , we have
Reducing modulo 2q 0 , we obtain (
By substitution into equation (2), we may write
Reducing modulo q, we get (c 1 − c 2 )2q 0 ≡ 0 mod q. Since q = 2q 2 0 and c 1 , c 2 ≤ q 0 − 1, we conclude c 1 = c 2 . Clearly a 1 = a 2 at this point.
Remark 12. The uniqueness argument in the proof of the previous lemma is applied also in [1] , Proposition 3.7, to get an analogous result.
The following lemma summarizes some trivial enumeration facts we are going to apply. A proof can be easily obtained by induction.
Lemma 13. Let h be a positive integer. The following formulas hold.
Proposition 14. Let t be a non-negative integer and let g n = q 0 (q − 1) be the genus of the Suzuki curve S n (see the Introduction). The dimension of the one-point Riemann-Roch space L(t(q + 2q 0 + 1)P ∞ ) is given by the following formulas:
Proof. We recall (Remark 3) that dim F L(t(q + 2q 0 + 1)) is exactly the cardinality of the set H t (P ∞ ) := {s ∈ H(P ∞ ) : s ≤ t(q + 2q 0 + 1)}. The proof is divided into five steps.
(A) If t = 0, 1 the dimension is easily computed by hands (Lemma 4). (B) Assume 2 ≤ t ≤ q 0 − 1. Combining Lemma 10 and Lemma 11 we see that, for any t ∈ {2, ..., q 0 − 1}, the cardinality of H t (P ∞ ) may be computed as
Hence, following the notation of Lemma 13, we write
which is the expected formula. (C) Since the genus of S n is g n = q 0 (q − 1), we compute 2g n − 2 = 2(q 0 − 1)(q + 2q 0 + 1).
Hence, for t ≥ 2q 0 −2, the dimension of L(t(q +2q 0 +1)) is given by a trivial application of the Riemann-Roch Theorem and the fact that dim F L(0) = 1. (D) Here we assume q 0 ≤ t ≤ 2q 0 − 4 and set D t := t(q + 2q 0 + 1)P ∞ . A canonical divisor on S n is K = (2g n − 2)P ∞ ∼ 2(q 0 − 1)(q + 2q 0 + 1)P ∞ . See also [1] for details. We have a linear equivalence of divisors
Since 2 ≤ 2q 0 − 2 − t ≤ q 0 − 1, thanks to step (B) we are able to explicitly compute dim F L(K − D t ) and obtain dim F L(D t ) by applying the Riemann Roch Theorem as follows:
(E) Finally, assume t = 2q 0 − 3 and set D := (2q 0 − 3)(q + 2q 0 + 1)P ∞ . We have a linear equivalence K − D ∼ (q +2q 0 +1)P ∞ and so, by step (A), the dimension of L(D) is again computed by the Riemann-Roch Theorem.
We conclude this section providing an explicit monomial basis of any Riemann-Roch space L(mP ∞ ), m ≥ 0. The following preliminary result generalizes Lemma 11.
≥0 which satisfies the following properties:
Proof. To prove the uniqueness we may apply the same argument as Lemma 11, which uses only our hypothesis β, B, c 1 + β, D) . Write c 2 = γq 0 + C with 0 ≤ C ≤ q 0 − 1, and define
It is easily checked that (a, b, c, d) has the expected properties.
Definition 16. Following [6] and [9] , we define the rational functions v := y 2q 0 + x 2q 0 +1 and w := y 2q 0 x + v 2q 0 . The pole divisors of x, y, v, w are computed in [6] , Proposition 1.3: 
Proof. By Lemma 15, such rational functions have different pole orders at P ∞ . In particular, they are linearly independent. By Remark 17, they all belong to L(mP ∞ ). Finally, by definition of H(P ∞ ) and Lemma 15, their number is dim F L(mP ∞ ). Hence they form a basis of the Riemann-Roch space L(mP ∞ ).
MULTIPLICATION MAPS AND THEIR GEOMETRY
Let S n be the Suzuki curve defined in the Introduction and let π : C n → S n be its normalization (see Notation 6) . By Proposition 8, the linear system |(q + 2q 0 + 1)P ∞ | defines an embedding ϕ q+2q 0 +1 : C n → P 4 . We set X n := ϕ q+2q 0 +1 (C n ), a smooth curve of degree q+2q 0 +1 in P 4 .
Definition 19. Given non-negative integers a, b and t, we will denote by µ(a, b) and µ t (a), respectively, the multiplication maps
Since in the function field defined by S n multiplication is commutative, each of the maps
where S t (L(aP ∞ )) denotes the t-th power of the symmetric tensor product. 
. As a consequence, (α+β)(2q 0 +1) < q, i.e., q(α+β+1) > (α+β)(q+2q 0 +1). By inequality (4) we have, in particular,
and so
In other words, a generic basis element 
Proof. We use induction on t. If t = 1 then we take (a 1 , b 1 , c 1 , d 1 ) := (a, b, c, d ). Now assume
As a consequence, we may define the 4-tuple It follows a ∈ {q 0 , q 0 + 1}, and we can study the two cases separately.
• If a = q 0 + 1 then clearly b = c = d = 0 and so x q 0 +1 is a rational function with the expected pole divisor. Working modulo the equation of S n , we have x q 0 +1 = v q 0 − y (see [1] , page 4). Since v q 0 and y trivially belong to the image of σ q 0 (q + 2q 0 + 1), x q 0 +1 also belongs to such image. Notice that x q 0 y is a rational function with the expected pole divisor. Moreover, x q y = w q 0 − v (again [1] , page 4) and so we conclude as in the previous step.
