Abstract. We consider the stationary Gierer-Meinhardt system in IR 2
We construct multi-bump ground-state solutions for this system for all su ciently small . The centers of these bumps are located at the vertices of a regular polygon, and they resemble after a suitable scaling in their A-coordinate, the unique radially symmetric = 0 = @h @ on @ Gierer-Meinhardt system was used in 6] to model head formation in Hydra, an animal of a few millimeters in length, made up of approximately 100,000 cells of about fteen di erent types. It consists of a \head" region located at one end along its length. Typical experiments on hydra involve removing part of the \head" region and transplanting it to other parts of the body column. Then, a new \head" will form if the transplanted area is su ciently far from the (old) head. These observations led them to the assumption of the existence of two chemical substances-a slowly di using activator and a fast di using inhibitor, whose concentrations at the point x 2 and time t > 0 are represented respectively by the quantities a(x; t) and h(x; t). Their di usion rates, given by the positive constants d and D are then assumed to be so that that d << D. The Gierer-Meinhardt system falls within the framework of a theory proposed by Turing 23] in 1952 as a mathematical model for the development of complex organisms from a single cell. He speculated that localized peaks in concentration of chemical substances, known as an inducers or morphogens, could be responsible for a group of cells developing di erently from the surrounding cells. Turing discovered through linear analysis that a large di erence in relative size of di usivities for activating and inhibiting substances carries instability of the homogeneous, constant steady state, thus leading to the presence of nontrivial, possibly stable stationary con gurations. Activator-inhibitor systems have been used extensively in the mathematical theory of biological pattern formation, 15], 16]. Among them system (1.1) has been the object of extensive mathematical treatment in recent years. We refer the reader to the survey articles 17], 28] for a description of progress made and references.
In particular, it has been a matter of high interest the study of nonconstant positive steady states, namely solutions of the elliptic system d a ? a + a 2 w ? w + w 2 = 0 in IR n ; 0 < w(y) ! 0 as jyj ! 1: (1. 3) It is well known that this problem has a solution for n 5 . This solution is unique up to translations, and radially symmetric. Solutions of this type, when regarded in the original coordinates, exhibit point concentration in the activator a, ( 5] .) The presence of such steady con gurations appears driven by smallness of the relative size 2 = d=D of the di usion rates of the activating and inhibiting substances. In the Shadow system, geometry of the domain is to be held responsible for the presence of multi-peak patterns. Let us make in ( This setting is rather natural in itself, since it may correspond to a very large domain with the pattern formation process taking place only very far away from the boundary. On the other hand solutions to this problem would play the role of \basic cells" after scaling, for solutions of the system in a bounded domain. We should mention that the numerical studies of 6] and recently those of 10] suggest that in the limit d D ! 0, system (1.1) has stable stationary solutions with the property that the activator concentration is localized around a nite number of points. As we will see, a notable feature of this ground-state problem in the plane is the presence of solutions with any precribed number of bumps in the activator as the parameter gets smaller. These bumps are separated from each other at a distance O(j log log j) and approach a single universal pro le given by the unique radial solution of (1.3). These solutions are lost in the limiting shadow-system, re ected in the fact that only one ground state of equation (1.3) up to translations exists. This unveals a new side of the rich and complex structure of the solution set of the Gierer-Meinhardt system in the plane, and opens by itself a number of questions. The multi-bump solutions we predict in the results to follow correspond respectively to bumps arranged at the vertices of a k-regular polygon and at those of two concentric regular polygons. These arrangements can also be done exhibiting one extra bump at the center of the origin.
In the sequel by U(x) we denote the unique radially symetric solution of U ? U + U 2 = 0 in IR 2 0 < U(x) ! 0 as jxj ! 1:
Our rst result is the following. Theorem 1.1. Let k 1 be a xed positive integer. There exists k > 0 such that for each 0 < < k , problem (1.4) admits a solution (u; v) with the following property:
U(x ? i )j = 0; (1.6) uniformly in x 2 IR 2 . Here the points i correspond to the vertices of a regular polygon centered at the origin, with sides of equal length l satisfying l = log log 1 + O(log log log 1 ):
(1.7)
Finally, for each 1 j k we have
uniformly on compacts in y.
Our second result gives existence of a solution with bumps at vertices of two concentric polygons.
k > 0 such that for each 0 < < k , problem (1.4) admits a solution (u; v) with the following property: ) for some > 0. Although the problem does not have a variational structure, solutions of the problem will correspond \almost" to critical points of the functional P i6 =j F(j j ? i j). In spite of the simple form of this functional, its critical points are highly degenerate because of the invariance under rotations and translations of the problem. Thus, to get solutions from degree theoretical arguments, we need to restrict ourselves to classes of points enjoying symmetry constraints. This is how Theorems 1.1-1.3 are established. On the other hand, we believe strongly that ner analysis may yield existence of more complex patterns. This is an issue we intend to deal with in future work, as well as with stability of these patterns. In this regard, we can mention that the construction of such arrangements of multi-bumps can be obtained in patterns such as a symmetric \snow ake" and a bounded (hexagonal) honeycomb.
The rest of the paper will be devoted to the proofs of these results.
In x2 we set up the scheme of proof, in particular we explain why the constant is the right scaling factor to get the desired multi-bump expansion. The program there outlined is carried over the following sections.
2. The scheme of the proof Our strategy of the proof of the main results is based on the idea of solving the second equation in (1.4) for v and then working with a nonlocal elliptc PDE rather than directly with the system. It is however convenient to do this by replacing rst u by u and v by v, which transforms (1.4) 
We consider points 1 ; 2 ; : : : ; k in IR 2 which are the candidates for the location of spikes. We will assume that for some b > 1, 2 3 log log 1 < j j ? i j < b log log 1 ; 8i 6 = j:
We look for a solution to (2) (2) for . We set @W @ j = Z j . Rather than solving directly problem (2), we consider rst given points i , and the following auxilliary problems: nd a function such that for certain constants c i then the following equation is satis ed.
c j Z j (2.5) h ; Z j i = 0; j = 1; : : : ; k; (2.6 ) where
We will prove in x4 that this problem is uniquely solvable within a class of small functions for all points ( 1 ; : : : ; k ) satisfying constraints (2.4). Besides, the resulting constants c i ( 1 ; : : : ; m ) admit the expansion (1.9). We will of course get a solution of the full problem whenever the points i adjust in such a way that all of them vanish. We get the existence of such points in x5, where Theorems 1.1-1.3 are nally established. The remainder of the paper is intended to rigorously carry out the program outlined above. In particular, it will be needed to understand invertibility properties of the linear operator L. We will do this in the next section. Similiar estimates hold for Sobolev norms of LZ j and L Z j . We shall carry out the analysis of the linear operator L in a framework of weighted L 1 spaces. For this purpose we consider the following norms for a function de ned on IR 2 : given points 1 ; : : : ; k we de ne k k = sup This choice of norms will become clear later. Also in the sequel we will not emphasize the dependence of the norms of a particular value of . We rst consider a problem that will later give rise to the nite- By c we will denote a vector whith components c j .
In the sequel we will refer to a pair ( ; c) as a solution to (3.3). We have the following existence result for (3.3).
Theorem 3.1. There exist positive numbers R and C such that for any points 1 ; : : : ; k so that j i ? j j > R for all i 6 = j, and h locally H older continuous with khk < 1, problem (3.3) has a unique solution = T (h) and c = c(h). Moreover, kT (h)k Ckhk :
The main ingredient in the proof of this result is the following lemma.
Lemma 3.1. Assume that n j , j = 1; : : : ; k are such that min i6 =j j n i ? n j j ! 1, kh n k ! 0, and that n solves L n = h n + P j; c n j Z j ; in IR 2 n (x) ! 0; as jxj ! 1; h n ; Z j i = 0; for j = 1; : : : ; k; = 1; 2:
Proof. Assume the opposite. Then without loss of generality we may assume that k n k = 1. Our rst observation is that actually c n j ! 0. Indeed, multiplying the equation by Z j and integrating by parts we get h n ; L Z j i = c n j
c n m hZ m ; Z j i + hh n ; Z j i:
From Proposition 3.1 by rather standard calculations it follows that c n j ! 0 as n ! 1.
Our next goal is to prove that Z W n ! 0 as n ! 1:
Consider test function
and let
We rst claim that
Since Z = @u @ j =1 the claim follows now from Proposition 3.1 and the above.
Decompose n = a n W + n where hW; n i = 0. Then L n = L 0 n and we have o(1) = hL n ; Zi = a n hLW; Zi + hL 0 n ; Zi: But hL 0 n ; Zi = h n ; L 0 Zi = ?2hW; n i + o (1) We set~ n (y) = n (y + m ). A standard compactness argument then yields the existence of a subsequence of~ n which converges uniformly over compacts to a nontrivial solution of the equation 
Basic Estimates
In this section and those to follow, we make the following assumptions on the points 1 ; : : : ; k : 2 3 log log 1 j i ? j j; 8i 6 = j; The estimates obtained below will be uniform on points i satifying these constraints, and valid for all su ciently small > 0. Observe that from (4.2) it follows j i ? j j b log log 1 ; i 6 = j:
We also notice that from our argument in the following sections one can show that it su ces to take b > 20. For the rest of this section as well as in the remainder of this paper the same symbol will designate di erent positive numbers taken in each step smaller if necessary.
Our immediate purpose is to work out estimates for the solution V of the problem Then we have
Let us study Z 0 (jxj). Let K(jxj) be the fundamental solution of
where 0 is the Dirac mass at the origin. The following expansion on K will be useful. Our next purpose is to estimate Z 0 (x) in the range jxj < 10b log log 1 .
Our starting point is that Z 0 can be represented in the following form.
Z 0 (jxj) = Estimate (4.7) can be proven by using a suitable barrier function; we omitt the details.
Further Estimates
For brevity we shall denote U i (x) = U(jx ? i j) and 8 log r log 1 + c 7 U(r) and c 7 ; c 8 are universal constants.
The finite-dimensional reduction
Let us now carry out the nite dimensional reduction process sketched in the rst part of the paper. As in the previous section, we shall assume that the points i satisfy (4.1) h ; Z i i = 0 for all i; (6.4) Using the operator T introduced in Proposition 3.1, we see that the problem is then equivalent to nding a 2 H so that = T (S + N( )) Q( ):
We will show that this xed point problem has a unique solution in a region of the form B = f 2 H j k k 1 (log 1 ) 1=2+ g: (6.5) for some > 0, provided that is su ciently small. We recall that from Lemma 4. Proof. Let us assume rst jxj > 10b log log , where is as in the 
Provided that 1 < b and is taken su ciently small.
Let us consider now the case jxj < 10b log log . We decompose N( ) hence Ce 1 (log 1 ) 2(1?2 )=3 k k for jxj < 10b log log 1 . Combining this estimate with (6.6), yields the result of the lemma. 2
On the other hand, using the de nition of the corresponding norms, splitting di erent ranges of x as in the above proof, it is readily checked that the following holds: If k i k < 1 (log 1 ) 1=2+ i = 1; 2 then, given " > 0, for all su ciently small one has that kN( 1 ) ? N( 2 )k "k 1 ? 2 k :
From Proposition 3.1 we then get that the operator Q is a contraction mapping in the set B in (6.5). On the other hand, taking = 1 8 ? , we also get from the above lemma that Q applies B into itself. Banach xed point theorem, then yields the existence of a unique xed point of Q in this region, which besides depends continuously in the *-norm on the points i . We summarize this result in the following proposition In the following section we will nd that points i that make all c i vanish indeed exist, satisfying the conditions in Theorems 1.1{1.3. In this section we will study the e ect of permutating the components of^ on the values of function c. We think of the components of^ as complex numbers and consider only such permutations which act on j 's. As before we assume that j 's satisfy conditions (4.1), (4.2). Observing that V (^ ) = V ( ^ ) and using expilicit formulas for S and N we easily prove (ii) and (iii). We omitt the details. The last statement is an easy consequence of (iv). The proof of the lemma is complete. 2 7.2. Reducing number of equations for concentric polygons. We recall that speaking of components of c we mean the complex numbers c j .
We begin with a corollary which shows that if we impose certain symmetries on the set of spikes then the number of equations can be reduced.
Corollary 7.1. (i) Let # 2 (0; 2 ) be given and suppose that^ is such that^ seen as a subset of C is invariant under the rotation by # (we will denote the resulting vector by e i#^ ). Then, knowing k ? 1 components of c(^ ) su cies to determine all k components of c(^ ).
(ii) Let^ be given and assume that for some j we have j = j . Then c j (^ ) = c j (^ ). Likewise if for some j we have i j = i j then ic j (^ ) = ic j (^ ).
Proof. (i) Observe that if^ satis es the assumptions of the corollary then rotation of the components of^ by angle # is also a permutation of^ . By Lemma 7.1 we then have e i# c(^ ) = c(e i#^ ) and (i) follows.
(ii) By the assumption taking complex conjugate j is a permutation of^ which leaves j invariant. From (v) of Lemma 7.1 we know then that taking complex conjugate of c j is a permutation of c which leaves c j inavriant. The second part of the statement follows by the same argument. We assume that k > 1 and let P be a regular k polygon P = (z 1 ; : : : ; z k ) z j = e i j ; j = 2 (j ? 1)=k; j = 1; : : : ; k Observe that (7.3) is a system of 2k equations with just one uknown r. However we claim that since z j 's are vertices of a regular k polygon therefore by the results of previous subsection we can reduce the number of equations to just 1. We will presently prove this claim.
First observe that for each j; 1 < j k rotation of the components of^ by j is a permutation of the components of^ therefore the same is true for the components of c. It follows that it su ces to know just one of c j 's to determine the rest.
Let's say that we want to nd c 1 = Re c 1 + iIm c 1 It is easy to see from the asymptotic formulas for U and the above that as r 1 varies between 2 3 log log 1 < r 1 < 3 2 log log 1 the expression for Re c 1 changes sign. Thus there exists such that Re c 1 ( z 1 ; : : : ; z k ) = 0:
Since the remaining components of c can be obtained by rotating c 1 , therefore we have that c( z 1 ; : : : ; z k ) = 0.
Using the asymptotic formulas for U 0 (r) for large r we can easily show that satis es = log log 1 + 1 2 log log log 1 1 + o(1)] This ends the proof of the rst part of the theorem.
To prove the second part we de ne z 1 = 0; ; z j = e 2 i(j?2)=(k?1) ; j = In order to show that c j (rz 1 ; : : : ; rz k ) = 0, j = 2; : : : ; k we use the invariance of the set f 2 ; : : : ; k g with respect to rotations to reduce the number of equations to one and then we use basically the same argument as in the case considered above. The details are omitted.
7.4. Proof of Theorem 1.2. Let k = 2n be a positive integer, k > 2 and Q 2n IR 2 be a set of points de ned by Q 2n = ( 1 ; : : : ; k ) j = rz j ; j = 1; : : : ; n; 2 3 1 < r < b 2 log log 1 Rz j ; j = n + 1; : : : ; 2n; r + 1 < R: where z j = e 2 i(j?1)=k , j = 1; : : : ; k.
We want to show that there exists^ 2 Q 2n such that c(^ ) = 0
The system we need to solve now is a system of 2k = 4n equations with two variables r; R. First we will show that this system can be reduced to a system of two equations with two uknowns. To this end observe that because of the invariance of the \inner" polygon (i.e. set f 1 ; : : : ; n g) with respect to rotations by j we only need to know one of the components among c 1 ; : : : ; c n . Similiarly because of the invariance of the outer polygon we only need to know one of the components among c n+1 ; : : : ; c 2n . This reduces the number of equations to 4. In addition symmetry of Q 2n with repect to x axis and the fact that Im 1 = 0 = Im n+1 implies Im c 1 = 0 = Im c n+1 .
Consequently it su ces to solve Re c 1 (^ ) = 0 Re c n+1 (^ ) = 0 where^ 2 Q 2n depends on r; R.
Unlike in the case of Theorem 1.1 it is not immediately obvious that system (7.4) has a solution. Because of that we need a preliminary step. Let r 0 ; r 1 > 0 and de ne a vector eld g(r 0 ; r 1 ) 2 IR 2 by g 1 (r 0 ; r 1 ) = +c 7 U 0 (r 1 ) We will rst show that g(r 0 ; r 1 ) = 0 for some (r 0 ; r 1 ) and then use the topological degree argument to solve (7.4). Proof. Since the equations for (r 0 ; r 1 ) are decoupled the existence and the asymptotic formulas for (r 0 ;r 1 ) follow by a straightforward calculations using the asymptotic formulas for U 0 . It is also easy to see that in B M , (r 0 ;r 1 ) is a unique zero of g. We will show now that deg (g; 0; B M ) = 1. First observe that Dg(r 0 ;r 1 ) = 2U 00 (r 0 1 )(1 ? cos 1 ) 0 0 U 00 (r 1 )
By the asymptotic formulas for U 00 andr 0 ;r 1 for small we have det Dg > 0. The proof is complete. 2
We go back now to solving (7.4 We set r = r 0 ; r 1 = R ? r 0 . Then solving system (7.4) is equivalent to solving f(r 0 ; r 1 ) = 0 where f = (f 1 ; f 2 ) and f 1 (r 0 ; r 1 ) = 
