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 .  .The singular semilinear elliptic equation Du q p x f u s 0 is shown to have a
n  .unique positive classical solution in R that decays to zero at ` if p x is simply a
`  .nontrivial nonnegative continuous function satisfying H t max p x dt - `,0 < x <s t
 .provided f is a non-increasing continuously differentiable function on 0, ` . It is
also shown that the equation has a unique weak H 1-solution on a bounded domain0
e  .  . 2provided H f s ds - ` and p x g L . Q 1997 Academic Press0
1. INTRODUCTION
The singular semilinear elliptic problem
Du q p x uyg s 0, x g V : Rn , n G 3, .
1 .
u x s 0, x g ­ V .
has been extensively studied for both bounded and unbounded domain V.
 w x .See, for example, 2, 3, 8]10, 12, 14 and their references. Kusano and
w x  . nSwanson 8 considered 1 in which 0 - g - 1, V s R , and proved that if
a  n.  . n  4  .  < <.p g C R , 0 - a - 1, p x ) 0 on R R 0 , p x rf x is boundedl oc
 .  .above and below where f t s max p x , and< x <st
`
ny1qg ny2.t f t dt - `, 2 .  .H
0
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 . 2qa  n. n w x  .then 1 has a C R positive solution on R . Edelson 3 studied 1l oc
w xunder essentially the same conditions as in 8 but based his work on
classical integral operator equations in Rn instead of the barrier method
w xemployed in 8 . This provided no additional information on the existence
 .of positive solutions of 1 , but it did give a context in which higher order
 . w xequations similar to 1 may be studied. Shaker 14 filled out the work of
w x w x3, 8 by establishing existence for all g ) 0. Finally, Lair and Shaker 9
2qa  n.extended all of these results by proving the existence of a positive C Rl oc
solution for more general p. In particular, the function p was allowed to
be zero on large parts of Rn. However, zeros of p must be ``surrounded''
 . w x  .by a region where p x ) 0. Also in 9 , the inequality 2 was replaced by
the weaker condition
`
tf t dt - `. 3 .  .H
0
 .Furthermore, Lair and Shaker showed that the condition 3 is nearly
optimal.
For bounded V, the most general results seem to be those of del Pino
w x12 who proved that if p is a bounded, nonnegative measurable function
 .which is positive on a set of positive measure, then 1 has a unique
w x 2qa  .positive weak solution. Lazer and McKenna 10 obtained a C Vl oc
solution under stronger assumptions on p.
In this article we extend all of these results by considering the more
general equation
Du q p x f u s 0, x g V : Rn , .  .
4 .
u s 0, x g ­ V ,
 .where f u satisfies some of the following assumptions in different cases
considered.
 .  .A1 f 9 s F 0;
 .  .A2 f s ) 0, if s ) 0;
 . e  .A3 H f s - `, for some e ) 0.0
 .  .  . ygNote that problem 1 is a special case of 4 with f u s u .
For V s Rn, we obtain much more general results than those men-
tioned above by relaxing the smoothness and positivity requirements on
 .the function p. Indeed, we show that 4 has a unique positive classical
solution if p is merely a nontrivial nonnegative continuous function on Rn
 .  .  . w x  .satisfying 3 while f satisfies A1 and A2 . This extends 9 , where 3
a  n.was first used, in that p is not required to be in C R nor is it requiredl oc
to be positive on large parts of Rn. As noted above, earlier work by
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w x w x w xKusano and Swanson 8 , Edelson 3 , and Shaker 14 required even
n  4stronger restrictions in that p had to be positive on all of R R 0 and had
 .  .to satisfy 2 instead of 3 .
 .For V bounded, we show that 4 has a unique positive weak solution in
1 . 2 .H V , provided p is a nontrivial, nonnegative L V function and f0
 .  . nsatisfies A1 ] A3 . Again, as in the case V s R , the function p has
a  .traditionally been required to be a positive C V function. Thus we
w xextend 9 in the sense that the function p need only be a nontrivial,
2 .nonnegative L V function. However, the resulting solution is, of course,
less smooth.
 . a  n.2. p x g C R , n G 3l oc
 .Throughout this paper we shall denote by D D the domain of the
 n.laplace operator D, such that the images of its elements are in C R .
We first state and prove three lemmas. Lemma 1 is a generalized
maximum principle result.
 .LEMMA 1. Suppose p is nontri¨ ial, nonnegati¨ e on V ' B x , R , the ball0
 .of radius R centered at x , R F `, f 9 F 0 on 0, ` . If0
D¨ q p x f ¨ F 0, .  .
Du q p x f u G 0 .  .
in V, and u F ¨ on ­ V, then u F ¨ on V.
Proof. Without loss of generality, we assume x s 0. Let z s ¨ q0
 2 .y1r2 < <e 1 q r , where e ) 0 and r s x .
Suppose there is a point in V at which u y z ) 0. Since u y z ª 0 as
< <  .x ª R, we know that max u y z exists and is positive. At that point inV
 .  .  .  .. wV we have u ) z ) ¨ , 0 G D u y z G yp x f u y f ¨ y eD 1 q
2 .y1r2 x  2 .y1r2r ) 0, a contradiction. Hence u F z. That is, u F ¨ q e 1 q r
for all e ) 0, which yields u F ¨ .
 .  .LEMMA 2. Suppose q g C B x , R , where B x , R is the ball of .0 0
 . 1 .  .radius R centered at x , q G 0, q x ) 0, and h g C 0, ` , h9 F 0, h s ) 00 0
if s ) 0. If u is a nonnegati¨ e solution to
Du q q x h u s 0, x g B x , R , .  .  .0
u s 0, x g ­ B x , R , .0
 .  .then u x ) 0 for all x g B x , R .0
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 .Proof. Without loss of generality, we assume x s 0 and write B 0, R0
 . < <  .s B . Choose e ) 0 and d ) 0 such that q x G d for x F e . Let ¨ xR
be the unique positive solution of the problem
< <D¨ q d h 1 s 0, x - e , .
< <¨ s 0, x s e .
Clearly 0 and ¨ are lower and upper solutions of the problem
< <Du q d h u q 1 s 0, x - e , .d d
5 .
< <u s 0, x s e ,d
 w x.respectively. Then the standard upper-lower solution principle see 13
 . < <implies that problem 5 has a solution, u , with 0 F u F ¨ for all x - e .d d
< <By the maximum principle it can be shown that u ) 0 for all x - e .d
 . < <Furthermore, it is easy to prove that 0 - u F u x for all x - e .d
Ã   . < < 4Let d s min u x : x F er2 ) 0. Thend
Ã 2yn 2ynd R y r .
w x ' , . 2yn2ynR y er2 .
 < <.r s x is the unique positive solution of the problem
< <Dw s 0, er2 - x - R ,
< <w x s 0, x s R , .
Ã < <w x s d , x s er2. .
 .  .By an argument similar to that of the proof of Lemma 1, w x F u x
< <  . < <  .for er2 F x F R. Also w x ) 0 for all er2 - x - R. Letting z x s
 . < <  .  . < <u x for x - er2 and z x s w x for er2 - x F R, the proof isd
complete.
 4  4LEMMA 3. Suppose p and h are two decreasing sequences of positi¨ ek k
a  . nfunctions with p g C V , 0 - a - 1, V : R , p ª p as k ª ` uni-k l oc k
formly on compact subsets of V, and h ª h uniformly on compact subsets ofk
 .  .0, ` and h9 s F 0 for s ) 0. Suppose ¨ is the unique nonnegati¨ e solutionk
of
D¨ q p x h ¨ s 0, x g V , .  .k k k k
¨ s 0, x g ­ V ,k
 4such that the sequence ¨ is monotonic and there exist continuous functionsk
¨ , ¨ on V such that
0 - ¨ x F ¨ x F ¨ x , x g V . .  .  .k
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 .  .Then the function ¨ x ' lim ¨ x is the unique positi¨ e classical solu-k ª` k
tion of
D¨ q p x h ¨ s 0, x g V , .  .
6 .
¨ s 0, x g ­ V .
Proof. The proof follows from the standard bootstrap argument see,
w x.for example, 10 . Here we provide the outline.
n  .Let x g V : R , and B x , r the ball of radius r centered at x such0 0 0
that it is contained in V. Let c be a C` function which is equal to 1 on
 .B x , rr2 and zero off B x , r . .0 0
We have
D c ¨ s 2 =c ? =¨ q q , k G 1, .k k k
where
q s ¨ Dc q c D¨ . 7 .k k k
< < <  . <  .  .  .  .Notice that D¨ s y p h ¨ F p x h ¨ F p x h ¨ . Since ¨ ) 0k k k k 1 1 k 1 1
 .on V, it is clear that min ¨ x ) 0. Thus we have that thex g B x , r .0
`  .L -norm of q is bounded independently of k on B x , r . Thus we mayk 0
write
c ¨ D c ¨ s A ? = c ¨ q s , 8 .  .  .k k k k k
w . x `where A s 2¨ =c , s s c ¨ q y ¨ 2¨ =c ? =c . Clearly the L -normk k k k k k k
 .  .of A , s are bounded independently of k. Integrating 8 over B x , rk k 0
yields
2
= c ¨ dx s y A ? = c ¨ q s dx .  .H Hk k k k
 .  .B x , r B x , r0 0
< <F c A = c ¨ dx q c .H1 k k 2 / .B x , r0
1r2
2F c = c ¨ dx q c , .H1 k 2 / .B x , r0
where c , c , c are some constants independent of k. Thus we get1 1 2
2 2
2= c ¨ F c q 2c . .   ..L B x , rk 1 20
2  .. <  . <It then follows that the L B x , r -norm of = c ¨ is bounded0 k
2  .. < <independently of k. Hence the L B x , rr2 -norm of =¨ is bounded0 k
independently of k. Letting c be a C` function which is equal to 1 on1
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 .B x , rr4 and zero off B x , rr2 , we may show similarly that the .0 0
2, 2  ..W B x , rr4 -norm of ¨ is bounded independently of k. It follows0 k
q  .. < <from the Sobolev embedding theory that the L B x , rr4 -norm of =¨0 k
 .is bounded independently of k for q s 2nr n y 2 .
Proceeding in the same line of argument we may find a number r ) 01
 4`  4`such that there is a subsequence of ¨ , which we still call ¨ , thatk 1 k 1
1qa  .converges in C B x , r , for some positive number a - 1. .0 1
`Let c be a C function that is equal to 1 on B x , r r2 and equal to 0 .0 1
 .off B x , r . Then0 1
D c ¨ s 2=c ? =¨ q q , . Ãk k k
 .where q is as given in 7 .Ãk
 .Now we consider two cases regarding the regularity of the function p x .
 . a  .Case 1. p x g C V . The right side of the above equation converges
a ` 4in C B x , r . By Schauder theory, c ¨ converges in . .0 1 k 1
2qa ` 2qa 4C B x , r and hence ¨ converges in C B x , r r2 . Since .  . .  .0 1 k 1 0 1
2qa  n.  .x was arbitrary, it follows that ¨ g C R and is a solution of 6 .0
  ..syC B x , r0 1 .  .Case 2. p x g C V . We have ¨ ª ¨ , and consequentlyk
  ..syC B x , r0 1 .  .  .  .D¨ s yp x h ¨ ª y p x h ¨ ' z. The fact that the lapla-k k k
 .cian is a closed linear operator implies that ¨ g D D , D¨ s z. Since x0
 .was arbitrary, we have that ¨ is a classical solution of 6 .
 . a  n.THEOREM 1. If p x g C R is nontri¨ ial, nonnegati¨ e, and satisfiesl oc
 .  .  .  .  n.3 , and f satisfies A1 and A2 , then 4 with V s R has a unique
 . 2qa  n.positi¨ e solution u x g C R that decays to zero at infinity.l oc
 < <.Proof. We first consider the inequality r ' x
< <D z q f r f z F 0, z ª 0 as x ª `. 9 .  .  .
 .By Lemma 1, any positive solution of 9 is an upper bound for solutions of
 .  .  .  .4 . To find such an upper bound we write g z s 1rf z . Then g 9 s ) 0
 . y1 .  .and g s ) 0 for s ) 0. Note that z s G w is a solution of 9 , where
s




1yn ny1w r ' s t f t dt ds 11 .  .  .H H
r 0
is the unique solution of the equation
Dw s yf r .
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that decays to zero at infinity. In fact,
z
Dw s D g s ds s = ? g z =z .  . .H /0
< < 2s g z D z q g 9 z =z G g z D z . .  .  .
Hence we have
g z D z F Dw s yf r . .  .
That is,
f r .
D z q F 0,
g z .
 .which is the same as 9 .
We now consider the equation
1
nD¨ q p x f ¨ q s 0, x g R 12 .  . /k
 . < <  .  .with ¨ x ª 0 as x ª `. Since D¨ q p x f ¨ G 0, Lemma 1 implies
 .  .that z, the positive solution of 9 , is an upper solution of 12 for all
 .k s 1, 2, . . . . Clearly 0 is a lower solution of 12 . By the standard upper-
 w x.  .lower solutions principle for unbounded domains see 11 , Eq. 12 has a
 . nunique solution, ¨ x , such that 0 F ¨ F z on R . By Lemma 2, ¨ ) 0.k k k
By Lemma 1, we have
0 - ¨ F ¨ F ??? F ¨ F ¨ F ??? F z ,1 2 k kq1
 .where ¨ is a positi¨ e solution of 12 for k s 1, 2, . . . , and z is thek
 .   .4`solution of 9 . Then the sequence ¨ x converges pointwise to ak 1
 . nfunction, say ¨ x , in R . Lemma 3 immediately implies that ¨ is the
 .desired solution of 4 .
Uniqueness follows from Lemma 1.
 .  n.3. p x g C R , n G 3
In this section we prove the existence and uniqueness of an entire
 .  .positive solution of 4 when p x is simply a nonnegative nontrivial
continuous function. But first, we state and prove two lemmas. The first
lemma is the bounded domain version of Theorem 1.
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 . 2qa  .LEMMA 4. Problem 4 has a unique positi¨ e solution in C V if p isl oc
a  .  .  .a nontri¨ ial, nonnegati¨ e C V function, f satisfies A1 and A2 , andl oc
 .V s B x , R , R - `.0
Proof. The proof is similar to that given in Theorem 1 except here,
considered in a bounded domain,
sR 1yn ny1w r s s t f t dt ds .  .H H
r 0
< <with 0 F r F R, r s x y x .0
LEMMA 5. Suppose Q is a bounded domain in Rn and the nonnegati¨ e
n  4function p is continuous on R . Then there exists a decreasing sequence pk
a  .of positi¨ e C Q functions which con¨erges uniformly on Q to p.
 4 ` .Proof. Let q be a sequence of nonnegative C Q functions whichk
converges uniformly on Q to p. Such a sequence is easily obtained using
 w x . 5 5mollifiers. See 4, p. 140 . Let e s q y p q 1rk and define the`, Qk k
 4  .  .  .  .sequence s by s x s q x q e . Notice that 0 F p x - s x for allk k k k k
 4  4x g Q and s converges uniformly on Q to p. The sequence p mayk k
 .   .  .  .4  4now be defined as p x s min s x , s x , . . . , s x . Clearly, p is ak 1 2 k k
decreasing sequence of positive functions which are Lipschitz continuous
 .  .and hence Holder continuous on Q. Furthermore, since p x - p x FÈ k
 .s x for all x g Q and s ª p uniformly on Q as k ª `, the sequencek k
 4p has the desired properties.k
 n.  .THEOREM 2. Let p g C R be nonnegati¨ e and let f satisfy A1 and
 . n  .  .A2 . If there exists a point x g R for which p x ) 0 and if 3 holds,0 0
 .  .then 4 has a unique positi¨ e solution u g D D that decays to zero at
infinity.
Proof. Without loss of generality, we assume x s 0. Define the se-0
 4  n < < 4quence p as in Lemma 5 with Q ' B ' x g R : x - R . For eachk R
 .p x , k G 1, we consider the problemk
D¨ q p x f ¨ s 0, x g B , .  .k k k R
13 .
<¨ s 0.­ Bk R
 .By Lemma 4, problem 13 has a unique positive solution, ¨ , and ¨ gk k
2qa  .  .C B l C B . Since p G p , Lemma 1 implies that ¨ G ¨ G 0R R k kq1 k kq1
for all k.
 4`Let ¨ be the pointwise limit of the sequence ¨ .k 1
By Lemma 2 there exists a positive function, z, such that
0 - z x F ¨ x F ¨ x , k s 1, 2, . . . . .  .  .k 1
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 .Then Lemma 3 implies that ¨ is a classical solution of 4 with V s B .R
 .Here ¨ g D D since p is only continuous.
 .Thus we know there is a D D positive solution, say u , ofk
< < 4Du q p x f u s 0, x g B ' x - k , .  .k k k
14 .
<u s 0.­ Bk k
 . < <For each k, define u x s 0 for x ) k. Lemma 1 gives u F u , andk k kq1
y1 .  .  .u F G w , where, as in Theorem 1, G and w are given by 10 and 11 ,k
 4  .respectively. Let u be the pointwise limit of u . By Lemma 3, u g D Dk
 .and is a solution of 4 .
Uniqueness of the solution follows easily from Lemma 1.
 .The following theorem shows that the condition 3 on the function p is
w xnearly optimal. Its proof is similar to that of Theorem 3 in 9 and is
therefore omitted.
THEOREM 3. Suppose p is a positi¨ e radial function that is continuous on
Rn and satisfies
`
tp t dt s `. .H
0
 .Then 4 has no positi¨ e radial solution that decays to zero near infinity.
 .Remark 1. It is clear from the argument following 14 that the solution
u of Theorem 2, and consequently the solution of Theorem 1, satisfies
y1 < <u x F G w r r ' x , 15 .  .  .  . .
 .  .where w and G are given by 11 and 10 , respectively. Furthermore, if
lim r nyef r - `, .
rª`
 .where 0 - e < 1, then 15 becomes
< < ynq2qe .r1qg .u x F C x .
< < w xfor large x , matching the result of 9 .
Remark 2. It can be shown using the technique of moving hyperplanes
 w x.  .  < <.see 5 that if p x s p x and p is strictly decreasing, then the solution
 .  .u x of 4 is radially symmetric.
 . 2 .4. p x g L V , n G 1
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 .  .In what follows we call ¨ x a weak lower solution of 4 if ¨ F 0 on ­ V,
1 .and for every nonnegati¨ e f g H V ,0
=¨ ? =f y p x f ¨ f dx F 0, .  .H
V
 .  .and w x a weak upper solution of 4 if the inequalities are reversed.
 .LEMMA 6. Suppose ¨ and w are weak lower and upper solutions of 4 ,
 .  .respecti¨ ely, and ¨ x F w x a.e. on the bounded domain V. If f satisfies
 .  .A1 ] A3 , then the functional
1 2< <J u ' =u y p x F u dx , .  .  .H 2V
where
u
F u ' f s ds .  .H
0
is well defined on the set
1K ' u g H V ¨ x F u x F w x in V , .  .  .  . 40
 .and attains its infimum in K at a weak solution of 4 .
Proof. We observe that
2 2 2F u dx s F u dx q F u dx .  .  . .  .  .H H H
V E E1 2
2u2F F 1 dx q f s ds dx .  . .H H H
E E 01 2
2u12s F 1 m E q f s ds q f s ds .  .  .  .H H H1
E 0 12
2u
F c q A q f 1 ds .H H /E 12
2F c q A q f 1 u y 1 , .  . .H
E2
 <  . 4  <  . 4where E s x g V u x F 1 , E s x g V u x ) 1 , and c, A are1 2
 . 2 . 2 .some constants. It follows then F u g L V if u g L V . Since
5 5p x F u x dx F p x F w x dx F p F w .  .  .  .  . .  .H H 2, V 2, V
V V
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2 . w xand w g L V , we have that J is bounded below on the set K. As in 7 K
 .is closed and convex and weakly closed so that J has a global minimizer,
u, over K. It is clear that J is weakly lower semicontinuous. Thus, for any
c g K, the function
w xh: 0, 1 ª R
defined by
h t ' J tc q 1 y t u .  . .
has a minimum at t s 0. Therefore,
d
J tc q 1 y t u G 0. . . ts0dt
That is,
d 1  .tcq 1yt u2
t=c q 1 y t =u y p x f s ds dx G 0. .  .  .H Hdt 2V 0 ts0
Hence
2 2< < < <t =c q 1 y 2 t =c ? =u y 1 y t =u .  .H
V
y p x c y u f tc q 1 y t u dx G 0, .  .  . . ts0
which implies
2< <=c ? =u y =u y p x c y u f u dx G 0. .  .  .H
V
Thus we get
= c y u ? =u y p x f u c y u dx G 0. .  .  .  .H
V
 . w xThis is similar to inequality 4 of 7 . The rest of the proof follows exactly
w xas in 7 .
1 .LEMMA 7. Suppose there exists m ) 0 and a nonnegati¨ e u g H V0
such that
=u ? =f y m p x f x f u dx s 0 .  .  .H
V
1 . 1 .  .for all f g H V . Then there exist ¨ , w g H V such that 0 F ¨ x F0 0
 .  .w x a.e. on V and ¨ and w are weak lower and upper solutions of 4 ,
respecti¨ ely.
LAIR AND SHAKER382
 .Proof. Case 1. m ) 1. Let ¨ s 1rm u, w s u. Clearly, ¨ F w. Since
1 .;f G 0 and f g H V ,0
=w ? =f y pf f w dx .H
V
s =u ? =f y m pf f u dx q m y 1 pf f u dx .  .  .H H
V V
s m y 1 pf f u dx G 0, .  .H
V
 .we have that w is a weak upper solution of 4 . For ¨ , we have
=¨ ? =f y pf f ¨ dx .H
V
1 u
s =u ? =f y pf f dxH  /m mV
1 u
s =u ? =f y m pf f u dx q pf f u y f dx .  .H H  /m mV V
u
s pf f u y f dx F 0. .H  /mV
 .Case 2. 0 - m - 1. Let ¨ s u, w s 1rm u. Clearly, ¨ F w. Following
a similar argument as given above we can show that ¨ and w are weak
 .lower and upper solutions of 4 .
2 .THEOREM 4. If p is a nontri¨ ial, nonnegati¨ e L V function, where V is
n  .  .  .a bounded domain in R and f satisfies A1 ] A3 , then problem 4 has a
 . 1 .unique weak positi¨ e solution u x g H V in the sense that0
=u ? =¨ y p x f u ¨ dx s 0, ;¨ g H 1 V . 16 .  .  .  . .H 0
V
Proof. We define the functional
1 2< <E u ' =u dx 17 .  .H2 V
1 .on H V restricted to0
M ' u g H 1 V , u G 0: p x F u x dx s 1 , 18 .  .  .  . .H0 5
V
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where
u
F u s f s ds. .  .H
0
w xBy Theorem 2.1 of 15, p. 14 , E attains a minimum, u, in M if
 .18 M is weakly closed;
 . 1 .28 E: M ª R j q` is coercive on M with respect to H V ;0
 .  .38 E is sequentially weakly lower semi-continuous on M with
1 .respect to H V .0
1 .wyH V0 ` .  4To show 18 , we let u ª u, as m ª `, u g M. By Theorem 1m m 1
w x 5 5 1  wof 16, p. 120 , we have that u is bounded. Rellich's lemma see 4,H V .m 0
x.  4`Theorem 3, p. 284 then implies that there exists a subsequence u ;m 1j2 .syL V
` 4u such that u ª u, as j ª `. Thus there exists a subsequence ofm 1 m j a.e.
u , which we still denote by u , such that u ª u, as j ª `. On them m mj j j
5 5 1other hand, by Sobolev embedding theory, u is bounded alsoH V .m 0
5 5 2implies that u is bounded. It follows from the proof of Lemma 6L V .m
 . 2  .  .  .that F u g L V . Thus we have H p x F u dx sm V
 .  .  w x .lim H p x F u s 1. See 1, Example on p. 345 . That is, u g M.jy` V m j
 .Notice that 28 is an immediate consequence of the Poincare inequality,Â
< < 2 2 < < 2u dx F d =u dx ,H H
V V
which gives
5 5 1 5 5 1E u G C u ª ` as u ª `, 19 .  .H V . H V .0 0
where d is the diameter of V and C a constant depending on d.
 . w xCondition 38 follows again from Theorem 1 of 16, p. 120 , which
implies that
5 5 1 5 5 1u F lim u .H V . H V .m0 0
mª`
 .  < <.Since E u s E u , we may assume that u G 0.
 .To derive the variational equation 16 for E we note that E is
1 .Frechet-differentiable in H V withÂ 0
E9 u ¨ s =u =¨ dx. .  . H
V
Furthermore, we define
G u ' p x F u dx y 1. .  .  .H
V
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1 .Clearly G: H V ª R is also Frechet-differentiable withÂ0
G9 u ¨ s p x f u ¨ dx. .  .  .  .H
V
Note also that for any u g M,
G9 u u s p x f u u dx / 0. .  .  .  .H
V
Thus u is not an extremum of G. By the Lagrange multiplier rule, there
exists a parameter m g R such that
E9 u y mG9 u ¨ .  .  .
s =u =¨ y m p x f u ¨ dx s 0, ;¨ g H 1 V . 20 .  .  .  . .H 0
V
Putting ¨ s u in the above equation yields
< < 22 E u s =u dx s m p x f u u dx. .  .  .H H
V V
 .Since u g M is not identically zero, from 19 we infer that m ) 0. Lemma
 .6 and Lemma 7 immediately imply that 4 has a weak solution in the
 .sense of 16 .
 .To prove uniqueness, suppose u and w are solutions of 16 . Then we
have
= u y w ? =¨ dx s p f u y f w ¨ dx , ;¨ g H 1 V . .  .  .  . .H H 0
V V
Inserting ¨ s u y w in this equation yields
= u y w ? = u y w dx s p f u y f w u y w dx F 0. .  .  .  .  . .H H
V V
On the other hand, by the Poincare inequality, we haveÂ
22< <C u y w dx F = u y w dx F 0, .H H
V V
which implies u s w on V.
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