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ABSTRACT
We present new Hubble Space Telescope imaging of the outer regions of M87 in order to study its
globular cluster (GC) population out to large galactocentric distances. We discuss particularly the
relationship between GC effective radii rh and projected galactocentric distance Rgc. The observations
suggest a shallow trend rh ∝ R
0.14
gc out to Rgc ∼ 100 kpc, in agreement with studies of other giant
elliptical galaxies. To theoretically reproduce this relationship we simulate GC populations with
various distributions of orbits. For an isotropic distribution of cluster orbits we find a steeper trend
of rh ∝ R
0.4
gc . Instead we suggest that (a) if the cluster system has an orbital anisotropy profile, where
orbits become preferentially radial with increasing galactocentric distance, and (b) if clusters become
more tidally under-filling with galactocentric distance, the observed relationship can be recovered. We
also apply this approach to the red and blue GC populations separately and predict that red clusters
are preferentially under-filling at large Rgc and have a more isotropic distribution of orbits than blue
clusters.
Subject headings: galaxies: individual (M87) - galaxies: kinematics and dynamics - GCs: general
1. INTRODUCTION
Many globular cluster (GC) properties, even sim-
ple ones like scale size, lack fundamental explana-
tions. It is typically assumed that the gravita-
tional field of the host galaxy is responsible for lim-
iting cluster size (e.g. von Hoerner 1957; King 1962;
Innanen, Harris, & Webbink 1983; Jorda´n et al. 2005;
Binney & Tremaine 2008; Bertin & Varri 2008). The
tidal field imposes a tidal radius rt, also known as the
Jacobi radius rJ , of the GC, beyond which a star feels
a stronger acceleration towards the host galaxy than to-
ward the cluster and can escape. It is often assumed
that the observationally determined limiting radius rL,
which marks the point where cluster density drops to
zero (Binney & Tremaine 2008), represents rt. But com-
parisons of the observational relationship between cluster
size and galactocentric distance to theory are beginning
to suggest otherwise.
First-order tidal theory suggests that the rt of a GC
on a circular orbit is related to its galactocentric distance
(von Hoerner 1957) via:
rt = rgc(
M
2Mg
)1/3 (1)
where rgc is the three dimensional galactocentric distance
of the cluster, M is the the cluster’s mass, and Mg is the
mass of the galaxy. Assuming the mean cluster mass
is independent of galactocentric distance and the host
galaxy potential can be approximated by an isothermal
sphere (Mg(rgc) ∝ rgc), we expect rt ∝ r
2
3
gc. Further-
more, if central concentration c is also independent of
rgc, the mean effective (or half-mass) radius rh will also
be related to galactocentric distance by the same scaling.
Suppose we assume more generally that rh ∝ R
α
gc,
where now Rgc is the two-dimensional (projected) galac-
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tocentric distance. If rh ∝ r
2
3
gc, then the effects of projec-
tion from 3D to 2D would make α ∼ 0.4 − 0.5 for nor-
mal radial distributions. However, observations of GCs
in different galaxies do not match this simple theoreti-
cal prediction. The Milky Way cluster population comes
the closest with α = 0.46± 0.05 (data from Harris 1996
(2010 Edition)). The discrepancy in α can perhaps be
attributed to the Milky Way’s non-spherical potential,
and to the fact that GCs do not have circular orbits (e.g.
Dinescu et al. 1999; Casetti-Dinescu et al. 2007, 2013).
Issues due to a non-spherical potential can be min-
imized by focussing on giant elliptical galaxies. How-
ever recent measurements of α in giant elliptical galax-
ies present an even larger discrepancy between theoreti-
cal and observational values. Spitler et al. (2006) found
α = 0.19 ± 0.03 for NGC 4594, as did Harris et al.
(2010). Gomez & Woodley (2006) found relationships
for the metal poor and metal rich GC populations of
NGC 5128 separately, with α = 0.05± 0.05 for the metal
poor clusters and α = 0.26 ± 0.06 for the metal rich
clusters. Harris (2009a) found an extremely flat rela-
tionship α = 0.11 for a sample of six massive gE galax-
ies. However, Blom et al. (2012) found that NGC 4365
has a rather steep value of α equal to 0.49 ± 0.04 com-
pared to other giant ellipticals, in closer agreement with
simple theory. Such a high value of α, along with the
identification of three distinct GC sub-populations, may
indicate NGC 4365 underwent unique stages of formation
and evolution compared to the other galaxies mentioned
above.
In summary, measurements of α in most galaxies so
far yield an observed relationship between rh and Rgc
much shallower than predicted. Attempts to explain
this disagreement have been inconclusive. Madrid et al.
(2012) used N -body simulations to illustrate the rela-
tionship between rh and Rgc is better represented by
rh ∝ tanh(Rgc) for identical model clusters on a range of
circular orbits in a Milky-Way like potential. They found
2that rh increases steadily with galactocentric distance
out to 40 kpc, beyond which rh stays relatively constant
as the effect of tides becomes less and less important.
However, their model clusters had larger effective radii
than clusters seen in the outer regions of giant E galax-
ies. Application of this work to the potentials of giant
E galaxies and including a larger range of non-circular
orbits is promising.
It may instead be the case that outer halo clusters
originally formed tidally under-filling, and are still in the
process of expanding (e.g. Gieles et al. 2010; Webb et al.
2013). Strader et al. (2012) also found that clusters in
NGC 4649 showed no relationship between rh and Rgc
beyond 15 kpc, indicating they are not tidally truncated.
For tidally under-filling clusters, rL would be distinctly
less than the theoretically allowed rt, and tidal theory
would then over-estimate their size. It may also be pos-
sible that the current location of outer GCs is not in-
dicative of their location when they formed; they may
represent a captured population from smaller satellite
galaxies. Therefore it would be the cluster’s orbit in
the potential of the satellite galaxy that first imposed
cluster size, making any predictions with the poten-
tial of the current host galaxy inapplicable. The con-
cept of GC populations consisting of one or more cap-
tured sub-populations has also been used to explain
their observed bi-modal or even tri-modal distribution
in colour, typically attributed to differences in clus-
ter metallicity (e.g. Zepf & Ashman 1993; Larsen et al.
2001; Brodie & Strader 2006; Peng et al. 2006; Harris
2009a; Blom et al. 2012).
In a previous paper (Webb, Sills, & Harris 2012) we
measured the size distribution of GCs with Rgc ≤ 10
kpc in M87, and found a very shallow trend α = 0.08±
0.02. We explained the distribution by introducing an
anisotropy gradient in the cluster orbits. If GC orbits
become more and more radial with galactocentric dis-
tance, the mean cluster size will drop below the theoreti-
cal prediction as clusters will be subject to increased tidal
stripping (Webb et al. 2013) and will thus flatten the re-
lationship between rh and Rgc. Unfortunately our work
was limited by the range in Rgc of our observations. In
this paper we present new Hubble Space Telescope (HST)
observations of the outer regions of M87, extending clus-
ter size measurements beyond 100 kpc. M87 contains the
largest easily accessibly GC population, making it easiest
to trace out to large Rgc. The larger range in Rgc allows
for a much stronger test of how orbital anisotropy effects
the size distribution of GCs.
In Section 2 we introduce our new observations and de-
termine the effective radii of each cluster in order to ex-
tend the observed trend between cluster size and galacto-
centric distance. In Section 3 we discuss the model origi-
nally used in Webb, Sills, & Harris (2012) for simulating
a theoretical M87 cluster population, and discuss in de-
tail the improvements we have made. The model makes
use of the known mass distribution of M87 (McLaughlin
1999) and various cluster population parameters (set to
match the observations) to establish a theoretical rela-
tionship between cluster size and Rgc. In Section 4 we
discuss the comparison between between theory and ob-
servations, as well as planned future work.
2. OBSERVATIONS
TABLE 1
HST Image Information
Field RA DEC Camera Filter Exposure Time
(J2000) J2000) (seconds)
F3WI 12 30 56.4865 +12 21 48.20 WFC3 F814W 2589
F3WB 12 30 56.4865 +12 21 48.20 WFC3 F475W 2729
F3AI 12 31 03.691 +12 27 29.47 ACS F814W 2282
F3AB 12 31 03.691 +12 27 29.47 ACS F475W 2351
F5WI 12 31 15.360 +12 21 48.30 WFC3 F814W 2589
F5WB 12 31 15.360 +12 21 48.30 WFC3 F475W 2729
F5AI 12 31 23.374 +12 27 25.58 ACS F814W 2282
F5AB 12 31 23.374 +12 27 25.58 ACS F475W 2351
F7WI 12 31 34.849 +12 21 48.20 WFC3 F814W 2589
F7WB 12 31 34.849 +12 21 48.20 WFC3 F475W 2729
F7AI 12 31 50.450 +12 17 13.94 ACS F814W 2282
F7AB 12 31 50.450 +12 17 13.94 ACS F475W 2351
F8WI 12 32 06.642 +12 21 25.08 WFC3 F814W 2589
F8WB 12 32 06.642 +12 21 25.08 WFC3 F475W 2729
F8AI 12 32 15.130 +12 15 50.32 ACS F814W 2282
F8AB 12 32 15.130 +12 15 50.32 ACS F475W 2351
Fig. 1.— Fields of view for new HST images relative to the center
of M87. WFC3 images (F3W, F5W, F7W, F8W) are marked in
blue and ACS images (F3A, F5A, F7A, F8A) marked in purple.
Field of view of archive ACS images (F0A) is marked in white.
We use a combination of archived and new HST images
to study the GC population of M87. The new HST im-
ages presented in this study are from program GO-12532
(PI Harris), and consist of both Wide Field Camera 3
(WFC3) and Advanced Camera for Surveys (ACS) im-
ages of the outer regions (Rgc > 10 kpc) of M87, ex-
tending out to nearly 110 kpc. For each field, three
WFC3 exposures totalling approximately 2600 seconds
and three ACS exposures totalling approximately 2300
seconds were taken simultaneously with the F814W fil-
ter. The following orbit repeated the same observations
with the F475W filter. The process was repeated for
three additional ACS/WFC3 pairs for a total of 8 fields
of view over 8 orbits. The final co-added composite ex-
posures in each filter were constructed through use of the
STSDAS/MULTIDRIZZLE routine within IRAF. The
details of of each M87 image are summarized in Table
1 and the locations of our fields are illustrated in Figure
1.
We combined our new HST data with archived HST
ACS/WFC images of the central regions of M87 in the
F814W (I) and F606W (V) filters (also illustrated in
Figure 1), from program GO-10543 (PI Baltz). A de-
tailed description of the co-added composite exposures
in each filter can be found in Bird et al. (2010). The
3GCs in this central field have been studied in detail
by Madrid et al. (2009), Peng et al. (2009), Waters et al.
(2009) and Webb, Sills, & Harris (2012). To follow the
nomenclature established in Table 1, these images will
be referred to as F0AI and F0AV.
For consistency, our search for GC candidates
was performed with the method described in
Webb, Sills, & Harris (2012). All images were searched
for GC candidates with thresholds set such that indi-
vidual halo stars are rejected while the faintest of GCs
are still included. Finally, only objects that were found
in both the F814W and F475W filters were accepted,
resulting in an initial candidate list of 3287 objects.
2.1. Globular Cluster Effective Radii
Before we can make any measurements of the struc-
tural parameters of our GC candidates, a point spread
function (PSF) must first be modelled for each image,
which we do empirically. The process is described in
detail by Madrid et al. (2009). For a given image, stars
were identified with SExtractor (Bertin & Arnouts 2008)
by approximately measuring the full width half maxi-
mum (FWHM) of all objects that are brighter than the
background by a factor of 5 times the standard devia-
tion of the background. Star-like objects with FWHMs
of approximately 2.5 pixels for the WFC3 images and
2.0 pixels for the ACS images are easily identifiable that
correspond to the expected 0.′′01 FWHM of stars. Stars
were inspected for faint companions, bad pixels, or other
anomalies before use of the standard DAOPHOT rou-
tines to build the PSF.
In Webb, Sills, & Harris (2012), the surface bright-
ness distribution of each cluster was fit with PSF-
convolved King (1962) models via the code GRID-
FIT (e.g. Barmby et al. 2007; McLaughlin et al. 2008;
Harris et al. 2010). Unfortunately, attempts to use
GRIDFIT with the new HST dataset resulted in poor
fits due to the lower resolution. Therefore we opted to
measure the rh of each cluster candidate with the soft-
ware ISHAPE (Larsen 1999) which has been successfully
used many times on images with similar resolution (e.g.
Madrid et al. 2009).
For consistency purposes, we also re-measured the GCs
in the central field F0A with ISHAPE. We measured
these clusters through both 0.′′025 px−1 and 0.′′05 px−1
versions of the F0A combined images. Then, since a
portion of the F3W image overlaps with the F0A image,
we explore the influence of measuring cluster sizes on im-
ages with different detectors by plotting the rh of clusters
found in both images in the left panel of Figure 2. From
Figure 2 (left panel), images with lower resolution appear
to result in underestimating cluster sizes by a mean value
of 0.7 pc, or 0.2 pixels in the lower resolution image.
To determine whether the discrepancy of 0.7 pc can be
attributed to differences in resolution, we compare the
GCs in F3 in the right panel of Figure 2 with the same
objects in F0A but now at 0.′′05 px−1. When measured
at similar resolutions, the overlapping GCs in each field
have comparable effective radii, with the scatter centered
around a 1 : 1 correlation. The scatter is expected due
to the images having significantly different signal-to-noise
ratios (F0AV and F0AI images have much longer expo-
sure times equalling 24,500 and 73,800 seconds). There-
fore, the mean difference of 0.7 pc in Figure 2 (left) can
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Fig. 2.— rh of F3W GCs vs. the rh of overlapping GCs in the
high resolution (0.′′025 px−1) F0A images (left) and low resolution
0.′′05 px−1 F0A images (right). The dotted lines represent a 1:1
correlation.
be attributed to differences in both resolution and signal-
to-noise between the F0A and F3W images. To remain
consistent with works of Madrid et al. (2009), Peng et al.
(2009), Waters et al. (2009) and Webb, Sills, & Harris
(2012) regarding F0A, cluster sizes measured with our
new HST dataset in fields F3-F8 are increased by 0.7 pc.
Objects were then removed from the candidate list that
were poorly fit by ISHAPE (χ2 values greater than 10)
or that had large differences between the measured rh in
the F814W and F475W bands. For the ACS images, true
magnitudes were determined through aperture photom-
etry extrapolated to large radius (Sirianni et al. 2005).
The transformations of Saha et al. (2011) were then used
to convert magnitudes to the standard B and I. However
for the WFC3 images, only the filter-based magnitudes
could be measured (F475W, F814W) since no well cali-
brated transformation to (B,I) is available at present.
The candidate list was trimmed further by cutting ob-
jects that were either extremely blue, extremely red, or
extremely faint and could be visually identified as non-
GCs. Colour-magnitude diagrams (CMDs) of the final
1047 candidates are shown in Figures 3 and 4. In both
CMDs, the blue (metal-poor) and red (metal-rich) se-
quences are clearly visible. ACS objects with B-I < 1.8
and WFC3 objects with F475W-F814W < 1.5 were de-
clared blue, with the remaining clusters declared red.
The size, goodness of fit, colour, and magnitude cuts
described above ensure none of the objects in Figures 3
and 4 are either foreground stars or background galaxies.
The F814W and F475W images of each field were then
co-added to boost the signal to noise ratio, and ISHAPE
was again used to measure the rh of each of the final
candidates. The rh from these combined images as a
function of Rgc for each candidate is illustrated in Figure
5. The median rh is plotted in red, calculated with radial
bins containing 50 GCs each. Finding the slope of the
median line in log-log space allowed for the determination
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Fig. 3.— CMD of the GC candidates in ACS images of the outer
regions M87.
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Fig. 4.— CMD of the GC candidates in WFC3 images of the
outer regions M87.
of α to be 0.14±0.01, similar to the values found in other
giant E galaxies discussed in Section 1.
While the relationship between the median rh and Rgc
is shallow, it is important to note that the scatter about
the median increases with Rgc. The outer halo of M87
consists of extended (rh > 5 pc) GCs at large Rgc and
that have been projected to smaller Rgc. The extended
clusters are more in line with what is expected from sim-
ple tidal theory, which indicates that the outer halo may
comprise a mixture of dynamical histories.
3. SIMULATION
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Fig. 5.— rh vs. log Rgc for observed GCs. The solid red line
indicates the median rh calculated with radial bins containing 50
GCs each. Error bars represent the standard error σ/
√
(n) as given
by Harris et al. (2010).
The observational results shown in Figure 5 are next
compared to models of GCs moving in the tidal field
of M87, to constrain our understanding of their scale
sizes. The simulation we use is described in detail in
Webb, Sills, & Harris (2012), but we now extend it fur-
ther.
3.1. Initial Conditions
We first set up a model cluster population with the
same observational characteristics (radial profile, veloc-
ity dispersion, mass distribution, central concentration
distribution) as the observed population of M87 clusters,
and then use tidal theory to establish a theoretical rela-
tionship between cluster size and Rgc that can be com-
pared to Figure 5. The simulation allows for separate
red and blue populations to be modelled.
Each simulated GC is given a position in the halo (r, θ,
φ), velocity (vr , vθ, vφ), mass (M), and central concentra-
tion (c = rtrc ). The spatial distribution of the red and blue
cluster subpopulations is taken from Harris (2009b), and
we assume the angular distribution to be spherically sym-
metric. The luminosity function of the F0A GCs, a
Gaussian with a mean visual magnitude of -7.3 and a
standard deviation of 1.3 (Webb, Sills, & Harris 2012),
is used to establish the mass distribution of GCs with
(ML )V = 2 (e.g. McLaughlin & van der Marel (2005)).
We adopt (m−M)0 = 30.95 for M87 (Pierce et al. 1994;
Tonry et al. 2001). The central concentration of each
simulated GC was drawn from the observed distribution
of Milky Way clusters from Harris 1996 (2010 Edition), a
Gaussian with a mean of c = 1.5 and standard deviation
of 0.4.
The observed line of sight velocity dispersion (σ)
(Coˆte´ et al. 2001) is initially assumed to be identical for
each spherical coordinate (R, θ, φ), such that σR = σθ =
σφ. This assumption results in an isotropic distribution
5TABLE 2
Simulated Globular Cluster Population Input Parameters
Parameter Value
Radial Distribution Hubble Profile
Blue Population
σ0 66 arcmin−2
R0 2.0’
a 1.8
Red Population
σ0 150 arcmin−2
R0 1.2’
a 2.1
Angular Distribution Spherically Symmetric
Mass-To-Light Ratio (M/L)V = 2
Mass Distribution Gaussian
〈log(M/M0)〉 5.5
σlog(M/M0) 0.52
Velocity Dispersion Gaussian
〈v〉 -19 km/s
σv 401 km/s
β 0
Central Concentration Gaussian
〈c〉 1.5
σc 0.4
of orbits and the anisotropy parameter (β) equal to zero
(Equation 2) (Binney & Tremaine 2008),
β = 1−
σ2θ + σ
2
φ
2σ2R
(2)
In our simulation β is kept as a free parameter, and can
also change with galactocentric distance. All distribution
parameters are summarized in Table 2.
While the initial setup of our model population is the
same as in Webb, Sills, & Harris (2012), improvements
have since been made towards making the model clus-
ter population more realistic and representative of the
observations we are trying to duplicate.
3.2. Calculating Tidal and Effective Radii
After a cluster has been assigned a position, velocity,
mass, and central concentration the orbit of the cluster
is then solved. Now we have all the ingredients neces-
sary to calculate rt and rh,which is the first improvement
made over the model presented in Webb, Sills, & Harris
(2012). Recent N -body simulations by Webb et al.
(2013) have shown that the historical assumption that
tidal radii are imposed at perigalacticon is invalid be-
cause a GC is able to fill its instantaneous rt at all times,
independent of its orbital eccentricity. More specifi-
cally, the mass normalized limiting radius of a cluster
(rL,n =
rL
M
1
3
) is the same at a given Rgc, independent of
cluster orbit.
However, comparing the instantaneous rt of a cluster
to its observationally determined rL is also incorrect.
Ku¨pper et al. (2010) found that the bulk of the clus-
ter, and hence the surface brightness profile, is nearly
constant over an orbital period and more accurately re-
flects the mean tidal field that the cluster experiences. So
while the true rL of a cluster changes with orbital phase
(Webb et al. 2013), the observational limiting and effec-
tive radius as determined by a King (1962) model does
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Fig. 6.— Mass normalized rm of simulated star clusters on
eccentric orbits (red) compared to clusters with circular orbits at
Rp (lower black line, always 6 kpc) and Rap (upper black line) as
a function of time. Data taken from Webb et al. (2013).
not. To best compare with observations we need to cal-
culate the effective radii of our simulated clusters, as the
effective radius does not fluctuate as dramatically with
orbital phase (Ku¨pper et al. 2010; Webb et al. 2013) and
will therefore be more comparable to observationally de-
termined effective radii.
In Figure 6 we plot the mass normalized half-mass radii
rm,n =
rm
M
1
3
of various N -body model clusters as a func-
tion of time. A detailed discussion of the N -body models
presented here is done in Webb et al. (2013). With the
infinite resolution of our model clusters, rh can fluctuate
dramatically from time step to step. Therefore we use
the half-mass radius rm to trace the evolution of rh as it
remains consistent between time-steps. Even though rm
is always slightly larger than rh, the two radii scale the
same with respect to time (Webb et al. 2013). In each
panel, the lower black line is for a model cluster with a
circular orbit at 6 kpc. The red line is for a model cluster
with an eccentric orbit that has a perigalactic distance of
6kpc. Clusters were modelled with eccentricities of 0.25,
0.5, 0.75, and 0.9, with the eccentricity marked in each
panel. The upper black line in each panel is for a model
cluster with a circular orbit at the apogalactic distance
of the eccentric cluster, which in these cases are 10 kpc,
18 kpc, 43 kpc, and 104 kpc.
In Figure 6, the rm,n profile of clusters with circular
orbits (black lines) decreases smoothly over time. Clus-
ters with eccentric orbits (red lines) only undergo a brief
fluctuation at Rp, but are also more or less smooth from
one time-step to the next. A smooth evolution in rm
is in agreement with the results of Ku¨pper et al. (2010)
discussed above. The effective radius also appears to be
linked to the time-averaged tidal field that the cluster
experiences: highly eccentric clusters are closer in size to
clusters with orbits at Ra while clusters with low eccen-
tricities are comparable to clusters with circular orbits
6at Rp.
In order to predict rm or rh given the orbit and limiting
radius of a cluster, we note that rm,n increases strongly
as a function of eccentricity in Figure 6. Hence the rm,n
of two clusters with the same Rp and at the same Rgc will
not be the same if they have different orbits. From the
results of our N -body simulations in Webb et al. (2013)
(Figure 6) as well as larger mass versions of each model
(presented in Leigh et al. (2013)), we find that the ratio
of rm,n for a cluster with an eccentric orbit to rm,n for a
cluster with a circular orbit at Rp increases linearly with
eccentricity after 10 Gyr. More specifically, clusters with
eccentric orbits have effective radii that are a factor of
(1 + 0.31 × e) larger than if they had circular orbits at
Rp. The uncertainty in the correction factor of 0.31 is
±0.01. The correction factor is applicable to old GCs,
but further simulations are required to determine how it
depends on a GCs evolutionary stage.
In order to determine the effective radius of each
simulated cluster, we first calculate their tidal radii as
if they had a circular orbit at Rp given the formal-
ism of Bertin & Varri (2008). The derivation of rt by
Bertin & Varri (2008) is ideal as it makes no assump-
tions regarding the potential of the host galaxy except
that it must be spherically symmetric. Therefore the
mass profile of M87 determined by McLaughlin (1999)
can be used to determine the galactic potential. We next
assume that all clusters are tidally filling, such that rL
can be set equal to rt at perigalacticon. We explore the
effects of non-tidally filling clusters in Section 4.3. The
perigalactic effective radius (rh assuming a circular orbit
at Rp) is then calculated given the central concentration
of the cluster and assuming that it can be represented
by a King (1962) model. The true rh will be a factor of
(1.0 + 0.31× e) larger than the perigalactic case.
3.3. Including Orbital Anisotropy
The second major improvement to our model involves
the anisotropy parameter β. In our previous work
(Webb, Sills, & Harris 2012), σθ and σφ were kept equal
to the observed line of sight velocity dispersion when
β < 0, while σR was decreased based on Equation 2.
Similarly for β > 0, σR was kept equal to the observed
line of sight velocity dispersion while σθ and σφ were de-
creased. This approach did have the desired effect of al-
tering the distribution of cluster orbits, but the resulting
velocity dispersion was no longer equal to the observed
one. The improved simulation we use here now adjusts
σR, σθ and σφ simultaneously such that Equation 2 is
satisfied and the overall mean velocity dispersion equals
the observed line of sight velocity dispersion.
3.4. The Effect of Tidally Under-filling Clusters
Previously we have assumed that all simulated clusters
are tidally filling, as it allows for a straightforward calcu-
lation of rL and rh for each cluster. But not all observed
GCs are expected to be tidally filling (Gieles et al. 2010).
Therefore we added the filling parameter RF =
rL
rt
to
the simulation, where rL is the limiting radius (essen-
tially, the observed outer radius) and rt is the theoret-
ically permitted tidal radius. The simulation allows for
all GCs to be tidally under-filling by the same amount
(RF = constant) in order to explore the effect that
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Fig. 7.— rh and log Rgc of each simulated GC (blue) for β = 0.
The dashed black line marks the median rh calculated with radial
bins containing 50 GCs each. For comparison purposes we also
plot the observed clusters (red) and median (solid black line) from
Figure 5. Error bars represent the standard error σ/
√
(n) as given
by Harris et al. (2010).
tidally under-filling GCs have on the exponent α. With
the exception of Section 4.3 RF is always set equal to
1.0.
3.5. Observational Constraints
Finally, we introduce a minimum rh cut-off set equal to
the smallest measurable value from the resolution limit of
our observations. The simulation already includes a tidal
dissolution time and dynamical friction infall time cutoff
of 10 Gyr as described in Webb, Sills, & Harris (2012).
4. COMPARING THEORY AND OBSERVATIONS
To match the observations, populations of 10000 clus-
ters were simulated following the real spatial profile such
that the total number of clusters within 10 kpc of M87 is
the same as the observed dataset. The ratio of number
of blue clusters to red clusters was set equal to 3 : 2, in
agreement with the profiles in Harris (2009b). The only
difference between red and blue clusters in our simula-
tion is which radial distribution profile in Table 2 is used
to determine cluster position.
4.1. The Isotropic Case
The first comparison between theory and observations
was done for a model population with an isotropic dis-
tribution of orbits (β = 0) and RF = 1. The rh of both
model (blue) and observed (red) clusters are plotted in
Figure 7 as functions of Rgc.
Figure 7 indicates that an isotropic distribution of or-
bits produces a larger distribution of cluster sizes than
observed, particularly at large Rgc. While the obser-
vations suggest α = 0.14, the model predicts α =
0.41± 0.01, in closer agreement with basic tidal theory.
Therefore this ”baseline” model strongly disagrees with
the data, either in terms of the trend or the total scatter.
7It should be noted that the assumption that all clus-
ters are tidally filling is likely to be safest in the in-
ner regions of the galaxy where the tidal field is strong
(Alexander & Gieles 2013). Outer clusters, for which rt
is considerably larger, are more likely to be tidally under-
filling. The clear disagreement between the observations
and the isotropic model suggest that either outer GCs
are severely tidally under-filling, have preferentially ra-
dial orbits, or a combination of both.
4.2. Anisotropic Cases
We first explore how much a non-isotropic distribution
of orbits can minimize both the distribution of cluster
sizes and the value of α in our model cluster popula-
tion. In Figure 8 we show the median rh as a function
of galactocentric distance for models with different val-
ues of β. Very large values of β are required in order
to bring the median model cluster size down to the level
of the observations. A β of 0.99, which corresponds to
a mean orbital eccentricity of 0.9, produces the closest
agreement. In Figure 9, which shows the actual distribu-
tion for β = 0.99, the scatter in the simulated data points
about the median line is greatly reduced and is more com-
parable to the observations than the β = 0 case. However
the corresponding value of α, equal to 0.21± 0.01, is still
higher than the observed value of 0.14. Furthermore,
while median cluster sizes are comparable in the mid to
outer regions of M87, the β = 0.99 simulation underes-
timates cluster size in the inner regions of M87. These
discrepancies suggest that β likely increases with galacto-
centric distance. Previous observational and theoretical
studies of M87 (Coˆte´ et al. 2001; Webb, Sills, & Harris
2012), NGC 3379 and NGC 821 (Weijmans et al. 2009) ,
the Milky Way (Prieto & Gnedin 2008) and dark matter
halos (Zait, Hoffman, & Shlosman 2008; Ludlow et al.
2010) draw similar conclusions, although none of the ex-
isting data are consistent with such a high mean β.
Our simulation explicitly allows for the population
to have an anisotropy profile β(Rgc). However, in or-
der to put constraints on the profile as was done in
Webb, Sills, & Harris (2012), we first need to know the
likely distribution of tidally filling and under-filling clus-
ters in M87. Then the simulated rh profile will represent
the observed profile as opposed to being an upper limit.
4.3. The Effect of Tidally Under-filling Clusters
We next explore how much the existence of tidally
under-filling clusters can minimize both the distribution
of cluster sizes and the value of α in our model clus-
ter population. A recent study by Alexander & Gieles
(2013) demonstrated that unless all clusters form tidally
filling, a present day cluster population will be made up
of a mix of tidally filling and under-filling clusters. They
were able to reproduce a relationship between rh and
Rgc similar to the Galactic GCs by assuming the popu-
lation formed under-filling and then evolved in a Milky
Way-like potential. Allowing clusters to be tidally under-
filling would not require such high values of β as found
in Section 4.2 or as steep an anisotropy profile. We illus-
trate this statement in Figure 10 by simulating cluster
populations with the same static values of β as Figure
8, but with the filling parameter RF equal to 1 (top left
panel, same as Figure 8) , 0.9 (top right panel), 0.7 (bot-
tom left panel), and 0.5 (bottom right panel). While as-
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Fig. 8.— Relationship between median rh and log Rgc for sim-
ulated GC populations with different values of β. Median rh are
calculated with radial bins containing 50 GCs each. The solid red
line is the observed median effective radius From Figure 5.
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Fig. 9.— rh and log Rgc of each simulated GCs (blue) for
a population with β = 0.99. The dashed black line marks the
median rh calculated with radial bins containing 50 GCs each. For
comparison purposes we also plot the observed clusters (red) and
median (solid black line) from Figure 5. Error bars represent the
standard error σ/
√
(n) as given by Harris et al. (2010).
suming all clusters under-fill their rt by the same amount
must be unrealistic, it serves to illustrate the effect that
under-filling clusters have on the relationship between rh
and Rgc.
As clusters become more and more under-filling the
median rh decreases at all galactocentric distances; simi-
lar to the effect of increasing β. Additionally, decreasing
8Observations
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Fig. 10.— Relationship between median rh and log Rgc for
simulated GC populations with different values of β and RF =
rL
rt
.
Different values of β are colour coded as indicated by the top left
panel. The fraction by which clusters fill their tidal radii (RF ) is
indicated in each panel. Median rh are calculated with radial bins
containing 50 GCs each.
RF can also decrease the theoretical value of α. There-
fore some degeneracy exists between β and RF .
Realistically it is likely that clusters have a distri-
bution in RF , and that the distribution changes with
Rgc. Alexander & Gieles (2013) found that the major-
ity of inner clusters are tidally filling, while outer clus-
ters range between tidally filling, near tidally filling, and
tidally under-filling. The radial trend of clusters becom-
ing tidally under-filling with Rgc is also in agreement
with observations of Galactic GCs. Baumgardt et al.
(2010) found that inner GCs (Rgc < 8 kpc) were pri-
marily tidally filling with 0.1 < rhrt < 0.3 while outer
GCs (Rgc > 8 kpc) can be separated into two groups of
tidally filling and tidally under-filling ( rhrt < 0.05) clus-
ters. We will expand on this interpretation in a following
paper.
4.4. Red and Blue Globular Clusters
Finally, we use our simulation to search for any ev-
idence suggesting that the red and blue GCs in M87
may differ by more than just their radial distributions
and metallicities. Observational works show that blue
GCs have effective radii that are on average 20% (∼ 0.4
pc) larger than red GCs (e.g. Kundu & Whitmore 1998;
Kundu et al. 1999; Larsen et al. 2001; Jorda´n et al.
2005; Harris 2009a; Harris et al. 2010; Paolillo et al.
2011; Blom et al. 2012; Strader et al. 2012; Woodley
2012; Usher et al. 2013). The size difference is also ob-
served in our study, with mean blue cluster size being
28% (∼ 1.0 pc) larger than the mean red cluster size.
We suggest that the size difference we find is bigger than
in other galaxies because our sample extends out to be-
yond 100 kpc: since clusters can reach large sizes in the
outer regions of galaxy, and since the outer regions are
dominated by blue clusters, the mean size difference will
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Fig. 11.— rh versus log Rgc for observed blue GCs (left panel)
and red GCs (right panel). The solid black lines indicate the me-
dian rh for red and blue clusters respectively, and are calculated
with radial bins containing 50 GCs each. Error bars represent the
standard error σ/
√
(n) as given by Harris et al. (2010).
be larger due to the abundance of large blue clusters.
Leading explanations of why this size difference exists
suggest that red and blue clusters have different for-
mation, dynamical and stellar evolution histories (e.g.
Kundu & Whitmore 1998; Jorda´n 2004; Jorda´n et al.
2005; Harris 2009a; Sippel et al. 2012; Schulman et al.
2012). Here we explore the possibility that the size dif-
ference may be due to different orbital anisotropy pro-
files.
Figure 11 shows the sizes of the observed blue and red
GC populations in the left and right panels. The blue and
red populations have the same values of α, equal to 0.11±
0.01 and 0.11±0.02 respectively, but their rh profiles are
offset by approximately 1 pc. The size difference does
not change with Rgc, in agreement with recent studies
(Usher et al. 2013, e.g.). The different radial profiles of
the red and blue clusters cause the global α ∼ 0.14 to be
larger than the α’s of the two sub-populations.
The identical values of α but different mean rh between
the red and blue populations cannot be explained by or-
bital anisotropy alone. The offset could be explained
if outer red clusters are preferentially under-filling and
have less eccentric orbits than outer blue clusters. If the
blue population has been accreted from in-falling satel-
lite galaxies then they should now be on highly eccen-
tric orbits. Accreted blue clusters may also have larger
rh than red clusters if the mean tidal field they experi-
enced as a member of the satellite galaxy is weaker than
the mean field experienced by red clusters. Our future
study which combines the effect of orbital anisotropy and
tidally under-filling clusters will shed more light on this
issue.
5. SUMMARY AND CONCLUSIONS
We present brand new HST observations of the halo
regions of M87, and perform size measurements and pho-
9tometry on all identified GCs. Combining this dataset
with Archive images of the central regions of M87 al-
low us to probe the relationship between rh and Rgc out
to Rgc ∼ 100 kpc with over 2000 GCs. We find that
rh scales as R
0.14
gc , consistent with studies of most other
giant E galaxies. We attempt to explain this very shal-
low relationship by invoking the presence of both orbital
anisotropy and clusters that are tidally under-filling. To
develop this interpretation we simulate many GC popu-
lations orbiting in the tidal field of M87, having a differ-
ent orbital anisotropy parameter (β) or filling their tidal
radii by different amounts.
Comparisons between our simulations and observa-
tions suggest that if all clusters are tidally-filling, in-
ner clusters may have a near-isotropic distribution of or-
bits but outer clusters must have extremely radial orbits
β = 0.99. Such high values of β are not supported in the
literature.
However, allowing for the existence of tidally under-
filling clusters relaxes the constraints on β as tidally
under-filling clusters serve both to decrease mean clus-
ter size and flatten the theoretical relationship between
rh and Rgc. We also apply these results to the red and
blue cluster sub-populations separately to explain why
blue clusters are on average larger than red clusters. In
our observational dataset, red and blue clusters both
scale as rh ∝ R
0.11
gc , but blue clusters are on average
1 pc larger. The only way we could theoretically repro-
duced this trend in our simulation is to assume outer red
clusters are preferentially under-filling and have a more
isotropic distribution of orbits.
Therefore, if both orbital anisotropy and the effect of
tidally under-filling clusters are present in our simula-
tion, we can reproduce the power-law proportionality
between rh and Rgc for both the cluster population as
a whole and the red and blue cluster sub-populations.
Future studies will employ the use of MCMC formalism
to properly explore the degeneracy between increasing
orbital anisotropy and tidally under-filling clusters, as
both serve to decrease rh. Furthermore, as previously
indicated neither β or RF are expected to be fixed val-
ues but are more likely functions of Rgc.
The question of why orbital anisotropy is present in
the cluster population and why some clusters are tidally
under-filling remain open. Issues regarding whether or
not initial cluster populations are under-filling and what
portion of the present day population could have been ac-
creted make constraints on the orbital anisotropy profile
and filling parameter difficult. Nevertheless, all conclude
that the evolution of clusters with different initial sizes
and orbits as well as the accretion of satellite galaxies
and their cluster populations are key to understanding
the characteristics of present day cluster populations.
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