The official Chinese labour market indicators have been seen as problematic, given their small cyclical movement and their only-partial capture of the labour force. In our paper, we build a monthly Chinese labour market conditions index (LMCI) using text analytics applied to mainland Chinese-language newspapers over the period from 2003 to 2017. We use a supervised machine learning approach by training a support vector machine classification model. The information content and the forecast ability of our LMCI are tested against official labour market activity measures in wage and credit growth estimations. Surprisingly, one of our findings is that the much-maligned official labour market indicators do contain information. However, their information content is not robust and, in many cases, our LMCI can provide forecasts that are significantly superior. Moreover, regional disaggregation of the LMCI illustrates that labour conditions in the export-oriented coastal region are sensitive to export growth, while those in inland regions are not. This suggests that text analytics can, indeed, be used to extract useful labour market information from Chinese newspaper articles.
Introduction
Assessing labour market conditions is a prerequisite for careful analysis of macroeconomic dynamics. A reliable and regularly released labour market indicator can offer insights into an economy's cyclical position, supporting macroeconomic analysis and policy-making. Moreover, such an indicator is also essential for the design of appropriate labour market policies.
In this paper, we construct a labour market conditions index (LMCI) using text analytics applied to mainland Chinese-language newspapers over the period from 2003 to 2017. More specifically, we apply a supervised machine learning approach by training a support vector machine (SVM) classification model. In this context, this paper seeks to answer the following questions: Can we train a classifier to discern labour market sentiment from Chinese newspaper articles? Can a news-based index of labour market sentiment reasonably track key historical developments in China's labour market? Compared with the official data, does this index have superior information content and forecasting ability in a Phillips curve framework for wage growth and a McCallum rule framework for credit growth?
Our paper yields several interesting findings. First, the comportment of our LMCI appears to be consistent with the economic shocks that have impacted the Chinese labour market. Second, the regional disaggregation of the LMCI illustrates that labour conditions in the export-oriented coastal region are sensitive to export growth, while those in inland regions are not. Third, while each of the official labour market indicators does contain some information either for wage or for credit growth, the information in our LMCI is more consistent. Only our LMCI provides significant information in the two wage and the credit estimations. Moreover, our LMCI provides wage and credit forecasts that are better than those from any single official labour market indicator. These results suggest that the text analytics can be used to extract useful labour market information from Chinese newspapers. This paper contributes to the literature in three ways. First, we create a novel dataset and use text analytics to develop a monthly LMCI for China that can be updated in real time. Second, we build on the methodology of Tobback et al. (2018) by applying a supervised machine learning technique to Chinese-language documents and by using a two-stage approach in training our SVM classification model. Third, we find that our LMCI is more robust in explaining and forecasting both wage and credit growth than any single official labour market indicator.
Our paper is structured as follows. A brief literature review is contained in Section 2.
Section 3 presents our dataset and describes our methodology. In Section 4, we compare 1 the information content of our LMCI to that of other labour market activity indicators in explaining and predicting wage growth in a Phillips curve framework. Section 5 compares the ability of our LMCI to explain and forecast credit growth in a McCallum rule framework against that of the official labour market indicators. Section 6 offers some concluding remarks.
Literature review
Our paper relates to two strands of literature. First, it focuses on developing alternative measures of the Chinese unemployment rate to address problems associated with the official data. Second, it adds to the growing literature on developing text-based indicators that can be useful proxies for economic and policy conditions. Most text-based indices are based on predefined keyword searches (for example, see Alexopoulos and Cohen (2009) and Baker et al. (2016) ). Our paper builds on the methodology of Tobback et al. (2018) , who use a supervised machine learning technique to develop an economic policy uncertainty index for Belgium. As Tobback et al. (2018) point out, their methodology is an improvement over simple keyword searches, as it avoids the human bias inherent in the keyword selection process.
Official labour statistics do not seem to reflect the actual employment situation in China.
Indeed, Cai et al. (2013) propose comprehensively reforming the statistical system to improve the current set of labour market indicators so as to have better data to inform policy-making.
It is generally agreed that the official unemployment rate underestimates the level of unemployment in China (Wang and Sun (2014) ). Moreover, the official rate has remained fairly stable over time and does not appear to capture key historical labour market developments.
For example, it did not increase by much during the period of state-owned enterprise (SOE) reform (1996) (1997) (1998) (1999) (2000) (2001) (2002) despite the massive layoffs triggered by the reform. Moreover, it did not fluctuate appreciably during the 2008-2009 global financial crisis in spite of the significant employment loss over that period. Indeed, Lam et al. (2015) note that, compared with the unemployment rate in other major countries, the official unemployment rate has displayed considerably less sensitivity to changes in output.
Although issues have been raised with respect to many of China's official statistics, those pertaining to the labour market are seen as particularly problematic. Indeed, The Economist (2008) noted that "the prize for the dodgiest figures goes to the labour market." There are three sets of official Chinese labour market indicators of relatively high frequency. The first is the urban registered unemployment rate, which is published on a quarterly basis by the Chinese Ministry of Human Resources and Social Services (MOHRSS). The second is the urban demand-supply ratio, which is also published on a quarterly basis by MOHRSS.
The third is the employment sub-component of the manufacturing and non-manufacturing Purchasing Managers Indices (PMIs), which are published on a monthly basis by China's National Bureau of Statistics. The main problem with the official statistics is that while they capture formal employment, they do not appear to include migrant workers, who are typically engaged on an informal basis.
1 The omission of migrant workers in Chinese labour statistics is problematic because they represent a large share of the labour force. Wang and Wan (2014) estimate that there were over 100 million migrant workers in China in 2010, which represented about 25% of urban employment.
The issues with the official unemployment rate have been acknowledged in the literature, and several papers have developed alternative measures of the Chinese unemployment rate that more closely follow international guidelines. Alternative unemployment rates, such as that estimated by Feng et al. (2017) , are more variant and do capture these key developments.
A summary of the key studies in this literature is presented in Table 1 . Although these papers report a range of estimates for any given year, they all suggest that the actual unemployment rate was higher than the official rate. While these alternative indicators are very useful in identifying the problems associated with the official unemployment rate in China, they are of limited use for policy and analysis, given that they are not updated and thus unavailable on a high-frequency and timely basis. Our paper aims to bridge this gap in the literature by developing an LMCI for China that can be updated in real time.
Methodology
The methodology that we use in this paper builds on that of Tobback et al. (2018) , who employ a supervised machine learning technique to develop an economic policy uncertainty index for Belgium. They do so by training a classifier using an SVM algorithm to predict whether an article addresses economic policy uncertainty. Our methodology differs from theirs in two important ways. First, we use Chinese-language documents, which presents some challenges. Notably, text analytics involves finding relevant words, and what constitutes a "word" in Chinese is not obvious by simply looking at a selection of text. Therefore, we need to go through an additional step of "segmenting" Chinese characters into words.
Second, after training their SVM classifier, Tobback et al. (2018) use a single-stage methodology to identify articles that are relevant for economic policy uncertainty. After considering alternative specifications, we use a two-stage approach. In the first stage, we train our SVM classifier to find articles that are relevant to the state of the Chinese labour market. In the second stage, we train the classifier to distinguish between articles that represent positive labour market sentiment and those that evoke negative sentiment.
While a number of methodologies exist for classifying text, we selected the SVM methodology, as the literature suggests that it is superior for classifying Chinese-language documents (Tan and Zhang (2008) ).
Our methodology consists of the following steps:
• Preselecting the articles;
• Constructing the training and testing subset;
• Preprocessing the articles for machine learning;
• Transforming the text into a numerical matrix;
• Training the classifier; and
• Constructing the LMCI.
Preselecting the articles
In this paper, we create a novel dataset drawing on Chinese-language newspapers from mainland China provided by Wisers, a Hong Kong-based company. Wisers is the world's largest database of Chinese newspapers, beginning in late 1999 and consisting of 428 Chineselanguage newspapers from mainland China. The newspapers cover both regional and national news. They contain a mixture of news: central government policies, local companies' news, major 2 More information on Wisers can be found at www.wisers.com.
events in the country, human interest stories, etc. To make our dataset more manageable, we preselected a subset of articles based on keywords most relevant for news about the labour market. We drew on Antenucci et al. (2014) and translated the keywords into Chinese (see Table 2 for a list of the keywords selected). Our keyword search of 90 newspapers for the period January 2003 to June 2017 resulted in more than eight million articles, or over 1600 articles per day. We then randomly selected one day for each month between January 2003
and June 2017 and downloaded all the articles published on that day that contained any of our keywords. This process resulted in a set of a little over 266,000 potentially relevant newspaper articles in our dataset. 
Constructing the training and testing subset
In machine learning, the classification problem, which maps input data into given categories, is one of the typical problems solved by supervised machine learning algorithms. The algorithms that solve the classification problems are called "classifiers." The supervised machine learning uses a training dataset and seeks the best algorithms that predict well out of sample (Mullainathan and Spiess (2017) ).
To create a subset of articles to be used for both training and testing the classifier, we randomly selected just under 800 articles from the 266,000 in our dataset. We read all of them and then classified them using a two-step process. First, the articles were divided into two groups: (i) those that clearly contained either positive or negative sentiment with respect to the state of the Chinese labour market (relevant articles) and (ii) those that did not (irrelevant articles). In the second step, the first group was further subdivided into articles that contained positive sentiment and those that contained negative sentiment (the grouping of the articles in the training/testing subset is depicted in Table 3 ).
To frame our reading of the articles, we agreed upon general rules to help each author to classify articles in our training/testing set. Articles were labeled as relevant (positive/negative) if they met the following principles:
• Directly reported instances of companies hiring (positive) or cutting jobs (negative); individuals finding (positive) or losing jobs (negative).
• Indirectly reported labour market conditions. For example, national or regional policies have been implemented to help people to find jobs, which indicated the underlying labour market conditions were poor (negative).
To ensure that the manual selection process was robust, several of the authors read and independently scored each article for both relevance and sentiment. This was followed by a discussion of those articles upon which there was a disagreement until consensus was reached as to whether an article expressed sentiment and, if so, the nature of the sentiment. It is difficult to associate the positive or negative sentiment contained in the articles with specific economic indicators: employment, labour force participation, hours worked or wage growth.
We assigned articles positive or negative sentiment based on our sense of whether the article contained "positive news" or "negative news" about general labour market conditions. In this way, we see labour market sentiment as akin to consumer confidence, which could rise because of increasing employment or rising wages or the expectation of better economic times ahead. While consumer sentiment is based on survey data, our labour market sentiment is a function of whether newspaper articles report positive or negative news.
Preprocessing the articles for machine learning
The goal of preprocessing is to break the Chinese text into small, meaningful units. In
English, these units are typically words, and unique words are easy to identify in a document, since they are separated from other words by spaces. In contrast, Chinese text has no spaces between characters and a character, on its own, may not form a meaningful unit. Indeed, a large proportion of Chinese words are made up of two or more characters. Since the occurrence of a Chinese word in a document is not indicated by any sort of punctuation, the meaning of a sentence is potentially ambiguous.
To illustrate how the meaning of a sentence depends on how Chinese characters are segmented into words, consider the following example. The Chinese sentence below can have different meanings depending on how the characters are segmented.
Sentence: 乒乓球拍卖完了 Segmentation 1: 乒乓球拍/ 卖/ 完/了 (pingpangqiupai mai wan le)
Meaning: The ping pong paddles are sold out.
Segmentation 2: 乒乓球/ 拍卖/ 完/了(pingpangqiu paimai wan le)
Meaning: The ping pong ball auction is over.
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In order to sort Chinese characters into words, we relied on a natural language processing software called Harbin LTP (Che et al. (2010) ). We tested several software packages designed for the Chinese language and found that Harbin LTP outperformed the others in terms of word segmentation accuracy and speed. We also removed "stop words" from each article at this stage. Stop words are those that are important from a grammatical perspective but do not contain independent meaning. We did this with the assistance of the Word List with Accumulated Word Frequency Sinica Corpus 3.0. We eliminated 63 additional words, mostly adverbs, that we felt were not independently meaningful.
Transforming the text into a numerical matrix
The next step involves transforming the text from the articles into a numerical matrix. The bag-of-words vector is then used to construct the term-frequency matrix tf (n, m),
where n is the number of articles and m is the number of unique words in the training set. The term-frequency matrix essentially presents the distribution of unique words across all the articles. To diminish the weight of words that occur frequently and increase the weight of those that appear rarely, the term-frequency matrix is multiplied by the inverse document frequency (idf ) to obtain tf idf matrix. The inverse document frequency measures the importance of a word in all articles in the training set and is calculated as follows:
idf = log N umber of articles n in the training set N umber of articles in training set in which term j occurs .
The re-weight of tf by idf is to diminish the importance of words that occur very frequently in the articles but that carry little meaning. It increases the importance of words that appear rarely but contain a lot of meaning. It is these words that, potentially, give the classifier more power to discriminate between different categories of articles.
Given that there are over 3000 unique words in our training set, we applied a χ 2 feature selection method to avoid model over-fit. We conducted this feature selection to select the 125 most important words to train our Stage I classifier and the 200 most important words to train our Stage II classifier -the tf idf matrix was thus transformed into an n×125 matrix for the Stage I classifier and into an n × 200 matrix for the Stage II classifier.
Training the classifier
Having constructed the tf idf matrix, we can now use it as an input into the SVM algorithm. To solve any classification problem, the SVM searches for the decision boundary that maximizes the margin between the two classes. The classification problem is illustrated in Figure 2 . The SVM selects two parallel hyperplanes to separate the two categories of data, so that the distance between the two hyperplanes (dashed lines) is maximized. The distance between the two hyperplanes is called the margin, and the decision boundary is the hyperplane in the middle (solid line). The circles and crosses that lie on the dashed lines are support vectors; these are the data points that are most difficult to classify. The intuition for the SVM algorithm is that if the classifier is able to separate the data points closest to the margin, it will be relatively easy to classify the data points that lie farther away.
As described in Fan et al. (2008) , the linear SVM tries to solve the following optimization problem:
where x i is defined as the vector of ith article in the training set of n articles, ω is the weight vector [ω 1 , ω 2 , ..., ω j , ..., ω m ] of unique words in the training set, and y i represents the manual classification labels (i.e., 1 or −1) for ith article in the training set. The term
2 is added to cover the cases that the SVM is not able to perfectly clearly classify -i.e., this term is intended to penalize classifications that fall within the margin. We performed an in-sample grid search with cross-validation to find the optimal value of C, the cost parameter. It controls the trade-off between limiting misclassifications and maximizing the margin. If C is too large, the chance of misclassification is small, but the margin will be too narrow and the chance of over-fitting is great. If C is too small, the margin will be too big and there will be too many misclassifications. The best value for C optimizes this trade-off. In our case, we trained the SVM to find an optimal linear function for each stage. The linear function (classifier) is in the following form:
where x i represents the vector of ith article in the training set, and x ij represents the tf idf value of jth unique term in ith article in our training set. ω j represents the weight of jth unique term in the training set. For each article x i , if f (x i ) > 0 then the article will be classified into the category labelled 1, and if f (x i ) < 0 then it will be grouped into the category labelled −1.
Recall that we run the SVM twice: once to find articles that are relevant (Stage I) and a second time to differentiate between positive and negative news (Stage II). In the Stage I classification, we trained the SVM to correctly identify articles that we had manually classified as either being relevant to the state of the Chinese labour market or being irrelevant.
Of our training/testing sample, 80% of the articles were used as a training set and 20% as a test set (to be used to measure the out-of-sample performance of the classification model).
We used an 80/20 split between the training and testing sets to ensure that we had sufficient data to conduct the ten-fold cross-validation.
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Following Sokolova and Lapalme (2009), we evaluated the performance of the SVM according to three metrics:
where:
T P = True positives T N = True negatives
The results of our Stage I testing are shown in Table 4 . The SVM could achieve a high accuracy rate with 85% of the articles classified correctly. The proportion of irrelevant articles correctly identified by the classifier (i.e., specificity) was also elevated at 89%, as was the share of relevant articles properly categorized by the classifier (i.e., sensitivity) at 82%.
We followed the same procedure for the Stage II classification, where we trained the SVM to separate the articles identified as relevant in Stage I into those representing positive labour market sentiment and those reflecting negative sentiment. We split the 313 articles in this sample using the same 80/20 split between the training and testing sets; this yielded 250 articles in the training set and 63 in the testing set. As shown in Table 4 , reported values for the metrics suggest that the classifier performed well in the Stage II classification as well.
In an ideal case, we would like the classifier to be able to distinguish between articles as accurately as human reading does. However, there is no established standard to define the acceptable classification error rate for the Accuracy, Specificity and Sensitivity metrics.
Moreover, there are trade-offs between the metrics such that improving Specificity could reduce Sensitivity. This is akin to the trade-off between Type I and Type II errors. Our reading of the literature is that an acceptable error rate for the reported metrics is projectspecific and subject to the discretion of the authors.
To further assess the accuracy of our two-stage methodology, we developed two alterative classifications. We trained a one-stage classifier that sought to divide the articles into three categories: positive labour market articles, negative labour market articles, and neutral labour market ones (Method 1). 6 And we trained a two-stage classifier, in which the Stage I classifier divided all the articles into relevant and irrelevant categories and the Stage II classifier divided the relevant articles into positive sentiment, negative sentiment, or sentiment neutral categories (Method 2). The performance of our preferred methodology (Method 3) against the two alternative methods is presented in Table 5 . Our preferred methodology appears to be superior. Method 1 does well at identifying labour market-neutral articles, but not at identifying labour market-relevant ones. Method 2 has the same Stage I classifier as our methodology, which performs reasonably well. However, its Stage II classifier does not perform as well.
There are clear differences between the articles that express negative sentiment and those that express positive sentiment. Figures 3 and 4 show the frequency of the top 30 words that only appear in either the negative or in the positive sentiment news articles. The terms "laidoff (下岗)", "unemployment (失业)", "unemployed (失业人员)", "laid-off/unemployed (下岗失业)", "laid-off workers (下岗职工)", and "laid-off staff (下岗失业人员)" feature prominently in the negative sentiment news stories.
Constructing the LMCI
We construct a composite LMCI that is intended to capture the relative frequency of positive sentiment articles to negative sentiment articles. As a first step, we create two sub-indices:
one capturing positive labour market sentiment and one indicating negative sentiment. To do so, we follow the approach used by Baker et al. (2016) to create an economic policy uncertainty index. This procedure involves first creating a monthly series of the number of positive (negative) sentiment news articles in each newspaper. The raw counts are then scaled by the total number of articles in the same newspaper and month. The resulting series for each newspaper is then standardized to unit standard deviation and summed across all the papers by month. Finally, each multi-paper index is normalized to a mean of 100.
Once the two sub-indices are created, we construct our LMCI by dividing the positive sentiment index by the negative sentiment index. We then demean the series so that the index has a mean of zero. A value above (below) zero indicates that on net, Chinese labour market sentiment is positive (negative). The standard deviation of the series is 0.1. Our LMCI is depicted in Figure 5 .
4 Evaluation: Can our Chinese LMCI explain and predict wage growth?
Before we compare the usefulness of our LCMI against that of official labour market indicators, we first check to see if its evolution is consistent with changing labour market conditions.
4.1 Does our LMCI capture the likely impact of key shocks on the Chinese labour market?
Our LMCI appears to capture the likely impact of key shocks on the Chinese labour market Anecdotal evidence suggests that some employers laid off informal workers in the period after the new LCL was announced but before it was implemented (i.e., in the second half of 2007)
given that it became more difficult to lay off workers after the LCL became effective.
The decline in the index in 2007 was followed by a marked increase in 2008 reflecting employment gains that may be associated with the reconstruction after the Sichuan earthquake and the 2008 Olympics. In May 2008, a devastating earthquake of magnitude eight hit Sichuan province, killing more than 80,000 people and leaving more than 15 million homeless. The Chinese government responded rapidly with a reconstruction plan that involved building about 6.6 million houses, 3000 schools and 1100 medical facilities over a three-year period. Given the scope of the reconstruction effort, workers were drawn from both inside and outside the earthquake-affected area. Preparation for the 2008 Beijing Olympics is also associated with an increase in employment, particularly in the construction and transportation sectors (Wang and Zhang (2013) ).
The index dipped precipitously during the global financial crisis (GFC) because of the significant employment loss over that period. It is estimated that around 23 million workers lost their jobs in China during the global financial crisis, as thousands of factories in the coastal region were closed when the number of orders filled by many export-oriented firms declined sharply (Cai and Chan (2009) ). Most of these workers were migrants. In response to the GFC and to minimize its impact on the Chinese economy, the government announced a very large economic stimulus package (the headline number was US$586 billion or over 13% of GDP) in late 2008 to be invested in infrastructure and social welfare. Infrastructurerelated employment helped mitigate the impact of job losses in the export-oriented sector.
The recovery in the labour market is reflected in the evolution of the LMCI, which was back up to zero by mid-2010. 
Regional LMCIs and export growth
Since we collect newspaper articles from a range of Chinese cities, we can undertake analysis to better understand how regional labour market conditions may vary. In particular, we would expect labour market conditions in the coastal region, which is more export-oriented than inland provinces, to be more sensitive to shocks emanating from abroad.
To test this, we construct two LMCI sub-indices: one for the coastal provinces (including Beijing, Tianjin, Hebei, Shanghai, Jiangsu, Zhejiang, Fujian, Shandong, Guangdong, and Hainan) and a second for the remaining inland provinces. 9 We then run a series of regressions in which the LMCI sub-indices are regressed on their first lag, a constant and export growth.
The results are presented in Table 6 . We find that exports are a predictor of labour market conditions in the coastal region (and for the country as a whole) but not for the inland region. This result not only sheds light on the difference between the coastal and inland labour markets, it also reinforces previous findings that the LMCI is, indeed, sensitive to actual labour market developments.
Wage movements
Ultimately, the usefulness of our LMCI will depend on the extent to which it allows us to capture direct measures of labour market outcomes. Moreover, the LMCI's value added needs to be assessed vis-à-vis the ability of the official measures of labour market activity discussed above to capture these outcomes.
A natural starting point for an indicator of labour market activity is its ability to predict wage movements. Thus, we estimate a set of Phillips curve-type equations in which wage movements are regressed on controls and various labour market indicators, including our LMCI. Our equations are of the following form:
where ω is wage growth (in year-over-year terms), π e t are CPI inflation expectations, labour indicator represents one of the labour market indicators that we consider and is an error term.
Given the lack of availability of a quarterly Chinese wage series over our sample period, we use disposable income as a proxy for wages.
10 The inflation expectations measure we use is the quarterly diffusion index created by the People's Bank of China (PBOC), which compiles survey responses on the direction of the price level in the next quarter. We convert our LMCI from monthly to quarterly frequency by taking a five-month centred average of the index and then averaging the monthly index values in each quarter. To assess the relative information content of our LMCI, we compare it against the following labour market activity measures: the urban labour demand-supply ratio, the official unemployment rate and the employment sub-components of the PMIs. Figures 6, 7 and 8 graph the official labour market indicators against our LMCI. Note that there was a trend in the urban supply-demand ratio, which we removed by taking the four-quarter change. More details on variable construction and data sources are provided in Appendix B.
The results are presented in Table 7 .
11 The results show that over the full sample period, our LMCI is the only labour market activity indicator that has explanatory information for wage growth.
12 It is the case that the employment sub-indices of the manufacturing and non-manufacturing PMIs also contain information relevant for wage growth. Note that these indicators are only available over a shorter time frame.
We next proceed to forecast wage growth and compare the forecasts using the LMCI against those using the official labour market activity measures. The forecasts were constructed as rolling four-quarter-ahead forecasts beginning in 2008Q2 and running to 2017Q1.
The forecast results, which show the ratio of the root-mean-squared error (RMSE) of forecasts that use the other labour market activity variables to those using our LMCI, are presented in Table 9 (a number less than one indicates that our LMCI provides superior forecasts).
The RMSEs of the forecasts are quite close. Indeed, only the four-quarter-ahead forecast using the employment sub-index of the non-manufacturing PMI is statistically superior to the others, as per the Diebold-Mariano test.
There appears to be a downward trend in wage growth beginning in 2007Q3 and continuing to the end of our sample (Figure 9 ). This downward trend suggests that there are longer-term structural changes affecting wage growth in addition to short-term cyclical pressures. In view of this, we estimate a second set of regressions in which the dependent variable and the lagged dependent variable are the deviations of wage growth from trend. All other variables are as defined in Equation 4. The results of these estimations are presented in Table 8. In this set up, only our LMCI and the official unemployment rate contain statistically significant information. 13 It is worth noting that the employment indices of the PMI are no longer significant in this formulation.
Once again, we undertake a forecast comparison exercise by conducting rolling four-11 Unit root tests conducted using the Augmented Dickey-Fuller test suggested that all the series in equation (4) are stationary, as assumed.
12 Our results were robust to the removal of the observations associated with the GFC (i.e., 2008Q3-2009Q3) .
13 Here too, our results were robust to the removal of the observations associated with the GFC (i.e.,
2008Q3-2009Q3).
15 quarter forecasts beginning in 2008Q2 and going to 2017Q1 and comparing the RMSE ratios.
The results are presented in Table 10 . They show that forecasts conducted with our LMCI are superior to those using other labour market activity indicators. Moreover, in about half the cases, the gain in accuracy from using our LMCI is statistically significant as per the Diebold-Mariano test.
5 Evaluation: Can our LMCI explain and predict credit growth?
In this section, we evaluate the usefulness of our labour market index by testing if it can help explain credit growth in the context of a McCallum-type monetary policy rule better than the official labour market indicators can.
Estimating and forecasting a McCallum-type rule
Understanding Chinese monetary policy, and attempting to represent its conduct using a monetary policy rule, is a challenging endeavour because the PBOC has many monetary policy instruments and multiple objectives. Over our sample period, the PBOC has used the following instruments to conduct monetary policy: reserve requirement ratios, benchmark interest rates, open market operations, targeted lending facilities and window guidance.
Moreover, the importance accorded to individual instruments has changed over time, further complicating the task of representing the conduct of Chinese monetary policy with a rule.
For instance, the PBOC relied heavily on reserve requirement ratios as a monetary policy instrument a few years ago but does less so now. More recently, it has put a bigger emphasis on the use of targeted lending facilities. While interest rates have been used as an instrument over the entire sample period, the preferred benchmark rate has changed over time: for many years, the PBOC used the one-year base lending rate but has recently been emphasizing the seven-day reverse repo rate.
Chinese monetary policy has also been guided by multiple objectives over our sample period: employment, GDP growth target, inflation target, monetary aggregate target, external balance, stable currency and financial stability.
14 Although it is likely that the importance of its different monetary objectives has also changed over time, its employment objective has been and continues to be very important. This is because the central government wants to avoid a situation where high unemployment could lead to social unrest. Given the importance of employment as a monetary policy objective, we would expect monetary policy to adjust in a counter-cyclical fashion to labour market conditions: tighten when market conditions are buoyant and loosen when conditions deteriorate. With this hypothesis in mind, we test if our LMCI can help explain the conduct of Chinese monetary policy by modifying the following McCallum monetary policy rule to make it more applicable to the Chinese context:
where ∆m is monetary aggregate growth, ∆y * is the target of nominal GDP growth, ∆y is nominal GDP growth, Φ are additional relevant variables and is an error term. In this type of rule, a central bank is assumed to conduct monetary policy by responding to deviations in GDP growth from its target and to other additional relevant variables (for example, change in the velocity of money or deviations from an inflation target).
15
We modified this rule so it better reflected monetary policy with "Chinese characteristics." We used deviations in credit growth from its trend instead of money growth as the dependent variable. In doing so, we are assuming that the impact of all the PBOC's monetary instruments were used to control credit growth. We took the PBOC's Total Social Financing as our broad credit measure. 16 We use deviations of real GDP growth from its target instead of nominal GDP growth because the Chinese central government has had a real rather than a nominal GDP growth target. Finally, we used deviations of inflation from target, where the inflation target comes from data compiled by Klingelhöfer and Sun (2018) for the period 2000-2015 and from press reports for subsequent years.
The estimation results for different specifications of the McCallum-type rule applied to China using OLS are presented in Table 11 . 17 In the first column, we report the results of a (2016)).
basic McCallum rule. In subsequent columns, we add our labour market activity indicators.
Our LMCI and the urban supply-demand ratio come in significantly at the 1% level, while the employment sub-index of the non-manufacturing PMI is significant at the 10% level but the sign on this variable is wrong.
Next, we undertake a rolling four-quarter out-of-sample forecasting exercise, like those conducted in Section 4 above. The results are reported in Table 12 . For each of the forecast horizons, our LMCI provides forecasts of credit deviations that are significantly better than those from equations using the official unemployment rate and the manufacturing PMI employment sub-index, as per the Diebold-Mariano test. The forecast from the urban supply-demand ratio and the non-manufacturing PMI employment sub-index beat those of our LMCI, but the improvement in forecast accuracy is not significant.
Concluding Remarks
Building on the methodology of Tobback et al. (2018) , we constructed a Chinese LMCI using text analytics applied to Chinese-language newspapers from the mainland over the period from 2003 to 2017. Visual inspection suggests that our news-based LMCI appears to track the key historical developments in China's labour market. Regional disaggregation illustrates that labour conditions in the export-oriented coastal regions are sensitive to export growth while those in inland regions are not.
We then formally test the information content and the forecast ability of our LMCI against four official labour market activity measures: the unemployment rate, the urban supply-demand ratio and the employment sub-indices of the non-manufacturing and manufacturing PMIs. Surprisingly, one of our findings is that the much-maligned official labour market indicators do contain information. However, their information content and their forecasting ability are not robust across the two wage growth and the credit estimations. Indeed, each of the official labour market activity variables is only significant (and properly signed) in one of the three estimations. In contrast, our LMCI does well in all three estimations.
Moreover, in many instances, our LMCI is able to provide forecasts that are significantly superior to those of official labour market indicators. This suggests that text analytics can, indeed, be used to extract useful labour market information from Chinese newspaper articles.
Note: There are between 1 and 23 newspapers in each region (the darker the colour, the larger the number of newspapers in that region) (2006) statistics (i.e., official rate), Urban Household Survey (1999) and population census data (1982 ( , 1990 ( , 1995 ( , 2000 ( ) Liu (2012 Based on Chinese Household 9.5% Income Project Surveys (1988, 1995, 2002 Note: The discrepancy between the number of articles relevant to the labour market reported in Table 3 and the number of labelled articles reported for Stage II above reflects the removal of 14 articles that were related to Hong Kong, Macao or Taiwan (and not mainland China). (3) The constant term is not shown. (4)***, **, and * indicate statistical significance at the 1%, 5% and 10% levels, respectively. (3) The constant term is not shown. (4)***, ** and * indicate statistical significance at the 1%, 5% and 10% levels, respectively. (1) RMSE ratios are constructed by dividing the RMSE of the specification with the LMCI by the specification with the labour market indicator listed in the table. (2) ***, **, and * indicate statistical significance at the 1%, 5% and 10% levels, respectively.
