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Abstract. We give a ‘quasi-euclidean’ division algorithm of some rings of integers in number fields; 
which we authorize to make use of the Euclid-algorithm for the computation of GCDs in these 
rings. 
1. Introduction 
L’algorithme d’Euclide-pour le calcul du P.G.C.D de deux entiers-est si ancien 
que le mot algorithme est utilise, outre son sens habitue1 en informatique, pour 
designer la fonction qui sert a controler la division dans les anneaux euclidiens. 
Rappelons qu’un anneau A est euclidien pour un algorithme 4 (fonction a valeurs 
entieres) si pour tout couple (a, b) d’elements de A, b # 0, il existe 4 et r, elements de 
A, tels que a = bq + t et 4(r) c 4(b). L’algorithme d’Euclide consiste a iterer ces 
divisions pour obtenir le P.G.C.D. (dernier reste non nul). Cet algorithme est 
couramment utilise dans l’anneau des entiers (4 est alors la valeur absolue) et dans 
l’anneau des polynomes sur un corps (4 est alors le degre). 
Bien que l’hypothese de Riemann entraine que tout anneau principal, d’entier 
algebrique, ayant une infinite d’unites, est euclfdien, l’algorithme d’Euclide est 
rarement employ6 pour calculer le P.G.C.D_ dans ces anneaux, En effet, il y a we 
obstruction a cette utilisation: m6me lorsque l’on connait la fonction algorithme 4, il 
faut savoir calculer We quotient et le reste de la divis,ion de deux 6Xments quel- 
conques. 
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C’est pour eviter le recours a l’hypothese de Riemann que nous avons introduit la 
notion d’anneau quasi-euclidien [2]. Dans un tel anneau, pour tout couple (a, b) 
d’elements avec b # 0, on associe une division (a := bq + r) et, comme pour l’algori- 
thme classique d’Euclide, il existe une suite finie de tellles divisions convergeant vers 
leur P.G.C.D. 
Une theorkme de VaserStein [4] affirmant que, sauf quatre exceptions, tout 
anneau d’entiers de corps de nombres principal est quasi-euclidien, I’objet de cet 
article est d’indiquer une methode explicite pour calculer le quotient et le reste de la 
division de deux elements d’un tel anneau. Pour un anneau donne, les calculs 
preparrtoires sont souvent longs (recouvrement d’un domaine fondamental (F c 
U(A); F +A = Cf(A)) par des voisinages de ‘rayon’ l/q); et a ma connaissance ce 
travail n’a et6 eflectu6 que pour quarantaine d’anneaux principaux d’entiers 
qwdratiques. Mais une fois cette preparation effecttree; l’algorithme de la division, 
‘algorithme (d’Euclide) du calcul du P.G.C.D. sont t&s rapides et pour ce 
dernier d’une vitesse comparable a celle de l’algorithme d’Euclide pour les entiers. 
Apres avoir rappel6 au Paragraphe 2 les resultats connus sur les anneaux quasi- 
euclidiens, nous introduisons au Paragraphe 3 un algorithme de la division dans un 
anneau A B condition qu’il possede une partition euclidienne (Definition 5), pro- 
priete que nous montrons verifiee au Paragraphe 4 pour les anneaux Ad, principaux 
d’entiers de corps quadratiques. Dans ce paragraphe nous donnons, a titre d’exem- 
ple, pour I’anneau A 47 (en Exemple 2) la partition d’un domaine fondamental 
associec a son recwvrement par des voisinages. Le dernier paragraphe decrit la 
programmation dc l’algorithme d’Euclide dans de tel anneau Ad. 
2. Anneaux quasi-euslidiens 
Tous les anneaux utilisk seront unitaires et communatifs. 
DCfinition 1. Soit A un anneau, on appelle quasi-algorithme d6fini sur A une 
application &, : A2 + N telle que pour tout a E A et tout b E A, b # 0, il existe q E A et 
r~Aaveca=bq+ r et qs(b, r) < &a, b). 
DCfMion 2. Un anneau A, non nkessairement integre, est quasi-euclidien s’il 
existe WI quasi-algorithme 4 : A2 + N. 
Difinition 3. On dit que deux elkments al et a2, d’un anneau, possedent une suite 
finie de divisions gCralis6es convergeant vers leur I? G. CD. [2], s’il existe une suite 
finie 41, . l ’ 9 qn, a37 l l l 9 a,, d’elements de A tels que ajel = aiqi + ai+l pour 2 s i <= n 
et a,-1 = qna, + 0. Remarquons que a, est le P.G.C.D. de o1 et de ~2, et que l’on peut 
ecrire cette suite de divisions par le symbolisme suivant: 
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ThCdme 1. Soit A un anneau non nkessaiwnent integre, ies deux propositions 
suivantes sont equivalentes : 
(1) il existe un quasi-algcrithme 4 : A2 + N, et par suite A est quasi-euclidien, 
(2) pour tout a E A et tout b E A, b # 0, il existe une suite finie de divisions 
ge’n&alisees convergeant vers leur P.G.C.D. ( 
Dkmonstration. ( 1) + (2) 5 cause de la decroissance stricte des 4 (ai, ai+ I). 
(2) + (1) necessite la construction de I’application 8: A2 + N definie par e(a, b 1 
&gale le plus petit nombre de divisions (ai- = aiqi + ai+ 1) apparaissant dans une suite 
finie de divisions generalisees convergeant vers P.G.C.D. (a, b). On demontre alors 
facilement que 8 est un quasi-algorithme. 
Exemples 1. Voici des exemples d’anneaux quasi-euclidens: 
(a) Tout anneau euclidien est quasi-euclidien en prenant + (a, b) = # (b). 
(b) Tout anneau de valuation est quasi-euclidien en nrenant $: A2 + (0, 1,2} 
definie par $(a, 0) = 0, $(a, b)= 1 si b # 0 et v(a)2 v(b); et $(a, b) = 2 dans les 
autres cas. 
(c) Tout anneau principal, de type arithmetique, ayant une infinite d’unites est 
quasi-euclidien. La demonstration de cet exemple est bask sur un resultat de 
VaserStein [4] et un theo&me sur le groupe GE,(A) ([2, Theoreme 171). D’autre 
part, il faut utiliser l’hypothke de Riemann pour demontrer que ces anneaux sont 
euclidiens. Dans ce cadre il faut signaler que l’on ignore actuellement s’il existe des 
anneaux principaux quasi-euclidiens et non euclidiens. 
Proposition 1. Dans un anneau quasi-euclidien, deux &lements quelconques ont un 
P.G.C.D. 
C’est une consiquence du Thboriime 1. 
Remarque I. Comme on se restreint ici aux anneaux principaux des entiers de corps 
de nombres, l’integrite de ces anneaux donne l’unicite du P.G.C.D. aux unites pres. 
Proposition 2. Tout anneau, non ntfcessairement in&ye, quasi-euclidien est un 
anneau de Bezout. 
Rappel. Un anneau de Bezout est un anneau dans lequel tout ideal de type fini est 
principal 
La demonstration de cette proposition se trouve dans [2]. 
Le theoreme precedent nous a montre que les anneaux quasi-euclidiens sont 
essentiellement les anneaux dans lcsqu& 3 existe un algorithme ‘d’Euclide’ pour le 
calcul du P.G.C.D., cet algorithme &ant bask sur la division quasi-eucbdienne. Nous 
allons montrer comment on peut cwstruire cette division pour les anneaux prin- 
cipaux d’entiers de corps de nombres qui sent quasi-euclidiens d’apres {c) des 
Exemple 1. 
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3. P&wipe de I'algorjthme de la division dans uu z1uneau A principal d’entiers de 
corps de nombres 
Ddfinition 4. Dans le corps Cf(A) des fractions de A, appelons domaine fondamen - 
tal I;: une partie de: Cf(A) admettant I’origine comme centre de symhtrie, qui par 
translation (X + x + q, 4 E A) recouvre Cf(A) et dona l’intersection avec I’un qu& 
conque de ses trawlat& est vide. Par example, dans l’anneau Ad des entiers de 
Q(Jd), pour d = 2 ou 3 (mod 4) on peut prendre F = {a + bdd, (a, b) E (Q n]- $, $])*}. 
DMtnition 5. Une partition eucfidienne d’un anneau A consiste n un nombre fini de 
couples (rrl:, Si)i=l,.... n et de triplets (Ti, fj, Uj)j=l,...,p tels que les 616ments si, tj, uj 
appartienne:lt zt A avec ui # 0 pour j =t I, . . . , p et tels que les sous-ensembles Ti et 
Ti forment une partition d’un dornaine fondamental F de A. 
DCfinition 6. Dans tout anneau A, poss6dant we partition euclidienne, pour tout 
coupie (a, 6) d’&%nents non nuls de A on d&nit une division g&&alise’e de a par b 
par le pro&d6 suivaw: 
Appeions Ae,b l’unique translaticw It? 4 !e!le qae a/b =4,/b E F; s’il existe un j te] 
que b/a + tj E Ti, on pose 4 = I.+ et r = a - &J ; sinon, ou bien, il existe un i tel que 
a/b -As/be Ti et on pose q=Si+&/;, et I= a - bq ; ou bien il existe un j tel que 
a/b -Aaib E Tj et on pose q = tj +&lb et r = a - bq. 
3.1. Algorithmc de !a division 
DMnition 7. On appelle norme definie sur un anneau intkgre A, une application 
multiplicative fi O :A 4’V teHe que F’(X) = 0 si et seulement si x = 0. Cette appli- 
cation s’etend natureIlement en une application p : Cf(A) + Q*. 
Introduisons les voisinages V et W. Pour s E A, posons V(s) = {x E Cf(A); p (x - 
r]< 1) et pour t et u $0 6lhents de A, posons W(t, u) =c {x &f(A); N(X - 
(~-WU))~N4~)~. 
Thkor+me 2. Soit A urt anneau intigre, po&dant une norme g et une partition 
euclidienne. Si pour tutrt i E Cl1 . . . , n),~naTicV(si)etpourtoutj~(1,...,p)ona 
Tg C W(tj, Uj) et Tg n V(tj) = 0; AlO? 
(1) pour tout a E A et tout b E A, b # 0, la sudtf, de divisions associe”es li la partition 
euclidienne converge, en un nombre fini de pas, vers le P.G.C.D. de a et de b, 
(2) if existe une applicaht 4 : A2 + telle que ces divisions associe’es d la partition 
euclidienne soient des diuisiovts pour le quasi-algorithme 4. 
Comme (2) implique (1) h cause de la dkroissance stricte des 
@(ai, ai+& il s;fIit de dhmontrer (2). Auparavant donnons la valeur de 4(x, y) et 
dknontrons un lemme, 
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Pour tout (x, y) E A2 posons 4(x, y) = 2~ (y) sauf pour les couples (x, y ) tels qu’il 
existep’E{l,..., p}avecy/x+t+Tic W(ti,ui)etdanscecas(b(x,y)=2p(x)-1. 
Lemme 1, Si 4(x, y) = 2fi(x)- 1, 0~ a ntikessairement p(y) +L(x). 
DQmwstration du lemme. La definition de I’application 4 nous indique qu’il existe 
Ml , . . . , p} tel que Y/X + Zj E T; c W(ti, uj). 
Comme par definition des ensembles Ti, T; n I’( ti) = 8, on a y/x + fk g V( ti); c’est 
B dire &y/x + ti - ti) 3 1. D’oti le &ultat, 
Pour demontrer l’assertion (2) du theoreme, considerons un couple quelconque 
(a, b) d’elements de A x A* et montrons que le quotient et le reste de la division 
associCe B la partition euclidienne verifie a = bq + r avec 4 (6, r) c ~(cz, b). 
Pour plus de clart6, nous etablirons ce risultat en raisonnant sur la parite de 
4(a, b): 
(1) #(a, b) = 2*(b). II existe une translation unique A,+ E A telle que a/b - 
haib E F. D’ou deux cas: 
il existe i E { 1, . . . , n} tel que a/b - h a/b E Ti C V(S~). 011 61 dqnc I_c (U/b - ha/b - 
si)<l.Enposantq = ha/b + Si et P = n - bq, on obtient a = bq + r avec g(r) < b(b). 
D’autre part, rf b = (a - bq)/b = afb -q done r/b + si = a/b -&, E Ti et par suite 
&b, t) = 2~ (t). Dans ce cas, on a bien a = bq + t wet #(b, r) < (b (a, b); 
I1 &Ste j C (1, . . . , p) tel que al b - ha/b f Tj C W(Zj, Uj). Puisque a/b - &/b E 
W(tj, Uj), en posant 4 =ha/b+fietr=a-bq,onaa=bq+r. 
D’autre part r/b = a/b - q d’oti r/b + ti = al b - &/b E Ti. Done. d’apres la 
definition de 4, on a &b, I) = 2&b) - 1. Dans ce cas, on a encore a = bq + r avec 
#(b, r<4(a, b). 
(2) &J, b) = 2440) - 1. Puisque b/a + ti E Ti c W(tj, ui), en posant q = Mj et r = 
- bq, on a a = bq + r. I1 reste alors B calculer $ (b, r) puis B le comparer & 4 ( IE, b). 
Comme 
on a ~(r)=~(-r)=JU.(bui-a)<lu(a). Done &)=+(a)-1 ou encore 2p(r)< 
2fi(a)-2<2y(a)-1. 
D’autre part, le Lemme 1 entraine g(b) *p(u). Si 4(b, r) = 2~(b) - 1, on aurait de 
meme I 3 g(b) 3 p(a), ce qui est contraire i nos conclusions ptecedentes. Nous 
en deduisons que 4(b, r) = 2~ (r). Dans ce cas, now avons encore a = bq + r avec 
+(b, d) = 2p(r) < 2p(a) - 1 = 4(a, b). 
4 est bien un quasi-algorithme ce qui termine la demonstration du theoreme et 
montre que A esi quasi-euclidien. 
Notons que le quasi-algorithme Q, utilisk n’est pas minimal. D’autre part, dans le 
cas des anneaux d’entiers de corps de I- ,i;xbres que nous considererons plus tard, on 
212 B. Bougaut 
pourra prendre pour I_C la valeur absolue de la norme, F est isomorphe B Q”/Z” et les 
Sgions Ti et Ti sont alors dkfinies par un syst5me simple d’inkgalit&s. Dans ces cas la 
division est done faciie 5 efiectuer. 
Corollaire 1. Les anneaux vkjiant les hypothbes din Th4oGme 2 sont de Bezout. 
Ce r6sultat est immidiat, compte tenu du Proposition 2. 
Remarque importante. La demonstration du Theo&me 2 permet de donner un 
allgorithme pour le calcul du P.G.CD. 
Pour appliquer un algorithme pour la recherche du P.G.C.D. l’important dans la 
division quasi-euclidienne st de disposer du quotient et du reste plut6t que de 
connak la valeur prise par les 4(ai, ai+*). La donnke d’une partition euclidienne 
satisfaisant aux conditions du Thkorkme 2 donne explicitement, pour tout a et tout 6, 
b # 0, le quotient et le reste de la division quasi-euclidienne de a par 6. Au contraire, 
dans les anneaux d’entiers algebriques, meme euclidiens pour la norme, la connais- 
sance et le calcu! facile de cette norme ne donnent aucune mt5thode rapide pour 
exhiber le quotient et le reste de la division de a par b (il faut en effet chercher, par 
exploration systkmatique, dans la classe de $2 modulo bA, un Sment r tel que 
INWI < IW)l9 p uis calcuiter la valeur correspondante de 4 E A vkrifiant a = bq + r). 
Ainsi, l’algorithme donnk par le Thiorkme 2 est inkessant meme dans le cas des 
anneaux euclidiens pour la norme. 
Cependant pour utiliser le Th6okne 2, il faut connaitre une partition euclidienne 
convenable: c’est i’objet du paragraphe suivant. 
4. Construction d’nrne partition euclidienne darns un anneau A principal d’entiers de 
corps de nombres 
Nous allons montrer de quelle man&e il est possible de construire une partition 
ewlidienne. 
A itant un anneau d’entiers de corps de nombres, A est une Z-algkbre, libre de 
dimension finie n possidant done une norme N ( l ). 
0n peut prolonger cette norme en une application p dkfinie sur R” en l’ktendant 
d’abord A Q” puis par continuite h R”. 
Puisque le choix d’une base de A d8init un isomorphisme entre A et Z”, on a 
c’-’ A *) = Q” c R” et le domaine fondamental F est alors isomorphe 5 une intersection 
I.. i . s _.’ avec un cube de dimension n. 
Les techniques classiques de Giomitrie des Nombres permettent, alors, de 
trouver les voisinages V(si) et W(ti, ui) recouvrant E 
e Le recouvrement du domaine fondamental Fpar des voisinages V(si) 
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et W(ti, ui) permet de construire une partitiorr euclidienne &ri”ant les conditions du 
ThebrZme 2. 
On affine le recouvrement en prenant des sous-ensembles Rk des voisinages, 
formant une partition de F. Ace sta e I’anneau A possede, de maniere Cvidente, une 
partition euclidienne. 
Pour que cette partition euclidienne verifie les conditions du Theoreme 2, il suffit 
de poser z = Ri n V(si) ou Tj = Ri n V(ti) et Ti = Ri - V(tj). Pour faciliter la 
programmation, nous conservons la distinction entre les rCgions T et T’ mais nous 
supprimons les regions qui sont vides et nous changeons la numerotation pour la 
rendre conherente. 
Remarque 2. Un choix judicieux des Ggions Ri permet de limiter les erreurs de 
calculs. En effet, il suffit de choisir les frontieres des regions Ri de facon B laisser de 
part et d’autre de la frontiere entre Ri et R i+ 1 une b’ande, d’kpaisseur e, appartenant 
aux deux voisinages (voir Fig. 1). 
De &me si la frontike de deux voisinages est issue d’un mcme point (par exemple 
dans notre futur exemple A47 pour le point $+ $45 il est preferable pour la 
mEme raison, de rechercher un nouveau voisinage afin de definir une nouvelle region 
centree sur ce point. Ces exemples montrent que l’on peut associer beaucoup de 
partitions euclidiennes i un anneau. C’est la prtkision des calculs que l’on veut 
obtenir (par rapport ti l’ordinateur utilisC) qui nous guidera dans le choix de 
1’6paisseur e et par suite dans le choix du recouvrement. 
Proposition 4. Nous allons_btudier vaieurs de d telles que les anneaux Ad principaux 
(des entiers du corps Q(dd)) possgdent une partition euclidienne satisfaisant aux 
conditions du ThiorGme 2. 
Le domaine fondamental F de ces anneaux admettant deux axes de symetrie, il 
suffit que ces anneaux posskdent un recouvrement d’une partie E de F qui donnera F 
par les symCtries precitkes: 
Fig. I. 
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( 1) Pour les valeurs de d qui renden t Ad euclidien 
d= -1, -2, -3, -7, -11; 
d = 2, 3, 5,6, 7, 11, 13, 17, 19, 21, 29,33,37,41, 57,73. 
Pour montrer que ces anneaux sont euclidiens, on utilise un recouvrement du 
domaine fondamental par des voisinages V(Si). Barnes et Swinnerton-Dyer en 
donnent, dans [ 11, une bibliographie presque exhaustive. 
Remarquons que les regions du domaine fondamental, qui ne sont pas facilement 
recouvertes par des voisinages V(si), le sont par contre par des voisinages W(ti, uj). 
(2) Pourd = 14,22,43,46,53,61,69. Cooke, dans [3], a donne un recouvrement 
du domaine fondamental et a esquisse ce recouvrement pour d = 23,31,38,77,89, 
93,97, 113, 129, 133, 137, 181,253. 
Remarquons que, ces anneaux verifiant les conditions du Theoreme 2, sont 
quasi-euclidiens. 
(3) Nous alions montrer maintenant que I’on peut trouver une partition eucli- 
dienne verifiant Ses conditions du Theoreme 2 pour la premiere valeur non donnee 
par Cooke soit d == 47. 
Exemple 2. Nous avons montre dans [2] que le recouvrement du 
fondamental F = {c+ ~J47, (6, ;‘7) E (Q n [-$, $I)‘} de A47 s’obtient 
toisinages: 
V(si) pour siE{O, *l, *2, *16*2J47, *220*32J47) 
domaine 
par les 
W(tj, uj) pour (tj, uj)E{(*2, &14*2J47), (*16*2J47, *144*21J47), 
(*3, &7* J47), (G, l 7*J47), (*1, =t14=t 
2J47), (5l2 f 2J47, *192 f 28J47), (*358 f 
52J47, *3942 f 575J47)). 
Puis nous definissons les regions Ri par (voir Fig. 2) 
Ro = W, 0% 
R1={(x,y)~E-Ro,y~:J~}, 
Rz={k yk E, &/i&y au}, 
R3 = {x, y) c E, 0.2 < y 55s 0.3}, 
Rq= (X, Y)EE y 
1 
BP J;7+2 J47-o.3g=o, 
1.8 -- Y Ji7-J;rj>Oet yZO.3 
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Fig. 2. 
RS= (x,y)~E,y-&+A-&392~0ety-2x--=<O], 
I 1000 1000 
Rh={(x,y)~E, y-&jx-&$~O et ys;}, 
R,= (x,y)~E, y-&-&Oety>0.3}, 
1 
Rs = {(x, y) c E, (x -OS)*+ (y -&I!&)’ s 10-4}. 
La rCgion R7 se subdivise en quatre sous-ensembles (voir Fig. 3): 
R:= (x,y)~R,,y-&-~~Oety--&-0.254L0), 
i # 
R:’ = 
I 
(x, y) E R,, y -+0.254<0et y+&-0.3828cO , 
I 
R:” = 
1 
(x, y)~ R,, y -&-0.254<0, 
y+-&-0.3828>0etya0.317 T 
t I 
(x,y)~R,, ~~0.317 ety+&-0.3828>0}. 
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Etude de R, 
La partition euclidienne de F satisfaisant aux conditions du Theo&me 2 est 
obtenue par les regions f Ti, f Ti, *g( Ti), *g( Ti ), ainsi definies: 
TI = (0) = V(0): Tz = RI c V(l), T3 = Rz c V(-1), 
Td= V(2)n&~ v(2), ?‘5 = Rq c V(-2), 
Tg=&n V(-16-2447)~ V(-16-2J47), 
T 
A i=lr\g D c V(-220, -32), 
T; =[R3-(V(2)nR& W(2, -14-2J47), 
T; =[Rs-(V(l6-2J47)nR5)]c W(-16-2d47,144-2lJ47), 
Ti=.Rgc W(-3,7-J47), TI=R:c W(S,-7-J47), 
TG =.l?;'c W(-1,14-2J47), 
T& = R:“c W(-12+21/47,192+2&/47), 
T; = IR;~ c W(-358 - 52447, -3942 + 575 Ju). 
Enfin appelons u I’automorphisme de Q( JO) qui transforme a + b JN eu a - b JU. 
Le choix presente ici donne une zone d’epaisseur e >O.Ol de recouvrement 
(Remarque 2) des regions T par les voisinages. 
Rappelons que pour efectuer la division de a par b # 0, il suffit de chercher A 
quelle rkgion (=t r ou f Ti ou *a( Ti) ou *a( Ti )) appartient le representant module 
1 de a/b ou de b/a. On obtient alors immediatement le quotient et le reste de la 
division ‘quasi-euclidienne’. 
(t/47), verifiant les hypotheses du Theoreme 2, est quasi-euclidien. 
(4) Pour les autres valeurs positives de d telles que Ad soit prmcipa.1 et pour les 
autres anneaux principaux de corps de nombres ayant une infinite J’unites, un 
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theoreme de Vasergtein [4] a permis de montrer dans [2] que ces anneaux sont 
quasi-euclidiens. On peut done esperer trouver facilement un recouvrement d’un 
domaine fondamental de ces anneaux et savoir effectuer des divisions dans ces 
anneaux. 
5. Algorithme du P.G.C.D. dans les anneaux principaux Ad 
Realis pour un anneau principal de la forme Ad (entier d’une extension quadra- 
tique de Q), ce programme st la traduction classique de l’algorithme d’Euclide pour 
le calcul du P.G.C.D. en utilisant les quotients et les restes don& par le Theoreme 2. 
5.1. A lgorithme 
Dans la presentation de ce programme nous noterons entre parentheses et en 
italique son application B d = 47: 
( 1) Reesen ta tion des &men ts 
Entier de Ad ‘al +aze’: le couple d’entier (al, a2) = a ; 
Entier de Cf(Ad): le couple de reels ou de rationnels (x1, ~2) = X. 
(2) Donne’es d ‘en tree 
Donner d et une base (1, e) sur 2 de Ad (d =47, e=&7); 
Donner l’unite fondamentale E = e1 f e2e (&I= 48, ~2 = 7) ; 
Definition des voisinages V(si) et W(tj, uj) (voir Exemple 2); 
Definition des regions Ti et T: (sur E uniquement; voir l’ensemble des inegalit& de 
1 ‘Exemple 2). 
(3) Sous-programmes de base 
- Operation addition: addition de deux couples dans Ad et dans Cf(Ad); 
- Operation multiplication: donner la table de multiplication dans Ad et dans 
Cf(AJ (e2 = 47); 
- Norme d’un 3Cment z = a + be: N(z) = zS (a’-47b’); 
- Operation inverse de z = a + be: Z/N(t). 
(4) Programme principal. x, y, et z representent des reels, et les autres lettres des 
entiers. 
(Al) lire a = (al, a2); b = (bI, b2); 
(AZ) si b = (0,011 alors faire (P.G.C.D. t- a ; STOP;) FIN; 
(As) a + SIMPL(a); b * SIMPL(b); - la fonction SIMPL est destinee 5 reduire la 
:aille des elements et sera etudiee ci-dessous; 
(A-4) x + b/a ; 
(AS) pur j = 1 a J2 faire 
si x + t( j) E Ti alors faire PHI(a, b)* 21N(a)l- 1; q t- uj; 
r+a-bq;a+b;b+r;allerenA2;FIN;FIN; 
(A6) y + a/b; k + [y]; z + aJb -k; PHI(a, b)+ 21N(b)l; 
pour i = 1 B I1 faire 
si zETialorsfaireq+k+s(i);r+a-bq;a*b; b+r;allerenAZ;FIN; 
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Pour j = 1 & J2 faire 
si ZET; alorsfaireq+k+t(j);rc-a-bq;a+b;b+r;allerenA2;FIN; 
FIN; 
(5) Programme auxil’iaire 
- SIMPL(a) 
(Si) Rappelons que a = (al, a*); 
si 
e2d al -<-<- 
I I 
&I+1 
&if1 a2 ~2 
alors faire 
si ala2 > 0 alors faire a + aE’; aller en S1; FIN; FIN; 
sinon faire a + ae ; aller en S1; FIN; FIN; 
sinon SIMPL(a) e a ; FIN; 
Ce programme SIMPL, en divisant eventuellement un element de A,, par une unite, 
permet que la taille des restes suzcessifs ne depasse pas sensiblement la taille des 
donnees initiales. 11 permet ainsi d’eviter les depassements de capacite et rend inutile 
l’emploi de la multiple precision de grande longueur pour les calculs. 
Remarque 3. Afin de diminuer le temps de calcul, on a inter& ti ne consi&*er que le 
sous-ensemble E (cf. Proposition 4) du domaine fondamental F; ce qui alourdit 
l’ecriture du programme par l’introduction (de nombreux calculs de valeurs absolues 
et de signes auxiliaires. Par contre, il est souhaitable de modifier le programme pour 
calcaler la valeur de PHI(b, r)-voir le Theo&me 2 pour sa definition-et de la 
comparer B sa valetir theorique qui est egale & celle de PHI(a, 6) du passage suivant. 
En pratique les erreurs (d’arrondi peuvent donner des resultats differents et nous 
allow voir que cela ne change pas le bon deroulement du calcul du P.G.C.D. 
5.2. Stabilite’ du calcut du P.G.C.D. relative aux erreurs de calculs 
La precision des calculs etant limitee, il se peut qu’une esreur se produise dans le 
positionnement du quotient y = a/b (mod 1). Si y devant appartenir ti Cl, est place, 
par suite d’erreurs de calculs dans une region voisine C2 de Cl (on a y + 5 E C2), la 
division s’effectuera vec le quotient et le reste associ& g C2. Ce n’est pas g&ant si le 
recouvrement de C2 par son voisinage V(Q) ou W(tz, 1x2) laisse une bande fron- 
taliere d’epaisseur e2 6 recouvrant C1 (voir Fig. 4). 
Fig. 4. 
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Dans la majorite des cas ce ctepawement existe et l’utilisation de la multiple 
precision permet de reduire l’bpaisseur. Ainsi sur un IRIS 80, on obtient e s 10v6 en 
employant la double precision. 
Si l’erreur de positionnement se produit en verifiant que b/G + t(j) E Ti ---soit pour 
le calcul de PHI@, b&on demontre facilement que la m&me condition est suffisante. 
Mais si l’erreur se produit lors du calcul du PHI(b, r), elle peut etre en opposition 
avec le resultat obtenu pour le calcul de PHI@, b); (par exemple, a/b (mod 1) E T’,, 
done PHI@, b) = 21N(b)l et on devrait obtenir PHI(b, r) = 21N(a)l- 1 alorv que le 
calcul de PHI(b, r) peut donner 21N(r)i et &re superieur a 2/N(b)(). De plus 
l’incidence de cette erreur ne peut apparaitre que lors de la division suiwnte. C’est 
pour ces raisons que nous considerons seulement une decroissance globale de 
l’ensemble des valeurs de l’application PHI au lieu d’une stricte dkroissance des 
PHI(r,, m+l). Cette modification peut augmenter l~gerement le nombre des itera- 
tions de l’algorithme: ce qui n’est pas g&ant pour le calcul du P.G.C.D. 
5.3. Risulta ts concrets 
Voici, pour terminer, des resultats concrets: 
(a) Pour donner un exemple du temps de calcul (avec I’IRIS 80 de 1’Unive;site de 
Rennes I), une recherche de quatre P.G.C.D. dans Ad,, comportant 54 divisions ti 
effectuer, a demand6 moins de J& de minute. 
(b) Enfin voici deux exemples de calcul de P.G.C.D. dans Ad7: 
Exemple 3. Calcul du P.G.C.D. de A = (17, 101) et de B = (31,71). 
(17,101) = (31,71) x (2,0)+(-45, -41) 
avec PHI(B, R) = 153964 et PHI(A, B) = 471932 
(31,71)=(-45,-41)x(-1,0)+(-14,30) 
avec PHI(B, R) = 84208 et PHI(A, B) = 153964 
(-45, -41) = (-14,30) x (-2,O) + (-73,19) 
avec PHI(B, R) = 23276 et PHI(A, B) = 84208 
(-14,30)=(-73,19)x(1,0)+(59,11) 
avec PHI(B, R) = 4412 et PHI(A, B) = 23276 
(-73,19)=(59,11)x(7, -1)+(31,1) 
avec PHl(B, R) = 1828 et PHI(A, B) = 4412 
(59,ll) = (31,l) x (0,0)+(59,11> avec PHI(B, R) = 1827 et PHI(A, B) = 1828 
(31,l) = (59,ll) x (14, -2)+(239, -35) 
avec PHI(B, R) = 908 et PHI(A, B) = 1827 
(239, -35) = (-43, -7) x (48, -7) 
(59,ll) = (-43, -7) x (-3,0)+ (-70, -10) 
avec PHI(B, R) = 400 et PHI(A, B) = 908 
(-43, -7) = (-70, -10) x (-3,0) + (-253, -37) 
avec PHI(B, R) = 399 et PHI(A, B) = 400 
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(-253, -37) = (29, -5) x (48,7) 
(-70, -10) = (251, -5) x (14,2)+ (-6,2) 
avec PHI(B, R) = 304 et PHI(A, B) = 668 
(29, -5) = (-6,2,) x (-3,0) + (11,l) avec PHI(B, R) = 148 et PHI(A, B) = 304 
(-6,2) = (11,l) x (14, -2)+(-66,10) 
avec PHI(B, R) = 147 et PHI(A, B) = 148 
(ll, l)=i-66,10)x(-144, -21)+(377,55) 
avec PHI(B, R) = 92 et PHI(A, B) = 147 
(377,SS) = (1,l) x (48,7) 
(-66,10) = (1,l) x (14, -2)+ (14, -2) avec PHI(B, R) = 16 et PHI(A, B) = 92 
(1,1)=(14,-2)x(14,2)+(-7,1) avecPHI(B,R)=4etPHI(A,B)=16 
(14, -2) = (-7,l) x (-2,0)-k (0,O) avec PHI(B, R) = 0 et PHI(A, B) = 4 
Le P.G.C.D. de A et de B est: (-7,l) 
Exemple 4. Calcul du P.G.C.D. de A =(2024228, -295264) et de B = 
(49018424, -7SOO72). 
(2024228, -295264) = (32,4) x (48, -7)3 
(49018424, -7150072) = (56, -8) x (48, -7)3 
(32,4) = (56, -8) x (24,4) + (192, -28) 
avec PHI(B, R) = 32 et PHI(A, B) = 256 
(192, -28) = (4,L)) x (48, -7) 
(56, -8) = (4,O) 0x (14, -2) + (0, 0) avec PHI(B, R) = 0 et PHI(A, B) = 32 
Le P.G.C.D. de A et de B est: (4,0). 
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