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The information given by the position of the Brownian sheet along or near a 
curve can be represented by the sharp field, the minimal splitting field, or the germ 
field. When the curve is a separation iine, we show that the last two fields are 
always equal and give necessary and sufftcient conditions for equality of the first 
and third. Through explicit integral expressions for the conditional expectation of a 
Gaussian random variable with respect to the germ and sharp fields, we show that 
the germ field generally gives a second-order predictor of the position of the 
Brownian sheet, whereas the sharp field only gives a first-order one. 0 1988 
Academic Press. Inc. 
1. INTRODUCTION 
An observer looks out over a Brownian sheet. His observation is limited 
to a certain horizon, and he would like to estimate the position of the sheet 
beyond the observable portion. In this paper we examine both qualitative 
and quantitative aspects of this type of problem, through a detailed study 
of the probabilistic information structures. 
A few words on the history of the Brownian sheet, first studied by 
Kitagawa [K], Chentsov [Ch], and Yeh [Y]. The Brownian sheet is a 
natural extension of ordinary Brownian motion to a two-parameter 
situation: a different extension is “Levy’s Brownian motion,” introduced by 
Levy CL]. Much effort has been given to the study of Markov properties 
for these processes. Among the authors who have examined them for 
Levy’s Brownian motion are Mckean [MC], Kallianpur and Mandrekar 
[KM], and Molchan [MO]. The Markovian character of the Brownian 
sheet has been analysed, for instance, by Walsh [Wl, W23, Nualart [Nu], 
and Wong and Zakai [WZ]. 
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Since these processes are Gaussian, their Markov properties can be 
reformulated in terms of the Gaussian spaces spanned by them (cf. Pitt [P] 
and Nualart [Nu]). An important difference with ordinary Brownian 
motion is that the sharp Markov property does not hold even though a 
germ field Markov property does (cf. [Wl ] ). 
Other aspects of the Brownian sheet have been considered by 
Rozanov [Rl], who considered this process as a solution of a stochastic 
hyperbolic partial differential equation; in contrast, Levy’s Brownian 
motion is of elliptic nature, which might explain why it has received more 
attention until recently. Cairoli and Walsh also used the Brownian sheet in 
applications of their stochastic integral in the plane [CW]. 
The object of this paper is to give estimates of the position of the 
Brownian sheet using the information contained in the germ or sharp field 
of certain curves, termed separation lines by several authors. Problems 
of this nature have been considered for Gaussian multiparameter or 
generalized processes by Mckean [MC], Pitt [PI, Rozanov [Rl, R23, and 
Carraro [Cal. 
In this paper we first determine the Gaussian generators of the germ field 
of a separation line, by proving equality of its germ and minimal splitting 
fields (Theorem 3.1), and then give an integral representation of the 
Gaussian subspaces spanned by the generators of its germ and sharp fields 
(Theorems 3.8 and 3.10). This enables us to express the associated 
conditional expectation operators on the Gaussian space of the Brownian 
sheet as stochastic integrals of the generators (Theorem 4.1). If some 
regularity assumptions are made on the separation line and on certain 
covariance functions, the conditional expectations become (deterministic) 
Stieltjes integrals of the generators, 
As an application of our integral representation, we give a necessary and 
sufficient condition on the separation line for equality of its germ and sharp 
fields (Theorem 3.12). Furthermore, the predictors of the position of the 
Brownian sheet are now a special case of the preceding considerations. 
Explicit integral formulas are given (Theorem 4.2), and the mean square 
error of these estimations is computed (Theorems 4.5 and 4.6) and shown 
to be generally second order for the germ field but only first order for the 
sharp field. 
In Section 2, we introduce the notations and basic notions that we will 
be using. 
2. DEFINITIONS AND NOTATIONS 
Throughout this paper, T= rW: will denote the positive quadrant in the 
plane, t = (t,, tz) will be a generic element of T, R, will stand for the set 
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((si, s2) E T: si < t, , s2 < tz}, and dt will represent Lebesgue measure. 
Finally, the letter i will denote an element of { 1, 2). 
Let (Q,9, P) be a complete probability space on which a Brownian 
sheet t WA, r is defined. We recall that (IV,) is a mean zero real 
continuous Gaussian process with covariance function E( W, W,) = 
(s, A t,)(sz A t2), where s= (s1,s2) and t=(t,, tz). Such a process can be 
regarded as the distribution function of a white noise W, which is a ran- 
dom set function on the bounded Bore1 sets of T such that 
(a) W(A) is normally distributed with mean zero and variance the 
Lebesgue measure of A; 
(b) if A and B are disjoint, W(A) and W(B) are independent and 
W(A u B) = W(A) + W(B). 
One can set W, = W(R,) for t E T. 
Generally, equalities between random variables will hold almost surely, 
and o-fields are completed by P-null sets. 
For A c T, the sharp field %(A) of A is defined by X(A) = a( W,, t E A) 
(cf. [W2]) and the germfield 9(A) by 9(A) = nE,O ,%(A,), where A, is an 
s-neighborhood of A. It is well known that ( W,) is germ Markovian, that is 
to say, for every bounded subset A of R:, &‘(A) and &‘(A’) are 
conditionally independent given B(8A) (cf. [Cl]; a special case was also 
proven in [KLM]). 
A a-field d such that S(A) and #(A’) are conditionally independent 
given d is called a splitting field [MC] for &‘(A) and %(A’). Similarly to 
results of [C2, Sect. 1; MC, Sect. 63, we have the following properties: 
if d is a splitting field and 9J c Z?(A)u %‘(A’) is a a-field 
containing d, then 9 is a splitting field; (2.1) 
there exists a minimal splitting field, which we will denote 
.H(aA) clearly; (2.2) 
$i(i?A) 3 v#(dA) 3 S(A) n %(A’) 3 #(aA). (2.3) 
A non-trivial question is whether the inclusions in (2.3) are strict or not. 
We will examine this question in Section 3 for the special domains defined 
below. 
A separation line I’ is a continuous non-increasing curve that meets both 
coordinate axes. More precisely, r can be defined by a continuous 
parametrisation cp = (rpi, q*): [0, l] + T such that cpi is non-decreasing 
and cpz non-increasing. It is always possible to choose cp injective, and, 
without loss of generality for our purposes, we can suppose qo,(u) >O, 
(~~(24) > 0, for all 24 E 10, 1 [. 
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Observe that this definition includes the case when r contains horizontal 
or vertical segments, or both. 
Throughout the rest of this paper, we will be working with a fixed r and 
cp as defined above. 
Now r\r is partitioned into two open connected sets D (bounded) and 
D, (unbounded), such that i?D=iYD+ =r and 4= {(q,(u), cpz(u)): 
0 < u < u d l}. Recall that A’(r) = X’(D) n X(D+) (cf. [Wl, 
Theorem 3.121): one inclusion in (2.3) becomes an equality. 
Following [Wl, WZ], a system of generators for A!(r) is 
(Pi, 0 < u < 1, i = 1,2), where Wi = W(Df,) and 
Dt= {(tl, tz)~D: (-1)j-l tf<(-l)‘PLqi(U)>. 
See Fig. 1. Observe that the processes W’ = ( Wi),< ,,< , have independent . . 
increments and thus are (continuous) martingales with respect to their 
natural filtrations. Clearly Wqp(uj = Wt, - Vu. 
Consider the two Bore1 measures vr and v2 defined by 
vI(lu, VI)= i ‘w@,, vdlu, VI)= u s “rp,d(--cp,h 
u, u E [O, 11. 
u 
Clearly ((w~)2-vi(Co3 ~I))o<~<I . . is an L2-martingale, and thus the 
increasing process associated with the martingale W’ is the deterministic 
function 24 + vi( [0, a]). 
Let H(T) denote the closed Gaussian subspace of L2(Q, 9, P) spanned 
by our Brownian sheet. Then 
H(T)= 1 gdW:gEL2(T, dt) 
T  
FIGURE 1 
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(see, for instance, [Nu]), and the function J: L*(T) -P H(T) defined by 
J(g) = ST gdW is an isometry of Hilbert spaces, that is to say 
If I is a real interval and a: 1-r R has bounded variation, da will denote 
the canonical signed measure associated with a. 
If J is a real interval and a: I+ J is a continuous surjective monotone 
function, a - ’ : J+I is the function tl-l (v) = sup(u: a(~) d u}. Note that 
cloM-l =Id:J+J, whereas crP’oa=Id:I+Zda-a.e. We recall the 
standard formula 
s Iu,,U2,fW ddu) = ja;::)fWIW do, u1 < u,,fE L’(dcl) (2.5) 
(see [DM, Chap. VI.2, (55.1)]). With. these notations, we can express 
integrals with respect to W’ as integrals with respect to the Brownian sheet. 
LEMMA 2.1. Forf~L*( [0, 11, cppidqi), 
/;fdW’=j- fw’k)dW,,,,,,,. 
D 
Proof: Observe that f~L*([0, 11, cpseidqi) if and only if (t,, t2) + 
fo cp; ‘( ti) zD( tl) t2) belongs to L*( T, dt). Since the identity is clear whenfis 
the indicator function of an interval, the result follows for general f since 
the set of step functions is dense in L*( [0, 11, cppidqi). 1 
3. AN INTEGRAL REPRESENTATION OF THE CLOSED GAUSSIAN SUBSPACES 
THAT GENERATE THE GERM AND SHARP FIELDS OF r 
For A c T, let H(A ) denote the closed linear span of { W, : t E A }. Clearly 
X(A)=o(H(A)). On the other hand, set G(A) = n,,, H(A,), where A, is 
an s-neighborhood of A. By Lemma 3.3 of [M], if (A,),, N is a sequence of 
subsets of T, we have 
n w(a=a ( n mu), (3.1) 
nsN ncN 
and thus 
‘3(A) = o(G(A)). (3.2) 
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The objective of this section is to give integral representations for the 
elements of H(T) and G(T). An important and direct consequence of these 
representations is necessary and sufficient conditions for equality of the 
germ and sharp fields of IY Note that Rozanov [ Rl, Chap. 3, Sect. 5.31 has 
given a representation for G(T) in terms of solutions to a partial differential 
equation, which could be shown to be equivalent to the one we present 
here. 
The following theorem is a partial answer to whether the inclusions in 
(2.3) are strict or not. 
THEOREM 3.1. The germ field of r is the minimal splitting field for S(D) 
and S( D + ) that is to say 9(f) = S’(D) n ~5?( D + ). 
Proof: If the equality 
G(T)=H(D)nH(D+) (3.3) 
were true, then by (3.1), (3.2), and (2.3) the statement of the theorem 
would follow. 
Let 
h: T+R:h(.)=j g(s)ds,gEL2(T) 
R. 
be the reproducing kernel Hilbert space of the Brownian sheet 
(II j&4 ds II ,c = II g II Lo&. Nualart [Nu, Proposition 2.21 has shown that 
the condition below is equivalent to (3.3). 
Condition. For A E {D, D + >, for each vi E K with support included in 
& and for E >O, there is q2 E K with support included in A such that 
llYII-fhIlK<~. 
We now check the condition above. Consider q E K with support in B 
(respectively 6+), and ge L’(lR:) such that 
v(t) = JR, g( 31, s2) ds,&, tdq. 
For a>0 we will set 
g”b, 3 s2) = das,, as*), (s, > Jd E w: 
and 
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V(t) = f As, 3 ~2) ds, ds, 
> 
= f tj-(at). 
It is thus clear that for a > 1 (resp. a < 1) the support of qa is contained in 
D (resp. D+). So the condition of Nualart will hold if we prove that 
converges to 0 for a 11 (resp. a 7 1). 
This last is a well-known result that is obvious when g is continuous and 
which follows from a simple approximation of g by continuous functions 
(h,) in L2(lR:); note that h; approximates ga uniformly in a. The theorem 
is proven. 1 
Remark 3.2. Recall that if A c T is a finite union of rectangles with 
boundaries parallel to the coordinate axes, .X(aA) = M(8A) = 9(&I) (this 
is even true for processes with independent increments that vanish on the 
axes: cf. [Ru, Theorbme 7.53). However, for a domain as simple as 
D = {(t,, t2)~ T: t, + t2< l}, &‘(I?D) $ .N(aD). This can be shown 
(cf. [Wl 1) by looking at the random variable W(D), which is easily seen to 
belong to 9?(r) = M(r), but not to X(r). Necessary and sufficient 
conditions for equality of X(T) and g(r) will be given at the end of this 
section. 1 
Let Hi denote the closed linear span of ( Wi, : 0 < u < 1 }. As (Vi) is a 
martingale with increasing process given in Section 2, it is well known that 
Hi= Sdf(~)dW::feL2(~,-id~i) 
Since 4(r) = ‘9(r), it is clear that G(T) is the closed linear span of H, 
and H,: G(T) = H, + H,. Note, however, that H, f H, is not even a direct 
sum (f constant gives an element of H, n Hz), and in general the algebraic 
direct sum of two closed subspaces is not closed (cf. [H, Sect. 15)). It so 
happens though that H, + H, is closed, giving G(T) = H, + Hz. This will 
be proved by a general argument concerning continuity of projectors in a 
Banach space: though an orthogonal projector in a Hilbert space is 
necessarily continuous, this is not always the case for an ordinary projec- 
tor. The following theorem gives a sufficient condition for continuity of a 
projector in a Banach space. 
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THEOREM 3.3. Let L be a Banach space and let L, and L, be two closed 
linear subspaces of L such that L = L, + L2 and L, n L, = (0). Suppose 
(a) there are two bounded linear operators Ai: L + L such that 
II gII GU (IlA,(g)ll + IIA,(g)ll) for all gEL, where a is a constant; 
(b) there is a Hilbert subspace E c L and a bounded linear operator 
C: L + E such that C(L,) and C(L,) are orthogonal, C and Ai commute, and 
the restriction C I A,(L,, is inj’ective and has a bounded inverse. 
Then the projectors Pi: L, + L2 + Li associated with the direct sum L, + L, 
are continuous. 
Proof: Let (e,) c L, + L, be a sequence converging to zero. It is 
sufficient to show that Pie,, + 0 as n + co. This will be clear by (a) if we 
show that A, P,(e,) and A, P,(e,) both converge to zero. 
By (b), there are constants Mj and fii such that 
IIAiPi(e,)ll GM, II CAiPi(e,)ll =Mi IIA,CPi(e,)ll 
d fii II CPi(e,)ll diiii II Cpi(e,) + Cp3-i(en)ll 
= fii II C(eJll w 0. 
The third inequality is valid because CP,(e,) and CP,(e,) are orthogonal. 
Thus A,P, is continuous, and so 
A,-iPi(e,)=A,-i(e,)-A,~iP~-i(e,)~ 0, 
and the proof is complete. 1 
COROLLARY 3.4. With the hypothesis of the previous theorem, L, + L2 is 
closed. 
Rather than work in H(T), we shall prefer to work in 
J-‘(H( T)) = L2( T). This is not really necessary but some statements 
become simpler. 
Let us introduce some notations. Set R = Rrp(l,21 and Di = {(t, , t2) E D: 
tspi 2 cp,-,($)}. See Fig. 2. Let Ki denote the functions in L2( T) of the 
form (t,, t2) + a,(t,) Zn(t,, t2), where the ai are real Bore1 functions, and a, 
satisfies 
5 
cplf1/2) 
aI dt, =0 
0 
(3.4) 
(no such condition is requested for a2). If Y = SD (a,(t,) + a2(t2)) dW(,,, 12), 
where ai E Ki, we will say that (a,, a2) determines Y. 
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FIGURE 2 
If YE H, + H, is such that 
we say that (fi,f2) represents Y. By Lemma 2.1, we easily prove the 
existence of a constant C such that (fi 0 cp; ’ + C, f2 0 cp; ’ - C) determines 
Y. 
PROPOSITION 3.5. K,+K2=Jp1(H1+H2) and K,nK,={O}. 
ProoJ: The first statement is clear. To see that K, n K2 = {0}, 
hypothesis (3.4) is crucial. Suppose a, and a2 are such that ai 
Z,(t,, f2) = a,(t,) Z,(t,, t2) a.e., where a, satisfies (3.4). Then there is a 
constant C such that a,(~,) = a2(t2) = C for almost all (ti, tz) E R. Therefore 
u,(t,) = C a.e. on Ru Di, i= 1,2, which implies by hypothesis that 
ai = C a.e. on DJ- i, and thus that ai = C a.e. on D. By (3.4), 
c=o. 1 
COROLLARY 3.6. Each YE H, + H, is uniquely determined by some 
(~1, a,)gK, xK2. 
PROPOSITION 3.1. H, + H, is closed, Moreover, if (Y”) is a sequence in 
H, + H2 converging to Y, and if each Y” is determined by (a;, a;), then 
ai=lim,,, al exists in L*(D) and (a,, u2) determines Y. 
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Proof: Using the notations of Theorem 3.3, set 
L, = Ki, L=L,+L,, E= (gZ,:gEL}, 
C(g) =gz,, Ai(g)=gzRuD,, gfsL. 
Then C(L,) and C(L,) are orthogonal by (3.4) 
II g II G II A,k)ll + II A2k)llY gEL, 
and Cl A,(L,J has a bounded inverse since 
s a;(~,) dt = j”(“*’ af(ti) Cpj -i(P;‘(ti)) dtr RuD, 0 
GM s a:(t) dt R 
for some M. So the result follows from Theorem 3.3, Corollary 3.4, and 
Proposition 3.5. 1 
We can now state and prove the integral representations for G(F) and 
H(r). 
THEOREM 3.8. (a) Every YE G(T) can be represented by a couple 
(fi,fz)~L2(cp2&,) xL’hd~2): 
Y= j1f,C4 dW: + j;fh) dwZ. 
0 
W If (fi,f2), t~~,,2)EL2(~2d~,)xL2(cpl h2) both represent the 
same element Y of G(T), then there is a constant C such that f,-x. = 
(- l)‘-’ C dq;a.e. 
Proof: By the considerations following Remark 3.2, (a) is a con- 
sequence of Proposition 3.7, and by Corollary 3.6, (b) follows from the 
observation preceding Proposition 3.5. 
Remark 3.9. Since 
G(r)= j- (al(t,)+a,(t,))dW(,,,,,,: (t,, tz) +a,(t,)EL2(D) , 
D 
it is clear that 
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where the derivative is in the sense of Schwarz distributions. The converse 
inclusion is also valid (cf. [Rl, Chap. 3, Sect. 5.33; observe that g E L*(D+), 
a2g/&, at, = 0 on D + implies g = 0 on D + ). This characterization of G(Z) 
was proven by Rozanov using the theory of generalized processes. 1 
In order to represent elements of H(Z), note that for any functionf with 
bounded variation on [0, 11, 
[ifdbv - I,lfdW2 = - 1; W&,) ay-(U)E H(T). (3.5) 
In fact, this equality follows by a theorem of integration by parts for semi- 
martingales (cf. [DM, Chap. VIII, (18.1)]). 
THEOREM 3.10. For every YE H(Z), there is a Bore1 function 
f~L’(cp,dq,)nL~(q,dq~) such that Y=Z(f), where 
We begin by proving a lemma. 
LEMMA 3.11. Let E denote the set of all Z(f ), where f is as above. 
Consider YE G(Z) represented by (f,, f2), where f, andf, are Borel. Then Y 
belongs to E if and only if there are Bore1 drp,-null sets Ni such that 
fi +f2 = 0 on (N, u N,)‘n [0, 11. 
Proof: If YE E, there is a Bore1 function f such that Y = Z(f ). By 
Theorem 3.8(b), there is a constant C such thatfi = ( - l)j- ’ (f + C) except 
on a dp,-null set Ni, implying fi +fi = 0 on (N, u N2)C n [0, 11. Conver- 
sely, if fi +f2 = 0 on (N, u N2)C and N, is a dqo,-null set, we can define 
f=f,Zti--f,Z,, to see thatA=(-l)‘-‘f, dqi-a.e., and so Y=Z(~)EE. 1 
Proof of Theorem 3.10. We first show that Ec H(T). If f is a linear 
combination of indicator functions of intervals, then Z(f) clearly belongs to 
E. Moreover, if f, and f are Bore1 functions such that f, tf, 1 f, 1 < M, then 
f,-+f simultaneously in L2(4p2dq,) and L2((p,dq,), implying that 
Z(f,) + Z(f) in L2(Q, 9, P). So E c H(Z) follows from an application of 
the monotone class theorem [DM, Chap. I, Theorlme 211. 
To prove that E = H(T), we now only need to prove that E is closed in 
L2(sZ, 9, P). Indeed, since E is a linear space that contains the generators 
of H(F), E closed implies E II H(Z). 
Let ( F) be a sequence in E converging to YE G(T). Then there are 
Borelfunctionsf,EL2((p2d~,)nL2(cp,drp2) such that (f,ocp;‘, -f,ocp,‘) 
determines Y”. By Proposition 3.7, Y is determined by (a,, a,), where 
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ai=lim,,, ( - 1 )jP l f, 0 cp; l in L*(D). With a change of variables, this 
implies 
uio (pi = lim fn in L2(CpJPidqi). 
n-00 
Therefore, except on N1 u N,, where Ni is a null set with respect to dqi, 
ulo(pl= -~,o(P~. Since (a,O(pl, --a,ocp,) represents Y, Lemma3.11 
implies that Y belongs to E, and the proof is complete. 1 
A straightforward consequence of Theorems 3.8 and 3.10 is necessary 
and sufficient conditions on the parametrisation cp for equality of the germ 
and sharp fields of K 
THEOREM 3.12. The three conditions below are equivalent: 
(a) X(r) = g(r); 
(b) W(D) is X(r)-measurable; 
(c) The measures dq, and dq, are mutually singular. 
ProoJ: Since r can always be approximated by separation lines r, 
consisting of finitely many horizontal and vertical segments, l%‘(D) = 
lim B’(D,) in L*(Q, 9, P). As W(D,) is X(r,)-measurable, W(D) is Y(T)- 
measurable. Thus (a) * (b). 
To see (b) =z. (c), note that 
W(D)= j’ 1 dW’+ j’OdW*. 
0 0 
By Lemma 3.11, there are dq,-null sets Ni such that 
1 +o=o on (N, u N2)C n [0, 11. 
This means that N, u N, = [0, 11. Since N, and N, can obviously be 
chosen disjoint, dq, and dq2 are singular. 
(c)+(a) is clear by Lemma 3.11 and the definition of singular 
measures. 1 
Remark 3.13. The measures dq, and dq, are clearly singular when r 
consists of a finite (or countable) union of horizontal and vertical segments. 
However, X(r) = 9?(r) may hold even if r contains no horizontal or ver- 
tical segments. For instance, let ‘p, be continuous, strictly increasing on 
[0, 11, such that dp, is singular with respect to Lebesgue measure (see 
[HS, Chap. V, Example (18.8)] for such a function), and set cp2(u) = I- U, 
0 < u < 1. Then the separation line r defined by (cp, , cpZ) contains no 
horizontal or vertical segments, but X’(T) = Y(T) by Theorem 3.12. 
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4. THE PREDICTION PROBLEM 
The principal objective of this section is to give estimates of the position 
of the Brownian sheet near the separation line r, using either the infor- 
mation contained in the sharp field or the germ field of r. We will also 
study the quality of these estimates. 
The estimators will of course be the conditional expectations of W, with 
respect to the germ and sharp fields. These conditional expectations will be 
obtained via a general theorem that expresses the conditional expectation 
of an arbitrary element Y of H(T) (using the representation theorems 3.8 
and 3.10) in terms of certain covariance functions associated with Y. This 
theorem is stated here but its proof will be the object of Section 5. 
From now on, Y will denote a generic element of H(T). Associated with 
Y is the function ge L*(T) such that Y= jTg dW, and the covariance 
functions A,, I,, and II defined by n,(u) = E( Y WL) and J(u) = E( Y WV&, 
0 < u < 1. Since we are working with Gaussian random variables, these 
functions are sufficient to calculate E( YI s(T)) and E( YI Y(T)). Identity 
(2.4) gives the relationships 
A,(u) = [92(o) dt2 $“;““” dt, g(tl, t2), 
92(u) 
(4.1) 
(4.2) 
A(u) = A,(u) - l,(u) = {o9”u) dtl jfzcu’ dt2 g(tl, t2). (4.3) 
If a measure da is absolutely continuous with respect to a measure dj?, 
then da/d/l will denote the Radon-Nikodym derivative of da with respect to 
4 
THEOREM 4.1. (a) E( Y 1 Z’(r)) = j;xdW’ - jhx.dW’, where 
G.= d(WV,-i) 
’ 4cpih -- i)’ 
Cl, C,ER. 
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(b) E( Y I Y(r)) = j;fi dw’ + j;f2dw2, where 
The above expressions are always meaningful: see Section 5. Also, 
remark (cf. (3.5)) that in many cases, the stochastic integrals in (a) and (b) 
can be replaced by Stieltjes integrals. This will be the case below. 
THEOREM 4.2. (a) Consider t E D. Without loss of generality we may 
suppose t = (~~(a), q,(b)), 0 <a < b < 1. Then 
(4.4) 
(4.5) 
(b) Consider t E D + . Without loss of generality we may suppose 
t=(cpl(a), q,(b)), O<b<a<l. Then 
4 W, I Jf(r) I= Wrp(a, - (4.6) 
E(W,IS(r))= W;- q. (4.7) 
Formula (4.4) corresponds to choosing i= 1 in Theorem 4.1(a), whereas in 
(4.6) we have chosen i= 2. Different but equivalent formulas would be 
obtained in each case with a different choice.) 
Proof (a) With the notations of Theorem 4.1, observe that in this case, 
4~) = n(u) 92(b) Z{,,,) +9,(a) 92(b) I{o<u<b) +91(a) 92(U) z{b<u), 
n,(u) = rp,(aNcpz(b) - 92(u)) z{b<u], 
l,(u) = i(u) + /l,(u). 
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Then fi and fi given in Theorem 4.1(b) have bounded variation, so, using 
integration by parts, it is a straightforward exercise to derive (4.5). It is also 
not difftcult to see that 
G,(u) = 4%(b) &,a) + rpl(U) cp,(b) 4llcpJ d(dcp,) o<“‘b” 4 -a.e. (4.8) 
Observe that G, is bounded by cpl(a) (P~(~)/(P~ on [a, b]; indeed for c, 
dE [a, b], c cd, 
Thus G, is bounded, so we can use Theorem 4.1(a) and integration by 
parts to obtain 
E(YlJly(l-))=j;$fdW’-~;~dW2+jb; Wq,.,G,(u)d(;)(u). 
Since Wi/q2 is a local submartingale, we can again integrate by parts to 
get 
Formula (4.4) follows immediately. 
(b) Though (4.7) can be obtained from Theorem 4.1, it also follows 
directly from the fact that the Brownian sheet has independent planar 
increments. Formula (4.6) is obtained in a manner similar to (4.4): simply 
observe that 
G2(u) = d(E)-a.e. 
Remark 4.3. By observing expressions (4.4) through (4.7), notice that 
on D, the functions 
are both weak solutions to the stochastic differential equation 
a2 
( 
b(r,, t2) at,at, tl t2 > 
=o, 
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with boundary condition F(t) = W, on r. Whereas, on D + they are both 
solution to 
a2F =o 
at,at,’ 
with boundary condition F(t) = W, on r. 1 
The formulas of Theorem 4.2 solve the following question: How can one 
best use the information contained in the sharp or germ fields of f to 
predict the position of the Brownian sheet near the curve Z? Since “best” 
means with smallest mean square error (variance), we shall give here 
simple geometric bounds on this variance. 
LEMMA 4.4. With the notations of Theorem 4.1, we have 
Proof: Note that for a a-field d, 
Var(Y-E(Yld))=E((Y--E(Yl&))*)=E(Y*)-E(YE(Yl&)). (4.9) 
By Proposition 5.1 (b) (see Section 5) 
where Ti is as in Theorem 4.1. For i = 2, (4.10) gives 
Using integration by parts, we see that this expression is equal to 
-(j;zdA+ j; G&d(;))= -j; G,d(;); 
for i = 1, (4.10) becomes 1; G,d(A./lcp,) and the lemma is proven. 1 
If Y is some random variable used to estimate Y, we will term relative 
error of P the expression Var( 8-- Y)/E( Y’), and will denote this 
expression by Er( P). 
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THEOREM 4.5. For 0-c a< b < 1, Set t= (~~(a), q,(b)), and Y, = 
E(W,IQ(f)), Y,=E(W,I#(r)). Then: 
(4 
(b) 
MY,)< ql(b;q2(u) (v,(b)- cp,(a))(cp,(a) - cp,(b)), 
~2(u)-cPa(b)+cPl(b)-cpl(a) 
cpz(a) 
Proof: (a) Using (4.5), (4.9), and Fubini’s theorem gives 
Part (a) then follows by replacing qr(u) by q,(b) in the integral. 
(b) By (4.8) and the second expression of Lemma 4.4, it is easy to see 
that 
Er(Y,)=l-z-- 
Since the integral is non-negative, Er( Y,) < (q,(u) - q,(b))/q,(u). To get 
Er(Y,)< (cpl(b)--ql(u))/cp,(b), it suffkes to use the first expression in 
Lemma 4.4. Part (b) is the clear. i 
This theorem calls for a commentary. Consider Fig. 3. The relative error 
Var( W, - Y,)/E( Yj?) is bounded by a constant times the area of R for i = 1, 
and by a constant times the distance d(cp(u), q(b)) for i= 2. Now the area 
FIGURE 3 
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of R is of the same order as the square of d(cp(a), q(b)). So if r is a smooth 
curve without horizontal or vertical segments, the relative error is in fact 
bounded by a constant times the square of the distance d(t, ZJ for i = 1, 
and by a constant times d(t, r) when i = 2. Thus, except in degenerate 
cases (see Fig. 4), the germ field gives at least a second-order relative 
approximation of W,, whereas the sharp field only gives a first-order one. 
Notice that in general these are the exact orders of approximation. This 
can be seen by an explicit calculation when r is the boundary of a triangle. 
THEOREM 4.6. For 0 < b < a < 1, set t = (q,(a), q,(b)), Y, = 
E( W, I Y(T)), Y4 = E( W, 1 %(I’)). Then: 
(b) Var(W, - Y4) Gy (cpl(a) - cp,(b)) +y (e(b) - cpAa)). 
Proof: (a) This is clear by (4.7). 
(b) Use the first expression of Lemma 4.4 to get 
Thus Var( W, - Y,) < cpl(a) (q,(b) - q,(a)). Using the second expression in 
Lemma 4.4 would give Var( W, - Y,) < cp,(b)(cpl(a) - q,(b)), proving 
(b). I 
Let us consider Fig. 5. The absolute error Var( W, - Y,) is equal to the 
area of region T, whereas Var( W, - Y,) is bounded by a constant times the 
distance d(q(a), q(b)). 
vi la) 
FIGURE 4 
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FIGURE 5 
If we consider this time the absolute error instead of the relative error as 
we did for t E D, the germ field again generally gives a second-order 
approximation and the sharp field only a first-order one. 
In the same way as for Y,, we can prove that Y, does not give in general 
a better than order one approximation of W,. 
Remark 4.7. We show here another way to prove Theorem 3.1. 
Without using this result, formula (4.5) would only give us the expression 
of E( W, 1 A(r)) instead of E( W, I%(r)) for t E D. 
In fact, it is sufficient to prove 
E(W,IB(f))=E(W,I~(r)), (4.11) 
for ?ED (if tED+, this equality is clear). 
Let A,, E > 0, be c-neighborhoods of r, whose lower boundaries r,, 
E > 0, smoothly approach r. By the expression of E( W, 1 A(T)) in (4.5) we 
see that 
in L2(52, 9, P). Since the A(T,) are splitting fields, we have 
and (4.11) is proven. 
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5. PROOF OF THEOREM 4.1 
For YE H( T), we know by Theorems 3.8 and 3.10 that there are 
functionsf,EL2((p3-i dqi) andf~L2((p2&,)nL2((p,d~,) such that 
(5.1) 
Theorem 4.1 gives the expression of fi ,f2, and f in terms of ‘pi, q2 and 
AI, A,, 1 which have been defined in (4.1) through (4.3). We shall now 
derive these expressions. This derivation is somewhat lengthy only because 
no particular regularity on the parametrisation q of r or on the covariance 
functions Li and II is assumed. 
As ail variables are Gaussian and since the right-hand sides of (5.1) and 
(5.2) are in H(T), resp. G(T), it is clear that we can restate these equations 
as the equality of the covariance of the right-hand sides with the generators 
of Z(T) (resp. B(T)), which are IVVCU, (resp. WA, VU), O<u< 1. So (5.1) 
and (5.2) are respectively equivalent to 
(5.3) 
i= 1, 2. (5.4.i) 
In order to proceed, we first prove some technical properties of 
A,, L2, and 1. 
PROPOSITION 5.1. (a) dli is absolutely continuous with respect to dqi, 
and 
2 (VI= j;(“’ dcpl(u), f2) dt, 
2 (VI= - $‘(“) g(t,, 472(v)) dt, 
(in particular, li and A haue bounded variation). 
(b) E(Y Sh f(u) dw;) = 56 f(u) ddi(u), f~ L2(cp,-,dqi) (i.e., 
cov( Y, fkt-(4 dW;) = j;f(u, d,(cov( Y, W;),). 
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Proof Applying (2.5) to (4.1) gives the case i= 1 of (a). To prove (b) in 
the case i = 1, observe that by Lemma 2.1, (2.4), and (2.5), 
where the last equality is a consequence of (a). The case i = 2 is similar. 1 
LEMMA 5.2. (a) NC [0, 1) is a d(cp,/cp,)-null set if and only if N is a 
dqi-null set, i = 1,2. 
(b) d(l/cp,) is absolutely continuous with respect to d(cp,/cp,) (which we 
denote d(JlcPi) < d(cpdcpz)). 
Proof: (a) If N is a Bore1 set, then 
j-/(z)= jN~+j-$4-vd 
All three terms in this equality being non-negative, the conclusion follows. 
(b) By (a), dqi4 d(cp,/cp2). By Proposition 5.1(a), dAi+ dqi, SO that 
dJ=Mi -d& 6 d(cpi/cpz). But then d(J/qi) << d(cpJcp,). 1 
The proof of Theorem 4.1 will now consist in solving Eqs. (5.3) and 
(5.4.i). 
Define L, and L, by the intersections 
b= n L'KO, 1 -&I, d&, L2= n L’KE, 11, dq2), 
O<E<l O<E<l 
and consider the linear operators S, and S2 defined on L, x L, by 
S,(f, ,f2)(u) = e(u)f,(u) - j-1fh4 de(~), 
” 
dq,-a.e. 
S,(f,,f,)(u) = -cp,(u)f,(u) - (fAu) &l(v), dp,-a.e. 
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F'ROWSITION 5.3. Consider fj~L2((p3_idpi) and fEL*(cp,dtp,)n 
~*h&d 
(a) For i= 1, 2, (5.1) is equioalent to 
S,(s, -f)=(-l)j-lGi d(cp, lcpd-a.e., 
where Gj=d(~/lcp,-i)/d(cp,/cp~~i). 
(b) Equality (5.2) is equivalent to the system 
(5.S) 
Sl(fiTf2) = PI dcp ,-a.e. 
~*(fl>f*)=P* dcp, - a.e., 
(5.6) 
where pi = dAi/dqi. 
Proof (a) Using Proposition 5.1(b), it is easy to see that (5.3) is 
equivalent to 
cp2(u) if(v) dv,(v) + cpl(u) j;fW &2(u) = n(u), 06u< 1. (5.7) 
Divide (5.7) by cp2(u) to get 
s :f(G%h4+~~’ u f (0) &2(u) =; (~1, O<u<l. (5.8) 
By Lemma 5.2(b), both sides of (5.8) are absolutely continuous with 
respect to d(cp,/cp,) on [O, 1[; since for u=O, they both take the value 
0, (5.8) is equivalent to equality of each side’s Radon-Nikodym derivative 
with respect to d(cp,/cp,): 
f(u) d(:,; )(U)+l’f(u)d~2(u)-~(tof(ll)d(~~~2)(U)=G1(U). (5.9) 
1 2 u J 
The identity 
(5.10) 
transforms (5.9) into (5.5.1), which is now an equivalent form to (5.1). 
Notice that in order to obtain (5.5.1) we have given a preferred treat- 
ment to rp,, even though (5.7) has a certain symmetry in vi and cp2. If we 
had first divided (5.7) by cp,, we would have obtained (5.5.2). 
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(b) Again by Proposition 51(b), (54.1) and (5.4.2) are equivalent to 
(5.11) 
22(u) = Jb”fAu)(~,(u)- (P2 )&l(U) + p*w Mm d%(U), 
for 0 <U < 1. Rewrite the previous expressions using Fubini’s theorem as 
0~ u< 1, to see, using Proposition 5.1(a), that both sides of (5.12.i) are 
absolutely continuous with respect to ‘pi. For u = 0, everything is 0, and so 
this last system is equivalent to equality of the respective Radon-Nikodym 
derivatives with respect to dcpi. The conclusion then follows. 1 
To find a solution to (5.5.1) and (5.5.2), suppose for a moment that 
cpl, (p2, L are sufficiently smooth and (cp;, cp;)#(O,O) on [0, 11. 
Equation (5.5.1) can be rewritten as 
(PUS + /)-(4 d(u) do = G,(u) =$$$ (~1, O<U<l. 
1 2 
Thenfis C’ and we can take the derivative of both sides to get 
f’(u) =A G;(u) and f(u)=j-lz(u)du+C, O<U<l, 
where C is a constant and USE 10, l[ is fixed from now on. To translate 
this last expression into a meaningful definition when no regularity is 
assumed, integrate by parts and add a constant to get 
fi(u)=~(+j~G&)d($)(v)+C, O<u<l. (5.13) 
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Even without assuming any regularity, the integral in (5.13) is always 
finite, since 
and the last term is finite since G, E L’( [0, 1 -E], d(q,/q2)), for every E > 0 
by the Radon-Nikodym theorem. 
If we had studied Eq. (5.5.2), we would have obtained 
y2@4,= -G2 +4+[“c,(u)d(~)(o)+~(u,)+C, (5.14) 
4 
where (A/(cp, cp2))(u,) is an additive constant that simplifies the next lemma. 
LEMMA 5.4. (a) G&P, + G2hI = Mcplcp2) d(rph+)-a.e. 
(b) If C represents the same constant in (5.13) and (5.14) then 
.6 =J2 4cpllcp2)-a.e. 
Proof (a) Note that 
Using standard relationships (see [DM, Chap. VI, (90)-(93)]), we get 
G2=&qd;q )+$d($; )’ 
2 1 2 2 1 2 
and (a) follows. 
(b) By the definition ofx,Ti =J2 is equivalent to 
which gives for d(~,/~2)-almost all u, 
~(u)=CG,d(~)+~~G,d(~)+~(u,). (5.15) 
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To check (5.15), write 
where 
But then 
and applying Lemma 5.5 below with a = cpl, /? = l/42, we obtain 
,+,=~~~~~d~+~~~~d~=O. 
1 2 
Equality (5.15) follows. 1 
LEMMA 5.5. If da < d(a/?) and d/3 e d(c$), then 
where da/d(@) and dpld(a/?) are, the Radon-Nikodym derivatives of da and 
d/l with respect to d(a/l). 
Proof. By standard properties of integration by parts, 
du -.dfi=-. 
d(alO 
da d(a/l) - /J’ .du do! p da dcr 
d(d) 
=----* . 
a a ad(@) 
Since 
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we get 
We have now derived the expressions of Theorem 4.1(a) and have shown 
that the apparently different functions Tr and y2 are in fact equal up to a 
constant. Before proving that these expressions are actually equal to 
E( Y I X(r)), we derive the expressions of Theorem 4.1 (b) relative to 
E( Y( 9(f)) by considering system (5.6). 
Suppose for a moment that cp,, cpz, p,, and p2 are of class C’. Taking 
(ordinary) derivatives in (5.6) leads to the differential system 
and f’= -‘p;(f +f)-!!i (516) 2 
91 l 2 ‘PI . 
whose general solution is easily shown (by summing the two equations of 
(5.16)) to be 
where k, and k, are constants and 
However, as in the proof of Lemma 5.8 below, we see that (5.17) and 
(5.18) only define solutions to (5.6) when k2 = 0; so we set k2 to 0 in (5.17). 
The next lemma, similar to Lemma 5.4, will be used further on. 
LEMMA 5.6. (a) (4 +&Nu)= (W~P~))(~~)- Mcplcp2HW. 
(b) For u$ N, u N,, where Ni is a null set for dcpi, we have 
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Prooj Part (a) is proven by a simple integration by parts since 
I=i, -A,, and (b) is a direct consequence of (a). 1 
This completes the derivation of the expressions in Theorem 4.1. To 
prove that they are effectively equal to E( Y 1 Z(r)) and E( Y 1 g(r)), there 
are basically two possibilities: 
(a) check that x and & are square-integrable in the appropriate 
spaces, and satisfy (5.5.i) and (5.6); 
(b) show only that f=Tr =Tz belongs to L, n L,, (fi,f2)e L, x L,, 
that these functions satisfy (5.5.i) and (5.6), respectively, and furthermore 
that (5.5.i) and (5.6) have unique solutions up to a constant. 
The second possibility is slightly shorter, so this is how we now proceed. 
LEMMA 5.7. (a) ISf=~d(~r/~J a.e., then f E L, n L, and is solution to 
(5.5.1) and (5.5.2). 
(b) (fi, fi) E L, x L, and is solution to (5.6). 
Proof: (a) To prove that fE L, n L,, Lemma 5.2(a) and Lemma 5.4(b) 
allow us to check that 7, E L, and?* EL,. We only consider the caseTz E L, 
and leave out additive constants which are clearly solutions to (5.5.i). 
Let 0 < E < u,; we must show that 
Since 
+--il’ ,,,ld(E)=R,+R,, 
where 
R1=-/zl?dqz, 
I 
%=-j-l IGzl cPzd 
E 
are non-negative, it follows that ( Ril < co. 
Now by (5.14), 
THE BROWNIAN SHEET 43 
Using Fubini’s theorem, the last term satisfies 
< %(E) -R,+R,<+co. 
%(Uo) 
Thus yz E L,. 
We now verify that 7, is solution to (55.1). Showing that Tz is solution to 
(5.52) is similar and left to the reader. 
Suppose that u 6 uO. Then using (5.13) and Fubini’s theorem, we have 
It is now obvious that Ti satisfies (5.5.1) for u 6 uO, and as for u 2 u,, the 
calculation is similar, it is omitted. 
(b) We can clearly set k,=O. To prove thatf,EL,, set O<s< 1 -uO 
and show thatf, E L'([O, 1 --E], dq,). Now by (5.17), 
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Recall that 1 pi 1 is &,-integrable; and observe that 
which is finite because the integrands are bounded on the respective 
intervals. The proof of f2 EL, is similar and is omitted. 
It remains to be proven that (fi,f2) is solution to (5.6). Recalling that 
dil, = pjdqi, integrating by parts, and using Lemma 5.6, we obtain 
proving the first equation of (5.6). The proof of the second equation is 
similar and is omitted. 1 
It now only remains to be checked that (5.5.i) and (5.6) have unique 
solutions up to a constant. This will be a consequence of the following 
lemma. 
LEMMA 5.8. If (h,, h2) E L, x L, is a solution of 
S,(h,,h,)=O 
SW,, hJ = 0, 
(5.19) 
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then there is a constant C such that 
hi=(-l)‘-‘C, dq i-a.e. 
Proof. Set 
K,(u)=-‘{’ 
e(u) u 
h,(u) de(u), UE [0, l[, h(l)=O, 
K,(u)= -l cp s,” h,(u) dql(u)> ~~10, 11, h(O)=O. 
1 
By the definition of Si, gi= hi dq,*a.e.; moreover, dh”i is 
continuous with respect to dq3-i, i= 42. By (5.20) 
d(h”jV,-i) 
dv3-, 
= -h,pi= -&-i, dq, _ ra.e., 
implying the system 
$= -;j;(H,+K,). 
1 
45 
(5.20) 
absolutely 
(5.21) 
Equations (5.21) can be rewritten as 
5 
4,+h”, =- -vi&-i, u, UE]O, l[, i= 1,2. 
u (PI(P2 
Adding up these two equalities gives 
(h”,+h”,)(u)-(h”,+h”,)(u)= -[;s(o,dq,+q,dq,) 
meaning that h = g, + E, satisfies 
dh h -= -- 
d(v,e) 
on 30, 11. 
(PI(P2 
It is well known that the general solution to this differential equation is 
h(u)=k/(cp,(u) (p2(u)), LIZ KS. Looking back at (5.21) we see that there are 
constants k, and k, such that 
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(5.22) 
where u0 E 10, I[ is fixed. 
Note that for k, ~0, (5.22) does not define a solution to (5.19). This can 
be checked by observing that for a solution (h,, h,) of (5.19), lim,, , h,(u) 
cpz(u) = 0, but 
cp2(u) 1 
( 
1 =- --- 
cp,(l) (P2(u) (P*(uo) > lkzl u+,+$$>O I 
if k, # 0. Thus Ei = ( - 1 )j- ’ kl, and the lemma is proven. 1 
With Lemma 5.8, the proof of Theorem 4.1(b) is complete. Since in 
Lemma 5.7(a) we have shown that the expressions of Theorem 4.1(a) are 
solutions to both (5.5.1) and (5.5.2), and by Lemma 5.8 there is a unique 
function up to a constant that can satisfy both of these equations, these 
expressions are necessarily equal to E( Y 1 H(T)). 
This completes the proof of Theorem 4.1. 
Remark 5.9. Even when X(r) and g(r) are distinct, E( YI Z(T)) and 
E( Y 1 Y(T)) may be equal for some given YE H( Iw: ). This is the case if and 
only if there is a constant C such that fi = (- l)‘-’ (x.+ C), which, by 
Proposition 5.3, implies 
(-lJi-’ Gi= SiC.Tl; -Sl)=si.T~ + CT- VI+ Cl) 
=si(fi3f2)=Pi~ 
Conversely, if pi = (- l)i-l Gi dcp,-a.e., (y,;, -TI) is solution to system 
(5.6), giving equality of the two conditional expectations. So we have 
shown that 
dcpi-a.e., i= 1, 2. 
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