Abstract-Particle Swarm Optimization (PSO) is a metaheuristic optimization algorithm that have been used to solve complex optimization problems that the traditional techniques finds very difficult to solve. The Interior-Point Methods (IPMs) are efficient tools for solving nonlinear optimization problems. The IPMs having constrains that are active at the current point, are now believed to be the most robust algorithms for solving large-scale nonlinear optimization problems. Though they are very efficient, but they are still plagued with several challenges such as how to handle of nonconvexity, the procedure for making the barrier constraint up to date is cumbersome despite the existence of nonlinearities, and the need to ensure progress toward the solution. In order to overcome some of the shortcomings of the standard PSO such as premature convergence and particles been trapped at the local minimal, we proposed the Primal-Dual Interior Point Particle Swarm Optimization (pdipmPSO) to surmount the shortcomings of the original PSO. We applied the Primal Dual to each particle in a finite number of iterations, and feed the PSO with the output of the Primal Dual. We compared the performance of our new algorithm (pdipmPSO) with IPM and PSO using 13 different benchmark functions. Optimization results reveal that pdipmPSO performs better than PSO and IPM. Our proposed algorithm is shown to have great capacity to prevent premature convergence, and the curse of particles being trapped in the local minimal which have characterised many variants of PSO.
first basic PSO algorithm was proposed by Kennedy and Eberhart [5] . This algorithm was based on the social behaviour exemplified by a flock of bird, a school of fish, and herds of animals. The algorithm uses a set of candidates called particles that undergo gradual changes through collaboration and contest among the particles from one generation to the other.
According to Carl Damon Laird [11] , the state-of-the-art Interior-Point algorithm have gained popularity as the choicest approach for providing solution to large scale linear programming problems. They are however limited due to their inability to solve problems that are unsteady in nature. This is because contemporary Interior-Point algorithm might not be able to cope with the increasing need of the large number of constraints. Efforts to increase the efficiency of the InteriorPoint algorithm have led to the development of another variant of this algorithm that can handle unsteady linear programming problems. These algorithms lower the number of work per iteration by using only small number of constraints thereby drastically decreasing their total processing time as stated by Luke [13] .
II PARTICLE SWARM OPTIMIZATION (PSO) ALGORITHM
In PSO, (X i ) represent the position of a particle, and (V i ) the velocity of the particle. The particle's number is i, where (i = 1,…,N) , and N is the number of particles in the swarm. 
According to Shi and Eberhart [9] , to avert eruption, the value
is fixed at ± v max . This is because the value of v max will be too large if the search range is very wide. If v max is too small, the scope of the search will be excessively limited, thereby forcing the particles to support local exploration. "w" is the inertia weight (constriction factor); this regulates the algorithm searching properties. It was suggested by Shi and Eberhart [9] that it is better to start with a large inertia value (a more global search) that will be dynamically reduced towards the end of the optimization (a more local search). The use of small inertia weight usually guarantees quick convergence as the time spent on the exploration of the global space is reduced as opined by Aziz and Ibrahim [1] . The inclusion of w in the equation is to provide equilibrium between the global and local search capability of the particles. The positive constant 1 c and 2 c represent the cognitive scaling and social scaling factors which according to Kennedy, Eberhart and Shi [6] are set to the value 2. Both the cognitive and social scaling factors assist the PSO to successfully build the local bests into the global best according to Pinar and Erkan [8] . The stochastic variable ( ) 1 r a n d and ( ) 2 r a n d has the Uniform distribution.
These random variables are independent functions that provide energy to the particles. The best position found so far by the particle is represented as 1. gBest (Global neighborhood) -There is a full connection among the particles, and the exploration of swarm is controlled by the best particle in the swarm.
2. lBest (Local neighborhood) -There is no full connection among the particles in the swarm, rather they are connected only to their neighbors.
Equation (2) is used in updating the position of the particles whereby the velocity is added together with the earlier position and a new search is started from its former position. Eberhart and Shi [6] in their work bounded Unless the condition for ending the search (either the iteration has reached its peak or we have gotten the desired solution) this updating process will continue. The optimal solution is the best particle found when the stopping criterion is satisfied (Aziz, and Ibrahim 2012) . The flowchart for the original PSO for collective robot search is shown in figure 1 below. 
III. PRIMAL DUAL INTERIOR POINT METHOD
The primal-dual interior-point (PDIP) algorithms is an excellent example of an algorithm that uses the constraintreduction methods. Mehrotra [12] in his research work developed the Mehrotra's Predictor-Corrector PDIP algorithm which have been executed in almost all the interior-point software suite for solving both linear and convex-conic problems was reported by Frisch [14] . It was rightly observed by Wright [18] that the primal-dual methods are a new category of interior-point methods that have of recent been practically employed for solving large-scale nonlinear optimization problems. Primal-dual methods, contrary to what we have in the traditional primal method, evaluate both the primal variables x and dual Lagrange multipliers λ relating to the constraints concurrently. The disconcerted Karush-KuhnTucker (KKT) equations below can be solved using the precise primal-dual solution ( , ) at a given parameter µ with the constraint (C(x),λ) ≥ 0. The Newton's algorithm and line search approach are employed to recursively solve any primal or primal-dual subproblems for a given µ value according to Boyd & Vandenberghe [15] . Feasibility and convergence is enforced in the algorithm by carefully selecting the size of step in the iteration. One of the prevalent way to do this is to appropriately reduce the merit function used in gauging degree of advance to the solution. The dual variables of the primal dual can be protected by using Fµ as a function that can incorporate the primal and dual variables according to Armand, Gilbert & Jan-Jegou [19] ; and at the same time measures the harmony between data and the fitting model for a particular choice of the parameters as observed by Johnson, Seidel & Sofer [17] . The major setback of the barrier functions is their tendency to bring about ineffectiveness of traditional line exploration methods thereby necessitating the development of more efficient line search methods as stated in the opinion of Emilie, Saïd & Jérôme [16] .
Some of the strengths of primal-dual algorithm include: It can efficiently handle large linear programming problems, and the bigger the problem size the more noticeable the efficiency of the primal-dual algorithm. The algorithm is not susceptible to degradation and the number of iterations does not depend on the number of vertices in the feasible search space. Primaldual algorithm uses considerably fewer iterations compared to what we have in simplex method. And the algorithm is able to get the idea solution for a linear programming problem in not more than 100 iterations irrespective of the huge number of variables involved in nearly all its implementations. The algorithm however have some shortcomings which include: Inability to detect the possibility of having unbounded status of the problem, up to some extent the primal-dual algorithm can be tagged as incomplete. Some researchers have however been able to handle this problem through the use of model that are undiversified in nature as opined by Wright [18] and (Quintana & Torres [20] ). Also, the computational cost of each iteration of primal-dual algorithm is higher than that of the simplex algorithm. When we have a large linear programming problem that involve more than 100 variables, the primal-dual algorithms performs better than the simplex algorithm. This is due to the fact that the total work done in providing solution to a linear programming problem is the multiplication of the number of iterations and the work done during each iteration. Finally, the primal step have the inclination of producing inferior steps that defile the boundaries s > 0 and z > 0 extensively, causing the progress to dwindle.
The Interior Point Method algorithm below was adapted from Paul, Jean, and Sophie [19] . Here are the steps involved:
Step 1: Initialize the number of primal variables (n), the number of constraints (m), and the total number of primal-dual optimization variables (nv). Initialize the Lagrange multipliers. Initialize the second-order information.
Step 2: Repeat while the convergence criterion has not been satisfied, and we haven't reached the maximum number of iterations.
Step 3: Compute the response of the objective function, the gradient of the objective, the response of the inequality constraints, the Jacobian of the inequality constraints, the Hessian of the Lagrangian (minus the Hessian of the objective) and, optionally, the Hessian of the objective.
Step 4: Compute the responses of the unperturbed KarushKuhn-Tucker optimality conditions for Dual residual and Complementarity.
Step 5: Set some parameters that affect convergence of the Primal-Dual Interior-Point method.
Step 6: Display the status of the algorithm.
Step 7: Check for Convergence.
Step 8: Update the BFGS approximation to the Hessian of the objective.
Step 9: Compute the solution to Perturbed KKT System.
Step 10: Do Backtracking Line Search to ensure global convergence.
Step 11: Compute the response of the merit function and the directional gradient at the current point and search direction.
Step 12: Compute the candidate point, the constraints, and the response of the objective function and merit function at the candidate point.
Step 13: Stop backtracking search if we've found a candidate point that sufficiently decreases the merit function and satisfies all the constraints.
Step 14: The candidate point does not meet our criteria, so decrease the step size for 0 < beta < 1.
Step 15: Compute the response of the merit function at (x, z).
Step 16: Compute the directional derivative of the merit function at (x, z).
Step 17: Update the quasi-Newton approximation using Broyden-Fletcher-Goldfarb-Shanno (BFGS) formula.
IV. PRIMAL DUAL INTERIOR POINT PARTICLE SWARM OPTIMIZATION (PDIPMPSO)
This is a hybrid algorithm that integrate Primal Dual Interior Point Method and PSO. The algorithm is outlined below:
Step 1: Set iteration count k = 0, v = 0. Initialize particles with randomly chosen positions and velocities within the limits of the search space.
Step 2: Initialize the number of primal variables (n), the number of constraints (m), and the total number of primal-dual optimization variables (nv). Initialize the Lagrange multipliers. Initialize the second-order information.
Step 5: Set some parameters to enhance the convergence of the Primal-Dual Interior-Point method.
Step 14: The candidate point does not meet our criteria, so decrease the step size.
Step 18: Take the initial optimization result of IPM and feed it to PSO, which tries to converge to the global minima in some number of iterations.
Step 19: Solve unconstrained problem using PSO algorithm by computing the fitness of each particles and determine if the fitness is better than 
V. RESULTS AND DISCUSSION
It is evident from the review of relevant literature, that based on some of the shortcomings of PSO and for us to be able to apply it into some other fields, we have to develop (or customized) the different flavor of PSO algorithms and thus contributed towards the ever-expanding pool of PSO algorithms. Apparently, the algorithm is ill suited with some fundamental problems to solve dynamic problems. We hereby present a hybridized PSO and Primal Dual algorithm.
VI. EXPERIMENTAL SETUP
The purpose of this experiment is firstly to establish the ground truth of these existing algorithms, and to determine if they are functioning as described in the literatures. Secondly, to determine the global optimum and local optimal of each of PSO, Primal Dual and pdipmPSO under the different benchmarking functions, and to confirm the problem of the particles in PSO been trapped in the local optimal. Lastly, we are validating the existence of the premature convergence problem of PSO and Primal Dual Interior Point method. Our experimental setup is as follows: No. of particles = 30, Dimension of each particle = 10, PSO with (Trelea parameter set 2), primal-dual interior point most probably barrier). Sixteen benchmark functions were selected. They can be classified as Unimodal or Multimodal, and Static or Dynamic for testing the three algorithms. The selected functions are Sphere (Bijaka, Yuhui and Meng-Hiot [2] , Alpine (Clerc [20] ), Foxhole (Grana et al 2004), Tripod (Clerc [20] ), NDParabola (Clerc [20] ), Griewank (Dervis and Bahriye [4] ), Rastrigin (Dervis and Bahriye [4] ), Ackley (Dervis and Bahriye [4] ), Shaffer f6 (Matlab Central [7] ), Shaffer f6 modified (Matlab Central [7] ), f6 Linear Dynamic (Matlab Central [7] ), f6 Bubble Dynamic (Matlab Central [7] ), Shaffer f6 Spiral Dynamic (Matlab Central [7] ). All the functions used for the experiment are for minimization problems and their properties are outlined in the table 1.
The dimension value of 10 is assigned for each function (i.e. n = 10). For each of the PSO mentioned above, a swarm of 30 particles was generated with global best topology. We carried out 250 iterations for each of the algorithm we are testing using these 16 benchmark functions running on MATLAB R2012a on an Intel ® Core ™ i3-2328M machine with 4GB memory running Windows 7.
The cognitive scaling c 1 that influences local search is set to the value 2. Accordingly, the social scaling c 2 , which influences the global search, is identically set to the value 2. Functions rand 1 and rand 2 are stochastic variables that have the uniform distribution U (0, 1). They are independent functions that provide energy to the particles. To avert eruption during the particles' exploration of the search space, the value of the velocity is fixed at ±V max and the value of V max is set to be equal to the value of X max . This should help in controlling the search range. The range of the searching will become wide if the value assigned is huge, thus limits the algorithm to only global exploration. In contrast, if the value of V max is small the scope of the search will be excessively limited thereby forcing the particles to support only local exploration. The inertia weight w called (constriction factor) is the inertia parameter; this regulates the algorithm's searching properties. The initial value is 0.9 and this value decreases to a final value of 0.4. We started with a larger inertia value (a more global search) that is dynamically reduced towards the end of the optimization (a more local search). Small inertia weight guarantees quick convergence of the algorithms due to the reduction of time for the exploration in the global space. The inertia weight w is used to provide equilibrium between the global and local search capability of the particles in the swarm. 
VII. ANALYSIS OF RESULTS
The results of the experiment for the 16-benchmark functions on the three variants of the PSO algorithm are depicted in Figure 2 . Each figure represents the performance of the variants in solving each benchmark function. Based on the simulation results for IPM, PSO, and pdipmPSO. There are many local minima generated by the function for PSO and pdipmPSO. PSO and pdipmPSO converged to global optimum, while IPM got trapped in a local minima and stays there. However, PSO is observed to converge faster than pdipmPSO. For the pdipmPSO algorithm, the first 50 iteration was handled by the IPM, while the last 200 iterations was done by the PSO thereby combining the exploitative power of IPM and the explorative ability of the PSO. We observed a sharp drop in the gbest of pdipmPSO after the output of the IPM was feed into the PSO algorithm thereby speeding up the convergence rate of the pdipmPSO algorithm. The Mean fitness of 9.4592e -06 for pdipmPSO under this function. The figure above is the simulation result of Alpine function for IPM, PSO, and pdipmPSO. There are many local minima in the function. PSO and pdipmPSO converged to the global optimum, while IPM did not converge as it gets stuck at a local minima and stays there. There was a sharp drop in the gbest of pdipmPSO after the output of the optimization result from IPM was passed to the PSO algorithm at the 50th iteration thereby speeding up the convergence rate of the pdipmPSO algorithm. The performance of pdipmPSO for Alpine function is slightly better than that of PSO. This suggests the superiority of the pdipmPSO (in terms of convergence speed) compared to the IPM and PSO algorithms. For the Alpine function the Mean Fitness is 1.5562e -04 for pdipmPSO. From the result of our simulation, IPM is getting stuck at a point and is not converging any longer after a certain point. For the 250 iterations that we did, both PSO and pdipmPSO converged. IPM did not converge as it gets stuck at a local minima and stays there. In short, for sphere function the pdipmPSO is performing better than IPM and PSO. The Mean Fitness of pdipmPSO is 5.2863e-16. In the figure above which is the simulation result of Griewank function for IPM, PSO, and pdipmPSO. PSO has many local optima in the function. All the three (3) algorithms converged to the global optimum for this function. The performance of IPM and pdipmPSO for Griewank function is far better than that of PSO based on their speed of convergence. A total of 500 iteration was carried out and the Mean Fitness for the Griewank function is 1.1459 for pdipmPSO. The simulation result of Shekel foxhole function for IPM, PSO, and pdipmPSO is in the above figure. Many hillclimbing and reactive search algorithm find it to be very difficult when they are tested with this multimodal function. There was quick convergence for all the algorithms (IPM, PSO, and pdipmPSO). The Global optima for PSO was at the 1st iteration, while IPM and pdipmPSO converged to global optimum at the 22nd iteration. A total of 250 iteration was carried out and the Mean Fitness of the foxhole function is 0.002 for pdipmPSO. The simulation result above is the NDParabola function for IPM, PSO, and pdipmPSO. The PSO and pdipmPSO algorithms converged to global optima. Both PSO and pdipmPSO have several local minimal as shown in the result. There was a great drop in the gbest value of the pdipmPSO after the output of IPM was feed into PSO. The tolerance level of IPM was exceeded in the cause of the iteration, so it did not converge. This is because most likely the particles have been trapped in the local minima. The convergence speed of pdipmPSO was much better than that of PSO. The Mean Fitness of pdipmPSO is 2.5743e-11. The above simulation result is the Rastrigin function for IPM, PSO, and pdipmPSO. This highly multimodal function has several local minima which are regularly distributed throughout the iteration for all the 3 algorithms. PSO and pdipmPSO converged to global optimum. There was a great fall in the value of the gbest of pdipmPSO after the 50th iteration when PSO took over the control of the output from the IPM. The IPM because of the nature of the Rastrigin function have several local minima, and got trapped there for the rest of the iteration. The performance of the PSO was a bit better under this function than that of pdipmPSO. The Mean Fitness of pdipmPSO under this function is 13.99. The Schaffer f6 function simulation result for IPM, PSO, and pdipmPSO. This function poses a challenge to stochastic algorithms such as PSO and its variants. Both PSO and pdipmPSO have several local minima. There was a sharp and steady fall in the value of gbest of IPM up till the 180th iteration. The pdipmPSO seems to be trapped in a local minima from the 100th to the 200th iteration after which it experienced a sharp fall in the value of its gbest again. The IPM and PSO however converged faster under this function when compared with pdipmPSO. This is because for the pdipmPSO, after the IPM's 100 iterations, PSO takes over from 100th iteration. We can see a constant line there that shows that PSO stays at a certain gbest for a long time and then start moving down somewhere near the iteration number 180 and then it converges quickly. Though it is converging, it is however taking more iterations. The Mean Fitness value of the pdipmPSO under the Schaffer f6 function is 0.0797.
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VIII. CONCLUSION
This paper presents a new hybrid algorithm optimization algorithm named Primal Dual Interior Point Method Particle Swarm Optimization (pdipmPSO). This algorithm combines the explorative ability of PSO with the exploitative capacity of the Primal Dual Interior Point Method thereby possessing a strong capacity of avoiding premature convergence. We did a comparison of our new algorithm with the typical PSO and Primal Dual using sixteen (16) benchmark functions. It is very clear that our algorithm performs better in terms of precision, rate of convergence, steadiness and robustness. The behaviour of pdipmPSO under the unimodal and multimodal functions shows that the algorithm will be a suitable tool in solving complicated optimization problems that PSO alone or Primal Dual alone cannot solve efficiently. In our future work, we seek to extend pdipmPSO to solving the path planning problems of swarm robotics.
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