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Re´sume´
On dit qu’une translation sur le tore de dimension d posse`de la proprie´te´
du logarithme si la proprie´te´ des cibles re´tre´cissantes est ve´rifie´e dans le
cas des boules de rayon n− 1d . En dimension 1, toute rotation irrationnelle
posse`de la proprie´te´ du logarithme. En dimension supe´rieure, nous donnons
des crite`res permettant de de´terminer si cette proprie´te´ est ve´rifie´e ou non.
Ces crite`res reposent sur une notion de type diophantien diffe´rente de la
notion standard.
A l’aide d’une construction en dimension 2 de vecteurs dont nous con-
troˆlons les types diophantiens, nous obtenons des contre-exemples a` la pro-
prie´te´ du logarithme pour lesquels les vecteurs de translation sont diophan-
tiens d’exposants arbitrairement petits et des exemples posse´dant la pro-
prie´te´ du logarithme pour lesquels les vecteurs sont Liouville.
1 Introduction
Soit (M,B, µ, T ) un syste`me dynamique ergodique probabilise´ inversible, ou`
M est un espace compact me´trique et B l’ensemble de ses bore´liens.
1.1 Cibles re´tre´cisssantes
On suit les de´finitions de [7].
De´finition 1.1. Une suite d’ensembles mesurables A = (An)n∈N est appele´e une
suite de Borel-Cantelli (BC) pour T si, pour presque tout x dans M , pour une
infinite´ de n, T n(x) appartient a` An autrement dit si
µ(lim sup
n→∞
T−nAn) = 1.
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D’apre`s le lemme de Borel-Cantelli, il est ne´cessaire que∑
µ(An) =∞.
Lemme 1.1. Une suite (An)n∈N de´croissante est une suite de Borel-Cantelli si
µ(lim sup
n→∞
T−nAn) > 0.
On note B = lim sup(T−nAn). La suite (An)n∈N est de´croissante, donc quel
que soit n entier positif on a T−(n+1)An+1 ⊂ T−1T−nAn, d’ou` B ⊂ T−1B. Les
T−i(T−1B \ B) sont deux a` deux disjoints et de meˆme mesure, d’ou` µ(T−1B \
B) = 0. L’ensemble B est invariant par T a` un ensemble de mesure nulle pre`s.
Le syste`me e´tant suppose´ ergodique, B est de mesure nulle ou e´gale a` un.
On dit que le syste`me (M,B, µ, T ) a la proprie´te´ des cibles re´tre´cissantes si
pour tout x0 ∈ M , toute suite de boules de centre x0 dont la se´rie des mesures
diverge est BC pour T et qu’il a la proprie´te´ des cibles re´tre´cissantes monotone
si pour tout x0 ∈ M , toute suite de´croissante de boules de centre x0 dont la se´rie
des mesures diverge est BC pour T .
1.2 Translation sur le tore Td
On s’inte´ressera dans toute la suite au syste`me ergodique (Td, µ, Tθ), ou` Td
est le tore de dimension d (d ≥ 1), µ est la mesure de Lebesgue et Tθ est la trans-
lation par un vecteur θ dont les coordonne´es sont rationnellement inde´pendantes
modulo un. Un the´ore`me prouve´ par Kurzweil en 1955 ([16]) et rede´couvert par
Fayad ([7]) donne d’une part qu’aucune translation n’a la proprie´te´ des cibles
re´tre´cissantes et d’autre part qu’elle posse`de la proprie´te´ des cibles re´tre´cissantes
monotone si et seulement si son vecteur est de type constant.
Il est naturel de conside´rer le cas limite des boules de rayon n− 1d , puisque nous
nous inte´ressons a` des cibles dont la se´rie des mesures diverge. S’agissant d’une
translation, le choix des x0 est indiffe´rent, on se restreint a` des boules de centre 0.
De´finition 1.2. On dit qu’une translation Tθ posse`de la proprie´te´ du logarithme si
la suite (B(x0, n−
1
d ))n∈N∗ est de Borel-Cantelli pour Tθ.
Nous utilisons dans la suite la distance sur le tore de´finie ci-dessous, le lec-
teur se convaincra facilement que nos re´sultats restent vrais pour les distances
e´quivalentes.
Un proble`me lie´ est celui de “la loi du logarithme”. On en donne une de´finition
et on explicite ses liens avec la la proprie´te´ du logarithme dans la partie 1.5. Un ar-
ticle de Galatolo et Peterlongo ([9]) revient sur les liens entre la loi du logarithme
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et les diffe´rents proble`mes des temps d’approche d’un point x0 par les orbites d’un
autre point.
.
1.3 Notations et de´finitions
Pour x re´el, on notera par [x] la partie entie`re de x. Pour x = (x1, ..., xd) ∈ Rd,
on note |x| = maxi=1..d |xi|. La notation ‖.‖ sera utilise´ pour la distance a` l’entier
le plus proche dans R ou au point de Zd le plus proche dans Rd (pour la norme
|.|). On utilisera la distance donne´e par ‖x − y‖ entre deux points x et y du tore
Td.
Dans toute la suite, on conside`re θ = (θ1, ..., θd) un vecteur de Rd a` coor-
donne´es rationnellement inde´pendantes modulo un. On utilise deux approxima-
tions de θ, d’une part l’approximation line´aire, ou` pour ∆ = (s1, ..., sd) ∈ Zd, on
conside`re
‖〈∆, θ〉‖ = inf
p∈Z
|s1θ1 + ...+ sdθd − p| ;
et d’autre part l’approximation simultane´e, ou` pour q ∈ Z, on conside`re
‖qθ‖ = max
1≤i≤d
inf
p∈Z
|qθi − p| .
Evidemment en dimension 1, les deux approximations sont confondues.
On dit qu’un vecteur ∆ de Zd, non nul, est une meilleure approximation
line´aire de θ ∈ Rd si pour tout ∆′ ∈ Zd ve´rifiant 0 < |∆′| < |∆|, on a
‖〈∆, θ〉‖ < ‖〈∆′, θ〉‖.
Notons que ‖〈∆, θ〉‖ = ‖〈∆′, θ〉‖ implique ∆ = ±∆′, il existe donc une suite
(∆n)n∈N, range´e par normes strictement croissantes, compose´e, au signe pre`s, de
toutes les meilleures approximation line´aires. On l’appelle suite des meilleures
approximations line´aires.
On dit qu’un entier q, strictement positif, est une meilleure approximation si-
multane´e de θ ∈ Rd si que quel que soit q′ entier tel que 0 < q′ < q, on a
‖qθ‖ < ‖q′θ‖.
On appelle suite des meilleures approximations simultane´es la suite strictement
croissante, note´e (qn)n∈N, qui est compose´e de toutes les meilleures approxima-
tions simultane´es.
On utilisera e´galement les notations suivantes : pour h re´el non nul
εs(h) = min
q∈Q,|q|≤|h|
‖qθ‖
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et
εl(h) = min
x∈Zd,|x|≤|h|
‖〈x, θ〉‖.
La suite des meilleures approximations simultane´es de θ ve´rifie l’ine´galite´ sui-
vante
1
2
q−1n+1 < (qn + qn+1)
−1 ≤ ||qnθ|| ≤ q
− 1
d
n+1. (1)
Ce lemme est bien connu en dimension 1 et provient des proprie´te´s du de´velop-
pement en fractions continues. En dimension supe´rieure, l’ine´galite´ de droite se
montre avec le principe de Dirichlet. Une de´monstration de l’ine´galite´ de gauche
est donne´e dans [2].
1.3.1 Notions habituelles d’approximation diophantienne en dimension d.
Soit τ un re´el positif ou nul.
On rappelle que θ est diophantien de type τ pour l’approximation simultane´e
si
inf
q 6=0
q
1+τ
d ‖qθ‖ > 0,
c’est-a`-dire avec nos notations si infq 6=0 q
1+τ
d εs(q) > 0.
On rappelle que θ est diophantien de type τ pour l’approximation line´aire si
inf
|∆|6=0
|∆|d(1+τ)‖〈∆, θ〉‖ > 0,
c’est-a`-dire si infh 6=0 hd(1+τ)εl(h) > 0.
On note Ωds(τ) (respectivement Ωdl (τ)) l’ensemble des vecteurs diophantiens
de type τ pour l’approximation simultane´e (respectivement pour l’approximation
line´aire).
Les deux types d’approximations sont lie´s par le the´ore`me de transfert de
Khintchine ([13], voir [4] et [17] en dimension 2).
The´ore`me. [Khintchine] Pour tout τ ≥ 0,
Ωds
(
τ
(d− 1)τ + d
)
⊂ Ωdl (τ) ⊂ Ω
d
s(dτ).
En particulier, on a Ωdl (0) = Ωds(0). On appelle vecteurs de type constant
les vecteurs de type 0. Cette notion concerne donc les meˆmes vecteurs pour les
approximations line´aires et simultane´es.
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1.3.2 Une autre notion de type diophantien
Nous nous inte´ressons a` une notion diffe´rente introduite par Jarnik dans [12].
On pourra voir aussi un article de Khintchine ([15]). Laurent [17] reprend cette
notion en vue d’un re´sultat qui pre´cise le the´ore`me de transfert de Khintchine.
De´finition 1.3. Soit τ ≥ 0.
On note Θdl (τ) l’ensemble des vecteurs θ de Rd tels que
lim sup
h→+∞
hd(1+τ)εl(h) > 0,
et Θds(τ) l’ensemble des vecteurs θ de Rd tel que
lim sup
q→+∞
q
1+τ
d εs(q) > 0.
Autrement dit θ appartient a` Θdl (τ) s’il existe une constante C tel que pour une
infinite´ d’entiers n, pour tout ∆ de Zd, ve´rifiant 0 < |∆| ≤ n, on ait ‖〈∆, θ〉‖ ≥
Cn−(1+τ)d. De meˆme, θ appartient a` Θds(τ) s’il existe une constante C telle que
pour une infinite´ d’entiers strictement positifs n, pour tout tout entier q avec <
q ≤ n, on ait ‖qθ‖ ≥ Cn−
(1+τ)
d .
On a bien suˆr, Ωds(τ) ⊂ Θds(τ) et Ωdl (τ) ⊂ Θdl (τ). Pour mieux pointer la
diffe´rence entre ces de´finitions et les notions habituelles d’approximation dio-
phantienne, re´e´crivons-les a` l’aide des meilleures approximations. Si on a qn ≤
q < qn+1, alors εs(q) = ‖qnθ‖. D’ou` θ ∈ Θds(τ) si et seulement si
lim sup
n→+∞
q
1+τ
d
n+1‖qnθ‖ > 0,
tandis que θ ∈ Ωds(τ) si et seulement si
lim inf
n→+∞
q
1+τ
d
n ‖qnθ‖ > 0.
La diffe´rence est la meˆme pour les approximations line´aires.
1.3.3 Le cas Θds(0).
D’apre`s l’ine´galite´ (1), tout vecteur de Rd a` coordonne´es rationnellement inde´-
pendantes modulo un appartient a` Θds(d − 1). Le cas de la dimension 1 est donc
particulier puisque tout θ irrationnel appartient a` Θ1s(0).
En dimension d > 1, on montrera que ce n’est plus vrai (voir par exemple la
partie 4). Toutefois Chevallier a montre´ dans [5] que pour presque tout θ, on a
lim sup qn+1||qnθ||
d > 0.
C’est-a`-dire que Θds(0) est de mesure 1.
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1.4 Re´sultats
Ces notions diophantiennes moins usuelles vont nous permettre de donner une
quasi-caracte´risation des vecteurs θ pour lesquels la translation Tθ a ou n’a pas la
proprie´te´ du logarithme.
The´ore`me 1. (i) Si θ appartient a` Θds(0) alors la translation Tθ posse`de la pro-
prie´te´ du logarithme.
(ii) S’il existe τ > 0 tel que θ n’appartienne pas a` Θds(τ) alors Tθ ne posse`de pas
la proprie´te´ du logarithme.
On a l’analogue pour l’approximation line´aire.
The´ore`me 2. (i) Si θ appartient a` Θdl (0) alors la translation Tθ posse`de la pro-
prie´te´ du logarithme.
(ii) S’il existe τ > 0 tel que θ n’appartienne pas a` Θdl (τ) alors Tθ ne posse`de pas
la proprie´te´ du logarithme.
Dans la partie 2, nous de´montrons le the´ore`me 1 (i) et le the´ore`me 2 (ii). Pour
finir de montrer les the´ore`mes 1 et 2 nous allons de´montrer dans la partie 3 une
variante adapte´e a` notre situation d’un the´ore`me de transfert duˆ a` Jarnik ([12]) :
The´ore`me 3. Pour tout τ ≥ 0,
Θds
(
τ
(d− 1)τ + d
)
⊂ Θdl (τ) ⊂ Θ
d
s(dτ).
En effet, cela impliqueΘds(0) = Θds(0) et donc que les e´nonce´s (i) des the´ore`mes
1 et 2 sont e´quivalents. D’apre`s l’inclusion de droite la condition (ii) du the´ore`me
1 implique la condition (ii) du the´ore`me 2.
En dimension 1, les parties (i) des the´ore`mes 1 et 2 montrent en particulier que
toute translation irrationnelle posse`de la proprie´te´ du logarithme. En dimension
supe´rieure, d’apre`s le re´sultat de Chevallier cite´ dans la partie 1.3.3, nous obtenons
que pour presque tout θ la translation Tθ posse`de la proprie´te´ du logarithme.
Dans la dernie`re partie, pour d = 2, nous construirons des vecteurs dont
nous controˆlons les approximations diophantiennes. Cela permet de montrer le
the´ore`me suivant :
The´ore`me 4. (i) Il existe des vecteurs θ dans l’intersection de tous les Ω2s(τ) pour
τ strictement positif, pour lesquels Tθ ne posse`de pas la proprie´te´ du logarithme.
(ii) Il existe des vecteurs θ pour lesquels Tθ posse`de la proprie´te´ du logarithme
et qui n’appartiennent a` aucun Ω2s(τ).
D’apre`s le the´ore`me de transfert de Khintchine (1.3.1), on a les meˆmes e´nonce´s
pour les Ω2l (τ).
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1.5 Proprie´te´ du logarithme et loi du logarithme
Nous donnons le lien entre la proprie´te´ du logarithme et la loi du logarithme
et nous en de´duisons des re´sultats. On suit la de´finition ge´ne´rale de [9] et on
l’applique aux translations sur le tore de dimension d.
De´finition 1.4. On dit que la translation Tθ ve´rifie la loi du logarithme si pour
presque tout x,
lim sup
n→∞
− log ‖T nθ (x)‖
log n
=
1
d
.
Lemme 1.2. La proprie´te´ du logarithme implique la loi du logarithme.
Remarquons que si la suite (B(0, n− 1d ))n∈N∗ est de Borel-Cantelli, alors pour
presque tout x il existe alors une infinite´ de n tels que ‖T nθ (x)‖ < n−
1
d , d’ou`
lim sup
n→∞
− log ‖T nθ (x)‖
log n
≥
1
d
.
Inversement, e´tant donne´ un re´el δ strictement positif, si
lim sup
n→∞
− log ‖T nθ (x)‖
log n
>
1
δ
,
on a, de la meˆme manie`re, que la suite (B(0, n− 1δ ))n∈N∗ est de Borel-Cantelli.
Alors la somme des mesures des boules est ne´cessairement infinie, et δ ne peut
eˆtre strictement infe´rieur a` d. On a donc toujours
lim sup
n→∞
− log ‖T nθ (x)‖
log n
≤
1
d
.
L’article de Galatolo et Peterlongo ([9]) donne, dans le cas des translations sur
le tore de dimension 2, des contre-exemples a` la loi du logarithme, qui sont donc
e´galement des contre-exemples a` la proprie´te´ du logarithme.
Remarque
Les the´ore`mes 1 et 2 restent vrais si on remplace “proprie´te´ du logarithme” par
“loi du logarithme”. Pour les parties (i), cela re´sulte du lemme. Nous prouverons
que c’est e´galement vrai pour la partie (ii) du the´ore`me 2 (corollaire 2.6) et donc
aussi pour la partie (ii) du the´ore`me 1 par le the´ore`me de transfert.
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2 Crite`res sur θ pour que Tθ posse`de ou non la pro-
prie´te´ du logarithme
2.1 De´monstration du the´ore`me 1(i)
Soit θ ∈ Θds(0) et (qn)n∈N la suite des meilleures approximations simultane´es
de θ, il existe donc C > 0, tel que l’on ait pour une infinite´ de n,
q
1
d
n+1‖qnθ‖ ≥ C.
Soit q ∈ N. On choisit un n tel que qn+1 ≥ q et q
1
d
n+1‖qnθ‖ ≥ C et on note
U =
q+qn+1−1⋃
l=q
T−lθ B(0,
1
l
1
d
).
Les rayons de ces qn+1 boules sont supe´rieurs a` (2qn+1)−
1
d . Les qn+1 points T−jθ 0,
avec q ≤ j ≤ q + qn+1 − 1 sont a` distance les uns des autres d’au moins ‖qnθ‖
et ‖qnθ‖ ≥ Cq
− 1
d
n+1. Donc U contient qn+1 boules disjointes de rayons cq−
1
d
n+1, avec
c = min
(
C
2
, (1
2
)
1
d
)
.
Il en re´sulte
µ(U) ≥ qn+1
2dcd
qn+1
≥ 2dcd.
On a donc, quel que soit q entier, µ
(
∪l≥qT
−l
θ B(0,
1
l
1
d
)
)
≥ 2dcd > 0, d’ou`
µ
(
lim sup T−lθ B(0,
1
l
1
d
)
)
> 0.
D’apre`s le lemme 1.1, la suite de boules est de Borel-Cantelli.
2.2 Un crite`re pour que Tθ ne posse`de pas la proprie´te´ du loga-
rithme
Nous donnons une condition suffisante pour ne pas posse´der la proprie´te´ du lo-
garithme. L’ide´e de la de´monstration est que lorsque les approximations line´aires
sont suffisamment bonnes, les e´le´ments de l’orbite vont eˆtre assez proches d’un
hyperplan pour que la mesure occupe´e par l’union des boules soit petite. Nous en
de´duirons le the´ore`me 2 (ii)
8
The´ore`me 5. S’il existe une suite de vecteurs a` coefficients entiers, de normes
strictement croissantes, (Xn)n∈N telle que∑
|Xn+1|
d
d+1‖〈Xn, θ〉‖
1
d+1 <∞, (2)
alors la translation Tθ ne posse`de pas la proprie´te´ du logarithme.
Supposons la condition (2) ve´rifie´e. Notons εn = ‖〈Xn, θ〉‖ etBn = B(0, n− 1d ).
Nous devons montrer que µ
(
lim sup T−nθ Bn
)
= 0. Pour cela, il suffit de montrer
qu’il existe une suite de re´els strictements positifs (Ln)n>0 tendant vers l’infini
telle que ∑
n
µ
 ⋃
Ln≤l<Ln+1
T−lθ Bl
 < +∞. (3)
Etant donne´e une suite (Ln) de re´els strictements positifs, soitUn =
⋃
Ln≤l<Ln+1
T−lθ Bl.
Soient x un point de Un et k un entier avec Ln ≤ k < Ln+1, tel que x ∈ T−kθ Bk,
c’est-a`-dire ‖x+ kθ‖ ≤ L−
1
d
n . On a alors
‖〈Xn, x〉‖ ≤ k‖〈Xn, θ〉‖+ ‖〈Xn, x+ kθ〉‖,
≤ Ln+1εn + d‖x+ kθ‖ |Xn|,
≤ Ln+1εn + dL
− 1
d
n |Xn|.
L’application X˜n de Td dans T qui envoie x sur 〈Xn, x〉 mod 1 est un mor-
phisme surjectif de groupes compacts. L’image de µ par X˜n est donc la mesure de
Lebesgue sur T et il re´sulte de l’ine´galite´ pre´ce´dente que
µ(Un) ≤ 2
(
Ln+1εn + dL
− 1
d
n |Xn|
)
.
Il nous suffit donc de construire une suite (Ln)n∈N tendant vers l’infini telle que∑
n
(
Ln+1εn + |Xn|L
− 1
d
n
)
<∞. (4)
On pose Ln = |Xn|
d
d+1ε
− d
d+1
n−1 . Cette suite tend bien vers l’infini et
Lnεn−1 = |Xn|L
− 1
d
n = |Xn|
d
d+1ε
1
d+1
n−1.
D’ou` l’hypothe`se (2) entraıˆne (4), ce qui conclut la de´monstration du the´ore`me 5.
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2.3 De´monstration du the´ore`me 2 (ii)
Nous donnons des conditions e´quivalentes a` la condition (2) du the´ore`me 5.
Lemme 2.1. Les proprie´te´s suivantes sont e´quivalentes :
(i) Il existe (Xn)n∈N, une suite de vecteurs non nuls a` coefficients entiers de
normes strictement croissantes, telle que
∑
|Xn+1|
d
d+1‖〈Xn, θ〉‖
1
d+1 <∞.
(ii) Il existe une sous-suite (∆φ(n))n∈N de la suite des meilleures approxima-
tions line´aires telle que
∑
|∆φ(n+1)|
d
d+1‖〈∆φ(n), θ〉‖
1
d+1 <∞.
(iii)∑(2ndεl(2n)) 1d+1 <∞.
(iv)∑k∈N∗ k−1(kdεl(k)) 1d+1 <∞.
Montrons d’abord qu’on de´duit le the´ore`me 2 (ii) du lemme 2.1. Supposons
qu’il existe τ strictement positif tel que θ n’appartienne pas a` Θdl (τ). Alors pour
tout k assez grand, εl(k) < k−d(1+τ). On a donc
k−1(kdεl(k))
1
d+1 ≤ k−1−
dτ
d+1 .
La proprie´te´ (iv) est ve´rifie´e puisque τ est strictement positif. D’apre`s le lemme,
l’hypothe`se du the´ore`me 5 est e´galement ve´rifie´e et donc Tθ ne posse`de pas la
proprie´te´ du logarithme.
De´monstration du lemme 2.1
Nous montrons tout d’abord que (i) implique (ii). Soit (Xn)n∈N une suite de
vecteurs ve´rifiant la condition (i). On conside`re la suite (∆n)n∈N des meilleures
approximations line´aires. On de´finit la suite d’entiers (φ(n))n∈N par la relation
|∆φ(n)| ≤ |Xn| < |∆φ(n)+1|.
D’apre`s la de´finition des meilleures approximations line´aires, on a pour tout n,
‖〈∆φ(n), θ〉‖ ≤ ‖〈Xn, θ〉‖. D’ou`∑(
|∆φ(n+1)|
d‖〈∆φ(n), θ〉‖
) 1
d+1 <
∑(
|Xn+1|
d‖〈Xn, θ〉‖
) 1
d+1 < +∞.
La suite (φ(n))n∈N n’est pas ne´cessairement strictement croissante, mais on se
rame`ne sans difficulte´ a` ce cas.
Nous montrons maintenant que (ii) implique (iii). Soit (∆φ(n)) une sous-suite
des meilleures approximations line´aires ve´rifiant la condition (ii). Pour k ≥ 0,
notons hk = |∆φ(k)|. Pour tout entier n tel que hk ≤ 2n < hk+1, on a εl(2n) ≤
‖〈∆φ(k), θ〉‖, d’ou`
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∑
hk≤2n<hk+1
(2ndεl(2
n))
1
d+1 ≤ ‖〈∆φ(k), θ〉‖
1
d+1
∑
hk≤2n<hk+1
(2nd)
1
d+1
≤ ‖〈∆φ(k), θ〉‖
1
d+1
(2hk+1)
d
d+1
2
d
d+1 − 1
.
Donc, ∑
n≥n0
(
2ndεl(2
n)
) 1
d+1 ≤ c
∑
k≥0
h
d
d+1
k+1‖〈∆φ(k), θ〉‖
1
d+1 ,
ou` n0 est un entier ve´rifiant 2n0 ≥ h0 et c est une constante strictement positive.
Maintenant, pour de´duire la proprie´te´ (i) de la proprie´te´ (iii), il suffit de re-
marquer qu’a` εl(2n) correspond un suite de droites (Xn), avec |Xn| ≤ 2n, ve´rifiant
‖〈Xn, θ〉‖ = min
|X|≤2n
‖〈X, θ〉‖ = εl(2
n).
On a alors
|Xn+1|
d
d+1‖〈Xn, θ〉‖
1
d+1 ≤ 2(n+1)
d
d+1εl(2
n)
1
d+1 = 2
d
d+1
(
2ndεl(2
n)
) 1
d+1 .
On se rame`ne ensuite a` une suite dont les normes sont strictement croissantes.
Nous finissons en montrant que les proprie´te´s (iii) et (iv) sont e´quivalentes.
Remarquons que pour n donne´ si on a 2n ≤ k < 2n+1, d’apre`s les proprie´te´s de
meilleures approximations, εl(2n+1) ≤ εl(k) ≤ εl(2n) et donc
1
2n+1
(2ndεl(2
n+1))
1
d+1 ≤
1
k
(kdεl(k))
1
d+1 ≤
1
2n
(2(n+1)dεl(2
n))
1
d+1 .
En sommant ces ine´galite´s pour k compris entre 2n et 2n+1
1
2
(2ndεl(2
n+1))
1
d+1 ≤
∑
2n≤k<2n+1
1
k
(kdεl(k))
1
d+1 ≤ (2(n+1)dεl(2
n))
1
d+1 .
Puis on somme sur les entiers n ≥ 0,
2−(1+
d
d+1
)
∑
n≥1
(2ndεl(2
n))
1
d+1 ≤
∑
k≥1
1
k
(kdεl(k))
1
d+1 ≤ 2
d
d+1
∑
n≥0
(2ndεl(2
n))
1
d+1 .
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2.4 Un premier contre-exemple
Donnons maintenant un premier contre-exemple a` la proprie´te´ du logarithme.
Cet exemple s’inspire de l’ide´e d’alterner les meilleurs approximations des co-
ordonne´es de l’angle θ. Cette ide´e a e´te´ utilise´e par Yoccoz pour de´montrer que
la proprie´te´ de Denjoy-Koksma n’e´tait plus vraie en dimension supe´rieure a` 1
([18]). On la retrouve par exemple dans [8] pour montrer que l’on peut construire
des flots spe´ciaux au-dessus de rotations sur le tore de dimension 2 qui ne soient
pas me´langeants, dans la construction de contre-exemples a` la loi du logarithme
par Galatolo et Peterlongo ([9]) ou dans le contre-exemples que donne Chevallier
([6]) d’un point dont la trajectoire est “mal re´partie”.
Pour d > 1, soit θ = (θ1, ..., θd). Pour n ∈ N et pour 1 ≤ i ≤ d, on note
(qi,n) la suite des de´nominateurs de la fraction continue de θi et on pose Xdn+i =
(0, ..., qi,n, .., 0). On a alors en particulier
‖〈Xdn+i, θ〉‖ ≤
1
qi,n+1
.
D’apre`s le the´ore`me 5, la translation Tθ n’a pas la proprie´te´ du logarithme si ces
suites ve´rifient
∑
n
(qd1,n
qd,n
) 1
d+1
+
(
qd2,n
q1,n+1
) 1
d+1
+ ...+
(
qdd,n
qd−1,n+1
) 1
d+1
 <∞.
Cette condition est re´alise´e s’il existe une constante c > 1 pour n assez grand, tel
que (
qd1,n
qd,n
) 1
d+1
≤ n−c
et pour 2 < i ≤ d, (
qdi,n
qi−1,n+1
) 1
d+1
≤ n−c.
On en de´duit la proposition suivante
Proposition 2.2. Soit d > 1. Soit θ = (θ1, ..., θd) et soit pour 1 ≤ i ≤ d, la suite
(qi,n) des de´nominateurs des fractions continues de θi. S’il existe δ > d + 1 tel
que pour tout n assez grand,
qd,n ≥ q
d
1,nn
δ et qi−1,n+1 ≥ q
d
i,nn
δ pour 2 < i ≤ d,
alors Tθ ne posse`de pas la proprie´te´ du logarithme.
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Il est aise´ de construire des vecteurs θi ve´rifiant les relations de la proposi-
tion 2.2, en construisant par re´currence, simultane´ment, les de´veloppements en
fractions continues des θi.
En dimension 2, on montre (voir [8] chapitre 7) que quel que soit ε, il existe
des vecteurs θ ∈ Ω2s(1 + ε) ve´rifiant ces conditions. Par contre, on peut montrer
(voir [2]) que de tels θ ne peuvent avoir des types diophantiens plus petits.
2.5 Extensions du crite`re a` des boules de rayon n− 1δ
Nous e´largissons dans cette section le cadre du proble`me. Remarquons que
dans la de´monstration du the´ore`me 5 le fait que les rayons des boules soient e´gaux
a` n−
1
d ne joue pas un roˆle important. Soit(Xn) une suite de vecteurs a` coefficients
entiers. On conside`re les boules B(0, rn), avec rn de´croissant et une suite (Ln) de
re´els strictement positifs tendant vers l’infini. Comme dans la de´monstration du
the´ore`me 5, on note εn = ‖〈Xn, θ〉‖ et on de´finit Un =
⋃
Ln≤l<Ln+1
T−lθ B(0, rl).
On obtient de la meˆme manie`re que si un point du tore x appartient a` Un, alors
‖〈Xn, x〉‖ ≤ Ln+1εn + drLn|Xn|.
D’ou`
µ(Un) ≤ 2(Ln+1εn + drLn |Xn|).
En particulier, lorsque rn = n−
1
δ , en posant,
Ln = |Xn|
δ
δ+1ε
− δ
δ+1
n−1 ,
et comme pour le the´ore`me 5, on obtient
Proposition 2.3. Soit δ > 0. S’il existe une suite de vecteurs a` coefficients entiers,
de normes croissantes, (Xn)n∈N telle que∑
|Xn+1|
δ
δ+1ε
1
δ+1
n <∞,
ou` εn = ‖〈Xn, θ〉‖, alors la suite des boulesB(0, n−
1
δ ) n’est pas de Borel-Cantelli
pour Tθ.
Remarquons que les suite de boules B(0, n− 1δ ) avec δ < d ne peuvent pas eˆtre
de Borel-Cantelli, car la somme de leurs mesures est finie.
Dans la de´monstration du lemme 2.1, on peut sans difficulte´s remplacer d par
δ, et on obtient de meˆme
Lemme 2.4. Soit δ > 0. Les proprie´te´s suivantes sont e´quivalentes :
(i) Il existe (Xn)n∈N, une suite de vecteurs a` coefficients entiers de normes
strictement croissantes, telle que
∑
|Xn+1|
δ
δ+1‖〈Xn, θ〉‖
1
δ+1 <∞.
(ii)∑k∈N∗ k−1(kδεl(k)) 1δ+1 <∞.
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Il en re´sulte
Proposition 2.5. Soit δ ≥ d. Si θ n’appartient pas a` Θdl (τ) pour un τ > δd − 1,
les suite de boules B(0, n− 1δ ) ne sont pas de Borel-Cantelli pour Tθ.
En effet, supposons qu’il existe τ avec τ > δ
d
− 1 tel que θ n’appartienne pas
a` Θdl (τ). Alors pour tout k assez grand, εl(k) < k−d(1+τ). On a donc
k−1(kδεl(k))
1
δ+1 ≤ k−1−
d+dτ−δ
d+1
On a d + dτ − δ > 0, donc la proprie´te´ (ii) du lemme 2.4 est ve´rifie´e et la propo-
sition 2.3 s’applique.
Corollaire 2.6. S’il existe τ > 0, tel que θ n’appartienne pas a` Θdl (τ), alors la
translation Tθ ne ve´rifie pas la loi du logarithme.
En choisissant d < δ < d(1 + τ), la suite de boules B(0, n− 1δ ) n’est pas de
Borel-Cantelli d’apre`s la proposition 2.5. D’apre`s la de´monstration du lemme 1.2,
on ne peut pas alors avoir lim supn→∞
− log ‖Tn
θ
(x)‖
logn
> 1
δ
, d’ou`
lim sup
n→∞
− log ‖T iθ(x)‖
log n
<
1
d
.
3 Relation de transfert entre les Θdl (τ ) et les Θds(τ )
3.1 De´monstration du the´ore`me de transfert
Nous montrons le the´ore`me 3 en en donnant une version plus pre´cise. Cela
comple´tera la de´monstration des the´ore`mes 1 et 2. Nous en de´duirons e´galement
une variante du the´ore`me 5 avec une condition portant sur les approximations
simultane´es.
The´ore`me 6. (i) Quels que soient h > 0 et d entier non nul on a
εl(h) ≤
1
Chd−1
εs(Ch
d),
ou` C = 1
2(d+1)
.
(ii) Soient τ > 0 et η > 0. Si lim sup hd(1+τ)εl(h) < η, alors
lim sup q
1+τ
d+(d−1)τ εs(q) ≤ C
′η
1
d2+d(d−1)τ ,
ou` C ′ est une constante strictement positive.
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Le the´ore`me 3 en re´sulte bien. Soit en effet τ ≥ 0, en posant q = Chd,
l’ine´galite´ (i) s’e´crit
hd(1+τ)εl(h) ≤ c1q
1+dτ
d εs(q),
ou` c1 est une constante strictement positive. Ce qui implique que Θdl (τ) ⊂ Θds(dτ).
D’autre part, si θ n’appartient pas a` Θdl (τ) alors lim sup hd(1+τ)εl(h) = 0 et
d’apre`s (ii),
lim sup q
1+τ
d+(d−1)τ εs(q) = 0.
Or on a 1+τ
d+(d−1)τ
= 1
d
(
1 + τ
d+(d−1)τ
)
, donc θ n’appartient pas a` Θds
(
τ
(d−1)τ+d
)
.
La preuve du the´ore`me reprend la de´monstration par Khintchine ([15]) du
the´ore`me de transfert de Jarnik. A partir d’un lemme de Minkoswki, Khintchine
montre le lemme ci-dessous. On pourra e´galement voir un article d’Apfelbeck
([1]) donnant une ame´lioration du the´ore`me de transfert de Jarnik et qui reprend
ce lemme clef de Khintchine.
Lemme 3.1. [Khintchine] Soient f1, ..., fn et g1, ..., gn des formes line´aires sur
Rn, avec det(g1, ..., gn) = λ, telles que la forme biline´aire sur Rn×Rn, (u, v)→∑n
i=1 fi(u)gi(v) soit a` coefficients entiers, soient t1, ..., tn des re´els strictement
positifs. S’il existe u ∈ Zn \ {0} tel que |fi(u)| ≤ ti, pour 1 ≤ i ≤ n et fi(u) 6= 0
pour au moins un i, alors il existe v ∈ Zn \ {0} tel que pour 1 ≤ k ≤ n,
|gk(v)| ≤ (2nλ)
1
n−1
(
∏n
i=1 ti)
1
n−1
tk
.
De´monstration du the´ore`me 6
On applique le lemme, avec n = d+1, aux formes line´aires sur Rd+1 de´finies
par 
fi(u) = ui − θiud+1, 1 ≤ i < d
fd+1(u) = ud+1
gi(v) = vi, 1 ≤ i ≤ d
gd+1(v) =
∑d
i=1 viθi + vd+1
On trouve
∑d+1
i=1 fi(u)gi(v) =
∑d+1
i=1 uivi, il s’agit donc bien d’une forme bi-
line´aire a` coefficients entiers. On a det(g1, ..., gd+1) = 1 et det(f1, ..., fd+1) = 1.
On commence par montrer la partie (i). Soient q un re´el strictement positif
et ε = εs(q). On choisit u = (u1, ..., ud+1) dans Zd+1 tel que |ud+1| < q et
‖ud+1θ‖ = max1≤i≤d |ud+1θi − ui| = ε. Alors |fi(u)| ≤ ε, pour 1 ≤ i ≤ d, et
|fd+1(u)| ≤ q.
15
D’apre`s le lemme, il existe v = (v1, ..., vd+1) non nul appartenant a` Zd+1 tel
que, en notant ∆ = (v1, ..., vd) on ait,
|∆| = max1≤i≤d |vi| = max1≤i≤d |gi(v)| ≤ c
(εdq)
1
d
ε
= cq
1
d
‖〈∆, θ〉‖ = |
∑d
i=1 viθi + vd+1| = |gd+1(v)| ≤ c
(εdq)
1
d
q
= cq−
d−1
d ε
ou` c = (2(d+ 1))
1
d
.
Il en re´sulte que
εl(cq
1
d ) ≤ cq−(1−
1
d
)ε.
Pour h > 0 donne´, en posant q = Chd, c’est-a`-dire h = cq 1d , on trouve bien
εl(h) ≤
1
Chd−1
εs(Ch
d).
On montre maintenant la partie (ii) du the´ore`me. On utilise le lemme 3.1 avec
les meˆmes formes line´aires que dans la de´monstration de la partie (i), mais on
inverse les roˆles des fi et des gi.
Etant donne´ τ > 0 et η > 0, soit h > 0 tel que hd(1+τ)εl(h) < η, et soit v un
vecteur non nul de Zd tel que |gi(v)| = |vi| ≤ |h|, pour 1 ≤ i ≤ d, et
|gd+1(v)| = εl(h) ≤
η
hd(1+τ)
·
D’apre`s le lemme 3.1, il existe un vecteur u non nul de Zd+1 tel que pour
1 ≤ i ≤ d, on a
|fi(u)| = |ud+1θ − ui| ≤
c
h
(
hdη
hd(1+τ)
) 1
d
= c
η
1
d
h(1+τ)
,
et
|fd+1(u)| = |ud+1| ≤ c
hd(1+τ)
η
(
hdη
hd(1+τ)
) 1
d
= cη
1
d
−1hd+(d−1)τ .
En posant q = cη 1d−1hd+(d−1)τ , on obtient
εs(q) ≤ cη
1
dh−(1+τ).
Comme
q
1+τ
d+(d−1)τ =
(
cη
1
d
−1
) 1+τ
d+(d−1)τ
h(1+τ),
q
1+τ
d+(d−1)τ εs(q) ≤
(
cη
1
d
−1
) 1+τ
d+(d−1)τ
cη
1
d = C ′η
1
d2+d(d−1)τ ,
ou` C ′ est une constante strictement positive.
Sous l’hypothe`se de (ii), on peut choisir h et donc q arbitrairement grands
ve´rifiant ces ine´galite´s, ce qui conclut la de´monstration du the´ore`me 6.
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3.2 Crite`re en approximations simultane´es pour ne pas avoir
la proprie´te´ du logarithme
Proposition 3.2. S’il existe une suite d’entiers strictement croissante (qn)n∈N,
telle que ∑
n≥0
(q
1
d
n ‖qn−1θ‖)
1
d+1 <∞,
alors Tθ ne posse`de pas la proprie´te´ du logarithme.
Commenc¸ons par re´e´crire la condition (iv) du lemme 2.1 sous la forme∫ ∞
1
1
h
(hdεl(h))
1
d+1dh <∞.
D’apre`s le the´ore`me 6, on a∫ ∞
1
1
h
(hdεl(h))
1
d+1dh ≤
1
C
1
d+1
∫ ∞
1
1
h
(hεs(Ch
d))
1
d+1dh.
On applique le changement de variable q = Chd,∫ ∞
1
1
h
(hdεl(h))
1
d+1dh ≤
1
d
1
C
1
d
∫ ∞
C
1
q
(q
1
d εs(q))
1
d+1dq,
Donc si
∑
q∈N∗ q
−1
(
q
1
d εs(q)
) 1
d+1
< ∞, alors Tθ ne posse`de pas la proprie´te´
du logarithme.
On montre que cette condition est e´quivalente a` la condition de l’e´nonce´ de la
meˆme manie`re que dans la de´monstration du lemme 2.1.
4 Construction, en dimension 2, d’exemples et de
contre-exemples a` la proprie´te´ du logarithme
Dans [17], Laurent de´montre l’optimalite´ d’une ine´galite´ de transfert en construi-
sant un vecteur θ dont il controˆle les approximations diophantiennes. Nous allons
reprendre sa construction en l’adaptant a` nos de´finitions.
The´ore`me 7. Etant donne´ (an)n∈N et (h◦n)n∈N deux suites d’entiers strictement
positifs, avec an > 25 et h◦n+1 ≥ 24anh◦n, on peut construire un vecteur θ appar-
tennant a` T2 de manie`re que
(i) Si ∑
n≥0
a
− 1
3
n <∞,
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alors Tθ ne posse`de pas la proprie´te´ du logarithme.
(ii) Si la suite (an) admet une sous-suite borne´e alors θ ∈ Θ2l (0).
(iii) Soit τ ≥ 0. On a θ ∈ Ω2s(τ) si et seulement si
inf a−1n+1a
1+τ
2
n (h
◦
n)
1+τ (h◦n+1)
−1 > 0.
Avant de faire la construction, on montre que l’on peut en de´duire le the´ore`me
4. D’apre`s la premie`re assertion du the´ore`me, si on choisit an = n4 (pour n ≥ 3)
alors Tθ ne posse`de pas la proprie´te´ du logarithme. On choisit e´galement h◦n+1 =
24anh
◦
n. Alors, quelque soit τ > 0,
inf a−1n+1a
1+τ
2
n (h
◦
n)
1+τ (h◦n+1)
−1 = inf
1
24
(h◦n)
τ (n+ 1)−4n2(τ−1) > 0,
car, (h◦n) a une croissance au moins exponentielle. Donc θ ∈ Ω2s(τ) pour tout
τ > 0.
On choisit, maintenant, la suite (an) borne´e, donc θ ∈ Θ2l (0) et Tθ posse`de la
proprie´te´ du logarithme. On veut de plus que θ n’appartienne a` aucun Ω2s(τ) pour
τ > 0, soit d’apre`s (iii) que inf a−1n+1a
1+τ
2
n (h◦n)
1+τ (h◦n+1)
−1 = 0 pour tout τ > 0.
Comme la suite (h◦n) est soumise a` la seule condition que h◦n+1 ≥ 24anh◦n, il suffit
de la construire par re´currence en choisissant h◦n+1 suffisamment grand devant h◦n.
4.1 Pre´liminaires
La premie`re ide´e est de se placer dans l’espace projectif. On conside`re les
points P = (x, y, z) ∈ Z3, avec x, y, z premiers entre eux, auxquels on associe les
points P˜ =
(
x
z
, y
z
)
dans R2 lorsque z 6= 0 et les triplets ∆ = (r, s, t) de Z3, avec
r, s, t premiers entre eux associe´s aux droites ∆˜ : rx+ sy + t = 0 dans R2.
On notera P ∧P ′ le produit exte´rieur dans R3 et |P | = max(|x|, |y|, |z|). Pour
cette norme on a |P ∧ P ′| ≤ 2|P ||P ′|.
Si P˜ , P˜ ′ appartiennent a` la droite ∆˜, ce qui correspond au fait que les points P
et P ′ appartiennent au re´seau Γ = {P ∈ Z3|〈∆, P 〉 = 0}, alors P ∧P ′ = k∆ avec
k entier et de plus P et P ′ engendrent le re´seau Γ si et seulement si P ∧P ′ = ±∆.
On utilisera e´galement la version suivante d’un lemme bien connu en norme
euclidienne,
Lemme 4.1. Soit ∆ appartenant a` Z3, le re´seau Γ = {P ∈ Z3|〈∆, P 〉 = 0}
et soit P un e´le´ment du re´seau, dont les coordonne´es sont premie`res entre elles.
Alors, il existe P ′ tel que P et P ′ engendrent Γ, avec |P ′| ≤ 2max
(
|P |, |∆|
|P |
)
.
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4.2 Construction de (∆n)n∈N et (Pn)n∈N
Nous allons construire θ comme limite d’une suite de points (P˜n) tout en
construisant une suite d’approximations line´aires (∆˜n).
Les normes respectives hn et qn de ∆n et Pn seront prescrites a` une constante
pre`s. On demande de plus que le point P˜n soit l’intersection de ∆˜n et de ∆˜n+1.
Soient (an)n∈N et (h◦n)n∈N deux suites d’entiers strictement positifs, avec an >
25 et h◦n+1 ≥ 24anh
◦
n. On note q◦n = anh◦n2.
Nous commenc¸ons la re´currence avec ∆0 = (h◦0,−1, 0) et P0 = (1, h◦0, q◦0),
qui sont associe´s respectivement a` la droite ∆˜0 : h◦0x−y = 0 et le point P˜0
(
1
q◦0
,
h◦0
q◦0
)
.
Alors q0 = q◦0 , h0 = h◦0 et le point P˜0 appartient a` la droite ∆˜0. Supposons que
soient construits ∆n et Pn, a` coordonne´es premie`res entre elles, tels que P˜n ap-
partient a` ∆˜n, et ve´rifiant les ine´galite´s
1
2
h◦n ≤ |∆n| = hn ≤ 2h
◦
n
et
1
2
q◦n ≤ |Pn| = qn ≤ 2q
◦
n.
On construit d’abord ∆n+1. D’apre`s le lemme 4.1, il existe un point ∆′ engen-
drant avec ∆n le re´seau {∆ ∈ Z3|〈Pn,∆〉 = 0} et ve´rifiant |∆′| ≤ 2max(hn, qnh−1n ).
On a qnh−1n ≤ 4anh◦n, donc |∆′| ≤ 13h
◦
n+1. Quitte a` changer de signe, on suppose
∆n ∧∆
′ = Pn.
On pose
∆n+1 =
[
h◦n+1
hn
]
∆n +∆
′
et hn+1 = |∆n+1|. On a encore ∆n ∧ ∆n+1 = Pn, ce qui implique que les co-
ordonne´es de ∆n+1 sont premie`res entre elles et que P˜n appartient a` ∆˜n+1. De
plus [
h◦n+1
hn
]
hn − |∆
′| ≤ hn+1 ≤
[
h◦n+1
hn
]
hn + |∆
′|,
h◦n+1 − hn − |∆
′| ≤ hn+1 ≤ h
◦
n+1 + |∆
′|.
D’ou`
1
2
h◦n+1 ≤ hn+1 ≤ 2h
◦
n+1.
On construit Pn+1 de la meˆme manie`re ; le lemme 4.1 donne l’existence d’un
P ′ engendrant avec Pn le re´seau {P ∈ Z3|〈∆n+1, P 〉 = 0} et ve´rifiant |P ′| ≤
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2max(qn, hnq
−1
n ). Donc |P ′| ≤ 13q
◦
n+1. On pose alors Pn+1 = [
q◦
n+1
qn
]Pn + P
′ et
qn+1 = |Pn+1|. Alors le point P˜n+1 appartient a` ∆˜n+1 et on ve´rifie
1
2
q◦n+1 ≤ qn+1 ≤ 2q
◦
n+1.
Quitte a` changer de signe on supposera Pn ∧ Pn+1 = ∆n+1.
4.3 Convergence de la suite (P˜n) et de´finition de θ
Suivant la de´monstration de [17], on conside`re une “distance” projective entre
deux points P˜ et P˜ ′ de R2
d(P˜ , P˜ ′) =
|P ∧ P ′|
|P ||P ′|
et qui ve´rifie l’ine´galite´ triangulaire suivante pour trois points P˜ , P˜ ′, P˜ ′′
d(P˜ , P˜ ′′) ≤ d(P˜ , P˜ ′) + 2d(P˜ ′, P˜ ′′).
Cette “distance” coı¨ncide avec la distance dans R2 pour deux points assez
proches de l’origine. En effet, si P = (x, y, z) et P ′ = (x′, y′, z′) ve´rifient |z| ≥
2max(|x|, |y|) et |z′| ≥ 2max(|x′|, |y′|), un calcul imme´diat montre que
d(P˜ , P˜ ′) = |P˜ − P˜ ′|.
Remarquons que |z| ≥ 2max(|x|, |y|) si et seulement si d(0, P˜ ) ≤ 1
2
, puisque
d(0, P˜ ) = |(−y,x,0)|
|P |
.
Cela va nous permettre d’e´valuer les distances |P˜n − P˜n+1|. On a pour tout n
entier,
d(P˜n, P˜n+1) =
|Pn ∧ Pn+1|
|Pn||Pn+1|
=
|∆n+1|
|Pn||Pn+1|
=
hn+1
qnqn+1
·
Donc
1
8
1
an+1anh◦n
2h◦n+1
≤
1
8
h◦n+1
q◦nq
◦
n+1
≤ d(P˜n, P˜n+1) ≤ 8
h◦n+1
q◦nq
◦
n+1
≤
8
an+1anh◦n
2h◦n+1
.
Compte tenu de l’encadrement pre´ce´dent et des conditions portant sur (an) et
(h◦n), on obtient
d(P˜n, P˜n+1) ≤
1
21833
d(P˜n−1, P˜n). (5)
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Pour n = 0, on a d(0, P˜0) =
h◦0
q◦0
= 1
a0h
◦
0
< 1
32
. Et en e´valuant grossie`rement,
d(P˜i, P˜i+1) ≤
1
32i+1
, d’ou`,
d(0, P˜n) ≤ d(0, P˜0) + 2
n−1∑
i=0
d(P˜i, P˜i+1) <
1
32
+ 2
n−1∑
i=0
1
32i+1
<
1
8
.
En particulier, d(0, P˜n) < 12 , pour tout n et
|P˜n − P˜n+1| = d(P˜n, P˜n+1).
La de´croissance de |P˜n− P˜n+1| e´tant au moins ge´ome´trique, la suite P˜n est de
Cauchy et on note θ sa limite. On a encore
|θ| ≤
1
8
<
1
4
. (6)
De (5), il re´sulte aussi 1
2
|P˜n − P˜n+1| ≤ |P˜n − θ| ≤
3
2
|P˜n − P˜n+1|, soit encore
1
2
hn+1
qnqn+1
≤ |P˜n − θ| ≤
3
2
hn+1
qnqn+1
. (7)
4.4 Meilleures approximations diophantiennes de θ
4.4.1 Approximations simultane´es
Nous montrons ici que les meilleures approximations simultane´es de θ =
(θ′, θ′′) sont les |Pn| = qn a` l’exception possible des premiers termes et de certains
termes (qn+1 − qn) :
Lemme 4.2. Si q est un entier avec 0 < q < qn+1 et q 6= qn, q 6= qn+1 − qn, alors
‖qθ‖ > ‖qnθ‖.
D’apre`s (7), on a qn|θ − P˜n| ≤ 12 , donc ‖qnθ‖ = qn|θ − P˜n| et
hn+1
2qn+1
≤ ‖qnθ‖ ≤
3hn+1
2qn+1
, (8)
Soit q un entier satisfaisant les condition du lemme. Il existe x et y entiers
tels que et ‖qθ‖ = max(|x − qθ′|, |y − qθ′′|). Soit P = (x, y, q). D’apre`s (6),
|x| < q
4
+ 1
2
< q et de meˆme |y| < q. On a donc |P | = q. Si |P˜ | > 1
2
alors on a
|P˜ − θ| > 1
4
, or d’apre`s (8), ‖qnθ‖ < 14 . Nous supposerons donc que |P˜ | ≤ 12 ,
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On de´compose
‖qθ‖ = q|P˜ − θ| ≥ q
(
|P˜ − P˜n+1| − |P˜n+1 − θ|
)
D’apre`s (7), q|P˜n+1 − θ| ≤ 32 hn+2qn+2 , d’ou`
q|P˜n+1 − θ| ≤
6
an+2h
◦
n+2
≤
1
4 an+2an+1h◦n+1
≤
h◦n+1
4 an+2q◦n+1
≤
hn+1
an+2qn+1
,
donc
q|P˜n+1 − θ| <
1
2
hn+1
qn+1
.
Pour conclure la de´monstration du lemme, il sufit maintenant de montrer que
q|P˜ − P˜n+1| ≥ 2
hn+1
qn+1
.
Rappelons que l’on suppose |P˜ | ≤ 1
2
, on a donc
|P˜ − P˜n+1| =
|P ∧ Pn+1|
|P ||Pn+1|
=
1
q qn+1
|P ∧ Pn+1|. (9)
Il reste a` e´valuer |P ∧ Pn+1|.
Premie`re possibilite´, P˜ n’appartient pas a` ∆˜n+1, auquel cas la droite joignant
P˜ et P˜n+1 passe par P˜n+1 tout en n’e´tant pas coline´aire a` ∆˜n+1. Il existe alors un
entier l non nul tel que
(P ∧ Pn+1) ∧∆n+1 = lPn+1.
D’ou`
|P ∧ Pn+1| ≥
|Pn+1|
2|∆n+1|
=
qn+1
2hn+1
≥ 2hn+1.
Deuxie`me possibilite´, P˜ appartient a` ∆˜n+1, c’est a` dire P appartient au re´seau
{P ∈ Z3|〈∆n+1, P 〉 = 0}. Les points Pn et Pn+1 engendrant ce re´seau, il existe k
et k′ entiers tels que P = kPn + k′Pn+1. On a
|P ∧ Pn+1| = |k||∆n+1| = |k|hn+1.
Remarquons que k est non nul car |P | < |Pn+1|. Si |k| = 1, on a alors P =
k′Pn+1 ± Pn et q = k′qn+1 ± qn. Comme 0 < q < qn+1 on a k′ = 0 ou k′ = 1,
mais comme q 6= qn et q 6= qn+1−qn, ces cas sont e´galement exclus. D’ou` |k| ≥ 2
et on a encore
|P ∧ Pn+1| ≥ 2hn+1.
D’apre`s (9), q|P˜ − P˜n+1| ≥ 2 hn+1qn+1 , ce qui conclut la de´monstration du lemme.
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4.4.2 Approximations line´aires
Notons ici θ¯ = (θ′, θ′′, 1) ∈ R3 et ∆n = (rn, sn, tn), alors |〈∆n, θ¯〉| = |rnθ′ +
snθ
′′ + tn|.
Nous allons montrer que (rn, sn)n∈N est la suite des meilleures approxima-
tions line´aires de θ, a` l’exception possible des premiers termes et de certains
(rn+1, sn+1)± (rn, sn).
Donnons tout d’abord un encadrement de |〈∆n, θ¯〉|.
Lemme 4.3. Pour tout n entier, on a
3
4
1
qn+1
≤ |〈∆n, θ¯〉| ≤
5
4
1
qn+1
.
On de´compose,
|〈∆n, θ¯〉| =
∣∣∣∣〈∆n, Pn+1|Pn+1| 〉+ 〈∆n, θ¯ − Pn+1|Pn+1| 〉
∣∣∣∣ .
Etudions 〈∆n, Pn+1〉, on a
∆n ∧ (Pn ∧ Pn+1) = ∆n ∧∆n+1 = Pn.
Mais aussi, d’apre`s la formule classique sur le double produit vectoriel
∆n ∧ (Pn ∧ Pn+1) = 〈∆n, Pn+1〉Pn − 〈∆n, Pn〉Pn+1 = 〈∆n, Pn+1〉Pn.
Donc, 〈∆n, Pn+1〉 = 1, et ∣∣∣∣〈∆n, Pn+1|Pn+1| 〉
∣∣∣∣ = 1qn+1 .
D’autre part d’apre`s (7),∣∣∣∣〈∆n, θ¯ − Pn+1|Pn+1|〉
∣∣∣∣ ≤ 2hn|θ − P˜n+1| ≤ 3hnhn+2qn+1qn+2 ≤ 24hnan+2qn+1hn+2 ≤ 14 1qn+1 .
D’ou` le re´sultat.
En particulier, |〈∆n, θ¯〉| < 12 , donc
|〈∆n, θ¯〉| = |rnθ
′ + snθ
′′ + tn| = ‖〈(rn, sn), θ〉‖.
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Pour montrer qu’il s’agit des meilleures approximations, nous allons comparer
∆n a` d’autres vecteurs ∆ de Z3. Rappelons que
|θ| = max(|θ′|, |θ′′|) <
1
4
.
Comme |〈∆n, θ¯〉| < 12 , on a |tn| <
1
2
+ 1
2
|(rn, sn)| < |(rn, sn)| et donc |(rn, sn)| =
hn. Soient (r, s) un vecteur du tore tel que 0 < |(r, s)| < hn+1 et t entier tel que
‖〈(r, s), θ)〉‖ = |rθ′ + sθ′′ + t|. En notant ∆ = (r, s, t), 〈∆, θ¯〉 = 〈(r, s), θ)〉 et de
meˆme |∆| = |(r, s)| < hn+1.
Pour ve´rifier que (rn, sn) est la suite des meilleures approximations line´aires
de θ a` l’exception possible des premiers termes et de certains termes±(rn+1, sn+1)±
(rn, sn), il nous suffit donc de montrer le lemme suivant.
Lemme 4.4. Soit ∆ = (r, s, t) un vecteur de Z3 tel que |∆| < hn+1, ∆ 6= ±∆n et
∆ 6= ±∆n+1 ±∆n. Alors
|〈∆, θ¯〉| > |〈∆n, θ¯〉|.
On de´compose de la meˆme manie`re que dans le lemme 4.3 et on obtient∣∣∣∣〈∆, θ¯ − Pn+1|Pn+1| 〉
∣∣∣∣ ≤ 24hn+1an+2qn+1hn+2 ≤ 14 1qn+1 .
De plus , ∣∣∣∣〈∆, Pn+1|Pn+1|〉
∣∣∣∣ = 1qn+1 |〈∆, Pn+1〉|.
D’ou` ∣∣〈∆, θ¯〉∣∣ ≥ 1
qn+1
(
|〈∆, Pn+1〉| −
1
4
)
.
D’apre`s le lemme 4.3, il suffit donc de montrer que
|〈∆, Pn+1〉| ≥ 2.
Tout d’abord remarquons que 〈∆, Pn+1〉 est non nul. Dans le cas contraire,
P˜n+1 appartiendrait a` ∆˜, qui est non coline´aire a` ∆˜n+1 puisque |∆| < hn+1. Alors
∆ ∧∆n+1 = kPn+1, avec k un entier non nul, et donc
|∆| ≥
qn+1
2hn+1
≥
anhn+1
16
≥ 2hn+1,
ce qui est contraire a` l’hypothe`se.
Supposons maintenant que, 〈∆, Pn+1〉 = ±1. Quitte a` changer ∆ en −∆, on
peut supposer 〈∆, Pn+1〉 = 〈∆n, Pn+1〉, d’ou` 〈∆−∆n, Pn+1〉 = 0.
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Alors la droite correspondant au triplet ∆−∆n, passe par P˜n+1. Si cette droite
n’est pas coline´aire a` ∆˜n+1, on en de´duit de meˆme
|∆−∆n| ≥
qn+1
2hn+1
≥ 2hn+1,
ce qui est de nouveau impossible, puisque hn < hn+1. On a donc ∆ = ∆n +
k∆n+1, avec k entier.
Si k = 0 ou k = ±1, on a respectivement ∆ = ∆n ou ∆ = ±∆n+1 +∆n, ces
deux cas ont e´te´ exclus. De plus |k| ≥ 2 impliquerait |∆| > hn+1, ce qui est en
contradiction avec notre hypothe`se.
Donc |〈∆, Pn+1〉| ≤ 1 est impossible, ce qui conclut la de´monstration du
lemme.
4.5 De´monstration du the´ore`me 7
Nous avons donne´ une construction d’un vecteur θ permettant d’en controˆler
les meilleures approximations, selon le choix de deux suites (an) et (h◦n). Il ne
nous reste plus qu’a` pre´ciser les types diophantiens selon (an) et (h◦n) et ve´rifier
si θ posse`de ou non la proprie´te´ du logarithme.
D’apre`s le lemme 4.3, on a
3
4
h2n+1
1
qn+1
≤ |∆n+1|
2|〈∆n, θ¯〉| ≤
5
4
h2n+1
1
qn+1
,
3
32
1
an+1
≤ |∆n+1|
2|〈∆n, θ¯〉| ≤
10
an+1
.
En dimension 2, en utilisant les (∆n), la condition du the´ore`me 5 s’e´crit∑
(|∆n+1|
2|〈∆n, θ¯〉|)
1
3 <∞.
Donc si la suite (an) ve´rifie
∑
a
− 1
3
n < ∞, alors Tθ ne posse`de pas la proprie´te´
du logarithme. Par contre, si la suite (an) a une sous-suite borne´e, alors d’apre`s
l’ine´galite´ de gauche, il existe une constante c strictement positive telle que pour
tout n
|∆n+1|
2εl(|∆n|) ≥ c,
d’ou` θ ∈ Θ2l (0).
Nous avons montre´ les assertions (i) et (ii) du the´ore`me.
On cherche maintenant les conditions sur (an) et (h◦n) pour que θ appartiennent
ou non a` Ω2s(τ) pour un τ ≥ 0 donne´. D’apre`s l’encadrement (8), on a
1
8
1
an+1h
◦
n+1
≤ ‖qnθ‖ ≤
6
an+1h
◦
n+1
,
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18
q
1+τ
2
n
an+1h
◦
n+1
≤ q
1+τ
2
n ‖qnθ‖ ≤ 6
q
1+τ
2
n
an+1h
◦
n+1
,
c0
a
1+τ
2
n (h◦n)
1+τ
an+1h
◦
n+1
≤ q
1+τ
2
n ‖qnθ‖ ≤ c1
a
1+τ
2
n (h◦n)
1+τ
an+1h
◦
n+1
, (10)
ou` c0 et c1 sont deux constantes strictement positives.
Pour les e´ventuelles meilleures approximations de la forme qn+1 − qn, remar-
quons que
(qn+1 − qn)
1+τ
2 εs(qn+1 − qn) ≥ 2
− 1+τ
2 q
1+τ
2
n+1‖qn+1θ‖,
puisque εs(qn+1 − qn) ≥ εs(qn+1) et qn+1 − qn ≥ 12qn+1.
Donc θ ∈ Ω2s(τ) si et seulement si inf q
1+τ
2
n ‖qn+1θ‖ > 0 et d’apre`s (10), cela
est vrai si et seulement si
inf a
1+τ
2
n (h
◦
n)
1+τ (an+1h
◦
n+1)
−1 > 0.
Ce qui conclut la de´monstration du the´ore`me.
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