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Abstract The molecular density functional theory of fluids provides an exact theory for computing solvation
free energies in implicit solvents. One of the reasons it has not received nearly as much attention as quantum
density functional theory for implicit electron densities is the paucity of basis set expansions for this theory.
This work constructs a minimal Hilbert space version of the Ornstein-Zernike theory over the complete
spatial, rotational, and internal conformational space that leaves the choice of basis open. The basis is
minimal in the sense that it is isomorphic to a choice of molecular property space (i.e. moments of the
distribution), and does not require auxiliary grids. This can be exploited, since there are usually only a
few ‘important’ properties for determining the structure and energetics of a molecular fluid. Two novel basis
expansions are provided which emphasize either the multipolar expansion (most useful for flexible molecules)
or the rotational distribution (most useful for rigid bodies described using quaternions). The perspective of
this work shows that radial truncation of the Bessel series over translation space determines an analytical
extrapolation of these functions to the origin in reciprocal space. We provide a new density functional theory
that naturally fits the moment-based, matrix approach. Three diverse applications are presented: relating
the present approach to traditional rotational invariants, demonstrating the stability of convex optimization
on the density functional, and finding analytical expression for dispersion contributions to the solvation free
energies of point polarizable dipoles.
Keywords Molecular Ornstein-Zernike · Potential distribution · Molecular density functional · Functional
equations · Convex Optimization
1 Introduction
In this work, we show that a full expansion in terms of local, molecular fields is ‘dual’ to a basis expansion
of the density function. The duality between these two approaches is exactly that between a distribution
and its moments, and is a special case of the moment problem in classical probability theory.[14] Hence, the
rotational invariant expansion of Blum[8] is only a particular choice which is best used to describe multipole
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moments of a rigid molecule. We provide two examples of moment spaces which use this transformation to
eliminate rotational density space in favor of observable molecular properties.
The connection to moments of the density distribution was was implicit in the original spherical harmonic
expansion of Blum,[8] but seems to have been first used effectively by Sluckin.[40] Nevertheless, the spherical
invariant expansion has been the framework adopted by most later works. Interestingly, many of those later
works find convenient expressions in matrix form.[7] When using general potentials, Fries and coworkers
noted there were difficulties associated with carrying out six-dimensional angular integrals (over rigid-body
rotational degrees of freedom).[20]
More recent works have shown the usefulness of expressing the translational part of the Ornstein-Zernike
(OZ) equation in a Cartesian grid basis.[22,28,23] Most of those works, however, apply to the context of
RISM theory. That theory has advanced to a great degree,[39,25] but requires describing each atom, rather
than each molecule, as a separate site.
Work by Borgis and collaborators[35,15] has shown the usefulness of coarsening the rotational distribution
into a spatial dipolar polarization density. Those works outline a path between the spherical invariant and
spatial number and dipolar density representations that makes it possible to phrase solvation thermodynamics
entirely in terms of latter, at least for the Stockmayer fluid. Its application to liquid water has turned out
to be very successful,[46] motivating extension to higher orders.[24]
The mathematical motivation for this re-phrasing is the relative difficulty of working with probability
distributions over molecular position and conformation space, x = (r, q, s) ∈ Ω1 ≡ R3 × SO(3) × S, where
r is the center of mass location, q is a unit quaternion describing the orientation, and s ∈ S describes all
internal coordinates. The set S is an arbitrary space of internal molecular coordinates. In applications, the
space of distribution functions over Ω1 is usually truncated to a finite number of basis functions. Thus, it is
natural to look for physically motivated transformations of those basis functions that give more insight into
molecular structure.
By following this idea through, we show how existing literature on one-component fluids of spherical
particles can, in most cases, be lifted to a matrix notation valid for molecules with internal and rotational
degrees of freedom. This opens new ideas for analytical and numerical investigations. Important potential
application areas include examining the density-dependence of dielectric effects,[32,34,17] simplifying mod-
els of solvation[6,31,43] including Casimir (density fluctuation) forces,[11] and extending dynamic density
functional theories.[2]
This work is divided into sections presenting I,II) the linear transformations between traditional projec-
tions of the 1-particle density onto a basis and field equations for average molecular properties, and III,V)
a formulation of OZ and classical fluid density functional theory (DFT) directly in molecular field space.
Section IV presents two alternative basis expansions – multipolar moments appropriate for general molecules
and a quadrature basis for distributions over quaternions appropriate for rigid bodies. Applications are pre-
sented in Sec. VI, where we recover in a few steps the mean-spherical approximation for dipolar hard spheres
and then show how it can be adapted to investigate Casimir forces in fluids of polarizable point dipoles.
2 Problem Statement
The usual perturbation theory is most easily stated by defining functionals,
Z[Φ] ≡
〈
e⟪Φ,ρˆ⟫〉 , ZN [Φ] ≡ 〈e⟪Φ,ρˆ⟫|n = N〉 , (1)
where Φ(x) is a (real-valued) function of the coordinates, x, of one molecule and ρˆ(x) is the instantaneous
number density of molecules at point x (a function of the microstate). Single-brackets denote an average
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over the Grand-Canonical ensemble, and double-brackets indicate the inner product,
⟪Φ, ρˆ⟫ ≡ ∫
Ω1
dx Φ(x)ρˆ(x). (2)
Then, since Eq. 1 is a moment generating function for ρˆ, the 1-particle density is its first cumulant,
ρ(x|Φ) = δlogZ[Φ]
δΦ(x)
. (3)
Thermodynamic integration then provides a method for calculating the density response to ‘charging’ Φλ as
λ smoothly changes Φ0 = 0 into Φ1 = Φ,
ρ(x|Φ) = ρ(x|0) +
∫ 1
0
dλ ⟪∂Φλ
∂λ
,
δρ(x|Φλ)
δΦλ
⟫ . (4)
It is usually the case that the pair potential can be decomposed into relative translation and internal
coordinate-dependent parts, Φ(x)  ∑Mi=1 φi(r)fi(q, s), where f : SO(3) × S → RM is some vector-valued
function of the molecular conformation, φ : R3 → RM is a vector-valued potential, and  denotes convergence
with increasing expansion order, M . In this case, we can work out conditions where
⟪Φ, ρˆ⟫ = ⟪φ, Fˆ⟫ , (5)
which explicitly uses the field density of molecular observables, f ,
Fˆ (r) ≡
∫∫
dqdsf(q, s)ρˆ(r, q, s) 
n∑
j=1
δ(r, rj)f(qj , sj) (6)
The new inner product uses the obvious definition,
⟪φ, Fˆ⟫ ≡ ∫ drφ†(r)Fˆ (r)  n∑
j=1
φ†(rj)f(qj , sj), (7)
where z† denotes the complex-conjugate transpose of z. Because of this equivalence, we abuse notation to
write Z[φ] = Z[Φ].
It is equally valid to write thermodynamic integration in terms of the “molecular field,” F (r|φ) =
δ logZ[φ]/δφ(r),
F (r|φ) = F (r|0) +
∫ 1
0
dλ ⟪∂φλ
∂λ
,
δF (r|φλ)
δφλ
⟫ . (8)
Providing a useful transformation between the first and second versions of the perturbation theory giving the
integrand of Eq. 8 is the motivation for this work. These relations are then used to define a density-operator
algebra and to re-state the OZ and DFT theories in moment space. We will find that the new algebra
provides a natural setting for posing convex optimization problems that arise in solving typical problems in
fluid density functional theory.
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3 Transformation Between Formalisms and Convolution Algebra
The two formalisms are of course related by the requirement that the field be the average of the distribu-
tion, F (r) =
∫∫
dq′ds′ f(q′, s′)ρ(r, q′, s′). This is a direct consequence of the definition in Eq. 6. Thus, a
perturbation theory for ρ can be used to find one for F .
We prove in this section that the correspondence is actually one to one whenever a finite basis is used
to represent the distribution over conformation space as a function in the Hilbert space, Hconf. This finite
basis then determines the property vector, f , up to linear transformation. Obviously, this requires that the
density basis for Hconf have dimension, M , equal to that of f . The key relation is given by,∫∫
dqds Φ(x)δ(x, x′) = δ(r, r′)
M∑
i=1
φ¯i(r)fi(q
′, s′). (9)
The overbar denotes complex conjugation, although we almost always work with real φ, f . Note that Eq. 9
implies Eq. 5, which proves both operators, ∆Eˆ, and the corresponding free energy functionals, Z, are
equivalent.
To prove our assertion above, we must show the validity of Eq. 9 and that the translation from ρ to F
(Eq. 6) can be inverted to find ρ from F again. Since an M -dimensional basis for density functions, ρ, implies
a choice for the reproducing kernel,
ρˆ(x) =
∫
dx′δ(x, x′)ρˆ(x′), (10)
we can make use of the fact that the span of δ(q, s; q′, s′) traces out the M -dimensional Hilbert space, Hconf,
and write its orthonormal basis as {Yi}M1 .[3] Eq. 9 is then proved directly by writing the reproducing kernel
as the resolution of identity,
δ(q, s; q′, s′) =
M∑
i=1
Y¯i(q, s)Yi(q
′, s′) =: u†(q, s)f(q′, s′). (11)
Substituting Eq. 11 into Eq. 9 and comparing to φ†f gives the identifications,
f(q, s) = AY (q, s) (12)
u(q, s) = A†−1Y (q, s) (13)
φ(r) =
∫∫
dqds u(q, s)Φ(x), (14)
for any invertible, M ×M matrix, A.
To find ρ from F , insert Eq. 11 into Eq. 10 to find,
ρˆ(x) =
∫
dx′ δ(r, r′)u†(q, s)f(q′, s′)ρˆ(x′) = u†(q, s)Fˆ (r). (15)
The last step follows from Eq. 6 and the fact that Fˆi(r) ∈ Htrs, the Hilbert space of functions with reproducing
kernel, δ(r, r′).
The above considerations show formally how OZ theory on density space corresponds exactly to a “molec-
ular OZ” theory on moment space because both are built on the same perturbation expansion of logZ, and
an invertible linear transformation to moment space can be constructed for any space of density functions
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which admits a convergent basis expansion. This transformation provides a dual characterization of the mo-
ment space. Note that the distributions ρ(x) are nonnegative functions. Further, for each r, they belong to
some proper cone, C(r), generated by the conformations, (q, s), reachable by molecules located at r. The
moment space at r must satisfy u†(q, s)F (r) ∈ C(r).
3.1 Convolution Algebra
The change of basis equations, Eqns. 12-13 show that the space of moment functions, F (r), is isomorphic
to the set of density functions, ρ(x) restricted to a particular Htrs ⊗Hconf. This section develops the corre-
sponding expressions for second moments.
In this representation, convolution is represented as matrix multiplication in the operator algebra gener-
ated by,1
(CR)(r, r′) ≡
∫
dr′′ C(r, r′′)R(r′′, r′), (16)
which is isomorphic to ordinary convolution,
(c ∗ ρ2)(x, x′) ≡
∫
dx′′ c(x, x′′)ρ2(x′′, x′), (17)
when c is an energy-type function and ρ2 is a density-type function,
2
c(x, x′)  f(q, s)†Cf(q′, s′) ⇐⇒ C =
∫∫
dqds
∫∫
dq′ds′ u(q, s)u†(q′, s′)c(x, x′) (18)
ρ2(x, x
′)  u(q, s)†Ru(q′, s′) ⇐⇒ R =
∫∫
dqds
∫∫
dq′ds′ f(q, s)f†(q′, s′)ρ2(x, x′). (19)
The inner product can be extended to operators by defining a star operation which takes the conjugate-
transpose of each matrix and interchanges source and destination points (i.e. R∗ij(r, r
′) = R¯ji(r′, r) and
ρ∗2(x, x
′) = ρ¯2(x′, x)), and a trace operation,
tr [C] ≡ 1
V
∫
dr
M∑
i=1
Cii(r, r), tr [c] =
1
V
∫
dx c(x, x) (20)
so that
⟪C,R⟫ = tr [C∗R] = tr [c∗ ∗ ρ2] . (21)
Symmetry on interchanging source and destination points makes all pairwise operators selfadjoint, satisfying
C = C∗. Treating multi-component solutions by adding an index for each molecule type (e.g. Cαi,γj) is a
trivial extension.
1 The ‘*’ denoting convolution is omitted when two matrices appear next to one another. This should not cause confusion
since matrices are written with uppercase letters and we never use pointwise products between them.
2 Note how the result of Eq. 16 is of ‘mixed type.’ In the reproducing kernel Hilbert space context, we could cheat and
insert the change of basis f(q, s) = (AA†)u(q, s). However, the difference in types will likely be important for convergence of
inner-products between energy-type and density-type functions.
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These extensions are helpful for formulating a complete theory of pair correlations. Because of the division
by ρ, the usual total correlation function,
h(x, x′) ≡
〈∑n
i,j=1
i 6=j
δ(x, xi)δ(x
′, xj)
〉
ρ(x)ρ(x′)
− 1. (22)
is not easily used with Htrs ⊗ Hconf. Instead, we define the matrix-valued total correlation function, H,
through
(RHR)(r, r′) ≡
∫∫
dqds
∫∫
dq′ds′ ρ(x)h(x, x′)ρ(x′)f(q, s)f†(q′, s′), (23)
with
R(r, r′) ≡
∫∫
dqds
∫∫
dq′ds′ ρ2(x, x′)f(q, s)f†(q′, s′) (24)
 n(r)δ(r − r′)
〈
fj(q, s)f
†
j (q
′, s′)|rj = r
〉
, where (25)
ρ2(x, x
′) ≡
〈
n∑
j=1
δ(x, xj)δ(x
′, xj)
〉
= 〈∆ρˆ(x)∆ρˆ(x′)〉 − ρ(x)h(x, x′)ρ(x′) (26)
is a 1-particle correlation function. This allows working completely in terms of our Hilbert space.
In the special case of pairwise energy functions of the form,
u2(x, x
′) = f(q, s)†U2(r, r′)f(q′, s′), (27)
The average pair interaction energy converges to
Upair =
1
2
〈
n∑
i,j=1
i 6=j
u2(xi, xj)
〉
 V
2
⟪U2, (RHR)(r, r′) + F (r)F †(r′)⟫ , (28)
as the size of Htrs increases.
To relate Eq. 4 to Eq. 8, we define the field-field correlation function as,
Q(r, r′) =
δF (r)
δφ(r′)
=
〈
∆Fˆ (r)∆Fˆ †(r′)
〉
= (RHR)(r, r′) +R(r, r′). (29)
In our notation, the rows of Q correspond to the numerator and the columns to the denominator. These are
density-type functions, so Eq. 19 applies to transform between Q,RHR,R and 〈∆ρˆ(X)∆ρˆ(X ′)|Φ〉 , ρ2h, ρ2.
Using this transformation in Eq. 8 verifies that the response of the field vector is the average of the density
response to the corresponding potential and vice-versa that the density response to a perturbation can be
expanded in a basis of functions whose coefficients depend linearly on the field response at each point.
It should also be noted that Q(r, r′) is related to the structure factor probed by x-ray, electron and
neutron scattering experiments.[13,33] Because each of those experiments probes a single type of density
(electric or atomic), each provides one linear constraint on the Fourier transform,
∫∫
e−ik·(r−r
′)Q(r, r′)drdr′
for each measured wavevector, k.
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4 Useful Basis Expansions
Any of the relations in Eq. 11, 12, or 14 could be used to derive a choice for the basis expansion to be
used in a numerical or theoretical perturbation theory. However, it is usually unnecessary to start from the
eigendecomposition of identity in Eq. 11. Instead, most kernels are derived physically by decomposing the
interaction energy expression using Eq. 9. This leads to a set of ‘important’ moments, f , which are the
first few terms of an expansion of the interaction energy. Next, these moments are used to find appropriate
kernels, δ, by writing ρ in the form of Eq. 15.
The obvious basis for a dipole is,
fdip(q, s) =
[
1
qµ(s)q¯
]
, (30)
where q ∈ SO(3) is treated as a quaternion to rotate the molecule’s dipole moment, µ, expressed as a function
of the molecule in a reference orientation with internal coordinates, s. In this basis, it is possible to express
both electrostatic and isotropic interactions up to dipolar order. It has been investigated extensively for rigid
molecules (where µ is a fixed axis).[24]
We show here that a systematic approach for other situations can be based on finding a quadrature
rule for Eq. 11, where δ is the reproducing kernel for a class of functions on ‘important’ or ‘coarse-grained’
sub-spaces of SO(3) × S. In that case, all integrals over the coarse-grained space including Eq. 9 and Eq. 6
can be written as sums over quadrature points, ξi ∈ SO(3)× S, and we only ever need to know the values of
the densities, ρ, and interaction energies, Φ, at those points.
Specifically, assume we are given an M -dimensional Hilbert space of functions on SO(3)× S with repro-
ducing kernel δ(q, s; q′, s′) and an M -point quadrature rule for the space. That quadrature rule should have
weights wi at points ξi = (qi, si) for which,
δ(q, s; q′, s′) =
∑
i
wiδ(q, s; ξi)δ(ξi; q
′, s′). (31)
In this case, choose
f rki (q, s) = wiδ(q, s; ξi) and u
rk
i (q, s) = δ(q, s; ξi), (32)
so Eq. 11 is automatically satisfied. The next two equations (14 and 12) identify φn(r) and fn as weighted
sums of the external potential Φ(r, ξi) and the density operator, ρˆ(r, ξi), respectively, evaluated at those
quadrature points.
This idea leads to a physically useful basis for full multipolar moment expansion up to order T =
√
M−1
using the equivalent point charge representation,[37]
fpci (q, s) = wi
∫
y∈R3
dρchg(y; s) K(ξi, qyq¯), (33)
where ξi ∈ S2 are Lebedev or other useful[1] quadrature points on the unit sphere, S2, for polynomials up
to order T and K is the reproducing kernel defined in Ref. [37]. Equation 33 provides an equivalent point
charge, fpci , at point ξi, in the laboratory frame from a molecule in a reference frame with charge distribution,
dρchg(y; s).
An example illustrates the idea. For T = 1, the reproducing kernel is K(x, y) = (1 + 3x · y). It can be
integrated with four quadrature points (of equal weight) at the vertices of a tetrahedron inscribed in a unit
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sphere. These are related to the choice of basis in Eq. 30 by the matrix,
fpc,1(q, s) =
1
4

1 0 0 3
1
√
8 0 −1
1 −√2 √6 −1
1 −√2 −√6 −1
 fdip(q, s). (34)
The resulting moments describe the effective point charge placed at each vertex. The first column distributes
the total charge evenly among the four points. The last three are row-vectors of the vertex locations. It can
be checked that they sum to zero since a dipole should not contribute to the total charge.
As another example, for rigid molecules, it may make sense to choose instead
f roti (q, s) =
1
12KR(qi, q), (35)
where qi are the 12 Hurwitz quaternions[27] (modulo an overall sign, which express two rotations to each of
the vertices of an octahedron) and
KR(q, q
′) =
5∑
j=0
(j + 1)Uj(q · q′), (36)
is the reproducing kernel for the set of polynomial functions on the unit quaternions with degree less than
6. The scalar product between quaternions is,
q · q′ ≡ (qq¯′ + q′q¯)/2, (37)
and Uj is the j
th order Chebyshev polynomial of the second kind,
U0(z) = 1, U1(z) = 2z, Uj(z) = 2zUj−1(z)− Uj−2(z). (38)
The reproducing property of Eq. 36 is a consequence of the zonal expansion[9] and the Funk-Hecke
formula. For working with Eq. 37, it is helpful to have the geometric identities,
a · b = (ac) · (bc) = (ca) · (cb), (39)
for any normalized quaternion c (i.e. cc¯ = 1). These express invariance of Eq. 36 to the choice of laboratory
orientation frame.
The dipole representation has only recently been investigated in the literature in the case of rigid
molecules. Our generalizations to multipolar distributions with flexible molecules and over the quaternion
algebra have not been investigated before for density functional theories. These have the potential to offer
order of magnitude computational savings over straightforward tensor products of angular grids.[15]
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4.1 Translational Basis
By writing most of our results as functions of r, r′ we have been able to avoid the question of a translational
basis. However, extension of the matrix formulation to Htrs is indispensable for numerical work.
The simplest translational basis to implement is the 3D Fourier basis on a regularly spaced grid repre-
senting a periodic cube with lattice spacing L (so ΩFT1 = [0, L)
3 × SO(3) × S). This case (for arbitrary 3D
lattices) along with a fast and accurate numerical approximation for low-wavevector modes was discussed
by Essman et. al.,[18] and additional results are available in Ref. [38]. It corresponds to a reproducing kernel
that is ‘band-limited’ by truncation at a cutoff Kmax, so that the reproducing kernel is,
δFT(r, r′) =
1
K3max
Kmax∑
k1,k2,k3=1
e2piik·(r−r
′)/L. (40)
Note that this is a smooth analytic function of r and r′, but its use in numerical evaluations of − logZ[φ]
implies the projection of pair energy functions via φ(r) = −β ∫ δ(r, r′)U(r′)dr′. Our argument shows that
the perturbation expansion, when written in matrix form, is exact for such φ ∈ Htrs.
The traditional basis for the OZ equations has been the spherical Bessel function expansion. We provide
a new formula for the expansion here that resolves the long-standing, open question on how to properly
treat the origin. Our answer is based on the simple analogy between the discrete Fourier transform on the
torus and the Fourier-Bessel series for functions on finite intervals. The spherical Bessel function method is
usually supplemented by the condition that the functions concerned (e.g. h(r)) have finite range Rmax, so
ΩSB1 = ([0, Rmax]×S2)× SO(3)× S. Adding the condition that h(r > Rmax) = 0 with h continuous at Rmax
is exactly the prerequisite for applying the Fourier-Bessel series.
Truncating the series at Nmax and using a spherical harmonic expansion over directions, r ∈ S2 leads to
the general expression,
h(r) =
Nmax∑
n=1
Lmax∑
l=0
l∑
m=−l
Cn,l,mhn,l,m(r), hn,l,m(r) ≡ jl(|r|zn,l/Rmax)Y ml (r), (41)
where zn,l is the n
th smallest root of jl(z) (not counting roots at z = 0). The coefficients are the real values
of hr. Our normalization of the spherical harmonics is
∫
S2
dr Y¯ m
′
l′ (r)Y
m
l (r) = 4piδl,l′δm,m′ .
Functions in this Hilbert space have the Fourier transform,
h˜n,l,m(k) = 4piR
3i−lY ml (k)
∫ 1
0
x2dxjl(|k|Rx)jl(xzn,l)
= 4piR3i−lY ml (k)
−zn,ljl−1(zn,l)jl(|k|R)
z2n,l − (|k|R)2
. (42)
On shells where R|k| = zn′,l, this reduces to zero if n 6= n′ or (for n = n′)
h˜n,l,m(kzn,l/R) = 2piR
3i−lY ml (k) (−jl−1(zn,l)jl+1(zn,l)) . (43)
Each of the hn,l,m are mutually orthogonal, with normalization
Nn,l,m ≡
∫
drh¯n,l,m(r)hn′,l′,m′(r) = δn,n′δl,l′δm,m′2piR
3jl−1(zn,l)2. (44)
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The l = 0 case makes use of j−1(z) = cos(z)/z. The associated reproducing kernel is therefore
δSB(r, r′) =
Nmax∑
n=1
Lmax∑
l=0
l∑
m=−l
hn,l,m(r)h¯n,l,m(r
′)
Nn,l,m
. (45)
Note that although the spherical Bessel function basis makes physical sense for smooth radial functions
with limited range, it is not closed under convolution or multiplication of functions. Nevertheless, Eq. 43
shows that the coefficients can be visualized as momentum shells, and so convolution of h and h′ can be
projected back to the Hilbert space (Eq. 41) by computing the values of h˜n,m,lh˜
′
n′,m′,l′ on those shells using
Eq. 42 (which has the same form as the ‘SB’ reproducing kernel in Fourier space).
5 Transformation of OZ and DFT
This section derives the well-known connection between correlation functions and effective Green’s functions
for field theories. The statement leads to both an OZ equation defined directly in matrix space and a
corresponding DFT.
The Legendre-Fenchel transform pair for logZ[φ] is,[21]
S[F ] ≡ inf
φ
[logZ[φ]− ⟪φ, F⟫] (46)
− logZ[φ] = inf
F
[−S[F ]− ⟪φ, F⟫] (47)
The notation S emphasizes that density functionals are generalized entropies. Because of the exponential
function in Eq. 1, logZ is convex, infinitely differentiable (where logZ <∞) and lower-semicontinuous, while
S is concave and upper-semicontinuous. The function space defined by all Φ(x) for which logZ[Φ] <∞ is an
Orlicz space.[36,30] Since these are known to be convex, the second equality always holds and we can state
further that | ⟪φ, F⟫ | <∞ for functions satisfying logZ[φ] <∞ and S[F ] > −∞. In this paper, the spaces
of φ and F are both restricted to Htrs ⊗Hconf.
5.1 OZ Equation
Eq. 29 is related to the second derivative of S by the thermodynamic conjugate relationship,
δφ(r)
δF (r′)
= Q−1(r, r′) = − δ
2S[F ]
δF (r)δF (r′)
. (48)
The inverse indicated above is the inverse under convolution (Sec. 3.1). In a field theory context, Q−1 is the
effective Green’s function, expressing the energy of interaction between densities at points F (r) and F (r′)
in a Gaussian approximation logP [F ] ≈ S[F ].
However, δ(r, r′) is not necessarily diagonal in translation or conformation space. Hence, δ(x, x′)u(x′) 6=
u(x)δ(x, x′) in general, and we can only write ρ2(x, x′)  δ(x, x′)ρ(x) in the limit of an infinite basis size.
To avoid assuming the limit, use the definitions in Eq. 29 to find that the equation Q−1Q = Iδ is solved
by a pair of operators, R−1 and C, that satisfy,
H − C = HRC, (49)
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so that
Q−1 = R−1 − C. (50)
Note that Q, H, and R are all operators on Htrs ⊗ Hconf. Thus, their inverses are formally defined while
their existence depends on whether the 1-particle density and conformational correlation, R, is invertible.
Comparing to the OZ equation shows finally that since R,Q were defined as moments (as in Eq. 12),
then R−1 and C are energy-type functions, whose translation to ρ−12 and c follows Eq. 18. We note again
that the convolution, RHR, rather than direct multiplication, is required to maintain consistency with the
use of the total correlation function, h, in the OZ equation because δ(r, r′)f(r′) 6= f(r)δ(r, r′) for finite Htrs.
5.2 Density Functional
Minimizing over F in Eq. 47 for the fixed potential field, Φγ,y = −βu2,γ(x, y) of a molecule of type γ, provides
its excess chemical potential,[45,5]
βµexα = −
∫
ρ0α(y)dy logZ[φγ,y], (51)
where φγ,y(r) = −βU2(r, ry)f(qy, sy). Carrying out this minimization will always result in a unique value of
µexα (along with its derivatives) due to the convexity properties stated earlier. However, convergence of the
minimization procedure is a well-known, unsolved issue in practical calculations.[15] Our characterization
of the space of F (Eq. 15) usually leads to a set of linear inequalities like n(r) > 0 that translate easily to
general convex optimization methods with provable numerical convergence.
To provide a full characterization, we derive a traditional, explicit form for S[F ] by integrating Eq. 48
along the path Fλ = F0 + λ(F − F0) from F0 = 0 to F = F [φ] and making an assumption for the path-
dependence of Q−1[Fλ] = Q−1λ . The functional derived in this section therefore assumes at least that S[Fλ]
is an analytic function of λ along this path. The assumption is valid when the path does not cross a phase
transition.
The integral from F0 (where φ = 0 and the entropy of solvation is S[F0] = 0) is,
S[F ] = −
∫ 1
0
(1− λ)dλ ⟪F − F0, Q−1λ ∗ (F − F0)⟫ , (52)
which uses the inner product from Eq. 7. Inserting Eq. 50 decomposes this into ideal and excess parts,
S[F ] = Sid[F ] + 12 ⟪F − F0, C¯ ∗ (F − F0)⟫ (53)
C¯ ≡ 2
∫ 1
0
(1− λ)dλ Cλ. (54)
Subscripts indicate the value of λ at which each variable is evaluated.
As noted in Ref. [35], it makes sense to treat the ideal, single-molecule term specially. In particular, in
the limit where the basis exactly describes the density function, the single-molecule term must go to,
Sid[F ] 
∫
dx
(
ρ1(x)− ρ0(x)− ρ1(x) log ρ1(x)
ρ0(x)
)
. (55)
This entropy is exactly known when the 1-particle density function, ρ(x) is also known, but is incompletely
determined by only the spatial, 1-particle moments, F (r).
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(mnl) T ΦT (r,µ, z) JT
(000) I 1 j0
(101) P z · r −ij1
(011) P¯ −µ · r −ij1
(110) ∆ z · µ j0
(112) D −3ΦPΦP¯ − Φ∆ −j2
Table 1 Rotational Invariant Basis Functions. The inter-molecular distance is
r = |r|r, where unit vectors are written in bold letters. The molecule at the
origin is directed along z, and the molecule at r is oriented in the µ direction.
The first three columns label Blum’s triple-expansion in spherical harmonics,
while the last two columns give the Fourier transform according to Eq. 58. With
these definitions, Fourier transformation replaces r with k in ΦT .
We provide an alternative route to deriving the 1-particle term by computing the entropy of an ideal
gas polarized under a constant external field, φ′, relative to dµ(0)1 (q, s) – the probability distribution over
single-molecule conformations in the starting state, F 0 (with density n0). The gas’ partition function is given
by,
logZ1(φ
′) = log
∞∑
n=0
e−n0nn0
n!
(∫
eφ
′†f(q,s)dµ
(0)
1 (q, s)
)n
= n0(Z0(φ
′)− 1). (56)
The ideal part of the entropy given a known average field F (r) is then,
Sid[F ] =
∫
dr inf
φ′∈RM
[
n0(r)(Z0(φ
′)− 1)− φ′†F (r)] . (57)
A more physically intuitive derivation of Eq. 57 could also be provided by assuming the conformational
correlation function, Rλ, is identical to the maximum entropy result at each value of Fλ.
Although Eq. 57 appears odd at first, it reduces to the usual expression when considering that f must
always contain one linear combination that is constant so n(r) can be determined from F (r). For an example,
see fdip of Eq. 30. Separating φ this way provides φ†f = φn + φ†ef and Z0(φ) = e
φnZe(φe), so that S
id is
minimized when n = n0Z0 and Fe = n
∂lnZe
∂φe
.
6 Applications to the Dipolar Fluid
We give several applications of the present formalism. First, the matrix formalism is compared with the
traditional expansion of the OZ equation into rotational invariants used to solve the mean spherical ap-
proximation. Next, we show the stability of the applying a primal-dual interior-point method to Eq. 47.
Finally, we use the new conformational dependence of Eq. 47 to derive the Casimir energy for solvation
of point polarizable dipoles inside a polarizable dipole fluid. Both of the latter result represent substantial
improvements over current state of the art methods.
6.1 Comparison to Rotational Invariants
The rotational invariant basis functions[8] are given in Table 1. Each row of the table also lists the angular
integral part of its 3D Fourier transform in the form,∫
S2
e−ik·rdr ΦT (r,µ, z) = 4piΦT (k,µ, z)JT (|r||k|). (58)
The notation r denotes a unit vector on S2, the surface of a sphere in 3D.
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Applying the choice of fdip from Eq. 30 to a rigid molecule with dipole moment magnitude m,
h(x, x′) =
[
1
mqzq¯
]T [
hI , r
ThP
−rhP , 3hDrrT + I(h∆ − hD)
] [
1
mq′zq¯′
]
(59)
C(r, r′) =
[
cI , r
T cP
−rcP , 3cDrrT + I(c∆ − cD)
]
. (60)
where r is a unit vector in the direction r, and H(r, r′) = H(r−r′) and C(r, r′) = C(r−r′) are translationally
invariant. Note that taking the integral of Eq. 19 multiplies the inner matrix of Eq. 59 by the diagonal factor,
B = diag(1,m2/3,m2/3,m2/3), on both sides. This matches the self-correlation function in a uniform system
(R(r, r′) = 〈n〉V δ(r, r
′)B), leaving H as the inner matrix in Eq. 59. The complementary function to f is
u = fB−1.
If we define the Fourier-Bessel transforms according to Eq. 58,
c˜T (|k|) ≡ 4pi
∫ ∞
0
|r|2d|r| JT (|r||k|)cT (|r|), (61)
then the Fourier transforms of Eqns. 59-60 are the same, replacing r with k, and each hT with h˜T (and
cT with c˜T ). There is an essential symmetry here that interchanging source and destination molecules (the
star operation of Eq. 21) leads to the same interaction energy. Because of this, the Fourier transform, C˜, is
Hermitian.
It can be noticed immediately that the lower-right block decomposes into a component, c˜L ≡ c˜∆ + 2c˜D
in the direction k⊗k and c˜T ≡ c˜∆− c˜D along its orthogonal complement, I −k⊗k. These two components
are scaled versions of c+ and c− in Wertheim’s original solution of the MSA for the dipolar fluid.[44] The
matrix notation of Eq. 49 has thus lead us directly to the three decoupled OZ equations given in that work
(when cp = 0). The particular choice of scale used there was,
h˜L = 6K
′h˜+ (62)
h˜T = −3K ′h˜− (63)
K ′ ≡
∫ ∞
0+
dx
x
hD(x) (64)
That scale was chosen to make the coefficient of hD be 1/3K
′, so that h+(0) = h−(0) = −1. We can
summarize Wertheim’s process of finding these boundary conditions by noting that he found a general
relation between spherical Bessel transforms of orders 2 and 0,
−
∫ ∞
0
x2dxj2(kx)f(x) =
∫ ∞
0
x2dxj0(kx)f(x) = SBT0[f ](k) = SBT2[f ](k) (65)
f(x) ≡ f(x)− 3
∫ ∞
x
dy
y
f(y) = SBT−10 [SBT2[f ]](x). (66)
Eq. 65 can be verified by substituting for f , interchanging the integrals and integrating by parts. The last
parts of Eqns. 65 and 66 use SBTn as shorthand for the spherical Bessel transform of order n using JT from
Table 1. Thus,
h+ =
2
6K ′
SBT−10 [SBT2[hD]] +
1
6K ′
h∆, (67)
and h+(r) = −1 for r within the excluded volume region, since hD(r) = h∆(r) = 0 there.
14 David M. Rogers
The corresponding MOZ equations (49) read
h˜+ − c˜+ = 2K ′ρm2h˜+c˜+ (68)
h˜− − c˜− = −K ′ρm2h˜−c˜−. (69)
They differ from Wertheim’s result because here c should scale as β/4pi0r
3, rather than βm2/4pi0r
3.
6.2 Stability of Convex Optimization
In this section, we investigate the stability of numerical solutions to a non-interacting gas of rigid dipoles.
Our strategy is based on convex optimization of the (1-point) density functional,
− logZ[φ] = inf
F
sup
φ′,ν
[
−n0(eφ′nZL(m|φ′e|)− 1) + ⟪φ′ − φ, F⟫+ ν(n−N)] , ZL(x) ≡ sinh(x)/x, (70)
in the representation of Eq. 30. The last term represents a constraint on the number density, with n under-
stood to be a linear function of F and N a fixed constant. Note that this problem has been phrased in a
way that eliminates taking the logarithm of the density, and makes it impossible for a converged solution to
violate the cone constraints. Since F = ∂logZ1∂φ , the magnitude of the dipole density will always be smaller
than its maximum, mn. These features contrast strongly with standard methods based on using F as the
only control variable.
Application of a simple primal-dual algorithm[10] to this problem results in a procedure identical to
Newton-Rhapson iteration to find a zero of,
r(φ′, F, ν) = [F − ∂logZ1(φ
′)
∂φ′
, φ′ − φ, n−N ]T . (71)
At each iteration, a backtracking search is made between the starting point, [φ′, F, ν] (t = 0) and the Newton-
Rhapson ending point (t = 1, linear extrapolation to r(φ′+ δφ′, F + δF, ν+ δν) = 0). The search scales down
the step-size, t, by 1/2 whenever |r(t)| > (1 − 0.05t)|r(0)|. When solving the linear system for the search
direction, we cut the problem size back to the dimensions of the original by eliminating the equation for
δφ′ = diag(∂
2 logZ1
∂φ′2 )
−1(δF + rφ′(0)) in,[
−C¯dr + diag(∂2 logZ1∂φ′2 )−1 [1, 0, 0, 0]T
[1, 0, 0, 0]dr 0
] [
δF
δν
]
= −
[
rF (0) + diag(
∂2 logZ1
∂φ′2 )
−1rφ′(0)
rν(0)
]
. (72)
Although they are 1 and 0 in this example, this equation includes the integration volume element, dr, and
the direct correlation function, C¯, to show the general procedure for solving systems like Eq. 53.
Figure 1 shows that the saddle-point iteration scheme based on Eqns. 70-72 is numerically robust for
potentials that result in small densities, n. It achieves some of its stability as a feature of Eq. 56, which
automatically raises n where there are strong electric fields. Importantly, it shows breakdown is limited to
large densities where the scale of the problem is incongruent with the convergence criteria (residual norm
smaller than 10−8). Even at φ = [7, 8, 8, 8]T , where convergence was not obtained in 100 steps, n(r) increases
linearly with iteration number. One physical way to make the solution process more robust may be to
truncate the summation in Eq. 56 so as to place a grid-size-dependent maximum on the local density.
Of course, the 1-body problem can be easily solved analytically, but the goal is to understand the nu-
merical convergence behavior for molecular fluids with more complicated terms and nonlocal interactions.
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Fig. 1 Contour plot of the number of Newton-Rhapson iterations required for convergence (to 10−8) of convex optimization.
The increase in steps to convergence coincides with potentials for which the equilibrium density is larger than 200. Parameters
used were n0 = 0.5,m = 1, ν = 0, with φe along the 1,1,1 direction.
In those cases, the numerical issues remain the same, and the only change is that the external potential, φ,
now includes an additive, nonlocal linear term in F . Our findings lead us to expect that convergence in those
cases will depend strongly on points in the fluid where the potential is strongest (and the density is large).
6.3 Casimir Energy for Polarizable Point Dipoles
The inclusion of intramolecular degrees of freedom allows a new approach to computing the dispersion free
energy of solvating a polarizable point dipole in a fluid. This problem has been raised in the ion solvation
literature, where it has only previously been possible to give a solution based on homogeneous dielectric
theory.[16]
We switch to a representation where f = [1, p]T . The coordinate p is now a 3-dimensional point-dipole
vector on each atom. Its default distribution is,
ds = (2piσ2)−3/2e−|p|
2/2σ2d3p, (73)
associated with polarizability α = βσ2. The integral B =
∫
ff†ds = diag(1, σ2, σ2, σ2) differs from the rigid
rotator case, while the rest of the analysis in Sec. 6.1 remains unchanged. In particular, the definition of h±
and c± should be the same as Eqns. 62 and 63, since the numerical factors are associated with the Fourier
transform over r.
However, the appearance of R in Eq. 49 now requires,
h+ − c+ = 6K ′σ2ρ0 h+ ∗ c+ (74)
h− − c− = −3K ′σ2ρ0 h− ∗ c−, (75)
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where ρ0 = 〈n〉 /V , with the same boundary conditions on h and c.
Assuming the hypernetted chain closure (C¯ = C), the solvation free energy functional contains isotropic
and vector parts,
− logZ[φ] = inf
n
{
Fn[φI ] + inf
P
[∫
dr
|P (r)|2
2n(r)σ2
− 12 ⟪P ,CP ∗ P⟫− ⟪φp, P⟫]} (76)
Fn[φI ] ≡
∫
dr
{
n0(r)− n(r) + n(r) log n(r)
n0(r)
}
− 12 ⟪n− n0, cI ∗ (n− n0)⟫− ⟪φI , n⟫ . (77)
The matrix CP is the lower-right 3×3 sub-block of Eq. 60. This form is particularly suitable for computational
investigations of implicit solvent.
The Fn term describes normal excluded volume interactions between the solute and solvent. The other
contribution to the solvation free energy arises from electrostatic fluctuations, and describes a dispersion
energy. The inner minimization in Eq. 76 has the solution,
− 12 ⟪φP , (Iδ(r, r′)/σ2n(r)− CP (r, r′))−1 ∗ φP⟫ . (78)
The solvation free energy of a polarizable point dipole is the exponential average of the solvation free
energies of each of its possible configurational states (Eq. 51). We would like to use a dipole-dipole interaction
energy, φp(r) = ∂r p · ∂r β4pi0|r| , and integrate Z[φI , φp′ ] over all possible solute polarizations, p′ using the
1-molecule distribution from Eq. 73. However, n(r) technically depends on the solute’s polarization. Ignoring
this dependence and using Z instead of ZN (which ignores surface effects[4]) yields an estimate of the
solvation free energy for a polarizable dipole,
− logZ[φI ] ≈ inf
n
{
Fn[φI ] + 32 log
(
1− q[n] βσ4pi0
)}
, (79)
with
q[n] ≡
∫
dr
∫
dr′
rxr
′
x
|r|3|r′|3 tr
[
∂r′ ⊗ ∂r
(
Iδ(r, r′)/σ2n(r)− CP (r, r′)
)−1
(r, r′)
]
. (80)
This latter expression provides a new route to calculate the classical dispersion energy of solvation. Expanding
the Green’s function,(
Iδ(r, r′)/σ2n(r)− CP (r, r′)
)−1
= σ2Iδ(r, r′)n(r′) + σ4n(r)CP (r, r′)n(r′) +O(σ6), (81)
gives a Hamaker integral and a correlation correction as its first few terms.
7 Discussion
Molecular density functional theory has become a standard technique in the statistical mechanics of fluids,
but is not quite as popular as as electronic density functional theory or the Poisson-Boltzmann (or Debye-
Hu¨ckel theory) for electrolytes. Part of this difficulty is due to a smaller body of literature which does
not focus on basis set expansions. Our approach here follows a canonical route[5] by developing the theory
through the particle insertion expressions (Eqns. 1-4,51). It contributes a careful discussion of the role of basis
functions as decomposing a resolution of identity, δ(x, x′). It also includes a sketch of free energy convergence
issues that are critical for numerical work,[29,26,23] along with three diverse applications.
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Our presentation of the spherical Bessel translational basis expansions contrasts with standard discussions
of fast, grid-based spherical Bessel transformations.[41,42] Both provide a Fourier transform method for
computing convolutions of range-limited functions and require projection of the result. However, grid-based
methods use error analysis based on Riemann summation, and leave some ambiguity on the proper treatment
of the origin.[41] Using a space of analytical functions identifies three independent sources of error which are
understood in the sense of projections – approximating the original functions, and then projecting the result
of each multiplication and convolution. It also has the advantage of strong results on numerical integrals.[19]
Despite these advantages, the basis of spherical Bessel functions has the same Gibbs’ phenomenon issue as
the Fourier transform – making it poorly approximate step functions.[12,26] Treating hard sphere solvation
likely requires re-considering grid-based methods, for example using a Haar basis of piecewise constant radial
functions.
The convolution algebra of 2-point correlation functions developed in Sec. 3.1 is a central idea of this
work. It enables compact expressions like the applications in Sec. 6, and hides the complexities of new
conformational information that can be encoded in the basis (Sec. 4). It can form the starting point for
a simultaneous N -molecule optimization working directly with Q in Eq. 29 in preference to individual
response functions, F . This method could then incorporate positive definite constraints on Q required for
thermodynamic stability and existence of the direct correlation function, C.
8 Conclusions
It is clear that this approach can be usefully applied to new problems in analytical and numerical solvation
thermodynamics. The concise derivations of Sec. 6 were enabled by translating the OZ equation to moment
space. Within this framework, we immediately have Eq. 53 as an approximate expression for the density
functional. Extending these results to alternative closures other than the mean spherical approximation is
also simplified in the matrix formulation.
The translation to moment space also simplifies analytical and numerical investigations involving spe-
cialized forms of interaction energy. Using Eq. 50, direct correlation functions for higher-order multipolar
interactions can be now computed straightforwardly from correlations (Eq. 29) calculated in molecular dy-
namics simulations. Several recent results (and computational implementations)[38] have tackled this inverse
problem for dipolar solvents.[24] The present work shows that further results of this type can be made unam-
biguous by exactly specifying which basis was used for Htrs and f(q, s). The complete theory above applies
to any such basis.
Section 4 contains a novel presentation of several possible basis expansions using the framework of repro-
ducing kernel Hilbert spaces. This new perspective treats inter- and intra-molecular degrees of freedom in
a holistic way. It also provides analytical functional forms that can be smoothly extrapolated to the origin
(important for determining macroscopic fluid properties) and are suitable for investigating convergence of
approximations.
The formulation of the excess chemical potential using Eq. 51 goes beyond rigid molecule DFT by
including intramolecular degrees of freedom on the same footing as molecular orientation. This provides
many new avenues for investigation on the mathematical and applied theory of molecular solutions.
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