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Abstract: A detailed study is undertaken of the computational modelling of a sub-platform for
floating offshore wind using the software Star-CCM+ with the application of the RANS approach.
First, a mathematical introduction to the governing equations is carried out. Then, the computational
grid is defined, and the grid-independence of the solution is verified. A time-dependent study is
performed with the selected time-step. Finally, two examples of 3D decay tests in heave of the
sub-platform without and with moorings are presented, accompanied by a damping factor study,
with the aim of providing a better understanding of the hydrodynamic damping of the platform.
Throughout the process, three degrees of freedom (DoFs) are locked due to the limitations imposed
by the use of a symmetry plane; this implementation allowed us to reduce the computational cost of
each simulation by 50%. Therefore, three DoFs (heave, surge and pitch) are considered. The coupling
study, adding a mooring system in the decay tests and the regular wave tests, shows good agreement
between the experimental and computational results. The first half-period of the simulations presents
a greater discrepancy due to the fact that the damping of the platform is lower in the computational
simulation. However, this does not imply that the hydrodynamic damping is underestimated but
may be directly related to the lock of various DoFs associated with the hydrodynamic damping.
Keywords: computational fluid dynamics; decay test; regular wave test; verification and
validation; FOWT
1. Introduction
Reducing carbon emissions is one of the main challenges that the world must face.
This is reflected in the announcements that several governments have made to go carbon
neutral in the next few decades [1]. One of the most popular ways to achieve this is the
electrification [2] of all the energy sectors. This creates a unique scenario for renewable
technologies, which are one of the most important protagonists of this transition.
Among renewable technologies, wind energy has shown its maturity and continuous
evolution, with an increase in the size of turbines [3] and expansion from onshore to
offshore. Furthermore, in recent years, this transition has reached deeper areas, paving the
way for floating systems to exploit a larger, and better-quality, resource while having fewer
social impacts [4]. Despite this expansion, floating wind technology has some challenges
that must be addressed to optimize its functioning.
Offshore wind turbines are larger and more powerful than their onshore counter-
parts [5]. However, floating offshore wind systems, composed of the wind turbine, the
floating sub-structure and the mooring lines, have a complex behaviour, as they are affected
by environmental, aerodynamic, hydrodynamic, and mooring loads. This complexity is
reflected in the turbine working at sub-optimal angles and in constant oscillation and
movement. In pursuit of a better performance of these systems, several concepts of floating
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platforms have been developed, such as spar buoys [6,7], semi-submersible platforms [8]
and tension leg platforms (TLP) [9], among others.
To study the design and behaviour of these systems, several approaches exist, which
are reflected in different software packages [10]. Numerical simulations are used to design
these floating sub-structures and reduce the total cost of the installation of this type of
structures due to their complexity. Software packages that combine strip theory and panel
methods are well-known in the industry, e.g., Orca Flex [11] and FAST [12], but they present
some limitations due to their neglect of viscous effects [13,14].
Another approach, which is gaining popularity in recent years due to the increase in
computational power, is to apply high-fidelity numerical models such as Computational
Fluid Dynamics (CFD), which combined with six degrees of freedom (6DoFs) present
accurate solutions that only require the geometry and the mass properties of the platforms.
These numerical models, based on the Reynolds-Averaged Navier–Stokes (RANS) equa-
tions, are used to overcome the problem of the viscous effects [15]. Some researchers have
compared both approaches [8,13], achieving good agreement between both methods. It is
important to highlight that there are more approaches in CFD, such as Direct Numerical
Simulations (DNS), which directly apply the Navier–Stokes equations. However, this
approach is very computationally expensive, and it is mainly done in academia. Another
approach for turbulent modelling is the Large Eddy Simulation (LES) approach, which
resolves the large-scale turbulence while modelling the small isotropic turbulent scales.
For this article, the RANS approach has been used due to its maturity and its good compu-
tational cost in relation to the accuracy of the method, besides its very strong performance
coupled with the maturity of the turbulent models developed around this approach. Along
these lines, comparisons of different approaches for the simulation of a numerical wave
flume have been done to have a better understanding of how different types of turbulence
modelling could affect the behaviour of regular waves and the reflection process due to the
existence of an extinction system [16].
The first studies that were carried out around CFD simulations were focused on
cylindrical floaters [17]. In recent years, more complex simulations have been carried out
to better understand the behaviour of these types of structures. For example, numerous
articles have been published simulating different decay tests of different structures. Fur-
thermore, another way to study these structures has been to focus on the aerodynamics of
the turbine when having a defined motion in the platform [18–20]. Moreover, the study
of this type of platforms has been extended in recent years, with several studies focused
on decay testing for different degrees of freedom [11,21]. Tran et al. [19,22] studied the
unsteady aerodynamics of a turbine by imposing a sine function onto a spar platform.
In recent years, various articles have been focusing on the complex behaviour of these
structures. Liu et al. [22] studied the effects of the movement of the OC4 DeepCWind
platform on the aerodynamics of the wind turbine and vice versa [23], work that continued
with the development of an aero-hydro-mooring elastic fully coupled tool by inducing a
combined wind and wave condition.
Following their work, Tran and Kim [22] investigated a 5MW wind turbine over an
OC4 DeepCWind semi-submersible platform by comparing the results of the dynamic fluid
body interaction methodology with those obtained with the open-source software FAST.
The aero-hydrodynamic performance of the system was studied under coupled wind-wave
conditions and in decay testing [24]. Study of the IDEOL platform in regular wave tests by
applying a coupled simulation of multi-body systems with CFD and comparison of the
results with experimental data was done by Beyer et al. [25]. An unsteady actuator line
model for the aerodynamic simulation coupled with a CFD solver for the hydrodynamic
part was studied by Cheng et al. [26].
Similar works have been done for floating structures but for different aims. Bi et al. [27]
present a work in which they experimentally study the decay testing of a multi-module
aquaculture platform where they analysed the motion of the platform while also analysing,
apart from calculating the natural periods, the stiffness with the mooring system. Fur-
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thermore, they study the response of the platform when facing regular waves. In relation
to the experimental study of mooring systems in this type of structures, Zhao et al. [28]
carried out deep research on this topic. Finally, joint research of computational and experi-
mental approaches has been done too around this type of structures, focusing on extreme
conditions [29].
However, it is important to find a computational mesh that has a good relation between
computational cost and accuracy. The latter one is especially important, since a bad mesh
can modify the response of the sub-platform analysed.
This work presents in the following section a summary of the mathematical treatment
used in this type of problems. Furthermore, the procedure followed in order to obtain the
results is defined, to give a better understanding of this research. Finally, Section 3 presents
the outputs of the simulations for platforms both with and without moorings, validated
through the data obtained by Saitec Offshore Technologies in their experiments in the
LIR/NOTF laboratory through the ARCWIND Project (adaptation and implementation of
floating wind energy conversion technology for the Atlantic region).
2. Materials and Methods
2.1. Governing Equations
The behaviour of every incompressible Newtonian flow can be described with the
mass and momentum conservation equations, Equations (1) and (2), respectively. These
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and τij the viscous stress tensor. However, transfer of these equations to computational
modelling is not extended due to the high computational cost. Therefore, all the instant
values obtained in the Navier–Stokes equations are decomposed in mean and fluctuating
values with the Reynolds decomposition once we apply Reynolds-Averaged Navier–Stokes
(RANS), Equations (3) and (4).
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where U represents the flow velocity, Ug is the velocity of the grid nodes, pd is the dynamic
pressure by substracting the hydrostatic component from the total pressure p, and g is
the gravity acceleration, ρ is the mixture density of both flows, µ is the effective dynamic
viscosity, ν is the kinematic viscosity and νt the eddy kinematic viscosity.
With this decomposition, an introduction of new terms appears, creating an open sys-
tem of equations. Thus, more equations are needed to close them. In this scenario, different
turbulence models have been developed throughout the years to solve this problem. To
do that, these models associate the Reynolds stresses with the mean flow variables. In

















































Appl. Sci. 2021, 11, 11270 4 of 16
where k is the turbulence kinetic energy, u is the velocity of the flow, ω is the specific
dissipation rate, and ν is the kinematic viscosity, while σ, β and a are constants.
However, in this type of problems, more than one fluid is normally simulated, and
another tool is needed for the definition of each fluid and for tracking the free surface. In
this study, for this aim, the Volume of Fluid (VOF) presented by Hirt and Nichols [31] is
used. It is a free-surface modelling technique, i.e., a numerical technique for tracking and
locating the free surface (or fluid–fluid interface). For each phase considered in the model, a
variable is introduced as the volume fraction of the phase in the computational cell. Volume
fractions represent the space occupied by each phase, and the laws of conservation of mass
and momentum are satisfied by each phase individually. In each of the control volumes,
the volume fractions of all phases sum up to unity. This model defines the percentage






where αi is the variable, Vi the volume occupied by the specified fluid and V the volume of
the cell. In FOWT simulations, fluids are defined by primary and secondary fluids, which
have an index of 1 and 0, respectively. So, when a cell is occupied only with the primary
fluid, in this case water, its value will be one, and when only air exists, the value will be
zero, and finally when the cell has both fluids, a fraction between 0 and 1 will determine
the ratio of volume between them. The α-function behaves as another property of the
fluid. Because of that, it satisfies the advection equation [32], which states that the material
volumes stay constant along the streamlines:
∂α
∂t
+∇·(uα) = 0 (8)
The position of the free surface corresponds to the value α = 0.5, while the physical
properties of each fluid and their volume fraction are given by [33]:
ρ = αiρwater + (1− αi)ρair (9)
µ = µiρwater + (1− αi)µair (10)
where ρi is the specific density of each fluid and µi its viscosity. The position of the free
surface in the cell is calculated by imposing a perpendicular line to the maximum descent
gradient to the cells in its proximity.
2.2. Mesh
2.2.1. Mesh Domain
The computational domain is a semi-cylinder with a diameter of 5 times the hydro-
dynamic diameter of the platform (DH) and a height of 10 times the height of the device.
These dimensions are sufficiently large to avoid the effect of wave reflection due to the
curved walls while maintaining the same depth as the one used in the experimental runs.
The volume is differentiated in two main meshes. The background mesh, which embraces
the whole volume of study, and the overset mesh, which is focused on the movement of
the platform and the behaviour of the fluid alongside it, has variable cell size depending
on the area covered.
In the background mesh, five different areas can be distinguished. In four of them,
the cell size is defined using the trimmer anisotropic function, which allows us to modify
the cell dimensions in all three axes. The area where the cells are not modified is that
corresponding to the air, the one that is not numbered in Figure 1, and that is because it is
the least important area for this analysis; therefore, it has the largest cells of the volume
of study.
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The other 4 areas are defined to have a better understanding of them. Area 1 is
the free surface area, which has the smallest cells of the background mesh. The cells’
area is defi e co sidering the wavelength, obtained by t e heave natural period of t e
l tf r , t t i si is fi si s ct r ti ( ) f , ic is
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Area 2, the under-free-surface refinement space, is refined to not lose energy of the
waves in that area formed due to the movement of the platform. The AR is maintained in
all volumes. The length of its cells in the x and y axes is twice that in the free surface.
The deep-water area, Area 3 in Figure 1, has the same size in the horizontal axes as the
air area. The last zone, called the column and defined as Area 4, has the same cell size as
the free surface one. This area is created to optimize the data transfer between the overset
mesh and the background mesh, and to try to avoid any problems in the mesh definition
due to cell size differentiation, which could lead to the breaking of the simulation.
In the background mesh, three types of boundaries can be identified. The top of the
volume (the orange face in Figure 1) is defined as a pressure outlet area, which allows the
air to flow freely. The curved and bottom boundaries are defined as walls with a non-slip
condition, while the vertical boundary in the XZ plane is defined as a symmetry plane,
which allows us to only study half of the platform.
This last boundary has an important effect in the reduction of the computational cost
of the simulations. However, it only allows us to study three degrees of freedom (DoFs),
namely, heave, surge and pitch.
The overset mesh has two different areas: the free surface area, which is designed
to cover the free surface interacting with the platform, and the background. Due to this,
the free surface area of the overset mesh will be higher than the free surface area of
the background mesh. On the contrary, the cell size of it will be much smaller, with its
dimensions being 60% smaller than those of the free surface area of the background mesh.
The rest of the overset has the same cell size as the cells in Area 4 of the background mesh.
Moreover, a prism layer condition is applied around the platform. With a total width of
5 mm and 13 layers with a growth coefficient of 1.2, it ensures that we do not have a value
of wall y+ higher than 1.5.
2.2.2. Mesh Independence Study
A mesh convergence study is needed to understand how the mesh definition affects
the response of the platform in the different tests, and to achieve the best possible ratio
between definition and computational cost. To achieve this aim, 3 grids were designed
to compare their results in one of the cases. A decrease in all the dimensions of 50% was
presented to know how the response was sensitive to the cell size change. The free surface
cells, the smallest ones of the tank mesh, are 50, 100 and 200 times smaller in relation to
the height of the device. The overset cells have a height between 50% and 70% of the free
surface cell, depending on each of the grids. Thus, 3 grids of clearly different computational
weights were obtained, which can be seen in Table 1.
Table 1. Number of total cells for each of the grids considered in the mesh convergence study.




All the grids have been simulated with the same time-step to focus just on the depen-
dency of the cell size. In Figure 2, it can be seen that there is almost no difference between
the 3 grids. However, some tendencies can be seen when analysing the damping ratios of
the signals.
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This can be seen in Table 2 in which fo the three time-steps considered, and the
cell size, all th p ssible Courant numbers in each of the meshes were reasonabl . These
3 values are TN/1000, TN/1800 and TN/3200, being TN the natural period of the degree of
freedom analysed. All the values are low, f rci g the idea of the use of these ime-steps,
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which ensure that the platform will not move more than the height of the smallest cell of
the background mesh. In this study, the heave natural period was used. This was done
because the natural period of heave is smaller than the other degrees of freedom used in
this study.
Table 2. Courant number for every combination of the mesh convergence study.
T/1000 T/1800 T/3200
Grid 1 0.017 0.0095 0.0052
Grid 2 0.034 0.019 0.0105
Grid 3 0.048 0.0269 0.0148
With this aspect, all the cells, at least, have quality considering the wave celerity
and the time-steps of the study. A comparison of the signals obtained in heave motion is





A total of 9 cases were considered in the mesh convergence study. This is the number
obtained by combining the 3 grids and 3 time-steps. To see the quality of the general mesh,
the Courant number is calculated for each of the meshes. Although there are 9 cases, the
time dependency study was carried out in Grid 2, also known as the medium grid.
In Figure 4a small variance in the period of the decay can be seen, although it seems
to not affect the amplitudes of the signals.
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Once the sensitivity study was finished, we decided to use the edium grid and
the time-step TN/1800 to obtain the most accurate results possible while keeping the
computational cost as low as possible.
3. Results and Discussion
3.1. Decay Tests without Moorings
The first study was to simulate the decay test of the platform in heave without any
external forces, such as moorings, that could affect the behaviour of the tests. In the
computational runs, only three DoFs are unlocked, surge, heave and pitch, while the rest
are locked. This is done due to the symmetry plane imposed in all the simulations to reduce
the computational cost of each of the runs.
The first step is to compare the results of the experimental and computational runs
over time. To do this, the numerical platform is positioned at the highest point recorded by
the experimental runs and then it is allowed to fall, and both signals are compared from
their highest point recorded.
In Figure 6, this comparison can be seen clearly. Both signals oscillate around the same
equilibrium height, which is a good indication. However, it is clear that the computational
run has a lower hydrodynamic damping, as expected. Moreover, the value is similar in the
first ones, but starts varying in the latter one. Again, this may be due to the existence of
different numbers of DoFs.
However, to have a better understanding of the run, a damping factor study was
undertaken. Because of the difference of DoFs in each of the tests, only a linear fitting was
one to compare the damping of each f the tests. The slopes of each of the fittings can
be related to the damping of each of the experiments. The slope of the xperiment is 0.11,
while the slope of the numerical fitting is 0.03. Clearly, the damping in the experimental
campaign is much higher.
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This is because the amplitudes are very low and the behaviour of the platform in other
DoFs that were not modelled in the simulations affects the response in heave. This is very
difficult to simulate in the computational domain, and impossible if some DoFs are locked.
These results magnify the effect of the damping in the platform, creating a larger slope.
Although in the comparison the computational data seem to follow a linear tendency, it is
important to remember that a cubic fitting adapts much better to its results, due to the three
DoFs used in the runs. However, the different numbers of DoFs between the experimental
and computational runs make this fitting less interesting.
Figure 8 shows this by deleting the last two damping factors, related to the last period,
which show a clearer relation between the slopes, where the experimental test gives a slope
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of 0.0467 while the numerical one has a slope of the value 0.0287. The difference in height is,
again, given by the lesser damping in the numerical models; however, the relation between
periods is more logical. This makes it clear that for further research, a much longer time of
decay testing will be needed, apart from the study of different DoFs.
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3.2. Decay Test with M orings
To have more data to compare and to test the quality of the meshes, a decay test with
mooring lines was performed. This gives us the possibility to, once again, comparing
our simulations with the experimental tests and also to testing the same uncertainty
with different numbers of DoFs active but with lower impact due to the existence of the
mooring lines.
Thanks to the mooring lines behaving symmetrically as springs for this particular set
of tests, we were able to keep the symmetry plane in the computational tests. The lines
are positioned with a gap of 90 degrees between them and are displaced 45 degrees to the
x-axis. Moreover, the lines are parallel to the XY (horizontal) plane.
The springs are connected to the same point of the platform as in the experimental
tests and to the curved wall of the volume of study in the simulations, with the sole aim of
maintaining the same position in relation to the platform.
Because of the existence of the mooring lines in the experimental tests, which work to
maintain the platform in the desired position, a lower effect of the DoFs that are locked in
the simulations is observed, showing much better matching between the experimental and
computational tests.
Figure 9 shows the comparison over time of the decay test with mooring lines, in which
a closer relationship between the two lines can be clearly seen. Moreover, the experimental
signal keeps decreasing in the third period, which may be related to a decrease in the
influence of the effect of roll in these tests.
The computational signal maintains the same period throughout all the experiments,
with a negligible error in the period of less than 1%, a value that can be seen in the decay
tests without moorings as were shown previously in Figure 6.
The tendency for larger amplitudes in the computational runs is again reproduced.
The damping factor study is done for this type of decays, showing a much better relation
than in the runs without moorings.
Figure 10 shows that both fittings are much closer than in the comparisons without
moorings. The slope of the experimental test is 0.0155, while that of the computational test
Appl. Sci. 2021, 11, 11270 13 of 16
is 0.022. This is contrary to the tendency found for the case without moorings, however,
which shows less total damping because it stays below the experimental fit.
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.
I t is articl , f c s t e rocess of the first steps to analyse floating
l tf r f r ffs re i , ai i to start a whole co putational si ulatio of the
si rificatio rocess for this ty e of str ct res. e started ith esh and ti e
st i , t e a l s a fe f t e first steps needed for this type of
structures, such as decay tests and regular wave tests. To be able to compare the numerical
modelling, the motion obtained from experimental tests in the LIR/NOTF wave basin by
Saitec Offshore Technologies was used as the ground truth.
The main aim of this study was to consolidate a good basis for both hydrodynamic
and computational understanding of this type of simulations before proceeding to more
complex steps such as towing tank testing including regular and irregular wave tests.
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Throughout the process, three DoFs were locked due to the limitations of the use of a
symmetry plane. However, this implementation allowed us to decrease the computational
weight of each of the simulations is half. Because of that, only heave, surge and pitch DOFs
were used. The coupling study, adding a mooring system in the decay tests and the regular
wave tests, showed good relations between the experimental and computational results.
Although the results shown in the study are promising, some clear improvements can
be made in future research to close the differences shown in our comparisons.
The damping in the simulations at low velocities, peaks and droughts is lower in the
computational runs than in the experimental ones. This is related to the dynamic viscosity,
which should vary with the movement of the platform instead of being considered constant.
We believe that the difference is more visible in a platform like the studied one with a
complex geometry.
The first half-period of the simulations has a greater discrepancy in time due to the
damping, because in those first moments the damping of the platform is lower in the
computational domain. However, this does not imply that we are underestimating the
hydrodynamic damping but may be directly related to the lock of various DoFs, defining
the hydrodynamic damping in those DoFs.
Although the application of the symmetry plane is commonly used for this type of
research, the lock of three DoFs may be directly related to the hydrodynamic damping of
the platform, which allows the researchers some margin of error.
Moreover, the existence of sensors in the experimental prototype imposes a small
difference in its behaviour that cannot be simulated.
In future research, more detailed analysis will be conducted on the decay testing, and
the mesh and time dependency studies will be extended to regular and irregular waves, as
well as to currents and towing tests, which are of great importance for this type of structures.
Finally, the simulations show promising results, and the researchers feel positive regarding
the implementation of this type of simulations in industrial processes, which can be of great
help when studying the behaviour of platforms taking into consideration the non-linearity
with greater detail.
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DoF Degree of Freedom
DR Damping Ratio
FOWT Floating Offshore Wind Turbine
RANS Reynolds-Averaged Navier–Stokes
TLP Tension Leg Platforms
VOF Volume of Fluid
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