Predykcja średniomiesięcznych stężeń zanieczyszczeń powietrza dla wybranych obszarów województwa mazowieckiego
Introduction
The concentration of air pollutants depends on many factors. The most important of them are: local emissions of pollutants, inflow of pollutants from other areas, chemical and physicochemical transformations of pollutants in the air, meteorological conditions, topography of the area. Many factors remain unknown. Others have been identified, but it is difficult to quantify them. Therefore, prediction of the concentration of pollutants is usually fraught with relatively high errors. Despite conceptual differences, prediction models have one thing in common: they explore available data.
Statistical methods are commonly used to determine the complex effect of various factors on the concentration levels of air pollutants [1, 2] . However, statistical analysis imposes a specific structure for all explored variables. It is advisable that the data to be analysed should be as uniformly structured as possible and come from the same source. This criterion is met by data recorded at automatic air quality monitoring stations. In these facilities, all variables, both concerning concentrations and meteorological conditions, are measured continuously and then recorded as time series of 1-hour mean values. The data with such a structure can be explored by means of two main methods: regression methods and time series methods [3] . The aim of exploration may be looking for statistical relationships hidden in data sets. The identified dependencies can be used in practice, for example to fill in missing data, i.e. data not recorded in monitoring systems [3] . Data collected at air monitoring stations are incomplete [4] . The assessment of air quality in a selected area may be difficult or even impossible because of large data gaps.
Multivariate regression models allow for determination of the approximate contribution of each of the independent factors in changes in the concentration of the selected pollutant. On the one hand, a good model should be complete enough to describe a complex phenomenon, and, on the other hand, it should be as simple as possible to be more comprehensible [5] . That is why the linear models are the most commonly used models of multivariate regression. They allow to estimate the influence of individual explanatory variables on the explained variable [6] .
The aim of the analysis was to find regression equations for prediction of average monthly concentrations of basic air pollutants at two different air monitoring stations. Although monthly means of concentrations are not used for formal evaluation of air quality, their profiles facilitate visualization of changes in concentrations over long-term measurement periods and can be useful in identifying periods of the greatest environmental risk.
The study was conducted using the long-term measurement data, recorded at two air monitoring stations in Mazovian Voivodeship. One-hour time series were averaged to mean monthly concentrations. In order to approximate concentrations, some regression equations were found, which were used to predict the mean monthly concentrations of air pollutants. Approximated concentrations were compared to actual concentrations in order to evaluate prediction accuracy.
Methods
The analysis was made on the data obtained from Voivodeship Inspectorate for Environmental Protection in Warsaw. They come from measurements that have been made over the years in Masovian Voivodeship, under the state program of air monitoring. Two automatic monitoring stations were chosen: the first one in Radom, representing the urban zone of the city of Radom, and the second one in Granica, a village located in the Kampinos National Park, treated as a background station in the voivodeship. The data from the station in Radom covered the period 2005-2016, whereas the data from the station in Granica concerned the period 2004-2016.
The data from both monitoring stations included time series of hourly concentrations of basic air pollutants and time series of hourly values of measured meteorological parameters. Hourly time series were averaged in calendar months to give monthly time series. The data sets containing monthly time series were subjected to multivariate regression analysis. Multivariate linear regression models describing statistical dependence of concentrations of individual air pollutants on concentrations of other pollutants and on meteorological parameters were developed for both stations.
For each monthly concentration time series in both sets, the multivariate regression equation was found in its general form of:
The variables were denoted as follows: CO and PM10 concentrations were not measured at the monitoring station in Granica. Therefore, regression models with the use of these variables could not be created. Independent variables whose impact on the explained variable was statistically insignificant, were rejected from the models. The significance of independent variables was evaluated by analysing the p-value. Variables whose p-value was less than 0.05 were considered significant. The calculations were made using a Microsoft Excel spreadsheet.
The obtained regression equations were used for predicting monthly concentrations of air pollutants. For visualization of prediction accuracy, the graphs containing time series of observed and predicted monthly concentrations were prepared. The accuracy of approximation was estimated by calculating modelling errors for each regression model. Three different measures of approximation error were applied: mean absolute error (MAE), root mean squared error (RMSE) and the Pearson correlation coefficient (r).
Results and discussion
The modelling results are presented in the following subsections, separately for each of the pollutants.
Modelling of O 3 concentrations
Characteristics of the obtained models of multivariate regression of O 3 concentrations are presented in Table 1 . Both regression models have the same explanatory variables (NO, T, P, W). An additional explanatory variable of SO 2 is included in the model M1 from Granica. The graphs of observed and predicted monthly ozone concentrations for monitoring stations in Granica and Radom are showed in Figures 1 and 2 , respectively. The interruptions in time series occur during periods of missing data for the explained variable or the explanatory variables entering the models. The shapes of both graphs indicate that the regression models, despite their inaccuracy, reflect quite well the seasonal variability of monthly averages of ozone concentration. The values of prediction errors for the regression models of O 3 concentration are presented in Table 2 . These values indicate that ozone concentration can be modelled with higher accuracy at the station in Radom (lower MAE and RMSE errors, higher correlation coefficients). Characteristics of multivariate regression models obtained for NO concentrations are presented in Table 3 . Both regression models have the same explanatory variables (O 3 , NO 2 ). An additional explanatory variable V is included in the model M3 from Granica, whereas in the model M4 from Radom the additional variables are T and PM10. The graphs of observed and predicted monthly NO concentrations for monitoring stations in Granica and Radom, are showed in Figures 3 and 4 , respectively. The discontinuities in time series appear during periods of missing data for an the explained variable or the explanatory variables entering the models. Comparison of the profiles of observed and predicted concentrations reveals that the regression models significantly reduce predicted concentrations for the months in which observed concentrations are high. The shapes of the graphs indicate that, despite substantial inaccuracy, the regression models reflect the seasonal variability of monthly averages of NO concentration. The values of prediction errors for the regression models of NO concentration are presented in Table 4 . MAE and RMSE errors are higher in the case of the M4 model from Radom, but the level of concentrations recorded at this station is also many times higher than that in the station in Granica. The value r demonstrates that the M4 model is more accurate than the M3 model. Characteristics of multivariate regression models obtained for NO 2 concentrations are presented in Table 5 . Only one explanatory variable is common to both models M5 and M6 (that is NO concentration). NO concentration is usually positively correlated with NO 2 concentration. It can be explained by the origin of both gases from the same sources of pollution, i.e. combustion processes. The graphs of observed and predicted monthly NO 2 concentrations for monitoring stations in Granica and Radom are illustrated in Figures 5 and 6 , respectively. The discontinuities in time series occur during periods of missing data for the explained variable or the explanatory variables. The shapes of both graphs indicate that the regression models reflect the seasonal variability of monthly mean NO 2 concentrations quite well in the case of monitoring stations in Granica (Fig. 5 ) and much worse in the case of Radom (Fig. 6) .
The values of predicted errors for the regression models of NO 2 concentration are presented in Table 6 . All error categories indicate that the modelling of NO 2 concentrations for the station in Radom is burdened with a high error. Characteristics of multivariate regression models obtained for SO 2 concentrations are presented in Table 7 . Only one explanatory variable is common for both models M7 and M8 (that is O 3 concentration). The graphs of observed and predicted monthly SO 2 concentrations for monitoring stations in Granica and Radom are presented in Figures 7 and 8 , respectively. The discontinuities in time series occur during periods of missing data for the explained variable or the explanatory variables. The shapes of the graphs indicate that the regression models reflect the characteristic seasonal variability of SO 2 monthly concentration. Overestimation of predicted concentrations can be visible in the last few years, but underestimation of these concentrations occur in the years at the beginning of the graphs. Furthermore, the gradual decline in the concentration of this pollutant is also observed. The values of prediction errors for the regression models of SO 2 concentration are presented in Table 8 . The values of MAE and RMSE errors are higher in the case of the M8 model from Radom, but the level of concentrations recorded at this station is also higher than that in the station in Granica. The value r demonstrates that the M8 model is more accurate than M7. The CO concentration model was created only for the data from Radom. At the station in Granica, CO measurement was not included in monitoring programs. Characteristics of multivariate regression models obtained for CO concentrations are presented in Table 9 . The M9 model has three explanatory variables (NO 2 , SO 2 , PM10). All regression factors are positive, which means that monthly CO concentrations are positively correlated with the concentrations of the mentioned pollutants. The graphs of observed and predicted monthly CO concentrations for the monitoring station in Radom are showed in Figures 9. The discontinuities in time series occur during periods of missing data for the explained variable or the explanatory variables. The shapes of the profiles presented in the graph indicate that the model M9 reflects the seasonal variability of monthly CO concentration very well. The values of prediction errors for the regression models of CO concentration are presented in Table 10 . Values of modelling accuracy measures indicate that the monthly CO concentration at the station in Radom can be modelled with high accuracy. The PM10 concentration model was created only for the data from Radom. At the station in Granica, PM10 measurement was not included in monitoring programs. Characteristics of the model of multivariate regression of PM10 concentrations are presented in Table 11 . The model M10 has five explanatory variables (NO, CO, SO 2 , V, T). The graphs of observed and predicted monthly PM10 concentrations for the monitoring station in Radom are illustrated in Figure 10 . The discontinuities in time series occur during periods of missing data for the explained variable or the explanatory variables. The shapes of the profiles presented in the graph demonstrate that the regression model M10 reflects the seasonal variability of monthly PM10 concentration very well. The values of prediction errors for the regression model of PM10 concentration are presented in Table 12 . The values of modelling accuracy measures indicate that monthly PM10 concentration at the station in Radom can be modelled with high accuracy. MAE and RMSE values are high, but overall PM10 concentrations are also high. 
