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Abstract
Consider a matrix satisfying the following two properties. There are no two rows of the
matrix having the same entries in two cyclically neighbouring columns. On the other hand for
each subset of the columns not containing a cyclically neighbouring pair there are two rows
having the same entries in these columns. In this paper the magnitude of the minimal number
of the rows of such a matrix will be determined for given number of columns. Using the same
method, the analogue question can be answered for some other Sperner-systems, too. The heart
of the proof is a combinatorial lemma, which might be interesting in itself. ? 2002 Elsevier
Science B.V. All rights reserved.
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1. Introduction
Consider a matrix Mm×n, and denote the set of columns by . K ⊆  is a key, if
two rows, that agree in the columns of K , agree in any column. Keys play an important
role in the theory of databases. A database can be considered as a matrix and if we
know the connection between the columns of a key and the other columns, it is clearly
su;cient to store the columns of the key. For a summary of combinatorial problems
and results of database theory see for example [8].
A key is called a minimal key, if it does not include other keys. The system of
minimal keys is clearly a non-empty Sperner-system (i.e. no member can include
another member). On the other hand for any non-empty Sperner-system K there is a
matrix M in which the family of minimal keys is exactly K [1,3,4]. In this case we
say, that M represents K.
However it is not clear, what the minimum of m is, for which a matrix exists,
which has m rows and represents K. Denote this minimum by s(K). The problem
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was widely studied, if ||= n and K=Knk consists of all subsets of  of k elements
[5–7,2]. In many cases, the exact value was determined.
A ⊆  is an antikey if it is not a key. An antikey is called a maximal antikey,
if other antikeys do not include it. If K is the system of minimal keys, denote the
system of maximal antikeys by K−1. There is a strong connection between s(K) and
|K−1|, the magnitude of s(K) is between |K−1| and its square root. More precisely,
[5]
|K−1|6
(
s(K)
2
)
and s(K)6 1 + |K−1| (1.1)
hold. Most of the results proved the sharpness of the lower bound until now.
It is quite natural to ask s(K) for other Sperner-systems. Suppose, that the Sperner-
system contains only sets of two elements, for example, if the Sperner-system is the
circle. This problem was rised by G.O.H. Katona. Let || = n, and Cn the circle on
the columns, i.e. Cn = {{1; 2}; {2; 3}; : : : ; {n− 2; n− 1}; {n− 1; n}; {n; 1}}. The aim of
this paper is to determine the magnitude of s(Cn). The result is somewhat surprising,
because it is closer to the upper bound of (1.1). Examining the method of the proof,
a more general theorem can be obtained for other Sperner-systems.
2. Summary of the results
Before stating the theorems, two constants must be deIned. Let 
 be the unique real
root of the polynomial P(x) = 23x3 − 23x2 + 9x − 1, i.e. numerically

 =
1
3
− 2
3 3
√
46

 3
√√
27
23
+ 1− 3
√√
27
23
− 1


and let us introduce the notation
= 
 log2
1− 

2

+
1− 3

2
log2
1− 

1− 3
 :
Note that 
 ≈ 0:177008823 : : : ; and  ≈ 0:405685231 : : : :
Theorem 2.1. (A) For every 0¡¡ 12 there exists an n
∗; such that for n¿n∗
|C−1n |1−6 s(Cn)6 |C−1n |+ 1: (2.1)
(B)
log2 s(Cn)
n
→ : (2.2)
Exploiting our method, we were able to prove a more general theorem.
Let Gn be a Sperner-system on the underlying set V , |V |=n. Furthermore, a partition
V=
⋃k
i=0 Vi; |Vi|=ni; n0+n1+ · · ·+nk=n; Vi={w(i)1 ; : : : ; w(i)ni }; 06 i6 k of V is given
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satisfying the following properties. For every 16 i6 k; 16 j6 ni − 1 {w(i)j ; w(i)j+1} ∈
Gn holds. On the other hand for every K ∈ Gn diKerent from the above sets w(i)j ∈
K ∩ (V \ V0) ⇒ j = 1 or j = ni holds for 16 i6 k; 16 j6 ni. Assume that ni →
+∞; 16 i6 k and n0 = o(n) then the following holds.
Theorem 2.2. (A) For every 0¡¡ 12 there exists an n
∗; such that for n¿n∗
|G−1n |1−6 s(Gn)6 |G−1n |+ 1: (2.3)
(B)
log2 s(Gn)
n
→ : (2.4)
Although the Irst theorem is a special case of the second one, we will prove both
of them. This is motivated by the several technical di;culties in the proof of the more
general theorem, which could cover up the essence of the proof.
3. Main lemma
A tree F is called a directed tree, if there is a direction of the edges, so that a
vertex r (root) has only out-neighbours, and an arbitrary vertex v = r has a uniquely
determined in-neighbour n(v). N (v) denotes the out-neighbourhood of v. The set of the
leaves of the tree is denoted by l(F). Let U be a (Inite) set. A tree F = F(U ) is
called labelled, if a subset A(v) of U is associated with each vertex v of F .
Let U = {1; 2; : : : ; m} (m¿ 2). Consider the family of directed labelled trees F =
F(m), for which the vertices of each tree F ∈F are labelled as follows. The label of
the root r of F is A(r)=U . For an arbitrary vertex v of F there is a disjoint partition
N (v) = N0(v) ∪ N1(v) of its out-neighbourhood and the following hold:
A(v) ⊆ A(n(v)) (v = r); (3.1)
|A(v)|¿ 2; (3.2)
w1; w2 ∈ Ni(v) ⇒ A(W1) ∩ A(w2) = ∅ (i = 0; 1); (3.3)
w1 ∈ Ni(v); w2 ∈ N1−i(v) ⇒ |A(w1) ∩ A(w2)|6 1 (i = 0; 1): (3.4)
Introduce the notation T (m) = maxF∈F(m) |l(F)| .
Lemma 3.1. For every 0¡¡ 12 there exists an M depending only on ; so that for
every integer m¿ 2:
T (m)6M 2m1+: (3.5)
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4. Proof of the main lemma
Before estimating T (m), an easy technical lemma is needed.
Lemma 4.1. For arbitrary integers m1; m2; : : : ; mk¿ 2 the following hold:
T (m1) + T (m2) + · · ·+ T (mk)6T (m1 + m2 + · · ·+ mk); (4.1)
if m1¡m2 then T (m1)¡T (m2): (4.2)
Proof. In order to prove (4.1), it is su;cient to see that T (m1)+T (m2)6T (m1+m2).
Let two directed labelled trees, F1 and F2 be given with the disjoint labels U1 and
U2 at their roots, respectively, |Ui|=mi; |l(Fi)|= T (mi) (i=1; 2). Suppose, that these
trees have properties (3.1)–(3.4). Now consider the following directed labelled tree F .
Its root has degree 2, and connected with the roots of F1 and F2, which are subtrees
of F . The label of the root of F is U1 ∪U2, the other labels are unchanged. It is clear
that F has properties (3.1)–(3.4) and |l(F)|= T (m1) + T (m2).
In order to prove (4.2) take a directed tree F satisfying properties (3.1)–(3.4) and
suppose, that the label U is at its root, |U | = m1; |l(F)| = T (m1). Then consider the
following directed labelled tree F ′. Let U1 be an arbitrary set, satisfying |U1|= m2 −
m1 + 1(¿ 2); |U1 ∩ U | = 1. The root of the tree F ′ has label U ∪ U1 and degree 2,
and connected with the root of F and a new point of label U1. It is obvious, that F ′
has properties (3.1)–(3.4) and |l(F ′)|= T (m1) + 1.
Proof of Lemma 3.1. Let 0¡¡ 12 be a Ixed positive number. We use induction on
m. Let the integer c = c() be so large that (1 − ( 14)1=)¡1 − 1=c; 2¡c. Note that
these two conditions imply 1=c¡(1− 1=c)1=. Moreover, choose the integer M =M ()
so large that M 2+¿2c2T (c2).
The inequality T (m)6
(m
2
)
obviously holds, which implies that (3.5) is true for
m6M .
Let m¿M be an arbitrary integer. Suppose that (3.5) is true for every integer less
than m. Consider a tree F ∈F(m), for which |l(F)| is maximal. If r denotes the root,
then let N (r) = {v1; v2; : : : ; vs; vs+1; : : : ; vt} where N0(r) = {v1; v2; : : : ; vs} and N1(r) =
{vs+1; vs+2; : : : ; vt} is the decomposition in the deInition of F . Choose mi = |A(vi)| and
let Fi be the subtree, deIned by vi as a root (16 i6 t). Observe that |l(F)| can be
maximal only if T (mi) = |l(Fi)| for every 16 i6 t. So it is su;cient to prove, using
the short notation T ′(m) = T (m)=M 2, the inequality
t∑
i=1
T ′(mi)6m1+: (4.3)
Now, let us decompose the set of indices 16 i6 t into 4 parts:
P ==
{
i |mi6 c2
}
;
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Q =
{
i | c2¡mi6 mc
}
;
R=
{
i
∣∣∣ m
c
¡mi6m
(
1− 1
c
)1=}
;
S =
{
i
∣∣∣∣∣m
(
1− 1
c
)1=
¡mi
}
:
By the deInition of c and M these sets are disjoint. Note that the Irst condition on c
implies
S ⊆
{
i
∣∣∣∣
(
m− mi
m
)
¡
1
4
}
: (4.4)
Case 1: S = ∅. Let j ∈ S. By the symmetry of the deInition of F we may assume,
that 16 j6 s. Eq. (3.3) obviously implies
∑s
i=1;i =j mi6m−mj and (3.2)–(3.4) imply∑t
i=s+1 mi6m− mj + (t − s)6 2(m− mj). These inequalities and (4.1) lead to
t∑
i=1
T ′(mi) = T ′(mj) +
t∑
i=1
i =j
T ′(mi)6T ′(mj) + T ′(m− mj) + T ′(2m− 2mj):
(4.5)
Using the induction hypothesis we obtain
T ′(mj)6m1+j 6m
1+ − (m− mj)m; (4.6)
T ′(m− mj)6 (m− mj)1+; (4.7)
T ′(2m− 2mj)6 (2m− 2mj)1+: (4.8)
Observe that
(2m− 2mj)1+ = 21+ · (m− mj)1+6 3 · (m− mj)1+: (4.9)
By (4.9) we have
(m− mj)1+ + (2m− 2mj)1+ 6 4 · (m− mj)1+
= (m− mj)m
(
4 ·
(
m− mj
m
))
: (4.10)
By (4.4) the last factor of the right-hand side in the big parentheses can be upperesti-
mated by 1. Now comparing this, (4.5)–(4.8) and (4.10) we get inequality (4.3).
Case 2: S=R= ∅. Then the summation from 1 to t acts on P∪Q. By the induction
hypothesis we have
t∑
i=1
T ′(mi)6
∑
i∈P∪Q
m1+i =
∑
i∈P∪Q
mi
(mi
m
)
m: (4.11)
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By the deInition of Q and the second condition on c we get (mi=m)6 12 for 16 i6 t,
on the other hand (3.3) obviously implies
∑t
i=1 mi=
∑s
i=1 mi+
∑t
i=s+1mi6m+m=2m.
These two inequalities and (4.11) prove (4.3).
Case 3: S=∅; R = ∅. Then ∑ti=1 T ′(mi)=∑i∈P T ′(mi)+∑i∈Q T ′(mi)+∑i∈R T ′(mi)
holds. By the induction hypothesis and the deInition of R we have
∑
i∈R
T ′(mi)6
∑
i∈R
m1+i =
∑
i∈R
mi
(mi
m
)
m6
1
2
∑
i∈R
2mi
(
1− 1
c
)
m
=
1
2
(∑
i∈R
(
mi+mi− mic
))
m − 1
2
(∑
i∈R
mi
c
)
m: (4.12)
By the deInition of R and the condition R = ∅
1
2
(∑
i∈R
mi
c
)
m¿
1
2c2
m1+ (4.13)
can be obtained. The choice of M , (4.2), and |P|6m ensures
2c2
∑
i∈P
T ′(mi)6
2c2mT (c2)
M 2
¡m ·M¡m1+: (4.14)
So, by (4.13) and (4.14) the last term of (4.12) can be lowerestimated in absolute
value by
∑
i∈P T
′(mi). The summation on Q can be made as in Case 2:
∑
i∈Q
T ′(mi)6
∑
i∈Q
mi
(mi
m
)
m6
1
2
∑
i∈Q
mim: (4.15)
Prove the inequality
∑
i∈Q
mi +
∑
i∈R
(
mi +
(
mi − mic
))
6 2m: (4.16)
Consider an i ∈ R. It may be assumed, without loss of generality, that 16 i6 s.
By (3.3), the set A(vi) can have a non-empty intersection only with A(vj)s satisfying
s + 16 j6 t. These sets are disjoint. Here mj¿c2 holds for j ∈ Q ∪ R; hence, the
number of sets A(vj); j ∈ Q ∪ R, having a non-empty intersection with A(vi) is at
most m=c2. The choice i ∈ R implies |A(vi)|¿m=c. So by (3.4) at most one cth of the
elements of A(vi) can be an element of some A(vj); j ∈ Q∪R. In other words at least
mi−mi=c element is not covered by some A(vj) belonging to s+16 j6 t; j ∈ Q∪R.
Hence we have
t∑
i=s+1
i∈Q∪R
mi +
s∑
i=1
i∈R
(
mi − mic
)
6m
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and
s∑
i=1
i∈Q∪R
mi +
t∑
i=s+1
i∈R
(
mi − mic
)
6m;
proving (4.16).
By (4.12)–(4.16) inequality (4.3) is valid in this case, too.
5. Proof of the theorems
Lemma 5.1. (A) C−1n = {{a1; a2; : : : ; al} | 26 aj − aj−16 3; 26 a1 − al + n6 3}.
(B) If C∗n = {A ∈ C−1n | 1 ∈ A}, then
|C∗n | =
n=3	∑
t=0
t≡n(2)
( n−t
2
t
)
; (5.1)
(C) s(Cn)→ +∞.
Proof. (A) Consider an arbitrary subset K of  the above form, it is clearly a maximal
antikey. Conversely, if K is an antikey, then it cannot contain a key, i.e. a neighbouring
pair. On the other hand, a set, that skips at least 3 neighbouring element of  cannot
be a maximal antikey, because we can add an element to this set, the neighbours of
which are not in the set.
(B) An arbitrary element {1; a1; : : : ; al} of C∗n uniquely determines a partition of the
set  into intervals of size two and three: {1; : : : ; a1−1}, {a1; : : : ; a2−1}; : : : ; {al; : : : ; n}.
Conversely, if such a partition into intervals of size two and three is given, then the
set of the left endpoints of the intervals determine an element of C∗n . The right-hand
side of (5.1) is the number of such partitions (if the number of intervals of size three
is t, then the number of the intervals is (n− t)=2).
(C) It follows easily from (1.1), part A and part B since n→ +∞.
Lemma 5.2. Suppose; that the matrix M is a minimum representation of the Sperner-
system K, then the following hold:
(i) for every A ∈K−1 there exist two rows; that are equal in A.
(ii) there are no two rows; that are equal in a (minimal) key K ∈K.
Proof. Obvious.
Note that this statement can be reversed in a certain sense, see [5].
Proof of Theorem 2.1(A). Our task is to determine the “density” of the pairs of rows,
which are associated with the elements of C−1n by (i). Of course, these pairs are
diKerent, otherwise there would be two rows, that are equal in the union of two maximal
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antikeys, which is a key, hence contains neighbouring elements, contradicting (ii). Let
M = [aij]s(Cn)×n be a matrix, that represents Cn.
Notice that at least one from every three antikeys passes through 1, i.e.
1
3 |C−1n |6 |C∗n |6 |C−1n |: (5.2)
Let U = {1; : : : ; s(Cn)} be the set of indices of the rows. The equalities of the entries
in a given column j determine a partition of U or more generally of its arbitrary
subset W . Let us denote the elements of cardinality at least 2 of this partition by PjW .
Formally let W ⊆ U and j be a positive integer. Let us introduce the notation
P
j
W =


{A ⊆ W | |A|¿ 2 ; i1; i2 ∈ A⇒ ai1j = ai2j;
i1 ∈ A; i2 ∈ W \ A⇒ ai1j = ai2j} if 16 j6 n− 1;
∅ if j¿ n:
We will build (i.e. deIne recursively) a labelled directed tree F . Let the label of the
root r of F be A(r)=U . If P1U={U1; U2; : : : Ut} for some t, then let N (r)={v1; v2; : : : vt}
and its labels A(vi) = Ui; 16 i6 t. Suppose, that we have already deIned a vertex v
of the tree, and its label A(v). Furthermore assume, that A(v) ∈ PjW for some W ⊆ U
and 16 j6 n− 1. If Pj+2A(v) = {A1; A2; : : : ; As} and Pj+3A(v) = {As+1; As+2; : : : ; At} then let
N (v)={v1; v2; : : : ; vt} and A(vk)=Ak (16 k6 t). The leaves of the tree F will be those
vertices, for which t=0. Observe, that |Ak ∩Al|6 1 (16 k6 s; 16 l6 t), otherwise
there would be two rows, which are equal in the columns of the key {j + 2; j + 3}
contradicting (ii). We can see, that F ∈F(s(Cn)).
Consider a set of at least two elements containing the indices of the rows, that agree
in an arbitrary element of C∗n . Such a set exists by (i) and it is a subset (equal in fact
in this simpler case) of some A(v); v ∈ l(F) by Lemma 5.1(A) and the deInition of
the tree F . On the other hand, two diKerent elements of C∗n cannot be associated with
the same element of l(F), otherwise by the deInition of F there would be at least two
rows, that agree in a neighbouring pair of columns, contradicting (ii). So we obtained
the inequality
|l(F)|¿ |C∗n |: (5.3)
By Lemma 3.1 we obtain
|l(F)|6T (s(Cn))6M 2s(Cn)1+: (5.4)
The Irst part of the theorem follows from (5.2)–(5.4) and Lemma 5.1(C).
(B) It is su;cient to calculate the magnitude of the largest term on the right-hand
side of (5.1). This will give a lower estimate, and (n+6)=6 times this gives an upper
estimate.
Let us consider the quotient of two consecutive terms of the sum and examine when
will it be 1. After simpliIcations it becomes
((n− t)=2− t + 3)((n− t)=2− t + 2)((n− t)=2− t + 1)
((n− t)=2 + 1)t(t − 1) = 1:
K. Tichler / Discrete Applied Mathematics 117 (2002) 267–277 275
Introducing the notation x = t=n and rearranging it we obtain
23x3 −
(
23 +
96
n
)
x2 +
(
9 +
68
n
+
124
n2
)
x −
(
1 +
12
n
+
44
n2
+
48
n3
)
= 0: (5.5)
Consider the polynomial Pn(x) on the left-hand side of (5.5) as the nth member of a
sequence of functions. The polynomials Pn(x) have no root for |x|¿100. On the other
hand, this sequence uniformly tends to P(x) in the Inite interval [ − 100; 100]. From
this, it follows after a short consideration that (5.5) has a unique real solution 
n if n
is su;ciently large and 
n → 
, i.e. 
n = 
 + o(1).
From this argument it also follows that if n is large enough the terms in (5.1) are
increasing until t=n reaches 
n and decreasing after that. If the index of the maximum
term is t∗, then |
nn− t∗|6 2 holds, so t∗ = (
 + o(1))n. Use this in (5.1)(
( 1−
2 + o(1))n
(
 + o(1))n
)
6 |C∗n |6
n+ 6
6
(
( 1−
2 + o(1))n
(
 + o(1))n
)
: (5.6)
Using the Stirling formula
n! = 2n(log2n=e+o(1));
we obtain(
cn
dn
)
= 2n(d log2 c=d+(c−d)log2 c=(c−d)+o(1)) (1¿ c¿d¿0):
Using this in (5.6) it is easy to see that
2n(
 log2(1−
)=2
+((1−3
)=2) log2(1−
)=(1−3
)+o(1))
6 |C∗n |6 2n(
 log2(1−
)=2
+((1−3
)=2) log2(1−
)=(1−3
)+o(1)):
Part B of the theorem follows from this inequality, (5.2), and part A.
Proof of Theorem 2.2(A). We will follow the proof of Theorem 2:1 and see what is
diKerent in this general case.
First of all, we need to select a big part G∗n of G
−1
n , which will play the role C
∗
n .
Note that every maximal antikey necessarily contains at least one of the Irst three
elements of Vi; 16 i6 k. The same can be said about the last three elements. So let
Wn = V0 ∪
⋃k
i=1{w(i)1 ; w(i)2 ; w(i)3 ; w(i)ni−2; w
(i)
ni−1; w
(i)
ni } if n is so large, that ni¿ 9 holds for
every 16 i6 k. There are at least (1=2|Wn|)|G−1n | maximal antikeys having the same
intersection with Wn. Let G∗n denote these antikeys. We obtained
1
2|Wn|
|G−1n |6 |G∗n |6 |G−1n |: (5.7)
By the same argument as in the proof of Lemma 5.1(A), it can be seen that if A ∩
Vi = {w(i)j1 ; w(i)j2 ; : : : ; w(i)jl } then 26 jr+1 − jr6 3; 16 r6 l − 1 for every 16 i6 k.
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This statement can be reversed. For every 16 i6 k there are 2 indices, l1i ∈ {2; 3; 4}
and l2i ∈ {ni − 3; ni − 2; ni − 1}, so that the following holds. Consider an arbitrary
subset A of  satisfying w(i)l1i ; w
(i)
l2i ∈ A∩Vi and having the above Ixed intersection with
Wn. Furthermore, suppose, that if A ∩ Vi = {w(i)j1 ; w(i)j2 ; : : : ; w(i)jl } then 26 jr+1 − jr6 3,
16 r6 l− 1 for every 16 i6 k holds. Then A ∈ G∗n . (If w(i)2 ∈ A or w(i)3 ∈ A, then
let l1i = 2 or 3 respectively. If w
(i)
1 ∈ A and w(i)3 ∈ A, then w(i)4 ∈ A must hold, so let
l1i = 4.)
In the next step, we deIne a labelled directed tree F . This tree will be built similarly
as in the simpler case. There are two diKerences. We will not use all of the vertices
and we have to tell how to connect the diKerent Vi’s. Unfortunately, we must use
somewhat more di;cult notations.
For the sake of convenience, let us introduce the notation ti=l2i−l1i+1; 16 i6 k.
We can assume (by changing the order of the columns) that w(i)h ; l1i6 h6 l2i is
associated with the ((
∑i−1
r=1 tr) + h− l1i + 1)th column of M.
Let U={1; : : : ; s(Gn)} be the set of indices of the rows. For Ixed i and h denote the
number ji;h = h+
∑i−1
l=1 tl shortly by j. If W ⊆ U and 16 i6 k then let us introduce
the following notation for every positive integer h:
Pi; hW =


{A ⊆ W | |A|¿ 2; i1; i2 ∈ A⇒ ai1j = ai2j;
i1 ∈ A; i2 ∈ W \ A⇒ ai1j = ai2j} if 16 h6 ti; h = ti − 1;
∅ otherwise:
Let the label of the root r of F be A(r) = U . If P1;1U = {U1; U2; : : : ; Ut} for some
t, then let N (r) = {v1; v2; : : : vt} and its labels A(vi) = Ui; 16 i6 t. Suppose that we
have already deIned a vertex v of the tree, and its label A(v). Furthermore, assume
that A(v) ∈ Pi; hW for some W ⊆ U and 16 h6 ti; h = ti − 1. There are two cases. In
the Irst case, suppose that h = ti or i = k. If Pi; h+2A(v) = {A1; A2; : : : ; As} and Pi; h+3A(v) =
{As+1; As+2; : : : ; At}, then let N (v)={v1; v2; : : : ; vt} and A(vr)=Ar (16 r6 t). Observe,
that |Ar ∩ Al|6 1 (16 r6 s; 16 l6 t); otherwise, there would be two rows that are
equal in the columns of the key {j + 2; j + 3} contradicting (ii). Suppose that h = ti
and 16 i6 k − 1. If Pi+1;1A(v) = {A1; A2; : : : ; At}, then let N (v) = {v1; v2; : : : ; vt} and
A(vr)=Ar (16 r6 t). The leaves of the tree F will be those vertices, for which t=0.
We can see, that F ∈F(s(Gn)).
The same argument as in the proof of Theorem 2.1 shows that
|l(F)|¿ |G∗n |: (5.8)
By Lemma 3.1 we obtain
|l(F)|6T (s(Gn))6M 2s(Gn)1+: (5.9)
We need a last little observation. s(Gn) is not just tends to inInity, but it grows
exponentially (for example, it follows from (5.1) and (5.10)). So 2|Wn|=2o(n)6 s(Gn)
if n is large enough. The theorem follows from (5.7)–(5.9).
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(B) By the statement on G∗n in Part A we obtain
|G∗n |=
k∏
i=1
|C∗ti−1|: (5.10)
By the deInitions of Wn and ti it is obvious, that n− |Wn| − k6
∑k
i=1(ti − 1)6 n−
|Wn|+3k. So by the concluding exponential expression of |C∗n | in the proof of Theorem
2:1(B) and (5.10) we obtain
2(n−|Wn|−k)(+o(1))6 |G∗n |6 2(n−|Wn|+3k)(+o(1)): (5.11)
(n− |Wn| − k)=n→ 1; (n− |Wn|+3k)=n→ 1, (5.7), (5.11), and part A of the theorem
proves part B.
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