



Objetivo: Comparar la capacidad de predicción de mortali-
dad hospitalaria de una red neuronal artificial (RNA) con el
Acute Physiology and Chronic Health Evaluation II (APACHE
II) y la regresión logística (RL), y comparar la asignación de
probabilidades entre los distintos modelos.
Método: Se recogen de forma prospectiva las variables ne-
cesarias para el cálculo del APACHE II. Disponemos de 1.146
pacientes asignándose aleatoriamente (70 y 30%) al grupo
de Desarrollo (800) y al de Validación (346). Con las mismas
variables se genera un modelo de RL y de RNA (perceptrón
de 3 capas entrenado por algoritmo de backpropagation con
remuestreo bootstrap y con 9 nodos en la capa oculta) en el
grupo de desarrollo. Se comparan los tres modelos en fun-
ción de los criterios de discriminación con el área bajo la curva
ROC (ABC [IC del 95%]) y de calibración con el test de Hosmer-
Lemeshow C (HLC). Las diferencias entre las probabilidades
se valoran con el test de Bland-Altman.
Resultados: En el grupo de validación, el APACHE II con ABC
de 0,79 (0,75-0,84) y HLC de 11 (p = 0,329); modelo RL, 
ABC de 0,81 (0,76-0,85) y HLC de 29 (p = 0,0001), y en 
RNA, ABC de 0,82 (0,77-0,86) y HLC de 10 (p = 0,404). Los
pacientes con mayores diferencias en la asignación de pro-
babilidad entre RL y RN (8% del total) son pacientes con pro-
blemas neurológicos. Los peores resultados se obtienen en
los pacientes traumáticos (ABC inferior a 0,75 en todos los
modelos). En los pacientes respiratorios, la RNA alcanza los
mejores resultados (ABC = 0,87 [0,78-0,91]).
Conclusiones: Una RNA es capaz de estratificar el riesgo
de mortalidad hospitalaria utilizando las variables del siste-
ma APACHE II. La RNA consigue mejores resultados frente
a RL, sin alcanzar significación, ya que no trabaja con res-
tricciones lineales ni de independencia de variables, con una
diferente asignación de probabilidad individual entre los mo-
delos.
Palabras clave: Mortalidad hospitalaria. Estratificación de ries-
go. Unidad de cuidados intensivos. Redes neuronales artifi-
ciales. Bootstrap.
Abstract
Objective: To compare the ability of an artificial neural net-
work (ANN) to predict hospital mortality with that of the Acute
Physiology and Chronic Health Evaluation II (APACHE II) sys-
tem and multiple logistic regression (LR). A secondary objective
was to compare the allocation of individual probability among
the models.
Method: The variables required for calculating the APACHE
II were prospectively collected. A total of 1146 patients were
divided (randomly 70% and 30%) into the Development (800)
and the Validation (346) sets. With the same variables an LR
model and an ANN were carried out (a 3-layer perceptron trai-
ned by algorithm backpropagation with bootstrap resampling
and with 9 nodes in the hidden layer) in the Development set.
The models developed were contrasted with the Validation set
and their discrimination properties were evaluated using the
area under the ROC curve (AUC [95% CI]) and calibration with
the Hosmer-Lemeshow C (HLC) test. Differences between the
probabilities were evaluated using the Bland-Altman test.
Results: The Validation set showed an APACHE II with an
AUC = 0.79 (0.75-0.84) and HLC = 11 (p = 0.329); LR model
AUC = 0.81 (0.76-0.85) and HLC = 29 (p = 0.0001) and an
ANN AUC = 0.82 (0.77-0.86) and HLC = 10 (p = 0.404). The
patients with the most important differences in the allocation
of probability between LR and ANN (8% of the total) were neu-
rological. The worst results were found in trauma patients with
an AUC of not greater than 0.75 in all the models. In respira-
tory patients, the ANN achieved the best AUC = 0.87 (0.78-
0.91).
Conclusions: The ANN was able to stratify hospital morta-
lity risk by using the APACHE II system variables. The ANN
tended to achieve better results than LR, since, in order to work,
it does not require lineal restrictions or independent variables.
Allocation of individual probability differed in each model.
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a construcción de sistemas de clasificación de pa-
cientes (o de ajuste de riesgos) permite compa-
rar la efectividad y la calidad de hospitales y los
servicios hospitalarios, aportando información útil
para la toma de decisiones de gestión y sobre el ma-
nejo de los pacientes1. Los sistemas de ajuste de ries-
gos para estratificar la gravedad de los pacientes res-
pecto a un resultado clínico, se construyen, en general,
a partir de variables asistenciales y utilizando técnicas
estadísticas basadas en la regresión logística (RL)2.
Las redes neuronales artificiales (RNA) son siste-
mas de cálculo que se asemejan a las redes neuronales
biológicas al utilizar nodos (neuronas) interconectados.
Estos nodos reciben la información, realizan operaciones
sobre los datos y transmiten sus resultados a otros
nodos. El procedimiento consiste en entrenar a las RNA
para que aprendan patrones complejos de relaciones
entre las variables predictoras y de resultado y que sean
capaces de enfrentarse a nuevos datos dando las res-
puestas esperadas3. Se definen como sistemas no li-
neales, flexibles y con gran capacidad de generaliza-
ción. Estas propiedades han hecho que se difundieran
en todos los campos científicos y que se demostrara
su equivalencia o superioridad sobre algunas técnicas
estadísticas4.
El interés en la aplicación de las RNA en medicina
durante los últimos 10 años no ha hecho más que au-
mentar, como refleja el número progresivamente cre-
ciente de publicaciones que incluyen esta metodología5,6.
Las áreas que han ido ocupando son el reconocimiento
de imágenes7, análisis de ondas8, procedimientos de
farmacología9, epidemiología10, predicción de resulta-
dos11 y procesos diagnósticos12.
La utilización de las RNA para la estratificación de
riesgo ofrece como ventaja un posible aumento del poder
predictivo (precisión), que se ha evaluado en un 5-10%,
ya que no trabajan con las limitaciones rígidas de los
modelos estadísticos13. Frente a las técnicas de RL, las
RNA tienen en cuenta las relaciones no lineales, de ma-
nera automática, sin necesidad de seguir un modelo con-
creto, y la posible interdependencia de las variables de
entrada.
En una unidad de cuidados intensivos (UCI) se uti-
lizan de forma habitual sistemas de cálculo de proba-
bilidad de muerte (como criterio de gravedad de los en-
fermos), y uno de los sistemas más habituales es el
Acute Physiology and Chronic Health Evaluation II (APA-
CHE II) construido con técnica de RL14.
Los objetivos de nuestro trabajo se centran en de-
mostrar la utilidad de la metodología basada en redes
neuronales para la estratificación de riesgos, aplicán-
dola al cálculo de probabilidad de mortalidad hospita-
laria, utilizando las variables del sistema APACHE II en
una UCI concreta. Como referencia se utiliza un mo-
delo de regresión logística.
Método
En la figura 1 se muestra el algoritmo del esquema
utilizado para el desarrollo de la metodología aplicada.
Sujetos
El estudio se ha realizado en la UCI polivalente del
Hospital Universitario Arnau de Vilanova de Lleida. Se
ha estudiado a los pacientes en un período de 5 años
(1997-2001). No se incluye a los pacientes coronarios,
los sujetos a cirugía cardíaca ni los quemados. Se ha
excluido a los pacientes menores de 16 años, los que
se han trasladado y los que han permanecido menos
de 24 h ingresados. En los pacientes que reingresan
sólo se ha tenido en cuenta el primer ingreso. Se han
recogido, de forma prospectiva por un equipo entrenado,
las variables demográficas, de evolución y de gravedad
necesarias para el cálculo del sistema APACHE II14. La
realización del estudio fue aprobada por el comité ético
del hospital asegurando en todo momento el anonimato
de los pacientes.
Paso 1
Se utilizan 14 variables fisiológicas (se amplían de
12 a 14, ya que para valorar la oxigenación utilizamos
PaO2, más FiO2 y PaCO2), la edad y dos variables para
determinar la puntuación según enfermedad crónica (en-
fermedad crónica y urgente/programado) que comple-
tan 17 variables de entrada (fig. 2). La variable de sa-
lida es la mortalidad hospitalaria. El cálculo de la
probabilidad de muerte basada en APACHE II se hace
de forma estándar, convirtiendo la puntuación APACHE
II y aplicando la fórmula logística con los coeficientes
publicados en el artículo original de Knaus et al14; no
se incluye el ajuste por grupos diagnósticos ya que mo-
tivaría añadir más de 40 variables. Los 1.146 pacien-
tes que cumplen los criterios de inclusión se asigna-
ron aleatoriamente, un 70% al grupo de desarrollo (n
= 800) y el 30% restante al grupo de validación (n =
346).
Paso 2. Remuestreo bootstrap del grupo de desarrollo
Como el número de casos disponibles para el de-
sarrollo del modelo es limitado, existe el riesgo de que
tengan una pobre representatividad de la población; por
tanto, debemos utilizar técnicas que optimizan los datos
disponibles para conseguir una buena generalización.
Como solución aplicamos técnicas de remuestreo (bo-
otstrap) que han demostrado ser útiles para este fin15.
En nuestro caso, para conseguir una precisión suficiente,
este remuestreo debe repetirse, por lo menos, 200
veces16,17.
Paso 3. Modelo de regresión logística
Se utiliza un modelo de regresión logística múltiple
con incorporación de todas las variables (full model).
Se efectuará el cálculo en las 200 remuestras bootstrap
del grupo de desarrollo. Los 200 modelos resultantes
(sus coeficientes) se emplearán para calcular las pro-
babilidades en el conjunto de desarrollo original. Con
estas 200 probabilidades calculamos la probabilidad
media, expresada como P-RL-D, y su error estándar.
Paso 4. Modelo de red neuronal artificial
Para un acercamiento a la metodología basada en
RNA, remitimos a los lectores interesados a las revi-
siones publicadas y a los recursos de Internet que se
actualizan de forma periódica5,18,19.
El tipo de red empleado es un perceptrón multica-
pa entrenado con algoritmo de backpropagation y fun-
ción de activación sigmoidea. Utilizamos un modelo de
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Figura 1. Diagrama secuencial del desarrollo de la aplicación. RL: regresión logística; RNA: red neuronal artificial; P-RNA-D:
probabilidad media de 200 redes entrenadas bootstrap y enfrentadas al grupo de desarrollo; P-RNA-V: probabilidad media de 200
redes entrenadas bootstrap y enfrentadas al grupo de validación; P-RL-D: probabilidad media de 200 modelos de regresión
logística bootstrap y enfrentados al grupo de desarrollo; P-RL-V: probabilidad media de 200 modelos de regresión logística























Figura 2. Arquitectura óptima de la red (perceptrón multicapa
entrenado con algoritmo backpropagation). PAM: presión
arterial media; FC: frecuencia cardíaca; FR: frecuencia
respiratoria; FiO2: fracción inspirada de oxígeno; PaO2: presión
arterial de oxígeno; PaCO2: presión arterial de anhídrido
carbónico; Hto: hematocrito. Definición de variables según
artículo original14.
3 capas (de entrada, oculta y de salida) (fig. 2). La se-
lección de la arquitectura y los parámetros óptimos se
basan en un procedimiento empírico y en la validación
cruzada. El conjunto de desarrollo se divide (al 50% para
asegurar representatividad) en un conjunto de entre-
namiento y otro de verificación. Esta división se hace
de forma aleatoria y se repite 10 veces para confrontar
los resultados en estas 10 ocasiones. El entrenamien-
to supervisado supone la presentación repetida del con-
junto de entrenamiento a la red, en cada iteración se
realiza un ajuste de los pesos para reducir al mínimo la
función de error de la red. Los pesos son los valores in-
ternos de la red que se asemejan a las fuerzas sináp-
ticas de los modelos biológicos. La función de coste o
función de error evaluada (tanto en el conjunto de en-
trenamiento como en el de verificación) es la raíz del
error cuadrático medio (ECM) entre las predicciones y
los valores reales. Se añaden o retiran nodos de la capa
oculta hasta conseguir reducir al mínimo el ECM (en el
conjunto de verificación) lo que también determina el mo-
mento de parar el entrenamiento (stop training). Otros
parámetros que se modifican durante el proceso de en-
trenamiento (coeficiente de aprendizaje, momento, etc.)
se ajustan para conseguir esta optimización.
Paso 5. Entrenamiento de la red neuronal artificial
Las condiciones de entrenamiento fijadas en el punto
anterior servirán para entrenar 200 redes con los datos
de los 200 remuestras bootstrap del conjunto de de-
sarrollo. Cuando estas redes se enfrentan a los datos
del conjunto de desarrollo original, determinan 200 pro-
babilidades y su media se denomina P-RNA-D.
Paso 6. Validación de los modelos
Tanto los 200 modelos de regresión logística como
las 200 redes entrenadas deben enfrentarse a los datos
del conjunto de validación. Las probabilidades medias
calculadas se identificarán como P-RL-V y P-RNA-V,
respectivamente.
Paso 7. Comparación de los modelos
Para comparar los distintos modelos se medirán sus
propiedades de discriminación por medio del área bajo
la curva ROC (ABC)20,21 y la calibración con el test de
bondad de ajuste de Hosmer-Lemeshow C22, la cons-
trucción de las curvas de calibración y el cálculo de las
razones de mortalidad estandarizada (RME, que es el
cociente entre el número de muertos observados y el
número de muertes esperadas según el modelo de pre-
dicción) con sus intervalos de confianza23.
Utilizamos el test de Bland-Altman para evaluar la
concordancia entre las probabilidades obtenidas por
cada modelo24.
Definimos caso extremo25 cuando el paciente alcanza
una diferencia de probabilidad entre el modelo de RL
y el de RNA con valor absoluto igual o superior a 0,2.
Los cálculos estadísticos se realizaron con el pro-
grama SPSS 10.0. El programa utilizado para la crea-
ción de las redes es Qnet 97 (Vesta Services Inc.)26.
Resultados
Características del grupo de estudio (nuestra UCI)
Nuestra UCI (tabla 1) queda definida por tener pocos
pacientes programados, en comparación con unidades
de su entorno, lo que determina una alta mortalidad y
una estancia media prolongada. No se observan dife-
rencias significativas entre los conjuntos de desarrollo
y de validación.
Modelo de red neuronal artificial
El método de selección nos llevó a una arquitectu-
ra óptima con 9 nodos en la capa oculta y nodos ple-
namente interconectados (fig. 2). El punto de parada
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Tabla 1. Características de la población de estudio (n = 1.146)
Desarrollo Validación
(n = 800) (n = 346) p
c
Edad (años)a 56 ± 19 55 ± 18 0,800
Sexo, varón (%) 67,5 65,3 0,471
Estatus (%) 0,570
Médico 70,6 69,0
Quirúrgico urgente 22,6 23,2
Quirúrgico programado 6,8 7,8






VM (%) 57,9 59,2 0,665
MORT (%) 34,1 37,6 0,262
Estancia (días)b 6 (3-14) 6 (3-13) 0,533
APACHE II
Puntuaciónb 15 (10-22) 16 (10-22) 0,964
Probabilidadb 17 (1-36) 19 (1-38) 0,222
VM: ventilación mecánica; MORT: mortalidad hospitalaria. aMedia ± desviación es-
tándar. bMediana (rango intercuartil). cp determinada por la prueba de la χ2, el test
de la t o el test no parámetrico de Mann-Whitney, según la indicación.
del entrenamiento quedó establecido en 1.500 itera-
ciones. Los parámetros propios del proceso de entre-
namiento de la red fueron un coeficiente de aprendi-
zaje de 0,01 y momento de 0,3.
Comparación de los modelos
En la tabla 2 se muestran los resultados de la com-
paración entre los diversos modelos. Se aprecian bue-
nos resultados, tanto en discriminación como en cali-
bración, del sistema APACHE II (en el conjunto de
desarrollo y en el de validación). En el grupo de desa-
rrollo se observan unos valores significativamente más
altos en el ABC ROC de la RNA frente al modelo APA-
CHE II. La RNA, comparada con el modelo de RL, mues-
tra unos valores mejores (que se mantienen en el grupo
de validación) tanto en discriminación como en cali-
bración, aunque estos valores no alcanzan diferencia
significativa.
En la figura 3 se muestran las curvas ROC y las cur-
vas de calibración correspondientes al grupo de vali-
dación.
Análisis por grupos diagnósticos
En los pacientes traumáticos (27%) ningún mode-
lo alcanza una precisión suficiente (el sistema APACHE
II se muestra como el mejor modelo, pero con ABC ROC
menor de 0,75 y mala calibración tanto en el conjunto
de desarrollo como en el de validación). En los pacientes
respiratorios (25%) los mejores resultados se consiguen
con las redes neuronales; y dentro de este grupo, los
pacientes con enfermedad pulmonar obstructiva crónica
(EPOC) (13%) son los que peor comportamiento tie-
nen con el APACHE II y con RL manteniendo acepta-
bles propiedades la RNA (ABC = 0,87 [0,78-0,91]).
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Tabla 2. Comparación de resultados de los distintos modelos
de cálculo de probabilidad de muerte
P-AP-II P-RL P-RNA
ABC (IC del 95%)
Desarrollo 0,81 (0,78-0,84) 0,83 (0,81-0,86) 0,88 (0,85-0,90)
Validación 0,79 (0,75-0,84) 0,81 (0,76-0,85) 0,82 (0,77-0,85)
HL-C (p)
Desarrollo 16,45 (0,036) 12,20 (0,142) 7,65 (0,468)
Validación 11,37 (0,329) 29,61 (0,000) 10,42 (0,404)
RME (IC del 95%)
Desarrollo 1,06 (0,97-1,15) 1,03 (0,95-1,11) 1,01 (0,93-1,09)
Validación 1,16 (1,03-1,29) 1,12 (1,00-1,25) 1,12 (0,99-1,24)
P-AP-II: probabilidad del modelo APACHE II (intervalo de confianza [IC] calcula-
do según el trabajo de Hanley y McNeil)21; P-RL: probabilidad media de 200 mo-
delos bootstrap de regresión logística; P-RNA: probabilidad media de 200 mode-
los bootstrap de red neuronal artificial; desarrollo: n = 800 pacientes; validación:
n = 346; ABC: área bajo la curva ROC (IC del 95%); HL-C: test de Hosmer-Lemeshow
C con 8 grados de libertad para el grupo de desarrollo y 10 para el de validación






































Figura 3. Curvas ROC y curvas de calibración en el grupo de validación. a) Curvas ROC. b) Curvas de calibración. Línea sencilla:
probabilidad APACHE II; línea discontinua: probabilidad media del modelo de regresión logística bootstrap; línea gruesa:
probabilidad media del modelo de red neuronal artificial bootstrap.
Comparación de probabilidades entre los modelos
La técnica de Bland-Altman (fig. 4) nos demuestra
la falta de concordancia en la asignación de probabili-
dad entre los modelos de RL y RNA (resultados mos-
trados en el conjunto de validación). La mayor concor-
dancia tiende a producirse en los valores bajos del rango
de probabilidad y se pierde al superar el 35% de pro-
babilidad de muerte calculada.
Del total del grupo de estudio se identificó a 93 pa-
cientes (8%) como casos extremos. Es difícil analizar
la interrelación entre variables, pero encontramos que
en el subgrupo de estos pacientes donde la probabili-
dad asignada por RL es claramente superior a la cal-
culada por RNA (42 pacientes), la mayoría (36 pacientes)
tiene alteraciones neurológicas, y apreciamos que la va-
riable Glasgow adquiere más importancia en el mode-
lo de RL manteniendo valores similares el resto de las
variables.
Discusión
El primer análisis de nuestros resultados está diri-
gido a los buenos resultados encontrados con el mo-
delo APACHE II, ya que este hecho no coincidía con
otros resultados que habíamos ido obteniendo con se-
ries más pequeñas que analizaban menos años en
nuestra base de datos. Nuestra UCI se caracteriza por
tener menos pacientes quirúrgicos programados y más
mortalidad que la serie que sirvió para confeccionar ori-
ginalmente el sistema APACHE II. Este argumento lo
utilizábamos para justificar, sobre todo, las desviacio-
nes en la calibración, aspecto que casi es óptimo ahora
que podemos analizar más pacientes. Esto apoya el con-
cepto de la gran dependencia que tiene el tamaño mues-
tral en cualquier análisis de estratificación de riesgo.
La alta mortalidad encontrada en nuestra serie está
condicionada también por no incluir a los pacientes co-
ronarios. No pudimos incluirlos por problemas de se-
guimiento asistencial, dadas las características de la
atención de este grupo de pacientes en nuestro hos-
pital.
Como resultado global, en nuestro trabajo encon-
tramos mejores resultados con la metodología basada
en RNA, aunque no alcanzan a ser significativos. Este
resultado es similar al logrado con otras series27,28. En
una revisión efectuada por Sargent, que analizaba 28
estudios en pacientes oncológicos, concluye que las
redes son equivalentes o ligeramente superiores a la
RL, al no tener que depender de exigencias rígidas de
independencia de las variables o de modelos lineales29.
También vemos que a pesar de utilizar técnicas de
remuestreo y de validación cruzada tenemos, en nues-
tra serie, cierto problema de «sobreaprendizaje»: la red
aprende los patrones del conjunto de entrenamiento de
forma muy precisa, pero pierde en capacidad de ge-
neralización al enfrentarse a nuevos datos del conjun-
to de validación.
Trabajando con redes, las condiciones necesarias
para conseguir una buena generalización se centran en
tres aspectos: a) que la información recogida en los
datos sea suficiente (esto incide en el tamaño de la serie
y en la calidad en la recogida de datos); b) que la «fun-
ción» que aprenda la red sea suave (pequeños cam-
bios en las variables de entrada produzcan pequeños
cambios en la de salida), y c) que el tamaño del con-
junto de entrenamiento sea suficiente y representativo
de los datos totales19,30. El tamaño necesario viene de-
terminado por el número de parámetros de la red, y se
necesitan 5 registros por parámetro estimado28. En nues-
tro ejemplo con 17 variables de entrada, 9 nodos ocul-
tos y un nodo de salida (que son 162 parámetros), 800
casos son suficientes.
El algoritmo que nosotros proponemos cumple con
estas condiciones cuando se trabaja con series limita-
das, y puede aplicarse en otro tipo de población o pro-
blema sanitario. Existen otros procedimientos basados
en diferentes técnicas de remuestreo y de aprendiza-
je que han sido aplicados en otras poblaciones27,31.
El hecho de obtener resultados similares, en las pro-
piedades de discriminación y calibración con los mo-
delos de predicción estadísticos y neuronales, ha lle-
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Figura 4. Test de Bland-Altman (grupo de validación) entre las
probabilidades calculadas por el método de regresión logística
frente a las probabilidades calculadas por modelo de red
neuronal artificial. Las líneas de puntos diferencian (por
encima o por debajo) a 2 desviaciones estándares ± la media
de la diferencia entre las probabilidades; P-RNA-V:
probabilidad media de 200 redes entrenadas bootstrap; P-RL-

























(P-ARN-boot[V] + P-RL-boot[V]) / 2
vado a algunos autores a afirmar que la relación entre
las variables es independiente y prácticamente lineal27.
Nosotros aportamos la visión de que poder obtener pro-
babilidades individuales diferentes implica que la rela-
ción entre las variables es diferente al aplicar RL o RNA.
Es verdad que la interpretación de esta interrelación es
difícil (concepto de caja negra de las RNA), pero po-
demos estudiar a los pacientes que se definen como
casos extremos (pacientes con problemas neurológi-
cos en nuestra serie), o comparar el distinto compor-
tamiento según los grupos diagnósticos (p. ej., nues-
tros resultados diferentes en pacientes traumáticos y
con EPOC).
El modelo APACHE II ha sido analizado en múlti-
ples subgrupos de pacientes32, y en los pacientes trau-
máticos es donde se ha encontrado una peor preci-
sión33-35. En nuestros pacientes traumáticos tampoco
conseguimos una aceptable precisión con el modelo
APACHE II y tenemos peores resultados tanto en RL
como en RNA. Esto apoya la hipótesis de que la in-
formación aportada por las variables APACHE II en estos
pacientes no es suficiente (analizada de forma esta-
dística o neuronal) para poder asignarles una proba-
bilidad de muerte precisa, lo que implica que son ne-
cesarios modelos específicos, con otras variables, para
conseguir este objetivo en los pacientes traumáticos.
Las limitaciones de nuestro trabajo se centran pri-
mero en el tamaño de nuestra serie. Sólo los estudios
multicéntricos pueden conseguir series grandes y
comprobar la validez externa de los modelos, pero en-
tonces incorporan el sesgo de analizar datos de diversas
unidades. Hemos utilizado un modelo de red basado
en el perceptrón multicapa entrenado con algoritmo de
backpropagation, pero existen otros muchos tipos de
red que podrían conseguir una mejor precisión en los
resultados. El empirismo que envuelve al proceso de
construcción y entrenamiento de una red sigue siendo
una limitación importante. El tiempo de cálculo –no hay
que olvidar que los programas utilizados habitualmen-
te son de emulación– se convierte en un problema, y
aumenta cuando el proceso debe realizarse múltiples
veces.
Queríamos comparar modelos que utilizaran las mis-
mas variables, por eso hemos trabajado con los que
no incluyen la clasificación por grupos diagnósticos, ya
que esto suponía aumentar su complejidad (se am-
pliaban más de 40 variables), lo que nos exigía un nú-
mero de pacientes no disponible. La inclusión del ajus-
te por grupos diagnósticos en nuestro modelo APACHE
II mejoraba la propiedad de discriminación, pero no al-
teraba su calibración.
En el modelo APACHE II las variables se categori-
zan según su desviación de la normalidad. En nues-
tros modelos basados en RL y RNA, los resultados se
han calculado con las variables sin categorizar, aunque
realizamos diversas pruebas con las variables catego-
rizadas y encontramos resultados similares.
En resumen, el acercamiento a la metodología ba-
sada en redes neuronales artificiales puede hacerse con
dos perspectivas. Por una parte, desde sus ventajas:
las redes son capaces de trabajar sin las restricciones
de los modelos estadísticos detectando las relaciones
no lineales y las interacciones entre las variables pre-
dictoras. Y por otra, asumiendo sus desventajas:
mayor complejidad de interpretación de sus paráme-
tros de funcionamiento, mayor necesidad de recursos
informáticos, alto componente empírico en su cons-
trucción y mayor dificultad de exportar el modelo para
aplicarlo a otras poblaciones. Estas desventajas influ-
yen en una menor difusión de la técnica para su uso
habitual.
En general, una RNA es potencialmente más pre-
cisa que las técnicas estadísticas cuando la variable pro-
nóstica se expresa como una función compleja de las
variables predictoras o cuando existe interdependen-
cia entre éstas; pero son estructuralmente complicadas
y sus parámetros son más difíciles de interpretar. Por
otra parte, la RL es una técnica más difundida y es más
fácil interpretar sus coeficientes; aunque no será capaz
de evaluar interacciones complejas entre las variables
si no son especificadas en el modelo34.
Como principal conclusión podemos afirmar que la
metodología basada en RNA es útil para la estratifica-
ción del riesgo de mortalidad hospitalaria. También de-
bemos insistir en la distinta asignación de probabilidad
entre las redes neuronales y la regresión logística y en
la importancia del análisis por subgrupos que detecta
los problemas de los sistemas de predicción. En un fu-
turo cercano muchos de los sistemas de estratificación
de riesgo acabarán enfrentados con distintos tipos de
redes, pero este enfrentamiento no debe llevarnos a des-
cartar una técnica por a otra, sino que deben comple-
mentarse y ayudarnos a comprender la relación entre
las distintas variables predictoras de riesgo mejorando
los modelos para hacerlos más precisos.
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