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Abstract
We consider in this paper rooted labeled directed graphs as models for semistructured
data. A path inclusion constraint, in such graphs, is an expression p  q where p and q
are regular expressions over the alphabet of labels. An path inclusion constraint p  q
is satisfied by a rooted labeled directed graph if the set of nodes reached, from the root,
by the words of the language described by p is included in the set of nodes reached,
from the root, by the words of the language described by q. We answer here to the
following problem : given a set C of path inclusion constraints, given a regular expression
p describing an infinite regular language, we want to compute, if it exists, a regular
expression f describing a finite language, such that p  f for every graph satisfying C.
1 Introduction
The notion of semistructured data comes from the Web. In semistructured databases, the
data is unconstrained by any type system or schema and may have an irregular structure.
It can be one or more XML documents, or a set of web pages with hyperlinks. In [1] the
authors present some models and problematics about semistructured data. In this paper,
we see a semistructured data as a rooted edge-labeled directed graph. In the following,
we will also consider a semistructured data as a finite state automaton on words, even if
this data is not a tool for recognizing languages.
The study of semistructured databases has generated the development of new query lan-
guages. Most of them are based on path expressions, which allow to reach nodes to
arbitrary depth in the data graph. More precisely, a regular path expression is a regular
expression on the alphabet of labels appearing in the data. Each path from the root to a
node in the data is labeled by a word. The result of the query q, regular path expression,
is the set of nodes reached from the root by a path labeled by a word of q.
Figure 1 gives an example of semistructured data. On this data, the result of the query
journal.(title + article.title) is the set of nodes {11, 12, 13}.
One can express constraints on semistructured data. Some of these are called path con-
straints since they give restrictions on the data paths. Certain kinds of integrity con-
straints found in object-oriented databases and also common in semistructured databases
can be expressed with path constraints. These constraints have been introduced by Abite-
boul and Vianu in [2]. See [6], [10] or [4] which analyze different classes of path constraints.
Here, we study path inclusion constraints. A path inclusion constraint is written p  q































Figure 1: semistructured data
where p and q are regular path queries, and means that the set of nodes result of p is in-
cluded in the set of nodes result of q. In Figure 1, we have journal.article.writtenBy
 author. These constraints are interesting because they give semantic informations on
the data (on the example, an article in a journal is written by authors) and they are used
for query optimization.
In this context, the problem studied in this paper is the following : given a set C of
inclusion constraints, given a regular expression q describing an infinite regular language,
we want to compute, if it exists, a regular expression f corresponding to a finite language,
such that q  f for every data satisfying C. The existence of f is decidable when C
contains only word inclusions [2] (inclusions w1  w2 where w1 and w2 are words) or
inclusions of the form p  w where p is a regular expression and w is a word [5]. We
define here a transducer computing f from q (when it exists) extending the result of [5].
2 Path inclusions and query rewriting
2.1 Semistructured data and path inclusions
In the sequel we use the following notions which were introduced in [2]. Let A be a fixed
finite alphabet of labels.
Definition 2.1 : A semistructured datum is a triple I = (N, i, T ) where N is a set of
nodes, i ∈ N is called the root of datum I and T ⊆ N × A × N is the set of transitions.
If N is finite, the datum is said finite.
We are interested in the set of nodes which are reached by some paths in a datum. More
precisely, given a datum I = (N, i, T ) and a word u ∈ A⋆, we denote by u(I) the set of
nodes that can be reached in I at the end of any path labelled by u starting from the root
i, that is :
1. if u = ε, then u(I) = {i}
2
2. if u = u′a, with u′ ∈ A⋆ and a ∈ A, u(I) = {n ∈ N | ∃n′ ∈ u′(I), (n′, a, n) ∈ T }
Then we can define the notion of query and result of query.
Definition 2.2 : A regular query p is a regular expression over A. The result of a query
p over a datum I is the set p(I) = ∪u∈L(p)u(I) where L(p) denotes the regular language
described by p.
Definition 2.3 : A path inclusion is an expression of the form p  q where p, q are
regular queries. A datum I satisfies a path inclusion p  q, denoted I |= p  q, if the set
of nodes p(I) is included in q(I). I satisfies a set C of path inclusions, denoted I |= C, if
I satifies each path inclusion of C.
Definition 2.4 : A set C of path inclusions implies a path inclusion p  q, denoted
C |= p  q, if for each datum I such that I |= C, I |= p  q.
We will use the following proposition [2]:
Proposition 2.1 A set C of path inclusions implies a path inclusion p  q, denoted
C |= p  q, if for each finite datum I such that I |= C, I |= p  q.
Definition 2.5 : A regular query p has the boundedness property w.r.t a set C of path
inclusions if there exists a regular query f such that C |= p  f and L(f) is finite.
E.g., let C be {a2  a}; w.r.t. C, the query a∗ is bounded, whereas the query ba∗ is not.
2.2 Bounded path constraints and Prefix Rewriting
From now on, we will consider uniquely the case of a finite set of inclusions in the form
p  u where p is a regular expression and u is a word: we shall call such path inclusions
bounded inclusions. In this case, following and slightly generalizing [2], we associate with
a set C of bounded path inclusions a rewriting system such that there is a prefix rewriting
from u to v, if and only if the query u is included in the query v for each model of C.
Definition 2.6 : Let C = {p1  u1, p2  u2, . . . , pn  un} be a finite set of bounded
path inclusions over an alphabet A. We consider the relation on words defined by u −→
C
v
if and only if there exists i such that u ∈ L(pi) and v = ui. By extension, we denote also
−→
C




denotes the reflexive, transitive closure of −→
C
.
We can remark than this relation is a prefix rewriting relation as defined in [8] based on
an infinite rewrite system.
From now on, we will suppose that there is no path constraint of the type p  ε. Then
we have the following property:





if and only if C |= u  v.
The proof uses a kind of (infinite) canonical model of C which is close to the model defined
in [2]:
Definition 2.7 : With a set of bounded path constraints C, we associate an infinite
datum IC = (N, i, T ) defined by:
• N = {u | u ∈ A⋆}
• i = ε
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Let C = {ab⋆  ba, b+  a, a(aa)⋆b  a}. The following datum shows a finite part of the
infinite datum defined in 2.7. It follows from bb → a → ba → aa that (a, a, bb) ∈ T , it


















Then, we get immediately by induction on the length of u :





Now, let us suppose IC |= u  v, i.e. u(IC) ⊆ v(IC); by the preceding lemma u belongs to

















v; by the preceding lemma u(IC) ⊆ v(IC), that is to
say IC |= u  v:






Lemma 2.3 IC |= u  v if and only if C |= u  v
Proof : First, it is easy to get than IC |= C and so that if C |= u  v, then IC |= u  v.




v. Let C be defined by u C v if
C |= u  v . The relation C contains −→
C









v implies u C v i.e. C |= u  v. 2
By the two last lemmas, we obtain the proposition 2.2.
The following property will be fundamental:
Lemma 2.4 If IC |= u  L, there is some word v in L such that IC |= u  v
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Proof : Indeed, if IC |= u  L, u(IC) is included in L(IC); in particular, the state u
belongs to L(IC), i.e. there is some v in L such that u belongs to v(IC); then, by lemma
2.1, u(IC) is included in v(IC), i.e. IC |= u  v. 2
Then, by summarizing the preceding lemmas, we get:
Proposition 2.3 Let C be a set of bounded path inclusions, and L a regular query; the
following properties are equivalent:
• C |= u  L
• there is some word v in L such that C |= u  v





Proof : If C |= u  L, as finite and infinite implication are equivalent and as IC |= C,
IC |= u  L. So, there is some word v in L such that IC |= u  v, and C |= u  v.









v, for some word v in L: then IC |= u  v. So, C |= u  v
and we get C |= u  L. 2
The following example shows that proposition 2.3 does not hold in the general case of
path inclusions which are not bounded inclusions :
Example 2.2 : The following datum satisfies a+  (b + c) but does not satisfy a  b
neither a  c.
i
a, c a, b
a
a
2.3 Path inclusions and recognizable relations
In this section, we will use the notion of recognizable relations to decide boundedness of
a regular query. The idea behind recognizable relations is simply to encode a n-uple of
words on the alphabet A by a word on the alphabet A ∪ {⊥} × . . . × A ∪ {⊥} , where
⊥ is a new symbol. This encoding is obtained by superposing the n words, aligning the
words by the end. E.g. (ab, aaa, b) will be encoded in [⊥, a,⊥][a, a,⊥], [b, a, b]. Formally,
we define the morphism πj from ([A∪ {⊥}]n)∗ by πj [a1, a2, ...an] = aj , if it belongs to A,
πj [a1, a2, ...an] = ǫ if aj = ⊥. Now, let Cor be the recognizable language of the words
u1...un -on the alphabet [A ∪ {⊥}]n- satisfying the two following properties:
• for each j, if πj(uk) is in A, πj(ul) is in A for any l > k
• there exists some j s.t. πj(u1) is in A.
Then, the notion of recognizable relation is defined by:
Definition 2.8 : A n-ary relation R on A⋆ × . . .×A⋆ is recognizable if and only if there
exists an automaton M on the alphabet A∪{⊥}× . . .×A∪{⊥} recognizing the language
L(M) = {u ∈ Cor / (π1(u), · · · , πn(u)) ∈ R}
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This definition corresponds to the definition of tree recognizable relations defined in [9],
if we consider here a word as a tree whose root is associated with the end of the word. So,
if Rec denotes the set of recognizable relations, the following properties of Rec (see [9] for
more details) hold:
Proposition 2.4
• Rec is closed under boolean operations (union, intersection, complementation)
• Rec is closed under cylindrification and projection.1
• Finiteness and emptiness are decidable on Rec.





is a recognizable relation.
The boundedness property can be expressed in terms of recognizable relations. More
precisely, let define some relations on A⋆ × A⋆ :
• shorter = {(u, v) | |u| < |v|}








v′ ∧ (v′, v) ∈ shorter)}
Lemma 2.5 The relations shorter and shortestResults are recognizable.




is a recognizable relation,
we can deduce from proposition 2.4 than shortestResults is a recognizable relation.
Let us now study the number of states of an automaton M for the relation shortestResults
w.r.t. a set of bounded path inclusions C = {p1  u1, p2  u2, . . . , pn  un}, where
the size of C is defined by |C| = Σni=1|pi| + |ui|. We can define an automaton Ms of









v′ ∧ shorter(v′, v) can so be associated with an automaton Mϕ of size O(|C|).
The automaton Msr recognizing the relation shortestResults(u, v) can be built from a
cartesian product of Mc and an automaton built from Mϕ using a projection and a
determinization: this leads to a size O(2k|C|) for some constant k. So, the number of
states of the final automaton will be in O(|C|.2k|C|). 2
Proposition 2.6 Let C a set of path inclusions and p a regular path query. Query p
has the boundedness property w.r.t. C if and only if the recognizable set shortestResults ∩
{(u, v), u ∈ p} is finite. So, the boundedness property of p is decidable.
Let us note, that we could use a total recognizable ordering on words to associate with a
word one and only one canonical query.
In the following, we develop an “ad hoc” method in order to reduce the number of states.
3 Query transduction
We consider here a fixed (non empty) finite set of bounded inclusions C = {p1  u1, p2 
u2, . . . , pn  un} over an alphabet A . The aim of this section is to build a finite word
transducer τC such that for any regular query p over A :
1. C |= p  q for all q such that L(q) = τC(L(p))
2. p has the boundedness property w.r.t. C if and only if τC(L(p)) is finite
1roughly speaking, cylindrification (projection) consists in adding (deleting) a component in a tuple.
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In order to define our transducer τC , our first goal is to build a finite automaton AC (with




ui}. It is already known
that RC is a recognizable language from [7], [9], [8]. We give here a different construction :
For each i with 1 ≤ i ≤ n, let Mi = (A, Qi, Ii, Fi, δi) be an automaton recognizing the
language L(pi). We can assume, without loss of generality, that for different subscripts i
and j, the intersection Qi ∩ Qj is empty. Then we can define AC = (A, Q, I, F,∆) where
Q = ∪ni=1Qi, I = ∪
n
i=1Ii, F = ∪
n
i=1Fi and ∆ = ∪k∈N∆k where ∆k, for k ∈ N is defined
inductively by :
• ∆0 = ∪ni=1δi
• for k > 0, ∆k = ∆k−1 ∪ {(q, ε, q′) | ∃i ≤ n, q ∈ Fi, q′ ∈ ∆k−1(I, ui)}
Since ∆ is included in Q × (A ∪ {ε}) × Q, it is clear that there exists an integer K such
that ∆K = ∆K+1 = ∆. Since we have K ≤ |Q|2, automaton AC can be build in quadratic
time in |C|, the size of C.


















We have now to prove that AC recognizes RC .






Proof : Let v ∈ A⋆ and q ∈ ∆(I, v) ∩ Fi for some i in {1, . . . , n}. Then there exists




ui by induction on k. If k = 0,
then v ∈ L(pi) and v −→
C
ui. Suppose now that k > 0. There exist q0, q1, . . . , ql in Q
and x1, x2, . . . , xl in A ∪ {ε} such that q = ql, v = x1x2 . . . xl and for any j in {1, . . . , l},
(qj−1, xj , qj) ∈ ∆k. Let m be the number of such (qj−1, xj , qj) which are in ∆k \ ∆k−1.





ui. If m > 0, let p be the integer such that (qp−1, xp, qp) ∈ ∆k \ ∆k−1 and for
any j with p < j ≤ l, (qj−1, xj , qj) is in ∆k−1. Then xp = ε, qp−1 ∈ Fi′ for some i
′ in






x1 . . . xp−1









ui′ and by induction













In order to prove the converse of lemma 3.1, we shall use the following result :




w =⇒ ∆(I, w) ⊆ ∆(I, v).




w. We shall make an induction on j.
If j = 0 then v = w and ∆(I, w) = ∆(I, v). If j > 0, then there exist i in {1, . . . , n} and






ui and w = uiv2. By induction hypothesis, we
have ∆(I, v1v2) ⊆ ∆(I, v). Moreover, since v1 −→
C
ui then v1 ∈ L(pi) and there exists a
state q in Fi ∩ ∆(I, v1). Let q
′ be a state in ∆(I, ui) then there exists an integer k such
that q′ ∈ ∆k(I, ui). It follows that (q, ε, q′) ∈ ∆k+1 ⊆ ∆ and q′ ∈ ∆(I, v1). As we have
∆(I, ui) ⊆ ∆(I, v1), we obtain ∆(I, w) = ∆(I, uiv2) ⊆ ∆(I, v1v2) ⊆ ∆(I, v). 2
We are now able to prove :





ui. Then automaton AC recognizes RC
Proof : From lemma 3.1, we have only to prove that for any word v ∈ A⋆, if there exists















ui. Then w ∈ L(pi) and ∆(I, w) ∩ Fi 6= ∅. Since
∆(I, w) ⊆ ∆(I, v), from lemma 3.2 it follows that ∆(I, v) ∩ Fi 6= ∅. 2
Now, we construct the transducer τC from the automaton AC . This transducer produces
from any regular query p which has the boundedness property w.r.t. C a regular query q,
such that L(q) is finite and C |= p  q.
Definition 3.1 : Let C be a set of bounded inclusions over A and v be a word of A⋆.




, denoted by fC(v) is the
suffix of v which satisfies that for any words v1 ∈ RC ∪ {ε} and v2 ∈ A⋆, if v = v1v2 then
|v2| ≥ |fC(v)|.
It is easy to verify that the following lemma holds :





w if and only if there exist v1 and w1 in A
⋆ such that v = v1fC(v),










has been used to decide
if a regular query has the boundedness property w.r.t. a set of bounded inclusions.
Theorem 3.1 ([5]) Let C be a set of bounded inclusions over A and p be a regular query
over A then p has the boundedness property w.r.t. C if and only if the set FC(p) = {f(v) |
v ∈ L(p)} is finite.
Our transducer τC will satisfy the following property, proved in proposition 3.2 :





uif(v) for some i ∈ {1, . . . , n}.
Let A′C be the complete and deterministic automaton obtained from the automaton AC
applying the classical transformations (remove ε-moves, subset-construction, completion).
Then A′C = (A, Q
′, q′0, F
′, ∆′) and, from the subset-construction and proposition 3.1, we
can associate to any state q ∈ Q′ a subset S(q) ⊆ {1, . . . , n} such that, for any word




ui. In particular, F
′ = {q ∈ Q′ | S(q) 6= ∅}.
We can remark than the automaton A′C can be built in time 2
|C|.
Then the transducer τC is defined by : τC = (A, Q
′ ∪ Q̄′, {q0, q̄0}, Q̄′, T ) where A is the
input/output alphabet, Q′ ∪ Q̄′ where Q̄′ is a copy of Q′ is the set of states, q0 and q̄0 are
the initial states, Q̄′ is the set of final states and T ⊆ Q × A ∪ {ε} × A⋆ × Q is the set of
transitions of τC defined by : T = {(q, x, ε, q′) | q, q′ ∈ Q′, x ∈ A, (q, x, q′) ∈ ∆′}
∪ {q, ε, ui, q̄) | q ∈ Q′, i ∈ S(q)}
∪ {(q̄, x, x, q̄′) | q, q′ ∈ Q′, x ∈ A, S(q′) = ∅, (q, x, q′) ∈ ∆′}.
Example 3.2 : The transducer τC associated with the set of bounded inclusions of






































w and w = uif(v) for some i in {1, . . . , n}.
Proof :
• Let v, w ∈ A⋆ such that w ∈ τC(v) then there exists a path in τC from an initial state
to a final state, labelled by v. If this path starts from q̄0, then w = v and, since for
any (q̄, x, x, q̄′) in T , S(q′) = ∅, there does not exist any prefix of v, different from
ε which belongs to RC . It follows that f(v) = v = w. Let us suppose now that the
path labelled by v starts from q0. Then there exists two words v1 and v2 such that
v = v1v2, v1 labels a path from q0 to a state q ∈ Q
′ such that there exists some i









w. Note that for any prefix v′2 of v2, different from ε,
we are sure that v1v
′
2 does not belong to RC since v
′
2 labels a path from q̄ to some
state q̄′′ with S(q′′) = ∅. It follows that v2 = f(v) then w = uif(v).
• Conversely, let v, w ∈ A⋆ such that w = v = f(v) then there does not exist any
prefix of v, different from ε which belongs to RC . Then v labels a path from q̄0 to




w and w = uif(v) for





Then v1 labels a path from q0 to a state q such that i ∈ S(q). Moreover, it is clear
that f(v) labels a path from q̄ to some state q̄′ of Q̄′. It follows that uif(v) = w is
in τC(v).
2
Proposition 3.3 Let C = {p1  u1, p2  u2, . . . , pn  un} be a non-empty finite set of
bounded inclusions over an alphabet A and let τC be the transducer defined above, then for
any regular query p over A :
1. C |= p  q for all q such that L(q) = τC(L(p))
2. p has the boundedness property w.r.t. C if and only if τC(L(p)) is finite
Proof :
1. Let u be a word of L(p) and v be a word of τC(u) = L(q) (∀u ∈ A⋆, τ(u) 6= ∅).




v or u = v and then C |= p  q from
proposition 2.3.
2. If τC(L(p)) is finite then p has clearly the boundedness property w.r.t C. Conversely,
if p has the boundedness property w.r.t. C then, from theorem 3.1, Fp = {f(w), w ∈
L(p)} is a finite set. Since, from proposition 3.2, τC(L(p)) ⊆ {ε, u1, ..., un}Fp it
follows τC(L(p)) is finite.
2
Remark : We have produced an algorithm which, given a non-empty finite set of bounded
inclusions C and a regular query p gives a finite query f such that C |= p  f if and
only if p has the boundedness property w.r.t. C. This algorithm is in O(|p|.2|C|) since it
computes τC(L(p)). It is worth noting that the problem of deciding boundedness property
is PSPACE-hard : Indeed let p and q be two regular expressions over an alphabet A. Let
us consider a new letter $ which is not in A and let us define C as C = {q$+  $}. Then
it is easy to see that p has the boundedness property for C if and only if L(p) ⊆ L(q). It
follows that our algorithm may be used to decide whether a regular language is included
in another regular language where these languages are defined by regular expressions and
10
it is known from [3] that this last decision problem is PSPACE-complete.
When the set of path inclusions C contains not only bounded inclusions, the problem to
check whether a regular query p has the boundedness property w.r.t. C is still open. It is
also an open question to know whether this problem is decidable or not.
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