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Abstract

Traditionally, the Doppler radar is an effective tool for detecting the position
and velocity of a moving target, even in adverse weather conditions and from a
long range. In recent years, radar systems have been used to detect and identify
targets of interest due to their various advantages. Classification, recognition, and
identification of targets and motion kinematics based on micro-Doppler signatures
have become an emerging research field with numerous civilian and military
applications.
This project investigates the automatic classification system of human motions
using a Doppler radar. The radar signals are obtained by using a frequency
modulated continuous wave radar to scan moving targets. The short time Fourier
transform is used to convert the radar signal into spectrogram to provide the timevarying frequency information. Window function types, sizes and overlapping
rate of the short time Fourier transform are explored to provide higher resolution
for the spectrogram. Intensity transformation and thresholding techniques are
applied on the spectrograms to enhance the weak micro-Doppler signatures and
remove the background noise.
To identify the movement of a target using a Doppler radar, extraction and
XIII

Abstract
analysis of prominent micro-Doppler features from the spectrogram are important. Instead of processing the entire spectrograms, local windows are detected
to reduce redundant information and provide features that are invariant to the
target’s speed. Local window alignment method is also investigated since misaligned images produce severe artifacts in scatter matrices of principal component
analysis. Based on the local windows, the new two-directional, two-dimensional
principal component analysis and GIST methods are performed to obtain feature
vectors. The support vector machine with RBF kernel is used to classify the feature vectors into motion types. The proposed two-directional, two-dimensional
principal component analysis and GIST approaches achieve classification rate of
97.8% and 98.5%, respectively. To compare with the proposed method, the traditional 1-D PCA and HICA are also tested on the same database, and they reach
classification rates of 97.6% and 97.7%, respectively.
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Research objectives

Human movement classification based on radar has become an emerging research
field with numerous civilian and military applications, such as surveillance, search
and rescue, and health care [3, 4, 5]. Most sensors that have been applied to detect
and recognize human motions operate only in constrained environments. For
instance, among the most common approaches for human movement analysis,
visual image sequences are dependent on distance, obstacles, variations in lighting, and deformations of clothing [6]. Furthermore, user privacy is compromised
since images contain facial signatures.
Using radar technology to identify human motions provides a solution that
avoids most of these problems. When a person is performing a physical activity,
different parts of the human body have different movements. The movements of
1

1.1. Research objectives
various body parts give rise to micro-Dopplers, which can be clearly detailed in
the time-frequency domain using time-frequency representations. Doppler radar
systems based on the micro-Doppler phenomenon have numerous applications.
For example, a radar system in smart vehicles can sense pedestrians in difficult
environments, such as night times or foggy weather conditions. Unlike cameras,
radar signals do not capture human faces and therefore, user privacy is protected.
Additionally, radar signal can penetrate through most non-metallic materials,
which enables it to detect human heartbeat and breathing for applications involving anti-terrorism and search-and-rescue [7].

Radar
signal

Time-frequency
analysis

Feature
extraction

Classification

Motion
types

Figure 1.1: Overview of the proposed approach.

The overall goal of this project is to develop a new approach to automatically
classify human motions using a Doppler radar. The proposed approach consists
of three stages: time-frequency analysis, feature extraction, and classification, as
shown in Figure 1.1. Radar signals are obtained by applying a frequency modulated continuous wave radar to scan the target. The first stage uses time-frequency
analysis to preprocess the radar signals for revealing the characteristics of human
motions. Then, feature extraction techniques are performed to obtain the feature
vectors. As extracting salient features is vital to the system performance, developing an efficient and robust method for feature extraction is considered to be
important in this project. In the last stage, the extracted features are classified into
2

1.2. Thesis organization
corresponding categories using a classifier.
The specific aims of the project are to:

• Investigate algorithms to convert the 1-D radar signals into time-frequency
representations, which provide the characteristic micro-Doppler signatures.
• Investigate techniques to enhance the micro-Doppler signatures and remove
the background noise.
• Investigate methods to reduce the redundant information and extract features from the time-frequency planes.
• Evaluate the proposed approach and compare it with other existing methods.

1.2

Thesis organization

This thesis consists of six chapters:

• Chapter 1 outlines the project background and objectives. It highlights the
research contributions and publications.
• Chapter 2 gives a literature review on the Doppler radar system. In this
chapter, reviews of several existing feature extraction techniques based on
micro-Doppler signatures for target movement classification are presented.
• Chapter 3 introduces the radar equipment and database, and presents
the signal preprocessing steps. The signal preprocessing includes timefrequency analysis, intensity transformation, and intensity thresholding.
3

1.3. Contributions
• Chapter 4 describes the proposed method for feature extraction and classification. The two-directional, two-dimensional principal components and
GIST features are extracted from the time-frequency representations. Instead
of processing the entire time-frequency distribution, features extracted from
sliding local windows are proposed. The position, size and alignment of
local windows are investigated in this chapter.
• Chapter 5 presents the experimental results of the proposed feature extraction approaches. Several existing feature extraction methods are tested on
the same database to compare with the proposed method.
• Chapter 6 summarizes the research activities and provides the concluding
remarks.

1.3

Contributions

The principal contributions of this thesis are listed as follows.
• We propose a human motion classification approach based on a frequency
modulated continuous wave radar for applications in security and surveillance. The proposed approach consists of time-frequency analysis, intensity
transformation and thresholding, local window identification and alignment, feature extraction, and classification techniques. The proposed approach is applied to classify three basic human movements: (i) walking
normally with both arms swinging, (ii) walking while carrying an object in
one hand, and (iii) walking while holding a heavy object with two hands.
• We propose two feature extraction approaches, namely two-directional, two4

1.3. Contributions
dimensional principal component analysis and GIST methods. We build a
radar dataset of three basic human motions and compare the proposed
feature extraction approaches with several existing methods.
The publications arised from this Masters research project (August 2011 August 2012) are listed as follows.
• J. Li, S. L. Phung, F. H. C. Tivive, and A. Bouzerdoum, ”Automatic Classification of Human Motions using Doppler Radar”, in The 2012 International
Joint Conference on Neural Networks (IJCNN), pp. 1-6.
Abstract: This paper presents a new approach to classify human motions
using a Doppler radar for applications in security and surveillance. Traditionally, the Doppler radar is an effective tool for detecting the position and
velocity of a moving target, even in adverse weather conditions and from a
long range. In this paper, we are interested in using the Doppler radar to recognize the micro-motions exhibited by people. In the proposed approach, a
frequency modulated continuous wave radar is applied to scan the target,
and the short-time Fourier transform is used to convert the radar signal
into spectrogram. Then, the new two-directional, two-dimensional principal component analysis and linear discriminant analysis are performed
to obtain the feature vectors. This approach is more computationally efficient than the traditional principal component analysis. Finally, support
vector machines are applied to classify feature vectors into different human
motions. Evaluated on a radar data set with three types of motions, the
proposed approach has a classification rate of 91.9%.
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This chapter presents an overview of Doppler radar systems and the existing
approaches for classification of target movements using Doppler radar. When
the transmitted signal from a radar system is reflected back by a moving target,
its carrier frequency is shifted depending on the target’s relative velocity; this
frequency shift is known as the Doppler effect. In addition, micro motions of the
target (such as vibrations, rotations or swings) lead to frequency attenuations in
the sidebands of the target’s Doppler frequency, producing a micro-Doppler (m-D)
6

signature. The micro-Doppler signature is an intricate frequency modulation
represented in the joint time and frequency domain that characterizes the object’s
movement distinctively [2].
Based on the micro-Doppler signatures, radar target classification and recognition have many applications including providing health care, countering terrorism, conducting urban military operations, providing urban border security,
dealing with hostage situations, and detecting soldiers in dense foliage [3, 4, 5, 8, 9].
The advantages of applying radar technology for human motion classification are
listed below:

• detection of position and velocity of a target,
• day and night usage,
• robustness to environmental conditions,
• penetration through most non-metallic materials,
• longer operation distance,
• less privacy violation,
• unobtrusive appearance.

This chapter is organized as follows. In Section 2.1, the mathematical theory of
Doppler effect and important radar terminologies are introduced. In Section 2.2,
the time-frequency analysis and two examples of micro-Doppler signatures are
presented. In Section 2.3, various existing feature extraction approaches for radar
based classification are described.
7

2.1. Overview of Doppler radar system

2.1

Overview of Doppler radar system

Radar is an electronic device that is usually used for detection and localization
of moving objects based on the well-known Doppler effect. In this section, the
mathematical theory of Doppler effect is described and a brief review of two types
of radars is given.

2.1.1 Doppler effect
A radar operates by emitting electromagnetic waves and receiving echoes of that
signal. The return signal contains a frequency offset in the carrier frequency.
Consider the scenario shown in Figure 2.1, the transmitting antenna radiates a
continuous wave with a carrier frequency fc . A portion of the emitted signals is
reflected against the target and then received by the antenna. The transmitted
signal is denoted as Rtx (t) and the received signal is denoted as Rrx (t). Suppose
that a human target at a distance R is moving with a changing velocity v towards
the radar.
Transmitting antenna

Rtx(t)

x

Person

Rrx(t

x

)

Receiving antenna

Figure 2.1: A person moving towards the radar.

The transmitted signal from the radar is given by
Rtx (t) = A e j(ωt+φ0 ) ,

(2.1)
8
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where A is the amplitude, ω is the angular frequency, and φ0 is the initial phase.
The reflected signal from the human target is represented as
Rrx (t) = a(t) e j[ωt+φ0 +φ(t)] ,

(2.2)

where a(t) is the time-varying amplitude and φ(t) is the time-varying phase
change. In a ’mono’ radar, the returned signal is a(t) cos (ωt + φ0 + φ(t)) [3].
The parity of the returned signal (cosinus function) prevents a ’mono’ radar from
determining the direction of the target: whether it is moving towards or backwards the radar. The ’stereo’ radar resolves this problem by introducing the Q
channel, which is obtained through making a 90 degrees out of phase from the
received signal. The received signal is denoted as the I channel.
The total number of wavelengths λ included in the two-way path between
the radar and the target is 2R/λ. The unit of the wavelength λ and the distance
R is meter. Hence, the total angular excursion φ(t) during the two-way path is
computed as
φ(t) = (2π)(2R/λ) = 4πR/λ radians.

(2.3)

As frequency is defined as the change in φ(t) with respect to time, the Doppler
angular frequency is computed by
The fd denotes the Doppler frequency shift, which is given by
fd =

2v 2v fc
=
,
λ
c

(2.4)

where c is the speed of light and fc is the carrier frequency of the radar. The
frequency shift is positive when the target is moving towards the radar and is
negative when the target is moving away from the radar. Equation (2.4) shows
that the Doppler frequency increases with the carrier frequency. Therefore, a
9
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better Doppler resolution can be achieved by choosing a higher carrier frequency
fc . The velocity of the target is expressed as
v=

fd c
.
2 fc

(2.5)

2.1.2 Radar types
Radars can be grouped into several categories according to the radar architectures. They differ from each other in the transmission waveforms, bandwidth
requirements, implementation complexity, and the way to separate transmission
and reception [10]. According to the transmission waveform, there are two main
types of radars: continuous wave radar and pulse Doppler radar. These two types
of radars are described in the following sections.
2.1.2.1

Continuous wave radar

Continuous wave radar transmits a continuous electromagnetic wave and then
receives the echo from reflecting objects. There are two kinds of continuous wave
radar, namely unmodulated continuous wave radar and frequency modulated
continuous wave radar. In an unmodulated continuous wave radar, the arrival
time of the reflected signal cannot be measured. In other words, the location of
the target cannot be determined.
Frequency Modulated Continuous Wave (FMCW) radar has been developed
to measure both the distance and velocity of moving target. In a FMCW radar,
the frequency of the transmitted signal changes as a known function of time.
This contributes to the measurement of the target’s location. The principle of the
FMCW radar is based on the carrier frequency modulation. Typical modulation
waveforms are sinusoidal, linear sawtooth, and triangular. Among them, linear
10
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sawtooth and triangular are the most popular. Using the linear sawtooth as shown
in Figure 2.2, the frequency of the transmitting signal increases linearly with time.
The same linear frequency change is reflected back to the receiver with a delay
Tp , which is related to the range of the target. The received echo is mixed with
a portion of the transmitted signal and generate a beat signal with frequency fB ,
which is proportional to the delay Tp .

f
Transmitted signal
Received signal

ȟf
Tp

t

Figure 2.2: Principle of a frequency modulated continuous wave radar based on
the linear sawtooth waveform.

With a linear sawtooth modulation waveform, the distance between the target
and the radar is calculated as
c fB
R= T ,
2 ∆f

(2.6)

where fB is the beat frequency, ∆ f is the frequency deviation, and T is the sawtooth
repetition time period.
Although FMCW radar manages to determine the distance of the target, it
is unable to differentiate between multiple targets. When more than one target
are presented, the received signal of a FMCW radar is the sum of all the reflections from targets at diverse distances. Therefore pulse Doppler radar has been
developed to resolve multiple targets.
11
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2.1.2.2

Pulse Doppler radar

In pulse Doppler radars, short pulses are modulated and sent by the transmitting
antenna. The arrival time of the reflected echo is evaluated to compute the distance
from the radar to the target. Besides, the Doppler shift between the frequency of
the emitted signal and the received signal enables the measurement of the speed
of the target. The range resolution is the minimum distance at which two targets
can be separated. The range resolution is proportional to the bandwidth of the
pulse B. For mono-static radars, the range resolution is given by [11]

∆R =

c
.
2B

(2.7)

Equation (2.7) implies that a high bandwidth is required to detect closely spaced
targets.

2.2

Micro-Doppler signatures

Generally, a moving target exhibits not only translational motion but also micromotions, such as vibrations, rotations, and swings[12]. These micro-motions
generate sidebands about the Doppler frequency. The frequency modulation
induced by micro-motion is referred to as the micro-Doppler phenomenon [13].
Fourier transform has been widely used to analyze the frequency properties
of a signal. The basic idea of Fourier transform is that any signal can be decomposed as a superposition of weighted sinusoidal functions at different frequencies.
However, Fourier transform is unable to provide information of time-varying frequency [14].
In [1], two common methods were proposed for simultaneously describ12

2.2. Micro-Doppler signatures
ing a signal both in time and frequency domains, namely the instantaneous
frequency analysis technique [15, 16, 17] and the joint time-frequency analysis
technique [18, 19]. The instantaneous frequency analysis applies only on monocomponent signals rather than signals with multiple components [1]. Considering
that radar signal is comprised of various frequency components, the joint timefrequency analysis is usually used to examine the micro-Doppler shift.

2.2.1 Joint time-frequency signal processing
Most time-frequency transforms can be grouped into either linear or quadratic
techniques. Short-time Fourier transform (STFT) and the continuous wavelet
transform (CWT) are two well-known linear time-frequency transforms. The
Wigner-Ville (WV) distribution and the time-frequency distribution series (TFDS)
are two common examples of quadratic transforms. Short-time Fourier transform
and the Wigner-Ville distribution are discussed in the following sections.
2.2.1.1

Short-time Fourier transform

Short-time Fourier Transform is a widely used linear transform for converting
time-varying signals into spectra-temporal representations. For a discrete signal
x[n], the STFT is defined as

X[n, k] =

∞
X

x[r] w[r − n] e−j2πrk/N , k = 0, 1, . . . , N − 1

(2.8)

r=−∞

where n is the discrete time index, k is the discrete frequency index, N is the size
of the required FFT and w[n] is the window function. The idea of STFT is first
multiplies the signal need to be transformed with a window function, then takes
the Fourier transform of the resulting signal. By sliding the window along with
13
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the signal, time-dependent frequency information are generated. The duration
(window size) and overlapping rate of the window are selected to make the signal
of interest stable.
As one of the most widely used time-varying spectral representations, the
spectrogram of a signal is computed by taking the squared magnitude of the
STFT of the signal. In [9, 12, 20, 21, 22, 23, 24, 25, 26], spectrogram are used as the
time-frequency representation of radar signals. Micro-Dopplers of human motion
revealed by spectrograms are able to determine the human’s characteristics, such
as size, gender, action, and speed [20]. It should be noted that the window size
of spectrogram is a trade-off between frequency resolution and time resolution.
A shorter window size provides higher time resolution at the cost of reduced
frequency resolution, whereas a longer window size gives better frequency resolution but poorer time resolution.

2.2.1.2

Wigner-Ville distribution

Wigner-Ville (WV) distribution is a well-known quadratic transform that usually
used to improve the resolution in the time-frequency domain. The mathematical
formulation of the WV distribution in discrete domain is given by

W(n, k) =

∞
X

w(m) w(−m) x(n + m) x∗ (n − m) e−j(4π/N)mk ,

(2.9)

m=−∞

where x(n + m) is the signal shifted in time, ∗ indicates the complex conjugate,
and w(m) is a window function. However, the Wigner-Ville distribution is not
suitable for the time-frequency analysis of multicomponent signals because of the
cross-term interference [27]. The WV distribution of two signals’ sum is not the
14
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sum of their WV distribution. Given a signal s = s1 + s2 ,
Ws (n, k) = Ws1 (n, k) + Ws2 (n, k) + 2Re{Ws1 s2 (n, k)},

(2.10)

where Re{x} represents the real part of x, and Ws (n, k), Ws1 (n, k), Ws2 (n, k) are the WV
distributions of signal s, s1 , and s2 respectively. The last term of Equation (2.10) is
the cross-WV distribution of s1 and s2 . It is computed as
Ws1 s2 (n, k) =

∞
X

w(m) w(−m) s1 (n + m) s∗2 (n − m) e−j(4π/N)mk .

(2.11)

m=−∞

This term is the cross-term that reflects the correlation of two signal components. If a signal consists of two or more components, cross-terms will be
displayed in its WV distribution. Thus, WV distribution is not applicable for
radar signals with multi-components.

2.2.2 The micro-Doppler effect of a rigid body motion
In this section, we discuss the mathematical description of micro-Doppler produced by rotational motions of a rigid body. A rigid body is a non-deformable
solid body. In other words, the distance between two points of a rigid body remains constant at all times. In coherent radar systems, the returned signal has a
phase change caused by the rotations. It is possible to measure the rotation of a
reflecting surface according to its corresponding phase change. Thus, the Doppler
frequency shift, which represents the change of phase as a function of time, can
be used to detect rotations of structures attached to the target [28].
From the mathematical model of micro-Doppler effects given in [8], a target
can be represented as a set of point scatterers, where each point scatter produces
a micro-Doppler shift. Considering one rotational point scatter in the returned
15
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Z(Y,X)

Y(X,Z)

X(Z,Y)

Figure 2.3: A rotating target [1].
radar signal, two coordinate systems are used to represent the motion of a rotating
point scatter target, as shown in Figure 2.3. One is the space-fixed system (X, Y, Z)
and the other is the body-fixed system (x, y, z), which is fixed to the target. Let
the center of mass (CM) of the target be the origin of the body-fixed system. The
distance between the origins of the space-fixed system and the body-fixed system
is denoted as vector R0 . The orientation of the axes of the body-fixed system that is
relative to the axes of the space-fixed system is given by three independent angles.
Denoting r as the position of a point P in the body-fixed system, the position of P
in the space-fixed system is defined as (R0 + r). Then, its velocity vP is given by
vP =

d
(R0 + r) = V + Ξ × r,
dt

(2.12)

where V is the translation velocity of the target center, and Ξ is the angular velocity
of the target rotation
Equation (2.12) shows a target motion is represented by both the translational
motion and the micro-motion.
If the radar transmits a sinusoidal waveform with a carrier frequency fc , the
signal returned from the point scatterer P is a function of the range between the
16
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radar and the point P, which is represented by R = |R0 + r|:
s(t) = ρ(x, y, z) exp{j2π fc

2R
} = ρ(x, y, z) exp{jφ(t)},
c

(2.13)

where ρ(x, y, z) is the reflectivity function of the point scatter P. By taking the time
derivative of the phase, the Doppler frequency shift induced by the target motion
can be derived as
1 dφ(t)
2π dt
2 fc d
R
=
c dt
2 fc d
=
{(R0 + r)T · n}
c dt
2 fc
[V + Ξ × r]T · n,
=
c

fd =

(2.14)
(2.15)
(2.16)
(2.17)

where n = (R/|R|) is the unit vector of the radial velocity for defining the direction
of the radar line of sight. The Doppler frequency shift is then written as
2 fc
[V + Ξ × r]
c
2 fc
2 fc
=
V+
Ξ×r
c
c

fD =

= ft + fr

(2.18)
(2.19)
(2.20)

where ft is the Doppler shift caused by the translation, and fr is the micro-Doppler
due to the rotation. Therefore, the Doppler frequency shift is the sum of the
frequency shift caused by translational motion and rotational motion.

2.2.3 The micro-Doppler effect of a nonrigid body motion
The nonrigid body is a deformable body. During the movement of a nonrigid
body, the distance between two points of the body and the body shape could
change. When analyzing the micro-Doppler effect caused by a nonrigid body
17
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motion, the body can be regarded as several jointly connected rigid segments. In
other words, we can treat a nonrigid body motion as the motion of multiple rigid
bodies [2].
One of the important nonrigid motions is the human motion. Human motion
is an articulated locomotion, the motion of limbs of the human bodies can be
characterized by repeated periodic movements.
Among all the human movements, walking is a typical example of nonrigid
body motion. In a walking motion, each foot moves from one position to the next
position. The arms and legs swing periodically and the body’s center of gravity
moves up and down while walking. Although human walk has a general pattern,
the individual human gait varies slightly from each other. This is why people can
be recognized by the walking style [29].
Micro-Doppler signature of human gait displays composite Doppler spectra
that include several components. When a person is moving, different body parts
such as the torso, hands, and legs have different movements and velocities. The
features of Doppler components caused by different body parts can be used to
identify their movements [3].
Most methods on human movement modeling divide the human body into
several body parts and model the velocity profile of these parts individually.
In [2], the simulation of radar backscattering from a walking human is given.
Figure 2.4 shows that different body parts have different speeds and induce additional frequency modulations on the returned radar signal. The micro-Doppler
phenomenon can be used to identify different human motions, such as two-arms
swing, no arm swing, running, skipping, punching, or kicking.
18
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Figure 2.4: Simulation of the micro-Doppler signature of human walking [2].

2.3

Motion recognition using Doppler radar

Micro-Doppler features are regarded as a particular signature of an object that
enables identification of motion dynamics and recognition of the objects [12].
In recent years, micro-Doppler signatures have been used to detect and identify
targets of interest. Classification, and recognition of targets and motion kinematics
of a target based on micro-Doppler signatures are important research that has been
investigated [2]. To identify the movement of a target using a Doppler radar, it
is essential to extract and analyze prominent micro-Doppler features. Existing
approaches of feature extraction for radar based classification can be categorized
into four main groups:
• parametric approaches,
• nonparametric approaches,
• envelope detection approaches,
19
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• discriminant analysis approach.

2.3.1 Parametric approaches
For the parametric approach, specific parameters characterizing the micro-Doppler
are extracted and sent to a classifier. The parameters are extracted from timefrequency distributions that reveal the prominent micro-Doppler features. Using
selected parameters instead of the whole time-frequency distributions reduces
the data and processing time.
Kim and Ling developed a parametric approach to distinguish seven human
activities: running, walking, walking without moving arms, crawling, boxing,
boxing while moving forward, and sitting relatively still [24, 25]. Radar signals
of twelve human subjects are collected in the laboratory using a Doppler radar.
STFT is used to convert the radar signals into spectrograms.
From the spectrograms of the seven activities, six Doppler features are extracted from the spectrogram: (1) the torso Doppler frequency, (2) the total bandwidth (BW) of the Doppler signal, (3) the offset of the total Doppler, (4) the
bandwidth without micro-Dopplers, (5) the normalized standard deviation of the
Doppler signal strength, and (6) the period of the limb motion. These features
include information of the subject’s torso speed, limb motions speed, bobbing
motion of torso, and the swing rates of the limbs.
The feature (1) is calculated as the mean frequency value of the peak signal
over time bins in one window. To compute features (2), (3), (4), and (6), two
envelopes called high frequency envelope (EH ) and low frequency envelope (EL )
are utilized. Envelope EH is formed by the highest Doppler frequency at each
20
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time instance, while envelope EL is formed by the lowest Doppler frequency. The
feature (2) is obtained by averaging the difference between the biggest frequencies
of the envelope EL and the smallest frequencies in the envelops EL . Feature (3)
is computed as the mean value between the biggest frequencies of the envelope
EL and the smallest frequencies in the envelops EL . Feature (4) is determined by
averaging the difference between the smallest frequencies of envelope EH and the
largest frequencies from the envelope EL . Feature (5) is generated by dividing
the standard deviation of the intensity by the mean of the signal intensity of all
the signals in the spectrogram. Feature (6) is the time period of the limbs’ microDoppler signatures. Using these six micro-Doppler features, artificial neural
network (ANN) and support vector machine (SVM) are applied to classify human
activities.
Lei developed a parametric approach to classify four types of time-frequency
distribution of micro dynamics including vibration, rotation, coning, and tumbling [22]. Simulated time-frequency distribution of the four dynamics are used.
Through observation and analysis of the characteristics of the simulated timefrequency distributions, the main features that can be used to distinguish the four
dynamics are determined. The features are chosen as symmetry, degree of slope,
and availability of middle line.
Feature vectors are obtained by extracting the three features from each timefrequency distribution. Then, feature vectors are sent to five different classifiers,
namely, Bayes linear classifier, quadratic classifier, support vector classifier, Knearest neighbor rule classifier and neural network classifier. The experiment
result shows that the method obtains high classification rates for different classi21
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fiers both in training and testing stages.
The effectiveness of parametric approach depends on the chosen parameters.
The approach can get promising result when representative parameters are selected. However, it may provide poor performance if there are errors in the
selection of one or more parameters.

2.3.2 Nonparametric approaches
Instead of choosing a fixed set of features, the nonparametric approach uses
portions or segments of the time-frequency distributions as features. Tivive and
his colleagues developed a hierarchical classification architecture that extracts
micro-Doppler features through learning [9]. Radar data of five persons are used
in their approach. The STFT is adopted to convert radar signals into spectrograms.
An image-based classification technique is applied on the spectrograms to classify
three types of human walking motion: free-arm motion (two-arm swing), partialarm motion (one-arm swing), and no-arm motion.
Their classification method has three processing stages. The first stage uses a
set of directional nonlinear filters to extract motion energy and directional contrast
from the spectrogram. The second stage comprises adaptive nonlinear filters for
learning intrinsic features characterizing different classes of arm motions. The
last stage uses linear SVM for classification. The coefficients of the adaptive filters
are obtained through a training process.
The training process is based on the Levenberg-Marquardt (LM) algorithm [30].
Considering a training set of B input patterns I1 , I2 , · · · , IB . The desired output corresponding to each input is c1 , c2 , · · · , cB , where ci is the desired output of the ith
22
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input. The coefficients of the adaptive filter are obtained by minimizing the mean
square error (MSE) between the desired outputs and the actual outputs. The MSE
is calculated by

B

Emse

Q

1 XX q
(cb − yb q )2 ,
=
BQ
q=1

(2.21)

b=1

where cb q and yb q are the qth element of the desired output vector cb and the actual
output yb , respectively, and Q is the number of classes. The LM algorithm is
adopted to learn the optimum parameters of the adaptive filter.
Lyonnet and his colleagues proposed a time-frequency classifier to classify
three types of human walking motion: one-arm swing, two-arms swing and
no-arm swing [31]. Quadratic transform is used to convert radar signals into
time-frequency representations. For each motion, the micro-Doppler signature of
the entire time-frequency domain is employed in providing the distance measure.
A distance-based classification method is used to measure the difference between
the test data time-frequency distribution and the training average time-frequency
distribution. Experiment results show that this classifier has a low probability of
classification errors.
The nonparametric method generates satisfactory classification performance
at the cost of a long training time. However, it does not utilize the periodic and
evolving nature of the human gait in the classification process. These information
can be used to increase the classification accuracy and reduce the classification
time.
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2.3.3 Envelope detection approaches
Orovic and his colleagues proposed an envelope detection approach to classify
the human gait using distinction in the arm motions of the walking persons [32].
The proposed approach is developed to classify three types of motions: freearm motion (two-arm swing), partial-arm motion (one-arm swing), and no-arm
motion.
Time-frequency analysis is performed on the radar signals by using the multiwindow S-method (also called Hermite S-method). To reveal the weak arm
movements, support functions are defined to remove from the time-frequency
distribution the main motion (such as torso and leg motions) and other relative
strong components. The remaining pixels within the time-frequency distribution
are divided into two sets: one contains positive frequency points and the other
contains negative frequency points. The former are points that are above the main
trajectory and the latter are points that are below the main trajectory. A smoothing
technique is applied on the two sets of points to obtain two curves, called upper
and lower envelopes. The upper and lower envelopes are described respectively
by the positive and negative frequency points, with respect to the main trajectory.
Then the features are extracted based on the envelopes of the arms in the timefrequency plane. The distance between the two envelopes is used to determine
if the person is walking with or without arm swing. The distance between the
envelopes of walking with arm-swing is larger than the walking without armswing. The shape of the envelopes is used to differentiate a person walking with
one-arm or two-arm swing. For a person walking with two-arm swing, the upper
and lower envelops are symmetrical across the torso motion component.
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The envelope based approach utilizes the periodic information of the human
gait. However, the performance of this method depends on how accurate the
envelope is extracted.

2.3.4 Discriminant analysis approaches
There are several discriminant analysis approaches for feature extraction, such as
Principal Component Analysis (PCA), Independent Component Analysis (ICA)
and Linear Discriminant Analysis (LDA) [33]. Among them, PCA is the bestknown unsupervised linear algorithm for feature extraction. It is a linear mapping
that reduces the dimensionality of training samples by using the eigenvectors with
the largest eigenvalues.
In [34], the feature vectors are obtained through Fourier transform and PCA.
The Thales Man Portable Surveillance and Tracking Radar is used to collect radar
data for a wheeled vehicle, a tracked vehicle, and personnel. The radar data is
preprocessed to remove the clutter and background noise. Each preprocessed
signal is divided into short frames. The Discrete Fourier Transform (DFT) is used
to calculate the power spectrum of each frame. The power spectrum is normalized
by applying a circular shift to move the Main Doppler Line (MDL) to the center
frequency bin and is converted in decibel (dB) to reduce the variation in the value
of each frequency bin.
The PCA is applied to reduce the dimension of the feature vector. The directions of maximum variance based on the training set is estimated by solving the
following equation: CP = λP, where C is the covariance matrix calculated from
the normalized power spectra, P is a matrix where each column is an eigenvector
25
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of C and λ is an eigenvalue. A Bayes classifier is used to classify each frame into
three classes.
In [23], three types of human walking motions: free-arm motion (two-arm
swing), partial-arm motion (one-arm swing), and no-arm motion are classified.
The spectrogram is used as the feature extraction domain. The training samples
are time or frequency slices of the spectrograms. A time slice is a snapshot of the
spectrogram capturing Doppler frequencies at a given time point. A frequency
slice is a snapshot of the spectrogram at one Doppler frequency for all the time
points. Then PCA is performed on the snapshots to obtain feature vectors. Then
the feature vectors are sent to a minimum distance classifier to differentiate the
three human motions.
The shortcoming of PCA is that when the spectrograms have high dimensions, a large covariance matrix is generated. This leads to a time-consuming
computation of the covariance matrix and its eigenvectors.
In [35], a classification method is proposed using a combination of range
profile (RP) and time-frequency image. The RP is obtained by taking the absolute
value of range-compressed radar signal. The time-frequency image is obtained
by performing the STFT on the range-compressed radar signal. Two-dimensional
principal component analysis (2D-PCA) is applied on the time-frequency image
to reduce the redundant information and to extract useful features. The timefrequency image is denoted as matrix A. Unlike PCA, the matrix A does not need
to be converted into vectors, it is directly projected onto a matrix X to obtain the
feature matrix Y.
Y = AX.

(2.22)
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The projection matrix X is obtained by maximizing the generalized total scatter
criterion. After the projection, a new dimension reduced matrix is obtained. A
combination of the RPs and feature matrix Y is used as the extracted features to the
nearest neighbor classifier. Although 2D-PCA is more efficient in computation, it
demands more coefficients to represent a feature matrix.

2.4

Chapter summary

Significant research has been conducted for radar classification system. The weakness of existing systems are summarized as follows:
• Existing radar systems for human movement classification are based on
simulated data. Most of the systems use radar data collected in an indoor
environment. Analyzing long-range radar signals obtained in an outdoor
environments is a challenging task.
• Several radar classification systems are based on observation of the microDoppler signatures. The micro-Doppler signatures from different motions
are observed to identify a set of parameters that reveal the most representative characteristics. Errors in the selection of one or more parameters lead
to a poor classification rate.
• The radar classification systems based on envelope detection demand a
time-frequency representation with high resolution. Besides, these systems
generate poor classification result when the motions have similar envelopes.
• The radar classification systems based on nonparametric analysis usually
involve a long training time. The features processed in these systems consist
27
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of redundant information, which increases the dimension of the signals.
• Although the radar classification systems based on discriminant analysis
reduce the dimension of the feature vector, they suffer from long computational times and large memory requirements.
Important research directions in radar classification systems can be listed as
follows:
• Building a radar dataset of long-range human motions for outdoor environments.
• Investigating time-frequency analysis technique to provide enough resolution for the feature extraction and classification.
• Proposing feature extraction algorithms that yield feature vectors of relatively small sizes. The algorithm should provide high classification rate
within a relatively short processing time.
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Doppler radar data

In this project, we aim to investigate Doppler radar signals for different motions
in outdoor environments. The outdoor environment not only enables long range
recording but also provides more realistic radar signals. The radar data were
collected at University of Wollongong, Australia, in outdoor environments. We
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used a FMCW radar operating at 24 GHz to scan moving targets (people). It is
a ’stereo’ radar that generates both in-phase and quadrature signals, i.e., I(t) and
Q(t).

3.1.1 Radar equipment
The FMCW radar is shown in Figure 3.1. The circuit board (green color) is a ST200
evaluation kit. It is a data acquisition and processing system, which transmits and
receives radar signals of radio frequency (RF). The radar transceiver is attached
to the ST200 board, which is linked to the computer via the USB cable. With
the software installed on the computer, the ST200 board is able to transfer radar
signals to the computer.

Radar
transceiver

Figure 3.1: The FMCW radar equipment.

The operation range of the radar transceiver is from 1 to 70 meters. The radar
transceiver consists of an RF low noise amplifier and two Intermediate Frequency
(IF) preamplifiers for both I and Q channels. This reduces the need for external
analogue electronics. The board is very small and easy to carry since it has the
size of 10.5 by 8.5 cm. The unique function of wakeup within 4µs makes this
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module suitable for battery-operated surveillance systems.

3.1.2 Radar signal database
The radar signal database comprises 20 subjects, including 8 females and 12
males. Each subject performed three types of motions: (i) walking normally with
both arms swinging (2-AM), (ii) walking while carrying an object in one hand
(1-AM), and (iii) walking while holding a heavy object with two hands (0-AM),
see Figure 3.2. Recognizing these types of human motions has useful applications
in surveillance and security.

(a)

(b)

(c)

Figure 3.2: Photos taken during radar signal acquisition: (a) normal walking; (b)
walking while carrying an object in one hand; (c) walking while holding an object
with two hands.

Each subject was walking towards the radar along the line of sight. The
distance between the subject and the radar varied from 1 to 55 meters. Radar
signal was recorded for 30 seconds and digitized at a sampling rate of 125 KHz.
Table 3.1 lists the number of collected radar traces. Each subject repeated the three
types of motions three times. Thus, for each type of motion, we have 60 radar
signals in total.
For each radar signal, the first and the last 2 seconds are discarded to remove
the acceleration and deceleration of the subject. In other words, each signal
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Table 3.1: Summary of the radar data collected.
0-AM 1-AM 2-AM
Trial 1
20
20
20
Trial 2
20
20
20
Trial 3
20
20
20
Total signals
60
60
60

represents a human walking at a relatively constant speed. As the frequency of
the micro-Doppler is only a few hundred hertz, the radar signal is down-sampled
by a factor of 16, which leads to a new sampling rate of 7812 samples/second. This
reduces the amount of data to be processed. For both I and Q channels, the radar
signals are subtracted by the mean value to remove the DC bias.
The measured radar signal contains background noise that has to be removed
before time-frequency analysis. The radar returns from stationary background objects are normally near zero Doppler frequency with a small bandwidth, whereas
the returns from moving targets are offset from the zero Doppler frequency due
to their radial velocities [2]. Therefore, a notch filter can be used to suppress the
background clutter. In this project, a band-reject filter with a notch around zero
is applied to suppress the background noise.

3.2

Time-frequency analysis

To capture the time-varying micro-motions of the targets, the measured complexvalued signal is converted into spectrogram. Spectrogram has been widely used
to describe the dynamics of frequency contents of a signal over time. The spectrogram S(n, k) of a 1-D discrete signal x[n] is computed by taking the squared
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magnitude of its short-time Fourier transform:
S(n, k) = |X[n, k]|2 .

(3.1)

For a signal x[n], the STFT is defined as
X[n, k] =

∞
X

x[r] w[r − n] e−j2πrk/N , k = 0, 1, . . . , N − 1,

(3.2)

r=−∞

where n is the discrete time index, k is the discrete frequency index, N is the FFT
size, and w[n] is a window function. The basic idea of STFT is first multiplies the
signal x[r] with window function w[n] and then computes the Fourier transform
of the product x[r] w[r − n]. Because of the short time duration of the window
function, the Fourier transform of x[r] w[r − n] reflects the signal’s local frequency
properties. By sliding w[n] and repeating the aforementioned process, we know
how the signal’s frequency contents change over time.
The width of the window function w[n] governs the resulting time and frequency resolutions. A shorter w[n] contributes to a better time resolution and a
worse frequency resolution, and vice-versa. The windows could be overlapped or
disjointed. A bigger overlap of windows leads to a smoothed spectrogram with
higher time resolution. Higher frequency resolution is achieved by zero padding
the windows.
Figure 3.3 presents the spectrograms for three types of human motions: normal
walking, walking while carrying an object in one hand, and walking while holding
an object with two hands. The spine of each spectrogram represents the main
translational motion of the person. In this case, the spectrogram has only positive
Doppler as the person is moving towards the radar. Negative Doppler shifts
caused by background noise may also exists in the spectrogram. In one gait cycle,
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Figure 3.3: Spectrograms of three different types of human motions: (a) normal
walking; (b) walking while carrying an object in one hand; (c) walking while
holding an object with two hands. See the electronic color figure.
the arm movements cause a positive and a negative frequency shift while the
foot movements produce only positive Doppler. The periodic peaks denote the
arms, legs, and feet motions of a walking person. These spectrograms show that
different human motions exhibit different micro-Doppler signatures, which can
be utilized for human movement classification.

3.2.1 Type of window function
For a window function, all the values outside of a chosen interval are zero or go
rapidly toward zero [36, 37]. Various window functions have been developed for
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spectral analysis and filter design. The selection of window function types is a
trade-off of the spectrogram. A smoothing window function reduces the spectral
leakage at the cost of lower resolution of the spectrogram. The spectral leakage
distorts the spectrogram by spreading energy from a given frequency component
to adjacent frequency lines or bins [38]. Thus, choosing a window function that is
able to suppress the spectral leakage is very important. In the following sections,
several common window functions are presented.
As the simplest window, the rectangular window maintains the best resolution
but has a high spectral leakage. Figure 3.4 shows the rectangular window function
with a width of 64. For our situation, a high resolution is needed to reduce the
blurring of the backscatters from different body parts. On the other hand, less
leakage is also desirable because we do not want the signal intensities to be
overestimated. Therefore, a smoother window function need to be explored.
The Hanning window has good frequency resolution and less spectral leak2πn
age [38, 39]. The Hanning window has the form w[n] = 0.5 − 0.5 cos ( N−1
) for n

between 0 and N − 1, as shown in Figure 3.5. Although the Hanning window has
various strengths, it performs poorly when separating spectral components that
are closely-spaced.
The Hamming window has a similar form to the Hanning window function:
2πn
w[n] = 0.538 − 0.462 cos ( N−1
) for n between 0 and N − 1 (see Figure 3.6). Ham-

ming window is a well-known window function with an good balance of spectral
leakage and resolution [10]. In addition, it gives a better performance than the
Hanning window at separating a spectral component of small magnitude near to
a large spectral component.
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Figure 3.4: The rectangular window.
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Figure 3.5: The Hanning window w[n] = 0.5 − 0.5 cos ( N−1
).
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Figure 3.6: The Hamming window w[n] = 0.538 − 0.462 cos ( N−1
).

Figure 3.7 displays the spectrograms created using rectangular window, Hanning and Hamming window. The resolution of spectrogram obtained using rectangular window is the highest. However, the envelopes of the micro-Doppler
signatures in Figure 3.7(a) are not as clear as Figure 3.7(c) and Figure 3.7(b)
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Figure 3.7: Spectrograms of a human gait using rectangular window, Hanning
window and Hamming window.
because of the discontinuities of the rectangular window. The micro-Doppler
signatures obtained using Hanning window and Hamming window do not differ from each other too much. However, with careful comparison, some regions
of Figure 3.7(b) look more blurring than Figure 3.7(c). Therefore, the Hamming
window is adopted in the proposed method.

3.2.2 Size of window function
An experiment is conducted to investigate the effects of using different window
widths to compute the spectrogram. A Hamming window is used in this experiment. The Hamming window width Hw ranges from 128 to 1024, i.e. the time
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duration of the STFT window is from 16.4 ms to 131.1 ms with the sampling rate
of 7812 samples/second.
Figure 3.8 shows that a wide window leads to a better frequency resolution
and a worse time resolution, whereas a narrow window leads to a better time
resolution and a worse frequency resolution. This means a balance of time and
frequency resolution is required to obtain a good spectrogram resolution. The
analysis of spectrograms in the following sections uses Hw = 512 only for visualization. In Section 5.1.1, experiments will be conducted to find the window size
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Figure 3.8: Spectrograms of a human gait using different window sizes.
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3.2.3 Overlapping of window function
When we perform STFT, the sliding windows can be overlapped or disjointed.
Zero padding windows produces a smooth spectrogram in the frequency axes
because it increases the number of frequency points. To reduce the computational
complexity, we do not use zero padding windows. If a higher overlap between
windows is adopted, a smooth spectrogram in the time axis is generated as more
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Figure 3.9: Spectrograms of a human gait using different window overlaps.
For a Hamming window width of Hw = 512, different values of window overlap are adopted to examine the spectrogram. The values of overlapping rate Ho
examined here are 87.5%, 75%, 50%, and 25%.
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Figure 3.9 shows that increasing the overlap of successive Hamming windows
leads to a spectrogram with higher time resolution. We should note that a bigger
overlap also increases the size of the spectrogram. This way, the amount of data
to be processed will be increased. For each value of overlap Ho , the number
of frequency points in the spectrogram is 1024. The number of time points to
represent a 2-second signal with overlapping of 87.5%, 75%, 50% and 25% are 237,
119, 60 and 40 respectively. To achieve a reasonable resolution while maintaining
an appropriate size of the spectrogram, we choose 50% as the overlap of the
Hamming window.

3.3

Spectrogram processing

The spectrograms in Section 3.2 are obtained by intensity normalization and
intensity transformation for better visualization. In these spectrograms, we can
clearly see the micro-Doppler signatures induced by the limb motions. Figure 3.10
displays an original spectrogram in which the micro-Doppler is very weak, the
intensities of pixels in the spectrogram vary from 9.6274 × 10−7 to 0.0353. Here, we
consider spectrograms as 2-D images so that image processing techniques can be
used for enhancing the weak micro-Doppler signature. Intensity transformation
is one of the most common methods to increase the contrast between the target
regions and background [40]. The intensity transformation works directly on
pixels of an image.
Although a notch filter is applied to the radar signals for removing the background clutter, there is still background noise in the spectrograms. Thus, noise
removal techniques need to be used. Intensity thresholding is one of the most
40

3.3. Spectrogram processing

588
0.025

Doppler frequency (Hz)

490

0.02

392

294

0.015

196
0.01
98
0.005

0

−98

0

400

800
1200
Time (ms)

1600

2000

Figure 3.10: The original spectrogram without enhancement.
popular methods of background noise removal because it is intuitive, fast, and
easy to implement [41]. In the following sections, intensity transformations and
intensity thresholding are discussed.

3.3.1 Intensity transformation
In this section, three different intensity transformations are discussed. Firstly,
the intensities of the spectrograms are normalized to the range [0, 1] by dividing
the maximum value, and then an intensity transform technique is used. A pixel
transformation can be described as b = T(a), where a is the original pixel value, b
is the new pixel value and a, b ∈ [0, U − 1].
3.3.1.1

Gamma transformation

Gamma transformation is selected because it is a simple and effective technique
for contrast enhancement. It is widely used in various devices for image capture,
enhancement, and display. Gamma transformation is defined by the following
power-law expression:
b = caγ ,

(3.3)

where c = (U − 1)1−γ and γ are positive constants, the input and output values are
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non-negative real values. Plots of b versus a for several values of γ are shown in
Figure 3.11.

U−1

Output intensity value b

γ = 0.1
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Input intensity value a
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Figure 3.11: Plots of the Gamma transformation using different γ values.

In the case γ = 1, Equation (3.3) becomes an identity transformation. The
curves that we got when γ < 1 show that they map a narrow range of small
intensity input values into a wider range of output values. In other words, it
enhances the input pixels with a lower intensities while suppresses the input
pixels with higher intensities. The curves of γ > 1 have the opposite effect as
those of γ < 1. The micro-Doppler signatures that we want to extract from the
spectrograms usually have relatively low intensities. Thus, a small value of
γ is used to reveal the micro-Doppler signatures. It should be noted that the
background of the spectrogram also has a low intensity, which means a smaller
value of γ will enhance the background too.
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Figure 3.12: Spectrogram of a human gait using different γ values.
In Figure 3.12, γ ranges from 0.2 to 0.5 are used to enhance the spectrograms.
As we can see, more details of the micro-Doppler signatures and the background
noise became visible when the value of γ is decreasing. In Section 5.1.2, experiments will be conducted to find the value of γ that leads to the highest classification
rate.
3.3.1.2

Histogram equalization

Histogram equalization enhances the contrast of an image using its histogram [42].
It changes the distribution of the intensity values. The most frequent intensity
values are spread through the process so that the contrast of the image is improved.
Assume that the image to be processed has L intensity levels {0, 1, · · · L − 1}
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and the number of pixels with intensity value of i is hi . The cumulative image
histogram ci is calculated by
c0 = h0 ,

(3.4)

ci = ci−1 + hi , for i = 1, 2, · · · L − 1.

(3.5)

The gray-scale transformation is defined as

b = round[(L − 1) × ca /Q],

(3.6)

where Q is the total number of image pixels. Applying the transformation we
can obtain the histogram equalized image. Figure 3.13(a) shows the spectrogram
after using histogram equalization.
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Figure 3.13: Spectrograms enhanced by two types of intensity transformation
technique.

3.3.1.3

Naka-Rushton transformation

The Naka-Rushton transform [43] is usually used to perform enhancement on
images. It is given by
b=

a
,
a+a

(3.7)
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where a is the mean value of all the intensities of pixels in one image. This
transform is computational efficient and easy to implement. Figure 3.13(b) shows
the spectrogram after using Naka-Rushton transformation to enhance the contrast
of the image.

3.3.2 Intensity thresholding
After intensity transformation, intensity thresholding is applied on the spectrogram to remove the background noise. Given an image f (x, y) that consists of
light object on a dark background, the intensity values of the object and the background pixels can be grouped into two dominant classes. The way to extract the
object from the background is to select a threshold t to divide the image into two
classes. The thresholded image 1(x, y) is defined as follows
1(x, y) =

(

f (x, y) if f (x, y) > t,
0
if f (x, y) ≤ t.

(3.8)

Any point (x, y) in the class of f (x, y) > t is called an object point, the others
are called background points. The key issue of image thresholding is to find the
optimal threshold that separates the background noise and the regions of interest.
Three ways to determine the optimal threshold are listed below:
• Fixed threshold,
• Otsu’s method,
• Entropy-based method.
3.3.2.1

Fixed threshold

In this method, the optimal threshold is obtained by comparing the histograms
of the spectrogram and the background signals. Background signals are collected
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by facing the radar antenna on the same background that no target presents.
Figure 3.14(a) shows the spectrogram of a background signal after using Gamma
transformation. The histogram of the background signal is shown in Figure 3.14(b),
which implies the background signal has a Gaussian-like distribution.
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Figure 3.14: An example of the fixed threshold approach.
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Figure 3.14(c) shows a histogram when the human Doppler signal is present.
The lowest power level at which the signal histogram starts to deviate from the
Gaussian-like noise distribution can be used as the noise threshold. By comparing
Figure 3.14(b) with Figure 3.14(c), the noise threshold is determined as 0.08. By
using this threshold, the spectrogram of a human motion is processed and shown
in Figure 3.14(d). Image smoothing is used to improve the thresholding. Here,
we use a Gaussian filter of size 5 × 5 pixels and standard deviation σ = 2.5 to
smooth the spectrogram; the result is shown in Figure 3.14(e).
Figure 3.14 shows that most of the background noises are removed after this
process. The threshold that we get through observation is not precise and is
dependent on the scene. Therefore, we need to find a method to automatically
calculate the threshold of the spectrogram image.
3.3.2.2

Otsu’s method

Otsu’s method is a well-known and frequently used method for thresholding [44].
Its idea is to search for the optimum threshold that separates the two classes while
keeping the within-class variance minimal.
Given an image that has L distinct intensity levels { 0, 1, . . . L − 1 }. Define hi as
the number of pixels with intensity value of i. The probability of intensity level i
is given as
pi = hi /Q,
where Q is the total number of image pixels, Q =
image pixels are divided into two classes:

(3.9)
PL−1
i=0

hi . Using a threshold t, the

• Class C1 contains pixels in the range [0, t].
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• Class C2 includes pixels in the range [t + 1, L − 1].

The probability density of class C1 and C2 are calculated as

W1 =

t
X

pi ,

(3.10)

pi .

(3.11)

i=0

W2 =

L−1
X

i=t+1

For every intensity level i, the within-class variance is defined as the weighted
sum of variances of the two classes:

σ2 (i) = W1 σ21 (i) + W2 σ22 (i),

(3.12)

where σ21 and σ22 are the variances of the the two classes. The intensity level
that leads to the minimum within-class variance is considered as the optimal
threshold. The within-class variance is defined as

σ2b (i) = W1 W2 (µ1 − µ2 )2 ,

(3.13)

where σ2b (i) is the between-class variance, µ1 and µ2 are the mean pixel intensities
of the two classes. For any given intensity levels, the total variance is the sum
of the within-class variances and the between-class variance, which is the sum of
weighted squared distances between the class means and the grand mean. As
the total variance is constant and independent of i, minimizing the within-class
variance is the same as maximizing between-class variance [44]. The intensity
level that leads to the maximum between-class variance is considered as the
optimal threshold.
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3.3.2.3

Entropy-based method

Entropy-based method performs the automatic thresholding based on the concept
of Shannon’s entropy [45, 46, 47]. Entropy measures the uncertainty of its information contained in a source. Kapur [48] developed an entropy-based thresholding
method by considering an image’s histogram as a probability distribution and
selects an optimal threshold value that yields the minimum error of thresholding.
Given the same image with L intensity levels, the total entropy E of the image
is given by
E=−

L−1
X

pi lnpi .

(3.14)

i=0

Suppose t is the threshold that can divide the image into the foreground class
and the background class. Then the probability distributions of the background
class and the object class are listed as follows:
Background class:
where p =
given by

Pt

i=0

p0 p1
p
, , . . . , pt
p p

and Object class:

pt+1 pt+2
pL−1
, , . . . , 1−p
1−p 1−p

pi . The entropy associated with the background distribution is

Eb (t) = −

t
X
pi
i=0

pi
ln .
p
p

(3.15)

The entropy associated with the object distribution can be calculated as
E f (t) = −

L−1
X

pi
pi
ln
.
1−p 1−p
i=t+1

(3.16)

The optimal threshold is the value of t that can maximize the entropy of the
two classes, that is,
t = arg max {Eb (t) + E f (t)}.

(3.17)

This way the maximum information between the foreground and background
classes is obtained.
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3.4

Chapter summary

In this chapter, we described the radar signal acquisition and several preprocessing techniques. First, descriptions of the radar equipment and the data collection
process are given. Second, STFT is applied on the 1-D radar signals to obtain
spectrograms. The window function types, sizes and overlapping rates of STFT
are investigated to provide the highest time-frequency resolution. Then, by casting the spectrograms as images, image processing techniques are used to enhance
the weak micro-Doppler signatures and remove the background noise. The experiments and analysis will be presented in Chapter 5.
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Local window extraction

In our approach, the pre-processed spectrogram is considered as an image, and
image features are extracted to characterize the micro-Doppler signatures. Instead
of processing the entire spectrogram, we propose to extract features from sliding
local windows to reduce the amount of data. By using local windows centered at
the torso frequency, features that are invariant to the target’s speed are obtained.
The position of local windows should be selected so that each local window
contains most of the micro-Doppler signatures and less redundant background.
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The size of local window is another important factor of the proposed approach.
A small window size lacks salient features for classification while a large window
size produces significantly more noise. The position and size of local windows
are explored in the following sections.

4.1.1 Window position
As most of the micro-Dopplers are found around the torso frequency, a suitable
way is to locate the local windows centered at the torso frequency. Firstly, we
locate the spectrogram spine by computing the maximum power spectrum at
each time instance and then applying a median filter. Here median filtering is
used as a smoothing technique, which also removes noise in smooth patches. The
dark line in Figure 4.1(a) represents the smoothed torso energy on a de-noised
spectrogram. After identifying the spine, local windows are centered at the spine
frequency points. Because the vertical positions of local windows are determined
as the location of the spine, the horizontal positions of local windows still need to
be explored.
By finding the starting point of each local window along time axis, the horizontal position of every local window is determined. Local window alignment
method is investigated since misaligned images produce severe artifacts in the
scatter matrices of PCA analysis. Here, we align the local windows from the start
of each gait cycle to improve the performance of 2D2-PCA feature extraction. The
start of a gait cycle is identified when the spectrogram has the lowest standard
deviation along the vertical direction. The reason is a low standard deviation
indicates that the data points are very close to the mean, whereas a high standard
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Figure 4.1: The example of the identified torso in a de-noised spectrogram and
the smoothed standard deviation of each column: (a) the identified torso in a denoised spectrogram; (b) the smoothed standard deviation of each column within
the spectrogram.
deviation indicates that the data points are spread out over a large range of values.
From each column of the spectrogram, the standard deviation σ is computed.
Let σa be the average value of all the standard deviations. A new set of standard
deviations σn is computed as σ − σa . A Gaussian smoothing filter is applied on
the σn to obtain a smooth set of standard deviations σs . Figure 4.1 displays the
spectrogram of a walking human and the smoothed standard deviation of each
column. The figure shows that the start of each gait cycle corresponds to a local
minimum of σs . Thus, by detecting the local minima in the smoothed standard
deviation, we can align the local windows.

4.1.2 Window size
After determining the position of local windows, the next step is to select the
window size. The height of the local windows Lh should be big enough to
cover most of the micro-Doppler signatures. The number of gait cycles included
in a local window is determined by the width of the local window Lw . The
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width of local window is empirically selected in Section 5.1.1 to provide the
highest classification rate. The height of local window is explored in the following
paragraph.
The largest Doppler shift is caused by the feet motion since the velocity of feet
is the highest among all the body parts. The average velocity of a walking human
is around v = 1.3 m/s. According to [3], the velocity of the feet is estimated to be
v f eet = 2.6 × v = 3.4 m/s. Based on the carrier frequency of the radar and velocity
of the body parts, we can use Equation (2.4) to calculate the frequency shift of the
body parts. The frequency shift caused by the feet motion is around 544 Hz and the
Doppler shift of human torso is around 208 Hz. The frequency difference between
feet and torso is 336 Hz, which corresponds to approximately 45 frequency points
when using 1024 FFT points. Thus, the height of the local window is determined
as 90 pixels, which is equivalent to 90 frequency points. Considering that different
people have different walking speed, we choose Lh = 180 pixels as the height of
the local window. Compared with the height of the entire spectrogram, which is
1024 pixels, using local window reduces significantly the redundant information.

4.2

Two-Directional, Two-Dimensional PCA features

In this section, two-directional, two-dimensional form of principal component
analysis is presented as one of the proposed feature extraction techniques. Principal component analysis (PCA) is a well-known technique for feature extraction;
it has been widely used in pattern recognition and signal processing [49, 50, 51].
When dealing with images, the 2-D matrices have to be converted into vectors
before PCA can be applied. With high-dimensional feature vectors, the compu54
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tation of the covariance matrix is intensive and requires a large amount of data
space[52].
Unlike PCA, another technique named two-dimensional principal component
analysis (2D-PCA) is based on 2-D matrices rather than vectors. With this technique, 2-D matrices are directly used to compute the covariance matrix, the size
of the covariance matrix is reduced. Although 2D-PCA has better computational
efficiency than PCA, it uses more coefficients[52, 53].
Considering that 2D-PCA is projecting the matrix in the row direction, an alternative 2D-PCA can be developed to project in the column direction. By projecting
the original matrix onto both the row and column directions simultaneously,
two-directional, two-dimensional principal component analysis (2D2-PCA) is developed. We propose to use two-directional, two-dimensional form of principal
component analysis (2D2-PCA) to extract features from the local windows. Next,
we present a description of 2D2-PCA.
Consider a set of P training samples where each sample is an image of size
M × N pixels: Ai ∈ RM×N , i = 1, 2, · · · , P. In our approach, every local window
extracted from the spectrogram is an image sample. The mean of all the samples
is computed as
P

1X
A=
Ai .
P i=1

(4.1)

The i-th training sample can be represented as a set of row vectors of N
elements:
T
Ai = [a1i a2i · · · aM
i ] ,

(4.2)

where am
denotes the m-th row of Ai . For the horizontal direction, let Φ ∈ RN×D
i
be a projection matrix with unitary columns. An image A is projected onto Φ to
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yield a M × D matrix: Y = AΦ. An optimal projection matrix is determined by
using the total scatter of the projected samples.
The image covariance matrix H in the horizontal direction for the given training
set is defined as follows:
P

H=

1X
(Ai − A)T (Ai − A).
P i=1

(4.3)

The feature vectors obtained by projecting the image onto the eigenvectors of
H have the minimal mean-square reconstruction error. The optimal projection
matrix Φ = {φ1 , φ2 , . . . , φD } is obtained by meeting the orthogonal constraints as
well as maximizing the generalized total scatter J(Φ) = ΦT HΦ . In other words,
the following criteria is adopted:
(

φi T φ j = 0, i , j, i, j = 1, 2, . . . , D,
{φ1 , φ2 , . . . , φD } = arg maxJ(Φ).

The optimal projection matrix {φ1 , φ2 , . . . , φD } can be chosen as the eigenvectors
of H with the first D largest eigenvalues. The value of D is selected so that
PD

i=1

PM

i=1

λi
λi

≥ θ,

(4.4)

where θ is a predefined threshold, and λi are the eigenvalues of H sorted in the
descending order: λ1 ≥ λ2 ≥ · · · ≥ λN .
Similarly for the vertical direction, let Ω ∈ RM×E be a projection matrix with unitary columns. An image A is projected onto Ω to yield a E × N matrix: X = ΩT A.
By treating a training sample Ai as a set of column vectors of M elements we can
get:
Ai = [a1i a2i . . . aN
i ],

(4.5)
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where ani denotes the nth column of Ai . The image covariance matrix in the vertical
direction is computed:
P

1X
V=
(Ai − A)(Ai − A)T .
P i=1

(4.6)

The projection matrix Ω = {ω1 , ω2 , . . . , ωE } is calculated by meeting the orthogonal
constraints as well as maximizing the generalized total scatter J(Ω) = ΩT V Ω.
That is, the following criteria is adopt:
(

ωi T ω j = 0, i , j, i, j = 1, 2, . . . , E,
{ω1 , ω2 , . . . , ωE } = arg maxJ(Ω).

The columns of the optimal projection matrix Ω are the eigenvectors of V that
correspond to the E largest eigenvalues. The value of E is determined similarly to
Equation (4.4).
For a given input image A of size M × N, a feature matrix CPCA of size E × D
can be obtained by applying projection matrices Φ and Ω simultaneously:
CPCA = ΩT AΦ.

(4.7)

The local windows of the spectrogram are projected to the feature space using
2D2-PCA technique. The resulting feature matrices CPCA are then converted to
feature vectors for classification.
Given an image of size M × N pixels, the sizes of covariance matrix, projection matrix and feature vectors using PCA, 2D-PCA, and 2D2-PCA are listed in
Table 4.1. It should be noted that for 2D2-PCA, there are two covariance matrices
and two projection matrices, one for the row direction and the other for the column direction. In the table, the parameters of G, F, E and D denote the sizes of
the matrices and vectors used in classification stage.
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Table 4.1: Comparison of PCA, 2D-PCA and 2D2-PCA.
Matrix size
Method Image Covariance matrices Projection matrices Feature matrix
PCA
M×N
MN × MN
MN × G
1×G
2D-PCA M × N
N×N
N×F
M×F
2D2-PCA M × N
M × M and N × N
M × E and N × D
E×D

The 2D2-PCA has been shown to be more computationally efficient than the
traditional PCA [54]. Moreover, 2D2-PCA preserves the spatial topology of the
2-D input. Compared to the conventional PCA, 2D2-PCA uses covariance matrices of small size, which can be computed more efficiently and accurately, even on
a small training set. The high dimensionality of PCA usually results in singularity of the covariance matrix, which makes it difficult to calculate the projection
axes [55].

4.3

GIST features

In this section, GIST method is presented as another proposed feature extraction
technique. The amount of information comprehended from a real-world scene at
a glance is refer to as The GIST of a scene [56, 57]. The GIST of a scene consists of
several levels: low-level (e.g., color and contours), intermediate-level (e.g., shapes
and texture) and high-level (e.g., activation of semantic knowledge). Here, we
apply the GIST descriptor to extract GIST features from each local window.
The GIST descriptor first filters an image in multiple scales and orientations
using a set of Gabor filters. The outputs of these filters are then weighted to obtain
the GIST features. A 2-D Gabor function 1(x, y) and its Fourier transform G(u, v)
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are defined as [58]
1 x2 y2
1
exp[− ( 2 + 2 ) + 2π jWx ],
1(x, y) =
2πσx σ y
2 σx σ y

(4.8)

1 (u − W)2 v2
G(u, v) = exp{− [
+ 2 ]},
2
σ2u
σv

(4.9)

where σu = 1/2πσx , σv = 1/2πσ y and W is the modulation frequency.
Let 1(x, y) be the mother wavelet, a set of Gabor filters are generated through
dilation and rotation. The generating function is
1mn (x, y) = a−m 1(x′ , y′ ), a > 1, m, n = integer

(4.10)

x′ = a−m (xcosθ + ysinθ),

(4.11)

y′ = a−m (−xsinθ + ycosθ),

(4.12)

where θ = nπ/No , No is the total number of orientations, m and n represent the
scales and orientations respectively.
Images need to be preprocessed before sending to the Gabor filters. The preprocessing includes four steps: (i) padding images to reduce boundary artifacts,
(ii) whitening, (iii) local contrast normalization, and (iv) cropping output images
to have the same sizes as the input images.
Given an image A, the output of one Gabor filter is
O(x, y) =

XX
x1

A(x1 , y1 ) ⊗ 1(x − x1 , y − y1 ),

(4.13)

y1

where ⊗ indicated the 2-D convolution. All filtered output images are evenly
partitioned into Nb non-overlapping blocks. Let µi be the mean value of each
block.
Nx N y
1 XX
µi =
| O(x, y) |, i = 1, 2, · · · , Nb ,
Nx N y x=1 y=1

(4.14)
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(a) Input image

(b) Descriptor

Figure 4.2: Example of a 2 seconds spectrogram and its output from one Gabor
filter: (a) input image; (b) magnitude of the filtered image on polar plot.
where Nx × N y is the size of each block. The GIST feature vector is constructed
using µi as components. Figure 4.2 shows the output of one Gabor filter. In the
figure, the output image is split into 16 blocks, the mean value of each block is
a feature. If the Gabor filters has Ns scales and No orientations, the GIST feature
size is Ns × No × Nb .

4.4

Classification

In the classification stage, support vector machines are used to discriminate the
various types of human motions. In machine learning, SVM is a widely used
classifier due to its superior performance [59]. For a two-class problem, the key
idea of SVM is to determine the separating hyperplane with the highest margins
to the two classes. A margin is the distance from the hyperplane to the nearest
input vector. Support vectors are the input vectors that lie closest to the separating
hyperplane.
Consider a set of P training feature vectors xi ∈ Rd and the corresponding
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labels yi ∈ [+1, −1], where i = 1, 2, . . . , P. SVM training can be expressed as an
optimization problem:
P

X
1
minimizing { wT w + C
ξi }
2
i=1

(4.15)

yi (wT xi + b) ≥ 1 − ξi , and ξi ≥ 0 for all i,

(4.16)

subject to

where w is the vector normal to the hyperplane, b is a bias term, ξi is a non-negative
slack variable, and C is a penalty parameter representing the trade-off between
maximizing the margin and minimizing the training error. This optimization has
a dual form in which w is represented as w =
maximizing Γ(α) =

P
X
i=1

PM

i=1

αi yi xi :

M

1X
αi −
αi α j yi y j xTi x j
2 i, j=1

(4.17)

subject to
P
X

αi yi = 0, and 0 ≤ αi ≤ C for all i.

(4.18)

i=1

Once the optimal αi has been computed, the decision function for SVM can be
written as
P
X
yp (x) = sgn{
yi α ψ(xi , x) + b},

(4.19)

i=1

where ψ(·, ·) is a kernel function that maps the input feature vectors to a higher
dimensional space (to improve class separation). If yp (x) is positive, the feature
vector x belongs to class +1 and vice versa.
The linear kernel is defined as
ψ(xi , x j ) = xi T x j .

(4.20)

To deal with the case when the relationship between feature vectors and class
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labels is nonlinear, a nonlinear kernel that maps samples into higher dimensional
space is needed. Three basic nonlinear kernels are listed as follows:

polynomial : ψ(xi , x j ) = (γxi T x j + r)d , γ > 0.

(4.21)

radial basis function(RBF) : ψ(xi , x j ) = exp (−γ k xi − x j k2 ), γ > 0. (4.22)
sigmoid : ψ(xi , x j ) = tanh(γxi T x j + r).

(4.23)

Here, γ, r and d are kernel parameters. Among the three nonlinear kernels, the
RBF kernel is a good choice. Compared with the polynomial kernel, the RBF kernel
has fewer parameters. The number of parameters influences the complexity of
the classifier [60]. The sigmoid kernel is not valid under some parameters that the
kernel matrix is not positive semi-definite [59] [61]. In addition, the RBF kernel
has fewer numerical difficulties. For example, the RBF kernel value ranges from
0 to 1 (0 < ψ(xi , x j ) ≤ 1), while the polynomial kernel value goes from 0 to infinity.
In the proposed method, we use both linear kernel and RBF kernel.
For a multi-class problem involving K classes, we apply the one-versus-one
approach that requires K(K − 1)/2 two-class SVM classifiers, each classifier is
trained on two classes. The final classification output is obtained by combining
all two-class SVM classifiers with a majority voting scheme.

4.5

Chapter summary

In this chapter, we described the proposed feature extraction and classification
methods. Local windows instead of the entire spectrograms are used to reduce
the amount of data and produce features that are invariant to the speed of target.
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The position and size of local windows are explored to create suitable inputs for
feature extraction. Two proposed feature extraction approaches are presented to
extract features from local input windows, namely 2D2-PCA and GIST methods.
Then, SVM classifier with linear and RBF kernels are used to classify feature
vectors into human motion categories. The experiments and analysis will be
presented in Chapter 5.

63

Chapter

5

Results and Analysis
Chapter contents
5.1

5.2

5.3

Parameter Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.1.1

Window sizes . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.1.2

Intensity transformation and thresholding . . . . . . . . . 67

5.1.3

2D2-PCA threshold . . . . . . . . . . . . . . . . . . . . . . . 70

5.1.4

GIST configuration . . . . . . . . . . . . . . . . . . . . . . . 72

Comparison of classification approaches . . . . . . . . . . . . . . 73
5.2.1

The traditional 1-D PCA . . . . . . . . . . . . . . . . . . . . 73

5.2.2

The Hierarchical Image Classification Architecture . . . . 74

5.2.3

Feature extraction comparison . . . . . . . . . . . . . . . . 75

Chapter summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

In this chapter, we evaluate the proposed methods for feature extraction and
classification on the acquired Doppler radar signal database. The chapter is
organized as follows. Section 5.1 analyzes the parameters of the proposed method
in terms of classification performance. Section 5.2 compares the proposed method
with several existing methods.
The classification rate is calculated as the percentage of test samples that are
correctly classified. Five fold cross-validation is applied to evaluate the classification performance. The entire radar database are partitioned into five subsets.
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Then, for each fold, four subsets are used for training and the remaining subset is
kept for testing. The final classification rate is obtained by averaging the results
from all five folds. The optimal parameters of the proposed method are determined by dividing the training set of the first fold into training and validation
set. Based on the validation set, the parameters are selected when the proposed
method achieves the maximum classification rate.

5.1

Parameter Analysis

In this section, we search for the parameters of the proposed method that lead to
the best classification performance. Section 5.1.1 explores the Hamming window
size and the input window size. Section 5.1.2 investigates the intensity transform
and thresholding methods to enhance the micro-Doppler signature. Section 5.1.3
investigates the thresholds of the proposed 2D2-PCA approach. Section 5.1.4
investigates the configuration the proposed GIST method.

5.1.1 Window sizes
To capture the micro-Doppler signatures, a Hamming window was used in the
STFT and the overlap was set to 50%. Since the time-frequency resolution of the
spectrogram depends on the width of the Hamming window, experiments were
conducted to explore the window width that yields the highest classification
result.
Let Hw be the width of the Hamming window, and Lw be the width of
the local window.

The segment of radar signal to be classified is given by

tx = [Lw (Hw − No ) + No ]/Fs (seconds), where No is the number of overlapping
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samples in the STFT and Fs is the sampling rate. The preliminary experiments
are conducted to search for the optimum widths of Hamming window and local
window as follows.

• The Hamming window we adopted has a width Hw varied from 256 to 768
with a step of 128. That is, the length of the STFT window is varied from
32.8 to 98.3 ms.
• The local window has a height (along the frequency axis) of 180, and a width
(along the time axis) varing from 50 to 250 with a step of 50.
• For each pair of (Hw , Lw ), two SVM classifiers with the linear kernel and RBF
kernel are used. For the linear SVM and the RBF SVM, the parameters are
obtained through grid-search approach. The parameters that lead to the
best classification accuracy is used.

Table 5.1: Classification rates (%) of 2D2-PCA method on the validation set for
different sizes of Hamming window and local window using linear SVM.
Hamming window Sh
Local window Sl 256 384 512 640 768
50
59.7 69.6 71.5 72.3 70.3
100
61.8 69.1 73.5 74.6 72.0
150
63.3 68.9 73.7 72.6 66.7
200
63.4 70.0 70.7 67.1 66.7
250
63.2 69.9 69.4 66.1 65.9

Table 5.1 shows the classification rate for each window pair (Hw , Lw ) with linear
SVM classifier used, while Table 5.2 lists the classification rate for each window
pair (Hw , Lw ) with RBF SVM classifier applied. Both tables show that the top two
classification rates were achieved by using window pairs (Hw = 640, Lw = 100) and
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Table 5.2: Classification rates (%) of 2D2-PCA method on the validation set for
different sizes of Hamming window and local window using RBF SVM (γ = 0.125).
Hamming window Sh
Local window Sl 256 384 512 640 768
50
71.2 77.9 80.8 83.6 83.3
100
72.9 78.7 83.2 85.9 83.5
150
72.8 80.8 84.1 84.0 81.4
200
73.2 82.2 83.5 82.6 81.7
250
76.1 80.8 81.7 81.1 79.5
(Hw = 512, Lw = 150). The lengths of the acquired signals for (Hw = 640, Lw = 100)
and (Hw = 512, Lw = 150) are tx = 4.1 s and tx = 4.9 s, respectively. These two pairs
of window size are used for evaluating the proposed method on the test set. Since
the RBF SVM achieves better classification performance, it is used as the classifier
in the following sections.

5.1.2 Intensity transformation and thresholding
Intensity transformations are investigated first to enhance the weak micro-Doppler
signatures in the spectrogram and then intensity thresholding methods are used
to remove the background noise. Considering different classification rates may
obtain by using various combinations of intensity transformation and intensity
thresholding techniques, experiments are conducted to search for the combination
that leads to the highest classification result. Table 5.3 lists the six combinations of
applying different intensity transformation and intensity thresholding techniques.
The two chosen pairs of Hamming and local window sizes, (Hw = 512, Lw = 150)
and (Hw = 640, Lw = 100), are used to determine the appropriate intensity transformation and thresholding techniques.
Firstly, we compare the classification rate of the six intensity processing tech67
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Table 5.3: Combinations of different intensity transformations and intensity
thresholding methods.
Combination Intensity transformation
Intensity thresholding
1
Gamma transformation
Entropy based method
2
Gamma transformation
Otsu’s method
3
Naka-Rushton transformation Entropy based method
4
Naka-Rushton transformation Otsu’s method
5
Histogram equalization
Entropy based method
6
Histogram equalization
Otsu’s method
niques using window size (Hw = 512, Lw = 150). For the first two combinations
listed in Table 5.3, Gamma transformation is used to enhance the weak pixels
that represent the micro-Dopplers. Several γ values are applied to find the best
classification performance.
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Figure 5.1: Classification rates of 2D2-PCA method for different value of γ when
using entropy-based method and Otsu’s method: (a) Gamma transformation with
entropy-based method; (b) Gamma transformation with Otsu’s method.
.

Here, γ ranging from 0.1 to 0.9 with a step of 0.1 is adopted to enhance the weak
pixels of the spectrogram. Figure 5.1(a) shows the classification rate for different
γ values when the entropy-based method is utilized for image thresholding. The
highest classification rate of 92.0% is achieved when γ = 0.1. Figure 5.1(b) shows
the classification rates of using Otsu’s method for thresholding, and we get the
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best performance of 95.3% when γ = 0.1. Both figures show that a relative small
value of γ is more applicable since it enhances the weak micro-Doppler signatures
better.
To get a precise value of γ, further experiments are conducted to test the
performance of the proposed system. Here, the value of γ ranges from 0.01 to 0.2
with a step of 0.01. The highest classification rate of 92.9% using entropy-bases
method for thresholding is achieved when γ = 0.12. When Otsu’s method is
adopted, the best performance of 95.8% is obtained by using γ = 0.07. Although a
smaller γ value is desired, the highest classification result is not generated by the
smallest γ value that we applied. The reason is that a smaller value of γ enhances
the weak pixels better, and the weak pixels consist of not only micro-Doppler
signatures but also background noise.
Table 5.4: Classification rate of different combinations of intensity transformations
and thresholding methods for window size (Hw = 512, Lw = 150).
Intensity transformation
Intensity thresholding Classification rate (%)
1 Gamma transformation
Otsu’s method
95.8
2 Gamma transformation
Entropy based method
92.9
3 Naka-Rushton transformation Otsu’s method
94.6
4 Naka-Rushton transformation Entropy based method
95.1
5 Histogram equalization
Otsu’s method
89.1
6 Histogram equalization
Entropy based method
95.6

The classification rates using the two optimum γ values are compared with
the other four combinations of intensity processing techniques. The classification
rates of the six combinations are listed in Table 5.4. The best classification result
is achieved when using Gamma transformation and Otsu’s method.
For the window size (Hw = 640, Lw = 100), we conduct the same experiment to
find the optimum combination of intensity transformation and thresholding tech69
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niques. Different values of γ are used to get the optimum one. When γ = 0.27, we
get the highest classification rate of 94.7%, using entropy-based method for thresholding. With Otsu’s method, the best performance of 97.6% is achieved when
γ = 0.15. The classification rates of the six combinations are listed in Table 5.5.
Table 5.5: Classification rate of different combinations of intensity transformations
and thresholding methods for window size (Hw = 640, Lw = 100).
Intensity transformation
Intensity thresholding Classification rate (%)
1 Gamma transformation
Otsu’s method
97.6
2 Gamma transformation
Entropy based method
94.7
3 Naka-Rushton transformation Otsu’s method
97.5
4 Naka-Rushton transformation Entropy based method
96.8
5 Histogram equalization
Otsu’s method
89.0
6 Histogram equalization
Entropy based method
97.0

Table 5.4 and Table 5.5 show that the combination of Gamma transformation
and Otsu’s method outperforms other techniques. In the following sections,
we use Gamma transformation and Otsu’s method as the intensity processing
method.

5.1.3 2D2-PCA threshold
In 2D2-PCA, the size of the feature matrix is controlled by two predefined thresholds. Let θC be the threshold that determines the column size D of the feature
matrix and θR be the threshold that controls the row size E of the feature matrix.
Table 5.6 lists the sizes of feature matrices with respect to the classification performances by using various thresholds based on window size (Hw = 512, Lw = 150).
Table 5.7 lists the sizes of feature matrices and classification rates by using various
thresholds based on window size (Hw = 640, Lw = 100).
In Tables 5.6 and 5.7, the first row represents the θC values while the first column represents the θR values. The second row and the second column represent
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Table 5.6: Feature matrix size generated by 2D2-PCA and the classification rates
for window size (Hw = 512, Lw = 150).
θC 0.4
0.5
0.6
0.7
0.8
0.9 0.95
θR
2
3
4
6
9
13
18
0.4
6
86.8 94.2 96.0 95.3 96.0 96.5 96.8
0.5
11 92.7 95.0 95.8 96.3 96.2 97.2 95.7
0.6
21 95.2 96.2 96.1 96.7 96.0 96.1 96.4
0.7
38 95.3 96.5 96.7 96.7 96.1 95.9 96.8
0.8
64 94.1 95.2 95.9 96.0 96.1 96.5 94.9
0.9 101 94.2 95.0 94.1 95.5 95.7 94.8 95.3
0.95 123 94.2 94.6 94.2 95.2 95.4 95.4 95.4
Table 5.7: Feature matrix size generated by 2D2-PCA and the classification rates
for window size (Hw = 640, Lw = 100).
θC 0.4
0.5
0.6
0.7
0.8
0.9 0.95
θR
2
3
4
6
8
12
16
0.4
5 91.7 95.0 96.6 96.3 95.7 97.8 97.1
0.5
8 92.7 97.5 97.9 97.6 97.9 98.4 98.4
0.6 15 95.4 97.0 97.5 97.6 97.8 98.2 98.2
0.7 26 96.8 97.1 97.3 97.8 97.9 97.7 97.7
0.8 43 97.7 97.4 97.7 98.0 97.3 97.7 97.7
0.9 67 97.1 97.4 97.1 95.9 96.8 97.2 97.2
0.95 82 96.3 97.4 96.9 96.0 96.6 97.3 97.5
the column size D and the row size E of the feature matrix, respectively. Table 5.6
and 5.7 show that increasing the thresholds generates larger feature matrix. The
generalization of the classifier is dependent on the size of the features. A relatively
small size of feature vector with a large number of feature vectors leads to better
generalization and higher classification result.
When adopting the window size (Hw = 512, Lw = 150), we achieve the highest
classification rate of 97.2% by using θH = 0.9, and θV = 0.5. The feature matrix
size is E × D = 11 × 13, while the original image size is 180 × 150. The highest
classification rate of 98.4% is achieved by using θH = 0.9, and θV = 0.5 based on
window size (Hw = 640, Lw = 100). The feature matrix size is E × D = 8 × 12 in
this case. In the following sections, we use the window size (Hw = 640, Lw = 100)
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since it gives better classification performance.

5.1.4 GIST configuration
The size of GIST features is controlled by two main parameters. One is the number
of Gabor filters N1 , and the other is the number of features Nb from the output
image of each Gabor filter. Through dilating and rotating a mother wavelet, a
set of Gabor filters is generated. Assume the Gabor filters have Ns scales and No
orientations, we can get N1 = Ns × No . The output of each filter is partitioned
into Nb blocks and the mean value of each block is taken as a single feature. Thus,
the size of GIST feature is given by N1 × Nb = Ns × No × Nb .
The values of Ns and No are explored first to obtain the highest classification
result. Table 5.8 lists the classification rates of using different numbers of scales
and orientations to generate the Gabor filters. The highest classification rate is
achieved when the Gabor filters have four scales and eight orientations, leading
to 32 Gabor filters.
Table 5.8: Classification rates of GIST descriptor for different numbers of scales
and orientations.
Number of scales Ns
Number of orientations No
2
4
8
16
4
86.3 96.6 97.1 96.8
8
90.6 97.4 96.2 97.1
16
94.0 97.2 97.3 97.0
32
95.3 96.5 97.0 96.9

Table 5.9: Classification rates of GIST for different numbers of features from each
filtered image.
Nb
2 × 2 4 × 4 8 × 8 16 × 16
Feature size
128
512 2048
8192
Classification rates (%) 95.8 97.1 97.8
97.3

The next parameter to be determined is the number of partitions, which is, in
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turn, related to the dimension of the feature vector. Table 5.9 lists the classification
rates and GIST feature sizes of using different numbers of features from each
filtered image.
Table 5.9 shows the highest classification rate is reached by Nb = 8 × 8 = 64,
where the number of features is 2048. Similar classification rate is obtained
when Nb = 4 × 4 = 16, and the number of features is only 512. To improve
the computational efficiency and reduce the memory demand of the proposed
method, we adopt Nb = 16 partitions of each filtered image.

5.2

Comparison of classification approaches

The proposed approaches are compared with other feature extraction methods:
(i) traditional 1-D PCA and (ii) Hierarchical Image Classification Architecture [9].
SVM with RBF kernel is used as the classifier for evaluating these two approaches.
The five fold cross-validation is used for each approach and the classification rate
is obtained by averaging the results of all five folds. For each fold, 4000 local
rectangular windows centered on the torso spine are chosen from each class for
training and the remaining 1000 local windows are used for testing. The same
techniques of intensity transformation and intensity thresholding are applied on
the local windows.

5.2.1 The traditional 1-D PCA
For the traditional PCA, the local windows reshaped as vectors are used. This
way, for each class we get 5, 000 vectors with size of Vs = 180 × 100 = 18, 000. The
covariance matrix has a size of 18, 000 × 18, 000, which is about 324 million entries.
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Similarly as the 2D2-PCA, the traditional PCA has the parameter threshold θ that
controls the size of the feature vectors. Here, we also conduct experiment to search
for the optimal threshold for the traditional PCA based on the same dataset that
we used for parameter analysis in Section 5.1. Table 5.10 lists the feature vector
sizes and classification rates of PCA method for different values of thresholds θ.
Table 5.10: Classification rates of PCA method for different values of threshold.
Threshold
0.5
0.6
0.7
0.8
0.9 0.95
Feature size
24
60
145 320 676 1052
Classification rates (%) 95.9 98.0 97.9 97.7 97.4 96.9

Table 5.10 shows as the threshold increases, the size of the feature vector
increases as well. The classification rate reaches the highest value when θ = 0.6,
where the feature vector has a length of 60. Therefore, we use θ = 0.6 to obtain
the classification rates of the five fold cross-validation.

5.2.2

The Hierarchical Image Classification Architecture

We also adopt the method proposed in [9] for comparison, where the Hierarchical
Image Classification Architecture (HICA) is used to extract Doppler features.
The local window size that we selected is too big for HICA, which increases the
complexity of the HICA. In [9], the chosen window size is 56 × 56. Thus, we
down-sample our local window size by a factor of 2, which yields a window
Id of size 90 × 50. Since the first two stages of HICA involves down-sampling
procedures, both the row and column sizes of window Id should be divisible by
4 to complete the feature extraction process. By removing the last two rows and
two columns of the window Id , a new window I with size of 88 × 48 is obtained.
In the experiment, we use the same configuration as described in [9]. The first
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stage consists of six directional first-order Gaussian derivative filters of size 9 × 9
with standard deviation σ = 1.5. The second stage consists of twelve adaptive
filters with convolution masks of size 5 × 5. The coefficients of the adaptive filters
are obtained through a training process. The third stage of the HICA is a linear
SVM classifier.
For a fair comparison, the RBF SVM classifier is used in the third stage of the
HICA. A two-step training process is adopted to integrate the RBF SVM with the
HICA. First, based on the LM algorithm, a linear classifier is used in the third
stage to obtain the coefficients of the adaptive filters in the second stage. The
training process continues until the minimum MSE is achieved on the validation
set. Then, with the features extracted by the trained filters, we train the 3-class
RBF SVM to classify the features into categories.

5.2.3 Feature extraction comparison
The classification rates obtained using the five fold cross-validation for the four
methods are shown in Table 5.11. The proposed 2D2-PCA method has an average classification rate of 97.8%, whereas GIST has a classification rate of 98.5%.
Compared to the proposed 2D2-PCA method, the traditional 1-D PCA achieves
a similar classification rate. However, the large size of covariance matrix leads
to a long computational time as well as a large memory demand. Although the
HICA has a classification rate of 97.7%, the training of the filters in the second
layer is very time consuming, which may take several hours when the training
set is large.
For further analysis, the confusion matrix for the 2D2-PCA approach is shown
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Table 5.11: Classification rates on the test set of different methods.
Method
Average classification rate (%)
2D2-PCA
97.8 ± 0.5
GIST
98.5 ± 0.9
Traditional 1-D PCA
97.6 ± 0.7
HICA [9]
97.7 ± 0.7
in Table 5.12. The main diagonal entries are the correct classification rates for
each human motion. The off-diagonal entries indicate the misclassification rates.
Results for 0-AM (no arm swing), 1-AM (one arm swing) and 2-AM (two arm
swing) show that 98.42% discrimination between the 1-AM class and other two
classes is achieved with the proposed approach. Small errors occur when differentiating the 0-AM and 2-AM classes as their micro-Dopplers are quite similar.
The overall result indicates that the proposed 2D2-PCA method is effective in
classifying human motions based on micro-Doppler signatures.
Table 5.12: Confusion matrix for the 2D2-PCA approach. The entry at (row r,
column c) is the percentage of human motion r that is classified as human motion
c.
0-AM 1-AM 2-AM
0-AM 97.14
0.62
2.16
1-AM
0.64 98.42
0.94
2-AM
1.58
0.62 97.80

Table 5.13 shows the confusion matrix for the GIST method. Similarly as
2D2-PCA, higher discrimination rate is achieved between the 1-AM and other
classes, small errors occur for the 0-AM and 2-AM classes. The overall result also
indicates that based on micro-Doppler signatures, the proposed GIST method
provides promising result in classifying human motions.
Several experiments are conducted to further compare the speed and robustness of each method. To compare the processing speed, one simple way is to
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Table 5.13: Confusion matrix for the GIST approach. The entry at (row r, column
c) is the percentage of human motion r that is classified as human motion c.
0-AM 1-AM 2-AM
0-AM 97.68
0.14
2.18
1-AM
0.18 99.78
0.04
2-AM
1.82
0.06 98.12
measure the time for each method to obtain one feature vector. For each method,
the total time needed to extract features from 1000 local windows is recorded.
Dividing the total time by the number of local windows, the average time used
for each method to extract features from one local window is obtained.
Table 5.14: Average feature extraction time of different methods.
Method
Feature extraction time (ms)
2D2-PCA
0.15
GIST
292.90
Traditional 1-D PCA
0.27
HICA [9]
8.80

Table 5.14 lists the average time used for each approach to extract features
from one local window. Among all the methods, the proposed 2D2-PCA has the
shortest feature extraction time. The proposed GIST method takes a longer time to
extract features from one local window because it contains several preprocessing
steps. The traditional 1-D PCA has a short feature extraction time after a long time
for computing the projection matrix. Noted that for the HICA method, except for
the training and testing time listed in Table 5.14, it also contains a long training
time of filters in the second layer.
To compare the robustness of all the methods, we generate several data sets
with different levels of noise. White Gaussian noise is added to the radar signals,
with signal-to-noise ratio (SNR) ranging from 5 dB to 30 dB. The experiment
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applies the five fold cross-validation and the classification rates are averaged.
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Figure 5.2: Classification performance of different methods with respect to the
SNR of the input signal (dB).
Figure 5.2 shows the classification results of the four methods for each SNR
level. The proposed GIST method outperforms other methods when the SNR is
between 15 dB and 30 dB. The proposed 2D2-PCA method achieves the highest
classification rate when the SNR is between 10 dB and 5 dB. Noted that the
2D2-PCA and traditional 1-D PCA reach classification rates of more than 90%,
even when the SNR value is small. The projection matrices of 2D2-PCA and
1-D PCA are obtained from eigenvectors associated with largest eigenvalues.
Therefore, the feature vectors of 2D2-PCA and 1-D PCA preserve the pixels with
highest energy, which are mainly formed by the Doppler signatures and are less
influenced by the noise.
The classification results that we obtained so far are based on different radar
signals of same subjects. That is, for each person, the four-fifths radar signals
are used for training while the remaining one-fifth signals are used for testing.
Here, we apply another training and testing scheme, which uses all the data from
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16 subjects for training and the data from the remaining 4 subjects for testing.
The new scheme is more realistic since it classifies the motions from unknown
humans, based on the data from known subjects.
Table 5.15: Classification rates of different methods when the training and testing
sets contain different subjects.
Method
Average classification rate (%)
2D2-PCA
82.5
GIST
90.9
Traditional 1-D PCA
80.9
HICA [9]
89.7

Table 5.15 displays the classification rates of the four methods when the training and testing sets contain different subjects. The classification rate of 90.9% is
obtained by the proposed GIST method. The overall result shows the proposed
GIST method provides a higher classification rate than the other methods.

5.3

Chapter summary

In this chapter, we presented the experimental results of the proposed feature
extraction approaches on the acquired radar database. Various parameters for the
proposed approaches were explored to select the optimum ones. Different feature
extraction approaches were compared in terms of classification accuracy and
processing time. The proposed GIST method achieved the highest classification
rate of 98.5% with the optimum parameters selected. The proposed 2D2-PCA
approaches provides promising result in terms of computational efficiency and
robustness in noisy environment.
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Human movement classification using radars has become an emerging research field with numerous civilian and military applications, such as surveillance,
search and rescue, and health care. To automatically classify human motions using Doppler radar, we propose an approach that integrates the time-frequency
analysis, image processing, feature extraction, and classification techniques. The
radar signals captured by a FMCW radar are used for analysis and classification.
This chapter is organized as follows: Section 6.1 summarizes the research
contributions of the thesis; Section 6.2 outlines the future work and research
directions; Section 6.3 draws conclusion for the thesis.

6.1

Research summary

The research activities have been documented in several chapters. They are
summarized as follows.
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• We provided the literature review of radar systems and the existing approaches for target or movement classification using Doppler radar. The
time-frequency analysis is adopted to capture the micro-Doppler signature
of a motion dynamic. The existing approaches to extract features from
various time-frequency distributions are analyzed.
• We constructed a radar dataset of several human motions using a FMCW
radar. Clutter suppression technique is explored to reduce the noise caused
by stationary background objects. Micro-Doppler signatures are represented
using STFT and enhanced by 2-D image enhancement techniques.
• We proposed two feature extraction algorithms. Instead of extracting features from the entire time-frequency distributions, we used local windows
to reduce the redundant information and provide features that are invariant
to the target’s speed. The 2D2-PCA and GIST methods are applied on the
local windows to extract feature vectors. The suitable parameters for both
feature extraction approaches are selected.
• We compared the proposed feature extraction algorithms with several existing approaches. The classification rate, processing time and anti-noise
ability of all the approaches are compared.

6.2

Future work

Possible research directions can be summarized as follows:
• Finding another time-frequency distribution to improve the time-frequency
resolution.
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• Completing the radar database for more types of human motions, such as
skipping, walking, punching, and running.
• Exploring methods to combine the 2D2-PCA and GIST methods to improve
the performance and efficiency of the proposed approach.

6.3

Conclusion

This thesis has presented a new approach to automatically classify human motions
using a Doppler radar for applications in security and surveillance. The proposed
approach consists of three main parts: time-frequency analysis, feature extraction,
and classification. Two feature extraction algorithms are proposed and evaluated
on the acquired radar dataset. The proposed 2D2-PCA approach achieves 97.8%
classification rate while the proposed GIST method reaches 98.5% classification
rate. The traditional 1-D PCA and HICA are also applied on the same database
to compare with the proposed method, and they reach classification rate of 97.6%
and 97.7%, respectively.
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