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RÉSUMÉ 
Ce mémoire présente une méthode d'extraction des entités nommées par projection cross-
linguistique (projection inter langues ou d'une langue à une autre) en utilisant des corpus 
parallèles bilingues. Cette méthode consiste à automatiser la reconnaissance des entités 
nommées en une langue cible en exploitant des outils linguistiques d'une autre langue 
source. 
Notre intérêt porte sur une langue à morphologie complexe, l'arabe, qui présente de grands 
défis en traitement automatique des langues naturelles. 
La méthode de projection cross-linguistique proposée est basée sur un modèle de 
translittération (traduction phonétique) pour chaque entité nommée à partir de la langue 
source vers la langue cible. Cette méthode permet de construire des lexiques bilingues 
d'entités nommées. 
Pour tester la performance de notre proposition, nous avons appliqué notre méthode sur un 
corpus extrait de Wikipédia et sur le corpus des Nations Unies (UN). 
Les évaluations réalisées étaient basées dans un premier temps sur les métriques 
classiques, qui sont: la précision, le rappel et la F-mesure. La comparaison de nos résultats 
avec ceux de Google Translate montre l'utilité de la translittération des entités nommées de 
type nom de personne et nom de lieu. 
Dans un second temps, nous avons intégré les lexiques bilingues construits dans un 
système de traduction automatique statistique. L'évaluation a été faite par le calcul de la 
valeur de score BLEU et le taux des mots MHV (mot hors-vocabulaire). Les résultats ont 
montré une augmentation du score BLEU et une diminution du nombre des mots MHV, ce 
qui illustre la performance de la procédure de translittération dans la situation où les 
données de test contiennent un nombre important d'entités nommées qui correspondent 
aux mots MHV. 
Mots-clés : Traitement automatique du langage naturel, entité nommée, reconnaissance des entités 
nommées, annotation, projection cross-linguistique, translittération, lexique, traduction automatique 
statistique. 

CHAPITRE! 
INTRODUCTION 
L'extraction d'information (El) qui est un sous-domaine du traitement automatique du 
langage naturel (T ALN) consiste à extraire automatiquement, à partir de données non 
(ou semi) structurées, des informations structurées pertinentes pour une tâche 
particulière 1• 
Le développement rapide des technologies de l'information et de la communication et 
l'augmentation des volumes de données ont ouvert d'autres opportunités de 
manipulation de l'information. De ce fait, les recherches en El sont devenues de plus en 
plus nombreuses (Elsa, 2006). 
Dans ce mémoire, nous nous intéressons à l'une des sous-tâches de l'El qui est la 
reconnaissance des entités nommées (ENs) (Chinchor, 1997). Cette dernière est devenue 
très utile pour la recherche et les applications en T ALN, notamment pour la traduction 
automatique (TA) et la recherche d'information (Che et al., 2013). Les ENs sont des 
mots particuliers qui peuvent désigner les noms propres (noms de personne, noms de 
lieu et noms d'organisation), les expressions numériques et les expressions temporelles 
(Tjong Kim Sang, 2002). 
Les deux approches pour 1' extraction des ENs les plus utilisées sont 1' approche 
symbolique qui se base sur 1 'utilisation des règles écrites manuellement et des 
dictionnaires d'EN, et l'autre est basée sur des méthodes statistiques comme 
1 http://en. wikipedia.org/wikillnformation extraction 
2 
l'apprentissage machine (Maâloul, 2012). Avec l'apparition des corpus parallèles et 
comparables, une autre méthode d'utilisation de l'approche symbolique a été proposée. 
Dans ce mémoire, nous nommons cette méthode d'extraction des ENs l'approche basée 
sur les corpus parallèles ou comparables. 
La procédure d'extraction des ENs par 1' approche basée sur les corpus parallèles ou 
comparables consiste à extraire les ENs du corpus source à 1' aide des outils disponibles 
pour la langue source et ensuite à utiliser ces ENs pour détecter les ENs du corpus cible. 
Cela veut dire développer une méthode de projection entre les deux langues source et 
cible. Cette méthode est appelée la projection cross-linguistique (ou inter langue ou 
d'une langue à une autre)2 (Yarowsky et Ngai, 2001). 
Généralement, les chercheurs utilisent les corpus parallèles avec une langue source riche 
en terme de ressources linguistiques ou qui contient des indices complémentaires sur les 
ENs, et donc peut être utilisée pour l'extraction des ENs en d'autres langues (Che et al., 
2013). 
1.1 Problématique 
Pour certaines langues comme 1' anglais, on trouve de nombreux travaux qui se 
concentrent sur l'extraction des ENs (Nadeau et Sekine, 2007). Toutefois, pour la 
langue arabe qui a une morphologie riche et complexe (Attia, 2008) le défi est grand et 
il y a un manque d'outils et de ressources linguistiques pour le traitement automatique 
de cette langue (Oudah et Shaalan, 2013). Dans ce mémoire, nous apportons une 
solution partielle à ce problème, en produisant des corpus en arabe annotés (étiquetés) 
en EN et des lexiques bilingues d'ENs pour l'anglais et l'arabe. Pour réaliser cette 
solution, nous allons utiliser 1' approche basée sur les corpus parallèles bilingues en 
2 Dans la suite de ce mémoire, nous utilisons le terme 'projection cross-linguistique' au lieu de 'projection 
d'une langue à une autre' 
3 
développant une méthode de projection cross-linguistique pour extraire les ENs en 
arabe. 
Nous abordons aussi dans ce travail le problème de l'amélioration de la traduction 
automatique statistique (TAS). En effet, les systèmes de TA ont réussi d'obtenir de bons 
résultats sur certains couples de langues comme l'anglais et le français (Do, 2011). 
Cependant, la traduction depuis ou vers l'arabe reste un défi jusqu'aujourd'hui 
(Gahbiche-Braham et al., 2014; Mallat et al., 2014). Ainsi, comme les lexiques 
bilingues sont des ressources linguistiques très importantes et indispensables pour la 
traduction humaine et la TA (Goldman et Scherrer, 2012) nous avons exploité les 
lexiques bilingues d'ENs construits pour améliorer la performance d'un système de 
TAS. Ce dernier a été construit en utilisant le décodeur Moses (Koehn et al., 2007), 
ainsi que d'autres outils linguistiques disponibles en ligne. 
1.2 Objectifs 
Les objectifs principaux de ce mémoire sont : 
• 
• 
• 
• 
• 
L'extraction des ENs en arabe à partir de corpus parallèles bilingues en utilisant une 
méthode de projection cross-linguistique basée sur une technique de translittération; 
La construction de lexiques bilingues d'ENs pour la paire de langues anglais-arabe; 
La production des corpus en arabe annotés par des ENs; 
L'exploitation de la ressource Wikipédia en la considérant comme un corpus 
parallèle pour extraire les ENs; 
L'évaluation des lexiques bilingues d'ENs construits par des mesures telles que le 
taux de précision, le taux de rappel, et la F-mesure, et la comparaison des résultats 
obtenus avec les résultats de Google Translate; 
• L'intégration des lexiques bilingues d'ENs construits à partir de corpus parallèles 
bilingues et des lexiques bilingues construits à partir de ressources linguistiques 
dans un système de TAS arabe-français avec évaluations. 
4 
1.3 Contribution 
Nos contributions portent sur trois aspects distincts. Le prermer aspect est le 
développement d'une méthode de translittération des ENs d'une langue source (arabe) 
vers une langue cible (anglais). Le but principal de notre choix de la langue arabe 
comme langue cible est la contribution aux défis de recherches sur le traitement 
automatique pour cette langue à morphologie riche et complexe, comparée aux autres 
langues comme par exemple les langues latines. 
Le deuxième aspect est l'extraction des ENs à partir de Wikipédia. Cette ressource est 
très riche d'ENs, car son contenu est disponible en plusieurs langues, et elle peut être 
exploitée comme un corpus parallèle ou comparable. 
Le troisième aspect est la contribution à l'amélioration des systèmes de TAS en 
incorporant nos résultats dans un système de TAS qui a été introduit dans la campagne 
d'évaluation TRAD 2014 3. 
1.4 Organisation du mémoire 
Après l'introduction, les objectifs de ce mémoire et la contribution, nous présentons la 
structure de ce mémoire. 
Le chapitre II expose les notions de base de notre travail. ll comporte quatre sections. 
La première section est une brève étude linguistique de la langue arabe. La deuxième 
section présente les différentes notions liées à la compréhension du domaine de 
l'extraction des ENs. La troisième section décrit les caractéristiques des ENs en langue 
arabe. La dernière section donne les notions liées à la TA. 
3 http://www .trad-campaign.org/ 
5 
Le chapitre rn est un état de l'art sur les systèmes d'extraction des ENs et la TA. Pour 
situer l'approche que nous avons suivie, nous présentons dans ce chapitre les diverses 
approches pour l'extraction des ENs. 
Le chapitre IV décrit notre méthodologie pour 1' extraction des ENs à partir de corpus 
parallèles ainsi que notre démarche pour la construction du système de TAS pour 
évaluer les lexiques bilingues d'ENs construits. 
Le chapitre V se concentre sur les évaluations de notre travail. En premier lieu, nous 
décrivons les données utilisées. Par la suite, nous présentons les différentes évaluations 
qui ont été faites avec une discussion des résultats obtenus. 
Le chapitre VI est une conclusion où nous résumons le travail présenté dans ce mémoire 
ainsi que des perspectives pour la suite de nos travaux. 
1.5 Règle d'écriture en langue arabe 
Dans ce mémoire, plusieurs exemples sont écrits en caractères arabes. Pour faciliter la 
compréhension de ces exemples, nous avons ajouté (entre parenthèses) après chaque 
mot ou phrase en arabe une translittération suivant la norme de Buckwalter4 suivie 
d'une traduction en français si elle n'existe pas. 
La translittération de Buckwalter a été développée à Xerox par Tim Buckwalter dans les 
années 1990. Elle consiste à représenter les caractères arabes en latin. Elle est 
strictement une à une, à la différence de la majorité des autres systèmes de romanisation 
qui ajoutent des informations morphologiques qui ne sont pas exprimées en caractères 
arabes5. La translittération de Buckwalter a été utilisée dans plusieurs travaux en 
4 http://www.qamus.org/transliteration.htm. 
5 https://open.xerox.com/Services/arabic-mor.phology/Pageslbuckwalter-about 
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TALN (Habash et al., 2007). L'appendice A illustre la translittération de chaque 
phonème6 arabe suivant la norme de Buckwalter. 
6 Un phonème est la plus petite unité phonétique dans une langue qui est capable de fournir une 
distinction de sens. http://www.thefreedictionarv.com/ 
CHAPITRE II 
CONCEPTS DE BASE 
Ce chapitre expose un ensemble de concepts de base qui sont nécessaires pour la 
compréhension de ce mémoire. Nous commençons par l'illustration de quelques 
caractéristiques de la langue arabe. Ensuite, nous présentons les notions liées aux ENs 
ainsi que les particularités des ENs en arabe. Enfin, la notion de la TA est présentée. 
2.1 La langue arabe 
Notre mémoire porte sur l'extraction des ENs en langue arabe et il est destiné à un 
public francophone qui ne maîtrise pas forcément l'arabe, donc il est nécessaire d'en 
présenter certains aspects linguistiques de cette langue. 
2.1.1 Aperçu général de la langue arabe 
L'arabe est une langue originaire de la péninsule arabique. Elle appartient au groupe des 
langues sémitiques, et elle est pratiquée sous deux formes : l'arabe dialectal et l'arabe 
littéraire ou littéral. L'arabe dialectal est propre à chaque pays et il correspond à la 
langue parlée dans le monde arabe. L'arabe littéraire est la langue officielle des pays 
arabes, et elle est divisée en deux types7. Le premier type est l'arabe classique qui est le 
plus ancien et c'est la langue du Coran 8 et des textes religieux. Le deuxième type est 
l'arabe standard moderne (ASM) qui est fondé syntaxiquement, morphologiquement et 
phonologiquement sur 1' arabe classique. Elle est la forme utilisée dans 1' écrit et 
l'enseignement (Gahbiche-Braham, 2013). 
7 http://fr. wikipedia.org/wiki/ Arabe 
8 Le Coran est le livre sacré de l'islam 
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2.1.2 Caractéristiques et orthographe de la langue arabe 
• L'alphabet de la langue arabe 
L'arabe est une langue écrite de droite à gauche et contient 28 phonèmes et des signes 
diacritiques. Les voyelles en arabe correspondent aux signes diacritiques. Le 
dictionnaire Reverso9 définit un signe diacritique comme «l'altération graphique d'un 
caractère alphabétique entrainant le plus souvent une modification du son de la lettre qui 
le reçoit». Donc les signes diacritiques en arabe sont des signes ajoutés aux phonèmes, 
au-dessous ou au-dessus, pour avoir une prononciation différente. L'utilisation des 
signes diacritiques n'est pas obligatoire dans les textes en arabe moderne mais parfois, 
cela peut poser une ambiguïté sémantique et/ou syntaxique de sens (Gahbiche-Braham, 
2013). Le tableau 2.1 illustre quelques exemples de ce type d'ambiguïté. 
Tableau 2.1 Exemple d'ambiguïté d'écriture en arabe 
Phrase Sens en français 
~t:i.....'il ~ (ktb Al>stA*) Ambiguïté 
~t:..~lt)< (kataba Al>NsotaA*o) Le professeur a écrit 
~li:..~l ~ (kutubo Al>NsotaA*o) Les livres du professeur 
.let.... (sAEd) Ambiguïté 
~t.:... (saAEid) Nom de personne 'Said' ou le mot 'Bras' 
:k.t.:... (saAEada) Le verbe 'Aider' 
Les signes diacritiques sont divisés en trois classes qui sont les voyelles courtes, les 
voyelles casuelles (Tanwinn) et les signes de syllabation. 
La liste des signes diacritiques en arabe est illustrée dans le tableau 2.2. 
9 http://dictionnaire.reverso.net/francais-definition/signe%20diacritigue 
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Tableau 2.2 Liste des signes diacritiques en arabe (Source (Zaghouani, 2009)) 
Illustration Nom Prononciation Position Exemple 
en arabe ou fonction 
Voyelles courtes 
{::: Fatha [a] sur le phonème u(fa) 
, 
Damma [u] sur le phonème ~(fu) {) 
(;: Kas ra [i] sous le phonème ~(fi) 
Voyelles casuelles (Tanwin) 
~ Tanwin fatha [an] sur le phonème u (fan) {:: 
.. Tanwin damma [un] sur le phonème ~(fun) () 
~:;: Tanwin kasra [in] sous le phonème ~ (fin) 
Signes de syllabation 
* Shadda Doublement de sur le phonème W.. ~J (dar-asa :-·. ~-: 
consonne -enseigner) 
0 Soukoun Absence de sur le phonème (.;,. _jJ ( darosN r, ~-: 
voyelle -leçon) 
• Allographe des caractères arabes 
En arabe, l'allographe10 de la plupart des phonèmes diffère selon la position d'écriture. 
n y a quatre allographes : indépendant, début, milieu et fm. 
Exemple 
Cet exemple (Guillemin-Lanne et al., 2007) montre les différents allographes pour le 
phonème arabe « e. » : 
-En position indépendante, lorsque le caractère est seul dans le mot. t.Jj (zrE- il a 
semé); 
- En position initiale d'un mot. J.= (Eml - il a travaillé) ; 
- En position médiane. ~ (yEml - il travaille) ; 
- En position finale. ~~ (ASbE - un doigt) ; 
10 L'allographe d'un phonème est la forme de son écriture 
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• Forme des phrases arabes 
La structure de la phrase arabe est très complexe. Attia (2008) a donné dans sa thèse une 
présentation détaillée de la structure de la phrase arabe. 
ll y a deux types de la phrase arabe : la phrase verbale et la phrase nominale 11 • 
• Phrase verbale 
Pour la phrase verbale, il y a deux formes qui sont : 
1- le verbe + le sujet + le complément (VSO) : cette forme est la plus utilisée dans les 
corpus. 
2- le sujet+ le verbe + le complément (SVO). 
Le sujet peut être un pronom personnel (!):>J '~ '-"' ,ü.ïi ,ui .... ) un nom propre (par 
exemple un nom de personne), etc. 
Le complément peut être un nom, un complément circonstanciel, etc. 
Le complément peut être absent dans une phrase verbale. 
Exemples : Le tableau 2.3 montre quelques exemples de phrases verbales en arabe. 
Tableau 2.3 Exemples de phrases verbales en arabe 
Phrase en Translittération Traduction en Sujet Verbe Complément 
arabe Buckwalter français 
yll il.J:ill ~ (.)" - . - yktb Altlmy* Aldrs 1' étudiant écrit ~1 ~ 
la leçon 
~~~ ktb Altlmy* 1' étudiant a écrit ~1 ~ 
• Phrase nominale 
Pour la phrase nominale, il y a une seule forme qui est : le sujet + 1' attribut. 
Le sujet peut être un pronom personnel, un nom propre, etc. 
L'attribut peut être un adjectif qualificatif indéterminé, un complément circonstanciel, 
etc. 
11 http://www.arabe-gratuit.fr/cours types phrases.php 
U".J-lll 
11 
Exemple : Le tableau 2.4 montre un exemple de phrases verbales en arabe. 
Tableau 2.4 Exemple de phrase nominale en arabe 
Phrase en Translittération Traduction en Sujet Attribut 
arabe Buckwalter français 
~Y' .Y> hwmryD n est malade _y. ~Y' 
• Absence de majuscules en arabe 
Contrairement aux langues latines, la langue arabe ne possède pas la notion de 
majuscule. Cela rend la reconnaissance des noms propres plus difficiles (Fehri, 2012). 
• Agglutination en arabe 
La langue arabe est une langue agglutinante, c'est -à-dire les articles, les pronoms et les 
prépositions peuvent être collés aux noms, aux adjectifs et aux verbes. Donc les préfixes 
et les suffixes d'un mot en arabe peuvent être attachés à la racine. À cause de 
l'agglutination, un mot arabe peut correspondre à une phrase en français ou en anglais. 
Par exemple, le mot arabe JW (fs>l) correspond à la phrase en français «il a 
interrogé». Donc, la compréhension du sens d'un mot en arabe nécessite sa 
racinisation 12 pour extraire les différents segments qui composent le mot en arabe. 
Cependant parfois, même la segmentation ne résout pas le problème. C'est le cas d'une 
segmentation non valide comme le montre l'exemple montré dans le tableau 2.5 
(Guillemin-Lanne et al., 2007). 
Tableau 2.5 Exemple de segmentation de mots arabes 
Segmentation valide Segmentation non valide 
JL,s (fs>l 1 n a interrogé) Le mot~ (ftH 1 TI a ouvert) ne doit pas être 
- u (fa 1 puis) :la conjonction de ssegmenter car la segmentation donne : 
coordination - u (fa 1 puis) : la conjonction de 
- JL (s>l) : le verbe interroger coordination 
- e;:ï (tH) :mot n'a aucun sens. 
12 La racinisation (stemming) est le processus de transformation des mots en leur racine 
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En effet, la segmentation est imposée si la phrase ou le mot arabe contient des 
proclitiques. Un proclitique est « un clitique phonétiquement attaché au mot suivant. 
Les proclitiques donnent leur accent au mot suivant » 13• 
Dans sa thèse de doctorat, (Mesfar, 2008) a classé les proclitiques arabes en trois 
classes. Le tableau 2.6 illustre ces classes avec des exemples. 
Tableau 2.6 Les classes des proclitiques arabes 
Classe Exemples 
Les proclitiques réservées aux noms et adjectifs : 4.......~1 (AljAmEp 1 1 'Université ) 
- l'article de définition JI (al 1 le ou la) ~l.l...,)lj (ll>stA * 1 pour le 
- les prépositions : ~ (bi 1 avec), y (li 1 pour), ~ (ka/ professeur) 
comme) _»o\ti.S (kAl>myr 1 comme le 
prince) 
Les proclitiques réservées aux verbes : y.t.~L (s>*hb 1 je vais aller) 
- La particule du subjonctif:~ (nasb) y (li 1 pour) ~ (lyktb 1 pour écrire) 
- La particule du futur: ...... (sa) 
- La particule de l'apocopé: r-J:?. (gazm) y (li 1 pour) 
Les proclitiques générales : ~ (fktb 1 puis il a écrit) 
-
-
-
Les conjonctions de coordination: ù (fa 1 puis), J o..,iiS J (wktb 1 et il a écrit) 
(wa 1 et) o..,iîSÎÎ (>>ktb 1 est ce que j'écris) 
L'article d'interrogation: i (a 1 est ce que) 
Le marqueur de corroboration : .l,!St:ill J (la Alt>kyd) 
L'agglutination est la principale caractéristique qui pose un problème pour la langue 
arabe. Pour résoudre ce problème, il faut passer par 1' étape de prétraitement de la phrase 
arabe pour extraire tous les segments existants. 
• Le phonème hamza 
Le phonème hamza (~)est un phonème particulier qui s'écrit de différentes manières: 
seul c~) ou combiné (sur ou sous) avec d'autres phonèmes comme montre le tableau 2.7. 
13 http://fr. wiktionary.org/wiki/proclitigue 
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Tableau 2. 7 Les différentes écritures du phonème hamza 
Ecriture du phonème hamza Exemple 
Sur le phonème 1 ( alif) : 1 J..,l (>ml 1 espoir) 
Sous le phonème 1 ( alif) : l Jt,u:...j ( <HtfAl 1 célébration) 
Sur le phonème .J(waw): j ~.J~ (ms&wlyp 1 responsabilité) 
Sur le phonème c.S (yaa) : i.S ~.J (r}ys 1 président) 
• La kashida (tatwil) 
La kashida est un symbole (petit trait -) qui peut être ajouté à certains phonèmes pour 
les allonger et augmenter la distance entre eux. Ce n'est pas un phonème de l'alphabet 
arabe et elle n'a aucune prononciation, elle est utilisée juste pour des raisons 
esthétiques. 
Exemple: 
Pour le mot ~.J (rHym 1 clément), après l'ajout de la kashida au phonème r (H), il 
devient ~ .J. 
2.2 Les entités nommées 
Dans cette section, nous commençons à définir l'EN ensuite, nous présentons quelques 
notions de base liées au domaine d'extraction des ENs. 
2.2.1 Dérmition des entités nommées 
Le terme entité nommée (EN) est apparu en 1996 au cours de la sixième conférence 
MUC (Conférences sur la compréhension de messages, en anglais, Message 
Understanding Conference) 14. Une EN désigne les noms de tous les personnes, 
organisations et lieux dans un texte (Grishman et Sundheim, 1996). 
14 http://www.nlpir.nist.gov/related projects/muc 
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Même s'il n'existe pas de définition standard des ENs, plusieurs chercheurs ont proposé 
des définitions différentes pour cette notion. Par exemple, Le Meur et al. (2004) ont 
donné la définition suivante: «les ENs sont des types d'unités lexicales particuliers qui 
font référence à une entité du monde concret dans certains domaines spécifiques 
notamment humains, sociaux, politiques, économiques ou géographiques et qui ont un 
nom (typiquement un nom propre ou un acronyme)». 
Goldman et Scherrer (2012) ont définit l'EN comme un mot ou un groupe de mots 
désignant une personne, une organisation ou entreprise, un lieu, une date ou encore une 
expression numérique. 
Daille et al. (2000) ont illustré que la notion d'EN inclut les noms propres, ainsi que les 
gentilés, les personnages de légendes, les maladies ou les drogues qui ne sont pas 
toujours considérés comme des noms propres. 
À partir de ces définitions, nous pouvons conclure que les ENs sont des termes spéciaux 
qui désignent des sens particuliers comme les noms de personne, les noms de lieu, les 
noms d'organisation, les dates, et les chiffres. Ces sens ont plusieurs appellations dans 
le monde de recherche en extraction des ENs comme par exemples les catégories, les 
classes, les types, etc. Le tableau 2.8 montre quelques exemples d'EN. 
Tableau 2.8 Exemples d'entités nommées 
Entité nommée Type 
Barack Obama Nom de personne 
USA Nom de lieu 
29 Janvier 2014 Expression temporelle 
UNICEF Nom d'organisation 
2.2.2 Rôle de l'entité nommée 
Les ENs présentent plusieurs avantages dans le domaine de la recherche en TALN. 
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Elles sont par exemple utiles pour le développement des systèmes de 
questions/réponses, les résumés automatiques, la recherche d'information, la TA, le 
Web sémantique, et la bio-informatique (Mansouri et al., 2008). Les ENs sont utilisées 
aussi pour la réduction du taux de mots hors-vocabulaire (MHV) (en anglais: out of 
vocabulary), ceci car une partie importante des mots MHV représente des ENs et des 
termes techniques (Abduljaleel et Larkey, 2003; Abdel Fattah et Ren, 2008). Les MHV 
sont les termes rencontrés dans 1' entrée et qui ne sont pas présents dans le dictionnaire 
ou la base de données de termes connus d'un système15• Les MHV sont traités dans 
plusieurs travaux en TALN (Bach et al., 2007; Nwesri et al., 2007; Habash, 2008). 
2.2.3 Les formes des entités nommées 
ll y a deux formes d'EN: Les ENs simples et les ENs composées. Chaque forme est 
traitée différemment. 
• Les entités nommées simples 
Une EN simple est une EN qui est composée d'un seul terme, comme les noms de lieu 
'Canada' et 'Égypte' ou le nom de personne 'Adam'. 
• Les entités nommées composées 
Une EN composée est une EN qui est composée de deux ou plusieurs termes, comme 
par exemple le nom de personne 'Adam Smith' et le nom de lieu 'Afrique du Sud'. 
2.2.4 Reconnaissance des entités nommées 
La reconnaissance des ENs est la tâche de rechercher des termes qui correspondent à 
des ENs dans un texte, et les associer avec le type (ou la classe) approprié. Cette tâche 
est réalisée par l'une des approches pour l'extraction des ENs. Nous donnons une 
présentation de ces approches dans le chapitre rn (État de l'art). 
15 http://en. wiktionary.org/wiki/OOV 
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Exemple: 
Les trois phrases suivantes sont extraites d'un corpus parallèle français-anglais-Arabe. 
La première phrase est en français, la deuxième est en anglais et la troisième est en 
arabe. Les ENs dans chaque phrase sont illustrées dans le tableau 2.9. 
Phrase 1 : « Mohamed Al-Shenawi, directeur général de la section d'inspection, à la 
banque Misr-Roumanie a déclaré .... » 
Phrase 2: «Mohamed Al-Shenawi, Director General of the Inspection Section at Misr-
Romania Bank, said ... » 
Phrase 3 : « .. ~l.....J_; .Y--A ~ .} (.}i.:iiïl\ t_l.l::.i f'\..c. .J:!.l.o '-:?J~I ~ JI.! » (qAl mHmd 
Al$nAwy mdyr EAm qT AE Altfty$ fy bnk mSr rwmAny A) 
Tableau 2.9 Exemple d'extraction des entités nommées 
Entité nommée Phrase en langue Type 
Mohamed Al-Shenawi Français Nom de personne 
Mohamed Al-Shenawi Anglais Nom de personne 
'-:?J~I ~ (mHmd Al$nAwy) Arabe Nom de personne 
Banque Misr-Roumanie Français Nom d'organisation 
Misr-Romania Bank Anglais Nom d'organisation 
~l.....J_; .Y--A~ (bnk mSr rwmAnyA) Arabe Nom d'organisation 
Les types des ENs sont sélectionnés selon la classification des ENs choisie. Plusieurs 
classifications d'EN ont été proposées par les conférences et les campagnes 
d'évaluation. Nous présentons dans la prochaine sous-section quelques-unes de ces 
classifications. 
Le résultat de la procédure de reconnaissance des ENs correspond à l'annotation des 
ENs (Ehrmann, 2008), ce qui produit un texte ou un corpus annoté par les ENs. 
Les codes couramment utilisés pour l'annotation d'un texte sont l'étiquetage, le 
parenthésage, le balisage et la classification (Nouvel, 2012). 
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Exemple 
Le tableau 2.10 montre l'annotation de l'exemple «Le directeur général Mohamed Al-
Shanawi »selon les quatre codes. Cet exemple contient l'EN« Mohamed Al-Shanawi » 
qui est du type nom de personne (noté PERS). 
Tableau 2.10 Exemple des codes d'annotation des entités nommées 
Code d'annotation Phrase annotée 
Etiquetage Le directeur général {Mohamed Al-Shenawi, +PERS} 
Parenthésage Le directeur général [PERS Mohamed Al-Shenawi] 
Balisage Le directeur général <PERS>Mohamed Al-Shenawi</PERS> 
Classification Le directeur général/PERS Mohamed Al-Shenawi PERS/ 
2.2.5 Classification des entités nommées 
• Classification d'après les conférences MUC 
Les conférences MUC ont été organisées et financées par DARPA (en anglais, Defense 
Advanced Research Projects Agency) et NOSC (en anglais, Naval Ocean System 
Center) dans le but d'encourager la recherche et le développement en El (Grishman et 
Sundheim, 1996). 
De 1987 à 1998, sept conférences MUC ont eu lieu pour traiter du problème de l'El 
(Grishman et Sundheim, 1996; Chinchor, 1997). Les données des participants étaient 
sous forme de messages et elles étaient évaluées sur des sujets particuliers. 
La tâche d'extraction des ENs a été introduite à la sixième conférence (MUC-6) 
(Grishman et Sundheim, 1996), puis une classification en trois classes a été proposée à 
la dernière conférence MUC -7 (Chinchor, 1997). Le tableau 2.11 montre ces trois 
classes avec leurs sous-classes. 
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Tableau 2.11 Classes d'EN d'après la campagne MUC 
Classe Sous-classe 
ENAMEX Les noms propres (noms de personne, 
noms de lieu et noms d'organisation) 
NUMEX Les expressions numériques 
TIMEX Expressions temporelles (date, temps) 
Exemple 16: 
La phrase suivante a été annotée par un système de reconnaissance d'EN utilisé lors de 
la conférence d'évaluation MUC: «Henri a acheté 300 actions de la société AMD en 
2006. ». Après l'extraction des ENs qui se trouvent dans cette phrase, cette dernière est 
étiquetée avec des balises XML comme suit : 
<ENAMEX TYPE="PERSON">Henri</ENAMEX> a acheté <NUMEX 
TYPE="QUANTITY">300</NUMEX> actions de la société <ENAMEX 
TYPE="ORGANIZATION">AMD</ENAMEX> en <TIMEX 
TYPE="DATE">2006</TIMEX>. 
Cette phrase contient les ENs suivantes : Henri, 300, AMD, 2006. 
• Classification d'après la conférence CoNLL 
CoNLL (en anglais, Conference on Natural Language Learning)17 est la conférence 
annuelle organisée par SIGNLL (en anglais, ACL Special Interest Group on Natural 
Language Leaming). C'est une conférence internationale sur le langage naturel et 
1' apprentissage machine 18. 
En 2002, le sujet principal de la conférence CoNLL était la reconnaissance des ENs, et 
une classification des ENs en quatre classes a été proposée. Ces classes sont les trois 
16 http://fr. wikioedia.org/wiki/Reconnaissance d'entit%C3%A9s nornrn%C3%A9es 
17 http://www.conll.org/ 
18 CoNLL 2014 : http://www.clips.uantwerpen.be/conll/c:fp.htrnl 
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sous-classes de la classe ENAMEX de MUC plus une quatrième classe qui regroupe 
toutes les entités qui n'appartiennent pas aux trois classes précédentes (Tjong Kim 
Sang, 2002). 
• Classification d'après la campagne ESTER19 
ESTER est une campagne d'évaluation des systèmes de transcription enrichie 
d'émissions radiophoniques en langue française. La reconnaissance des ENs est l'une 
des tâches évaluées dans cette campagne (Gravier et al., 2004), et une classification en 
sept types d'EN a été proposée. Le tableau 2.12 illustre la description de ces types20. 
Tableau 2.12 Classes d'EN d'après la campagne ESTER 
Classe Description 
Personne Personne, humaine, animal, fonction et civilité. 
Fonction Politique, militaire, administrative, religieuse et aristocratique. 
Organisation Politique, éducative, commerciale, non commerciale, 
divertissement et média et géo administrative. 
Lieu Lieu géographique naturel, région administrative, axe de 
circulation, adresse (adresse postale, numéro de téléphone et 
fax, adresse électronique) et construction humaine. 
Production humaine Moyen de transport, récompense, œuvre artistique et production 
documentaire. 
Date et heure Date, heure. 
Montant Age, durée, température, longueur, aire et surface, volume, 
poids, vitesse et valeur monétaire. 
19 Évaluation des systèmes de transcription enrichie d'émissions radiophoniques 
http://www.afcp-parole.org/camp eval systemes transcription/index.html 
2° Convention d'annotation, ESTER2, 2007 http://www.afcp-
parole.org/camp eva/ systemes transcriptionldocs/Conventions EN ESTER2 vOJ.pd( 
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• Classification d'après Paik et al. 
Paik et al. (1996) ont introduit une classification des ENs en neuf classes. Cette 
classification a été obtenue à partir d'une étude du corpus «Wall Street Journal». Ces 
classes sont illustrées dans le tableau 2.13. 
Tableau 2.13 Classes d'EN selon Paik: et al. 
Classe Description 
Entités géographiques Ville, port, aéroport, île, comté, province, pays, continent, 
région, mer et fleuves 
Affiliation Religion, nationalité 
Organisation Entreprise, types d'entreprises, administration, 
administration gouvernementale 
Humain Personne, fonction 
Document Document 
Equipement Logiciel, matériel, machine 
Scientifique Maladie, drogue, médicament. 
Temporelle Date, heure 
Divers Autres types d'EN 
• La classification retenue 
Dans notre mémoire, nous avons retenu les trois sous-classes de la classification de 
MUC qui sont illustrées avec une description et une notation dans le tableau 2.14. Ces 
trois classes représentent les noms propres et elles sont communes entre toutes les 
classifications présentées. Les noms propres jouent un rôle important dans le langage, et 
dans la linguistique (Moline, 1982), et leur reconnaissance est un problème récurrent 
dans le TALN (Daille et al., 2000). 
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Tableau 2.14 La classification d'EN retenue 
Classe Description Notation 
Noms de personne Les noms ou les prénoms de personne EN-PERS 
de n'importe quelle origine. 
Noms de lieu Les noms qui désignent un lieu comme EN-LOC 
les pays, les villes, etc. 
Noms Les compagnies, les associations, les EN-ORG 
d'organisation ministères, les partis, etc. 
Remarque 
Dans la suite de ce mémoire, nous utilisons la notation mentionnée dans le tableau 2.14 
pour les trois classes d'EN retenues. 
2.2.6 Lexème 
En linguistique, le lexème (en anglais, token ou lexeme) est l'unité lexicale de sens et de 
son qui est fixe et non dérivable dans une langue et sans distinction flexionnelle 21 • 
2.2. 7 Marqueur lexical 
Les marqueurs lexicaux sont des termes ou des abréviations qui précèdent ou suivent les 
ENs. Les marqueurs lexicaux ont un rôle important pour la reconnaissance des ENs et 
ils permettent de déduire l'existence et le type de l'EN. Le tableau 2.15 montre quelques 
exemples de marqueurs lexicaux en arabe. 
21 http://fr. wiktionary.org/wiki/lexème 
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Tableau 2.15 Exemples de marqueurs lexicaux en langue arabe 
Marqueur lexical Type d'EN à détecter selon le 
marqueur lexical 
~~ (Alsyd 1 Monsieur ou Mr.) EN-PERS . 
.Jfo.lll (Aldktwr 1 Docteur ou Dr.) 
~ (mdynp Nille) EN-LOC 
t) . ..:. ($ArE 1 Rue) 
~ ~ ($rkp 1 Compagnie) EN-ORG 
~ (jmEyp 1 Association) 
2.2.8 Lexique bilingue d'entités nommées 
Le mot lexique désigne l'ensemble des mots décrivant la langue d'une communauté, 
d'une activité humaine ou d'un locuteur, etc. 22 
Dans ce mémoire, ce terme désigne un dictionnaire de noms propres. Les ENs 
reconnues (en langue source et en langue cible) sont mémorisées dans des lexiques 
qu'on les appelle les lexiques bilingues d'ENs. 
2.2.9 Translittération des entités nommées 
La translittération est la traduction phonétique de chaque graphème (la plus petite entité) 
d'un système d'écriture en un graphème ou en un groupe de graphèmes d'un autre 
système, indépendamment de la prononciation23 . 
La translittération entre les langues qui utilisent des alphabets similaires et des 
prononciations semblables est généralement simple, mais elle devient une tâche difficile 
lorsqu'il s'agit de langues totalement différentes d'un point de vue morphologique (Al-
22 Glossaire de Linguistique Computationnelle http://ldelafosse.pagesperso-
orange.fr/Glossaire/L.htm#lexigue 
23 http://fr. wikipedia.org/wikiffranscription et translittération 
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Onaizan et Knight, 2002). Par exemple, la translittération entre la paire de langues 
anglais-français est plus simple par rapport à la translittération entre la paire de langue 
anglais-arabe ou anglais-japonais. 
Exemple: 
Le tableau 2.16 montre un exemple de la translittération du nom de personne 'Clinton' 
vers le français et vers 1' arabe. 
Tableau 2.16 Exemple de translittération 
Graphème anglais Graphème français Graphème arabe 
c c ~(k) 
Li Li ~(ly) 
N N L.l (n) 
To To _fJ ( tw) 
N N L.l (n) 
La translittération des ENs a plusieurs avantages comme 1' alignement de mots24, la 
construction des lexiques bilingues ou multilingues, la TA, etc. 
L'avantage le plus important de la translittération est la traduction, car même avec les 
traducteurs automatiques les plus utilisés, comme Google Translate25, on n'arrive pas à 
traduire quelques ENs, en particulier les noms de personne. Google Translate est le 
service de Google pour la traduction des textes basé sur la TAS. ll possède une mémoire 
de traduction d'environ 200 milliards de mots provenant des corpus des Nations 
Unies26• 
24 L'alignement de mots est l'identification des relations de traduction entre les mots. 
http://en.wikioedia.org/wiki/Bitext word alignment 
25 https://translate.google.ca 
2~ttp://edouard-looez.com/fac/SciCo%20-%20S5!T AUprojet!T AL %20-
%20systran%20vs.%20google%20translate.pdf 
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Exemple: 
La traduction de l'EN-PERS 'Abdel-ellah Balqzeez' par Google Translate27 donne 
l'expression '.Ü'il ~ Balqzeez' qui n'est pas correcte, par contre la translittération de 
cette EN donne le nom en arabe 'J:!fo. "-.1)11 ~' (Ebd Al<lh blqzyz) qui est la traduction 
correcte. 
2.2.10 Métriques d'évaluation des entités nommées 
Le rappel, la précision et la F-mesure (Van Rijsbergen, 1979) sont des mesures 
largement utilisées dans les évaluations en T ALN (Grouin et al., 2011 ). 
La précision est le pourcentage des résultats corrects parmi les résultats obtenus. 
Le rappel est le pourcentage des résultats corrects parmi les résultats qu'on doit trouver. 
La F-mesure est la combinaison de la précision et du rappel et leur pondération. La 
formule de la F-mesure est: 
2(précision *rappel) F mesure = ___::::..._, ____ _:_::..._....:.... 
- (precision + rappel) 
Pour le domaine de l'extraction des ENs, les taux de la précision et du rappel sont 
calculés selon les formules suivantes : 
Nombre d'ENs correctement reconnues 
Précision = ----------------
Nombre d'ENs reconnues 
Nombre d'ENs correctement reconnues 
Rappel=--------------
Nombre d'ENs dans le corpus 
2.3 Structure et caractéristiques des entités nommées en arabe 
La morphologie complexe de la langue arabe rend la tâche de la reconnaissance des ENs 
en arabe plus difficile par rapport aux langues européennes. Par exemple, 1' absence de 
27 Traduit avec Google Translate en juin 2014 
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la majuscule dans cette langue pose un problème pour la reconnaissance des noms 
propres. Aussi, 1' agglutination des mots et 1' absence des voyelles imposent la 
segmentation des phrases arabes pour 1' extraction de la bonne information. 
Dans cette section, nous présentons la structure et les caractéristiques des ENs en arabe. 
2.3.1 Entités nommées de type nom de personne (EN-PERS) 
La structure des EN-PERS en arabe diffère selon l'origine du nom. Zaghouani (2009) a 
présenté dans son mémoire de maîtrise une présentation détaillée des différentes 
structures des noms arabes selon leur origine. 
Exemple: le tableau 2.17 montre quelques exemples des formes d'EN-PERS selon leur 
ongme. 
Tableau 2.17 Exemples des formes d'EN-PERS d'origine arabe 
Origine du nom Forme du nom 
Egypte Le prénom+ le prénom du père (peut être allongé par l'ajout de 
(des) prénom (s) de (s) grand (s) père (s) pour lever l'ambiguïté 
avec une autre personne qui a le même prénom et le même 
prénom de père) 
Maghreb Le prénom + le nom de famille 
Mauritanie Le prénom+ '.ll.J' (wld 1 fils de)+ nom de famille 
Le nombre de lexèmes de certains noms de personne d'origine arabe écrits en anglais 
n'est pas le même nombre de lexèmes de ces mêmes noms écrits en arabe. C'est le cas 
des noms qui contiennent certains termes particuliers comme par exemple les termes : .J!i 
(>bw- abu), ::.;c.. (Ebd- Abd), etc. Le tableau 2.18 montre quelques exemples. 
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Tableau 2.18 Exemple de nombre de lexèmes d'EN en arabe et en anglais 
Ecriture anglaise Nombre de Ecriture arabe Nombre de 
lexèmes lexèmes 
Mohamed Al Shenawi 3 ':?J~I ~ (mHmd Al$nAwy) 2 
Dr. Ibrahim Al Demeiri 4 (,?~1 (":!AIY.I .J~I (Aldktwr 3 
AbrAhym Aldmyry) 
Abdulwahab Attar 2 ).k. yi.A _,JI ~ (Ebd AlwhAb 3 
ET Ar) 
Ayatollah Mohamed Ali 3 ~ ~.Ill ~ï <IYP Allh mHmd 4 
Ely) 
Parfois, ce problème se pose aussi pour les noms de personne d'origine non arabe, 
comme par exemple le nom 'Michelangelo' qui est une EN simple et qui s'écrit en 
arabe '_,L:....;i ~L.' (mAykl Anjlw) qui correspond à une EN composée de 2 mots. 
Ce point complique la procédure de la translittération des noms de personne de 1' anglais 
vers l'arabe. En effet, la translittération d'un lexème écrit en langue source vers une 
langue cible donne un seul lexème, ce qui est faux pour le cas présenté, et donc la 
procédure de translittération nécessite un certain nombre de règles pour produire la 
traduction adéquate. 
2.3.2 Entités nommées de type nom de lieu (EN-LOC) 
L'extraction des EN-LOC en arabe est moins difficile par rapport à l'extraction des EN-
PERS, car les noms de lieu qui représentent les noms de pays sont standards et il y a 
beaucoup de ressources disponibles pour les identifier. Les autres noms de lieu sont 
généralement associés aux marqueurs lexicaux qui aident à reconnaître que le type de 
l'EN est un lieu. 
L'ordre des lexèmes d'une EN-LOC en arabe peut diffère à celui de l'EN-LOC en 
anglais. 
Exemple: L'EN-LOC en anglais 'East Slavonia' commence par le lexème 'East' suivi 
de 'Slovania', par contre l'EN arabe qui est ·~~~ ~_,ï)l...' (slAfwnyA Al$rqyp 1 Slavonie 
orientale) commence par le lexème '~_,ï)l...' (Slavonia) ensuite le lexème·~~~· (East). 
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2.3.3 Entités nommées de type noms d'organisation (EN-ORG) 
Comme les EN-LOC, quelques noms d'organisation sont combinés avec les marqueurs 
lexicaux qui aident leur reconnaissance comme par exemple les marqueurs 'parti', 
'ministère', 'compagnie' et 'banque'. Il y a d'autres organisations qui se présentent sous 
forme d'acronymes. En arabe, l'usage des acronymes est relativement rare si on le 
compare aux langues européennes comme le français et l'anglais (Zaghouani, 2009). 
Les EN-ORG simples peuvent être translittérés, mais il n'y a pas beaucoup d'EN-ORG 
composées qui peuvent être translittérées. 
Exemples: le tableau 2.19 illustre quelques exemples de translittération des EN-ORG 
de 1' anglais vers 1' arabe 
Tableau 2.19 Exemples de translittération des EN-ORG de l'anglais vers l'arabe 
EN en anglais Translittération en arabe 
Translittération des ENs simples 
Toshiba lu..!; ~ ·~ _JJ 
Delta \ilill 
FIFA ~~ 
Translittération des ENs composées 
Bretton Woods . .l . ~ ..J JJu~Y. 
Orascom Telecom rfi.# rfi....1..JJ1 
Central Bank Ne peut pas être translittérée, sa traduction donne -,?.fi _;.JI~ 
2.4 La traduction automatique 
Dans cette section, nous donnons quelques notions liées à la TA. Nous commençons par 
la définition de la TA suivie d'une description abrégée des trois paradigmes de TA. 
Enfin, 1' approche de la TAS est présentée ainsi que leurs composants. 
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2.4.1 Défmition de la traduction automatique 
La notion de traduction automatique (TA) désigne la traduction des textes d'une langue 
source (originale) vers une langue cible, en utilisant des programmes informatiques, 
appelés systèmes de TA, sans l'intervention humaine(Loffler-Laurian, 1996). 
2.4.2 Paradigmes de la traduction automatique 
ll y a trois paradigmes de la TA qui sont la TA à base de règles, la TA guidée par 
l'exemple ou la traduction par analogie (Nagao, 1984) et la TAS (Brown et al., 1990). 
La TA à base de règles nécessite une connaissance approfondie de la langue source et la 
langue cible. Elle est basée sur 1 'utilisation de règles linguistiques et de dictionnaires 
volumineux28. Les dictionnaires et les règles sont propres à chaque paire de langues 
utilisée. L'exemple le plus connu de systèmes de TA à base de règles est SYSTRAN29, 
il y a aussi les systèmes Ariane (Boitet et Guillaume, 1982) et Eurotra (Maghi, 1981) 
La TA guidée par l'exemple considère la phrase comme l'unité de traduction idéale 
(Carl, 2003). Elle utilise une base de données qui contient des textes ou des corpus déjà 
traduits. Ensuite, elle cherche les meilleurs exemples existant dans cette base de 
données qui sont similaires à la phrase à traduire. Puis, 1' adaptation est faite pour tenir 
en compte la différence qui existe dans la phrase à traduire (Carl, 2003). 
Mymemory (Sato et Nagao, 1990) et Babelfish30 sont deux exemples de systèmes de TA 
guidée par 1' exemple. 
La TAS a été proposée par Brown et al. ( 1990) dans les années 1990 et elle est basée sur 
les méthodes d'apprentissage automatique. Actuellement, la TAS est la plus utilisée 
28 http://www.systran.fr/systranlentreprise/technologie/traduction-automatique/ 
29 htt;p://www .systransoft.com/ 
30 http://www .babelfish.com/ 
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dans le domaine de TA (Costa-jussa et al., 2013). Google Translate est un exemple de 
ce type de système de TA. 
2.4.3 Traduction automatique statistique 
Un système de TAS nécessite un ensemble de corpus parallèles alignés31 dans les deux 
langues source et cible, et des corpus monolingues en langue cible. ll est constitué de 
trois composants: le décodeur, le modèle de traduction et le modèle de langues (Brown 
et al., 1990). 
Si on suppose que S est la langue source et C est la langue cible, le modèle de traduction 
probabiliste est appris sur des corpus parallèles bilingues et il est noté par P(SIC), et le 
modèle de langue est appris sur des corpus monolingues en langue cible et il est noté par 
P(C). 
Le décodeur est la partie centrale de tout système de traduction et il est chargé de 
fournir la (ou les) meilleure (s) traduction (s) possible (s) (Lavecchia, 2010). Cela veut 
dire la recherche d'une phrase en langue cible C ayant la probabilité P(CIS), d'être la 
traduction d'une phrase en langue source S. 
La décomposition de la probabilité P(CIS) (en appliquant le théorème de Bayes) permet 
de reformuler le problème de traduction comme indique la formule (2.1 ). 
P(CjS) = (P(SIC) * P(C))/(P(S)) (2.1) 
La traduction la plus probable (optimale) c* de la phrase source S est la traduction qui a 
la probabilité P(CIS) la plus élevée. Elle est obtenue par l'application de l'argument du 
maximum sur P(CIS) et elle est donnée par la formule (2.2). 
c* = argmaxc P(CIS) = argmaxc (P(SIC) * P(C)/(P(S)) (2.2) 
31 Un corpus parallèle aligné est un corpus parallèle ou les unités textuelles des deux parties du corpus 
(source et cible) sont mises en correspondance. 
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Comme la probabilité de la phrase source P(S) est connue en avant et n'influe pas sur le 
calcul de la fonction argmax, on peut l'éliminer et donc on retrouve la formule (2.3) qui 
est utilisée pour l'entraînement d'un système de TAS. 
c* = argmaxc P(SIC) * P(C) (2.3) 
2.4.4 Le modèle de langage 
Une langue peut être modélisée statistiquement par un modèle de langage. Si on a une 
suite den mots S = (M1, M2, M3, ... , Mn), la probabilité d'apparition de la suiteS, notée 
P(S), dans un texte dépend des probabilités d'apparition des mots Mi. 
Après l'apprentissage du modèle de langage sur les corpus monolingues de la langue 
cible, une probabilité d'apparition, notée P(Mi) est attribuée à chaque mot Mi. La 
probabilité P(Mi) dépend de l'historique des mots Mi. Pour connaître cet historique, il 
faut avoir les probabilités d'apparition de tous les mots (Mt. M2, M3, ... , Mi-t) qui 
précèdent le mot Mi. 
L'historique d'un mot Mi est calculé selon le type de modèle de langage utilisé. Par 
exemple, si on utilise un modèle unigrarnme32 on n'a pas d'historique, et donc la 
probabilité d'un mot ne dépend que de lui-même. La probabilité P(S) est calculée par la 
formule (2.4) suivante: 
P(S) = P(Mt)* P(M2) .... * P(Mn) (2.4) 
Pour un modèle bigrarnmes on prend en considération qu'un seul mot précédent. Ainsi, 
on obtient la formule (2.5) suivante : 
P(S) = P(Mt)* P(M2IMt) ...... * P(MniMn-t) (2.5) 
32 Le terme gramme est utilisé pour désigner le nombre de mots dans une suite, par exemple unigramme 
est une suite d'un seul mot, bigramme est une suite de deux mots et pour généraliser on utilise le terme n-
gramme pour une suit de n mots. 
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Et ainsi de suite, pour un modèle n-gramme, on prend on considération les n-1 mots 
précédents, et donc on obtient la formule (2.6) : 
P(M31Mt, M2): la probabilité que la suite de mots (Mt, M2) soit suivie du mot M3. 
P(MniMt, M2, ... , Mn-t) :la probabilité que la suite de mots (Mt, M2, ... Mn-t) soit suivie 
du mot Mn. 
Le nombre de grammes n influe sur les résultats d'entraînement. Plus n est grand, les 
meilleurs sorts de résultats sont obtenus. Généralement les chercheurs utilisent un n 
varie entre 1 et 5 (Gahbiche-Braham, 2013; Le, 2013). 
Dans la pratique, l'implémentation du modèle de langage est faite par différents outils, 
comme par exemple l'outil SRll..M (Stolcke, 2002). 
Exemple du modèle 5-grammes : 
Un modèle 5-grammes décompose la phrase 'Les entités nommées sont utiles pour la 
traduction automatique.' en segments de 5 mots comme montre le tableau 2.20. 
Tableau 2.20 Exemple d'un modèle 5-grammes 
Les entités nommées sont utiles pour la traduction automatique 
Les entités nommées sont utiles pour la traduction automatique 
Les entités nommées sont utiles pour la traduction automatique 
Les entités nommées sont utiles pour la traduction automatique 
Les entités nommées sont utiles pour la traduction automatique 
Les entités nommées sont utiles pour la traduction automatique 
À partir de cette phrase composée de 10 lexèmes, les 5-grammes suivants sont 
construits : 
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1- Les entités nommées sont utiles 
2- entités nommées sont utiles pour 
3- nommées sont utiles pour la 
4- sont utiles pour la traduction 
5- utiles pour la traduction automatique 
6- pour la traduction automatique. 
2.4.5 Le modèle de traduction 
La TAS nécessite un modèle de traduction qui permet de calculer les probabilités de 
traduction entre les mots, les suites de mots et les autres constituants de la phrase de la 
langue source vers la langue cible (Lavecchia et al., 2008). 
ll y a deux types de modèles de traduction : le modèle de traduction à base de mots 
(Brown et al., 1990) et le modèle de traduction à base de segments33. Les mots et les 
segments sont appelés les unités de la phrase. 
Dans la TAS, le modèle de traduction est appris sur un ensemble de corpus parallèles 
bilingues qui doivent être alignés au niveau des unités de phrases. L'alignement est 
l'identification des unités correspondantes dans les deux parties (en langue source et en 
langue cible) du corpus parallèle34. 
~ Modèle de traduction à base de mots 
Ce modèle est fondé sur les mots où la phrase à traduire est divisée en mots isolés et la 
traduction se faite mot par mot. 
Dans ce modèle, 1' alignement du corpus bilingue en langue source et cible se fait mot à 
mot. Cela veut dire que chaque mot dans la phrase en langue source a son équivalent 
dans la phrase en langue cible. 
33 Un segment peut être un mot, ou une séquence de mots contigus dans une phrase. 
https://interstices.info/jcms/nn 72253/la-traduction-automatigue-statistigue-comment-ca-marche 
34 http://en. wikipedia.org/wiki/Parallel text 
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Exemples: 
La figure 2.1 montre un exemple d'alignement à base de mots d'une phrase en français 
et sa traduction en anglais. 
Figure 2.1 Exemple 1 d'alignement à base de mots 
Cette fèD'ID'Ie est- belle 
! 1 ! \ 
This ""'"OD'Ian is beant:i1'ul 
Dans ce premier exemple, 1' ordre des mots est le même pour chacune des deux phrases. 
Prenons un deuxième exemple pour les langues arabe et française où l'ordre n'est pas le 
même pour les deux phrases (voir figure 2.2). 
Figure 2.2 Exemple 2 d'alignement à base de mots 
• Les modèles ffiM 
Brown et al. (1993) ont développé cinq modèles de traduction nommée ffiMt. ffiM2, 
ffiM3, ffi~ et ffiM5. Chacun de ces modèles constitue à la fois un modèle de 
traduction et un algorithme d'alignement à base de mots. La différence entre ces 
modèles est les paramètres de calcul de la probabilité de traduction. Chaque modèle est 
une amélioration du modèle qui le précède. 
Dans ffiM1, l'ordre des mots dans les deux phrases source et cible n'est pas pris en 
considération et donc la probabilité de traduction se définit par la traduction lexicale35• 
3S0iapositives http://www.statmt.org/book/slides/04-word-based-models.pdf 
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IBM2 améliore IBM1 en ajoutant l'étude des positions des mots dans la phrase source et 
cible et donc les positions des mots affectent la probabilité de traduction. Dans IBM3, la 
probabilité de traduction dépend aussi de la longueur des chaines sources et cibles, alors 
un mot source peut être traduit par plusieurs mots cibles. Dans IB~. la probabilité de 
traduction dépend aussi des mots sources et cibles déjà traduits. IBM5 améliore le 
modèle IB~ avec un alignement raffiné pour corriger les déficiences. 
GIZA++ 
Dans la pratique, il existe plusieurs outils d'alignement à base de mots. GIZA++(Och et 
Ney, 2003) est l'un de ces outils et il est le plus utilisé dans la TAS (Tian et al., 2011). 
GIZA++ est un logiciel open-source qui est utilisé pour la construction d'alignement 
des cinq modèles d'IBM (Brown et al., 1993) et des modèles de Markov cachés (MMC) 
(Och et Ney, 2000). GIZA++ est une extension de GIZA36 qui est l'un des modules du 
projet EGYPT (outil de TAS) développé par 1' équipe de TAS en 1999 au Centre de 
traitement du langage et discours à l'Université Johns-Hopkins (Al-Onaizan et al., 
1999). 
);> Modèle de traduction à base de segments 
Le deuxième type du modèle de traduction est fondé sur les segments où la phrase à 
traduire est divisée en segments et la traduction se faite segment par segment. 
Dans ce modèle, l'alignement du corpus parallèle bilingue se fait au niveau des phrases 
c'est-à-dire un alignement entre les segments de la phrase. 
La figure 2.3 montre un exemple d'alignement au niveau des phrases pour une phrase 
en français et sa traduction en anglais (Brown et al., 1990). 
36 http://www-i6.informatik.rwth-aachen.de/Colleagues/ochlsoftware/GIZA++.html 
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Figure 2.3 Exemple d'alignement au niveau de phrases 
John est aentU Dlais n n'aline personne 
! ! ! j 1 
John is good but he Jcn·es nobody 
Table de traduction 
Dans la TAS, suite à 1' alignement des corpus parallèles bilingues, une table de phrases 
sources et leur traduction en langue cible est construite. Cette table est appelée la table 
de traduction (en anglais, phrase table). Elle est constituée d'un ensemble de lignes, où 
chaque ligne est composée de trois colonnes séparées par le symbole 'Ill'. La première 
colonne comporte l'unité (mot ou segment) en langue source, la deuxième comporte 
l'unité en langue cible et la dernière correspond aux probabilités de traduction P(SIC) 
selon le nombre de grammes utilisés dans le modèle de traduction. 
La figure 2.4 montre un exemple d'une table de traduction du français à l'anglais. 
Figure 2.4 Exemple d'une table de traduction (français- anglais) 
la the Ill 0_6 
la this Ill 0_4 
fer.nrne '-VOnl3n. Ill 0_5 
fe.r:nrne vvïfe Ill 0_5 
la :l:èm.:rne the~ Ill 0_6 
afunune thï s '-VOnl3n. Ill 0_4 
de of Ill 0_6 
:ménage household Ill o_s 
fèrnrne de ménage maïd Ill LO 
a sauté jurnped 1110_85 
a sauté skïpped 1110-15 
un :repas Ill a meal Ill LO 
sauté un IepaS Ill skipped. a meal Ill LO 
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2.4.6 Décodeur 
La tâche de décodage consiste à chercher une phrase cible C qui est conforme avec le 
modèle donné et attribue à cette phrase la probabilité P(CIS) la plus élevée (Do, 2011). 
Cette tâche est réalisée par un décodeur qui utilise plusieurs paramètres pour calculer la 
fonction argmax dans la formule (2.3). 
En 2004, Philipp Koehn a développé le décodeur Pharaoh (Koehn, 2004) qui était très 
utilisé pour la traduction jusqu'à 2007(Lavecchia, 2010) où Moses (Koehn et al., 2007), 
développé par Philipp Koehn et al, a pris la place de Pharaoh. 
Moses 
Moses (Koehn et al., 2007) est une boîte à outils de TAS à base de segments qui permet 
de former automatiquement des modèles de traduction pour une paire de langues, à 
l'aide de corpus parallèles. Moses est disponible en téléchargement gratuit sur le site 
Web http://www.statmt.org/moses/. La construction d'un système de TAS basé sur 
Moses nécessite plusieurs outils qui sont disponibles sur le site de Moses. 
Il y a d'autres systèmes de décodage, comme Portage du CNRC (Sadat et al., 2005) et 
CDEC (Dyer et al., 2010). Mais Moses est le système le plus populaire (Kalyanee et al., 
2014) et il est considéré comme un système de référence dans la communauté de TA 
probabiliste (Do, 2011), car il donne de bons résultats(Azab et al., 2013; Sellami et al., 
2013; Gahbiche-Braham et al., 2014). Parmi les objectifs de ce mémoire l'évaluation 
des lexiques d'ENs dans la TAS en utilisant le décodeur Moses. 
2.4.7 Évaluation du système de TAS 
Pour dire qu'un système de TAS est performant ou non, il faut l'évaluer soit 
manuellement ou automatiquement. Cependant une évaluation manuelle prend 
beaucoup de temps, ce qui impose l'évaluation automatique. Parmi les métriques 
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d'évaluation automatique des systèmes de TAS il y a le score BLEU (Papineni et al., 
2002). 
Score BLEU 
Le score BLEU (Papineni et al., 2002) (en anglais, BiLingual Evaluation Understudy) 
est une mesure très utilisée pour l'évaluation des systèmes de TA (Blain, 2013). Son 
principe est la comparaison des n-grammes de la traduction candidate avec les n-
grammes de celle de la référence (ou les références) en calculant le nombre de 
correspondances. Si une TA est identique à l'une des références alors le score BLEU 
prend la valeur maximale qui est 100. Par contre, si aucun des n-grammes de la 
traduction ne correspond à aucun n-grammes de la référence, alors le score BLEU prend 
la valeur minimale qui est O. 
2.5 Conclusion 
Dans ce chapitre, nous avons introduit les notions fondamentales pour la compréhension 
du domaine d'extraction des ENs et de TAS qui sont les deux domaines sur lesquels 
porte ce mémoire. La langue arabe et les propriétés des ENs en arabe ont été présentées 
aussi. 
Nous présentons dans le prochain chapitre un état de l'art sur les travaux de l'extraction 
des ENs et de la TA. Nous concentrons notre présentation aux travaux liés à la langue 
arabe. 

CHAPITRE ID 
ÉTAT DE L'ART 
Ce chapitre est un état de l'art sur les travaux en extraction d'EN et en TAS. Il comporte 
deux sections. La première section concerne les ENs où nous décrivons chaque 
approche pour la reconnaissance des ENs suivie d'un ensemble de travaux. La 
deuxième section concerne la TAS. 
3.1 Extraction des entités nommées 
En TALN, il y trois approches très utilisées qui sont l'approche symbolique ou 
linguistique (à base de règles), l'approche statistique (ou à base d'apprentissage) et 
l'approche hybride (Ehrmann, 2008). 
Sekine et Eriguchi (2000) ont classifié les systèmes d'extraction des ENs en trois 
classes selon l'utilisation de l'une de ces trois approches. Ces classes sont: 
1- Système d'extraction des ENs à base de règles qui consiste à utiliser l'approche 
symbolique. 
2- Système d'extraction des ENs à base d'apprentissage qm consiste à utiliser 
1' approche statistique. 
3- Système d'extraction des ENs hybride qui consiste à utiliser l'approche hybride. 
Nous présentons dans cette section les trois approches pour l'extraction des ENs en 
ajoutant la méthode basée sur les corpus parallèles ou comparables (initiée dans le 
chapitre 1) qui est dérivée de l'approche symbolique. Nous donnons quelques exemples 
de travaux pour chacune de ces approches. 
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3.1.1 Approche symbolique (à base de règles) 
L'approche symbolique, appelée aussi approche à base de règles, consiste à créer des 
règles manuelles pour extraire les ENs. Ces règles sont appelées les règles de 
reconnaissance et elles sont composées d'une suite de contraintes à appliquer sur les 
caractéristiques des termes du texte (Zidouni, 2010). 
La construction des règles dans un texte nécessite la connaissance des propriétés 
grammaticales, syntaxiques et orthographiques de la langue du texte (Budi et Bressan, 
2003). Ces propriétés permettent d'étiqueter le texte et de désigner les marqueurs 
lexicaux qui aident la reconnaissance des ENs. 
Les règles peuvent être représentées par des expressions régulières (Zaghouani, 2009). 
Une expression régulière est une chaîne de caractères qui appelée aussi un motif et qui 
décrit un ensemble de chaînes de caractères selon une syntaxe précise37 • 
Exemple de travaux d'extraction des ENs à base de règles 
Parmi les premiers travaux d'extraction des ENs arabes, il y a le système TAGARAB 
(Maloney et Niv, 1998) qui a été développé en 1998 par Maloney et Niv. Celui-ci 
consiste à utiliser un analyseur morphologique pour isoler le nom propre en spécifiant la 
fin et le début de mot qui le suive. 
Abuleil (2004) a développé un système à base de règles pour extraire les noms de 
personne à partir de systèmes de Question/Réponse. ll a déterminé un ensemble de 
règles en se basant sur 1' étude des relations entre les mots dans la phrase. Il a utilisé un 
ensemble de mots-clés et de verbes spéciaux qui ont été collectés dans un autre projet 
présenté dans (Abuleil et Evens, 2002). 
Habash et Roth (2008) ont créé un algorithme pour traiter le problème de la 
reconnaissance des expressions numériques en arabe. Leur travail a pour but d'identifier 
37 http://fr. wikipedia.org/wiki/Expression rationnelle 
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les expressions numériques et de construire une norme de référence pour les évaluer en 
supportant les différentes formes (chiffre, ensemble de mots, mélange de chiffres et 
mots, ordre, pluriels). 
Zaghouani (2009) et (2012) a adapté le module de repérage des ENs du système de 
veille EMM (Europe Media Monitor)38 à la langue arabe. Le système présenté par 
Zaghouani a été nommé RENAR (Repérage des Entités Nommées ARabes). n a été 
appliqué sur des textes écrits en arabe moderne et est fondé principalement sur un 
lexique et un ensemble de règles de repérage sous forme de règles manuelles. Ces règles 
sont regroupées dans des fichiers pour chaque classe d'EN. Le système RENAR 
effectue un traitement en deux étapes. La première étape est le prétraitement lexical qui 
consiste à segmenter le texte et à normaliser le phonème Alif hamza en Alif sans hamza, 
par exemple le nom ~i (>nys 1 Aniss) devient le nom~~ (Anys 1 Aniss). La deuxième 
étape est le repérage des ENs où le système cherche l'existence de chaque mot dans les 
dictionnaires des ENs. Si le mot est trouvé dans l'un des dictionnaires, il sera retenu 
comme EN. Si le mot ne se trouve dans aucun dictionnaire, le système utilise des 
expressions régulières qui permettent de détecter les ENs. 
Mesfar (2007) a développé un système de reconnaissance des ENs en arabe avec la 
combinaison d'un analyseur syntaxique et un analyseur morphologique. Le système de 
Mesfar utilise la plateforme de développement linguistique NooJ39 et se base sur la 
recherche des preuves internes et extemes40 qui aident à développer des règles pour 
reconnaître les ENs. 
38 Le système EMM est un outil de regroupement des articles qui sont de différentes langues européennes, 
couvrant le même sujet et provenant de différents sites Web. EMM fusionne ces articles automatiquement 
en un seul groupe afin d'éviter la redondance des nouvelles. http://press.jrc.it 
39 http://www .nooj4nlp.net/pages/nooj .html 
40 Les preuves internes et externes sont des mots qui aident la reconnaissance des ENs. Les mots internes 
peuvent être contenus dans des listes de marqueurs lexicaux ou des listes de noms propres prédéfinies. 
Les preuves externes sont obtenues par le contexte dans lequel une EN apparaît. Ceci par l'étude des 
relations syntaxiques au sein d'une phrase pour attribuer le type de l'EN retenue (Mesfar, 2008). 
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Ben-Harnadou et al. (2010) se sont intéressés à la reconnaissance et la traduction des 
ENs de type noms de lieux en utilisant la plate forme Nooj. lls ont limité leur travail au 
domaine du sport et ils ont utilisé une approche à base de règles en se basant sur la 
grammaire et la représentation lexicale de la phrase. Après l'extraction des ENs, ils ont 
intégré un module de translittération pour traduire les ENs extraites. 
Pour une centaine de textes, Ben-Harnadou et al. ont trouvé un rappel de 95% et une 
précision de 97%. 
Vu la complexité de la reconnaissance des noms de personne arabes, quelques travaux 
ont traité juste l'extraction de ce type d'EN. Par exemple, Shaalan et Raza (2007) ont 
présenté le système PERA (Person Narne Entity Recognition for Arabie) qui consiste a 
extraire les ENs en arabe. Shaalan et Raza ont utilisé un ensemble de règles, un 
dictionnaire des noms et une grammaire régulière. Traboulsi (2009) a utilisé l'approche 
de la grammaire locale en utilisant un ensemble de règles et un dictionnaire. Elsebai et 
al. (2009) ont utilisé des règles et des mots-clés pour extraire les EN-PERS. 
Poibeau et Group (2003) ont développé un système pour l'extraction des ENs 
multilingues (arabe, chinois, anglais, français, allemand, japonais, finlandais, malgache, 
persan, polonais, russe, espagnol et suédoise). Ils ont utilisé l'approche à base de règle 
en adaptant le même modèle pour chaque langue. 
3.1.2 Approche basée sur les corpus parallèles ou comparables 
Avant de présenter cette approche nous introduisons la définition du corpus parallèle et 
du corpus comparable. 
Corpus parallèle 
Un corpus parallèle est un ensemble de textes dans deux langues différentes qui sont 
alignés au niveau de la phrase, c'est-à-dire des textes en langue source avec leur 
traduction en langue cible (Afli et al., 2012). 
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Exemples de corpus parallèles : 
-Le corpus Hansard du parlement Canadien41 • 
-Le corpus multilingue des Nations Unies UN 42• 
-Le corpus du parlement européen Europarl43. 
Corpus comparable 
Selon Dejean et Gaussier (2002) «Deux corpus de deux langues Ll et L2 sont dits 
comparables s'il existe une sous-partie non négligeable du vocabulaire du corpus en 
langue Ll (respectivement L2) dont la traduction se trouve dans le corpus en langue L2 
(respectivement Ll) ». 
Ainsi, les textes du corpus comparable de la langue source partagent les mêmes idées 
des textes de la langue cible. 
L'alignement des textes dans les corpus comparables n'est pas nécessaire. 
Exemples de corpus comparables : 
Les articles de Wikipédia qui sont disponibles en plusieurs langues. 
Les articles de journaux multilingues. 
Principe de la méthode basée sur les corpus parallèles ou comparables 
Cette méthode consiste à exploiter les corpus parallèles ou comparables pour 
l'extraction des ENs en une langue cible. Elle est divisée en deux phases. 
Phase 1 : l'extraction des ENs du corpus en langue source en utilisant un système 
d'extraction des ENs valide. La langue source est généralement celle qui possède plus 
de ressources linguistiques (par exemple, l'anglais). 
41 http://www.isi.edu/natural-language/downloadlhansard/ 
42 http://www.uncomora.org/ 
43 http://www.statmt.org/europarU 
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Phase 2: la projection cross-linguistique des ENs de la langue source vers la langue 
cible pour avoir les ENs en langue cible. 
La tâche de projection est réalisée de plusieurs façons différentes comme par exemple, 
la translittération des ENs, la traduction des ENs, la recherche dans les dictionnaires 
d'EN et l'alignement au niveau de mots. Dans ce mémoire, nous nous intéressons à la 
méthode de translittération des ENs. 
Projection cross-linguistique des ENs par la translittération 
La projection cross-linguistique des ENs par la translittération consiste à utiliser une 
technique de translittération des ENs reconnues en langues source pour avoir les ENs en 
langue cible. 
La traduction des ENs consiste à utiliser des dictionnaires ou des systèmes de TA pour 
avoir les ENs en langue cible. 
Parmi les premiers travaux de la translittération des noms propres de 1' arabe vers 
l'anglais, il y a le travail de (Arbabi et al., 1994) et celui de (Stalls et Knight, 1998). 
Plus tard, Al-Onaizan et Knight (2002) ont développé un algorithme de translittération 
des noms de personne de 1' arabe vers 1' anglais. Leur algorithme consiste à associer le 
son et l'orthographe à l'aide de machines à états finis. 
Dans la littérature, beaucoup de travaux se sont intéressés à la projection cross-
linguistique en utilisant la translittération des ENs. Nous citons par exemple, le travail 
de Samy et al. (2005) qui ont utilisé un corpus parallèle en arabe et en espagnol, et un 
étiqueteur pour extraire les ENs dans le corpus espagnol. Après l'extraction des ENs en 
espagnol, ils ont trouvé leurs correspondances dans le corpus arabe en appliquant une 
technique de translittération. Leur système est composé de trois modules. Le premier 
module consiste à chercher les ENs de type date dans un lexique préparé auparavant 
puis à extraire les équivalents arabes. Le deuxième module consiste à translittérer les 
EN-PERS ou les EN-LOC de l'espagnol vers l'arabe. La translittération se fait en 
déterminant pour chaque caractère espagnol toutes les équivalents arabes possibles, et 
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en cherchant la meilleure combinaison dans la phrase arabe. Le dernier module consiste 
à chercher les EN-ORG dans un lexique préparé auparavant. Samy et al. ont obtenu un 
rappel de 97.5%, une précision de 84% et uneF-mesure de 90%. 
Aussi, Abdel Fattah et al. (2006) et Abdel Fattah et Ren (2008) ont présenté un modèle 
de translittération des noms propres à partir de corpus parallèles anglais-arabe. Pour 
cela, ils ont d'abord extrait les noms propres en anglais par l'étiqueteur CLAWS4 
POS44. Ensuite, ils ont extrait les noms propres en arabe à l'aide d'un analyseur 
morphologique pour la langue arabe, puis ils ont romanisé ces noms propres. Leur 
méthode de translittération de l'anglais vers l'arabe est basée sur la recherche de 
similarités entre les noms propres en anglais et les noms propres romanisés. 
Semmar et Saadane (2013) ont présenté un modèle de translittération des noms propres 
de l'arabe vers l'écriture latine. Leur système est basé sur la translittération de chaque 
consonne de nom propre en utilisant un automate à états finis. Ensuite, ils ont utilisé 
leur modèle de translittération pour l'alignement de mots à partir de corpus parallèles. 
Les travaux de Abduljaleel et Larkey (2003), de Kashani (2007) et de Kashani et al. 
(2007) consistent à développer un système de translittération des noms propres avec 
l'utilisation d'une méthode d'entraînement de la translittération de chaque phonème. Le 
système de translittération présenté dans (Abduljaleel et Larkey, 2003) est de l'anglais 
vers l'arabe et celui dans (Kashani, 2007; Kashani et al., 2007) est de l'arabe vers 
l'anglais. 
• Extraction des ENs multilingues à l'aide de corpus parallèles 
ll y a quelques travaux qui se sont s'intéressés à l'extraction des ENs en plusieurs 
langues à l'aide de corpus parallèles multilingues. Citons par exemple, le projet 
d'extraction des ENs réalisé par la commission européenne du centre commun de 
44 http://ucrel.lancs.ac.uk/claws/trial.html 
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recherche (European Commission's Joint Research Centre JRC). Ce projet (Steinberger 
et al., 2011)45 consiste à utiliser un ensemble de corpus parallèles multilingues et 
d'annoter automatiquement les ENs dans le corpus en anglais puis de projeter ces ENs 
pour les autres langues. Le même algorithme pour la projection des ENs en anglais est 
appliqué pour toutes les langues du corpus parallèle multilingue. 
Aussi, Ehrmann et al. (2011) se sont intéressés aux corpus parallèles 
multilingues dans les langues : anglais, français, espagnol, allemand, tchèque et russe. 
Avec un système d'extraction des ENs pour l'anglais, ils ont déterminé les ENs en 
anglais puis ils ont projeté les ENs en anglais vers les cinq autres langues. La projection 
a été faite à l'aide de deux méthodes. La première méthode est la traduction de l'EN en 
anglais vers les autres langues en utilisant un système de TAS. La deuxième méthode 
est la recherche de l'EN dans une base de données d'EN multilingue. 
ll y a aussi le travail de Pouliquen et al. qui ont développé un système d'extraction des 
noms de personne à partir de collections de presses multilingues (y inclut 1' arabe) 
(Pouliquen et al., 2005). lls ont intégré dans leur système un modèle de translittération 
en trouvant toutes les écritures possibles d'un nom de personne. 
3.1.3 Approche par apprentissage machine 
L'approche par apprentissage machine est très répandue dans plusieurs domaines tels 
que la bio-informatique, la fmance, 1 'El et le forage de données (Laroche lie, 2009). 
Pour le domaine de reconnaissance des ENs, cette approche consiste à combiner des 
corpus d'entraînement annotés avec des algorithmes d'apprentissage machine, ce qui 
permet d'entraîner le modèle pour extraire les ENs. 
Exemple: On a dans le corpus d'entraînement plusieurs fois le terme abrégé « Mr. » 
suivi d'un terme (ou plusieurs termes) qui est annoté comme étant une EN-PERS. 
45Présentation en ligne http://tln.li.univ-tours.frffin Colloguesmn REN2011/Ehrmann-AT ALA-
20juin201l.pdf, Journée A TALA Entités Nommées- Lundi 20 Juin 2011. 
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Suite à cette observation, le système d'extraction des ENs va annoter les nouveaux 
termes précédés par le terme abrégé« Mr. »comme des EN-PERS. 
Les algorithmes d'apprentissage peuvent se classifier selon le type d'apprentissage 
machine qu'ils emploient. li y a trois types d'apprentissage machine : supervisé, semi-
supervisé et non supervisé46• 
Nous présentons dans les prochaines sous-sections les types d'apprentissage machine 
appliqués en particulier dans le domaine de reconnaissance des EN s. 
Apprentissage supervisé 
L'apprentissage supervisé consiste à utiliser des exemples prédéterminés sous forme de 
corpus annotés d'EN pour réaliser la tâche d'extraction. Elle se déroule en deux étapes: 
la première étape est 1' apprentissage qui consiste à fournir le corpus d'entraînement 
annoté. La deuxième étape consiste à concevoir des règles pour définir les types des 
ENs dans un texte (Sun, 2010). 
Pour que les résultats soient bons dans 1' apprentissage supervisé, le corpus annoté doit 
être de grande taille, ce qui diminue le coût de réalisation de 1' apprentissage en terme de 
temps et d'intervention humaine. 
Parmi les algorithmes d'apprentissage supervisé les plus utilisés, on trouve les chaînes 
de Markov cachée (Bikel et al., 1997), les arbres de décision (Sekine, 1998), l'entropie 
maximale (en anglais, Maximum Entropy) (Berger et al., 1996) et machine à vecteurs de 
support (en anglais, Support Vector Machines) (Vapnik, 1999). 
Apprentissage semi-supervisé 
Cette technique d'apprentissage combine des données étiquetées et des données non 
étiquetées. Cette combinaison permet d'améliorer la qualité de 1' apprentissage, car 
46 http://fr. wikipedia.org/wiki/ Apprentissage automatigue#Types d.27 apprentissage 
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l'intervention humaine est nécessaire pour l'annotation des données non annotées (Blum 
et Mitchell, 1998), mais cela influe sur le coût de cette technique qui reste élevé 
(Larochelle, 2009). 
Apprentissage non supervisé 
Contrairement à l'apprentissage supervisé, la technique d'apprentissage non supervisé 
ne nécessite aucune intervention humaine. Elle repose sur les ressources lexicales 
comme par exemple WordNet47 , sur les schémas lexicaux et sur des statistiques 
calculées à partir d'un corpus large non annoté, c'est-à-dire avec des données brutes qui 
sont considérées comme des données aléatoires (Nadeau et Sekine, 2007). 
Le principe de cette méthode est la division des données en sous-groupes. Les données 
similaires sont associées au même groupe et les données différentes sont dans des 
groupes différents48 • 
Exemple de travaux sur l'extraction des ENs par l'apprentissage machine 
Une série de travaux de Benajiba et al. est basée sur une approche d'apprentissage 
machine a été réalisée. Premièrement, Benajiba et al. (2007) ont construit le corpus 
ANERcorp et les gazetteers49 ANERgazet pour développer le système ANERsys. 
ANERsys est un système d'extraction des ENs pour la langue arabe qui est basé sur 
l'algorithme d'apprentissage statistique d'entropie maximale. Le corpus d'apprentissage 
automatique du système ANERsys est de 125 000 mots et le corpus de test est de 25 000 
mots. Les résultats obtenus par ce système ont donné un rappel de 37.51%, une 
précision de 51.39% et uneF-mesure de 43.36%. 
47 http://wordnet.princeton.edu/ 
48 Extrait du lien http://fr.wikipedia.org/wiki/Apprentissage non supervis%C3%A9 
49 Un gazetteer est une liste d'EN de différentes types (Mikheev et al., 1999). 
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Ensuite, le système ANERsys a été amélioré à ANERsys 2.0 (Benajiba et Rosso, 2007). 
L'amélioration a été faite pour reconnaître les noms propres longs en combinant 
l'approche du maximum d'entropie avec l'étiquetage morphosyntaxique. ANERsys 2.0 
a donné des résultats améliorés par rapport à 1' ancienne version ANERsys. Le rappel a 
été amélioré à 49,04 %, la précision a été améliorée à 63,21% et la F-mesure a été 
améliorée à 55,23 %. 
Pour améliorer encore la précision de ANERsys, Benajiba et Rosso (2008) ont utilisé un 
autre modèle probabiliste qui est les champs markoviens conditionnels (CMC) (en 
anglais, Conditional Random Fields) (Lafferty et al., 2001). lls ont ajouté aussi la 
segmentation (en anglais, tokenisation) des données, ce qui amène à de meilleurs 
résultats. 
Benajiba et al. (2008) ont utilisé les deux modèles probabilistes CMC et machine à 
vecteurs de support (MVS)50 (Vapnik, 1999) pour développer un système d'extraction 
des ENs. Leur système intègre aussi les caractéristiques lexicales, syntaxiques et 
morphologiques. À l'aide des modèles CMC et MVS, ils ont attribué un classificateur à 
chaque type d'EN. Ensuite, ils ont combiné tous les classificateurs pour le système 
global d'extraction des ENs. 
Dans sa thèse, Benajiba (2009) a testé la première version de ANERsys (Benajiba et al., 
2007) en utilisant trois types de modèles d'apprentissage: entropie maximale, MVS et 
CMC. ll a obtenu les meilleurs résultats par la combinaison des trois modèles à la fois. 
Un autre travail basé sur l'apprentissage machine est celui de Mohammed et Nazlia 
(2012) qui ont développé un système d'extraction des ENs en arabe avec l'utilisation 
des réseaux de neurones. Premièrement, ils ont prétraité le texte en entrée qui est en 
langue arabe. Ensuite, ils ont converti les phrases de ce texte en caractères romains, puis 
ils ont classifié les types de mots en utilisant les réseaux de neurones. Les réseaux de 
50 http://www.support-vector.net/ 
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neurones consistent à apprendre la reconnaissance automatique des types d'EN et à 
prendre des décisions intelligentes basées sur les données disponibles. Le système de 
Mohammed et Nazlia a obtenu une F-mesure de 69.90% pour les EN-PERS, 43.30% 
pour les EN-LOC, et 59.20% pour les EN-ORG. 
Aussi, Gahbiche-Braham et al. (2012) et Gahbiche-Braham et al. (2014) ont développé 
un système d'extraction des ENs basé sur l'apprentissage supervisé en utilisant les 
algorithmes d'apprentissage statistiques CMC avec l'outil Wapiti (Lavergne et al., 
2010). Ensuite, ils ont adapté leur système à un apprentissage non supervisé (auto-
apprentissage), et les résultats ont été améliorés après l'adaptation. 
3.1.4 Extraction des entités nommées à partir de Wiképdia 
Wikipédia est un projet d'encyclopédie collective établie sur Internet, universelle, 
multilingue et fonctionnant sur le principe du wiki. Wikipédia a pour objectif d'offrir un 
contenu librement réutilisable, objectif et vérifiable, que chacun peut modifier et 
améliorer51 . C'est est une ressource riche d'EN en plusieurs langues, et beaucoup de 
travaux se sont intéressés à l'utiliser comme corpus de test ou d'apprentissage. Par 
exemple, nous citons le travail de Attia et al. (20 1 0) qui consiste à construire un lexique 
de noms de personne et de noms d'organisation à partir de Wikipédia et WordNet en 
arabe. Attia et al. ont adapté la méthode MINELex (Multilingual, Interoperable Named 
Entity Lexicon) (Toral, 2009) pour la langue arabe. 
Alotaibi et Lee (2012a) et Alotaibi et Lee (2012b) ont présenté une nouvelle approche 
d'extraction des ENs à partir de Wikipédia en arabe. Ds ont classifié les articles en un 
ensemble d'EN. Ils ont utilisé quatre types de classification: naïve bayésienne, naïve 
bayésienne multinomiale, MVS et la descente de gradient stochastique. Ds ont pris en 
considération dans leur classification le format des articles de Wikipédia et les 
caractéristiques de la langue arabe. Par la suite, ils ont complété leur projet par le 
51 Extrait de site Web http://fr.wikioedia.org/wiki/Wikip%C3%A9dia:Accueil principal 
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développement d'un système pour créer automatiquement un corpus et une liste d'EN 
arabes à partir de Wikipédia (Alotaibi et Lee, 2013). 
Mohit et al. (Mohit et al., 2012) ont présenté le modèle ROP (Rappel-Orienté 
Perceptron) pour la détection des ENs à partir de Wikipédia en arabe. Dans leur travail, 
ils ont modifié les critères de l'apprentissage supervisé avec l'utilisation des données 
non annotées, ceci en intégrant une phase d'auto-entraînement. lls ont réussi à améliorer 
le rappel mais avec dégradation de la précision. lls ont développé aussi un petit corpus 
d'articles de Wikipédia en arabe via un schéma d'annotation des EN s. Ce corpus couvre 
quatre domaines thématiques : histoire, technologie, science et sport. ll est accessible en 
ligne sur le site Web http://www.ark.cs.cmu.edu/AQMAR. 
Wikipédia est utilisée aussi pour la construction de terminologie bilingue ou multilingue 
(voir les travaux de (Sadat, 2010; Sadat et Terrasa, 2010; Patry et Langlais, 2011; Mohit 
et al., 2012; Sellarni et al., 2012; Sellarni et al., 2013)). 
Dans ce mémoire, nous utilisons Wikipédia comme un corpus parallèle pour 
l'Extraction des ENs en arabe. 
3.1.5 Approche hybride 
L'approche hybride consiste à combiner 1' approche à base de règles et 1' approche 
d'apprentissage pour l'extraction des ENs. Cette combinaison permet de produire un 
système idéal qui profite des avantages de l'utilisation des deux approches : symbolique 
et statistique (Zribi et al., 2010). Dans cette approche, les règles sont généralement 
apprises automatiquement mais elles doivent être révisées par un expert (Poibeau, 2001; 
Mansouri et al., 2008). 
Mansouri et al. (2008) ont présenté une étude comparative entre les trois approches : à 
base de règles, à base d'apprentissage machine et hybride. Cette étude a montré que 
l'approche hybride donne de bons résultats par rapport aux deux autres approches. 
Parmi les systèmes d'extraction des ENs basés sur l'approche hybride, nous citons le 
système décrit dans (Azab et al., 2013) . Ce système consiste à automatiser le choix 
52 
entre la traduction et la translittération des ENs de 1' anglais vers 1' arabe. Pour cela, 
Azab et al. ont suivi 1' approche basée sur les corpus parallèles combinée avec la 
technique d'apprentissage 'machine à vecteurs de support' pour entraîner leur système à 
choisir entre la translittération et la traduction des ENs. Le résultat de leur système est 
un lexique bilingue d'ENs. 
ll y a aussi le système présenté dans (Zribi et al., 20 10) qui est composé de deux 
phases: la phase d'analyse morphologique du texte en arabe et la phase d'extraction 
automatique de règles pour détecter les ENs selon leur type. Ce système a été combiné 
avec 1' algorithme d'apprentissage des règles RIPPER, qui utilise un ensemble 
d'attributs représentant les éléments les plus influents sur le résultat d'apprentissage. 
Zribi et al. ont choisi d'utiliser deux types d'attributs pour l'extraction des règles: 
attributs morphologiques et attributs à base de lexique de noms propres. lls ont étudié 
les cinq mots qui sont situés avant et après le mot à classer. Quatre caractéristiques 
morphologiques ont été étudiées dans leur système : la catégorie et le type du mot, le 
proclitique et le type du proclitique qui est rattaché à ce mot. 
Aussi, le système présenté dans (Oudah et Shaalan, 2013) est basé sur l'approche 
hybride. Ce système est formé de deux composants. Le premier composant est à base de 
règles avec l'utilisation de la plateforme GATE52. Le deuxième composant est à base 
d'apprentissage machine en utilisant trois techniques d'apprentissage qui sont: l'arbre 
de décision, la MVS et la régression logistique. Le système développé a été testé sur le 
corpus ANERcorp de (Benajiba et al., 2007) et a donné un rappel de 94,9%, une 
précision de 94.2% et une F-mesure de 94.5%. 
3.2 Traduction automatique 
La recherche en TA a commencé avec 1' apparition des ordinateurs. Le premier système 
de TA est un système présenté par ffiM en 1954 qui fait la traduction des phrases du 
russe vers l'anglais (Elyan, 2012). Dans les années 1960, pendant la guerre froide, des 
52 GATE est disponible dans le lien http://gate.ac.uk/ 
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besoins spécialement militaires et politiques de la traduction des articles russes vers 
l'anglais (ou l'inverse) apparaissent (Goudet, 2008). En 1966, le rapport ALPAC (en 
anglais, Automatic Language Processing Advisory Committee) concluait à 
l'impossibilité de fournir une TA de qualité (Grass, 2010). En 1968, Peter Toma a 
conçu le système de TA pour la compagnie SYSTRAN53 qui est considérée comme 
1' acteur mondial et pionnier des technologies de traduction. Ce système est basé sur des 
règles écrites par 1 'humain manuellement. 
Ensuite, avec l'évolution de l'utilisation d'Internet, la TA a connu une popularité dans 
le Web par l'intermédiaire de plusieurs systèmes de TA, comme Google Translate, 
Microsoft Translate54, etc. 
Comme nous avons vu dans le chapitre II, il y a trois paradigmes de la TA qui sont la 
TA à base de règles, la TA guidée par l'exemple et la TAS. Cependant, la TAS est la 
plus utilisée dans la littérature (Gahbiche-Braham, 2013). 
Nous nous intéressons dans cet état de l'art aux TAS depuis ou vers la langue arabe, 
mais nous présentons d'abord quelques problèmes de la TAS. 
3.2.1 Les problèmes de la traduction automatique statistique 
Les systèmes de TAS ont connu un développement très important dans les dernières 
années. Cependant, il y a quelques problèmes qui se posent dans le déroulement de la 
procédure de réalisation d'un système de TAS. Le premier problème est lié au 
traitement des noms propres et les MHV. Ce problème est traité dans plusieurs travaux, 
car les ENs et les MHV sont très fréquents dans la majorité des textes et corpus, et une 
mauvaise traduction de ce type de terme peut influencer le sens de la traduction de la 
phrase. 
Pour illustrer ce problème, prenant l'exemple suivant (Azab et al., 2013) : 
53 http://www .systranet.cornltranslate/ 
54 http://www.bing.com/translator 
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On a la phrase suivante en anglais: 'Dudley North was an English merchant' et on veut 
la traduire à l'aide d'un système de TAS vers l'arabe. 
Si l'EN-PERS «Dudley North» n'est pas reconnue, le système de TAS donne la 
traduction suivante : 
~~'il _r.o.\.:î ~~~ ~J.l~Jts (kAn dwdly Al$mAlyp tAjr AlAnjlyzyp 1 Nord du Dudley 
est le concessionnaire de 1' Angleterre ) . Cette traduction est fausse et pour avoir une 
traduction correcte, l'EN 'Dudley North' doit être translittérée ce qui donne la 
traduction suivante : 
'-i~' _r.o.w ~.J~ ~J.l 0ts (kAn dwdly nwrv tAjr Anjlyzy 1 Dudley Nord était 
concessionnaire anglais). 
La reconnaissance des ENs constitue donc une amorce importante dans un système de 
TAS (Ehrmann, 2008) (Agrawal et Singla, 2010). 
D'autres types de termes posent aussi un problème pour les systèmes de TAS comme 
par exemple les acronymes, les expressions poly lexicales et les mots composés. 
Un autre problème de la TAS est lié à la faible disponibilité de corpus parallèles. Mais 
ce problème peut être résolu par la construction d'un corpus parallèle à partir de corpus 
comparables qui sont plus accessibles par rapport aux corpus parallèles. 
3.2.2 Traduction depuis ou vers la langue arabe 
La langue arabe est l'une des premières langues étudiées en TA (Zughoul et Abu-
Alshaar, 2005). La traduction depuis ou vers la langue arabe est une tâche complexe. En 
effet, les termes en arabe possèdent de nombreuses variantes orthographiques, 
notamment sur les noms propres (ENs), ce qui multiplie les formes inconnues dans les 
textes (Gahbiche-Braham et al., 2012). Donc, la reconnaissance des ENs en arabe peut 
améliore la traduction depuis ou vers cette langue. 
ll y a différentes solutions pour l'amélioration des systèmes de TA à l'aide des ENs. 
Une de ces solutions est l'utilisation des lexiques d'ENs. Une autre solution est 
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l'utilisation d'un système de translittération et d'un système de reconnaissance des ENs 
en langue source. 
Dans la littérature, on trouve des chercheurs qui exploitent les ENs pour la TAS. Parmi 
les exemples, on cite les travaux (Kashani et al., 2007; Hermjakob et al., 2008; 
Gahbiche-Braham et al., 2014; Sellami et al., 2014) qui ont montré une bonne 
amélioration de la TAS en introduisant un système propre aux ENs spécifiquement pour 
la langue arabe. 
3.3 Conclusion 
Dans ce chapitre, nous avons présenté un état de 1' art sur les deux domaines étudiés 
dans notre mémoire qui sont 1' extraction des ENs et la TA. 
Pour les ENs, nous avons commencé par la description des différentes approches 
d'extraction des ENs. L'approche symbolique est ancienne et les premiers systèmes 
l'utilisaient pour le développement de leurs algorithmes (Nadeau et Sekine, 2007). Mais 
malgré son ancienneté, elle est encore utilisée aujourd'hui en raison de sa simplicité et 
de sa rapidité, mais à la condition d'avoir une connaissance approfondie de la langue 
des ENs pour le développement des règles. Cependant, dans le cas où l'utilisation des 
règles manuelles ne réussit pas à reconnaître les ENs, il faut utiliser des bases de 
données pour rechercher les EN s. Cette hypothèse rend 1' approche à base de règles 
limitée, car la capacité du système dépend de la taille de la base de données et le 
système ne peut reconnaître les nouvelles ENs qui ne s'y trouvent pas (Nguyen, 2007). 
L'approche par apprentissage machine nécessite des corpus d'entraînement annotés qui 
ne sont pas toujours disponibles ou qui doivent être entièrement construits. 
Les corpus parallèles ou comparables sont des ressources très importantes pour les 
applications du TALN, notamment pour l'El, la TA et l'annotation des ENs cross-
linguistique. C'est la raison pour laquelle ces ressources sont devenues très utilisées 
dans la littérature (Ehrmann et al., 2011). 
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Dans ce mémoire, pour répondre aux objectifs fixés, nous avons opté pour la méthode 
d'extraction des ENs basée sur les corpus parallèles pour la paire de langues anglais-
arabe. Pour projeter les ENs en anglais vers l'arabe, nous avons utilisé une technique de 
translittération qui sera détaillée dans le chapitre IV. 
Pour la TA, nous avons présenté d'abord les problèmes de la TAS ensuite, nous avons 
concentré sur les travaux de TAS qui utilisent la langue arabe comme langue source ou 
cible. Dans ce mémoire, un système de TAS a été développé pour expérimenter les 
lexiques bilingues d'ENs construits à l'aide de notre méthode de translittération. 
CHAPITRE IV 
MÉTHODOLOGIE 
4.1 Introduction 
L'objectif principal de notre mémoire est l'extraction des ENs par la projection cross-
linguistique en utilisant des corpus parallèles pour la paire de langues anglais-arabe. 
Cette méthode automatique d'annotation ou d'El consiste à exploiter des ressources et 
des outils disponibles pour une langue source pour 1' extraction des informations pour 
une autre langue cible (Ben Abacha et al., 2012). Le passage par les corpus parallèles 
alignés en deux langues source et cible est imposé dans la méthode de projection cross-
linguistique. Cette dernière est une méthode efficace aussi pour l'extraction 
d'informations multilingues, et elle est utilisée par exemple dans le projet JRC-Names 
d'extraction des ENs multilingues réalisé par la Commission européenne du centre 
commun de recherche (Steinberger et al., 2011). 
Dans ce mémoire, notre méthode de projection consiste à développer un modèle de 
translittération des ENs du corpus source vers la langue cible pour extraire les ENs du 
corpus cible. 
La contribution de notre méthode de translittération se traduit premièrement par la 
production de corpus annotés pour une langue complexe comme 1' arabe, et 
deuxièmement par la construction de lexiques bilingues d'ENs pour deux langues 
complètement différentes du point de vue morphologique. 
Pour évaluer la qualité des lexiques bilingues d'ENs construits, nous avons développé 
un système de TAS auquel nous introduisons ces lexiques pour améliorer la traduction. 
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Une partie de ce chapitre est consacrée à l'explication de la démarche suivie pour la 
construction de notre système de TAS. 
4.2 Extraction des entités nommées 
Dans cette section, nous commençons par l'illustration de l'architecture générale de la 
solution pour l'extraction des ENs en arabe. Ensuite, nous présentons notre 
méthodologie pour la construction de lexiques bilingues d'ENs. 
4.2.1 Architecture générale de la solution proposée 
La figure 4.1 montre l'architecture générale de notre solution pour l'extraction des ENs 
en arabe à partir de corpus parallèles. Cette architecture s'articule autour de quatre 
procédures suivantes : 
1- L'alignement des corpus parallèles: l'alignement est fait au niveau des phrases en 
utilisant 1' outil Hunalign55. 
2- Prétraitement du corpus source (anglais) et du corpus cible (arabe): le 
prétraitement du corpus source est fait par 1' outil NER de Stanford56, et le 
prétraitement du corpus cible est faite par un ensemble de règles manuelles. 
3- Extraction des ENs du corpus source: l'extraction des ENs du corpus source est 
faite par 1' outil NER de Stanford qui donne un corpus source annoté. 
4- Extraction des ENs du corpus cible : cette procédure est réalisée par une méthode 
de projection cross-linguistique en utilisant un modèle de translittération des ENs de 
la langue source vers la langue cible. 
55 Hunalign est un outil d'alignement disponible en ligne dans le lien 
http://mokk.bme.hu/en/resources/hunalign/ 
56 http://nlp.stanford.edu/ 
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Figure 4.1 Architecture de la solution d'extraction des ENs en arabe 
Alignement au niveau de phrase 
Liste de mots vides 
Outil NER 
corpus source 
Paires de phrases parallèles alignées 
Prétraitement des corpus 
Extraction des EN du corpus cible 
(Projection cross-linguistique) 
translittération 
Lexique bilingues d'EN 
(anglais-arabe) 
Corpus cible 
annoté 
4.2.2 Prétraitement des corpus 
Parmi les étapes les plus importantes durant le développement d'une application de 
TALN, il y a l'étape de prétraitement de données. L'objectif de cette étape est de traiter 
les données avec des processus unifiés et non une multitude de processus adaptés à tous 
les cas possibles (Heitz, 2006). 
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Prétraitement du corpus en langue source 
Nous avons utilisé la langue anglaise comme une langue source à cause de sa richesse 
en terme de ressources linguistiques destinées pour la recherche gratuitement. L'outil 
NER de Stanford est l'une de ces ressources. C'est un système d'extraction des ENs 
basé sur l'approche statistique (Finkel et al., 2005). L'utilisation de cet outil ne nécessite 
qu'un texte avec des données brutes c'est-à-dire sans passer par l'étape de prétraitement 
qui est incluse dans 1' outil NER de Stanford. 
Prétraitement du corpus en langue cible 
Nous avons utilisé la langue arabe comme une langue cible. Cette langue possède 
quelques caractéristiques particulières qui rendent nécessaire le passage par 1' étape de 
prétraitement de données. L'agglutination des mots en arabe est l'une de ces 
caractéristiques. Les ENs en arabe peuvent être agglutinées avec des préfixes ou des 
suffixes qui nécessitent une segmentation. 
Les deux étapes les plus connues dans la phase de prétraitement d'un texte sont la 
segmentation et la suppression des mots vides (en anglais, stop words). Nous décrivons 
chacune de ces étapes dans les sous-sections suivantes . 
./ La segmentation 
Pour identifier les lexèmes de la phrase en arabe, nous avons utilisé quelques règles de 
segmentation. Ces règles consistent à séparer les préfixes et les suffixes de la racine. 
Nous avons choisi les préfixes et les suffixes qui apparient souvent avec les ENs comme 
par exemple l'article: JI (Al-le ou la), les phonèmes y (b), .J (w), JI.J (wAl) . 
./ La suppression des mots vides 
Les mots vides sont des mots qui sont très fréquents dans les textes, mais portent peu de 
sens et ont surtout une fonction syntaxique (Abu El-Khair, 2006). Par exemple, pour 
1' anglais, les prépositions, les articles et les pronoms sont des mots vides. 
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La suppression des mots vides est une étape importante, car elle diminue 1' espace de 
recherche. Par exemple dans le cas d'extraction des ENs, les mots vides ne représentent 
jamais une EN, donc il faut les supprimer pour réduire la taille du texte. Dans notre cas, 
nous avons collecté une liste de mots vides à partir du Web57, puis nous avons supprimé 
ces mots s'ils existent dans la phrase en arabe. 
4.2.3 Extraction des entités nommées à partir du corpus source 
Nous avons choisi 1' outil NER de Stanford58 pour annoter le corpus source. Cet outil 
prend en entrée un texte et produit le même texte annoté par les ENs avec les balises 
<PERSON> et <IPERSON> pour les EN-PERS, <LOCATION> et <!LOCATION> 
pour les EN-LOC et <ORGANIZA TION> et <IORGANIZATION> pour les EN-ORG. 
L'appendice B contient un exemple d'annotation des ENs par l'outil NER de Stanford. 
4.2.4 Normalisation des phonèmes arabes 
La langue arabe possède 28 phonèmes pouvant être écrits en trois façons : au début du 
mot (position initiale), au milieu du mot (position médiane) ou à la fm du mot (position 
finale). Le tableau 4.1 59 illustre les différents phonèmes arabes avec leurs différentes 
modes d'écritures, le nom du phonème, la translittération selon la norme DIN-31635 
pour la translittération de l'arabe et le son du phonème. 
57 Les mots vides ont été extraits à partir des liens https://code.google.com/p/stop-words/ et 
http://sourceforge.net/projects/arabicstopwords/ 
58 Disponible en téléchargement sur le lien http://nlp.stanford.edu/software/CRF-NER.shtml#Download 
59 http://fr. wikioedia.org/wiki/ Alphabet arabe 
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Tableau 4.1 Les phonèmes arabes 
Isolée Initiale Médiane Finale Nom Translittération Son DIN-31635 
i.S ,_; ,J '1 Hamza ' ? ç. 
1 
-
t 'alif a/â a: 
<..,J ~ ~ <..,J ba' B b 
u ,j ,j u ta' T t 
0 . . 0 ta' 1 e .J .J 
( .:;.. .:;.. ~ Gïm G <13 
c: ..::.. ..::.. c: ];la' 1;1 h 
t ..:.. ..:.. ~ Q.a' Q./b x 
~ 
-
~ Dâl D d 
j 
-
j dal d ô 
..) - ..) ra' R r 
j -
..) Zay z z 
ù" .... .... ù" Sïn s s 
. . • • Sïn s f ù" .... .... ù" 
~ ..... ..... ~ ~ad ~ s' 
c..>'> .....;, .....;, c..>'> <;lad Q d', è:l 
.b .b .b .b ta' t t' 
1. 1. 1. 1. ~· ? z', ô' 
t .c. ' ayn ' 1' '}'i .a. t 
t i;. .ir. ~ Gayn G y 
1....1 .! .i 1....1 fii' F f 
L5 .§ :i L5 Qaf Q q 
~ .s. .s. ~ Kaf K k 
J l l J Lam L 1 
r .A .A r Mïm M rn 
ü ,j ,j ü Nün N n 
G À .. 
"' 
ha' H h 
.J - .J Waw w wouu 
~ :! 
"' 
ya' y joui 
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Quelques phonèmes arabes peuvent avoir le même son en anglais par exemple, le son en 
anglais des phonèmes \.>-'' et '~Y"' est 'S'. 
Cette hypothèse nous a permis d'introduire une méthode de normalisation de quelques 
phonèmes arabes vers un seul phonème. Cette méthode est utile dans la phase de 
comparaison des translittérations des ENs en anglais avec les lexèmes de la phrase 
arabe, ce qui permet d'accélérer l'exécution de la procédure de translittération des ENs. 
Dans la littérature, la normalisation du phonème hamza a été faite dans plusieurs 
travaux. Cette tâche simplifie le traitement des mots en arabe qui contiennent ce 
phonème. 
Dans notre cas, nous avons ajouté à la normalisation du phonème hamza d'autres 
normalisations de quelques phonèmes arabes en utilisant les règles suivantes : 
Règle 1 : Les phonèmes arabes qui ont une prononciation semblable en anglais sont 
normalisés en un seul phonème. 
Exemple: 
La normalisation du phonème '~· (D) vers le phonème '.::.' ( d) dans le nom de 
personne 'Jt,....;:..i' (nDAl 1 Nidal) donne le mot 'JI.::..i' (ndAl 1 Nidal). 
Règle 2 : Les phonèmes arabes qui peuvent être ensemble dans les translittérations 
possibles de plusieurs phonèmes en anglais sont normalisés en un seul phonème. 
Exemples: 
1- La normalisation des phonèmes 'u.a' (S), \s' (Y), 'l' (A) dans le nom de personne 
\.s ) .• ~1 ~l' (Alsyd >nSArY 1 Mr. Ansari) donne '~1 !J) .... .JI' (Alsyd AnsAry 1 
Mr. Ansari). 
2- La normalisation du phonème 'Ji.' ($)dans le nom de personne '4:!.JL.t_,.... ~l' (Aisy 
sw$ArybA 1 Mr. Sucharipa) donne '4:!) ...... _,.... ~l' (Alsyd swsArybA 1 Mr. Suchripa) 
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Règle 3: Normaliser toutes les phonèmes avec la kashida (ou tatweel - ) vers des 
phonèmes sans kashida (Habash et Roth, 2008). 
Exemple: 
La normalisation des phonèmes 'Ï' Cl) et 'j' (z) et la suppression du kashida dans le 
phonème '-i (y) pour le nom de personne 'j.o.:~tsLA ~.:~' (dyfyd m.Akldrnz 1 David 
Makadamz) donne le nom \..>.o.A.li.S.LA ~· (dyfyd mAkAdms 1 David Makadamz). 
Règle 4 : Enlever tous les signes diacritiques (Habash et Roth, 2008). 
Exemple: 
La suppression des signes diacritiques de nom de personne '~_;.1.5. 0$-.~' 
(sibaAsotoyaAno kaAbNwto 1 Sebastian Cabot) donne le nom de personne ' 0~'-!,... 
ü.J-!I.S.' (sbAstyAn kAbwt 1 Sebastian Cabot). 
Dans notre procédure de translittération, les phonèmes qui ont été normalisés sont 
illustrés dans le tableau 4.2. 
Tableau 4.2 Normalisation des phonèmes arabes 
Les phonèmes normalisés Phonème de normalisation 
Le phonème harnza avec toutes ses écritures Le phonème alif sans harnza 1 
(1 1 ï . t..s 0) 
'. ' ' J' ., ~' 
~(y) ':?(y) 
..l:a (z), ~ (D), ~*) .l (d) 
'ô (p), ..b (T), 6 (v) ü (t) 
l5 (q), t (x),~ G) ~ (k) 
U"" (S), j (z), J. ($) U" (s) 
4.2.5 Algorithme d'extraction des entités nommées arabes à partir du corpus 
source 
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Dans cette sous-section, nous présentons le pseudo-code de notre méthode d'extraction 
des ENs en une langue source en utilisant l'approche de corpus parallèles. 
Nous utilisons les notations suivantes : 
L 1 : langue source 
L2 : langue cible 
C(Ll-L2): corpus parallèle aligné pour les deux langues Ll et 12 
CA(Ll): corpus en langue Ll annoté par les ENs. 
CA(L2): corpus en langue L2 annoté par les ENs. 
Lex(EN-PERS): lexique bilingue d'EN-PERS. 
Lex(LOC-PERS): lexique bilingue d'EN-LOC. 
Lex(ORG-ORG) : lexique bilingue d'EN-ORG. 
ENS : entité nommée en langue source 
ENC-Norm: entité nommée en langue cible avec des phonèmes normalisés. 
ENC: entité nommée en langue cible 
CT: une combinaison de translittération d'une EN en langue source. 
Remarque: Chaque phonème de l'EN en langue source peut avoir une ou plusieurs 
translittérations en langue cible (voir tableau 4.3). Donc on aura plusieurs possibilités de 
translittération de chaque lexème de cette EN. On appelle les possibilités de 
translittération les combinaisons de translittération. 
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Pseudo-code Extraction-EN 
Début 
Entrée: C(L1, L2) 
Sortie : CA(L2), Lex(EN-PERS) , Lex(EN-LOC), Lex(EN-ORG). 
Étape 0 : Créer des lexiques vides Lex(EN-PERS), Lex(EN-LOC), Lex(EN-ORG) 
Étape 1 :Extraction des ENs en langue source 
• Prétraitement du corpus source 
• Annoter le corpus source par l'outil NER de Stanford pour avoir CA(L1) 
Étape 2 : Extraction des ENs en langue cible 
Prétraitement du corpus cible 
Tant que fin du corpus en langue cible (ou langue source) non atteinte Faire 
Normalisation des phonèmes de la phrase du corpus cible 
Tant qu'il y a des ENS dans la phrase du CA (L1) 
• Projection d'ENS vers la langue cible 
Tant qu'il y a encore des combinaisons de translittération possibles 
d'ENS vers la langue cible Faire 
1- Si une combinaison de translittération CT d'ENS existe dans la 
phrase du corpus cible Alors 
• ENC-Norm reçoit CT 
• ENC reçoit l'ENC-Norm après la suppression des normalisations 
des phonèmes 
• Ajouter la paire d'EN (ENS, ENC) à l'un des lexiques Lex(EN-
PERS), Lex(EN-LOC), Lex(EN-ORG) selon le type d'ENS. 
• Annoter ENC dans la phrase du corpus cible. 
• Sortie de la boucle courante 
2- Si CT n'existe pas dans la phrase du corpus cible Alors 
• Passer à la prochaine combinaison de translittération d'ENS 
• Passer à la prochaine ENS dans la phrase source 
Passer à la prochaine phrase en langue source et à la prochaine phrase en 
langue cible 
4.2.6 Méthode de projection cross-linguistique 
Pour réaliser la procédure de projection cross-linguistique, nous avons développé une 
méthode de translittération des phonèmes de l'EN en langue source vers la langue cible. 
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Notre méthode de translittération nécessite un corpus parallèle bilingue. Elle 
consiste (1) à trouver, pour chaque phonème de l'EN en langue source, toutes les 
translittérations possibles en langue cible et (2) à trouver la bonne combinaison des 
phonèmes translittérés dans la phrase cible. 
Pour la translittération de l'anglais vers l'arabe, les voyelles peuvent n'avoir aucune 
translittération vers l'arabe. Ceci, car les voyelles peuvent être les équivalents des signes 
diacritiques en arabe qui ont été enlevés dans la phase de normalisation des phonèmes 
arabes. Par exemple, les voyelles 'o', 'a' et 'e' dans le nom de personne 'Mohamed' 
n'ont aucune translittération vers l'arabe, et donc la translittération de nom de personne 
'Mohamed' vers l'arabe est le nom de personne~ (mHmd). 
D'autres phonèmes comme le 'c', 'h' et 's' peuvent n'avoir aucune translittération vers 
l'arabe. Les deux phonèmes 'c' et 'h' combinés (ch) peuvent être prononcées comme 
'h' tout seul ou 'c' tout seul ou les deux 'ch'. Le phonème 's' se trouve dans plusieurs 
cas à la fm de 1 'EN et donc il ne se prononce pas comme, par exemple, le nom de lieu 
'Athens' qui est translittéré vers l'arabe à 't.i:=il' (>vynA 1 Athènes). 
Les translittérations possibles des phonèmes de la langue anglais vers la langue arabe 
sont illustrées dans le tableau 4.3. 
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Tableau 4.3 Les translittérations possibles des phonèmes anglais vers 1' arabe 
Phonème Translittérations possibles vers l'arabe 00 
A Null, \u0627 (1), \u064A ('-,?), \u062A (ü), \u0639 (t). \u0639\u0627 (\.c), 
\u0627\u064A ('-,?1) 
B \u0628 (Y) 
c \u0633 (U"), \u0643 (~). \u062A (ü), \u062A\u0633(u ... i) 
D \u062F (.l), \u062A (ü), Null 
E Null, \u0639 (t), \u0627 (1), \u064A ('-,?), \u0648 (.J), \u0639\u064A (~ ), 
\u0627\u064A ('-,?1) 
F \u0641 (u) 
G \u063A (Ê:), \u0643 (~). \u064A ('-,?), Null 
H Null, \u062D (c), \u064A ('-,?), \u062A (ü), \u0627(1) 
1 Null, \u064A ('-,?), \u0627 (1), \u0639 (t), \u0627\u064A ('-,?1) 
J \u0643 (~). \u0627 (1), \u064A('-,?) 
K \u0643 (~) 
L \u0644 (J), \u064A ('-,?), Null 
M \u0645 (r) 
N \u0646 (0) 
0 Null, \u0648 (.J), \u0627(1), \u0627\u0648 (.JI), \u0639 (t) 
p \u0628 (Y), \u0641 (u) 
Q \u0643 (~) 
R \u0631 (_;), \u063A (t), \u0627 (1) 
s \u0633 (U"), \u062A (ü), Null 
T \u062A (ü), \u062F (.l) 
u Null, \u0627 (1), \u0648 (.J), \u0648\u064A ('-,?.J), \u064A\u0648 (.J:!) 
v \u062A (ü), \u0641 (u) 
w \u0648 (.J), \u0641 (u) 
x \u0643 (~). \u0627\u0643\u0633 (~1), \u0643\u0633 (~) 
y Null, \u0627 (1), \u064A ('-,?) 
z \u0633 (U"), \u062F ( .l) 
60 Représentation par le code Unicode 
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Exemple: 
Le tableau 4.4 illustre des exemples de translittérations du phonème 'a' avant de passer 
par 1' étape de normalisation des phonèmes arabes. 
Tableau 4.4 Exemples des translittérations du phonème 'a' sans normalisation des 
phonèmes arabes 
Phonème Translittération Anglais Arabe 
Buckwalter 
1 A Ahmed ~I(AHmd) 
1 > Ahmed ~I(>Hmd) 
ï 1 Adem ~ï Cldm) 
j & Mua y ad .ll_jA (m&yd) 
b p Amin a ~~ (Amynp) 
t E Adnan üllic (EdnAn) 
\..c. EA A del J,l\..c. (EAdl) 
b H Dalila ~(Dlylh) 
4 y A Giacomelli ~fit#-
(gyAkwmyly) 
!.S y Salma ~(slmY) 
~ ' Haifa ~~ (hyfA') 
La normalisation des phonèmes arabes permet de diminuer le nombre de 
translittérations possibles de quelques phonèmes anglais. Cela réduire donc le nombre 
de combinaisons des translittérations possibles d'une EN. 
Par exemple, dans le tableau 4.4, après la normalisation des phonèmes arabes, nous 
avons éliminé les translittérations vers les phonèmes ~. <.S, o , 1, ï, ), 'b. 
70 
Le tableau 4.5 illustre quelques exemples des différentes translittérations possibles du 
phonème 'a' après la normalisation des phonèmes arabes. 
Tableau 4.5 Exemples des translittérations du phonème 'a' après normalisation des 
phonèmes arabes 
phonème Translittération Exemples 
Buckwalter 
Anglais Arabe non Arabe 
normalisé Normalisé 
1 A Ahmed ~l(>Hmd) ~I(AHmd) 
Adem ~~ Cldm) ~~ (Adm) 
Mua y ad .l.l...)-o (m&yd) .l,!l... (mAyd) 
Ami na ~\ ~I(AmynA) 
(Amynp) 
Dalila ~~ (dlylh) )yb (dlylA) 
Salma ~(slmY) W... (simA) 
Haïfa ~~ (hyfA') 1~ (hyfAA) 
t E Adnan <.JÜ.k. (EdnAn) 
tc EA A del ~tc (EAdl) 
4 y A Giacomelli ~fi4ë 
(gyAkwmyly) 
Comparaison d'une combinaison de translittération avec un lexème en arabe 
Après la détection des ENs du corpus source (anglais), on procède par une projection 
sur le corpus cible (arabe). Pour cela, chaque translittération de l'EN du corpus source 
est comparée aux lexèmes de la phrase du corpus cible. 
Les combinaisons de translittération de l'EN en langue source peuvent n'avoir aucun 
sens en langue cible et il faut choisir la meilleure d'entre elles qui existe dans la phrase 
alignée du corpus cible. Un lexème en langue cible correspond à la meilleure 
combinaison de translittération, s'il satisfait l'une des conditions suivantes: _ 
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Condition 1: Égalité d'une combinaison avec un lexème arabe 
Le cas où nous trouvons un lexème dans la phrase arabe qui est exactement égale à la 
combinaison testée est le cas le plus simple dans notre méthode de translittération. 
Exemples: 
Supposons qu'on a les deux phrases suivantes extraites d'un corpus parallèle bilingue 
(anglais-arabe). 
Phrase 1 : « Mohamed Al-Shenawi, Director General of the Inspection Section at Misr-
Romania Bank, said . . . » 
Phrase 2: « .. 4-it...J.J ~ ~ .} u~;ïiil\ t_l..l::.! rl.t:. .J:!.l.o ':?-'~' ~ Jt! » (qAl mHmd 
Al$nAwy mdyr EAm qTAE Altfty$ fy bnk mSr rwmAnyA 1 Mohamed Al-Shenawi, 
directeur général de la Section d'inspection au Misr-Roumanie Bank, a déclaré) 
L'EN-PERS 'Mohamed Al-Shenawi' est translittérée en arabe à '(,?_,~1 ~· (mHmd 
Al$nAwy), et ce terme existe dans la phrase alignée en arabe donc l'EN arabe est' ~ 
':?-'~''· 
Condition 2: Similarité d'une combinaison avec un lexème arabe 
Si la combinaison testée n'existe pas dans la phrase en arabe, nous vérifions s'il y a une 
similarité entre cette combinaison et un des lexèmes de la phrase arabe. Ce cas est plus 
utilisé pour les EN-PERS. Notre méthode de la similarité est inspirée de la technique de 
distance d'édition ou distance de Levenshtein (Levenshtein, 1966)61 • 
Pour notre cas, la similarité consiste à ajouter ou à enlever un ou deux phonèmes à la fin 
ou au début de la combinaison. Le problème de l'agglutination dans les ENs en arabe 
est traité dans ce cas. Par exemple on peut trouver des ENs attachées aux conjonctions 
au début comme '_,' (waw, et) et 'y' (b, en) donc on teste, pour chaque combinaison, 
61 La distance de Levenshtein est une distance mathématique permettant de mesurer la similarité entre 
deux chaines de caractères. 
72 
l'existence d'un équivalent dans la phrase arabe avec l'ajout au début de l'une de ces 
conjonctions. 
Exemples: 
Ex 1: L'EN-PERS 'Salman' est translittérée à 'uw....JI' (AlslmAn) qui est égale à la 
combinaison 'üW..' (slmAn) avec l'ajout de l'article de définition 'JI' (Al - le) au 
début. 
Ex 2: Pour les noms de lieu, on peut trouver dans la phrase arabe le terme '~JA4' 
(bAmrykA- en Amérique) qui est équivalent à l'EN-LOC '~JAl' (AmrykA), mais avec 
la suppression de la conjonction 'y' (b ~en) au début. 
Ex 3: On peut trouver dans la phrase arabe le terme'~.;' (wbytr) qui est équivalent à 
l'EN-PERS 'Peter', mais avec l'ajout de la conjonction '.J' (w, et) au début. 
Ex 4 : L'EN-PERS 'Hasna' est translittérée à 'U....:...' (HsnA), mais dans la phrase arabe 
son équivalent est ·~u....:...· (HsnA'), donc on doit ajouter le phonème·~·(') à la fin. 
Condition 3: Égalité d'une combinaison avec plusieurs lexèmes arabes 
Les langues arabe et anglaise sont complètement différentes du point de vue 
morphologique. Parfois un terme en anglais correspond à deux termes en arabe. Nous 
avons intégré ce cas dans notre procédure de translittération. Donc si les deux 
conditions précédentes ne donnent aucun terme en arabe, nous testons s'il y a deux 
termes adjacents qui sont égaux à la combinaison testée. 
Exemple: 
L'EN-LOC 'Higashiyamato' correspond à l'EN composée '_,.i1 ... y ~~· (hygA$y 
yAmAtw). 
Condition 4: Similarité d'une combinaison avec plusieurs lexèmes arabes 
Comme dans la condition 2, une similarité peut exister dans le cas où une EN 
correspond à deux lexèmes en arabe. 
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Exemple: 
L'EN-LOC 'Higashiyamato' est l'équivalent de l'EN en arabe '_,.i1..oy ~~· (hygA$y 
yAmAtw), mais dans la phrase arabe on peut trouver cette EN attachée à la conjonction 
'_,' (w, et) au début, alors on doit enlever cette conjonction. 
4.2. 7 Dictionnaire de marqueurs lexicaux 
Généralement les ENs sont associées avec des marqueurs lexicaux qui aident leur 
reconnaissance. Par exemple, les marqueurs lexicaux 'Mr', 'Mrs', 'Dr' et 'Dre' sont 
associés aux EN-PERS. 
À 1' aide des marqueurs lexicaux, nous pouvons éviter 1' ambiguïté dans la 
reconnaissance du type de l'EN. Par exemple, l'expression 'Airport Mohamed V' ( .JI..b... 
W"'"WI ~- mTAr mHmd AlxAms) contient un nom de personne qui est 'Mohamed', 
mais elle contient aussi le terme 'Airport' qui caractérise une EN-LOC et non une EN-
PERS. 
Les marqueurs lexicaux ne peuvent pas être translittérés, mais plutôt ils peuvent être 
traduits. Pour cela nous avons créé un dictionnaire (anglais-arabe) des marqueurs 
lexicaux pour chaque type d'EN. Ces dictionnaires contiennent toutes les traductions 
possibles en arabe62 de chaque marqueur lexical en anglais. Ensuite, nous cherchons 
l'une de ces traductions qui existe dans la phrase en arabe. Nous avons nommé ces 
dictionnaires Dic_Marqueur _Pers, Dic_Marqueur _Loc, Dic_Marqueur _Org pour les 
EN-PERS, les EN-LOC, les EN-ORG respectivement. 
Le dictionnaire Dic_Marqueur_Loc contient aussi les noms de pays qui ne peuvent être 
translittérés, par exemple la translittération de l'EN-LOC 'Egypt' donne le terme ·~l' 
(Ajybt), par contre l'EN en arabe qui correspond à cette EN est '~· (mSr). 
62 Nous avons utilisé Google Translate pour trouver les différentes traductions possibles en arabe d'un 
marqueur lexical en anglais. 
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Les tableaux 4.6, 4. 7 et 4.8 illustrent quelques exemples de contenu du dictionnaire 
Dic_Marqueur_Pers, Dic_Marqueur_Loc et Dic_Marqueur_Org respectivement. 
Tableau 4.6 Exemple de Dic_Marqueur_Pers 
Terme anglais Terme arabe Translittération en Buckwalter 
Mr. ~' Alsyd 
Mrs. '&~1 Alsydp 
Ms. '&~1 Alsydp 
Dame '&~1 Alsydp 
Dr. .)jîS.lll Aldktwr 
Dre. '&.Jfo..lll Aldktwrp 
King .ill-JI Almlk 
Queen ~' Almlkp 
Prince -»"~' AIAmyr 
Brigadier ~' AIEmyd 
President ')\ ~ Alr}ys 
....... 
Remarque 
Si une EN-PERS débute par un marqueur lexical, nous enlevons ce marqueur de l'EN, 
mais nous cherchons dans Dic_Marqueur_Pers sa traduction qui existe dans la phrase 
arabe pour l'ajouter à l'EN en arabe. 
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Tableau 4.7 Exemple de Dic_Marqueur_Loc 
Terme anglais Terme (s) arabe Translittération en Buckwalter 
Algeria 'lj;JI Y. AljzA}r 
Egypt ~ mSr 
Camp ~ • .fo--<. Mxym,mEskr 
Park ~..b. 'bfo Hdyqp, Mtnzh 
District J..a..l..U... ~ ;; 'b 
' .~.y mqATEp, mnTqp, Hy, dA}rp 
Region ~~~ ' ~ . mnTqp, <qlym 
Airport .)\..6 mT Ar 
Republic ~:U~ Jmhwryp 
Province J..a..l..U... ~~ Wh.! 
' ~ ' mqATEp, Aqlym, mHAfZp 
River ~,,pi.J Nhr, wAdy 
... 
Tableau 4.8 Exemple de Dic_Marqueur_Org 
Terme anglais Terme (s) arabe Translittération en Buckwalter 
Committee ~ Ljnp 
Unit o..l.:o..J wHdp 
Company 4.S y!;, ~ _;.. $rkp, m&ssp 
Institution ~_;.. m&ssp 
Party y_?., ù_.;b Hzb, Trf 
Movement 4-S~ Hrkp 
F''çc"çv"""f"" ~~· ' _,.,. mnZmp, m&ssp 
Organization 
..... 
4.2.8 Translittération des entités nommées simples 
La procédure de translittération des ENs simple est la même pour les trois classes d'EN 
étudiées dans ce mémoire. Dans cette section, nous donnons le pseudo-code de cette 
procédure qui prend en entrée l'EN en langue source et produit l'EN en langue cible. 
Nous utilisons les notations suivantes : 
ENS : Une EN simple en langue source; 
CT(ENS) : Une combinaison de translittération de l'ENS; 
ENC-Norm: Une EN simple en langue cible avec des phonèmes normalisés 
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ENC: Une EN simple en langue cible avec des phonèmes non normalisés; 
Procédure Translittération-EN-Simple (ENS): ENC 
Début 
Si ENS existe dans le dictionnaire Dic_Marqueur_Loc Alors 
ENC reçoit l'une des traductions d'ENS qui existe dans la phrase en arabe. 
Sinon 
Tant qu'il y a encore des CT(ENS) Faire 
S'il existe un lexème dans la phrase arabe qui est équivalent à CT(ENS) Alors 
• ENC-Norm reçoit CT(ENS); 
• Enlever la normalisation des phonèmes de l'ENC-Norm, et ENC reçoit 
cette nouvelle EN; 
• Sortie de la boucle Tant que; 
Sinon 
• Passer à la prochaine combinaison de translittération de l'ENS; 
Fin tant que 
Fin Si 
Retourner ENC; 
Fin 
Remarque: La valeur 'null' désigne que le phonème en anglais n'a aucune 
translittération en arabe. Cette valeur est supprimée lorsqu'on cherche la comparaison 
dans la phrase arabe. 
• Exemple de translittération d'une EN simple 
Phrase en anglais : " ..... <PERSON>Mr. Nidal<IPERSON> ......... " 
Phrase en arabe: " ..... Jl..;:..i ~1 ...... " ( .... Alsyd nDAl ...... ) 
Après 1' étape de la normalisation, la phrase en arabe devient : " Jl.l.i~l ...... " 
( ... Alsyd ndAl.. ... ) 
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En translittérant chaque phonème de L'EN-PERS 'Nidal' suivant les translittérations 
présentées dans le tableau 4.3, on trouve les combinaisons de translittération illustrées 
dans le tableau 4.9. 
Tableau 4.9 Exemple de translittération d'une EN simple 
Combinaison Explication 
0 null.l null J (~) Cette combinaison n'existe pas dans la phrase arabe normalisée. 
0 null .l null (!.#.ii) Cette combinaison n'existe pas dans la phrase arabe normalisée. 
0 null.l null null (.ii) Cette combinaison n'existe pas dans la phrase arabe normalisée. 
0 null.ll J (JI.ii) Cette combinaison existe dans la phrase arabe normalisée, donc 
c'est la meilleure combinaison. Le terme équivalent sans 
phonèmes normalisés est l'EN-PERS ·~~l' (Alsyd nDAl). 
Dans cet exemple, s'il n'y a pas l'étape de la normalisation, le nombre de combinaisons 
de translittérations possibles augmente, car les phonèmes ·~· (\u0636) et '..1:.' (\u0638) 
doivent être ajoutés dans la liste de translittérations possibles du phonème 'D' (tableau 
4.3), ce qui donne la liste suivante (\u0636, \u0638, \u062F, \u062A, Null) au lieu de 
(\u062F, \u062A, Null). Donc l'étape de la normalisation diminue le nombre de 
combinaisons de translittérations possibles de l'EN en langue source. 
4.2.9 Translittération des entités nommées composées 
Pour la translittération des ENs composées, il y a deux procédures. La première 
procédure est pour l'extraction des EN-PERS et EN- LOC, et la deuxième procédure est 
pour l'extraction des EN-ORG. Généralement les EN-ORG composées ne peuvent être 
translittérées, mais en utilisant le lexique Dic_Marqueur_ Org, nous pouvons translittérer 
quelques EN-ORG. 
Nous présentons dans cette section, les pseudo-codes de l'extraction des ENs 
composées. Nous utilisons les notations suivantes: 
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N : nombre entier ; 
ENS : une EN composée en langue source ; 
LS : lexème en langue source ; 
LC : lexème en langue cible ; 
ENC : une EN composée en langue cible avec des phonèmes non normalisés; 
MS : marqueur lexical en langue source 
MC : marqueur lexical en langue cible 
Procédure Translittération-EN-PERS-LOC-Composée (ENS): ENC 
Début 
N reçoit le nombre de lexèmes de 1 'ENS ; 
Si ENS contient un marqueur lexical MS parmi les marqueurs lexicaux de 
Dic_Marqueur_Loc Alors 
• Décrémenter la valeur de N ; 
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• Chercher dans Dic_Marqueur_Loc la traduction de MS qui existe dans la phrase 
arabe soit MC ; 
Si MS n'est pas le dernier lexème dans ENS Alors 
• LS reçoit le lexème qui suive MS dans ENS ; 
• LC reçoit Translittération-EN-Simple (LS) ; 
• ENC reçoit MC concaténée avec LC et les (N- 1) lexèmes qui suivent LC 
dans la phrase arabe non normalisée; (les lexèmes sont séparés par un 
espace). 
Sinon (si MS est le dernier lexème dans ENS) 
S'il existe un seul lexème dans la phrase arabe non normalisée qui correspond 
à MC Alors 
• ENC reçoit MC concaténé avec les (N- 1) lexèmes qui suivent MC 
dans la phrase arabe non normalisée ; 
Sinon 
• 
• 
• 
LS reçoit le lexème qui précède MS dans ENS ; 
LC reçoit Translittération-EN-Simple (LS) ; 
ENC reçoit MC concaténée avec LC et les (N - 1) lexèmes qui 
suivent LC dans la phrase arabe non normalisée ; 
Sinon (l'ENS ne contient aucun lexème de Dic_Marqueur_Loc, l'EN peut être EN-LOC 
ouEN-PERS) 
• LS reçoit le premier lexème d'ENS ; 
• LC reçoit Translittération-EN-Simple (LS); 
• ENC reçoit le lexème LC concaténé avec les (N - 1) lexèmes qui le suivent 
dans la phrase arabe non normalisée; 
Fin si 
Retourner ENC ; 
Fin 
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Remarque 1: Pour les EN-LOC, si le lexème qui suit MS appartient aussi au 
Dic_Marqueur_Loc, nous décrémentons encore la valeur deN et nous ajoutons aussi à 
l'ENC la traduction de ce lexème. Nous avons limité la recherche à trois lexèmes de 
Dic_Marqueur_Loc. 
Remarque 2 : Pour la valeur de N, nous ne comptons pas les marqueurs lexicaux des 
EN-PERS, les articles et les prépositions. 
Remarque 3: Comme nous avons vu, l'ordre des lexèmes d'une EN en arabe peut être 
différent de celui de l'EN en anglais. Ce cas est traité en cherchant la combinaison des 
lexèmes qui existe dans la phrase en arabe. 
Exemple: 
L'équivalent en arabe de l'EN 'Province of Misiones' est ·~~~b-a' (mHAfZp 
mysywns). Cet équivalent est trouvé en translittérant le terme 'Misiones' vers l'arabe, et 
en combinant cette translittération avec la traduction du terme 'Province', qui est 
'~b...' (mHAfZp) (celle qui existe dans la phrase arabe).cependant, pour l'EN 'South 
America', nous trouvons l'EN en arabe~~~ IS:!yoÎ (>mrykA Aljnwbyp). Dans ce cas 
l'ordre des lexèmes de l'EN anglaise n'est pas le même que celui de l'EN arabe donc on 
doit chercher 1' ordre qui existe dans la phrase arabe. 
Remarque 4: ll y a des cas particuliers pour les noms d'origine arabe. En effet, 
quelque un de ces noms commencent ou contiennent un terme qui désigne que c'est un 
nom arabe, comme les termes suivants : abd, abdel, abd el, abdal, abd al, ebdul, ebd ul, 
ebd, ebdal, ibn, ben, abu, abuel, abu el, etc. L'écriture en anglais de ce genre de noms 
contient, souvent, une liaison '-'. Nous avons traité ce cas pour ne pas avoir des ENs en 
arabe incomplètes ou avec des termes en plus. Par exemple, l'EN en anglais 'Khalid 
Abu-Ismail' contient 2lexèmes qui sont 'Khalid' et 'Abu-Ismail'. L'équivalent en arabe 
de cette EN est 'J.lc.t.........) Y.Î .l1G..' (xAld >hw <smAEyl) et elle contient 3 lexèmes qui 
sont: '.l1G..' (xAld ), 'Y.Î' (>hw) et 'J.lc.t.........)' ( <smAEyl). 
Pour avoir le même nombre de lexèmes pour les deux ENs en langue source et cible, la 
liaison '-' a été remplacée par un espace. 
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• Exemple de translittération d'une EN composée 
La phrase extraite du corpus anglais annoté est : " .... <PERS ON> Aziz bin Saud bin 
Nayef Al-Saud </PERSON> ..... " 
La phrase extraite du corpus arabe est: " .... .l~ Jï U:!li cY. .l~ cY. ..J:!y..ll ..... " ( .... AlEzyz 
bn sEwd bn nAyf Il sEwd ..... ). 
La phrase en arabe après la normalisation des phonèmes est " ... JI U:!li cY. .l ~ cY. ~~ 
.l~ •••• " (AlEs ys bn sEwd bn nAyf Al sEwd). 
Après la suppression de la liaison '-', on trouve le nombre de lexèmes de l'EN en 
anglais N = 7. On teste si l'une des combinaisons de translittérations possibles de 
premier terme 'Aziz' existe dans la phrase arabe. On trouve les combinaisons illustrées 
dans le tableau 4.10. 
Tableau 4.10 Exemple de translittération d'EN composée 
Combinaison Explication 
nullU" nullU" ( U"-'-") Cette combinaison n'existe pas dans la phrase arabe normalisée. 
nullU" null .l ( .l....) Cette combinaison n'existe pas dans la phrase arabe normalisée. 
Null~(~) Cette combinaison n'existe pas dans la phrase arabe normalisée. 
... Autres combinaisons qm n'existent pas dans la phrase arabe 
normalisée 
~ Cette combinaison existe dans la phrase arabe normalisée, avec l'ajout 
de l'article de définition 'JI' (Al), ce qui donne '~l' (AlEsys). En 
ajoutant les N -1 = 6 termes qui existent après le terme '~1', nous 
trouvons '.l ~ JI U:!li cY. .l ~ cY. ~~'. Après 1' enlèvement de la 
normalisation, l'EN devient '.l~ Jï U:!li cY. .l~ cY. ..J:!y..ll' 
Dans cet exemple, s'il n'y a pas l'étape de la normalisation, le nombre de combinaisons 
de translittérations possibles augmente, car le phonème 'j ' (\u0632) doit être ajoutée 
dans la liste des translittérations possibles du phonème 'Z' (tableau 4.3), ce qui donne la 
liste suivante (\u0632, \u0633, \u062F) au lieu de (\u0633, \u062F). 
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Procédure Translittération-EN-ORG-Composée (ENS): ENC 
Début 
N reçoit le nombre de lexèmes de l'ENS; 
Si ENS contient un marqueur lexical MS parmi les marqueurs lexicaux de 
Dic_Marqueur_Org Alors 
• Chercher dans Dic_Marqueur_Org la traduction de MS qui existe dans la 
phrase arabe soit MC; 
• ENC reçoit MC concaténé avec les (N - 1) lexèmes qui suivent MC dans 
la phrase arabe non normalisée ; (les lexèmes sont séparés par un 
espace). 
Retourner ENC ; 
Fin 
Remarque: 
Pour les EN-ORG, nous devons assurer qu'il n'y a pas une autre EN en anglais dans la 
même phrase qui contient le même marqueur lexical MS, car il arrive que l'ordre des 
ENs dans la phrase en anglais ne soit pas le même que dans la phrase en arabe, et dans 
ce cas on n'extrait pas la bonne EN en arabe. 
Exemple: 
L'EN 'Electoral Assistance Unit' contient un terme parmi les termes du dictionnaire 
Dic_Termes_Org qui est 'Unit'. L'équivalent en arabe de ce terme, qui est 'o.l:o._j' 
(wHdp), existe dans la phrase en arabe, donc nous ajoutons les deux termes arabes qui 
le suivent et nous obtenons '~\..:.:ij'J\ o~WI o.l:o._j' (wHdp AlmsAEdp A'intxAbyp). 
4.2.10 Annotation du corpus cible et construction de lexiques d'entités nommées 
Parmi les objectifs de ce mémoire, 1' annotation du corpus cible et la construction de 
lexiques bilingues d'ENs. Pour cela, nous avons utilisé l'annotation de balisage pour 
étiqueter les ENs extraites dans le corpus cible. Les balises utilisées sont <PERS> et 
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<!PERS> pour les EN-PERS, <LOC> et <fLOC> pour les EN-LOC et <ORG> et 
<IORG> pour les EN-ORG. 
L'appendice B illustre un exemple de deux échantillons d'un corpus en anglais et d'un 
corpus en arabe annotés par les ENs après l'application de notre méthode d'extraction 
des ENs. 
Pour la construction des lexiques bilingues d'ENs, elle se fait au fur et à mesure de 
l'extraction des ENs en langue cible. À chaque fois qu'une EN en langue cible est 
extraite, la paire (EN en langue source, EN en langue cible) est ajoutée dans le lexique 
d'ENs selon le type de l'EN en langue source. 
4.2.11 Comparaison de notre méthode de translittération avec l'état de l'art 
Dans la littérature, la procédure de projection cross-linguistique des ENs d'une langue 
source vers une langue cible est réalisée dans quelques travaux avec d'autres paires de 
langues et dans de grande envergure tels que le projet JRC-Names de la Commission 
européenne du centre commun de recherche (Steinberger et al., 2011) 63 • 
Cette méthode de translittération a été utilisée dans le travail de Sam y et al. pour la paire 
de langues espagnol-arabe (Samy et al., 2005). Cependant, dans ce mémoire, nous 
avons ajouté la méthode de normalisation d'un ensemble de phonèmes en langue cible 
vers un seul phonème en même langue. Cette normalisation a permis de diminuer le 
nombre de combinaisons de translittérations possibles d'une EN, ce qui réduit le 
nombre de phonèmes en langue cible. La méthode de normalisation des phonèmes en 
une langue source vers une langue cible est efficace dans le cas des langues différentes 
du point de vue morphologique comme le cas de 1' anglais et 1' arabe. En effet, pour cette 
paire de langues, si nous ne normalisons pas les phonèmes arabes, quelques phonèmes 
63 Présentation en ligne http://tln.li.univ-tours.frffin Collogues!fln REN2011/Ehrrnann-AT ALA-
20juin201l.pdf, Journée A TALA Entités Nommées- Lundi 20 Juin 2011 
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anglais peuvent être translittérés par plusieurs phonèmes arabes ce qm augmente le 
nombre de combinaisons de translittérations possibles. 
4.3 Traduction automatique statistique 
Les lexiques d'ENs construit dans ce mémoire ont été évalués dans un système de TAS 
à base de segments en utilisant le décodeur Moses. 
Dans notre méthode d'extraction des ENs à partir de corpus parallèles bilingues, nous 
nous sommes intéressés à la paire de langues anglais-arabe. Cependant, dans le but de 
participer à la campagne d'évaluation TRAD 201464 qui exige des travaux pour la paire 
de langues arabe-français, nous avons ajouté la langue française à notre étude. Pour 
cela, nous avons utilisé une technique simple pour translittérer les ENs extraites de 
l'arabe vers le français, en utilisant l'anglais comme une langue pivot. Une langue pivot 
est une langue intermédiaire utilisée pour faciliter les traductions d'un même texte dans 
plusieurs langues65. 
Dans cette section, nous présentons d'abord cette technique de translittération, ensuite 
nous décrivons la méthodologie suivie pour la construction de système de TAS. 
4.3.1 Translittération des entités nommées de l'arabe vers le français 
Notre technique de translittération d'une EN de l'arabe vers le français en utilisant 
l'anglais comme une langue pivot est basée sur : 
Une liste des ENs en anglais : pour avoir cette liste, nous avons utilisé les lexiques 
d'ENs construits par la méthode de projection cross-linguistique. 
64 La campagne d'évaluation TRAD est un cadre commun pour rendre compte des performances actuelles 
des systèmes de traduction automatique pour le couple de langues arabe-français. http://www.trad-
campaign.org/ 
65 http://fr. wikipedia.org/wiki!Langue pivot 
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Un corpus parallèle anglais-français : nous avons exploité les mêmes corpus 
parallèles qui sont utilisés pour 1 'extraction des ENs arabes, mais pour la paire de 
langues anglais-français. 
Cette technique de translittération exploite le fait que 1' anglais et le français utilisent des 
alphabets similaires. Cela rend la translittération de l'anglais vers le français plus facile 
qu'entre deux langues qui sont différentes dans leur écriture et morphologie comme 
l'arabe et le français. 
La translittération de l'anglais vers le français se base sur le calcul de la similarité entre 
l'EN en anglais et chaque mot dans la phrase française alignée. Donc pour chaque EN 
en anglais du lexique (anglais-arabe) construit, nous cherchons dans quelle phrase est 
située cette EN dans le corpus en anglais. Ensuite, nous cherchons la phrase en français 
alignée dans le corpus parallèle anglais-français. Puis nous calculons la similarité de 
chaque mot dans cette phrase, et nous choisissons le mot qui a le meilleur score. 
La similarité entre une EN en anglais et un mot en français a été réalisée par la 
technique Editex (Zobel et Dart, 1996) et la distance de Levenshtein (Levenshtein, 
1966). Editex(Zobel et Dart, 1996) définit neuf groupes phonétiques correspondent 
souvent à une prononciation similaire qui sont: gO( a, e, i, o, u, y, h, w), gl( b, p), g2(c 
g j k q), g3(d, t), g4( 1), g5(m, n), g6( r), g7(f, v), g8(s, x, z). Le calcul de la similarité 
entre les mots se base sur ces 9 groupes de phonèmes et la distance de Levenshtein. 
Le choix du meilleur score de similarité nous donne le mot en français équivalent à 
l'EN en anglais. Ensuite, en utilisant le lexique anglais-arabe, nous choisissons l'EN en 
arabe équivalent pour avoir la paire d'EN arabe-français. 
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4.3.2 Description du système de TAS 
Le système construit est basé sur la boite à outils libre Moses (Koehn et al., 2007) en 
utilisant ses paramètres par défaut. Moses permet de construire un système de TAS par 
segments. 
Prétraitement des corpus source et cible 
Parmi les conditions pour la réalisation d'un système de TAS, l'utilisation des corpus 
parallèles alignés en deux langues source et cible et des corpus monolingues pour la 
langue cible. 
Pour notre cas, la langue source est l'arabe et la langue cible est le français. Les corpus 
d'entraînement et de test ont été prétraités pour chaque langue. 
Pour les corpus en français, un simple prétraitement a été réalisé par la transformation 
des majuscules en minuscules et la segmentation des phrases. 
Pour les corpus en arabe, soit pour les données d'entraînement ou pour les données de 
développement et de test, le prétraitement a été fait avec l'analyseur morphologique 
MADA (Habash et al., 2009). 
• MADA 
MADA (en anglais, Morphological Analysis and Disambiguation for Arabie) est un 
analyseur morphologique disponible librement. C'est un outil de désambiguïsation pour 
la langue arabe. 
La première étape de prétraitement d'un texte en arabe avec MADA est la 
translittération de ce texte par l'encodage Buckwalter. La deuxième étape est l'ajout des 
informations lexicales et morphologiques pour lever l'ambiguïté des mots. Le résultat 
de cette étape est un fichier segmenté et translittéré suivant la norme de Buckwalter. 
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Les termes arabes ont été segmentés par le système D3 (Habash et Sadat, 2006). Le 
système D3 sépare tous les clitiques en trois classes. 
Dl- La classe des conjonctions: .J (w) et u (f) 
D2- La classe des particules: J (1), ~ (k), Y (b), et (.)" (s) 
D3- La classe des articles de définition JI (Al) et tous les pronoms enclitiques. 
Exemple (Habash et al., 2009): 
On a la phrase suivante en arabe: '\.foJi ~~ •.}:!Y. ...:i!P- ~)1 ~-,' (wsynhY Alr}ys jwlth 
bzyArp <lY trkyA 1 Le président va terminer sa tournée par une visite en Turquie.) 
Le résultat du prétraitement avec MADA de cette phrase est illustré dans le 
tableau 4.11. 
Tableau 4.11 Exemple de prétraitement avec MADA 
Segments wsynhY Alr}ys Jwlth bzyArp <lY trkyA 
de la phrase 
Classe Dl w+ synhy Alr}ys Jwlth bzyArp <lY trkyA 
Classe D2 w+ s+ ynhy Alr}ys jwlth b+zyArp <lY trkyA 
Classe D3 w+ s+ ynhy Al+ r}ys jwlp + 3ieme b+ zyArp <lY trkyA 
Pronom 
Le modèle de langue 
Pour implémenter le modèle de langue pour la langue cible (français), l'outil SRILM 
(Stolcke, 2002) a été utilisé. Afin d'avoir de bons résultats d'entraînement, nous avons 
utilisé le modèle de langue en 5-grammes. 
Le modèle de traduction 
Un alignement par mot a été fait en utilisant le système GIZA++ (Och et Ney, 2003) 
dans les deux sens des langues des corpus. Nous avons choisi 50 mots comme une 
longueur maximale des phrases. 
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La figure 4.2 montre une partie de la table de phrases utilisée dans notre système de 
TAS. La phrase arabe est translittérée suivant la norme de Buckwalter. 
Figure 4.2 Exemple d'une table de traduction (arabe-français) 
Al+ AEtmAdAt Al+ mxSSp 1+ Ill à celui de Ill 0.000677461 2.9934e-13 0.00388649 
2.63774e-08 
Al+ AEtmAdAt Al+ mxSSp mn Al+ Sndwq Illies crédits alloués au moyen du Fonds 
Ill 0.147687 8.36738e-05 0.147687 6.4742e-11 2.718 
Al+ AEtmAdAt Al+ mxSSp Ill des crédits alloués Ill 0.00369217 0.00876646 
0.00263726 0.000428061 2.718 
Al+ AEtmAdAt Al+ mxSSp Ill des crédits approuvés au titre Ill 0.147687 1.8346e-05 
0.00263726 1.51814e-09 2.718 
Al+ AEtmAdAt AlmnqHp 1+ Ill les crédits révisés pour Ill 0.435516 0.0311052 
0.0378709 0.000281919 2.718 
Al+ AEtmAdAt AlmnqHp 1+ Ill montant révisé des crédits ouverts pour Ill 0.275143 
0.0137832 0.167478 7.1305e-06 2.718 
Al+ AEtmAdAt AlmnqHp llgyldr lille crédit révisé dans Ill 0.0738433 7.37109e-10 
0.0738433 6.57125e-06 2.718 
Al+ AEtmAdAt Hsb Ill des crédits ouverts par Ill 0.0070327 0.00162003 0.0738433 
0.000674679 2.718 
Al+ AEtmAdAt Hsb Al+ Ill milliers Ill 4.74571e-05 1.26095e-06 0.0738433 
0.001834 2 
Al+ AEtqAd Al+ lilla conviction Ill 0.00351223 0.0196402 0.0348413 0.00803394 
2.71R 
4.3.3 Les configurations du système de TAS 
Pour la réalisation de nos expériences pour la campagne d'évaluation TRAD 2014, nous 
avons utilisé deux systèmes différents. Le système de base et le système à base de 
lexiques d'ENs. Ces deux systèmes sont décrits comme suit: 
• Système de base (système 1) 
Ce système est considéré comme la base à qui le système 2 sera comparé. Les données 
utilisées pour la réalisation des expériences dans le système de base ont été limitées aux 
données parallèles fournies par la campagne TRAD. La campagne d'évaluation TRAD 
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fournit des données d'apprentissage, de développement et d'évaluation pour les 
participants. Toutes les données fournies sont sous encodage UTF-8, et elles ont trois 
formats qui sont : les données d'apprentissage, les données de développement et les 
données de test. 
Les corpus d'apprentissage utilisés pour le modèle de traduction sont illustrés dans le 
tableau 4.12. 
Tableau 4.12 Corpus d'apprentissage du modèle de traduction 
Corpus Description 
News Commentary Obtenu par la campagne d'évaluation TRAD 2012 pour 
1' apprentissage des modèles de langue et de traduction du 
système de base. Ce corpus comporte 90 753 paires de 
phrases. 
Nist08 Contient 813 paires phrases. 
MultiUN Corpus des Nations Unies 
Les corpus d'apprentissage du modèle de langue sont ceux de modèle de traduction 
(voir tableau 4.12) plus le corpus Europarl français66• 
Les données d'apprentissage sont composées de plus de 3.5 millions de mots en français 
et en arabe. 
Pour les données de développement, nous avons utilisé les données de test obtenues lors 
de la première édition de TRAD 2012 (Sellami et al., 2013). Ces données comportent 
423 (10 000 mots) phrases en langue source avec 4 références 
Les données de test de notre système sont les données de test fournies par la deuxième 
édition de TRAD 2014. Elles sont composées de 352 phrases arabes avec deux 
références. 
66 http://www .europarl.europa.eu/plenarv/enlhome.html ?language=fr 
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• Système à base de lexiques bilingues d'ENs (système 2) 
Dans ce système, nous ajoutons aux données du système de base les lexiques d'EN-
PERS et d'EN-LOC pour les deux langues française et arabe. Nous ajoutons aussi deux 
lexiques construits à partir des ressources linguistiques :Geonames, DBPedia et JRC-
name (voir section 5.5.1). 
4.4 Conclusion 
Dans ce chapitre, nous avons présenté notre méthodologie qui est composée de deux 
parties. La première partie est l'extraction des ENs en arabe à partir de corpus parallèles 
bilingues. La deuxième partie est la construction d'un système de TAS basé sur le 
décodeur Moses. 
Notre méthode de translittération des ENs de l'anglais vers l'arabe est basée en premier 
sur la recherche de toutes les translittérations possibles de chaque phonème de l'EN 
anglais vers 1' arabe, ensuite sur la recherche de la meilleure translittération produite et 
existante dans la phrase alignée du corpus cible (arabe). 
Notre solution pour l'extraction des ENs a permis d'annoter le corpus cible par les ENs 
et de construire des lexiques bilingues d'ENs. 
Pour le système de TAS construit, nous avons présenté une méthode de translittération 
des ENs de l'arabe vers le français en utilisant l'anglais comme une langue pivot pour 
avoir des lexiques bilingues d'ENs pour la paire de langues arabe-français. Nous avons 
décrit aussi les deux configurations du système de TAS qui sont utilisés pour 
l'évaluation des lexiques d'ENs construits. Le chapitre suivant présente cette évaluation 
ainsi que trois autres évaluations pour tester la performance de notre méthode de 
translittération des EN s. 
CHAPITRE V 
ÉVALUATIONS 
Pour tester la performance de notre méthode de projection cross-linguistiques d'une 
langue source vers une langue cible en utilisant les corpus parallèles alignés, nous avons 
évalué les lexiques bilingues d'ENs résultants et les deux corpus annotés à travers 
plusieurs évaluations. 
Les lexiques et les corpus annotés peuvent être évalués en se basant sur l'une des façons 
suivantes: 
1- La plateforme collaborative d' Amazon (en anglais, Amazon Mechanical Turk)67 qui 
est une application web de crowdsourcing lancé par Amazon.com en 2005. L'objectif 
de cette plateforme est la réalisation des tâches rémunérées contre des évaluations 
manuelles effectuées par des humains. Les tâches en question ne doivent pas dépendre 
d'un support physique. 
2- Un expert en linguistique qui maîtrise bien la langue source et la langue cible. 
3- Par une application de T ALN. 
Dans ce mémoire, nous avons choisi les deuxième et troisième solutions. Pour réaliser 
la deuxième solution, nous avons demandé à un expert linguistique qui maîtrise les 
langues arabe et anglaise d'évaluer les corpus annotés et les lexiques bilingues d'ENs 
construits. Cette évaluation a été exprimée par les métriques classiques d'évaluation qui 
sont le rappel, la précision et la F-mesure. 
67 https://www .mturk.cornlmturk/ 
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Pour la troisième solution, 1' application T ALN consiste 1' incorporation des lexiques 
d'ENs dans le système de TAS construit. Nous avons limité notre évaluation aux EN-
PERS et EN-LOC. Nous avons ajouté deux autres lexiques construits à partir des 
ressources linguistiques JRC-Names, Geonames et DBPedia. Cette évaluation est 
exprimée par la valeur du score BLEU (Papineni et al., 2002) et le nombre des mots 
MHV. 
Nous avons utilisé deux évaluations supplémentaires. La première consiste en une 
comparaison avec le système de traduction Google Translaté8• La deuxième consiste en 
une comparaison de lexiques bilingues d'ENs obtenus par le corpus des titres de 
Wikipédia avec les deux lexiques d'ENs présentés dans (Mohit et al., 2012), (Azab et 
al., 2013) et (Alotaibi et Lee, 2013). 
Dans ce chapitre, nous commençons par la présentation des données de l'évaluation (les 
corpus). Ensuite, nous détaillons toutes les évaluations dans l'ordre suivant: la première 
évaluation qui est faite par l'expert linguistique. La deuxième évaluation qui est la 
comparaison avec Google Translate. La troisième évaluation qui est la comparaison de 
lexique obtenu à partir de Wikipédia avec d'autres lexiques d'ENs. La dernière 
évaluation est l'incorporation des lexiques d'ENs dans un système de TAS. 
5.1 Données de l'évaluation 
Dans cette section, nous présentons la description des corpus parallèles que nous avons 
utilisés. Nous indiquons aussi la taille des lexiques bilingues d'ENs obtenus par 
l'application de notre méthode d'extraction des ENs sur les deux corpus présentés. 
5.1.1 Corpus des Nations Unies UN 
Les corpus parallèles de l'UN (Organisation des Nations Unies) sont disponibles dans 
six langues : arabe, chinois, anglais, français, russe et espagnol. lls sont très utilisés par 
68 Ces évaluations ont été faites en ligne en juin 2014 
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les chercheurs, surtout dans le domaine de la reconnaissance des ENs, car ces corpus 
contiennent un grand nombre d'EN. Dans les corpus UN, on peut trouver des EN-PERS 
de plusieurs origines. Ceci représente un bon exemple pour tester notre méthode de 
translittération des ENs. Les corpus UN sont disponibles en ligne via le système de 
documents officiels de 1'~9. 
Le corpus UN utilisé est dans les deux langues arabe et anglaise. Nous avons utilisé 
l'outil Hunalign70 pour aligner ce corpus au niveau des phrases. 
La taille du corpus UN est illustré dans le tableau 5.1. 
Tableau 5.1 Taille du corpus UN 
Langue Nombre de phrases Nombre de mots 
Anglais (corpus source) 3,882,645 118,875,041 
Arabe (corpus cible) 3,882,645 104,215,163 
5.1.2 Les titres des articles de Wikipédia 
L'utilisation de la ressource Wikipédia a été limitée aux titres, arabes et anglais, des 
articles de Wikipédia. Pour cela nous avons utilisé les deux archives 71 en anglais et en 
arabe de titres Wikipédia. Le document obtenu est aligné au niveau de phrases et sa 
taille est illustrée dans le tableau le tableau 5.2. 
Tableau 5.2 Taille du corpus des titres de Wikipédia 
Langue Nombre de phrases Nombre de mots 
Anglais (corpus source) 137,968 348,265 
Arabe (corpus cible) 137,968 347,903 
69 http://documents. un.org. 
70 http://mokk.bme.hulen/resourceslhunalign/ 
71 http://dumps. wik:imedia.org/arwikillatest/ 
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5.1.3 Taille des lexiques bilingues d'entités nommées construits 
Le tableau 5.3 montre la taille en terme du nombre d'EN de chacun des lexiques 
construits par notre méthode de projection cross-linguistique pour le corpus UN et les 
titres de Wikipédia. 
Tableau 5.3 Taille des lexiques bilingues d'ENs 
Corpus UN Titres Wikipédia 
Lexique d'EN-PERS 227,299 131,576 
Lexique d'EN-LOC 14,075 1966 
Lexique d'EN-ORG 56,636 5362 
5.2 Première évaluation : précision, rappel et F -mesure 
La première évaluation consiste à évaluer les résultats obtenus par notre méthode de 
translittération pour le corpus UN et le corpus des titres de Wikipédia. Pour cette 
évaluation, nous avons demandé à un expert linguistique qui maîtrise les deux langues 
anglaise et arabe d'évaluer les corpus annotés et les lexiques bilingues d'ENs. La tâche 
de l'expert consistait à vérifier si les ENs ont été correctement translittérées de l'anglais 
vers 1' arabe. 
Les résultats de cette évaluation ont été traduits par le calcul des valeurs des métriques 
classiques qui sont la précision, le rappel et la F-mesure. 
5.2.1 Évaluation pour le corpus UN 
Résultats obtenus 
Nous commençons nos évaluations par la présentation des résultats obtenus par 
l'évaluation du corpus UN en entier (3,882,645 phrases). Le tableau 5.4 illustre les 
valeurs de la précision, du rappel et de la F-mesure pour les trois types d'EN. 
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Tableau 5.4 Précision, rappel et F-mesure pour les ENs du corpus UN 
EN-PERS EN-LOC EN-ORG Total 
Nombre d'ENs dans le corpus 242,799 21,398 141,559 405,756 
Nombre d'ENs bien translitérées 212,073 13,987 53,336 279,396 
Nombre d'ENs mal translitérées 15,226 88 3300 18614 
Rappel(%) 87.34 65.36 37.67 68.85 
Précision (%) 93.30 99.37 94.17 93.75 
F-mesure (%) 90.22 78.85 53.81 79.39 
Discussion des résultats 
En nous basant sur les résultats illustrés dans le tableau 5.4 et la figure 5.1, nous 
discutons les résultats obtenus à partir du corpus UN pour chaque type d'EN. 
Figure 5.1 Rappel, précision et F-mesure pour les ENs du corpus UN 
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Pour les EN-PERS, la valeur du rappel trouvée est 87.34%. Cette valeur est la meilleure 
par rapport aux autres valeurs du rappel pour les deux autres types d'EN. Cela montre 
que notre méthode de translittération réussit à trouver plus d'EN-PERS. En effet, la 
prononciation des noms de personne est généralement la même pour n'importe quelle 
langue, et pour trouver l'équivalent d'un nom de personne écrit en une langue source, 
une translittération de ce nom de la langue source vers la langue cible donne 
généralement la bonne traduction. Dans notre cas, le corpus UN contient beaucoup 
d'EN-PERS de différentes origines et la majorité de ces ENs ont été correctement 
translittérées (précision de 93.3% ). Donc on peut dire que notre méthode de 
translittération est efficace, peu importe l'origine du nom de la personne. Par exemple, 
le nom 'Carl August Fleischhauer' est translittéré en arabe à' .J.J~)l! u...ë. Ji JJS.' (kArl 
>wgst f1Ay$Awr) et le nom d'origine arabe 'Mohamed Salah Dembri' est translittéré en 
arabe à 'c.;Y.AJ c:)l...:. ~· (mHmd SlAH dmbry). 
Cependant, il y a un nombre d'EN-PERS qui sont mal translittérées. Cela revient à 
l'écriture différente de ces ENs en arabe telle qu'on peut avoir des phonèmes en plus ou 
en moins. Par exemple, le nom de personne 'Mrs. Kalajdzisalihovi' doit être traduit en 
arabe par le nom '~~":l\S' (kA":ljsAlyhwfyt$) qui a deux phonèmes de plus à la 
fin \fo' (t$). Une solution pour ce problème est l'élargissement du nombre de 
translittérations des phonèmes anglais vers l'arabe pour avoir plus de chance de trouver 
la meilleure translittération. 
En comparant les valeurs de précision et du rappel pour les EN-PERS avec la littérature, 
nous pouvons dire que notre méthode de translittération est idéale pour les EN-PERS. 
Par exemple, dans le projet JRC-Names (Pouliquen et al., 2005) (pour la langue arabe) 
la précision obtenue est 89.3% et le rappel obtenu est rappel= 83.3%. 
Pour les EN-LOC, la valeur du rappel trouvée est 65,36%, car il y a beaucoup des EN-
LOC qui ne peuvent pas être translittérées et donc il faut les traduire. Cependant, la 
précision obtenue pour ce type d'EN est très élevée (99.37%) ce qui montre la fiabilité 
de notre méthode de translittération pour les EN-LOC. 
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Pour les EN-ORG, la valeur du rappel trouvée est la plus faible par rapport aux autres 
types d'EN, et elle a influé sur les résultats globaux. En effet, les EN-ORG sont 
généralement composées de plusieurs termes ou elles sont sous forme d'acronymes, ce 
qui rend leur translittération plus difficile. Une solution pour ce type d'EN est la 
traduction au lieu de la translittération. La plupart des EN-ORG reconnues ont été 
correctement translitérées (précision de 94.17% ). Donc le dictionnaire des marqueurs 
lexicaux Dic_Marqueur_Org a joué un rôle important dans la procédure de 
translittération des EN-ORG. 
5.2.2 Évaluation pour les titres Wikipédia 
Résultats obtenus 
L'évaluation des 13000 titres de Wikipédia nous a donné les résultats illustrés dans le 
tableau 5.5. 
Tableau 5.5 Précision, rappel et F-mesure pour les ENs de titres de Wikipédia 
EN-PERS EN-LOC EN-ORG Total 
Nombre d'EN dans l'échantillon 3033 6894 3795 13,722 
Nombre d'ENs bien translitérées 2719 5424 2118 10,261 
Nombre d'ENs mal translitérées 5 4 15 24 
Rappel(%) 89.64 78.67 55.81 74.77 
Précision (%) 99.81 99.92 99.29 99.76 
F-mesure (%) 94.45 88.03 71.45 85.47 
Discussion des résultats 
En nous basant sur les résultats illustrés dans le tableau 5.5 et la figure 5.2, nous 
discutons les résultats obtenus à partir des titres Wikipédia pour chaque type d'EN. 
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Figure 5.2 Rappel, précision et F-mesure pour les ENs des titres de Wikipédia 
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La valeur de la précision est de plus de 99% pour les trois types d'EN, ce qui montre 
que les ENs ont été correctement translittérées. La valeur pour les EN-ORG est la plus 
basse par rapport aux autres types d'EN, mais elle est mieux que la valeur du rappel 
obtenue pour les organisations dans le corpus UN. Cela est dû aux phrases courtes des 
titres de Wikipédia alors que les phrases du corpus UN sont plus longues. La probabilité 
de trouver une EN dans un titre Wikipédia est égal à 1 la plupart des temps. 
5.3 Deuxième évaluation - comparaison par rapport à Google Translate 
Dans cette section, nous présentons une comparaison de notre méthode de 
translittération par rapport au système de traduction Google Translate72. 
Dans cette évaluation, nous considérons un échantillon du corpus UN de 278410 
phrases et un échantillon de titres Wikipédia de 13000 phrases. Ensuite, nous 
comparons les lexiques bilingues d'ENs construits selon notre méthode de 
72 Google translate daté de juin 2014 
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translittération avec les lexiques construits par la traduction des ENs en utilisant le 
traducteur Google Translate. 
5.3.1 Évaluation pour l'échantillon du corpus UN 
Les résultats obtenus 
Les tableaux 5.6 et 5.7 illustrent les résultats obtenus par notre méthode de 
translittération et par Google Translate respectivement. 
Tableau 5.6 Résultats obtenus par notre méthode de translittération 
EN-PERS EN-LOC EN-ORG Total 
Nombre d'ENs dans l'échantillon 17,553 3359 20,569 41,481 
Nombre d'ENs bien translitérées 15,069 2187 5613 22,869 
Nombre d'ENs mal translitérées 524 33 445 1002 
Rappel(%) 85.84 65.1 27.28 55.13 
Précision (%) 96.63 98.51 92.65 95.8 
F-mesure (%) 90.91 78.39 42.14 69.98 
Tableau 5.7 Résultats obtenus par Google Translate 
EN-PERS EN-LOC EN-ORG Total 
Nombre d'ENs dans l'échantillon 17,553 3359 20,569 41,481 
Nombre d'ENs bien traduites 16,273 2981 19,966 39,220 
Nombre d'ENs mal traduites 764 80 501 1345 
Rappel(%) 92.70 88.74 97.06 94.54 
Précision (%) 95.51 97.38 97.55 96.68 
F-mesure (%) 94.08 92.85 97.3 95.6 
Discussion des résultats obtenus 
Pour les EN-PERS, Google Translate a obtenu un rappel et uneF-mesure meilleurs que 
ceux de notre méthode de translittération. Cependant, nous avons obtenu une valeur de 
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précision (96.63) légèrement mieux que celle de Google Translate (95.51 %). De ces 
résultats, on peut déduire que l'ajout d'une technique de translittération à un système de 
TA peut améliorer la traduction, ceci est expliqué par plusieurs raisons comme par 
exemples: 
1- Les EN-PERS peuvent avoir plusieurs écritures différentes, et il amve que la 
mémoire de traduction de Google Translate ne contienne pas toutes ces écritures, et 
donc soit il ne peut pas traduire certaines EN-PERS ou il donne une traduction 
fausse. Par exemple, le nom de personne 'Hussin' a plusieurs façons d'écriture 
comme 'Hussayn', 'Husayn', 'Hussein', 'Hussiayn', 'husyn', Husiayn', .etc. qui 
représentent une traduction pour le nom arabe '~'. Mais Google Translate ne 
trouve pas la traduction pour les noms 'husyn', 'Hussiayn' et 'Husiayn' par contre la 
translittération de ces noms donne la traduction adéquate. 
2- Les noms de personnes sont parfois mal écrits dans un texte (ou corpus). Dans ces 
cas, Google Translate peut donner une traduction erronée. Par exemple, nous avons 
trouvé que le nom 'Naguib Sawiris' est écrit dans le corpus UN comme 'Naguib 
Saweiras'. Google Translate donne une traduction partielle pour le nom 'Naguib 
Saweiras», car il ne trouve pas la traduction pour le mot 'Saweiras', mais il donne la 
bonne traduction pour le mot 'Sawiris' qui est 'I.Y' Y..JI.....'. Cependant, une 
translittération donne la traduction adéquate pour les deux écritures. Dans notre 
évaluation, il y a beaucoup d'ENs qui sont partiellement traduites par Google 
Translate. 
3- ll y a des EN-PERS qui contiennent des termes qui ont un sens particulier comme le 
nom 'Patrick Sale' qui est traduit par Google Translate à '~ ~y~' (bAtryk byE 1 
Patrick vente) qui est fausse, car dans ce cas le mot 'Sale' ne désigne pas la 'vente' 
et il doit être translittéré à'~' (syl). 
Le tableau 5.8 montre quelques exemples d'EN-PERS qui n'ont pas bien traduites par 
Google Translate, mais bien translittérées par notre méthode. 
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Tableau 5.8 Exemples des EN-PERS (du corpus UN) non traduites par Google 
Translate 
EN-PERS Google Translate Notre méthode Remarques 
Abdel-Ellah ..Ill ~ Balqzeez . fo. <Ü'i 1 .lJc. ~ .  Le terme 'Balqzeez' est 
Balqzeez (Ebd Al<lh blqzyz) introuvable par Google 
Translate. 
Miryam Husayn ~~yFahdi r.;~~~Y' Le terme 'Fahdi' est 
Fahdi (mrym Hsyn fhdy) introuvable par Google 
Translate . 
Mrs. Hawa ..lA:..I ç.\~ li~l Youssof u......, J:! .lA:..\ '~ li~l Le terme 'Y oussof est 
Ahmed Y oussof (Alsydp HwA >Hmd introuvable par Google 
ywsf) Translate. 
Comme pour les EN-PERS, la précision pour les EN-LOC (98.51%) est un peu mieux 
que celui de Google Translate (97 .38%) ce qui montre 1' efficacité de la translittération 
pour ce type d'EN aussi. Nous avons trouvé qu'il y a quelques EN-LOC qui sont 
correctement translittérées par notre méthode par contre elles ne sont pas traduites par 
Google Translate ou elles sont partiellement traduites. Le tableau 5.9 montre quelques 
exemples de ces noms. On a remarqué que Google Translate ne donne pas la bonne 
traduction s'il s'agit des EN-LOC qui contiennent des noms d'origine arabe qui 
nécessitent généralement une translittération au lieu de traduction. 
Tableau 5.9 Exemples d'EN-LOC mal ou non traduite par Google Translate 
EN Google Notre méthode Remarques 
Translate 
Al-genayen .,rgenayen ·WI Ul . -r La traduction du terme 'genayen' est 
quarter (Hy AljnAyn) introuvable par Google Translate 
Qota Non traduit ..:ï_,! (qwth) La traduction du terme 'Qota' est 
introuvable par Google Translate 
Estadio Omnilife .lÜ...\ c......i.J~ÎI.....la.i.. ~ ~ J . La traduction du terme 'Omnilife' est 
Omnilife (mlEb introuvable par Google Translate 
>wmnylAyf) 
Zahmin Zahmin ~j(zHmyn) La traduction du terme 'Zahmin' est 
introuvable par Google Translate 
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Pour les EN-ORG, malgré la valeur élevée de notre précision, nos résultats ne sont pas 
compétitifs par rapport à ceux de Google Translate. Ceci, car, notre rappel est très faible 
par rapport à celui de Google Translate. Cela montre qu'une traduction suffit pour ce 
type d'EN. 
5.3.2 Évaluation pour l'échantillon de titres de Wikipédia 
Résultats obtenus 
Les tableaux 5.10 et 5.11 illustrent les résultats obtenus par notre méthode de 
translittération et par Google Translate respectivement pour l'échantillon du corpus des 
titres de Wikipédia. 
Tableau 5.10 Résultats obtenus par notre méthode de translittération 
EN-PERS EN-LOC EN-ORG Total 
Nombre d'ENs dans l'échantillon 3033 6894 3795 13,722 
Nombre d'ENs bien translitérées 2719 5424 2118 10,261 
Nombre d'ENs mal translitérées 5 4 15 24 
Rappel(%) 89,64 78.67 55.81 74.77 
Précision (%) 99.81 99.92 99.29 99.76 
F-mesure (%) 94.45 88.03 71.45 85.47 
Tableau 5.11 Résultats obtenus par Google Translate 
EN-PERS EN-LOC EN-ORG Total 
Nombre d'ENs dans l'échantillon 3033 6894 3795 13,722 
Nombre d'ENs bien traduites 2489 6793 3601 12,883 
Nombre d'ENs mal traduites 510 13 160 683 
Rappel(%) 82.06 98.53 94.88 93.88 
Précision (%) 82.99 99.80 95.74 94.96 
F-mesure (%) 82.52 99.16 95.30 94.41 
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Discussion des résultats 
En nous basant sur les résultats illustrés dans les tableaux 5.10 et 5.11, nous discutons 
les résultats pour chaque type d'EN. 
Pour les EN-PERS, le rappel, la précision et la F-mesure de notre méthode sont 
meilleurs que ceux de Google Translate. Donc notre méthode est performante pour les 
EN-PERS notamment si les phrases du corpus parallèle utilisé sont courtes comme le 
cas des titres de Wikipédia. Concernant Google Translate, il y a quelques EN-PERS qui 
ne sont pas traduites ou elles sont mal traduites. Le tableau 5.12 montre quelques 
exemples. 
Tableau 5.12 Exemples des EN-PERS non traduites par Google Translate 
EN-PERS Google Notre Remarques 
Translate méthode 
JohnMaffey ùP.-Maffey ~Ü..?. Le terme 'Maffey' n'est pas 
traduit par Google Translate. 
Jose Chinantequilla (..)"'..?. )ll&:jjLi.J...!i ~ ~ ~ U"'..?. La traduction de terme 
Chinantequilla 'Chinantequilla' est 
introuvable par Google 
Translate. 
Pour les EN-LOC, le rappel et la F-mesure de Google Translate sont meilleurs que nos 
résultats. Notre précision (99.92%) est un peu plus élevée à celle de Google Translate 
(99.80%). ll y quelques EN-LOC qui contiennent des termes non traduits par Google 
Translate comme par exemple, l'EN-LOC 'San Servan' qui est traduite en 'ül.... Servan' 
par contre la translittération donne 'ül.!.»- ül....' (sAn syrfAn). 
Pour les EN-ORG, notre méthode de translittération a obtenu ses plus mauvaises 
performances par rapport aux autres types d'EN. Cependant, les résultats obtenus par les 
titres de Wikipédia sont mieux par rapport aux résultats obtenus par le corpus UN. 
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Pour cette évaluation, nous pouvons constater que le type, en terme de longueur de 
phrases, du corpus utilisé influe sur les résultats de notre méthode de translittération. 
Les bons résultats étaient pour le corpus de titres Wikipédia qui a de courtes phrases. 
5.4 Troisième évaluation - évaluation de lexique obtenu à partir de Wikipédia 
La troisième évaluation est simple, elle consiste à comparer le lexique des noms de 
personnes obtenu par les titres de Wikipédia avec les deux lexiques décrits dans (Mohit 
et al., 2012), (Azab et al., 2013)73 et (Alotaibi et Lee, 2013)74• Ces lexiques sont en 
anglais et en arabe et ils ont été construits à partir de Wikipédia. Le lexique de Mohit et 
al. est construit par un système d'extraction des ENs à partir de Wikipédia en utilisant 
l'approche basée sur l'apprentissage machine. Le lexique de Alotaibi et Lee est 
construit par une méthode de classification des articles de Wikipédia selon des classes 
prédéfinies d'EN. 
Tableau 5.13 Comparaison de lexique des EN-PERS de titres Wikipédia avec d'autres 
lexiques 
Nombre d'ENs de Nombre d'ENs qui existent Nombre d'ENs qui existent 
notre lexique sans dans notre lexique et dans les dans notre lexique et 
doublons lexiques de Mohit et Alotaibi n'existent pas dans les 
lexi!lues de Mohit et Alotaibi 
9973 1723 (17.28%) 8250 (82.72%) 
Les résultats illustrés dans le tableau 5.13 montrent que notre lexique d'EN-PERS 
extrait de Wikipédia est un complément aux deux lexiques de Mohit et Alotaibi avec 
8250 nouvelles ENs. Cela parce que Wikipédia est une ressource très dynamique et en 
croissance rapide et des articles sont souvent ajoutés dès leur survenance (Bunescu et 
Pasca, 2006). Donc le nombre des ENs qui existent dans Wikipédia augmente au fur et à 
mesure que de nouvelles pages sont ajoutées. 
73 http://nlp.gatar.cmu.edu/resources/NETLexicon/ et http://www .ark.cs.cmu.edu/ ArabicNERJ 
74 http://www.cs.bham.ac.uk/-fsa081 
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5.5 Quatrième évaluation : Intégration des lexiques construits dans un système 
de TAS 
Les ENs et les mots MHV composent un problème pour la TA et leur traduction peut 
donner un mauvais sens de la phrase. Par exemple, le nom de personne d'origine arabe 
'J...I' (Amal) a le sens 'espoir' en français; Un système de TA peut donner la traduction 
'espoir' à ce nom de personne qui n'est pas la bonne traduction. Une translittération de 
ce type de termes résout ce problème. 
Pour évaluer la qualité de notre méthode de translittération, nous avons incorporé les 
deux lexiques d'EN-PERS et d'EN-LOC dans un système de TAS en utilisant le 
décodeur Moses. 
Pour avoir des lexiques d'ENs plus riches, nous avons ajouté à ces deux lexiques d'ENs 
deux autres lexiques bilingues d'EN-PERS et d'EN-LOC qui sont construits à partir de 
JRC-Names, (Steinberger et al., 2011), DBPedia (Lehmann et al., 2012) et Geonames75 • 
Nous avons participé dans la campagne d'évaluation TRAD 2014 avec le système de 
TAS construit en utilisant les lexiques bilingues d'ENs. 
Avant de présenter les résultats de la quatrième évaluation et la discussion, nous 
décrivons la méthode de construction des lexiques bilingues d'ENs à partir des 
ressources linguistiques. 
5.5.1 Construction de lexiques d'ENs à partir de ressources linguistiques 
Cette sous-section décrit la méthode suivie pour la construction de deux lexiques d'EN-
PERS et d'EN-LOC à partir de trois ressources linguistiques qui sont JRC-Names 
75 http://www.geonames.org/ 
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(Steinberger et al., 2011), DBPedia (Lehmann et al., 2012) et Geonames76• Une brève 
description de ces ressources est présentée aussi. 
Geonames 
Geonames est une ressource qui contient des EN-LOC. C'est une base de données 
géographique de la toponymie qui couvre tous les pays et compte plus de huit millions 
de noms de lieux. Geonames est disponible gratuitement sur Internet, et présente les 
données dans plusieurs langues, mais il y a plusieurs ENs qui ne sont disponibles qu'en 
anglais. 
Nous avons utilisé les API de Geonames pour extraire les ENs. 
JRC-Names 
JRC-Names (Steinberger et al., 2011) est une ressource multilingue des ENs de type 
nom de personne et noms des organisations. C'est un outil disponible gratuitement 
suivant le lien http://langtech.jrc.ec.europa.eu/JRC-Names.html 
Pour extraire les ENs à partir de JRC-Names, nous avons utilisé le code source de JRC-
names (JRC-Names Java source code) disponible en ligne. 
DBPedia 
Le projet DBPedia77 a été lancé par l'Université Libre de Berlin et l'Université de 
Leipzig, en collaboration avec 1' entreprise OpenLink Software. Le premier ensemble 
de données accessibles au public a été publié en 200778• Ensuite, DBPedia est devenu 
un outil pour la construction des dictionnaires d'ENs ou de termes généraux, par 
exemple (Al-Jumaily et al., 2012) ont utilisé DBPedia comme ressource dans leur 
système d'extraction des ENs en langue arabe. 
76 http://www .geonames.org/ 
77 http://dbpedia.org/About 
78 http://fr. wikipedia.org/wiki/DBpedia 
! • 
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Le principe de ce DBPedia est l'extraction des informations structurées à partir de 
Wikipédia. Le contenu des articles de Wikipédia est sous un format général et non 
structuré. DBPedia extrait les informations à partir de ces articles, mais sous une forme 
structurée et normalisée dans un format du web sémantique (Lehmann et al., 2012; 
Mendes et al., 2012). 
L'utilisation de DBPedia se fait par les graphes RDF (Manola et al., 2004) et les 
requêtes SPARQL79. Un graphe RDF (Manola et al., 2004) est un modèle de graphe 
servant à formuler les ressources du Web. ll est particulièrement adapté à représenter 
des métadonnées sur les ressources du Web, comme le titre, l'auteur, la date de 
modification d'une page Web, etc. 
Nous avons interrogé les graphes RDF de DBPedia par le langage SPARQL (Protocol 
and RDF Query Language) (Prud'hommeaux et Seabome, 2008). SPARQL est un 
langage de requêtes qui permet la mise à jour (recherche, ajout, modification et 
suppression) des données RDF disponibles à travers Internet. 
Volume des lexiques construits à partir des ressources linguistiques 
Le tableau ci-dessous illustre le nombre d'EN extrait à partir de chaque ressource 
linguistique utilisée. 
Tableau 5.14 Taille du lexique des EN-PERS et EN-LOC construits à partir de 
ressources linguistiques 
Geonames JRC- DBPedia Total 
Names 
EN-PERS - 9159 41,956 51,115 
EN-LOC 2142 - - 2142 
79 http://www. w3.org!fR/rdf-sparql-query/ 
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5.5.2 Intégration des lexiques bilingues d'ENs dans le système de TAS 
• Résultats obtenus 
Les évaluations ont été faites par le calcul de la valeur de score BLEU (Papineni et al., 
2002) et le taux des mots MHV. 
Le score BLEU obtenu dans les deux configurations80 de notre système de TAS est 
illustré dans le tableau 5.15. Le taux des MHV et le nombre des mots non reconnus sont 
montrés dans le tableau 5.16. 
Tableau 5.15 Score BLEU dans chaque évaluation 
Expérience Score BLEU 
Système de base (système 1) 24.37%, 
Système à base de lexiques d'ENs (système 2) 24.92% 
Tableau 5.16 Taux des MHV dans chaque évaluation 
Expérience Pourcentage de Nombre de mots 
MHV non reconnus 
Système de base (système 1) 2.99% 314 
Système à base de lexiques d'ENs 2.63% 276 
(système 2) 
• Discussion des résultats 
Nous constatons que l'introduction des lexiques d'ENs a amélioré la valeur de score du 
système de base. Avec ces lexiques d'ENs, le système de TAS n'a pas besoin de 
traduire les ENs contenues dans les lexiques d'ENs, ce qui évite une mauvaise 
traduction de ces ENs. Cela confirme que la translittération des ENs joue un rôle 
important dans la TAS. 
8° Ces configurations ont été présentées dans la section 4.3.3 
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Dans le tableau 5.16, l'introduction des lexiques d'EN au système 2 diminue le taux des 
mots MHV (de 2.99% à 2.63%) et donc le nombre des mots non reconnus (de 314 mots 
à 276 mots). Les mots MHV reconnus par le système 1 existent dans l'un des lexiques 
introduits, car beaucoup d'ENs correspondent à des MHV et les lexiques introduits ont 
permis de les reconnaître et ainsi d'utiliser leurs traductions dans le système de TAS. 
Exemples: 
L'EN-PERS '_;l.:i:....JI' (AlmxtAr) a été traduite par le système de base (système 1) en 
'choisis' qui est une fausse traduction, mais cette EN a été bien reconnue dans le 
système à base de lexiques d'ENs (système 2) et elle est traduite en 'Al-Mokhtar'. Une 
des phrases en arabe qui contiennent cette EN est : 
·~~.1'1...oly Jj ~_; ~ ~ '_;l.:i:....JI' e;IS.' (AlmxtAr" qd d$-n rHlp frAr drAmAtyky-p) 
La traduction obtenue pour cette phrase est: 'Al-Mokhtar' a lancé le voyage 
dramatique'. 
Parmi les mots MHV reconnus après l'introduction de lexiques d'ENs le mot '4Î' 
(>mymp) qui est une EN-PERS et a été reconnue à 'Omima'. 
5.6 Conclusion 
Dans ce chapitre, nous avons présenté quatre méthodes différentes pour évaluer les 
résultats obtenus dans ce mémoire. Les trois premières évaluations étaient destinées à 
évaluer les résultats obtenus par notre méthode de translittération des ENs de 1' anglais 
vers 1' arabe. 
La première méthode consiste à évaluer les lexiques d'ENs construits par la projection 
cross-linguistique. Les corpus de test sont le corpus UN et le corpus de titres de 
Wikipédia. Les résultats de cette évaluation ont montré la performance de la méthode de 
translittération proposée notamment pour les EN-PERS et les EN-LOC. 
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Une comparaison de notre méthode de translittération des ENs a été faite avec la 
traduction du système Google Translate. Notre méthode a obtenu une précision 
meilleure que celle de Google Translate pour les noms de personnes, mais un rappel 
inférieur de celui de Google Translate. Ce qui montre que l'intégration d'un module de 
translittération dans un traducteur automatique est très efficace pour la TA. 
La troisième évaluation montre que le lexique obtenu à partir de Wikipédia à compléter 
d'autres lexiques d'ENs extraites de Wikipédia. 
La dernière évaluation montre que le problème des mots MHV et des ENs dans la TA 
peut être résolu par l'incorporation de lexiques d'ENs dans le système de TAS. Une 
amélioration en terme de score BLEU a été réalisée par notre système de TAS en 
introduisant les lexiques bilingues d'ENs. Cette dernière évaluation a été présentée lors 
des évènements internationaux TRAD 201481 . 
81 http://www.trad-campaign.org/ 
CHAPITRE VI 
CONCLUSION ET PERSPECTIVES 
Ce mémoire consiste en premier à développer une méthode de projection cross-
linguistique pour l'extraction des ENs à partir de corpus parallèles alignés, et la 
construction de lexiques bilingues d'ENs pour deux langues différentes source et cible. 
En deuxième, ces lexiques ont été incorporés dans un système de TAS. 
Dans la première partie de ce mémoire, nous avons choisi la langue anglaise comme 
langue source et la langue arabe comme langue cible. La langue arabe appartient aux 
langues à morphologie complexe et la reconnaissance des ENs en cette langue reste un 
défi dans le domaine du TALN. L'objectifprincipal visé par ce projet est la contribution 
pour soulever ce défi. Cet objectif est réalisé par le développement d'une méthode de 
projection cross-linguistique pour l'extraction des ENs en arabe en se basant sur les 
corpus parallèles. La méthode de projection présentée se base sur un modèle de 
translittération des ENs d'une langue source vers une langue cible. Ce modèle consiste à 
trouver toutes les translittérations possibles d'un phonème en langue source vers la 
langue cible. Une méthode de normalisation basée sur des règles a été introduite pour 
normaliser quelques phonèmes arabes vers un seul phonème. 
Notre méthode de translittération peut être appliquée à n'importe quelle paire de langues 
en changeant juste les phonèmes de translittération et les règles de la méthode de 
normalisation des phonèmes. 
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Le résultat de notre méthode de translittération était l'annotation du corpus cible et la 
construction de trois lexiques d'ENs pour les types : noms de personne, noms de lieu et 
noms d'organisation. 
Pour tester la performance de notre méthode de translittération, nous avons utilisé deux 
corpus parallèles complètement différents. Le premier corpus est le corpus UN 
caractérisé par ses phrases longues. Le deuxième corpus, extrait de Wikipédia, constitue 
en un ensemble de titres parallèles des articles de Wikipédia. Contrairement au corpus 
UN, le corpus de titres de Wikipédia est caractérisé par ses phrases courtes. Ces deux 
corpus sont riches en terme d'EN ce qui donne un bon exemple pour le corpus test. 
Plusieurs évaluations ont été faites sur les résultats obtenus par 1' application de notre 
méthode de translittération sur ces deux corpus. Parmi ces évaluations, une évaluation a 
été faite pour comparer notre modèle de translittération des ENs avec la traduction des 
ENs par le système Google Translate et une autre évaluation a été faite pour tester 
l'efficacité de l'incorporation des lexiques d'ENs dans les systèmes de TAS. 
Ces deux évaluations ont montré que la translittération des ENs est très utile pour la TA, 
on arrive à trouver qu'il y a des noms de personne ou des noms de lieu qui ne peuvent 
pas être traduits par un traducteur automatique, comme Google Translate. Par contre, 
une translittération de ces noms donne la traduction adéquate. Aussi pour le problème 
des MHV dans les systèmes de TA, nos résultats d'évaluation ont montré une 
diminution de taux des MHV après l'utilisation des lexiques d'ENs. 
Notre première évaluation qui a été faite par un expert linguistique a obtenu une bonne 
précision pour les EN-PERS et EN-LOC. Cela explique l'efficacité de notre méthode de 
translittération des ENs pour ces deux types d'EN. 
Les principales contributions de ce travail peuvent se résumer à travers les points 
suivants: 
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Réalisation d'une méthode de translittération des ENs de l'anglais vers l'arabe qui 
peut être généralisée à d'autres paires de langues. 
Construction de lexiques bilingues d'ENs pour deux langues différentes. 
Annotation de corpus en arabe avec les ENs reconnues. 
Amélioration d'un système de TAS, en utilisant les lexiques bilingues d'ENs. 
Concernant les perspectives, nous souhaitons dans le futur l'amélioration de notre 
solution pour obtenir de meilleurs résultats pour les EN-ORG. En effet, ce type d'EN se 
présente généralement sous forme d'acronymes et ne peuvent être translittérés, mais 
doivent plutôt être traduits en utilisant une méthode spécifique à ce genre de problèmes. 
Nous souhaitons aussi généraliser notre solution pour être appliquée sur des corpus 
comparables qui sont plus disponibles par rapport aux corpus parallèles. 
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APPENDICE A 
TABLE DE TRANSLITTÉRATION DE L'ARABE D'APRES LA NORME DE 
BUCKWALTER 
Tableau A.l Code Unicode et translittération des phonèmes arabes par le système 
Buckwalter82 
Code Unicode Buckwalter Glyph Code Unicode Buckwalter Glyph 
\u0621 ' ç. \u062E x t 
\u0622 1 ï \u062F D .l 
\u0623 > l \u0630 * j 
\u0624 & ) \u0631 R .) 
\u0625 < J \u0632 z j 
\u0626 } t..s \u0633 s (.)" 
\u0627 A 1 \u0634 $ ~ (.)" 
\u0628 B y \u0635 s (.)""' 
\u0629 p 0 \u0636 D ~ 
\u062A T û \u0637 T .b 
\u062B v ~ \u0638 z .l:. I...J 
\u062C J ~ \u0639 E t 
\u062D H c: \u063A G t 
\u0640 \u0641 F u 
- -
82 http://languagelog.ldc.upenn.edu/myl/ldc/morph/buckwalter.html 
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Code Unicode Buckwalter Glyph 
\u0642 Q _; 
\u0643 K ~ 
\u0644 L J 
\u0645 M (' 
\u0646 N û 
\u0647 H 0 
\u0648 w J 
\u0649 y r..S 
\u064A y '-f 
\u064B F r, ' .. ...' 
\u064C N 
. 
() 
\u064D K ,. .... , y 
\u064E A 0 
\u064F u ' cl 
\u0650 1 ç 
\u0651 
-
C• 
\u0652 0 () 
APPENDICES 
ÉCHANTilLON DE CORPUS PARALLÈLES ANNOTÉS 
B.l Échantillon du corpus UN 
B.l.l Échantillon en langue arabe 
0A <PERS/> ~..J.Ji:. 'i J.:l.J\S..:..J ~kPERS> '~ ~'i ~~ ~.)li o~ Jilil üÎ .:J JiJ 
J 1 ';il. aQI ~ .l.:.l.ih'il 1- ü.:Jct..... · Wll · :ï· ... ~ · ·.<-~ ~~'<LOC/>· ~· 'ikLOC> 
_p. ç. .) u-~ ~ ùJ (.)"' P. -::r (.)"' (J-""'"' c.; ~..) 
ü:il_).;...l.o .fi.Î jA l.:l.:>.IJ o..):ÛC-1 c.;~l .>"YI ,..u~ &"".fJ .)c.J Wl o~ ~ ~J_;h.JI 4; .. ·;'•)1 y~l 
.~WI ~1 ~l_,l..JI t.S~ ~ 
.Ul ~ c.;~l ~_)JI 1~ .)c. ~1 J.,...IJÎ üÎ ~ ~1 û.lic iilJ 
~kPERS> ~ L>:!.J.JA c..,i& r.~i t..r" .:J.?.Î ~l ~ t.S~ ùC Y.Ci üÎ ~~ J I~IJ 
0A <PERS/> Ji:!:i ~kPERS> J '<LOC/>I.lii_Y.<LOC> 0A <PERS/>4 fi 
~J ,~)1 ~.,JI_,.i ~~ <LOC/>4i:!S<LOC> 0A c.;fi~ ~~J '<LOC/>~..J\tkLOC> 
. ..Jji.JI ~ ~ <LOC/>I.ll.I..J:!I<LOC> 0A <PERS l>ü't.A _,l y\ ..Jfo.llkPERS> 
·i ,~1 1- ~ .LII L~L~I ~ · ii.:JI.i:i...";/L ,\.k.... · .c::. ·.UÎ · ~ '-' "1 ù . ~ J~ ~ . ,...-y<A (.)"' . ~ ù~ (.)"' !..s--' ~.J 
.ii ..)J.:Jll 0~ .; ~)! ~ .;tll ùl.:ll\ \tl t)! '-:J ~ 1~ u.. _,.!; ~ 
üJy!il r-WI ~ ~~ .:Jct.......ll '<PERS/> J.:l.Jf. ~'-:!! fi) .. o<PERS> ~ ~) üÎ ~ .:lJÎJ 
:i ·'· -11 ~1 ~1 1. .. ~ ,.oûi\.b A.:i..&.. .u.il.i:i.J ~ t.iJ\.:.cl t:il ~1 ,."1~":/1 -~ J ~ ..)~ J J J ~ . . . . ..) c.; ("""'-
~ ~ -11 · Wll ~~ ....! üi.u:. · ~ bi •t:.- -1 <PERS/>·' .. c:: -1'-'W<PERS> ..u..Jl '--l • üil y ùJ _,... <.r . .) uc ..) . t.r"'~J ..r~ Y":!"~ ~ . yu .J 
__ ':_Il 
-~J 
'<LOC/>J\,i.i...JkLOC> J <LOC/>4..Jfi<LOC> ~..)~ c.;.l!~ ~) üÎ .:lJÎ d_?.Ï ":/ I..JP..ÎJ 
ü:i.i.::J ~ l .:J.:>.Î t..... • • ç. • J 
~1 .. :.~ 11 . ii ,-;Q ~ . üil 1.~. . ç. ·~ • .ll -~ ~1 0~ ù! .. ~ 1 •• ~c:: l..!i... ·l . ~ 'i ~ (.)"' ~ .. ~_,.,-c L.J-1-1 (.)"' ~Y-'-'J . _,... .)~ ""'f!-'-'..) ù .r J 
.<ORG/>ii~l <"""\tkQRG> ~ W.....O .J4S Jlo4 ~~ ~ ii.fo ~~\tl ~~J ii_;;WI 
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1_?-)A u:.c-1 .li <IORG>.ll~_>AI\ tb~ <ORG>ül ~ ~~ _;~ '~ J.....:i:i a..., .}.J 
~ )~.....:.\ u~ ~~.J '<LOC/>~LOC> ~;·:..ii! 4.:ila:i.JI ~WI ~~->" Wlj 0A olJ_,:L..... ~ 
.1976 r-l.c. 
B.1.2 Échantillon en anglais 
1 would also like to take this opportunity to thank my predecessor, <PERSON>Mr. 
Ricardo Lagorio<IPERSON> of <LOCATION>Argentina<ILOCATION>, who was 
able to develop an atmosphere of cooperation that helped us to maintain and broaden 
the consensus on major issues before this Committee that 1 consider as one of our 
major achievements over the past few years. 
lt is my intention to continue on the path that he blazed. 
Permit me also to say how delighted 1 am to have such distinguished feilow officers 
as <PERSON>Mr. Konik<IPERSON> of <LOCATION>Poland<ILOCATION>, 
<PERSON>Mr. Nieto<IPERSON> of <LOCATION>Argentina<ILOCATION> and 
<PERSON>Mr. Chokwe<IPERSON> of <LOCATION>Kenya<ILOCATION> as 
Vice-Chairmen, as weil as <PERSON>Dr. Holohan<IPERSON> of 
<LOCATION>Ireland<ILOCATION> as the Rapporteur. 
Benefiting from their profound knowledge of the Issues before this 
<ORGANIZATION>Committee<IORGANIZATION>, 1 am sure that together we 
shall be able to go a long way towards meeting the objectives before us at this 
session. 
1 would also like to welcome <PERSON>Mr. Marco Vianeilo Chiodo<IPERSON>, 
the new Assistant Secretary-General for Public Information, who has already 
impressed us with his dedication, wisdom and energy, as weil as with his personal 
and professional skiils. 
To <PERSON>Mr. Vianeilo Chiodo<IPERSON> and to the staff of the Department 
we extend our wishes for our continued close and fruitful cooperation. 
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Last but not least, 1 would also like to welcome the delegations of the Republic of 
<LOCATION>Korea<ILOCATION> and <LOCA TION>Senegal<ILOCATION>, 
the newest members of our Committee. 
Their participation certainly further enhances the standing of this Committee and 
broadens the diversity of its membership. We live in a period of exciting and 
momentous changes; a period also filled with great expectations placed on the 
<ORGANIZA TION>United Nations<IORGANIZATION>. 
On a related matter, it should also be noted that the <ORGANIZA TION>Dag 
HammarskjOld Library<IORGANIZATION>, in response to a request made by the 
<ORGANIZATION>General Assembly<IORGANIZATION> at its forty-sixth 
session, has recently prepared an update to its earlier bibliography on the question of 
<LOCATION>Palestine<ILOCATION>, originally published in 1976. 
B.2 Échantillon de titres de Wikipédia 
B.2.3 Échanillon en langue arabe 
<PERS/>U":!-l4 ~ ~~ ~<PERS> 
~w.J\ 4..l.J..l.ll 
ù.J:!.i:_;.o 
~~~:yllj 
u~I·Lù.u& 
• ~ ~·~ ~.J 
<ORG/>l.:~.J<ORG> ~_;... ~.Jbl ~ ü4li...:i.ii:\.:'J!§lJ 
~\ ~ --~\."'1.-\Wt!·-.:-L ~~ ~~ ~- .~ 
~\ 
~ 
~ 1 • • ~ I...J~:~ 
~ 
~ji 
<LOC/>~LOC> 6ut:i 
<LOC/> ~<LOC> "l......:u:~ 
<LOC/>ül.l _,..,lkLOC> 
(~ji) <LOC/>4-ï'-h:!_;.r<LOC> 
):i.t. ùlyl 
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<LOC/>41# <LOC> 
<LOC/>Jl... ~I<LOC> 
~_,i:ylt! 
<LOC/>J:jl->"'l<LOC>.) ~4--JI ylj:o.~l WU:~ 
<PERS/> j4 ~ .J:!_}&ll ~<PERS> 
B.2.4 Échanillon en langue anglais 
<PERSON>Abdelhamid Ben Badis<IPERSON> 
Ottoman Empire 
Marinid dynasty 
Template:Place of articulation 
Wikipedia:Explore 
Wikipedia:Elections for the <ORGANIZA TION>Board of 
Trustees<IORGANIZATION> of the <ORGANIZATION>Wikimedia 
Foundation<IORGANIZA TION> 
List of classical music composers by era 
Jerusalem 
<LOCA TION>Shechem<ILOCATION> 
Category: Lakes 
<LOCA TION>Italy<ILOCATION> 
<LOCATION> Tunisia<ILOCATION> 
History of <LOCA TION>Palestine<ILOCATION> 
Category:Presidents of <LOCATION>Egypt<ILOCA TION> 
<LOCA TION>Sudan<ILOCATION> 
<LOCA TION>Britain<ILOCATION> 
Adolf Hitler 
<LOCA TION>Guinea<ILOCATION> 
<LOCATION>Somalia<ILOCATION> 
Template:<ORGANIZATION>OPEC<IORGANIZATION> 
List ofpolitical parties in <LOCATION>Israel<ILOCATION> 
<PERSON>Abd al-Aziz ibn Baz<IPERSON> 
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