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ABSTRACT 
The development of associated costs with product quality 
assurance is reported in this paper. The procedure was 
examined through the use of computer simulation and by 
some theoretical examples. 
Specifically, this paper tries to find cheaper sampling 
plan that assures the product quality, the producer's 
risk and, if the lot size is large, the consumer's risk. 
For the chosen work conditions in this paper, the sam - 
pling inspector has to do sampling inspection when frac- 
tion defective is larger than 0.04 . 
Given that sampling inspection is necessary, it is po - 
ssible to find: 
a. Optimum sampling plan .among some sampling plans; in 
other words, a. relative optimum ( see section I ) . 
b. Absolute optimum sampling plan by using semi-economic 
approach ( see section II ) ." 
Any way, the results are very similar and they can be 
observed in section III of this paper. 
Finally, indirect cost of quality assurance program are 
considered in second part of the project, and it can be 
concluded that both producer's risk and consumer's risk 
- ix - 
are satisfactory for selected conditions ( see pages 84 
and 88 of this paper ) . 
A^- 
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INTRODUCTION 
There are two principal kind of costs which, have a relation 
to product quality assurance: Cost of Sampling and Indirect 
Costs of Quality Assurance Program. 
COST OP SAMPLING 
Two different procedures will be considered in order to 
find the optimum plan by using costs: 
I BY USING ACCEPTABLE QUALITY LEVEL ( AQL ) 
Before an acceptance sampling can be selected for a manu- 
facturing process a specific quality criterion must be 
established. One commonly used criterion is the Accepta- 
ble quality level, where it is necessary to know the lot 
size, and where the actual probability of acceptance 
does vary with sample size. 
II BY USING THE ECONOMIC  APPROACHES 
Although industrial organizations have many specific 
reasons for maintaining inspection procedures, the prin- 
cipal objetives are usually economic in nature. Even the 
acceptance sampling above may be traced to economics. 
By using this technique, the only unknowns will be the 
sample size ( n ) and the acceptance number ( c ). These 
may be manipulated by the decision maker to provide the 
- 1 
lowest total cost for each sampling plan. 
However, the decision maker can use some statistical 
constraints when he is going to make the final decision. 
IIICOMPARATION BETWEEN TWO PROCEDURES 
INDIRECT COSTS OP QUALITY ASSURANCENPROGRAM 
Three categories of indirect costs that are commonly asso- 
ciated with Quality assurance program are: 
I Cost of administering the inspection process. 
II Cost of a type I error. 
IHCost of a type II error. 
Before each topic is analized, some important aspects of 
Quality Control which are intimately related with this paper 
will be considered. 
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WHAT DOES QUALITY CONTROL MEAN ? 
Not many years ego few persons outside of industry had even 
heard of QUALITY CONTROL, much less understood what the ac- 
tivity involved. Today, almost everyone has heard of it and 
has some vague notion of what Quality Control is. 
Quality Control is not a cure-all. It is not enough to orga- 
nize and staff a quality control department and then sit 
back and expect that all your quality problems will be mi - 
raculously solved. Numerous benefits come from a quality 
control program, and most quality control departments usua- 
lly can point to many worthwhile achievements. 
Quality Control is not necessarily a cost reduction program. 
Often the instalation of a quality control program will re- 
sult in impressive savings. In thesecases, increased expen- 
ditures for quality control activities are more than offset 
by savings resulting from: 
a. Better informed purchasing'of ingredients and supplies. 
b. Less waste and subgrade products. 
c. Higher yields. 
d. Improved production practices, and 
e. Greater consumer acceptance. 
However, often the objetive of a quality control program is 
to produce a better or higher quality product and we norma- 
- 3 - 
lly should expect it. to cost more. We can look upon quali- 
ty control as a profit maximizing activity since-7proper use 
of this management tool should permit products to be manufac 
tured at lowest possible cost for the quality level desired. 
Quality Control is an insurance program. Consumers return 
to select a certain brand because they have learned that 
they can rely on the quality of the product. Sales people 
can sell confidently with assurance that the product deli- 
vered to the customer will be as represented. Management 
can plan for the future confident that acceptance of the 
company's products will not decline due to customer dis- 
appointment. Both purchaser and'producer are cpnforted by 
the knowledge that the product has been produced in a qua- 
lity control enviroment. x- 
Now, each quality control deparment should have at least 
two sections: 
a. CONTROL CHARTS SECTION. 
These guide the engineer in modifying^ production so as to 
turn out consistent product. 
b. ACCEPTANCE SAMPLING SECTION. 
This determines a course of action, not just estimates 
lot quality. Acceptance sampling prescribes a procedure 
that, if applied of a series of lots, will give a speci- 
- 4 - 
fie risk of accepting lots of given quality. In other words, 
acceptance sampling yields a quality assurance. 
SOME ECONOMIC ASPECTS OP DECISIONS ON THE 
AMOUNT AND TYPE OP INSPECTION 
Sometimes it is economical to do no inspection at all, some- 
times 100 <fo  inspection is the most economical, and sometimes 
sampling inspection of one type or another is better than 
either. The objetive should be to select that amount and ty- 
pe of inspection that will minimize the sum of the produc - 
tion costs, acceptance costs, and insatisfactory product 
costs influenced by the decision regarding inspection. Once 
this viewpoint has been adopted, certain conditions may be 
evident that are favorable, to no inspection, to 100 $ ins- 
pection, and to sampling inspection. 
Where submitted product is consistently satisfactory for 
the purpose intend, it is likely to be most economical to 
have no inspection whatever. In this case, there are no un- 
satisfactory product costs to be reduced by inspection. Nei- 
ther do there appear t-ot)e production costs such as rework 
to be reduced through by controj/charts or through the pre- 
ssure for process improvement exerted when product is re - 
- 5 - 
jected. Sometimes, however, as in the case of overfill of 
continers, concealed opportunities might be disclosed by- 
variables sampling inspection using control charts. 
Low unsatisfactory product costs per unit of such product 
may also make it economical to do no inspection whatever. 
For example, where unsatisfactory product is readily disco- 
vered and eliminated in a subsequent production operation, 
it may be cheaper to tolerate a moderate percentage of such 
product than to eliminate it by inspection. 
Where submitted product is consistent in quality but nearly 
always contains a substantial percentage of unsatisfactory 
product, 100 io  inspection may be the most economical alter- 
native. Here the choice is likely to be between 100 $ ins - 
pection and no inspection for acceptance purpouses; with a 
statistically controlled product, sampling inspection can 
not be expected to separate the relatively good lots from 
the relatively bad ones. The higher the percentage of un - 
satisfactory product submitted and the hihger the unsatis- 
factory product cost per unit of such product, the more fa- 
vorable the conditions for 100 $ inspection as compared 
with no inspection. The higher the unit cost of inspection 
and the less the effectiveness of 100 $ inspection in eli- 
minating unsatisfactory product, the more favorable the con 
ditions for no inspection. 
6 - 
In making economy studies regarding the amount and type of 
inspection, it should be recognized that sampling inspec - 
tion schemes may possibly reduce unsatisfactory product 
costs in two ways. One way is by the rejection or rectifica 
tion of the relatively bad lots of product, thereby making 
the proportion of unsatisfactory product approved less than 
the proportion submitted. The other way is by reducing the 
proportion of unsatisfactory product submitted; sampling 
inspection may improve product quality through diagnosis of 
causes of quality troubles and through the exertion of effec 
tive pressure for process improvement. This improvement of 
product quality may also reduce production costs, particu - 
larly costs of rework. 
If this possible contribution of sampling inspection to the 
improvement of product quality is neglected, the following 
general statement may be made: the economic field for sam - 
pling inspection is where submitted product is usually good 
enough for no inspection to be more economical than 100 $ 
inspection and where submitted product is occasionally bad 
enough fbr 100 $ inspection to be more economical than no 
inspection. 
On the other side, sometimes it is more economic to do the 
sampling inspection than 100 $ inspection or no inspection. 
As a matter of fact, the objetictive of this work is to de- 
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cide when the inspector has to use 100 fo inspection, no ins- 
pection, or sampling inspection, having in mind that the pro 
cedure cost has to be a minimum. 
WHY DO YOU USE ACCEPTANCE SAMPLING ? 
Acceptance inspection is a necessary part of manufacturing 
and may be applied to incoming materials, to partially fi - 
nished product at various intermediate stages of the manufac 
turing process, and to final product. Acceptance inspection 
may also be carried out by the purchaser of manufactured 
products. 
Much of this acceptance inspection is by sampling. Often 
100 io  inspection turns out to be impracticable or clearly 
uneconomical. Moreover, the quality of the product accepted 
may actually be better with modern statistical acceptance 
procedures than would be the case if the same product were 
subjected to 100 $ inspection. Sampling inspection has a 
number of psycological advantages over 100 $ inspection. 
It is common knowledge that on many types of inspection, 
even 100 $ (several) inspections will not eliminate all of 
the defective product from a stream of product a portion of 
which is defective. The best protection against the accep - 
8 - 
tance of defective product is, of course, having the pro - 
duct made right in the first place. Good sampling acceptance 
procedures may often contribute to this objective through 
more effective pressure for quality improvement than can be 
exertecUwith 100 $ inspection. Some sampling schemes also 
providei.-a1 better basis for diagnosis of quality troubles 
than its  common with 100 %  inspection. 
It should be recognized that although modern acceptance pro- 
cedures are generally superior to traditional sampling me - 
thods estblished without reference to the low of probabili- 
ty, anyone who- uses acceptance sampling must face the fact 
that whenever a portion of the stream of products submitted 
for acceptance is defective, some defective items are like- 
ly to be passed by any sampling acceptance scheme. The sta- 
tistical approach to acceptance sampling frankly faces this 
fact. It attempts to evaluate the risk assumed with alterna 
tive sampling procedures and to make a decision as to the 
degree of protection needed in any instance. It is then po- 
ssible to choose a sampling acceptance scheme that gives a 
desired degree of protection with due consideration for the 
various costs involved. 
- 9 - 
FIRST  PART 
COST 0 P SAMPLING 
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I  DETERMINATION OP AN OPTIMUM SAMPLING PLAN, AMONG SOME 
SAMPLING PLANS, BY USING COSTS AND ACCEPTABLE 
QUALITY LEVEL ( AQL ) 
A INTRODUCTION. 
Modern developments in sampling theory have permitted us 
to construct sampling plans whose behaviors are rather 
exactly predicted. Nevertheles, there are still puzzling 
problems and the most important is : which plan fits my 
needs ? The tables list hundreds of sampling plans. Which 
acceptable quality level (AQL) or average outgoing quali- 
ty limit (AOQL) or lot tolerance percent defective ( Pt ) 
is appropriate for a particular product ? In other words, 
before an acceptance sampling plan can be selected for a 
manufacturing process a specific quality criterion has to 
be established. In this project, one commonly used crite- 
rion will be considered: ACCEPTABLE QUALITY LEVEL (AQL). 
The MIL-STD-105D defined the AQL as: 
" The maximum percent defective ( or the maximum number 
of defects per 100 units ) which can be considered satis- 
factory as a process average. " 
Many practitioners indicate that AQL values they use are 
the result of some sort of condensation of their experien- 
and intuition. This method of selecting an AQL has the 
- 11 - 
advantages of being simple and quick. On the other hand, 
it is usually a difficult to teach-instruction in the 
art of making educated guesses can be a long and expen - 
sive process. 
Another method which is sometimes used is to review his- 
torical information relative to the process average of 
the part in question. If this process average is accepta- 
ble, relative to the problems caused by the defective ma- 
terial in subsequent processing, then it would be used as 
the AQL value. A more conservative approach suggested is 
'to select an AQL which is 20 $ lower than the historical 
average of uncontrolled quality. 
But all of these methos may be criticized as being unscien 
tific and relying heavily on the judgment and experience 
of the individuals making the selection. More important, 
there is no indication of whether the AQL selected is pro 
per from the economic standpoint. 
Beyond such considerations, we should have some methodical 
approach to the selection of the(selection) sampling plan; 
in other words, something that is as free as possible from 
the arbitrary and tied as much as possible to the objecti- 
ve of this work: AN OPTIMUM SAMPLING PLAN BY USING COSTS 
AND ACCEPTABLE QUALITY LEVEL. 
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B DEFINITIONS 
1. AQL definition. 
" Percentage of defective items in an inspection lot 
such that the sampling plan will result in the accep - 
tance of 95 $ of submitted inspection lots containing 
that percentage of defective items. " 
2. The cost equation that will be deduced is restricted 
to: 
a. Attribute, non destructive inspection. 
b. Single sampling. 
c. End-item acceptance. 
d. Assumed procedure of rectifying inspection; ie.,100 
io  inspection of a rejected lot. 
e. Replacement or rework of all defectives found in 
sample and in the rejected lot. 
C DEVELOPMENT OP THE COST EQUATION 
1. The principal cost equation elements are: 
N  : number of units of the item in the lot. 
n  : number of units in the sample. 
N'  : for simplification in computing, when (l - n/N) 
appears in formula , N'will be substituted. 
Pa : expected proportion of lots accepted. This a- 
mounts to the probability that on the average the 
- 13 - 
sampling plan will allow the lot to be accepted 
at a given p, using the particular sample size 
and allowing the given number of rejects in sam- 
ple ( c ). 
p : proportion of incoming lot defective, 
p-^: breakeven p, or p where the total cost, inclu - 
ding inspection, is equal to cost of accepting 
a lot that does not undergo any inspection. 
2. There are three principal components of cost equation: 
a. AVERAGE COST PER LOT UNIT OP INSPECTION 
The average number of units inspected in a lot 
= ( number in sample ) + 
( units other than sample ) ( proportion 
not accepted ) 
=n+(N-n)(l-Pa) 
= nPa + N('1 - Pa ) 
The average lot cost of inspection =(nPa+N(l-Pa))ld 
where I, : inspection cost per unit inspected. It 
may include cost of manpower and equipment.used. 
The average cost per lot unit of inspection results 
when the expression is divided by N. The formula 
then become average cost per lot unit of inspection: 
I = Id (Pa n/N + (1-Pa)) 
Now  ( 1 - n/N ) = N' ; the final expression becomes: 
- 14 
I=Id ( l-PaN') 
b. THE AVERAGE COST PER LOT UNIT OF REPLACEMENT 
Let R. be the estimated cost for each replacement. 
The average number of defective units that are found 
is the proportion p multiplied by the number inspec- 
ted; in other words, it is the same number that un - 
dergo inspection multiplied by the proportion defec- 
tive. Therefore: 
The average cost per lot unit of replacement = R 
R = ( 1 - PaN' ) p R, 
THE AVERAGE COST PER LOT UNIT OF ACCEPTED DEFECTIVES 
The " consequence " cost expresion ( or penelty cost ) 
now remains to be formulated. The average number of 
defectives that are accepted and reach the user is : 
( units other than sample )( average proportion 
accepted )( quality of incoming lot ) = ( N-n) P0 p »   a 
Let A, be the estimated cost of accepting each defec- 
tive unit. Now, the average cost per lot unit of 
accepted defectives is: 
A = ((N-n)/N . Pa p ) Ad = ( 1-n/N ) Pa p A& 
- 15 - 
A = Pa p N' Ad   if Ad = 1 gives A = P& p N' 
d. The total cost per lot unit that combines the three 
elements discussed above becomes: 
COMBINED COSTS = I + R + A 
COMBINED COSTS = Id (l-P&N') + Rdp(l-P&N') + AdpP&N' (l) 
This, for successive values of p, for a given sampling 
plan, becomes the basic cost per lot unit formula that 
makes it possible to plot a cost curve along a base of 
proportion defective. 
Notice that P0 is a function of p and u ' Til U"'apuroxi- a 
mately Poisson or Binomial distribution. Besides, the 
user of this formula may read approximations directly 
of curves OC for values of P_ for corresponding va - 
a 
lues of p, which are the only variables. 
3. ANALYSIS OP THE COMBINED COST EQUATION FOR A BREAKEVEN 
POINT. 
There should be some point along the range of p's where 
the cost of inspection is equal to the cost of accepting 
the lot that undergoes no inspection. This point is 
called BREAKEVEN POINT. Therefore, in the breakeven point 
we have this equality: 
-16- 
COMBINED COST  = NO INSPECTION COST (2) 
Now, the average cost per lot of the accepted defectives 
in lots where there has been no inspection is equal to 
= P N Afl 
The average cost per lot unit of accepted defectives 
with no-inspection is: 
Ao = p N Ad / N = p Ad (3) 
Putting (1) and (3) into (2) gives 
Id(l-PaN') + Rd p(l-PaN') + Ad p Pa N' = Ad p 
p Ad(l-PaN') = Ia(l-PaN') + Rd p(l-PaN') 
P   (   Ad " Rd   }   = *d 
mm^f^j^ali   -frh^jj^^^^^^^^^fajhe   break-even  point   is: 
pb  =^idv ( Ad - !^ *       (- 
This is the point where mathematically it makes no di- 
fference ( cost-wise ) whether inspection is performed 
or not. 
4. SOME OBSERVATIONS ABOUT COST EQUATION 
The majority of the cost models consists of three "basic, 
cost components: 
a. Cost of actually conducting of sampling inspection; 
b. Cost due to accepting defective product; 
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c. Cost associated with rejection a lot of product. 
) 
The cost of sampling inspection ( Id ) normally includes 
the actual cost of examination  ( manpower, used equip- 
ment, etc. ) and may include a set up cost. 
Accepted defective cost per unit found defective in 
accepted lot after it is in the hand of the user ( A, ) 
or penalty cost can be very difficult to evaluate. For 
example, defective product passed on to the consumer may 
result in loss of good-will and future purchases, nei - 
ther of which is easily evaluated in economic terms. 
Cost of passing defective items to subsequent processing 
or assembly stages are more easily quantified and may in- 
clude manpower, rework, equipment, reassembly, incidental 
transportation, downtime, etc. 
Replacement or rework cost ( R-, ) per unit rejected in 
every sample and in the screened rejected lot may inclu- 
de cost of manpower, storage, and material needed for di- 
rect rework. This cost is highly dependent upon lot dis- 
position after rejection. For example, some possible 
courses of action for producer are: 
18 - 
Rejected Lots 
Rectified 
Good items Bad items 
Not rectified 
Bad items 
scrapped or   repaired or 
sold at       reworked, 
reduced price. 
Scrapped or   REWORKED. All 
sold at       items sent 
reduced price, back to pre- 
vious stage 
Bad items of product. 
When these costs estimates are used in the cost equation, 
computation is simplified "by converting the A, cost to 1. 
and by reducing the other two estimates proportionally. 
D. EXAMPLE 1. 
Suppose it is estimated that the failure of a certain 
item has a consequence cost to the user of $ 100. for 
the purchase of another unit, downtime, and other inci- 
dental costs. An inspection procedure designed to detect 
a defective unit is estimated to cost $ 3.80 . The cost 
of replacement of a defective unit within the plant is 
$ 5. Samples are drawn from lots of 1000 units ( N=1000) 
- 19 - 
a 
SOLUTION: 
1. The three cost estimates and the proportional equiva- 
lents then are: 
Ad = $   100.00  1.000 
Id = $  3.80  0.038 
Rd = $       5.00  0.050 
2. General equation : 
COST = Id(l-PaN') + Rd p (l-PaN') + Ad p Pa N' 
Special cases : 
a. Ad=l, COST =Id(l-PaN') + Hflp(l-PaN') + pPgN'  (1') 
b. Pa = 0 , COST = Id + Rd p (1") 
3. Cost equation with NO INSPECTION  ( from  (3) ) 
COST = p Ad   with Ad = 1 gives 
COST = p (3') 
4. Breakeven point. 
Theoretically,   the  "breakeven point  should be  at 
—. 
(from  (4)   )   : 
-^—»*~ 
Pb = Id /  (  Ad - Rd  )   = 0.038 /  (   1 - 0.05   ) 
pb = 0.04 
-  20 
4M0N 
Therefore, in order to find the breakeven point by- 
using a graphic method, it will be taken values to 
p between 0 and 0.06 . Besides, it will be proved 
that this breakeven point has this value by using the 
equations (l') , (l") , and (3') , and plotting 
costs vs. p . 
5. Data set. "~\ 
Each sampling plan was taken from one of the most 
popular sources of sampling plans:GOVERNMENT PUBLI- 
CATION MIL-STD-105D . These tables are found in Qua- 
lity Control and Industrial Statistics by Achenson J. 
Duncan, pages 222 and 223. Besides, each value of P 
( probability of acceptance ) was taken from the same 
book, figure 7.5 ( Nomograph of the cumulative Bino - 
mial distribution ) if AQX and sample size are equal 
or less than 10.0 and 80 respectively; or figure 4.9 
( Cumulative probability curves for the Poisson dis- 
tribution ) if AQL is equal to or less than 10.0 and 
sample size is larger than 80 ( See appendices A and 
B of this paper) . 
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TABLE No 1 
EXAMPLE 1 DATA SET 
S.PLAN No 1 
AQL =2.50 
n  =  20 
c  =   1 
P    PA 
0.000 1.000 
0.010 0.980 
0.020 0.940 
0.030 0.880 
0.040 0.810 
0.050 0.730 
0.060 0.660 
S.PLAN No 2 
AQL = 1.00 
n  =  50 
c  =   1 
P      PA 
0.000 1.000 
0.010 0.910 
0.020 0.720 
0.030 0.540 
0.040 0.400 
0.050 0.280 
0.060 0.180 
S.PLAN No 3 
AQL = 0.40 
n  = 125 
c  =   1 
P      PA 
0.000 1.000 
0.010 0.650 
0.020 0.300 
0.030 0.120 
0.040 0.040 
0.050 0.010 
0.060 0.000 
S. PLAN 
AQL = 0. 
n  = 
c  = 
P 
0.000 1. 
0.010 0. 
0.020 0. 
0.030 0. 
0.040 0, 
0.050 0, 
0.060 0 
No 4 
15 
80 
0 
PA 
.000 
.450 
.200 
.090 
.040 
.020 
.010 
S. PLAN No 5 
AQL = 0.65 
n  =  80 
c  =   1 
P    PA 
0.000 1.000 
0.010 0.800 
0.020 0.520 
0.030 0.300 
0.040 0.160 
0.050 0.090 
0.060 0.040 
S. PLAN No 6 
AQL = 1.00 
n  =  80 
c
. , =   
2 
P      PA 
0.000 1.000 
0.010 0.950 
0.020—0.780 
0.030 0.560 
0.040 0.370 
0.050 0.220 
0.060 0.130 
S. PLAN N o 7 
AQL = 1.50 
n  =  80 
c  =   3 
P      PA 
0.000 1.000 
0.010 0.990 
0.020 0.930 
0.030 0.780 
0.040 0.610 
0.050 0.430 
0.060 0.290 
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6. SOME CALCULATION BY USING COMPUTER 
a. DEFINITIONS 
Name of the varia- Definition 
ble in theory. 
N Lot size 
n Sample size 
N' ( 1 - n/N ) 
c Acceptance 
number 
P Fraction 
defective 
Pa Probability of 
acceptance 
I Inspection 
costs 
Name of varia- 
ble in compu- 
ter program. 
N 
SN 
VN 
NC 
PA 
CI 
b. COMPUTER PROGRAM. 
See attached program on page 25 
c. ANALYSIS OF COMPUTER OUTPUTS. ( See tables 2 - 10 ) 
From figure No 1, the breakeven point can be read; 
this value is equal to 0.040, which had been calcula- 
ted in section 4. 
As previously indicated, a prime purpose of acceptance 
sampling plans is to determine whether we can accept 
or not lots from a process. 
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The sampling plans themselves cost money. Past re - 
cords or other evidences, how it was said at the be - 
ginirig of this work, may sometimes indicate what is 
the process average. 
Therefore, knowing the process average and a graph 
similar to figure No 1 , we can decide if we have to 
do acceptance sampling or not, so that our sampling 
plan has a minimum cost, but at the same time the AQL 
has a good value for the procedure. 
In other words: 
- If p ( breakeven point ) is less than or equal to 
0.040 , we do not have to do inspection. 
- If p is larger than 0.040 , we have to choose a sam 
pling plan so that the cost is minimum and the AQL 
is reasonable. In this case, the sampling plan can 
be selected by using figure No 1 , which is a little 
dificult because we only have some sampling plans, 
or by using the section II of this paper. For ins - 
tance, if fraction defective was 0.048 , the best 
sampling plan is n=80 , c=0, and AQL =0.15 ( See 
figure 1 and table 4 ) . 
The AQL rationality will be analized in the last 
part of this project. 
24 - 
FORTRAN IV PROGRAM 
IBM 360/50 
C TOTAL COST  OR COMBINED COST FOR DIFFERENT  SAMPLING 
C PLANS  BY  USING ACCEPTABLE  QUALITY  LEVEL   (AQL)   AND 
C LOTS   OF   1000  UNITS. 
C THIS PROGRAM COMPUTES  AND PLOTS  COST  PER LOT  UNIT 
C (   TOTAL COST  OR COMBINED  COST   )  VS.   FRACTION OF   IN- 
C COME   LOT  DEFECTIVE  FOR DIFFERENT  SAMPLING PLANS, 
C USING THE  ROUTINE  AUTPLT.   COST  PER LOT  UNIT GOES 
C FROM 0.01064  TO 0.14814   (   RELATIVE VALUES   )   AND 
C FRACTION OF INCOME  LOT DEFECTIVE FROM 0.00 TO 0.06 
DIMENSION P(7),   CC0ST(7,7) 
REAL N,   ID 
N  =  1000 
AD  =  1.000 
ID = 0.038 
RD = 0.050 
C EACH  SAMPLING PLAN WAS  TAKEN FROM ONE   OF   THE  MOST  PO- 
C PULAR  SOURCES   OF   SAMPLING  PLANS   "  GOVERNMENT PUBLICA- 
C TION MIL STD  105D  "   .   THESE  TABLE  ARE  FOUND IN QUALI- 
C TY  CONTROL AND  INDUSTRIAL  STATISTICS   BY  ACHENSON  J. 
C DUNCAN,   PAGES  222 AND 223. 
DO 1 J  = 1,7 
READ(5,3)  AQL,   SN,   NC 
3 FORMAT   (F5.2   ,  F5.0   ,   15   ) 
VN = 1.   -   (SN/N) 
WRITE   (6,7)   J,   AQL 
70FORMAT(1H1,//////////////,24X,   ^COMBINED COST FOR SAM 
1PLING PLAN No*,lX,Il,//,26X,*ACCEPTABLE   QUALITY  LEVEL 
2  =*,F5.2) 
WRITE(6,8)  SN 
8 FORMAT(34X,sSAMPLE  SIZE  =s,F5.0) 
WRITE(6,9)  NC 
9 F0RMAT\(34X.;sACCEPT.NUMB =*,I5,///) 
WRITE(6,10) 
100F0RMAT(8X,*FRACTI0N*,2X,iPROB.OFs,3X,*INSPECTI0N*,2X, 
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C  l*REPLACEM.x,3X,*ACCEPT.DEF.aE,2X,*TOT.COST PER*) 
WRITE(6,11) 
110PORMAT(8X,*DEPECT.i,3X,iACCEPT.*,6X,*COSTi,7X,iCOST* 
1,9X,=ECOSTS,5X,*LOT UNIT.*)    ! 
WRITE(6,12) 
120P0RMAT(llX,*P*,8X,iPAi,10X,*CI*,9X,iR*,l2X,*A*,7X,*( 
1COMB.COST)*,//) 
C  EACH VALUE OP PA ( PROBABILITY OP ACCEPTANCE ) WAS 
C   TAKEN PROM QUALITY CONTROL AND INDUSTRIAL STATISTICS 
C  BY A. J. DUNCAN, FIGURE 7.5 ( NOMOGRAPH OP THE CUMU 
C   LATIVE DISTRIBUTION ) IP AQL AND SAMPLE SIZE ARE 
C  EQUAL OR LESS THAN 10.0 AND 80 RESPECTIVELY, AND FROM 
C  FIGURE 4.9 ( CUMULATIVE PROBABILITY CURVES FOR THE 
C  POISSON DISTRIBUTION ) IP AQL IS EQUAL OR LESS THAN 
C   10.0 AND SAMPLE SIZE IS LARGER THAN 80. 
DO 2 I = 1,7 
READ(5,4) P(I), PA 
4 F0RMAT(2F5.2) 
CI = ID at ( 1. - PA 3E VN ) 
R = RD * P(I) x ( 1. - PA * VN ) 
A =AD x P(l) * PA *  VN 
CCOST(J,I) = CI + R + A 
WRITE(6,5)  P(I),   PA,   CI,   R,   A,   CCOST(J,l) 
50PORMAT(8X,F5.2,5X,F5.2,6X,F7.5,4X,P7.5,6X,F7.5,6X, 
1P7.5,/) 
2 CONTINUE 
1 CONTINUE 
C       EACH PILE   OF  COST MATRIX COST MEANS  COST PER LOT FOR 
C       EACH  SAMPLING PLAN,   WHEN FRACTION DEFECTIVE  GOES 
C       FROM 0.0 TO  0.06   . 
WRITE(6,18) 
18 FORMAT(1H1,////////,3IX,iC  0 S  T    M A T  R I li,///) 
DO 17 J = 1,7 
WRITE(6,16)   (CC0ST(J,I),   I  = 1,7  ) 
16 FORMAT(8X, 7(F7.5, 3X), //) 
17 CONTINUE 
C NOW, WE ARE GOING TO CHANGE PILE FOR COLUMN INTO 
C COST MATRIX, IN ORDER TO USE ROUTINE AUTPLT. THERE- 
C FORE, EACH COLUMN ( NO FILE ) OF COST MATRIX WILL 
C MEAN " COST PER LOT FOR EACH SAMPLING PLAN " , WHEN 
C FRACTION DEFECTIVE GOES FROM 0.00 TO 0.06 . 
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DO 14 I = 1,7 
DO 15 J = 1,7 
IF(J.EQ.I) GO TO 14 
C = CCOST(l,J) 
CCCST (I,J) = CCOST (J,I) 
CCOST (J,I) = C 
15 CONTINUE 
14 CONTINUE 
WRITE(6,19) 
190FORMAT(////,19X,* TRANSFORMEDCOST 
1MATRI Xi,///) 
DO  21 J = 1,7 
WRITE(6,20)   (CCOST(J,l)   ,   I  = 1,7  ) 
20 FORMAT(8X,7(F7.5,3X,//) 
21 CONTINUE 
C DO THE  ACTUAL PLOTTING 
C NOTE  THAT  THE  PLOT WILL BE  DRAWN USING DIPPERENT  SIM- 
C BOLS POR EACH CASE,  WITH  LINE   SEGMENTS  CONNECTING  THE 
C POINTS. 
OCALL AUTPLT   (P,CC0ST,-7,-7,34HIEFRACTI0N OP  INCOME  LOT 
1DEPECTIVE*,19H*C0ST PER LOT UNIT-E) 
STOP 
END 
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RESULTS   OP  FORTRAN  IV  PROGRAM 
TABLE  No  2 
COMBINED  COST FOR SAMPLING  PLAN No  1. 
ACCEPTABLE   QUALITY   LEVEL =2.50 
SAMPLE  SIZE     =     20 
ACCEPT.NUMB     =       1 
FRACT     PROB.OF     INSPECT     REPLACEM    ACCEP.DEF     TOT.COST  PER 
DEFEC     ACCEPT.        COST COST. COST LOT  UNIT. 
P PA CI R A (COMB.COST.) 
.00 1.00 .00076 .00000 .00000 .00076 
.01 .98 .00150 .00002 .00960 .01113 
.02 
.94 .00299 .00008 .01842 .02150 
.03 .88 .00523 .00021 .02587 .03131 
.04 .81 .00784 .00041 .03175 .04000 
.05 .73 .01081 .00071 .03577 .04730 
.06 .66 .01342 .00106 .03881 .05329 
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TABLE No  3 
COMBINED  COST FOR SAMPLING PLAN No  2 
ACCEPTABLE QUALITY LEVEL 
SAMPLE SIZE = 50 
ACCEPT.NUMB     =       1 
1.00 
FRACT     PROB.OP     INSPECT     REPLACEM    ACCEP.DEP     TOT.COST PER 
DEFEC     ACCEPT COST COST COST LOT UNIT. 
P PA CI R A (COMB.COST) 
00 1.00 .00190 .00000 .00000 .00190 
01 .91 .00515 .00007 .00864 .01386 
02 .72 .01201 .00032 .01368 .02600 
03 .54 .01851 .00073 .01539 .03463 
04 .40 .02356 .00124 .01520 .04000 
05 .28 .02789 .00184 .01330 .04303 
06 .18 .03150 .00249 .01026 .04425 
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TABLE No  4 
COMBINED COST FOR SAMPLING PLAN No  3 
ACCEPTABLE   QUALITY  LEVEL =  0.40 
SAMPLE  SIZE     = 125 
ACCEPT.NUMB     =       1 
PRACT     PROB.OP     INSPECT     REPLACEM    ACCEP.DEP     TOT.COST PER 
DEFEC     ACCEPT.        COST COST COST LOT  UNIT. 
P PA CI R A (COMB.COST) 
00 1.00 .00475 .00000 .00000 .00475 
01 .65 .01639 .00022 .00569 .02229 
02 .30 .02802 .00074 .00525 .03401 
03 .12 .03401 .00134 .00315 .03850 
04 .04 .03667 .00193 .00140 .04000 
05 .01 .03767 .00248 .00044 .04058 
06 .OO1 .03800 .00300 .00000 .04100 
1 NOTE: PA = 0 when it is less than 0.005 
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TABLE  No  5 
COMBINED COST FOR SAMPLING  PLAN No  4 
ACCEPTABLE   QUALITY  LEVEL =0.15 
SAMPLE  SIZE     =    80 
ACCEPT.NUMB    =       0 
FRACT     PROB.OP     INSPECT     REPLACEM    ACCEP.DEF     TOT.COST  PER 
DEPEC    ACCEPT.       COST COST COST LOT UNIT. 
P PA CI R A (COMB.COST) 
00 1.00 .00304 .00000 .00000 .00304 
01 .45 .02227 .00029 .00414 .02670 
02 .20 .03101 .00082 .00368 .03550 
03 .09 .03485 .00138 .00248 .03871 
04 .04 .03660 .00193 .00147 .04000 
05 .02 .03730 .00245 .00092 .04067 
06 .01 .03765 .00297 .00055 .04117 
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TABLE  No   6 
COMBINED COST FOR SAMPLING PLAN No  5 
ACCEPTABLE   QUALITY  LEVEL =0.65 
SAMPLE  SIZE     =    80 
ACCEPTA.NUM     =       1 
FRACT     PROB.OF     INSPECT     REPLACEM    ACCEP.DEP     TOT.COST  PER 
DEPEC     ACCEPT.       COST COST COST LOT  UNIT. 
P PA CI R A (COMB.COST) 
00 1.00 .00304 .00000 .00000 .00304 
01 .80 .01003 .00013 .00736 .01752 
02 .52 .01982 .00052 .00957 .02991 
03 .30 .02751 .00109 .00828 .03688 
04 .16 .03241 .00171 .00589 .04000 
05 .09 ' .03485 .00229 .00414 .04129 
06 .04 .03660 .00289 .00221 .04170 
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TABLE No  7 
COMBINED COST FOR SAMPLING PLAN No  6 
ACCEPTABLE   QUALITY  LEVEL =  1.00 
SAMPLE  SIZE     =     80 
ACCEPT.NUMB     =       2 
FRACT     PROB.OF     INSPECT     REPLACEM    ACCEP.DEP     TOT.COST PER 
DEPEC     ACCEPT.        COST COST COST LOT  UNIT. 
P PA CI R A   - (COMB.COST) 
.00 1.00 .00304 .00000 .00000 .00304 
.01 .95 .00479 .00006 .00874 .01359 
.02 .78 .01073 .00028 .01435 .02537 
.03 .56 .01842 .00073 .01546 .03461 
.04 .37 .02506 .00132 .01362 .04000 
.05 .22 .03031 .00199 .01012 .04242 
.06 .13 .03346 .00264 .00718 .04327 
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TABLE  No  8 
COMBINED COST FOR SAMPLING PLAN No  7 
ACCEPTABLE   QUALITY  LEVEL =  1.50 
SAMPLE  SIZE     =    80 
ACCEPT.NUMB     =       3 
FRACT     PROB.OP     INSPECT     REPLACEM    ACCEP.DEP     TOT.COST  PER 
DEFEC     ACCEPT.        COST COST COST LOT  UNIT. 
P PA CI R A (COMB.COST) 
00 1.00 .00304 .00000 .00000 .00304 
01 .99 .00339 .00004 .00911 .01254 
02 
.93 .00549 .00014 .01711 .02274 
03 .78 .01073 .00042 .02153 .03268 
04 .61 .01667 .00088 .02245 .04000 
05 .43 .02297 .00151 .01978 .04426 
06 
.29 .02786 .00220 .01601 .04607 
- 34 - 
TABLE No 9 
C 0 ST MA T R I X 
.00076 .01113 .02150 .03131 .04000 .04730 .05329 
.00190 .01386 .02600 .03463 .04000 .04303 .04425 
.00475 .02229 .03401 .03850 .04000 .04058 .04100 
.00304 ..02670 .03550 .03871 .04000 .04067 .04117 
.00304 .01752 .02991 .03688 .04000 .04129 .04170 
.00304 .01359 .02537 .03461 .04000 .04242 .04327 
.00304 .01254 .02274 .03268 .04000 .04426 .04607 
TABLE No  10 
TRANSFORMED     COST     MATRIX 
00076 .00190 .00475 .00304 .00304 .00304 .00304 
01113 .01386 .02229 .02670 .01752 .01359 .01254 
02150 .02600 .03401 .03550 .02991 .02537 .02274 
03131 .03463 .03850 .03871 .03688 .03461 .03268 
04000 .04000 .04000 .04000 .04000 .04000 .04000 
04730 .04303 .04058 .04067 .04129 .04242 .04426 
05329 .04425 .04100 .04117 .04170 .04327 .04607 
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FIGURE No 1 
SAMPLING  PLANS 
060 r 
048 - 
036 
024 
012 - 
,000 
Id + Rdp 
No inspe ction. • r                          y 
- 
4.// 
^s// 
iv/ / Plan AQL n C /W A 1 2.50 20 1 
2 1.00 50 1 
^s 3 0.40 125 1 
4 0.15 80 0 
5 0.65 80 1 
6 1.00 80 2 
• « \ 
7 
i 
1.50 80 
i 
3 
.000   .012    .024     .036     -.048 
FRACTION OF INCOME LOT DEFECTIVE 
C 
0 
S 
T 
P 
E 
R 
L 
0 
T 
U 
N 
I 
T 
,060 
. - 35A 
E. GENERAL ANALYSIS OP COST EQUATIONS. CONCLUSIONS. 
Further examination of the cost and breakeven formulas 
reveals ways to use them: sampling plan are examined 
over a range from tight plans that tend to have low P0's 
to light plans that accept a hight proportion of a lot . 
In computing costs, we seek some generalization about 
the relation among costs where P = 0 as compared with a 
pa> P . 
1. For a given p, using (l) total costs are comprised of 
those for inspection plus replacement plus accepted 
defective. 
When Pa = 0 , this is equal to  ( Id + Rd p ) 
When Pa > 0 , this is equal to 
Id(l - PaN') + Rdp(l - PaN') + AdpPaN' 
C ompare: 
Pa = ° Pa > ° 
Id + Rd p     with Id(l-PaN'),+ Rdp(l-PaN') + AdpPaN' 
Jd " Id(l-PaN')with Rdp(l-PaN') - Rdp + AdpPaN' 
IdPaN'      with -RdpPaN' + AdpPaN' 
Id with p ( Ad - Rd ) 
I-, / (A.-R,)  with p 
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But we know that Id / (Ad - R^) = p^ . 
Therefore, the comparison of costs where P = 0 with 
costs where P_ > 0 , is resolved into a comparison of 
P-, with p. At any point p kept constant over several 
inspection plans, if the total unit cost for any plan 
where PQ = 0 is greater than the total unit cost for a. 
one of the remaining looser plan where P > 0, then 
by identity the p, is greater than the p. If the cost 
for a plan where P& = 0 is less, then the p, is less 
than the p. If the cost are equal, the p, and p are 
equal too. 
These are conditions exhaust the sets of conditions, 
and convesely stated: 
If p < p, , then (cost,where P =0) > (cost for other 
D a
      plans) 
If P > P-uj then (cost,where P =0) < (cost for other 
plans) 
hut, when P = 0 all plans fall on the straight line 
a 
having equation : 
COST = Id + Rd p 
Which thus becomes a MAXIMUM COST LINE where P < Pb 
and a MINIMUM COST where p > p^. This intercepts the 
cost axis at I, has a constant slope of R-, in the 
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function of the independent variable, p . 
2. Costs comparation between any inspection plan and NO 
inspection: 
a. When p < p, 
C ompare: 
Id(l-PaN')+Rdp(l-PaN')+AdpPaN' with Adp 
Id(l-PaN')+RdP(l-PaN')        with Adp(l-PaN') 
Id + Rd p with Ad p 
Id with p(Ad - Rd) 
Id / (Ad - Rd) with p 
but p, in this range that is being considered, is 
less than pb ( given ); and pb = Id / (Afl - Rd) . 
Therefore, since p < p, ; in the comparison of 
Id / (Ad - Rd) with p 
Jd / <Ad " Rd> > P 
and, by identity, the inspection cost for any plan, 
where p < p, , is greater than p; and p is the line 
of no inspection. 
b. When p > p. 
In this case, we have a similar situation where 
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and the inspection cost for any plan where p > p, 
is less than p, the line of no inspection. 
3. Summarize. 
For the cost curves for all sampling plans where there 
is a given set of cost estimates and where the lot 
size is constant: 
a. A breakeven point in p can be computed. 
b. All plans cross at this point along with the 
straight line , A, p . 
c. The cost floor ( MINIMUM ) becomes: 
when p < p, , the line of no inspection COST = A,p 
when p > p, t   "the straight line COST = 1^ + Rdp 
d. The cost ceiling (MAXIMUM ) becomes: 
when p < p  , COST = Id + Rdp 
when p > pb , COST = Aflp 
P. PRACTICAL CONSIDERATIONS. 
The above assumptions and formula make possible the se - 
lection of an economical sampling plan. However, it is 
advantageous to discuss some practical considerations, 
which should be had in mind when the decision is made. 
1. It is seen that any sampling plan that has for any 
given value of p a P0 of 0 will be found on the curve a 
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( usually along with other plans ) : 
a. Which indicates the most costly plans when to the 
left of the p, , and 
b. Which indicates the least costly plans when to the 
right of the p. 
This suggests a means of determing a sampling plan 
with but little computation: 
a. Estimate the three elements of cost. 
b. Compute the pb = I, / ( A, - R-. ). 
c. If the process average ( or process average + 3 (T) 
lies left of the p, , use a reduced sampling plan 
( or barely enough for proper surveillance and to 
maintain process average data. ) 
If the process average + 3 (T lies right of the p, , 
use the loosest plan whose P0 is 0 on the OC curve a 
in the neighborhood of the prevailing process avera- 
ge. 
2. The tolerance for p. 
The engineer and the inspector continually are called 
upon to observe and accept tolerances in all measures. 
The cost estimate can be considered to carry a tole - 
ranee. A method is suggested that can utilize this 
tolerance and yield a conservative p^ . Suppose this 
situation: 
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The estimated consequence cost is considered to be 
about $1000 per defective item, plus or minus $200. 
The inspection cost be estimated a little more closely 
$40 i $5. The replacement cost is estimated to be 
$100 -  $10 . When a sampling plan is selected for the 
specifications, guidance is derived through direct - 
substitution in this manner: 
Pb = Xd / < Ad - Rd ) 
pb = 40 / ( 1000 - 100 ) 
Pb = 0.045 
But it is desired ^o be conservative in setting the 
p, , and the following formula is used: 
Pb= <**- jd) / «v v - <V Rd» 
Pb = 35 / ( 1200 - 90 ) 
Pb = 0.032 
Under the conditions that have been defined, then, in 
setting the plans there should be but little appre - 
hension about using reduced or loose plans while the ' 
average + 3(T is BELOW 3.2 ^ . A lot care should be 
taken in selecting the plans when 3.2 ^ is exceeded. 
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3. The estimated process average. 
When we say three standard deviations added to the 
observed process average, we are assuming a normal 
distribution of the p's around the p . Really, the 
distribution may be skewed so that there is apparent 
a considerable probability that the true p is higher 
than p i 3 (T • Conservative practice is to observe 
the runing average so that at least something may be 
inferred about the true distribution. 
On the other hand, we can find the best mode that fix 
these values of p , in order to find the best p ( a- 
verage fraction defective ) . 
4. Total cost conversion. 
The cost curve is computed after the accepted defec - 
tive cost is reduced to $1.00 ( = A, ) and all other 
costs are reduced proportionately. A. total cost can 
be derived from the reverse calculation when the cur- 
ve value is multiplied by the original figure. Also, 
since all values are in terms of cost per lot unit, 
a complete lots cost figure requires another multi- 
plication by N ( lot size ). 
Example; if at p = 0.02 the cost of plan A was $0,021 
( it can be read from cost curve ) . Besides, su - 
ppose that you used the given data in the example 1 
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on page 20 . 
Since A, was reduced to $1.00 from an actual estimate 
of $100 and the lot size is equal to 1000 units 
( N = 1000 ) , the cost for the entire lot is : 
TOTAL COST = 0.021 ( 100 )( 1000 ) 
TOTAL COST = $2100 
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II   DETERMINATION OP AN OPTIMUM SAMPLING PLAN BY USING 
ECONOMIC APPROACHES 
A. INTRODUCTION. 
The section I from this work tell us if we have to do 
sampling inspection or not; besides, it give us a mini- 
mum sampling plan by using cost, but this minimum is 
among the sampling plans that we are considering at this 
moment. In other words, we are finding a relative mini - 
mum. 
However, the section II will give an absolut minimum, 
given that we have to do the sampling inspection. Logi - 
cally, this way will consider the producer's risk too, 
because one of the most important functions of inspection 
is to provide the producer with an incentive to turn out 
a good product. 
Although industrial organizations have many specific re- 
asons for maintaining inspection procedures, the princi- 
pal objectives are usually economic in nature. For exam- 
ple, each of the acceptance sampling aims previously 
stated may be traced to economics. Paradoxically, for 
many years inspection plans have been based purely upon 
statistical criterion. Therefore, traditional acceptan- 
ce sampling plans have often proved to be far from cost 
effective and alternative methods have been sought on 
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7. 
on which to find sampling procedures. 
1. FULLY ECONOMIC APPROACH. 
The fully economic approach may be used to determine 
a genuine economically optimal sampling plan. In this 
case, no statistical characteristics are specified, 
v. g. AQL ( producer's risk ), LPTD ( consumer's risk) 
In other words, the sample size ( n ) and the accep - 
tance number ( c ) are selected in such a way as to 
minimize total expected cost. However, when I find 
the minimum cost for that sampling plan, I would be 
ignoring the fact that one of the most importan func- 
tions of inspections is to provide the producer with 
an incentive to turn out a good product. Therefore, 
this is a really ideal situation. 
2. SEMI  - ECONOMIC  APPROACH. 
This method represents a partial compromise between 
purely statistical and purely economic criterion. 
This approach will consider one of the many statis- 
tical considerations; and, as a matter of fact, we 
will use the producer's risk. 
There are many plans which satisfy the statistical 
constraint and a choice is made between them on the 
basis of optimizing the economic results. In this 
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case, the best plan is not necessarily the one with 
the smallest sample size as might be dictated by- 
trying to minimize costs through reducing the the ave 
rage total amount inspected. Due to the poorer dis - 
crimina-tion of amaller sample size, more good lots 
may be rejected, more bad lots may be accepted, or 
both. 
Therefore, the better sampling plan will be chosen 
by considering: 
a. Economic aspect,   and 
b. Producer's risk. 
Logically, this sampling plan will be more expensive 
than the better sampling plan by using fully econo- 
mic criteria, but the former will be very much sure 
and will give very much good will to the producer 
than the latter. 
B. DEVELOPMENT OP THE COST EQUATION 
1. The principal cost equation elements are: 
1^        : cost of inspecting one unit. 
Uc        : Value of one unit or unit cost. 
A^        : Cost of an accepted defective unit, 
n : sample size. 
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N        : lot size. 
c        : acceptance number. 
p        : fraction defective or proportion of de - 
fective units in the production lot. 
C.(n,c/p) : expected total cost of the sampling plan 
per lot, given p. 
P (r/p)   : probability of lot rejection for a lot 
with proportion defective p. 
P (&/p)   ! probability of acceptance for a lot with 
proportion defective p. 
2. Expected total cost of the sampling plan per lot, 
given p. 
Total cost per lot rejection = Ln + UC(N - n) 
Total cost per lot acceptance = I,n + An(N - n)p 
Expected total cost of the sampling plan per lot, 
given p : 
C.(n,c/p) = (total cost for rejected lots)(probabili- 
ty of lot rejection for a lot with pro - 
portion defective p) + 
(total cost for accepted lots with pro - 
portion defective p)(probability of lot 
acceptance for a lot with proportion 
defective p) 
Ct(n,c/p) = (Idn + Uc(N-n)) P(r/p)  + 
(Idn + Ad(N-n)p) P(a/p) 
- 47 - 
Besides,        P(r/p) + P(a/p) = 1 
P(r/p) = 1 - P(a/p) 
Then, 
Ct(n,c/p) = ( Idn + Uc(N-n) ) ( 1 - P(a/p) ) + 
( Idn + Ad(N«n)p) P(a/p) (5) 
The number of defective units, x , found in a sample 
of n units drawer from a lot having proportion defec- 
tive p_ may t>e considering to he hinomially distribu - 
ted with parameters n and JD . That is, if P(x/n,p) 
is the probability of finding x defective units in a 
sample of size n from a lot of proportion defective 
p_ , then: 
P(x/n,p) = :  px ( 1 - p )n"x   ,  where 
xj(n-x)! 
x = 0,1,2, , n 
Since P(a/p) is the probability that x is less than 
or equal to c , we have 
P(a/p) = 51 ^— px ( 1 - p )n~x (6) 
x=o xi(n-x)l 
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By using (5) and (6) , we can find the expected va- 
lue ( total cost ) of the sampling plan per lot , 
given p . 
C. HOW TO USE COST EQUATION. 
The objective of the application of the cost equation is 
to determine the values of n and c which minimize the 
cost of a sampling plan, but having in mind that the pro- 
ducer's risk has to be less than or equal to 5$ . The 
search consists of a systematic, partial enumeration of 
the possible values of n and c, evaluating C.(n,c/p) 
( at each value of n and c investigated ), and the consu- 
mer's risk. Finally, it will be chosen the sampling plan 
with minimum cost and with producer's risk less than or 
equal to 5/» . 
There are many search techniques available which may be 
used in an attempt to optimize a function of several va- 
riables. One of the most important techniques is ONE-AT- 
A-TIME or SECTIONING SEARCH. 
In this case, it is started at given set of values of 
the decision variables, n and c ; then, we increase one 
of the decision variables and note the cost at the new 
point. If the first step reduced cost, we continue to 
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increase that decision variable until further reduction 
in cost ceases. If the initial step fails to reduce cost, 
we decrease the value of that decision variable and con- 
tinue to decrease that decision variable until reduction 
in cost ceases. When no further improvement of cost can be 
realized by further variation of the first decision va- 
riable, we start to vary the second one. 
This process repeats in a cyclic fashion until we find 
that the cost is minimum whatever to be a change in n 
or c. 
D. EXAMPLE 2. 
Suppose it is estimated that the failure of a certain 
item has a consequence cost to the user of $100 for the 
purchase of another unit, downtime, and other incidental 
costs. An inspection procedure designed to detect a de - 
fective unit is estimated to cost $3.80 . The producer 
values each unit in $3-00 and he wants to know what the 
best sampling plan is ( economic view ), in order to 
have a producer's risk less than or equal to 5$ f  when 
he uses a lot size equal to 1000 units ( N = 1000 ) . 
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SOLUTION. 
1. Estimated costs. 
Ia = $ 3.80 ( cost of inspecting one unit ) . 
U. = $  3.00 ( unit cost ) . 
A, =s $ 100. ( cost of an accepted defective unit ) . 
2. Equations. 
Ct(n,c/p) = ( Idn + UC(N - n) ) ( 1 - P(a/p) ) + 
( Idn + Ad(N - n)p) P(a/p) 
Ct(n,c/p) = ( UCN + (Id - Uc)n) ( 1. - P(a/p) ) + 
( AdNp + (Id - Adp)n ) P(a/p)        (7) 
where p ( fraction defective ) is given, and 
P(a/P) = II  -^— px ( 1 - p )n~x (8) 
x=o xi(n-x) 1 
where x = 0, 1, 2, , n. 
3. SOME CALCULATION BY USING COMPUTER, 
a. Defnitions. 
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Name of va- 
riable in 
theory. 
Definition Name of va- 
riable in 
computer prog 
c Acceptance number C 
n Sample size NN 
N Lot size N 
Ct(n,c/p) Expected total 
cost of the sam- 
pling plan per 
lot given p. 
CT 
P(a/p) Prob. of accept. PA 
P(r/p) Prob. of lot re- 
jection. 
1 - PA 
Increment (+ Or 
- ) in sample 
size . 
Increment (+ or 
- ) in acceptan- 
ce number. 
DNN 
DC 
b. Computer programs. 
The objective of the application of the model is 
to determine the values of n and c which minimize 
the total cost of quality control per inspection 
lot simultaneously with the producer's risk. To 
accomplish this we will use the equations (7) and 
(8), whe re the only variable s are•n and c. 
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There are many search techniques availables which 
may be used in an attempt to optimize this equa - 
tion with two variables. We will use SEARCH TECH - 
NIQUE : ONE-AT-A-TIME. This technique consists of 
a systematic, partial enumeration of the possible 
values of n and c, evaluating CT(n,c) at each va- 
lue of n and c investigated. In our case, we are 
going to use three iterations in order to acorn - 
plish this investigation. ( See attached program 
on page 57 ) . 
c. ANALYSIS OP COMPUTER OUTPUT. 
See tables No 11, No 12, and No 13. Besides, the 
reader can analyze the following figures: 
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FIGURE No 2 
FIRST ITERATION 
An = 20 Ac = 5 
200 
■ 
CT(1,1) 
180 _ CT(2,1) 
160 : i    CT(3,D 
140 3 ; CT(4,1) 
120 
. . CT(5,1) 
100 1 CT(6,1) CT(6,2) 
80 
. CT(7,1) CT(7,2) 
. . »_._ ...     .» 
0 
FIGURE No 3 . 
SECOND ITERATION 
n = 4   c = 2 
96 CT(5,D 
92 CT(4,D CT(4,2) 
'■*■ —               -— *~ 
88 CT(3,i; 
84 
- 
CT(2,1) 
80 CT(l,l) CT(1,2) 
i^~~   ■ ■  
 y* 
i 
0 
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FIGURE  No 4 
THIRD  ITERATION 
An = 1       Ac  = 1 
n = 96 
95 
94 
93 
92 
1 
CT(1,1) 
_ :   CT(2,1) 
_ :    CT(3,D 
. cl 
1 
,   CT(4,1) 01(4,2) 
"'■"——- __ 
[   CT(5,1) 
i 
 *■ 
0 
The progress of the ONE-AT-A-TIME search is summa- 
rized graphically in figures 2,3,4. The first ite- 
ration terminated at n = 100 and c = 0 for which 
the cost of the sampling plan was $3094.38. Using 
n = 80 and c * 0 as a starting point, the search 
was re-initiated using increments Ac = 2 and An = 4 
The second iteration is shown in figure 3 and ter- 
minated at n = 92 and c = 0 with a expected total 
cost per lot of $3089.80 . 
The final iteration commenced at n = 96 and c = 0 
using increments An = 1 and AC = 1 and is summa - 
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rized in figure 4 . Final termination occurred at 
n = 93, c = 0 where the expected total cost per 
lot was $3089.77 . 
E. CONCLUSION. : '. V' 
By using semi-economic approach, the best sampling plan 
is n = 93, c = 0, and expected total cost = $3089.77 . 
The next step is to determine the acceptable quality- 
level, in order to assure a producer's risk less than 
or equal to 5$ ( See section 5 ) . 
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FORTRAN IV PROGRAM 
IBM  360/50 
C FIRST  ITERATION. 
C DETERMINATION  OF  AN  OPTIMUM SAMPLING PLAN  BY  USING 
C SEMI-ECONOMIC  APPROACH.   BESIDES?  THE   SEARCH TECHNIQUE 
C WILL BE   ONE-AT-A-TllE   . 
INTEGER C,   X,   DNN,   DC 
REAL ID,N 
DIMENSION CT(10,10) 
UC  = 3.00 
N    =  1000. 
ID = 3.80 
AD  = 100.00 
XX = 0 
P     = 0.05 
PA =  0.000 
A    = UC  a N 
B    = ID - UC 
D     = AD x N x P 
E     = ID  - AD x P 
FIRST  ITERATION DATA 
C     =  0 
NN =  200 
DC  =  5 
DNN=  20 
VALUES  OF  CT(I,J)   BY DECREASING  SAMPLE   SIZE. 
WRITE(6,101) 
101 FORMAT(1H1,////////////,32X,xFIRST  ITERATION RESULTS.x) 
DO  3 K = 1,10 
PA =   (1.000 - P)   xx NN 
PR =  1.000 - PA 
CT(K,1)   =   (A+BxNN)   X PR +   (D+ExNN)   x PA 
IF(K.EQ.l)   GO TO  14 
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NN  = NN  + DNN 
WRITE(6,80)   C,   NN 
800F0RMAT(////,26X,:SACCEPTANCE NUMBER = a, 14, 5X,*SAMPLE 
1SIZE  = *,I4,//) 
LA = K 
DO  20 LK =  1,LA 
WRITE(6,15)   LK,   CT(LK,l) 
15 FORMAT(26X,*C0MBINED COST    CT(*,I2,i,l)     = *,F10.3,//) 
20 CONTINUE 
GO TO  37 
14 NN = NN - DNN 
3  CONTINUE 
37 LAI = K - 1 
WRITE(6,81)   LAI 
81 FORMAT(26X,iCHANGE   OF  DIRECTION IN FILE  NUMBER *,I3) 
C VALUES  OF  CT(I,J)   BY USING  INCREMENTS  IN ACCEPTANCE 
C NUMBER. 
C     = C  + DC 
DO 19 KK = 2,10 
IC  = C  + 1 
DO 17 JJ  = 1,IC 
X = JJ - 1 
IF(X.  EQ   .   0)   GO TO  27 
GO TO  18 
27 PA =   (1.000 - P)  i* NN 
GO TO  17 
180PA = PA +  (FAC(NN)/(FAC(X)*FAC(NN-X)))*PI*X3E(1.000-P) 
ll*(NN - X) 
PR = 1.000 - PA 
17 CONTINUE 
CT(A1,KK)   =   (A+BiNN)*PR +   (D+E=ENN)*PA 
IF(CT(LAl,KK-l)   .   LT   .   CT(LA1,KK))  GO TO  21 
C = C + DC 
19 CONTINUE 
GO TO  26 
21 C  = C  — DC 
26 WRITE(6,80)  C,NN 
LAA = EEC 
DO  22  LKK =  1,LAA 
WRITE(6,23)   LAI,  LKK,   CT(LA1,LKK) 
230FORMAT(26X,3ECOMBINED COST    CT(2e,I2,*,=c,I2,*)     = m, 
1P10.3,//) 
22 CONTINUE 
LA2  = KK - 1 
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WfiITE(6,82)   LA2 
82 FORMAT(26X,*CHANGE  OP  DIRECTION IN COLUMN NUMBER a,13) 
STOP 
END 
FUNCTION FACT   (K) 
IF(K.NE.O)  GO TO  2 
FAC  = 1 
RETURN 
2 FAC  = 1 
DO  100 I  = 1,  K 
100 FAC  = FAC  i I 
RETURN 
END 
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TABLE  No   11 
FIRST  ITERATION RESULTS. 
ACCEPTANCE  NUMBER =       0 SAMPLE  SIZE   =     100 
COMBINED COST     CT(l,l)     = 3160.056 
COMBINED COST     CT(2,l)     = 3144.160 
COMBINED COST     CT(3,l)     = 3128.458 
COMBINED COST    CT(4,l)     = 3113.309 
COMBINED COST    CT(5,l)     = 3099.735 
COMBINED COST    CT(6,l)     = 3090.657 
COMBINED COST CT(7,l) = 3094.388 
CHANGE   OP  DIRECTION  IN PILE  NUMBER     6 
ACCEPTANCE  NUMBER =       0 SAMPLE   SIZE     100 
COMBINED COST CT(6,l) = 3090.657 
COMBINED COST CT(6,2) = 4188.798 
CHANGE   OP  DIRECTION  IN COLUMN NUMBER  1 
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FORTRAN IV PROGRAM 
IBM 360/50 
C SECOND  ITERATION 
C DETERMINATION  OF  AN OPTIMUM SAMPLING PLAN BY  USING 
C SEMI-ECONOMIC  APPROACH.   BESIDES,   THE   SEARCH TECH - 
C NIQUE WILL BE   ONE-AT-A-TIME. 
REAL ID,   N 
INTEGER C,  X,   DNN,   DC,  XX 
DIMENSION CT(10,10) 
UC = 3.00 
N = 1000. 
ID = 3.80 
AD = 100.00 
XX = 0 
NM = 0 
P = 0.05 
PA = 0.000 
A = UC 3E N 
B = ID - UC 
D = AD m  N * P 
E = ID - AD * P 
SECOND ITERATION DATA.   NOTICE  THAT  THE  VALUE   CT(l,l) 
COMES FROM FIRST  ITERATION. 
C   =  0 
NN = 80 
DC   =  2 
DNN= 4 
CT(7,1)  = 3094.388 
CT(1,1)  = CT(7,1) 
LAI = 1 
C VALUES  OF  CT(I,J)   BY USING INCREMENTS IN ACCEPTANCE 
C NUMBER. 
WRITE(6,300) 
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300 FORMAT(1H1,////////////,32X,iSECOND ITERATION RESULTS* 
M = 1 
83 C = C + DC 
IP(M.EQ.2) GO TO 100 
MM = M + 1 
GO TO 111 
100 MM = LA3 + 1 
111 CONTINUE 
DO 19 KK = MM, 10 
IC = C + 1 
DO 17 JJ = 1,IC 
X = JJ - 1 
IF(X.EQ.O) GO TO 27 
GO TO 18 
27 PA = (1.000 - P)*3E NN 
IF(lC.EQ.l) PR = 1.000 - PA 
GO TO 17 
180PA = PA + (PAC(NN)/(FAC(X)*PAC(NN-X)))iP«Xi(1.000 - 
1P)SES(NN - X) 
PR = 1.000 - PA 
17 CONTINUE 
CT(LA}.,KK)   =   (A+B*NN)*PR +   (D+ESINN)3EPA 
IF(LAl,KK-l)   .LT.   CT(LA1,KK)   GO TO  21 
C   = C   + DC 
19 CONTINUE 
GO TO  26 
21 C   = C   — DC 
26 WRITE(6,80)  C,  NN 
800PORMAT(////,26X,3EACCEPTANCE  NUMBER = -s,I4,5X,*SAMPLE 
1SIZE  = *,I4,//) 
LAA = KK 
IF(M.EQ.2) NM = M 
IF(M.EQ.2) M = L+3 
DO 22 IKK = M,LAA 
WRITE(6,23)  LAI,IKK,   CT(LA1,LKK) 
230F0RMAT(26X,*C0MBINED COST CT   (*,I2,*,x,I2,*)     = s, 
XF10.3,//) 
22 CONTINUE 
LA3  = KK-1 
WRITE(6,82)   LA3 
82 FORMAT(26X.1CHANGE  OF DIRECTION IN COLUMN NUMBER*,13) 
IF(NM.EQ.2)   GO  TO  84 
VALUES  OF  CT(I,J)   BY USING INCREMENTS  IN SAMPLE  SIZE. 
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NN = NTT + DNN 
DO 119 KK = 2,10 
IC = C + 1 
DO 117 JJ = 1, IC 
X = JJ - 1 
IF(X.EQ.O) GO TO 127 
GO TO 118 
127 PA = (1.000 - P)aE*NN 
IF(lC.EQ.l) PR = 1.000 - PA 
GO TO 117 
1180PA = PA + (FAC(NN)/(FAC(X)a=FAG(NN-X)))*PaEiX*( 1.000 - 
1P)K(NN - X) 
PR = 1.000 - PA 
117 CONTINUE 
CT(KK,LA3) = (A+B*NN)*PR + (D+EaENN)«PA 
IF(CT(KK-1,LA3) .IE. CT(KK,LA3)) GO TO 121 
NN = NN + DNN 
119 CONTINUE 
GO TO 126 
121 NN  = NN  - DNN 
126 WRITE(6,80)  C,   NN 
LAA = KK 
DO 122 LKK = 1, LAA 
WRITE(6,123) LKK,LA3, CT(LKK,LA3) 
1230F0RMAT(26X,*C0MBINED COST CT(x,I2,3E,*,I2,i) = -E,F10.3 
1,//) 
122 CONTINUE 
LA4  = KK -  1 
WRITE(6,182)LA4 
182 FORMAT(26X,*CHANGE   OF  DIRECTION IN FILE  NUMBER I,13) 
C NEXT  STATESMENT  IS PUT  IN ORDER TO COME  BACK STATES- 
C MENT  83 AND TO DO NEW INCREMENTS IN ACCEPTANCE NUMBER 
LAI = LA4 
M =  2 
GO TO  83 
C    VALUES OF CT(I,J) BY USING DECREASING ACCEPTANCE 
C    NUMBER. 
84 C = C - DC 
IF(C.GE.O) GO TO 212 
C = 0 
unai^BraaiM*. 
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WRITE(6,80) C,NN 
GO TO 225 
212 CONTINUE 
DO 219 KK = 2,10 
IC = C + 1 
DO 217 JJ = 1,IC 
X = JJ - 1 
IF(X.EQ.O) GO TO 227 
GO TO 218 
227 PA = (1.000 - P)**NN 
IF(IC.EQ* 1) PR = 1.000 - PA 
GO TO 217 
2180PA = PA + (FAC(NN)/(FAC(X)3EFAC(NN-X)))*P«EX3E(1.000 - 
1P)**(NN - X) 
PR = 1.000 - PA 
217 CONTINUE 
CT(LA1,KK-1) = (A+BiNN)3EPR + (D+E*NN)sPA 
IF(CT(LAl,KK-l) .LT. CT(LA1,KK) GO TO 221 
C = C + 1 
219 CONTINUE 
GO TO 226 
221 C = C - DC 
226 WRITE(6,80) C, NN 
LAA = KK 
ML = M - 1 
DO 222 IKK = ML, LAA 
WRITE(6,223) LAI, LKK, CT(LA1,LKK) 
223 FORMAT(26X,BEC0MBINED COST CT (*,I2,s-,*,I2,i)  = *,//) 
222 CONTINUE 
225 CONTINUE 
STOP 
END 
FUNCTION FAC(K) 
IF(K.NE.O)  GO TO 
FAC   =  1 
RETURN 
2 FAC  =  1 
DO  100  I   = 1,K 
100 FAC  = FAC  * I 
RETURN 
END 
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TABLE  No  12 
SECOND  ITERATION EESULTS. 
ACCEPTANCE  NUMBER     =     0 SAMPLE   SIZE     =     80 
COMBINED COST  CT(l,l)     = 3094-388 
COMBINED COST CT(l,2)     = 3488.342 
CHANGE   OP  DIRECTION IN COLUMN NUMBER     1 
ACCEPTANCE  NUMBER    = 0 SAMPLE   SIZE     =     92 
COMBINED COST CT(l,l) = 3094.388 
COMBINED COST CT(2,l) = 3091.844 
COMBINED COST CT(3,l) = 3090.385 
COMBINED COST CT(4,l) = 3089.806 
COMBINED COST CT(5,l) = 3089.942 
CHANGE   OP  DIRECTION IN PILE  NUMBER    4 
ACCEPTANCE  NUMBER     = 0 SAMPLE   SIZE     =     92 
COMBINED COST  CT(4,l) = 3089.806 
COMBINED COST  CT(4,2) = 3356.203 
CHANGE   OP  DIRECTION  IN COLUMN NUMBER     1 
ACCEPTANCE  NUMBER     =       0 SAMPLE   SIZE     =     92 
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FORTRAN IV  PROGRAM 
IBM 360/50 
C THIRD  ITERATION. 
C DETERMINATION  OP  AN OPTIMUM SAMPLING PLAN BY  USING 
C SEMI-ECONOMIC  APPROACH.   THE   SEARCH TECHNIQUE WILL BE 
C ONE-AT-A-TIME. 
REAL ID,   N 
INTEGER C,  X,   DNN,   DC,  XX 
DIMENSION CT(10,10) 
UC     =3.00 
N       = 1000. 
ID     =3.80 
AD     = 100.00 
XX    = 0 
NM     =  0 
P       = 0.05 
PA    = 0.000 
A       = UC  I N 
B       = ID  - UC 
D       =ADiNiP 
E       = ID  - AD  ■ P 
C THIRD  ITERATION DATA.   NOTICE   THAT  THE  VALUE  CT(l,l) 
C COMES PROM SECOND ITERATION. 
LA3     =1 
NN       =96 
C =0 
DC       =1 
DNN     = 1 
CT(1,LA3)  = 3089.942 
VALUES  OP CT(I,J)   BY DECREASING SAMPLE  SIZE, 
WRITE(6,300) 
300 '"""TM/r 11 HI ,//.//.VT-3OVI*mariarn T.n^pArp-rmtt RESULTS.x) 
M =  1 
NN = NN - DNN 
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DO 119 KK = 2, 10 
TC = C + 1 
DO 117 JJ = 1, IC 
X = JJ - 1 
IP(X.EQ.O) GO TO 127 
GO TO 118 
127 PA = (1.000 - P) s* NN 
IP(IC.EQ.I) PR = 1.000 - PA 
GO TO 117 
118 PA = PA + (FAC(NN)/(FAC(X)i-FAC(NN - X)) )iPi-*(NN-X) 
PR = 1.000 - PA 
117 CONTINUE 
CT(KK, LA3) = (A+B*NN)xPR + (D+E*NN)*PA 
IF(CT(KK-1, LA3 ) .IE. CT(KK,LA3) ) GO TO 121 
NN = NN - DNN 
119 CONTINUE 
GO TO 126 
121 NN = NN + DNN 
126 WRITE(6,80) C, NN 
800F0RMAT(////,26X,*ACCEPTANCE NUMBER = *,I4,5X,*SAMPLE 
- 1SIZE = 3E,I4,//) 
LAA = KK 
DO 122 LKK = 1,LAA 
WRITE(6,123) LKK, LA3, CT(LKK, LA3) 
1230FORMAT(26X,*COMBINED COST  CT (X,I2,*,I,I2,3E)  =S, 
XF10.3,//) 
122 CONTINUE 
LA4 = KK - 1 
WRITE(6,182)   LA4 
182 FORMAT(26X,*CHANGE   OF DIRECTION IN FILE  NUMBER s,13) 
C VALUES  OF  CT(I,J)   BY  USING  INCREMENTS  IN ACCEPTANCE 
C NUMBER. 
LAI = LA4 
LF(M.EQ.l)   C  = C  + DC 
IF(M.EQ.2)   GO  TO  100 
MM = M +  1 
GO TO  111 
100 MM = LA3  + 1 
111 CONTINUE 
DO  19 KK = MM,   10 
IC  = C  + 1 
DO 17 JJ  = 1,   IC 
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X = jj - 1 
IF( X.EQ.O) GO TO 27 
GO TO 18 
27 PA = (1.000 - P) » NN 
IP(IC.EQ.I) PR = 1.000 - PA 
GO TO 17 
180PA = PA + (PAC(NN)/(FAC(X)*PAC(NN-X)))3E Full 
1(1.000 - P) mm  (NN - X) 
PR = 1.000 - PA 
17 CONTINUE 
CT(LA1, KK) = (A+B*NN)*PR + (D+E:SNN)3EPA 
IF( CT(LA1, KE-1) .LT. CT(LA1, KK) ) GO TO 21 
C   = C   + DC 
19 CONTINUE 
GO TO  26 
21 C  = C  - DC 
M =  2 
26 WRITE(6,80)  C,   NN 
LAA = KK 
IF(M.EQ.2)   NM  = M 
IF(M.EQ.2)   M     = KK -  1 
DO 22 LKK = M,   LAA 
WRITE(6,23)   LAI,LKK) 
230F0RMAT(26X,sC0MBINED COST CT   (3E,I2,*,*,I2,s)     = m, 
1P10.3,//) 
22 CONTINUE 
LA3  = KK - 1 
WRITE(6,82)   LA3 
82 FORMAT(26X,*CHANGE   OF  DIRECTION IN COLUMN NUMBER S,I3) 
VALUES "OF  CT(I,J)   BY DECREASING ACCEPTANCE  NUMBER. 
84 C = C - DC 
IF(C.GE.O) GO TO 212 
C = 0 
WRITE(6,80) C, NN 
GO TO 225 
212 CONTINUE 
DO 219 KK = 2, 10 
IC = C + 1 
DO 217 JJ = 1, IC 
X = JJ - 1 
IF( X.EQ.O) GO TO 227 
GO TO 218 
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227 PA = (1.000 - P) ME NN 
IF(lC.EQ.l) PR = 1.000 - PA 
GO TO 217 
2180PA = PA + (PAC(NN)/(PAC(X)*FAC(NN - X)))*P»X* 
1(1.000 - P)SK(NN - X) 
PR = 1.000 - PA 
217 CONTINUE 
CT(LA1,KK-1) = (A+B*NN)*PR + (D+EiNN)sPA 
IF( CT(LA1,KK-1) .LT. CT(LA1,KK)) GO TO 221 
C = C — DC 
219 CONTINUE 
GO TO 226 
221 C = C + DC 
226 WRITE(6,80) C, NN 
LAA = kk 
ML * M - 1 
DO 222 LKK = ML, LAA 
WRITE(6,223) LAI,LKK, CT(LA1, LKE> 
2230P0RMAT(26X,3EC0MBINED COST CT (*,I2,3E,*,I2,3E)  =3E 
l.,P10.3,//) 
222 CONTINUE 
225 CONTINUE 
STOP 
END 
FUNCTION PAC(K) 
IF(K.NE.O) GO TO 
PAC = 1 
RETURN 
2 PAC = 1 
D0 100 1=1, K 
100 PAC = PAC m.  I 
RETURN 
END. 
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TABLE  No  13 
THIRD  ITERATION RESULTS. 
ACCEPTANCE  NUMBER = 0 SAMPLE   SIZE     =     93 
COMBINED COST     CT( 1, 1   ) =    3089.942 
COMBINED COST    CT( 2, 1  ) =    3089.849 
COMBINED COST    CT( 3, 1   ) =    3089.794 
COMBINED COST     CT( 4, 1   ) =    3089.779 
COMBINED COST CT( 5, 1 ) = 3089.806 
CHANGE   OF  DIRECTION IN PILE  NUMBER     4 
ACCEPTANCE  NUMBER    =     0 SAMPLE  SIZE     =     93 
COMBINED COST CT( 4, 1 ) = 3089.779 
COMBINED COST CT( 4, 2 ) = 3165.056 
CHANGE   OP  DIRECTION IN COLUMN NUMBER 1 
ACCEPTANCE  NUMBER     =     0 SAMPLE   SIZE     =     93 
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P. DETERMINATION OP AQL FOR THE SAMPLING PLAN ii=93 AND c=0 
There are two possible ways: 
1. Aproximated AQL . 
By using MIL-STD-105D (single sampling ), which can be 
found in Quality Control and Industrial Statistics by 
Acheson J. Duncan, page 222. 
n c AQL 
80 0 0.15 
93 0 0.15 - 0.10 
125 0 0.10 
2. Computer program for AQL. 
a. Procedure. 
Suppose that our sampling plan should generally 
accept lots less than one percent defective and 
should generally reject lots more than one per- 
cent defective, and besides that the probabili- 
ty of acceptance is fifty percent. This implies 
a curve which passes near the probability 0.50 
at one percent defective. The characteristic 
curve for the plan labeled with AQL = 0.15 i° 
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( see figure No 5 ) is nearest to this. Therefore, 
this is the plan to adopt. 
FIGURE No 5 
OPERATING CHARACTERISTIC 
CURVES FOR SINGLE SAMPLING PLANS 
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Quality of subm. lots. 
In order to find our OPERATING CHARACTERISTIC 
CURVE, and more exactly our AQL given that the 
probability of acceptance is equal to 0.95 , 
we have to use THE NEWTON RAPHSON METHOD. 
Graphically, we have: 
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FIGURE No  6 
OPERATING  CHARACTERISTIC  CURVE 
P(a/p) 
0.95 
p=AQL P 
Where P(a/p)   = f(n,c)   . 
Mathenatically, we have: 
P(a/p) : probability of acceptance, given p 
p(a/p) -   £: (;UX (i- p)n_x  =  f(p> 
x=o \ / 
(9) 
Prom figure No 6 we can find p = AQL ( accep- 
table quality level ) given P(a/p) =0.95 and pro- 
ducer's risk equal to 0.05 .. Besides, we want to 
know the AQL for our sampling plan, which presen- 
ted a minimum total cost in n=93 and c=0 . 
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Using equation (9) and Newton-Raphson Method ( see 
appendix C ), we have: 
f (AQL) = ^  :  (AQL)X (1 - AQL)n~X 
x=o x!(n-x)! 
f(AQL) = 0.95 
f (AQL)= X  ~—  ((AQL)X((l-AQL)n-X-1(-l)) + 
x=o xi(n-x)! 
(l-AQL)n"x (xCAQL)30"1)) 
hl = 
0.95 - f(AQL) 
f(AQL) 
a-, = a + h-. 
Let a denote an approximate value of the desired 
v 
root. ..Besides, for our case, a = AQL and a-,   = AQL1 
Now, when we have n = 80 and c = 0 ( from MIL - 
STD-105D ) the AQL is equal to 0.15; therefore, we 
are going to use AQL = 0.15 ( for the first itera- 
tion ) , but we have n.= 93 and c=0 
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b. EliOW DIAGRAM. 
n,   c,   AQL 
■ ' 
f(AQL),   f'(AQL),   hx 
1 
AQL-j^ = AQL + hx 
: ■  _    .      . . _. 
AQL = AQI^ DIP   = AQL-L  - AQL 
, 
• ■ 
WRITI 1    A r\T   *— No DIP <0.005 J Ayii *^ 
1 
yes 
- 
AQL = AQL-j^ 
■ < 
WRITE     AQL 
• 
STOP 
c. COMPUTER OUTPUT. 
The AQL for the sampling plan has to be between 
0.15 and 0.10 . However, program results ( on pa- 
ge 79 ) tell us that in some part of the program 
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the computer has to use a very small number and 
this number is out of range. 
The autor of this paper tried how far the pro - 
gram is good, and he found that the program can "be 
used in order to find values of AQL larger than 
or equal to 1.8 . As at matter of fact, the reader 
can see an example on pages 79 through 80, where 
sample size is 5, acceptance number is 0 and the 
value for AQL, in the first iteration, is 3.5 . 
Finally, on page 80 , it can be seen that the 
correct value of AQL is 2.584 , which is very- 
near of the value from MIL-STD-105D tables. 
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FORTRAN IV PROGRAM 
IBM 360/50 
C DETERMINATION  OP  ACCEPTABLE  QUALITY  LEVEL   (AQL)   BY 
C USING THE NEWTON-RAPHSON METHOD AND GIVEN THE  SAM- 
C SIZE   (NN)   AND ACCEPTANCE  NUMBER   (C).   BESIDES,   IT 
C IS NECESSARY  TO KNOW AN APPROXIMATE VALUE  FOR AQL. 
INTEGER X,   C 
DATA SET FOR OPTIMUM SAMPLING PLAN 
NN = 93 
C  = 0 
AQL = 1.500 
DIFFERENT  ITERATIONS. 
WRITE(6,4)  NN,   C 
40F0RMAT(1H1,20X,//////////,SETHE NEWTON-RAPHSON METHOD 
1RESULTSX,///,10X,XTHIS  METHOD WAS  USED TO FIND THE 
2VALUE  OF ACCEPTABLE!,/,10X,xQUALITY LEVEL  (AQL), 
3WHEN THE   SAMPLE   SIZE  IS EQUAL TO X,I3,/,10X,xAND  THE 
4ACCEPTANCE  NUMBER IS EQUAL TO x,I3,///) 
IC = C + 1 
5 CONTINUE 
DO 117 JJ = 1, IC 
X = JJ - 1 
IF(X.EQ.O) GO TO 127 
GO TO 118 
127 FAQL = (1.000 - AQL) xx NN 
IF(IC.EQ.l)'DFAQL = -NNx(1.000 - AQL) XX (NN-l) 
GO TO 117 
1180FAQL = FAQL - (FAC(NN)/(FAC(X)xFAC(NN-X)))xAQLxxXx 
1(1.000 - AQL) xx (NN - X) 
ODFAQL = DFAQL + (FAC(NN)/(FAC(X)xFAC(NN-X)))x((AQLxx 
lXx(X-NN)x(1.000■- AQL) XX (NN -X-l)) + (1.000 - AQL) 
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23Ei(NN-X)sX*AQL«(X-l)) 
117 CONTINUE 
HI =   (0.950 - PAQL)  / DPAQL 
AQL1 = AQL + HI 
DIP   = AQL - AQL1 
IP(DIP   .IE.   0.005)   GO TO 1 
WRITE(6,3)  AQL 
AQL = AQL1 
GO TO  5 
1 WRITE(6,3)  AQL 
AQL = AQL1 
WRITE(6,3)  AQL 
30P0RMAT(10X,3EACCEPTABLE  QUALITY  LEVEL   (AQL)     = x 
1,F6.3,//) 
STOP 
END 
FUNCTION PAC(K) 
IP(K.NE.O)   GO TO 
PAC  = 1 
RETURH 
2 PAC  = 1 
DO  100 I   = 1,   K 
100 PAC  = PAC  3E I 
RETURN 
END 
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RESULTS  OF  NEWTON-RAPHSON METHOD 
THIS  METHOD WAS  USED TO FIND THE VALUE   OF  ACCEPTABLE 
QUALITY  LEVEL   (AQL),  WHEN THE  SAMPLE  SIZE  IS EQUAL 
TO  93  AND THE  ACCEPTANCE  NUMBER IS EQUAL TO  0 
ACCEPTABLE  QUALITY  LEVEL   (AQL)     =     1.500 
OUT   OF  RANGE. 
FORTRAN IV PROGRAM 
IBM 360/50 
See program on page 77 "but, in this opportunity, the 
data set will be : 
NN = 5 
C  = 0 
AQL = 3.500 
RESULTS  OF  NEWTON-RAPHSON 
(New data set) 
THIS METHOD WAS  USED TO FIND THE VALUE  OF ACCEPTABLE 
QUALITY  LEVEL   (AQL),  WHEN THE  SAMPLE   SIZE  IS EQUAL 
<D0  5 AND THE ACCEPTANCE NUMBER IS EQUAL TO 0. 
ACCEPTABLE  QUALITY  LEVEL   (AQL)     =    3.500 
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ACCEPTABLE  QUALITY  LEVEL   (AQL) =     2.995 
ACCEPTABLE  QUALITY  LEVEL   (AQL) =     2.584 
NOTE:   the  last value  is  the  AQL for the  analyzed 
sampling plan. 
^' 
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III. COMPARATION OF RESULTS BETWEEN OPTIMUM SAMPLING PLAN 
BY USING AQL AND BY USING SEMI-ECONOMIC APPROACH. 
A. OPTIMUM SAMPLING PLAN RESULTS BY USING COST AND AQL 
Plan No    p  Cost/lot    AQL    n    c 
3 0.05 $4058.00    0.40  125   1 
4 0.05 $4067.00    0.15   80   0 
B. OPTIMUM SAMPLING PLAN BY USING SEMI-ECONOMIC APPROACH 
Plan No p Cost/lot AQL n c 
0.05 $3089.77 0.10-0.15 93 0 
0.05 $3165.05 0.40-0.65  93   1 
C. CONCLUSIONS: 
There are different conclusions from this project. 
The most important one is that we got almost the 
same answer by using different ways. For instance: 
1. Prom section III A.,we have to use the sample 
size "between 125 and 80 , and we have the same 
answer from section III B., where n = 93 and 
c = 0 
2. By using cost/lot , we got the same answer. In 
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other words, we have the least expensive sampling 
plan when we use n = 93 and c = 0 . 
3. Notice that AQL for this sampling plan ( n = 93 , 
c = 0 ) is between 0.10$ and 0.15$ , which is very- 
good to the producer. Logically, we can be a li - 
ttle more elastic by using n = 93 and c = 1 , 
because of the cost/lot is almost the same, and 
the AQL is going on good ( 0.40$ - 0.65$ ) . 
4. We have to use a range to AQL , in Semi-economic 
approach, because the MIL-STD-105D does not say 
anything about this sampling plan, and because 
the computer program made in order to find this 
value is only good when AQL ^ 1.8 . 
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SECOND.   PART 
INDIRECT  COST  OP  QUALITY 
ASSURANCE  PROGRAM 
-  83  - 
INDIRECT COSTS OP QUALITY ASSURANCE PROGRAM 
I. INTRODUCTION. 
Three categories of costs that are commonly associated 
with indirect costs of quality assurance program are: 
a. Cost of administering the inspection process; 
b. Cost of a type I error; 
c. Cost of a type II error. 
Beforewe calculate the second and the third! cost, we 
should find type I error ( Producer's risk ) and type 
II error ( Consumer's risk ) . 
Prom section II we know that acceptable quality level 
( AQL ) is 0.15 , and the probability of acceptance for 
this value is 0.95 . Therefore, the producer's risk is 
equal to 1 - 0.95 = 0.05 ( o? = 0.05 = 5 %   ) . 
When the consumer designates some specific value of 
AQL for a certain characteristic or group of characte- 
ristics, he indicates to the supplier that his ( the 
consumer's ) acceptance sampling plan will accept the 
great mayority of the lots that the supplier submits, 
provided the process average level of percent defec - 
tive in these lots be no greater than the designated 
value of AQL. Thus the AQL is a designated value of 
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percent defective ( or of defects per 100 units ) thaji 
the consumer indicates will be accepted most of the time 
by the acceptance sampling procedure to be used. 
However, the specification of AQL alone does not des - 
cribe the protection to the consumer. It is necessary 
to refer to the LTPD ( Lot Tolerance Percent Defective, 
which gives the consumer's risk on the operating charac- 
teristic curve ) of the sampling plan that the consumer 
will use, or to the operating characteristic curve of 
the plan, to determine what protection the consumer will 
have. 
Now it will be noted that the AQL implies reference to 
an operating characteristic curve of type B , whereas 
the LPTD implies reference to an operating characteris- 
tic curve of type A. Hence, we would not mathematically 
be fitting a sampling plan to two points on the same 
operating characteristic curve unless the inspection 
lots are large so that the two types of curves are 
practically identically. 
Prom section II, we found that the optimum sampling 
plan, from the economic's point of view, was n = 93 , 
(1) J. Duncan, Quality Control and Industrial Statis- 
tic, 1974 , pages 157 and 159 . 
85 - 
c = 0 and AQL =0.15 ( minimum cost of sampling plan = 
$ 3089.77 ) . Now, given the lot size is ten times 
greater than the sample size  ( 10 n = 10(93) = 930 and 
we have N = 1000 units ) , the two operating characte - 
ristic curves, type A and type B, are practically iden- 
tically. Therefore, we can find the LTPD by using the 
same operating characteristic curve as the AQL . 
Graphically we have: 
FIGURE No 7 
OPERATING CHARACTERISTIC CURVE 
( OC. curve type A = OC. curve type B ) 
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(2) J. Duncan, Quality Control and Ind. Stat., 1974, 
page 160 
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Logically, this operating characteristic curve has to 
be for a specific sampling plan. 
In our case, we know the AQL , the specific sampling 
plan (n=93,c=0), but we do not know the LPTD. 
This value can be found by using tableJ No 13 , where 
the user enters the table by the designated AQL and 
searches the column until a sampling plan with n = 93 
and c = 0 is found. The LTPD is then read from the left 
hand side. In using this table, the choice of a sampling 
plan is based on the choice of two points on the OC 
curve, a producer's risk point ( AQL , 0.95 ) and a con- 
sumer's risk point ( LTPD , 0.10 ). In effect, with 
AQL =0.15 , n = 93 , c = 0 , and from table No 13 we 
have LTPD =2.5 , with probability of lotacceptance 
equals to 0.10 . 
SUMMARY: 
Cost of optimum sampling plan (minimum) $ 3089.77 
Optimum sampling plan   n = 93 
c = 0 
Acceptable quality level ( AQL )    0.15$ 
Probability of acceptance ( given AQL )    0.95 
Producer's risk ( OC  =1-0.95 ) ... 'o 
(3) R. L. Kirkpatrick, " Binomial Sampling Plans Indexed 
by AQL and LTPD " . 
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Lot tolerance percent defective ( LTPD ) ..    2.5$ 
Probability of acceptance ( given LTPD )   0.10 
Consumer's risk (/3 )    10$ 
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TABLE No 14 
SAMPLING PLANS- INDEXED BY LTPD/AQL : Tabular Value is Sam- 
pling Plan n Where n is the Sample Size, c the Acceptance 
Number. A Sampling Plan Applies to Columns and Rows Contain 
ning Arrows Directed Away from the Plan. 
LTPD AQL in Per Cent 
in 
* .05 .10 .15 .2 .25 .3 .35 .4 .45 .5 .5S .6J.65 .7 
1. 368 1 
531 
2 
667 
3 
1.5 153 n 
258 
1 
354 
2 
444 
3 
2. 114 n 
194 265 
2 
333 
,3 1 
2.5 91 0 
155 
1 
212 
2 
266 
3 
3. 76 0 
129 
1 
176 
2 
—*- 221 
3 
3.5 65 0 
110 
1 
151 
2 
4. 57 0 
.^96 132 
2 
fr- 
1 
4.5 90 
0 
85 
1 
5. 45 
o 
77 
1 
5.5 41 0 
70 
1 
6. 38 
0 
6/1 
i 
This table was taken from R. L. Kirkpatrick, " Binomial 
Sampling Plans Indexed by AQL and LTPD," Industrial Qual. 
Cont., December, 1965 , pp. 290 . 
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II. COST OF ADMINISTERING THE INSPECTION PROCESS 
This kind of cost includes such items as the cost of 
necessary manpower, inspection equipment, and paper- 
work. While these costs can vary from plan to plan, 
they are usually straightforward and can be deter - 
mined with a little difficulty. 
If a reasonable estimate exists of a constant over - 
head cost for the administration of inspection of a 
lot ( or for a contract for multiple lots over a pe- 
riod of time ) , then this cost increment per lot may 
be plotted as a constant band above any given cost 
curve on page 35A . 
The cost scale per lot unit per accepted - defective 
cost must be expanded by AxN to accommodate this ( A= 
consequence cost to the user; N= lot size ) . By using 
data from sample on page 20 , we would have A x N = 
100 x 1000 = 100,000 . In other words, 4 6    should be 
changed to %  4000 , 5 / to %   5000 , etc. 
Of course this does not change the shape of the curves, 
for their magnitudes are relative. The addition of the 
constant increment to each curve would change the lo- 
cation of the BREAKEVEN POINT, though, and for each 
curve. 
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III. COST OF A TYPE I ERROR. 
A type I error occurs when a conclusion is drawn that 
production output is had when in reality is good. 
The frequency with which this mistake is made is de- 
termined largely by the variation found in the pro - 
duction output and hy the type of quality control in 
use. Naturally, the more frequently this error is 
made, the greater the cost. 
A type I error may mean that we are unnecessarily 
discarding production units as scrap. To properly 
evaluate the cost per unit of this error we must know 
the relative frequency or probability of occurrence 
of the error. The cost of a type I error is the cost 
of making a single error multiplied by the probabi- 
lity of making the error. This cost is then prorated 
over the number of units involved with a single deci- 
sion. When a cost is calculated in this manner it is 
termed " Expected Cost " . 
Expected cost type I error = P P. C. (10) 
Whe re: 
P  : probability of a good item or fraction nodefective 
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p i : probability of a type I error, and 
C^ : cost of making a type I error. 
IV. COST OP TYPE II ERROR. 
A type II error is made when one concludes that pro - 
duction output is acceptable when it really is not. 
When a type II error is made, the cost may express 
itself in the form of customer bad will if the pro- 
duct is shipped out of the plant. If it remains in the 
plant for further processing, it may mean that effort 
is being wasted on a unit that will have to be discar- 
ded or reworked because of a priory defect. The ex - 
peeted cost of a type II error can be calculated by 
multiplying the cost of a single error times the pro- 
bability of making the error. 
Therefore, 
Expected cost type II error = Pd T±±  Cii       (11) 
Where: 
P, : probability of a defective item or fraction de - 
fective. 
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A. C- l 
P.• : probability of a type II error, and 
C.^ : cost of making a type II error. 
EXAMPLE 3. 
In order to find expected cost type I and type II, we will 
use the data from pages 20 and 51 . Besides, we will have 
to have in mind these ideas: 
cost of making a type I error, 
reject cost when the unit is good, 
unit cost, 
$  3.04 ( from page 51 ) 
cost of making a type II error, 
cost of acceptance when the unit is bad, 
cost of an accepted defective unit, 
$ 100 ( from page 20 and 51 ) 
C. Prom page 89 ,  we have this other information: 
1. P, : fraction defective = 5$ = 0.05 ( known ) 
2. P : fraction no defective = 95$ = 0.95 g 
3. Pi : probability of a type I error = 5$ = 0.05 
4. P^^. probability of a type II error = 10$ = 0.10 
SOLUTION: 
By using equations {10)  and  (11)   ,  we have: 
B.  Cii 
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Expected cost  type  I  error = 0.95  x 0.05 x 3.04 
= $  0.1444 
Expected cost type II error = 0.05 x 0.10 x 100 
= $ 0.50 
Therefore, the expected total cost for a particular qua- 
lity assurance program is : 
1. Expected total cost of sampling plan $3089.77 
( from section II of this paper. ) 
2. Expected total cost type I error (0.14x1000)* $144.44 
3. Expected total cost type II error(0.50x1000). $500.00 
EXPECTED TOTAL COST QUALITY ASSURANCE PROG...$3734.21 
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RECOMENDATIONS. 
A. VARIATION IN OC. CURVES WITH n 
The sampling inspection plan that would discriminate 
perfectly between good and "bad lots would have a type 
A OC. curve that is Z shaped. This would run horizon- 
tally at a probability of acceptance =1.0 until p 
( fraction defective ) is such that pn = c , at which 
point it would drop vertically, and then for higher 
values of p would run horizontally again at a proba - 
bility of acceptance of zero . 
Under such program, all lots with p less than or equal 
to the maximum allowable fraction defective would be 
accepted, and all lots with p greater than this maxi- 
mum allowable fraction defective would be rejected. 
Such a program would give perfect control over the qua- 
lity of inspected material. Besides, the producer's 
risk would be exactly equal zero. 
Unfortunately, a Z shaped type A OC. curve can only be 
attained by perfect 100 percent inspection. It can be 
approached, however, by increasing the sample size. 
This tendency to become more Z shaped as the sample, 
size is increased is true for both type B and type A 
- 95 - 
OC. curves. For large lots the tendency is ilustrated in 
figure No 8 . 
FIGURE No 8 
OPERATING CHARACTERISTIC CURVES FOR 
SAMPLES OF DIFFERENT 
SIZE. 
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Therefore, the precision with which a plan separates 
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good and bad lots increase with the size of the sample. 
THE BEST SIZE TO USE IS ALWAYS A COMPROMISE BETWEEN THE 
GREATER PRECISION OP LARGER SAMPLES AND THEIR GREATER 
COST. 
B. VARIATION IN OC. CURVE WITH  c 
The figure No 9 shows how the OC. curve for a plan varies 
FIGURE No 9 
OPERATING CHARACTERISTIC CURVES FOR 
DIFFERENT ACCEPTANCE NUMBER 
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with the acceptance number alone. 
It can be seen that as c is disminished, the plan is 
tightened up, and the effect is to lower the OC curve. 
On the other hand, if C is increased, the plan becomes 
more lax, and the effect is to raise the OC. curve . 
C. It is known that the producer's risk and the consumer' 
risk pertain to a type B OC. curve and a type A OC. 
curve respectively. However, when lots are large these 
two curves become mathematically identical. Thus we 
should get large lots, say more than 10 times the sam- 
ple, when we are going to use the same OC. curve to find 
producer's risk and consumer's risk . 
D. Besides, the ..reader can see pages 39-43 . 
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CONCLUSIONS. 
A. The best plan is not necessarily the one which comes from 
trying to minimize costs through reducing only the avera- 
ge total amount inspected. Due to the poorer descrimina- 
tion of smaller sample size, more good lots may be rejec- 
ted, more bad lots may be accepted, or both. 
B. The AQL alone does not describe the protection to the con- 
sumer for individual lots but more directly relates to 
what might be expected from a series of lots. Thus, it is 
necessary to referto the operating characteristic curve 
of the plan, to determine what protection the consumer 
will have, or to proceed like in part C of the recomen- 
dations. 
C. From page 94 , we can see that expected total cost qua- 
lity assurance program is $3734.21 , but of this amount, 
$3089.77 belongs to expected total cost of sampling plan. 
Therefore, this is the bottle's neck . 
In other words, we have to take special care when we are 
choosing our sampling plan, and in general, we have to 
have these ideas in mind when we are going to pick it out: 
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1. The smaller the sample size, the cheaper is the sam- 
pling plan, hut the greater the risk the producer 
takes that a lot will be rejected. 
2. Of course, the consumer's risk of accepting a lot 
much worse than the AQL is also much greater with a 
small sample size. 
3. The larger the acceptance number, the more expensive 
is the sampling plan, but the smaller is the produ - 
cer's risk. 
Therefore, the best sampling plan from the economic's 
point of view is the cheaper one, but at- Yllu ■BffBWft'Llffli 
it has to show small producer's risk ( less than or 
equal to 5 f°  ), sample size no very small, and accep - 
tance number near-by zero . 
D. At first impression, it might seen that the producer and 
consumer should have completely opposite viewpoints 
toward the selection of sampling plans. The consumer re- 
quires protection against the acceptance of too much 
defective product. The producer, on the other hand, needs 
to be protected against the rejection of too much good 
product. 
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It is evident that the consumer protects himself against 
accepting product with a fraction defective larger than 
the LTPD by rejecting a large proportion of any submitted 
lots that are of much better quality than the LTPD. 
However, there exists a more critical consideration which 
shows that such substantial rejections of good product 
in the effort to exclude bad product are not necessarily 
in the consumer's interest. Logically, the consumer is 
interested in quality, but he also is interested in cost. 
E. It is known for everybody that a perfect sample does_not_____ 
ensure a perfect lot, and that the objections sometimes 
raised to permitting some defectives in a sample do not 
have logical foundation. 
The user of the modern acceptance sampling procedures 
recognize certain psychological advantages of allowing 
at least one defective in a sample. Moreover, the ope - 
rating characteristic of plans with acceptance numbers 
greater than zero are superior to those of comparable 
plans with acceptance number of zero. For a desired 
protection against accepting lots containing some stated 
percentage of defectives, larger acceptance numbers in - 
volve larger sample size. Plans having larger sample 
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sizes have greater ability to discriminate "between sa- 
tisfactory and unsatisfactory lots, but at the same time 
they will have more inspection and hence more inspection 
cost. 
In our case, there will be an increment of $   75.28 
( 3165.05 - 3089.77 = $ 75.28 , see page 70 ) when the 
acceptance number is increased from 0 to 1 , Therefore, 
the decision maker has to think about this in order to 
evaluate every factors. 
E. In establishing the relationship between lot size and 
sample size, weight should be given to the greater di- 
fficulty of obtaining random samples from large lots 
and the more serious consequences of a wrong decision 
on acceptance or rejection of a large lot. For this 
reason, the relationship between lot size and sample 
size is based more on empirical grounds than on con - 
siderations arising from the mathematics of probabili- 
ty. 
F. Besides, the reader can see pages 39 - 43, and 56 . 
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AREA FOR FURTHER STUDY 
On page 94 , it can be seen that cost of administering the 
inspection process was not included in the expected total 
cost quality assurance program. The reason is very simple: 
it is a practical work. 
As a matter of fact, the estimation of this cost and some 
others from section I and II can he the objective of fu - 
ture papers. 
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APPENDIX    A 
NOMOGRAPH OP  THE  CUMULATIVE 
BINOMIAL DISTRIBUTION 
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APPENDIX B 
CUMULATIVE PROBABILITY CURVES FOR THE POISSON DISTRIBUTION 
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APPENDIX     C 
THE  NEWTON-RAPHSON METHOD.4 
When the derivative of f(x) is a simple expression and 
easily found, the real roots of f(x) = 0 can he computed 
rapidly by a process called the Newton-Raphson Method. The 
underlying idea of the method is due to Newton, but the me- 
thod as now used is due to Raphson. 
To derive a formula for computing real roots by this method 
let a denote an approximate value of the desired root, and 
let h denote the correction which must be applied to a to 
give the exact value of the root, so that: 
x = a + h 
The equation f(x) = 0 then becomes 
f(a+h) = 0 
Expanding this by Taylor's theorem, we have 
f(a+h) = f(a) + hf'(a) +_hf f"(a+©h), 0^ © ^ 1. 
Hence 
- Ill - 
h2 f(a) + hf'(a) + -£- f "(a+Oh) = 0 
NQW if h is relatively small, we may neglect the term con - 
2 taining h and get the simple relation : 
f(a) + hf'(a) = 0 
from which 
f(a) h =  
1
     f'(a) (1) 
The improved value of the root is then 
a-. = a + h-. = a - -£i2l-    (2) 
1
       
X
       f'(a) 
The succeding approximations are 
a2 = a, + h2 = a, - -Ii!il-- ;  a? = a, - igl 
   a -a , -£i!s=i.l 
Equation (l) is the fundamental formula in the Newton - 
Raphson process.  It is evident from this formula that the 
larger the derivative f'(x) the smaller is the correction 
which must be applied to get the correct value of the root, 
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This means that4when the graph is nearly vertical where it 
crosses the x-axis the correct value of the root can be 
foundwith great rapidity and very little labor. If, on the 
other hand, the numerical value of the derivative f'(x) 
should be small in the neighborhood of the root, the value 
of h given by (l) would be large and the computation of the 
root by this method would be a solw process or might even 
fail altogether. The Newton-Raphson method should never be 
used when the graph of f(x) is nearly horizontal where it 
crosses the x-axis. The process will evidently fail if 
f '(x) =2'-0 in the neighborhood of the root. In such cases 
the regula falsi method should be used. 
We shall now apply the Newton-Raphson method to one example 
EXAMPLE: compute to four decimal places the real root of 
x + 4sin x = 0 
2 Solution: since the term x is positive for all real va - 
lues of x, it is evident that the equation will be satis- 
fied only by a negative value of x. We find from a graph 
that an approximate value of the root is -1.9 . Since 
f(x) = x +4 sin x and f'(x) = 2x + 4 cOs x , we have 
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from (l) 
h = - l-=li2lL±-4
-
.sini=li22_ = _3i61_z_3i78_- 
1
    27-1.9) + 4 cos(-1.9l     ~3.8 - 1.293 
= - 0.03 
a1 = -1.9 - 0.03 = - 1.93 
h     lzii23lf_+_4_sinlzl-1932- = _ _z2i2198. 
2
    27-1.931 + 4 cos(-1.93)      -5.266 
= - 0.0038 
2 = - 1.9338 a~
m  See Cajori's History of Mathematics, p. 203 
(4) Taken from Scarborough, James B., Numerical Mathema- 
tical Analysis. 
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