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We present a theory of pattern formation in growing domains inspired by biological examples
of tissue development. Gradients of signaling molecules regulate growth, while growth changes
these graded chemical patterns by dilution and advection. We identify a critical point of this
feedback dynamics, which is characterized by spatially homogeneous growth and proportional scaling
of patterns with tissue length. We apply this theory to the biological model system of the developing
wing of the fruit fly Drosophila melanogaster and quantitatively identify signatures of the critical
point.
PACS numbers: 87.19.lx, 87.18.Hf, 05.65.+b, 89.75.Da
How tissues grow to their correct size and become spa-
tially patterned during development is a key question in
biology. Specific signaling molecules, called morphogens,
control tissue patterning and growth [1–3]. These mor-
phogens are locally produced and secreted. They spread
in the target tissues, where they form long-range graded
concentration profiles [4–14]. Control of tissue growth
by morphogens implies a self-organized feedback between
growth and chemical gradients, whereby morphogen pro-
files instruct tissue growth, while growth in turn feeds
back on these chemical gradients, e.g. by advection and
dilution of morphogens. This mutual coupling between
the dynamics of morphogen profiles and tissue growth is
still poorly understood.
In several model organisms it was observed that mor-
phogen gradients scale proportionally with the size of
the growing tissues, maintaining a constant shape [2, 15–
20]. Scaling of morphogen gradients and growth control
has been studied in the fruit fly Drosophila melanogaster,
particularly in the precursor of the wing, the wing imagi-
nal disc [2, 15, 16, 21], see Fig. 1(a). Here, decapentaplegic
(Dpp) is one of the important morphogens implicated in
tissue growth [22–32]. Measurements at different stages
of development revealed scaling of the Dpp concentration
profile [2, 16], see numerical examples of pattern scaling
in Fig. 1(b)-(c). Several mechanisms have been proposed
to explain scaling of the Dpp concentration profile with
respect to compartment size [2, 33–37]. One major class
of mechanisms introduces an additional chemical species,
termed expander, whose concentration depends on tissue
size. It regulates morphogen dynamics and thereby scales
its pattern [2, 33–35].
Several mechanisms of growth control have been pro-
posed [37–42]. One suggestion is that morphogen gradi-
ents control growth by a ‘temporal growth rule’ [2, 43],
where the local growth rate in the target tissue is set by
relative temporal changes of the local morphogen con-
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FIG. 1. Minimal model for growth control in biological tis-
sues by scaling morphogen gradients. (a) The wing imagi-
nal disc of the fruit fly is a two dimensional epithelial sheet
with a source releasing Dpp molecules (red) at the anterior-
posterior (AP) compartment boundary (dark red). We con-
sider a simplified morphogen system with a source at the left
boundary. Panels (b)-(f) show numeric solutions of Eqs. (1)
and (2) for k=0. Color code defined in (b) applies to all pan-
els (in (c) and (e) most lines overlap). (b) Spatial profiles for
morphogen concentration C for different tissue lengths. (c)
Rescaled concentration profiles from (b) collapse on a master
curve, thus showing scaling (inset: log-normal plot). (d) Am-
plitude C0 of the concentration profile obeys a power-law re-
lationship with tissue length `. (e) Self-consistently regulated
growth becomes spatially homogeneous after an initial tran-
sient period. (f) Growth slows down inversly with time (solid
line: Eq. (10)). Parameters: D=0.1µm2/s [12], ν=1 conc/s,
w=0.1 `, ε=0.83 [2], β=2/(1 + ε).
centration. This growth rule in conjunction with an ex-
pander mechanism for gradient scaling can account for
the homogeneous growth observed in the wing imaginal
disc [2, 35] and may also apply to other tissues [37, 44].
It has further been suggested that the temporal growth
rule by itself could yield gradient scaling, without the
need of an additional expander mechanism [35].
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2In this letter, we propose a theoretical framework for
the interplay between gradient scaling and growth con-
trol. In this framework, spatially homogeneous growth
and exact scaling of chemical gradients both emerge as
features of a critical point of the growth dynamics. This
approach provides a mechanism for the homogeneous
growth and gradient scaling observed during the growth
of the wing disc of the developing fly.
Morphogen dynamics and growth control. We con-
sider a minimal two-dimensional system with morphogen
of concentration C(x, t) as function of position x=(x, y)
and time t. Morphogen dynamics is governed by lo-
cal production in a specified source region s(x, t)>0, by
effective diffusion with diffusivity D, effective degrada-
tion with rate k, as well as by advection and dilution of
molecules due to tissue growth. Further, we consider a
temporal growth rule by which the relative rate of change
of the morphogen concentration controls the local rate g
of area growth [2], characterized by the dimensionless pa-
rameter β. Together, morphogen dynamics and growth
control are described by
Dt C =∇ · (D∇C)− (k + g) C + s , (1)
g =
1
β
Dt C
C
, (2)
where ∇ is the gradient operator. The convective time
derivate Dt=∂t+u ·∇ accounts for the local cell velocity
field u(x, t) of the growing tissue, which obeys g=∇ · u
[2].
We consider a morphogen source aligned parallel to
the y-axis with s(x, t)=ν in the interval 0≤x≤w(t) and
s(x, t)=0 elsewhere, see dark red region in Fig. 1(a). The
width of the morphogen source is denoted w(t) and ν is a
production rate. We consider morphogen profiles C(x, t)
and growth profiles g(x, t) that only vary along the x-
axis. We choose reflecting boundary conditions at the do-
main boundaries, x=0 and x=`. We account for a possi-
ble intrinsic anisotropy of tissue growth by the anisotropy
parameter ε=(∂y uy)/(∂x ux). Thus tissue area scales as
A∼`1+ε, where isotropic growth corresponds to ε=1.
Scaling of morphogen patterns. Scaling of concentra-
tion profiles is defined by the property that the time-
dependent concentration C(x, t) can be written as
C(x, t) = C0(t)ξ(x/`), (3)
where ξ(r) with r=x/` is a scaling function that char-
acterizes a time-independent shape of the concentration
profile and C0(t) is a time-dependent amplitude of the
profile. An example exhibiting this scaling property is
shown in Figure 1(b)-(c). It has been suggested that C0
in Eq. (3) obeys a power law [2] of the form
C0(t) ∼ `(t)q . (4)
Scale invariance captured by scaling functions together
with power laws often occur near critical points [45]. This
raises the question whether a critical point is underlying
the scaling of morphogen pattens.
Growth control and conditions for scaling. Dynamic
solutions of Eqs. (1) and (2) exist, which scale as de-
scribed by Eqs. (3) and (4) and for which growth is homo-
geneous, as we show next. This requires that the source
width scales linearly with tissue length, w(t)∼`(t).
Homogeneous growth with g(x, t)=g0(t) implies that
the relative position r=x/` of a material point does not
change in time. In this case, the temporal growth rule
Eq. (2) simplifies to β g0=∂t ln(C0). By definition, g0
is proportional to the relative change in tissue length,
g0=(1 + ε) ∂t ln(`). Thus, we obtain the power law of
Eq. (4) with exponent
q = β (1 + ε) . (5)
This exponent takes a specific value, as we show now.
Combining Eqs. (1) and (2), we have
0 = ∇ · (D∇C)− [k + (1 + β) g] C + s , (6)
which holds at all times. For homogeneous growth, the
time-dependent rate
kg = k + (1 + β) g (7)
is position-independent, and the solution to Eq. (6) reads
C(x, t) =
ν
kg
{
1− sinh (`/λ−w/λ)sinh (`/λ) cosh
(
x
λ
)
, x ≤ w
sinh (w/λ)
sinh (`/λ) cosh
(
`−x
λ
)
, x > w ,
(8)
where λ=
√
D/kg is a decay length. The time-
dependence of C(x, t) arises from the time-dependencies
of `, w, λ, and kg. From Eqs. (2) and (8), we find that
growth is homogeneous if and only if concentration pro-
files scale. This is the case if λ∼` and w∼`. Such scaling
occurs if kg∼`−2. Hence, C0∼ν/kg obeys the power law
Eq. (4) with q=2. Together with Eq. (5), we thus find
that scaling can occur if the growth feedback parameter
β takes a critical value βc=2/(1 + ε).
Growth dynamics and the effect of morphogen degrada-
tion. The time-dependence of homogeneous growth can
be found using kg∼`−2, Eq. (7) and g0=(1+ε) ˙`/`, which
together defines a differential equation for `(t). The so-
lution depends on the value and time-dependence of the
degradation rate k. For the simple case k=0, a numeri-
cal solution to Eqs. (1) and (2) is shown in Fig. 1, high-
lighting that for β=βc, after a short transient, growth is
indeed homogeneous and concentration profiles scale.
We can obtain explicit expressions for the growth dy-
namics at this critical point β=βc, revealing that growth
is unbounded and the growth rate slows down as t−1:
`(t) = `(0)
[
1 + 2 g0(0) t/(1 + ε)
]1/2
, (9)
g0(t) =
g0(0)
1 + 2 g0(0) t/(1 + ε)
, (10)
3see Fig. 1(f) and [46]. Interestingly, the growth rate in the
long-time limit g0(t)≈(1 + ε)/(2 t) becomes independent
of the initial conditions.
Exact scaling and spatially homogeneous growth is also
found at β=βc for a finite but constant degradation rate
k=k0>0. In this case, the growth rate decays exponen-
tially
g0(t) =
g0(0) e
−t/τ
1 + 2 τ g0(0)(1− e−t/τ )/(1 + ε) , (11)
with characteristic time scale τ=(1+βc)(1+ε)/(2k0). As
a consequence, growth arrests at a final size `∗ [35, 46],
`∗ = `(0)
[
1 + g0(0)(1 + βc)/k0
]1/2
. (12)
Note that for k0→0, final size `∗ diverges as `∗∼k−1/20 .
Next, we consider the degradation rate as a function
of tissue length, k=k(`), e.g. regulated by an expander
[2, 33, 47–49]. Let us consider the case of exact scaling of
the degradation rate with tissue size in the form k∼`−2.
For β=βc, we again find spatially homogeneous growth
as well as exact pattern scaling, which is again described
by Eqs. (9) and (10). In particular, growth is unbounded,
see Fig. 2. If, however, we add a small constant value k0
to the degradation rate k−k0∼`−2, growth arrests at a
finite size given by Eq. (12).
These cases illustrate that at β=βc, we can find either
unbounded or bounded growth, depending on the behav-
ior of the degradation rate k. In general, growth arrest
can be observed if there exists a final size `∗>`(0), for
which kg(`
∗)=k(`∗). This follows from Eq. (7) [46].
A critical point of growth control. We now explore
the behavior for β 6=βc. In this case, the system does not
exhibit exact pattern scaling and growth becomes spa-
tially inhomogeneous, see Fig. 2(a)-(c) for an example.
For β<βc, g(r, t) is decreasing with r, while for β>βc,
g(r, t) is increasing with r, see Fig. 2(b) and [46]. As
before, the growth dynamics depends on the degrada-
tion rate, see Fig. 2(d). Growth is always unbounded for
k=0. For k=k0>0, growth arrests at a finite final size `
∗
for all values of β. In the case of k∼`−2, growth arrests
for β>βc and the growth rate g(t) decays exponentially
with characteristic time τ . The final size `∗ diverges as β
approaches the critical point βc from above. For β<βc,
growth is unbounded. Thus, β=βc exhibits distinct fea-
tures of a critical point such as scale invariance of the
concentration profile and divergent length scales. For
k∼`−2 this critical behavior includes a transition between
bounded and unbounded growth.
Only at the critical point, exact pattern scaling and ho-
mogeneous growth occurs. However, in the vicinity of the
critical point, patterns scale and growth is homogeneous
to a good approximation, reflecting signatures of the crit-
ical point [46]. Interestingly, a control of the degradation
rate by an expander molecule can maintain approximate
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FIG. 2. Critical point and growth dynamics for k∼`−2. (a)
Concentration profiles as a function of relative position r=x/`
for different tissue length (color code) and different values of
β. Scaling of the concentration profiles at the critical point
with β=βc results in a collapse of the normalized concentra-
tion profiles for different tissue lengths. Above and below the
critical point (here: 0.8βc, 1.2βc), deviations from scaling oc-
cur. (b) Growth rate profiles as a function of r for different
tissue length. At the critical point growth becomes homo-
geneous. (c) Growth rate as a function of time. For β>βc,
the growth rate decreases exponentially with time, while for
β≤βc a power-law behavior leads to unbounded growth (solid
line: Eq. (10)). (d) Growth behaviors for super- and subcriti-
cal β for different degradation scenarios. (e) Different growth
regimes as a function of the source scaling exponent γ for
k∼`−2. Regimes of unbounded growth (light red) and growth
arrest (light blue) are separated by the line γ=2β/βc − 1
for γ<1. Numerical results (dots, see [46]), critical point
with γ=1 (red dot), parameters corresponding to fit to ex-
perimental data shown in Fig. 3 (blue dot). A constant
source width corresponds to γ=0. Parameters: D=0.1µm2/s
[12], ν=1 conc/s, w=0.1 ` (w=0.3µm (`/30µm)γ in panel (e)),
ε=0.83 [2], k `2=9µm2/s. The color code defined in (a) also
applies to (b) and (c).
scaling even away from the critical point if the growth
rate is small compared to the degradation rate. In this
case, kg≈k∼`−2, and growth inhomogeneities do not per-
turb scaling strongly, see Fig. 2(a). Yet, even in this case
of almost exact gradient scaling, inhomogeneity of growth
occurs depending on β, see Fig. 2(b).
So far we focused on the case where the source width
w grows proportional to tissue length `. We now discuss
situations where the source width is not proportional to
4tissue length. To simplify the discussion, we consider a
source width w∼`γ with 0≤γ<1, which interpolates be-
tween the cases of a constant source width (γ=0) and a
source width proportional to tissue length (γ=1). Solv-
ing Eqs. (1) and (2) for different values of γ<1, we again
find similar behaviors as described for γ=1. For exam-
ple, two growth regimes can be distinguished, depending
on the value of β. For β<(γ + 1)/(1 + ε), growth is un-
bounded and the growth rate as a function of time is well
fit by a power law, while for β>(γ + 1)/(1 + ε) growth is
bounded and the growth rate is well fit by an exponen-
tial, see Fig. 2(e). Note that along the line γ=2β/βc− 1
we observe signatures of the critical point even for β<βc,
see Fig. 3 and [46].
Homogeneous growth and gradient scaling in the wing
imaginal disc of the fruit fly. Growth dynamics and
spatial profiles of the morphogen Dpp have been quanti-
fied in the wing imaginal disc of the fruit fly Drosophila
melanogaster. Growth of the wing disc is approximately
homogeneous and the growth rate decays exponentially
with a time scale of 30−60 h [2, 50]. Dpp profiles scale to
a good approximation and their amplitude C0 is well fit
by a power-law relation with tissue area with exponent
β˜=q/(1 + ε) ranging from 0.5 to 0.7 depending on the
dataset [2, 46]. Furthermore, homogeneous growth can
be accounted for by the temporal growth rule Eq. (2)
with scaling Dpp profiles [2]. We show in Fig. 3(e)-(g)
experimental data on tissue area A, tissue length `, decay
length λ and Dpp profile amplitude C0 [2] together with
numerical values obtained by solving Eqs. (1) and (2).
This comparison shows that the continuum model can
account for growth and Dpp concentration gradient dy-
namics in the wing imaginal disc. The parameter val-
ues used in Fig. 3 are indicated in Fig. 2(e) as a blue
dot. Estimating the growth anisotropy ε [2, 50] suggests
that the growth parameter β≈0.7 is smaller than βc≈1.1.
Thus, the wing disc is not exactly critical. Deviations
from criticality also arise because the source width in the
wing imaginal disc increases less than linearly with tis-
sue length. Experimental estimates locate γ within the
range 0.2−0.9 [2, 46], and our simulation fits experimen-
tal data of growth and morphogen dynamics with γ=0.3,
see Fig. 2(e) and Fig. 3(e)-(g). Therefore scaling and ho-
mogeneous growth are only approximate, and result as
signatures of the nearby critical point. Interestingly, the
fly mutant Hh-CD2 differs from control animals in that
its source width is constant [2]. Hh-CD2 can be rep-
resented here by exponents γ=0 and β=0.7 [46], which
locates its growth dynamics far from the boundary line
between unbounded growth and growth arrest. From this
observation we predict that scaling should be less precise
and growth non-homogeneous for Hh-CD2 as compared
to control fly wings. Indeed, our analysis of Dpp-decay
lengths is consistent with less precise scaling in Hh-CD2
[46].
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FIG. 3. Growth and gradient scaling in the fly wing. (a)
Schematic illustration of time-dependent morphogen profiles
C(x) in a growing posterior compartment of size `p regulated
by an expander mechanism. The morphogen is produced in a
source region of width w that increases with tissue length ` as
w=w0 `
γ . The expander is produced in a source of constant
width wE , located at the posterior end, see [46]. (b) Nu-
merical solutions for morphogen profiles C(x). (c) Position
and time dependence of local growth rates g. Inset: Aver-
age growth rate in the posterior compartment as a function
of time. The growth rate relaxation time 48.2 h is consistent
with experiments [2, 50]. (d) Collapse of relative concentra-
tion profiles C/C0 as function of relative position x/`p at dif-
ferent times. (e)-(h) Comparison of experimental data (dots)
[2] and numerical solutions (solid lines). (e) Morphogen pro-
file amplitude C0 as a function of posterior tissue size `p. (f)
Posterior tissue area A as a function of time. (g) Decay length
λ of the morphogen profile in the posterior compartment as a
function of `p. Boxed data-points in (e) are excluded from the
fits. Initial conditions: steady state of Eq. (1). Parameters
estimated from experimental measurements: D=0.1µm2 s−1
[12], β=0.7, ε=0.83 [2]. Parameters estimated by a fit to
the data: γ=0.3, w0=5.75µm
1−γ , wE=2.5µm, ν/νE=0.21,
kE=5 · 10−6 s−1, DE=10µm2 s−1, η ν2E=2.56 · 10−11 s−3.
Conclusion. We presented a theory for self-organized
growth of tissues regulated by a dynamic morphogen pro-
file and a temporal growth rule. We find that both ex-
act scaling of the morphogen profile and homogeneous
growth are mutually dependent and arise as features of
a critical point. We determine a concise condition for
scaling and homogeneous growth in terms of a critical
feedback strength. We reveal characteristic features of
the presented mechanism: First, the amplitude of mor-
phogen profiles obeys a power-law relationship with tis-
sue length. Second, there exist distinct regimes of growth
arrest and unbounded growth in which spatial profiles of
growth differ. Third, scaling itself is independent of many
details of the dynamic equations if the system is close to
criticality. In particular, scaling does in principle not re-
quire an expander mechanism and could occur even in
5the absence of a feedback on tissue length [35]. How-
ever, an expander can alter the growth dynamics. Note
that an expander regulation that provides the relation
k∼`−2 leads to unbounded growth at the critical point.
Reliable growth termination can be achieved by an offset
in the scaling relation, e.g. k−k0∼`−2. Such behavior
could occur for example in the case of delayed expander
regulation.
We applied our theory to the dynamics of morphogen
gradients and growth during the development of the
wing imaginal discs of the fruit fly. Chosen parameters,
which are consistent with previous experiments, corre-
spond to β<βc, but are close to the boundary in param-
eter space separating bounded from unbounded growth
(Fig. 2(e)). We find that nonlinear scaling behavior of
the Dpp source, as quantified in [2], may place the wing
disc in the regime of bounded growth even for a super-
critical growth parameter. Our work suggests that in the
wing imaginal disc an expander mechanism ensures that
growth arrests, while the scaling of Dpp profiles and the
spatial homogeneity of growth result as robust signatures
of a critical point. The framework presented here could
be applied to other systems, such as the eye imaginal
disc of the fly, which is an example of a non-stationary
Dpp-source that orchestrates growth [43].
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