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Abstract
Let X and Y be Banach spaces, let T : X → Y be a bounded linear operator with closed
range, and let S : X → Y be another bounded linear operator. We study conditions on S–T that
guarantee the closeness of the range of S and obtain some new bounds on the pseudo-inverse
of S.
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1. Introduction
Perturbation analysis for pseudo-inverses of bounded linear operators of Banach
spaces is very important in practical applications of operator theory and has been
widely studied, see [11]. In recent years the perturbation study of pseudo-inverses
with the help of the concept of the gap between closed subspaces [10] has appeared in
[3,4,8,9]. Especially in the work in [2,5], such perturbation results have been applied
to frame theory.
Motivated by the ideas in [2,5], we further explore the following general question:
Let T and S be two bounded linear operators from a Banach space X to a Banach
space Y such that the range of T is closed, so that the pseudo-inverseT † is well-defined.
∗Corresponding author.
E-mail address: jiu.ding@usm.edu (J. Ding).
0024-3795/03/$ - see front matter  2002 Published by Elsevier Science Inc.
PII: S0024 -3795(02)00493-7
230 J. Ding / Linear Algebra and its Applications 362 (2003) 229–235
What conditions on the difference of S and T guarantee that the range of S is also
closed so that the pseudo-inverse S† is also well-defined, and if so, what is an upper
bound of the norm of S† in terms of that of T †?
A classic result is the Neumann lemma which says that if P is a bounded linear
operator on X such that ‖P ‖ < 1, then I + P is bijective, and
‖(I + P)−1‖  1
1 − ‖P ‖ . (1)
The assumption of this celebrated result was weakened in [2] in which the authors
proved that if there are λ1, λ2 ∈ [0, 1) such that
‖Px‖  λ1‖x‖ + λ2‖(I + P)x‖ ∀x ∈ X,
I + P is bijective, and
‖(I + P)−1‖  1 + λ2
1 − λ1 . (2)
In this paper we extend the results on invertible operators to general ones. In
particular we give the perturbation results on pseudo-inverses. In the next section
we review some concepts and give a basic lemma. In Section 3 we prove the main
results. We conclude with Section 4.
2. Preliminaries
Let X and Y be two Banach spaces. Let B(X, Y ) be the Banach space of all
bounded linear operators T : X → Y with norm ‖T ‖ = sup{‖T x‖ : ‖x‖ = 1}, and
let Bc(X, Y ) be the subspace of all T ∈ B(X, Y ) such that the range R(T ) of T
is closed in Y. If X = Y , we write B(X,X) and Bc(X,X) as B(X) and Bc(X),
respectively.
Let T ∈ Bc(X, Y ). Throughout the paper we assume that X is the topological sum
of the null space N(T ) of T and N(T )c, and Y is the topological sum of R(T ) and
R(T )c, where N(T )c and R(T )c are closed subspaces of X and Y, respectively. Note
that T is one-to-one from N(T )c onto R(T ). Let P be the projection of X onto N(T )
along N(T )c, and let Q be the projection of Y onto R(T ) along R(T )c. The bounded
linear operator T † : Y → X defined by T †T x = x for x ∈ N(T )c and T †y = 0 for
y ∈ R(T )c is called the pseudo-inverse of T (with respect to P,Q) [1,11]. If X and
Y are Hilbert spaces, and if N(T )c = N(T )⊥ and R(T )c = R(T )⊥, then the corre-
sponding pseudo-inverse of T is usually referred to as the Moore–Penrose pseudo-
inverse.
We also need the concept of the approximate point spectrum of a bounded linear
operator T to prove Lemma 2.2. A complex number α is said to be in the approximate
point spectrum σa(T ) of T if there exists a sequence xn of vectors such that ‖xn‖ = 1
for all n and ‖(αI − T )xn‖ → 0. It is obvious that if there is a positive number  such
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that ‖(αI − T )x‖  ‖x‖ for all vectors x, then α /∈ σa(T ). The following lemma is
a standard result concerning σa(T ) [6, Proposition VII.6.7].
Lemma 2.1. σa(T ) ⊃ σ(T ), the boundary of the spectrum σ(T ) of T.
The following lemma is itself a key perturbation result which directly generalizes
the Neumann lemma (1) and will be used in proving Corollary 3.2 and Proposition
3.1.
Lemma 2.2. Let P ∈ B(X) be such that
‖Px‖  λ1‖x‖ + λ2‖(I + P)x‖ ∀x ∈ X, (3)
where λ1 < 1 and λ2 < 1. Then λ1 ∈ (−1, 1), λ2 ∈ (−1, 1), and I + P is bijective.
Moreover,
1 − λ1
1 + λ2 ‖x‖  ‖(I + P)x‖ 
1 + λ1
1 − λ2 ‖x‖ ∀x ∈ X, (4)
1 − λ2
1 + λ1 ‖y‖  ‖(I + P)
−1y‖  1 + λ2
1 − λ1 ‖y‖ ∀y ∈ X. (5)
Proof. From
‖(I + P)x‖  ‖x‖ − ‖Px‖  ‖x‖ − λ1‖x‖ − λ2‖(I + P)x‖
(1 + λ2)‖(I + P)x‖  (1 − λ1)‖x‖ ∀x ∈ X,
from which 1 + λ2 > 0 and the left inequality of (4) follows. Since
‖(I + P)x‖  ‖x‖ + ‖Px‖  (1 + λ1)‖x‖ + λ2‖(I + P)x‖
(1 − λ2)‖(I + P)x‖  (1 + λ1)‖x‖ ∀x ∈ X.
Hence 1 + λ1 > 0 and the right inequality of (4) is obtained.
In order to prove (5), thanks to (4), it is enough to show that −1 /∈ σ(P ). Let
α  −1. Then the triangle inequality and (3) imply that
‖αx − Px‖  −α‖x‖ − ‖Px‖  −(α + λ1)‖x‖ − λ2‖(I + P)x‖.
We consider 0  λ2 < 1 and −1 < λ2 < 0 separately. If 0  λ2 < 1, then
‖αx − Px‖ −(α + λ1)‖x‖ − λ2 (‖αx − Px‖ − (α + 1)‖x‖)
= [−α − λ1 + λ2(α + 1)] ‖x‖ − λ2‖αx − Px‖.
Hence for  = [−α − λ1 + λ2(α + 1)]/(1 + λ2) > 0,
‖αx − Px‖  ‖x‖ ∀x ∈ X.
If −1 < λ2 < 0, then for  = −(α + λ1) > 0,
‖αx − Px‖  ‖x‖ ∀x ∈ X.
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Thus we see that α /∈ σa(P ) for any α  −1. Since α /∈ σ(P ) for all α < −‖P ‖,
if −1 ∈ σ(P ), there must be some α0  −1 such that α0 ∈ σ(P ). Therefore α0 ∈
σa(P ) by Lemma 2.1, which leads to a contradiction. 
Remark 2.1. Lemma 2.2 under a stronger condition that λ1, λ2 ∈ [0, 1) was also
proved in [2] with the help of the concept of dual operators. Our direct proof here is
much simpler.
3. Perturbation of bounded linear operators
Now we study the perturbation problem for pseudo-inverses of general bounded
linear operators of Banach spaces. In the following we exclude the trivial case of
T = 0.
Theorem 3.1. Let T, S ∈ B(X, Y ) be such that
‖(S − T )x‖  λ1‖T x‖ + λ2‖Sx‖ ∀x ∈ X, (6)
where λ1 < 1. Then λ2 > −1 and
‖Sx‖  1 − λ1
1 + λ2 ‖T x‖ ∀x ∈ X. (7)
If in addition N(S) = N(T ), then T ∈ Bc(X, Y ) implies S ∈ Bc(X, Y ), and in this
case,
‖S†‖  1 + λ2
1 − λ1 ‖T
†‖. (8)
Proof. From
‖Sx‖  ‖T x‖ − ‖Sx − T x‖  ‖T x‖ − λ1‖T x‖ − λ2‖Sx‖,
(1 + λ2)‖Sx‖  (1 − λ1)‖T x‖, and so λ2 > −1 and (7) follows.
Now assume further that N(S) = N(T ). Let yn = Sxn ∈ R(S) converge to y ∈
Y , where without loss of generality, xn ∈ N(S)c = N(T )c. Let zn = T xn. Then from
‖yn‖  1 − λ11 + λ2 ‖zn‖,
we see that zn is a Cauchy sequence, and so zn converges to some vector z ∈ R(T ).
Since xn = T †zn and since T † ∈ B(Y,X), xn converges to some x ∈ X. Now Sxn =
yn converges to Sx = y ∈ R(S). This proves that R(S) is closed.
To prove the inequality (8), let y ∈ R(S). Then y = Sx for some x ∈ N(S)c, and so
x = S†y. SinceN(S)c = N(T )c, we haveT †T S†y = S†y. Therefore, (7) implies that
‖y‖ 1 − λ1
1 + λ2 ‖T S
†y‖  1 − λ1
1 + λ2
‖T †‖‖T S†y‖
‖T †‖
 1 − λ1
1 + λ2
‖T †T S†y‖
‖T †‖ =
1 − λ1
1 + λ2
‖S†y‖
‖T †‖ ,
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which gives that
‖S†y‖  1 + λ2
1 − λ1 ‖T
†‖‖y‖ ∀y ∈ Y. 
Remark 3.1. In the context of Hilbert spaces, Theorem 3.1 was also obtained in
[5, Theorem 2.2] using the concept of the reduced minimum modulus of linear
operators.
Let T = I and S = I + P . Then Theorem 3.1 gives:
Corollary 3.1. Let P ∈ B(X) be such that (3) is valid with λ1 < 1. Then λ2 > −1,
I + P ∈ Bc(X) and is injective. Moreover,
‖(I + P)x‖  1 − λ1
1 + λ2 ‖x‖ ∀x ∈ X, (9)
‖(I + P)†y‖  1 + λ2
1 − λ1 ‖y‖ ∀y ∈ X. (10)
Remark 3.2. Corollary 3.1 extends (2) from invertible cases to general cases.
Theorem 3.2. Let T ∈ Bc(X, Y ), S ∈ B(X, Y ) be such that (6) is satisfied with
λ1 < 1 and λ2 < 1. Then λ1 ∈ (−1, 1) and λ2 ∈ (−1, 1). Furthermore, S ∈
Bc(X, Y ), N(S) = N(T ), and
1 − λ1
1 + λ2 ‖T x‖  ‖Sx‖ 
1 + λ1
1 − λ2 ‖T x‖ ∀x ∈ X, (11)
‖S†y‖  1 − λ2
1 + λ1
1
‖T ‖‖y‖ ∀y ∈ R(S), (12)
‖S†y‖  1 + λ2
1 − λ1 ‖T
†‖‖y‖ ∀y ∈ Y. (13)
Proof. The assertion that λ1 ∈ (−1, 1) and λ2 ∈ (−1, 1) comes from the same ar-
gument as in the proof of Lemma 2.2. The left inequality of (11) and the inequality
(13) have already been proved in Theorem 3.1. The right inequality of (11) follows
from the fact that
‖Sx‖  ‖Sx − T x‖ + ‖T x‖  (1 + λ1)‖T x‖ + λ2‖Sx‖.
Eq. (11) implies that N(S) = N(T ), and so by Theorem 3.1, R(S) is closed. To
prove (12), let Sx = y with x ∈ N(S)c and y ∈ R(S). Then x = S†y and the right
inequality of (11) gives that
‖y‖  1 + λ1
1 − λ2 ‖T S
†y‖  1 + λ1
1 − λ2 ‖T ‖‖S
†y‖,
and so (12) follows. 
234 J. Ding / Linear Algebra and its Applications 362 (2003) 229–235
Corollary 3.2. Under the same assumptions as in Theorem 3.2, if in addition T is
bijective, then so is S. In this case,
1 − λ2
1 + λ1
1
‖T ‖‖y‖  ‖S
−1y‖  1 + λ2
1 − λ1 ‖T
−1‖‖y‖ ∀y ∈ Y. (14)
Proof. Because of Theorem 3.2, it is enough to show that S is bijective. Let L =
ST −1 and x = T −1y. Then (6) implies that
‖Ly − y‖  λ1‖y‖ + λ2‖Ly‖ ∀y ∈ Y.
By Lemma 2.2, L is bijective, and so S = LT is bijective. 
Remark 3.3. Corollary 3.2 was also proved in [2] under a stronger condition that
λ1, λ2 ∈ [0, 1).
Remark 3.4. Lemma 2.2 is a special case of Corollary 3.2 with T = I and S =
I + P .
Now we give an expression for S† if T is surjective.
Proposition 3.1. Under the same assumptions as in Theorem 3.2, if in addition T is
surjective, then so is S, and
S† = T †(I + AT †)−1, (15)
where A = S − T . In particular, if T is bijective, then
S−1 = T −1(I + AT −1)−1. (16)
Proof. Since N(S) = N(T ), we have
S = T + A = (I + AT †)T .
Since R(T ) = Y , we see that for all y ∈ Y ,
‖AT †y‖ = ‖(S − T )T †y‖  λ1‖T T †y‖ + λ2‖ST †y‖
 λ1‖y‖ + λ2‖(I + AT †)y − (I − T T †)y‖
= λ1‖y‖ + λ2‖(I + AT †)y‖.
Hence, I + AT † is bijective by Lemma 2.2, which implies that R(S) = R(T ) = Y .
Finally the expression (15) follows from Lemma 3.2 of [8] since T is surjective. 
4. Conclusions
In this paper we extended some of the previous perturbation results for invertible
linear operators to arbitrary ones and obtained some new upper bounds for pseudo-
inverses of perturbed operators of some kind, which weakens the assumption on the
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norm of the perturbation. Such results have direct applications to error estimates to
least squares solutions of linear operator equations with weaker assumptions, after
they are combined with some well-known (see, e.g., [7]) perturbation theorems.
Acknowledgement
We thank the referee for good suggestions on the re-organization of the paper.
References
[1] S.L. Campbell, C.D. Meyer Jr., Generalized Inverses of Linear Transformations, Pitman, London,
1979.
[2] P.G. Cazassa, O. Christensen, Perturbation of operators and applications to frame theory, J. Fourier
Anal. Appl. 3 (5) (1997) 543–557.
[3] G. Chen, M. Wei, Y. Xue, Perturbation analysis of the least squares solution in Hilbert spaces, Linear
Algebra Appl. 244 (1996) 69–81.
[4] G. Chen, Y. Xue, Perturbation analysis for the operator T x = b equation in Banach spaces, J. Math.
Anal. Appl. 212 (1997) 107–125.
[5] O. Christensen, Operators with closed range, pseudo-inverses, and perturbation of frames for a
subspace, Can. Math. Bull. 42 (1) (1999) 37–45.
[6] J.B. Conway, A Course in Functional Analysis, second ed., Springer, New York, 1990.
[7] J. Ding, Perturbation of systems of linear algebraic equations, Linear and Multilinear Algebra 47
(2000) 119–127.
[8] J. Ding, L. Huang, On the perturbation of the least squares solutions in Hilbert spaces, Linear Alge-
bra Appl. 212/213 (1994) 487–500.
[9] J. Ding, L. Huang, Perturbation of generalized inverses in Hilbert spaces, J. Math. Anal. Appl. 198
(1996) 506–515.
[10] T. Kato, Perturbation Theory for Linear Operators, Springer-Verlag, Berlin, 1984.
[11] M.Z. Nashed (Ed.), Generalized Inverses and Applications, Academic Press, New York, 1976.
