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State-dependent representation 
of stimulus-evoked activity in 
high-density recordings of neural 
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Neuronal responses to external stimuli vary from trial to trial partly because they depend on continuous 
spontaneous variations of the state of neural circuits, reflected in variations of ongoing activity prior 
to stimulus presentation. Understanding how post-stimulus responses relate to the pre-stimulus 
spontaneous activity is thus important to understand how state dependence affects information 
processing and neural coding, and how state variations can be discounted to better decode single-trial 
neural responses. Here we exploited high-resolution CMOS electrode arrays to record simultaneously 
from thousands of electrodes in in-vitro cultures stimulated at specific sites. We used information-
theoretic analyses to study how ongoing activity affects the information that neuronal responses carry 
about the location of the stimuli. We found that responses exhibited state dependence on the time 
between the last spontaneous burst and the stimulus presentation and that the dependence could be 
described with a linear model. Importantly, we found that a small number of selected neurons carry 
most of the stimulus information and contribute to the state-dependent information gain. This suggests 
that a major value of large-scale recording is that it individuates the small subset of neurons that carry 
most information and that benefit the most from knowledge of its state dependence.
Processing of external stimuli in neural circuits does not depend only on the stimulus presented as input to the 
circuit, but also on a number of internal neural and network variables often denoted as the “state” of the circuit1,2. 
Internal state variables that may influence the neural responses to an external stimulus include the neural activity 
still reverberating from the presentation of previous stimuli1,3, changes in the activity of the neuromodulatory 
nuclei that regulate behavioural states such as attention or arousal4, and intrinsic ongoing fluctuations of the 
excitability of a local or a large-scale network5,6. Changes of these state variables are reflected into changes of the 
spontaneous activity of the circuit prior to the application of the external stimulus4,6–13. Understanding how neu-
ral responses to stimuli depend on the network state variables captured by the ongoing activity is important for 
several reasons. It may help revealing the internal network context within which neurons operate10, thus helping 
in unravelling the mechanisms for complex, context dependent neural computations. It may give us clues on how 
the brain combines information from new sensory cues with information already present in neural activity. It 
can also shed light on the constraints under which neural population codes operate. A strong state-dependence 
of the response may either imply that populations have to transmit information only using codes that are robust 
to state fluctuations, or that, alternatively, downstream areas need to extract variables indicating the current net-
work state and use state-dependent decoding to interpret population activity14. Finally, it can help to understand 
how sources of trial-to-trial variations, or “noise” that is shared among neurons recorded by different electrodes, 
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can be modelled and then discounted in order to improve the performance of algorithms to extract information 
from neural activity4. This is important both to place bounds on the information that can be decoded from neural 
activity and to improve the performance of brain-machine interfaces.
State-dependent information processing has been studied at the level of small neural populations. However, 
it may involve a wide range of spatiotemporal scales of neural activity that are difficult to simultaneously access 
experimentally in-vivo. Reduced in-vitro models that exploit recent developments of large-scale recording 
multi-electrode arrays15 might therefore play a valuable role to study state-dependent coding at the scale of entire 
networks from which thousands of neurons are sampled. In this study, we take advantage of these large-scale 
in-vitro recordings to investigate the state dependent processing of stimulus information in cultured hippocampal 
neural networks. We delivered low-frequency trains of electrical stimuli (at 0.2 Hz) to the network from multiple, 
randomly selected on-chip electrode sites. Both ongoing and electrically evoked spiking network activities were 
acquired from 4096 closely spaced microelectrodes of CMOS-MEAs16. These devices allow almost complete sam-
pling of the neuronal spiking activity in these networks17.
In this study, we first investigated how different features of the network population responses encode stimu-
lus information. Second, to assess state dependence of neural information processing, we investigated whether 
knowledge of state variables, defined from measures of ongoing pre-stimulus spiking activity, increased the infor-
mation that could be extracted from neural responses. Third, to mathematically describe the state dependence of 
neural responses with simple models, we investigated whether network responses can be predicted by a model 
consisting of a linear combination of the spontaneous ongoing pre-stimulus activity and of the stimulus-evoked 
activity. Fourth, we tested our results in a modulated firing regime by manipulating the cell cultures with norep-
inephrine, a neurotransmitter that was shown to decrease the network synchrony both in-vivo18,19 and in-vitro20. 
Finally, by leveraging our access to thousands of simultaneously recording electrodes, we investigated whether the 
information about a stimulus set can efficiently be decoded when considering the responses of a relatively small 
group of neurons21.
Results
Large-scale neuronal recordings of spontaneous and electrically evoked activities in cultured 
networks. We recorded ongoing and electrically-evoked neuronal spiking activity in n = 5 primary hip-
pocampal neuronal cultures grown for 24 days in-vitro using high-density CMOS multi-electrode array (CMOS-
MEAs) chips (Fig. 1a and b). These devices provide 4096 simultaneously recording electrodes (81 μm pitch) and 
16 individually addressable electrodes (1296 μm pitch) for delivering electrical stimuli. The spontaneous network 
activity and evoked spiking responses were recorded from each electrode at 7.7 KHz/electrode (Fig. 1c). Biphasic 
current stimuli (600 μs in duration, amplitude tuned between 200–600 μA) were delivered at a frequency of 
0.2 Hz from 8 spatially distributed sites using randomized sequences of the stimulation sites (total of 60 trials 
for each stimulation electrodes). As we have previously shown in these devices22, the artefacts of the electrical 
stimuli were localized in areas of ~100 μm in diameter around the stimulation sites. Therefore, by providing 
artefact-free recordings from electrodes close to the stimulation sites we could spatially and temporally resolve 
electrically evoked spiking responses at short lags (<3 ms) from the stimulation time. As previously reported23, 
the high spatiotemporal resolution of our recordings allowed us to show that spontaneous network activity was 
characterized by propagating waves of spikes (or network bursts) interleaved by inter-burst periods of sparse 
spiking activity (see the pre-stimulation activity in the raster plots of Fig. 1d). Electrical stimuli evoked propa-
gating network-wide bursts of spiking activity that visually resembled the bursts observed during spontaneous 
activity (Fig. 1d). Different trials of electrical stimulation from different sites, however, elicited different net-
work responses. Visual inspection of the network activity suggested to us that the trial-to-trial variability of the 
responses to the same electrical stimulus was modulated by the time (TB) of the stimulus application from the last 
spontaneous network burst observed prior to stimulation. For shorter TBs (TB < ~500 ms), the evoked responses 
were weaker and less spatially precise (Fig. 1d left). For longer TBs (TB > ~500 ms), the evoked responses were 
stronger and the stimulation induced multiple sequential waves of spikes propagating in the network (Fig. 1d 
right). To evaluate how the electrically evoked spiking activity depended on TB, we computed the trial-averaged 
number of spikes elicited over a time window of 100 ms for stimuli delivered at different ranges of TB. Results, 
averaged over all stimuli but plotted separately for individual cultures, show (Fig. 1e) that responses to stimuli 
delivered at long TB were consistently stronger than responses to stimuli delivered at short TB. In sum, both qual-
itative and quantitative analyses suggest that the variable TB could represent a suitable parameter to describe the 
state of the network. In the next sections, we will further inspect quantitatively the role of TB and other putative 
state variables in modulating the network responses to the stimuli.
The time (TB) between stimulation and last spontaneous network burst is the most informa-
tive network state variable. Initial inspection of the data, as reported above, suggested that the time TB 
between stimulation and the last spontaneous network burst is a variable that strongly influences post-stimulation 
responses. In this section, we corroborate this intuition by selecting a number of other possible candidate state 
parameters θ, besides the already mentioned TB, and by comparing quantitatively the influence of different 
pre-stimulus ongoing activity parameters on stimulus-specific post-stimulus responses. As possible network state 
parameters, we considered: the number of spikes in the last network burst preceding the stimulation (NSP), the 
ignition site (IS) of the last network burst, the network burst rate (NBR), the amplitude (ampl) of low-frequency 
(6–12 Hz) fluctuations of network activity, the phase (phase) of such low-frequency fluctuation, and the mean 
firing rate (MFR).
To quantify the effect of each such pre-stimulus state variable θ on the stimulus specificity of the responses, 
we used information theory24–26. We computed and compared two different kinds of information4. First, we com-
puted the information I(S; R),about which stimulus s (out of a set of S) was presented, that was carried by the 
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post-stimulus response r in the same trial (see Eq. 3). Second, we quantified the information I(S; R, Θ), about 
which stimulus was presented, that was carried from the joint observation, in the same trial, of post-stimulus 
response r and pre-stimulus state parameter θ (see Eq. 4). Finally, to quantify the effect of the state variable on 
the stimulus-specificity of the neural response (and thus the stimulus information they carry), we used the dif-
ference I(S; R, Θ) − I(S; R), referred to as information gain. In our data, we verified that, as expected by the fact 
that θ is defined as a pre-stimulus variable, θ does not carry per se any stimulus information (see Supplementary 
Fig. S1). Under this condition, θ can carry stimulus information only through synergistic interaction with the 
post-stimulus response r (see Methods) and the quantity I(S; R, Θ) − I(S; R) is large when the state variable θ 
Figure 1. High-resolution recordings of ongoing activity and electrically evoked responses in neuronal 
networks. (a) View of a CMOS-MEA chip and close up on the electrode array. The arrow indicates an electrode 
for electrical stimulation. Scale bars represent 5 mm (left) and 80 µm (close-up, right). (b) Immunofluorescence 
image of a hippocampal neuronal network, obtained in separate pilot experiments in which neurophysiology 
was not performed, grown on-chip for 18 DIVs and stained for MAP-2 (green), a neuron-specific marker for 
dendrites, GFAP (red), a marker for astrocytes and NeuN (blue), a maker for neuronal nuclei. (c) Raw traces 
(left) and close-up around the stimulation instant (right) of representative electrodes showing ongoing and 
evoked spiking activity. (d) Raster plots illustrating the difference between evoked network response obtained 
with stimuli delivered at short (left) and long (right) time TB. Plots for two stimuli (S1, S2), delivered from two 
different electrodes, and for three stimulation trials are reported. As shown, for short TB (left) the response 
to a stimulus delivered at t = 0 is weaker than the response obtained for stimuli delivered at long TB (right). 
(e) Quantification of the averaged evoked number of spikes over a time window of 100 ms after stimulation as 
function of TB (8 different stimuli, 60 trials per stimuli). Each trace refers to a different cell culture. The TBs 
were grouped in quintiles. The reported mean and SEM on the x axis are computed over the quintiles of the TB 
distribution. The mean and SEM on y axis are computed on the corresponding evoked spikes.
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modified the stimulus-specificity of the neural responses, while it is small when θ did not modulate the stimulus 
specificity of the neural responses (see Methods). Importantly, this measure has the advantage of concentrating 
on the stimulus-specific effect of θ on r. Thus, the measure I(S; R, Θ) − I(S; R) is expected to be zero if Θ had a 
non-stimulus specific effect (or no effect at all) on the response probabilities and to be positive otherwise. To 
express this information gain in proportional terms, we also introduced the percentage information gain due to 
state dependence, defined as the ratio between I(S; R, Θ) − I(S; R) and I(S; R), multiplied by 100.
We investigated how this information changed when considering all the above described candidates for the 
pre-stimulus state variables Θ. For this analysis, and throughout this subsection, we focused on the simplest and 
most traditional representation of neural responses, r, that is the total spike rate (or multi-unit-activity, shortened 
as MUA hereafter) of the network activity computed as function of the post-stimulus time. The average across 
sessions of the information I(S; R) that MUA carried about stimuli, peaks at around ~20 ms and dropped almost 
to zero after ~500 ms from the stimulation time (Fig. 2a, dashed black curve). Averaging across sessions in the 
[0 100] ms post-stimulus interval, the information I(S; R) had a value of 0.29 ± 0.05 bits. The temporal profile of 
information was highly reproducible across experiments (Supplementary Fig. S2). We then evaluated the effect 
of using as state variable θ = TB, the time between the last spontaneous burst and stimulation, on the stimulus 
information carried by post-stimulus MUA. The increase in information due to the knowledge of the state vari-
able θ = TB was larger in the earlier parts of the neural response, particularly in the [0 100] ms range, where also 
the information I(S; R) was larger (Fig. 2a and Supplementary Fig. S2). Averaging across sessions in the [0 100] 
ms post-stimulus interval, the information I(S; R, Θ) had a value of 0.44 ± 0.06 bits. The information gain due 
to knowledge of state dependence was significant (p < 0.05; permutation test; FDR corrected) at 78% of all time 
points in the first 300 ms post-stimulus (Fig. 2a).
To understand which of the possible candidate state variables Θ (out of the set we considered) had a larger 
influence on the stimulus dependence of neural responses, we computed the information gain due to the knowl-
edge of the state variable θ that could be obtained above and beyond the stimulus information that could be 
obtained by r. Results (Fig. 2b) show that TB was the variable that gave the highest information gain, both in abso-
lute and in percentage terms. The information gain with TB, averaged across sessions in the [0 100] post-stimulus 
window, was 0.15 ± 0.01 bits, and was 51% in percentage terms. Other putative state variables, such as the instan-
taneous amplitude and phase of low-frequency MUA oscillations, led to lower information gains (Fig. 2b).
We then considered whether the information gain provided by other candidate state variables was comple-
mentary to that provided by TB, or instead whether TB was sufficient to account for the whole information gain. 
To address this question, we computed the gain of information by considering bi-dimensional state variables 
made of TB and any one of the other candidate state variables listed above. We compared this gain of information 
with the information gain obtained when considering as state variable only TB. This calculation was not possible, 
due to data sampling issues, with the direct calculation of information from the response probabilities, Eqs (3 and 
4). We thus performed it by first using a decoding procedure to reduce the dimensionality, and then computing 
the information in the confusion matrix of this decoder25 (see Supplementary Methods, Section “Computation 
of information from the confusion matrix of a decoder”). This calculation quantifies how well we decoded which 
stimulus was being presented based on the considered quantification on neural activity. The computation of 
information from the decoding matrix (Supplementary Eq. S1) has the advantage of being more data robust25 
than the direct calculation of total information in neural activity from Eq. 1, used above. This robustness allowed 
us to consider more state variables in this analysis. However, computing information through a decoder captures 
only a part of the total information in neural activity measured directly with Eqs 3 and 4 (see Supplementary 
Information, Section “Computation of information from the confusion matrix of a decoder”). Indeed, in our 
data we found that both the total stimulus information decoded through knowledge of post-stimulus MUA 
response and TB, the information gain obtained with TB when computed through the confusion matrix had a 
lower value (0.23 ± 0.01 and 0.06 ± 0.01 bits, respectively) than that obtained when computed directly from the 
response probabilities (Eqs 3 and 4) and reported in Fig. 2a,b. However, and importantly, this decoding analysis 
showed that the information gain obtained when decoding jointly more than one state variable was not higher 
(p = 0.98, one-way between-subjects ANOVA) than the one obtained when considering TB alone (Fig. 2c). This 
means that all other state variables give an information gain that is redundant to that obtained with TB. An 
intuitive explanation for this finding is that the other state variables that showed some information gain, such as 
NBR and MFR, were also strongly correlated with TB (NBR Pearson correlation = −0.81 ± 0.01, MFR Pearson 
correlation = −0.40 ± 0.12), and the other ones were not providing any appreciable information gain (Fig. 2b). 
Therefore, hereafter we will consider only θ = TB as state variable.
Post-stimulus network activity variables carrying the most stimulus information and gaining 
the most from considering state dependence. In the above analysis, we concentrated on the informa-
tion carried by the total multi-unit-activity of the network. However, little is yet known about neural networks 
read out the output of other networks. In particular, it may be possible that a neural readout may weigh spikes 
of neurons at different locations with a different weight. To study in more depth the effect of the network state 
variables Θ = TB on different aspects of the neural population responses to different stimuli, and to check if state 
dependent gain was stable across different quantifications of the neural response, we computed the information 
gain and the percentage information gain for different representations of the population response feature that 
may carry stimulus information. The features of the neural population responses that we considered were the 
centre activity trajectory (CAT) in each time bin, which takes into account one prominent aspect of the spatial 
distribution of the propagating neural activity, and the projections of the neural activity in each time bin along 
one of the 10 first spatial Principal Components (PC) of the neural activity, a variable that takes into account 
the spatial structure of the population activity. Each of these different features of the neural population activity 
captures a different and potentially interesting aspect of its spatial structure. In particular, PCs provide a simple 
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Figure 2. Post-stimulus response carries higher information about the stimulus when considered together 
with pre-stimulus state variable θ. (a) Time course of the across-sessions average (n = 5) of the information I(S; 
R, Θ) about stimuli carried by responses R and state variables Θ = TB (red solid line) and the across-sessions 
average of the information I(S; R)computed when destroying the information in the variable Θ by shuffling 
its values across trials (black dashed line). The red area delimits SEM across sessions of I(S; R, Θ). The grey 
area around I(S; R) delimits the area between the 5th and 95th percentiles of the average across sessions of 
the distribution I(S; R, ΘSH) obtained with N = 200 random permutations of state variables Θ across trials. 
Stars indicate time points in which I(S; R, Θ) is significantly higher than I(S; R) (one-tailed permutation test, 
p < 0.05 FDR corrected). (b) Mean and SEM across experiments of information gain (black line) and percentage 
information gain (red dashed line) in a [0 100] ms time window after the stimulus, for different state variables. 
Symbols { > < ^  = −} mark data groups that have similar means (Tukey’s HSD, p < 0.05), see Supplementary 
Information. Black and red symbols indicate not significantly different means for, respectively, information 
gain (F(6, 639) = 76.06, p = 10−73 one-way between subject ANOVA followed by Tukey’s HSD multiple 
comparison test) and percentage information gain (F(6, 639) = 46.84, p = 10−48, same test). State variable TB has 
information gain and percentage information gain significantly higher than other considered state variables. (c) 
Mean and SEM across experiments of the decoded information gain summed in a [0 100] ms time window after 
the stimulus, for the TB state variable and corresponding bi-dimensional state variables (where TB is paired 
with either ampl, IS, MFR, NBR, NSP and phase). There are no significant different sessions averages of decoded 
information for any comparison between bi-dimensional and one-dimensional state variables (F(6, 28) = 0.18 
with p = 0.98, one-way between subject ANOVA).
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way to explore different ways to weigh neural activity that account for different portions of the variance of neural 
population responses. Because of this, PCs have been a popular tool to study candidate neural codes for decades27. 
All measures, described in Methods, were based on the network spiking activity discretized in 20 ms bins because 
this time scale were found empirically by us to be short enough to capture the major time scales of the observed 
variations and long enough to ensure robust calculations of the considered quantities (see also28,29). We found 
(Fig. 3a) that several PCs had much higher stimulus information I(S; R) than the one computed with the MUA. 
In particular, while PC1 had positive weights (Supplementary Fig. S4) and was approximately as informative as 
MUA and highly correlated with it (Pearson correlation = 0.91 ± 0.01), PC2 (a more spatially structured compo-
nent than PC1, see Supplementary Fig. S4 for examples of spatial structures) was the one that, across sessions, had 
the highest information. These results are consistent with earlier findings that the responses of cultured networks 
to electrical stimulations are highly spatially structured29. On average over sessions, the information in higher 
PCs was larger than MUA up to the 8th PC. The CAT representation carried an amount of information about the 
stimuli similar to that carried by PC1. The relatively high information carried by CAT reflected the fact that the 
position of the centre of mass of the evoked activity depended on the location at which the stimulus was applied29. 
We next investigated whether the information gain due to the modulation of the stimulus-response relationship 
by the state variable TB was different for the different spatial representations of neural responses. Results (Fig. 3b) 
showed that this information gain, expressing the strength of state modulations, was the highest for MUA but was 
also considerable for all PCs. One important exception was that the CAT showed a negligible state modulation. 
We note that we verified that the results on the information gain computed with state variables Θ others than TB 
and response variables R other than MUA were robust, i.e. the state variable TB remained the variable giving the 
most information gain for all considered choices of features quantifying population responses.
Linear models of the dependence of network responses to stimuli on the pre-stimulus state 
variable TB. Results in previous section showed, with information theoretic measures, that the state variable 
TB strongly modulated the stimulus-response relationship of the network. However, these previous results did 
not describe how the state variables actually modulated the responses to different stimuli and how they affected 
the responses of the network in each single trial. Here, following previous works6,30,31, we used linear models 
to describe the stimulus-response relationship and its modulation by the state variable θ = TB on single trial 
response r. To characterize the modulation of TB on r we used MUA as the feature of r quantifying single trial 
neural responses, and we investigated whether the trial-to-trial variations around the stimulus-specific mean of 
each single-trial response could be described as a linear function of the state variable TB. Specifically, we consid-
ered the variation dr of the response r in each trial around the trial-averaged response to the stimulus presented 
in that trial:
= −⟨ ⟨ ⟩ ⟩dr TB r TB s r TB s( ) ( , ) ( , ) (1)s s
We computed this quantity for three ranges of TB values (short, intermediate, and long), considering as neu-
ral response feature the [0 100] ms post-stimulus window where the state modulation is larger (see Figs 3b and 
2a). Figure 4a–c show results from an example experiment (session 208). When pooling all trials to all stimuli, 
Figure 3. Stimuli information carried by R changes according to different post-stimulus network responses. 
(a) Mean and SEM across experiments of I(S; R) summed over 100 ms post-stimulus time interval for 
different network responses R. Symbols { = ^  > < v} mark data groups that have similar means (Tukey’s HSD, 
p < 0.05), see Supplementary Information, Different symbols indicate not significantly different means for 
information I(S; R)(F(12, 1287) = 30.45, p = 10−62, one-way between subject ANOVA followed by Tukey’s HSD 
multiple comparison test). PC2 response carries the highest stimulus information. (b) Mean and SEM across 
experiments of information gain (black line) and percentage information gain (red dashed line) for different 
network responses. Symbols { < > ^  = } mark data groups that have similar means (Tukey’s HSD, p < 0.05), 
see Supplementary Information. Black symbols indicate not significantly different means for information 
gain (F(12, 1287) = 14.99, p = 10−30, one-way between subject ANOVA followed by Tukey’s HSD multiple 
comparison test). Differences between response measures are not significant for the percentage information 
gain (F(12, 1287) = 1.5, p = 0.11).
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we found that TB modulated (1-way ANOVA, F(2, 477)=100.4, p = 10−37) the response MUA in a single trial by 
increasing (respectively decreasing) the response, with respect to the stimulus-specific trial-averaged response, 
when TB was long (respectively short) in that trial (Fig. 4a). This is compatible with both an additive and a 
multiplicative effect of TB. To shed light on these two alternatives, we also investigated how the state parameter 
TB affected the trial-averaged MUA response to each stimulus. We computed trial-averaged responses to each 
stimulus and ranked them in each experiment according to their average value. We then separately computed 
stimulus-specific averages only to trials with short, intermediate or long values of TB, and fitted the trial-averaged 
firing rate dependence on each stimulus with a linear curve separately for each TB class. As shown in Fig. 4b 
for the example recording session, we found that a longer (respectively shorter) TB corresponded to a higher 
(respectively lower) stimulus response slope, thus suggesting that the time between the last burst and the stimulus 
application modulated the gain of the stimulus-response relationships.
Based on the above results, we described the effect of the state variable on r with a simple additive-multiplicative 
model of the type used to describe state dependence in cortical networks6,30, as follows:
= 〈 〉 +r g TB r b TB( ) ( ) (2)model S
The linear model in Eq. (2) describes a single-trial neural response rmodel as a stimulus-driven term rs (that is the 
mean response at fixed stimulus) with a multiplicative term g and an additive term b that both may depend on the 
Figure 4. Single trial response r modeled as a linear combination of a stimulus-driven term and a noise term, 
both depending on state variable θ = TB. Panels A to C refer to the example recording session 208. All measures 
are computed in [0 100] ms time interval after stimulus. (a) Mean ± SEM across trials of trial-to-trial variability 
dr of MUA as a function of TB. State variable values are divided in three intervals: low TB if TB < 0.05s, high TB 
if TB ≥ 2s, intermediate TB otherwise. dr depends linearly on TB (Pearson correlation = 0.97, p = 10−37). (b) 
Single trial response r depends linearly on the mean response at fixed stimulus 〈r〉S with a slope g that depends 
on TB. Along the x-axis, MUA responses 〈r〉S are ranked according to the corresponding stimulus. On the y-axis 
mean response r across trials and SEM are reported for long, intermediate and short TB (lines represent best 
linear fits). (c) MUA gain parameter g of the purely multiplicative model as a function of TB; data points show 
mean and SEM of g(TB) for TB binned in 10 equi-populated intervals; red line shows bi-exponential fit to the 
data points. (d) Mean ± SEM across all experiments of BIC weights for, respectively, full model (red bars), 
purely multiplicative model (green bars) and purely additive model (blue bars). The BIC weight of the purely 
multiplicative model is significantly higher (1-way ANOVA followed by Tukey’s HSD multiple comparison test) 
than BIC weights estimated in other models when considering both MUA (F(2, 297) = 83.45, p = 10−29) and 
PC2 (F(2, 297) = 23.82, p = 10−10) as response features. (e) Mean and SEM across all experiments of the 
coefficients of determination R2adj between responses R and Rmodel adjusted for the number of parameters used in 
the model is reported for MUA and PC2 response representations. For most of the response representations, the 
coefficient of determination is higher for the purely multiplicative model than for the full or purely additive 
model, although the means Radj
2  of different models are not significantly different (1-way ANOVA, p = 0.2) for 
the evaluated response representations.
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state variable TB. In this model, the state variable determines the response in each trial by adding state-dependent 
noise and/or by rescaling the stimulus-response relationship. For each trial and for each experiment, and sepa-
rately for each post-stimulus time, we estimated the additive b(TB) and multiplicative g(TB) model parameters by 
best fit to the data, with a four-fold cross-validation procedure (see Methods). Moreover, we considered for this 
specific analysis two different features for defining the neural response r: the MUA (the simplest and most widely 
used definition of response, which also has the largest state dependent information gain) and PC2 (the one that 
had the largest information).
To understand how necessary the additive and multiplicative components were, we fitted to the single trial 
data three variants of the model in Eq. (2): a “full model”, that included both multiplicative and additive terms as 
free parameter; a “purely multiplicative model” that contained only gain g as free parameter (with b set to zero); 
and a “purely additive model” that contained only baseline b as free parameter (with g set to one). The distribution 
of the best-fit gain parameters of the purely multiplicative model run using MUA as response variable r (and 
averaged across all trials and experiments in the [0 100] ms post-stimulus window) is shown in Fig. 4c, again for 
the example session, together with the fit to a bi-exponential function. For this estimation, we binned the state 
variable TB into 10 equi-populated intervals. The best-fit parameters of g(TB) showed a larger gain for longer TB 
values, compatible with the previous results showing that longer TB values enhanced the network responses to the 
stimuli. These results were robust across sessions (Supplementary Fig. S3). In particular, by applying a one-way 
ANOVA followed by Tukey’s HSD multiple comparison test, we found that the gain for long TB (TB >2 s) was, 
across all sessions, larger (p = 0.009) than the gain at intermediate TB (0.05 s < TB <2 s) and that the gain at inter-
mediate TB is larger (p = 0.001) then gain at short TB (TB < 0.05 s). To evaluate the fitting performances of these 
different models we used the Bayesian information criterion (BIC). Higher BIC weights indicated better model 
performance. We found (Fig. 4d) that the BIC weight of the purely multiplicative model was significantly higher 
(1-way ANOVA, F(2, 297) = 83.45, p = 10−29 for MUA, and F(2, 297) = 23.82, p = 10−10 for PC2) than in the oth-
ers models. For MUA, the BIC weights were 0.67 ± 0.08 for multiplicative; 0.27 ± 0.07 for additive and 0.06 ± 0.02 
for the full model. For PC2, the BIC weights were 0.55 ± 0.07 for multiplicative; 0.28 ± 0.03 for additive and 
0.17 ± 0.04 for the full model. As a consequence of the fact that the full model did not add explanatory power, we 
found that the model’s coefficient of determination adjusted for the number of coefficients Radj
2  was as large for the 
multiplicative model as for the full model (Fig. 4e). These results indicate that the time interval between the last 
spontaneous burst and the stimulus affected the responses mainly with a multiplicative term, and that all increases 
of MUA and PC2 scores at longer TB could be explained by a gain rescaling rather than a background addition.
An advantage of an explicit model of state modulation, such as the linear models in Eqs (1,2), is that it can be 
used to predict each single trial response to a stimulus from the value of the pre-stimulus state variable in that 
trial. This prediction can then be subtracted from the single trial responses to reduce their variability at fixed 
stimulus and increase in this way the information they carry. To evaluate how effective this discounting was 
at increasing the stimulus information in neural responses, we subtracted the prediction of the linear model 
of the trial-to-trial response variability based on TB in that trial, and we computed the information from this 
response that discounts state induced variability. We considered initially both multiplicative, additive and full 
linear models.
Figure 5a shows the mean and SEM across all experiments of the mutual information between stimuli and 
responses computed after discounting state dependency in a 100 ms time window after stimulus when consid-
ering as response features MUA and PC2, the most used and the most informative response features. Consistent 
with our findings presented above (Fig. 4) that the purely multiplicative state dependence model (Eq. (2) with 
b = 0) was the one most effective at predicting neural responses, we found that no model performed better than 
the multiplicative one at discounting state dependence to gain information (Fig. 5a). When using this multiplica-
tive model to discount state variability and testing it with MUA and all PCs as response features, we found that 
information increased significantly, both in absolute and in percentage terms, with respect to the information 
I(S; R) present before discounting, when both MUA and all PCs were used as response features (Fig. 5b). Being 
computed from knowing the value of both responses and state variables, the discounted information I(S; Rd) is 
bounded from above by the information I(S; R, TB) by the data processing inequality. If the model captures all 
effects of state variables TB on the stimulus-specific responses, then the information I(S; Rd) will be close to I(S; 
R, TB). Conversely, if the model captures only a small part of the relationships between stimulus, response and 
state variable, then the information I(S; Rd) will be very small compared to I(S; R, TB). As shown in Fig. 5c, in our 
data we found that the ratio I(S; Rd)/I(S; R, TB) was very close to one (0.91 ± 0.12 and 0.98 ± 0.07 when we took 
as response feature R and PC2, respectively). This suggests that our multiplicative linear model captures the vast 
majority of the stimulus-response-state relationships.
Modulation of the state dependent processing by application of norepinephrine. We then won-
dered how state dependence changes when the spontaneous network firing regime changes. To investigate this, in 
addition to recording spontaneous and evoked activities from cell cultures in the basal condition, we pharmaco-
logically manipulated the same neural cultures (n = 5) to alter their spontaneous firing.
Cultures were treated with norepinephrine, a neuromodulator that was previously shown to reduce the 
burst frequency and to increase the sparse spiking activity among bursts, both in-vivo18,19 and in-vitro20. Our 
recordings showed that the norepinephrine did not alter significantly the spontaneous firing frequency (basal 
1.06 ± 0.26 Hz versus norepinephrine 1.12 ± 0.45 Hz, p = 0.92, n = 5, Wilcoxon signed-rank test), but decreased 
the spontaneous network burst rate (basal 2.47 ± 0.67 burst/min, norepinephrine 2.11 ± 0.76 burst/min, p = 0.03, 
n = 5, Wilcoxon signed-rank test). Importantly, using norepinephrine led to a systematic decrease in the network 
synchrony (measured as the fraction of coincident spikes among spike trains recorded in different electrodes, 
see Methods) (Fig. 6a). Under norepinephrine, and when TB was used as a state variable, including state knowl-
edge still provided a significant information gain (Fig. 6b). There were two noticeable differences in terms of 
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stimulus information coding, however, between treated and untreated cell cultures. First, upon norepinephrine 
treatment, the information about the stimulus carried by responses R increased (Fig. 6b, left). Second, the infor-
mation gain when considering also the state variables TB was reduced (Fig. 6b, right). When considering other 
population response features such as PCs and CAT, the stimulus information in neural responses and the infor-
mation gain due to state knowledge (Fig. 6c and d) showed the same qualitative pattern across response features 
that we found for untreated cultures. As in untreated cultures, when using norepinephrine PC2 had the highest 
Figure 5. Discounting predicted trial-to-trial response variability from single trial response increases the 
stimulus information. (a) Mean ± SEM across all experiments of the mutual information between stimulus 
and response in a post-stimulus time window of [0 100] ms. We considered either MUA or PC2 as response 
representations. Information is computed before (I(S; R), black bars) and after (I(S; Rd)) discounting from the 
single trial response r the trial-to variability predicted by, respectively, the full model (red bars), the purely 
multiplicative (green bars) and the purely additive (blue bars) model. Among the evaluated response features 
only MUA shows significant differences between I(S; R) and I(S; Rd) for the full, multiplicative and additive 
models (black asterisk, F(3,396) = 8.58, p = 10−5, one-way between subject ANOVA followed by Tukey’s HSD 
multiple comparison test), whereas differences are not significant (p = 0.07) for PC2. (b) Information gain and 
percentage information gain for different response representations computed using the purely multiplicative 
model. Symbols {> <} mark data groups that have similar means (Tukey’s HSD, p < 0.05), see Supplementary 
Information. Black and red symbols indicate not significantly different means for, respectively, information 
gain (F(10, 1089) = 3.6, p = 10−5, one-way between subject ANOVA followed by Tukey’s HSD multiple 
comparison test) and percentage information gain (F(10,1089) = 7.9, p = 10−12). (c) Mean ± SEM across all 
experiments of the discounted information ratio, measured as the ratio between I(S; Rd) and I(S;R, TB) (F(10, 
1089) = 2.6, p = 0.003). Symbols {> <} mark data groups that have similar means (Tukey’s HSD, p < 0.05), see 
Supplementary Information.
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Figure 6. Cell cultures treated with norepinephrine display increased information and decreased information gain 
with respect to the basal untreated condition. (a) Each box-plot shows mean ± SEM of the spike synchronization 
coefficient computed over 100 randomly selected sets of 100 electrodes from the whole array. The synchronization 
coefficient decreases significantly when the norepinephrine drug is added in all tested cell cultures (two tailed 
t test, p = 10−6, p = 10−4, p = 10−6, p = 10−4, p = 10−6 for, respectively, session 208, 212, 214, 331 and 332, black 
stars). (b) Mean ± SEM across experiments and time window [0 100] ms of information and information gain 
computed with MUA as response feature and TB as state variable for basal and norepinephrine conditions. Black 
stars label significant difference between basal and norepinephrine conditions (one tailed t test, p = 10−10 and 
p = 10−9 for information and information gain). (c) Mean ± SEM across experiments with norepinephrine of 
the information with different response features (MUA, PC, CAT) computed over the [0 100] ms time window 
after stimulus. Different symbols indicate no significantly different means (F(12, 1287) = 34.4, p = 10−30, one-way 
between subject ANOVA followed by HSD multiple comparison test). (d) Mean ± SEM across experiments with 
norepinephrine of information gain and percentage information gain. Different symbols indicate no significantly 
different means of different response features (F(12, 1287) = 7.1, p = 10−12). Note that no significant difference 
was found for percentage information gain (p = 0.6). (e) Mean ± SEM across all experiments for MUA and PC2 
as different response features of the direct information in a time window of [0 100] ms after stimulus computed 
before (black bars) and after discounting state variable TB from the single trial response r, respectively for, the 
full model (red bars), the multiplicative model (green bars) and the additive model (blue bars). (f) Mean ± SEM 
across experiments with norepinephrine of information gain and percentage information gain of the multiplicative 
model. Different black and red symbols indicate no significantly different means of information gain (F(10, 
1089) = 4.3, p = 10−6) and percent information gain (F(10, 1089) = 2.7, p = 0.002) for different response features. 
In panels c,d and f the symbols { > < ^  = # V} mark data groups that have similar means (Tukey’s HSD, p < 0.05).
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stimulus information, and both MUA and the first few PCs had a good information gain when considering state 
knowledge. Moreover, also when using norepinephrine no linear model did better than the multiplicative-only 
state-dependence model in leading to higher information gains after state discount (p = 0.052 and p = 0.9 for, 
respectively, MUA and PC2, one-way between subject ANOVA followed by Tukey’s HSD multiple comparison 
test). These results indicate that similar state-dependence processing principles apply to both basal and norepi-
nephrine cultures, although the addition of norepinephrine may affect the strength of state dependence.
A small subset of electrodes carries most of the stimulus information and of its state information gain. 
Is the response of cultured networks truly distributed across the entire network, or is there a small subset of sites 
that carries all or most of the information in the network? Studies from various preparations suggested that neural 
information is sparsely distributed across cells21,32–34 that is, only a small fraction of neurons genuinely contribute 
to information for the task at hand, so that in some cases the most informative neurons discriminate the stimuli as 
well as the animal does21,35. However, these experiments have been based only on recordings of small populations, 
and have not considered the distribution across large sets of simultaneously recorded cells of the state dependent 
gain. The large-scale recordings that we performed allowed us to assess the information carried by neural activity 
expressed at thousands of sites, and thus put us in a privileged position to investigate this issue. To answer this 
question, we compared the information carried by the whole array with information carried by considering only 
a smaller subset of selected electrodes. An effective way to identify channels with good stimulus-driven responses 
is to use the top spatial PCs, as those identify the spatial patterns with the highest variance of activity across all 
trials. To select the subset of electrodes, we considered the spatial map of each one of the top 10 spatial PCs, and 
we considered only a fraction of electrodes that had the highest weight (measured in SD units from the mean PC, 
see Methods). Additionally, we varied the selection threshold parametrically from 1 to 7 SD units. We then com-
puted for each subsampled set the information it carried (averaged over all experiments and all considered top 10 
PCs per experiment). Since the results obtained by thresholding of different PCs were also relatively stable, and 
also because the regions identified by different PCs had a relatively large overlap (Supplementary Figs S4 and S5), 
we averaged results obtained with different PCs. We found that choosing a threshold of 3 SD units (σ3 in Fig. 7a, 
which corresponded on average to selecting 78 ± 5 units per experiment, that is only a small fraction of the total 
of recorded channels) was enough to preserve within 95% of the total information. The information decreased 
when increasing the selection threshold. However, it remained not significantly different from the information 
carried by the whole array up to thresholds of 3 SDs. Using very high thresholds, such as 7 SDs, or even using 
extreme selection criteria that only considered 1 or 5 electrodes per experiment selected by the top weights (n1 
and n5 respectively in Fig. 7a), still gave a surprisingly large percentage of the information computed from the 
whole array (e.g. 82.5% of the information is accounted for by ~24 electrodes using a threshold of 5 SDs).
We then investigated whether the gain in information after discounting state dependence, and quantified 
again as I(S; R, Θ) − I(S; R), is distributed across the entire population or whether it can be achieved by the same 
small subset of electrodes that carries a large fraction of the stimulus information. We therefore repeated the sub-
sampling analysis described above for the information gain. Results (Fig. 7b, red line) show that the information 
gain of the whole network can be fully recovered from the small subset on selected electrodes that carry the most 
stimulus information. For example, small subsets of channels selected for PCs with a threshold of 2 SD (138 ± 9 
channels per experiments) are sufficient to recover 97% of the information gain of the whole array. Given that 
our results show that information is carried by a small subset of neurons, we wondered whether this meant that 
the information about network activity could be also recovered using a less dense electrode array with fewer 
electrodes. To investigate this issue, we subsampled the channels using a square grid with wider spacing (2, 4, 8, 
16 fold less) than the native inter-electrode separation (to simulate having a less dense array) and we computed 
the information about the stimulus both only considering response, I(S; R) or including also state dependence, 
I(S; R, TB). We found (Fig. 7c and d) that only part of the total network information (71%, 54%, 38%, 13% for a 
subsampled grid with 2, 4, 8, 16 reduction from the truly used one) could be recovered from the subsampled data. 
Note that we found equivalent results, for a given number of subsampled electrodes, when subsampling the data 
either with spatial structure described above or at random.
To verify whether the selected electrodes were spatially organized in regions of the network we performed 
a clustering analysis on their spatial location using the DBscan algorithm (see Methods) and we quantified the 
goodness of the clustering procedure with the Silhouette coefficient. This analysis showed that they clustered 
in a few areas of the network (Supplementary Fig. S4). To assess our analysis, we also verified that the selected 
electrodes could be better clustered (Fig. 8a) than any equivalent random set of the same number of electrodes. 
We then further characterized these areas with respect to the rest of the network using graph theory measures. To 
this aim we first computed the strength of the functional connections using cross-correlation (see Methods). We 
found that the cross-correlation peaks among the selected electrodes were significantly higher than in any other 
size-equivalent subset of non-selected electrodes (Fig. 8b). Successively, we computed the mean-path-length (i.e. 
the mean of the shortest paths between any pair of electrodes) among the selected and non-selected electrodes. 
We found that the mean-path-length (MPL) among the selected electrodes was lower than the same measure 
computed over any size-equivalent subset of non-selected electrodes (Fig. 8c). As a consequence of the lower 
MPL, we could estimate that the connectivity among selected electrodes was much more recurrent than among 
subsets of non-selected electrodes. Interestingly, this is a known property that contributes to sustain state depend-
ent processing in neural networks1. Seemingly we found that the information gain was significantly higher for the 
selected electrodes with respect to the non-selected ones (Fig. 8d).
To investigate whether the areas with highest mean firing rate correspond to the ones with the highest PC 
weights, we performed an additional analysis in which we quantified the overlap between groups of electrodes 
of increasing spontaneous firing rate and electrodes selected at different thresholds on the PC weights. Results 
(Supplementary Fig. S6) show that the selected electrodes with high threshold have a large overlap with the 
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electrodes in the highest quintile of firing. Thus, areas with higher PC weights approximately, but not fully, coin-
cide with those that fire the most. The fact that neurons firing the most carry on average more information is well 
documented in cortical recordings (see e.g.21). Here, since we could not measure local cell density in the cultures 
from which we recorded neurophysiological responses, we could not determine if the electrodes with more infor-
mation and firing corresponded to regions with higher cell density or higher excitability.
In sum, the implemented selection criteria allowed the determination of a subset of electrodes that are inform-
ative as the whole set of electrodes about external stimuli; that cluster in few regions of the network in which 
activities are efficiently broadcast and where most of the state dependent processing takes place.
Discussion
The ability of networks of neurons to process external stimuli is not a fixed property, but it can vary from time to 
time to match changes in the operational demands36. These changes in operational modes are under the control 
of various factors, which include neuromodulation37–39, spontaneous changes in network excitability and oth-
ers. These changes are believed to profoundly affect stimulus-response relationships, for example enhancing or 
suppressing the stimulus-response gain or changing the threshold at which weaker stimuli elicit a strong enough 
response to be detected. Signatures of changes in the internal state of the network can be in part detected through 
changes in the spontaneous activity of the network prior to stimulation. However, studies of how state changes, as 
revealed by spontaneous activity, affect stimulus-response representations have been limited mainly to single cells 
or small populations of neurons4,6,40. Here we built on these previous studies by considering how different features 
of population spontaneous dynamics affect the responses of very large populations of neurons. We took advantage 
Figure 7. The information and information gain are carried by a subset of electrodes. For each experiment 
and PC, we selected subgroups of electrodes with PC weight (i.e. eigenvector values) higher than 1 to 7 
standard deviations (σ1 to σ7) from the mean PC. We also selected electrodes with the highest (n1) and 
highest five (n5) PC weights. For any selection, the information and the information gain are averaged across 
PCs and experiments (n = 4) and the corresponding means and SEM are reported. (a) The mean information 
of the selected electrodes is comparable to the information of the entire electrode array (ALL) up to σ3, that 
corresponds to ~61 selected electrodes (F(9, 390) = 26.4, p = 10−35). The symbol = marks the data group that 
has similar means (Tukey’s HSD, p < 0.05), see Supplementary Information. (b) The mean information gain 
of the selected electrodes is comparable to the entire set of electrodes (ALL) up to σ4, that corresponds to ~37 
electrodes (F(9, 390) = 20.9, p = 10−29). Stars indicate no significantly different means respect to ALL (one-way 
between subject ANOVA followed by Tukey’s HSD multiple comparison test). The symbol = marks the data 
group that has similar means (Tukey’s HSD, p < 0.05), see Supplementary Information. (c) The information 
decreases steeply with the downscaling of the number of recording electrodes (i.e. the scaling factors 2, 4, 8 
and 16 correspond to down-sampled arrays of size 32 × 32, 16 × 16, 8 × 8 and 4 × 4, respectively). (d) The 
information gain decreases even more steeply and decays almost to half of its value with a downscaling of 2. 
For each scaling factor the information and the information gain are computed for different samplings of the 
available 64 × 64 electrodes. The mean and SEM over the different samplings are reported.
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of the unique sampling of neural activity offered by in-vitro networks grown on high-resolution CMOS-MEA 
devices and capable of large-scale recordings and on-chip electrical stimulation. Neuronal cultures respond effec-
tively to stimuli26,41 and have a rich structure of spontaneous network bursting activity42 and therefore are ideally 
suited to this study. The implications of our results are discussed in what follows.
Advances in characterizing state dependence in large scale networks. Previous studies have high-
lighted how the responses of relatively small neural populations depend on the spontaneous activity prior to 
stimulus presentation43–45 and how the state dependence of these responses to stimuli can be used to better extract 
information from neural activity4. In particular, previous studies of our group4,31 have proposed that predicting 
with a model of state dependence the fluctuations of the single trial response around its mean in each trial can 
drastically improve decoding of population activity. This is because this calculation allows the identification and 
elimination of network-level sources of variability that, being correlated across neurons, cannot be eliminated and 
averaged away just by increasing the number of electrodes and averaging over more neurons. One of the main 
advances we made in this study is to characterize state dependence and information gain due to state knowledge 
in large neural populations densely sampled with thousands of electrodes. Demonstrating that we can gain infor-
mation from large networks with knowledge of pre-stimulus state is an important step for proposing the viability 
of state-dependent coding as a coding mechanism in the nervous system. In fact, it could be that we report a state 
information increase at the level of single neurons or few neurons but perhaps this gain would be absent if we con-
sidered a larger network, because the information that is only available in state for one neuron may be available as 
Figure 8. Spatial structure of electrodes selected by thresholding PCs. In all panels the electrodes are selected 
with PC weights higher than 3 SDs (SELECTED). All measures on SELECTED are compared to measures 
on equally sized sets randomly chosen from the complementary set of the non selected electrodes (n = 100 
repetitions) and the 95th values of those bootstraps are reported (BOOTSTRAPS). All box-plots are relative 
to the pooling of 10 PCs and 3 experiments. Red horizontal lines are means computed across 3 experiments, 
boxes show the interquartile range and the whiskers correspond to the 5th and 95th percentiles. (a) The silhouette 
coefficients, a measure of goodness of spatial clustering, are significantly higher when computed on the 
SELECTED electrodes respect to the BOOTSTRAPS (Wilcoxon signed-rank test, n = 30, p = 10−5). (b) The 
mean peak cross-correlation coefficients are significantly higher among the SELECTED electrodes respect to 
the BOOTSTRAPS (Wilcoxon signed-rank test, n = 30, p = 10−6). (c) Similarly, the mean path length is shorter 
among the SELECTED electrodes respect to the BOOTSTRAPS (Wilcoxon signed-rank test, n = 30, p = 0.001). 
(d) Finally, the information gain, computed over the [0 100] ms time window, is higher in the SELECTED 
electrodes respect to the BOOTSTRAPS (Wilcoxon signed-rank test, n = 30, p = 10−6).
www.nature.com/scientificreports/
1 4Scientific RePoRTS |  (2018) 8:5578  | DOI:10.1038/s41598-018-23853-x
post-stimulus response in another neuron. The fact that we find still a sizeable advantage in very large networks 
suggests that the above scenario can be ruled out, and adds strong support to the relevance of state dependent 
information. It also supports the idea that this state dependent variability reflects variability shared at the network 
level which cannot be removed by adding more electrodes (because, being common or shared across electrodes, it 
cannot be averaged away by considering more electrodes). This study therefore strongly suggests that implement-
ing state dependent decoding rules in decoding of brain activity can improve the performance of brain machine 
interfaces (BMI), even when those are based on large numbers of recording electrodes. The difficulty of increasing 
the performance of BMIs by increasing the number of electrodes has been recognized as a main bottleneck of 
BMI developments46–48. Our study suggests that the use of state dependent decoding algorithms can ameliorate 
this problem.
The access to a large fraction of neurons in the network also allowed us to probe the sparse nature of this 
information encoding. Previous studies based on simultaneous recordings of a small number of neurons reported 
that most of the population information is carried by a few informative neurons21 and that the most informative 
neurons carry nearly enough information to support the discrimination abilities of the whole animal35. Our 
results show that this picture, that was formed over the years from small population recordings, also holds for 
large-scale recordings. In particular, our work shows that one main advantage of recording from a large num-
ber of neurons in the network is that it facilitates the individuation of the neurons that carry the most stimulus 
information. Our finding that the information gain found at the whole network level was also found when con-
sidering the few selected neurons that carry the core of the network information again suggests the importance 
of considering state-dependent coding. This is compatible with the view put forward above that state dependent 
coding is an effective way to get rid of part of the variability shared by all neurons in the network, including the 
most informative ones.
Importance of state dependence for population coding. The presence of state-dependence puts pro-
found – but still largely unexplored – constraints on how population codes operate14. State-dependence may 
imply that populations transmit information only using codes that are robust to state fluctuations. Alternatively, 
downstream areas may extract variables indicating the current state from network activity and then use 
state-dependent decoders to interpret population activity. The information theoretic formalism used here allows 
to inform us quantitatively on how efficient the two above population codes may be4,40. A high value of stimu-
lus information from neural responses I(S; R) obtained without knowledge of network state would support the 
first scheme, that of using state-independent variables for coding and transmitting information40. On the other 
hand, a lower value of I(S; R) paired with a higher value of information in neural response I(S; R, Θ) obtained 
when including knowledge of state would support the latter coding scheme4. The fact we found in all datasets 
more information when including knowledge of state dependence suggests that it would be more efficient to pass 
information to other networks through a state dependent code. How and if this may happen remains to be inves-
tigated. However, given that both state variables and network responses computed here were based on spiking 
activity, they are in principle accessible to downstream networks.
In networks recorded in-vivo from awake behaving subjects, a potential way to investigate whether the net-
work reads out state dependent coding information is to measure not only how much stimulus information is 
gained by knowledge of the state dependence, but also to measure, using the concept of intersection information, 
how much of this information gain is turned into behavioural performance49,50. When recording simultaneously 
from several different networks, whether or not the state dependence is used to pass information form one net-
work to the next can be measured, using similar concepts, by measuring if state dependent codes in one network 
influence responses in a downstream network in the same trial. Encouraged by the results of the present work 
that state dependent coding advantages exist also in largely sampled networks of thousands of neurons, we plan 
to verify these hypotheses in future experiments with dense electrode arrays in-vivo.
Changes of state-dependent information with the level of network synchronization. In our 
experiments, we manipulated the level of network synchronization by using norepinephrine. In cultures with 
norepinephrine, we found that overall lower synchronization was accompanied by an increase of information 
in state-independent codes and a decrease of information gain when considering state-dependent codes. This 
result is again fully consistent with our view that considering the state dependence of neural responses is an 
effective way to reduce the variability that is shared across all electrodes and that cannot thus be eliminated by 
sampling more neurons to better average away this variability (i.e. synchronized network, by definition, have 
more shared variability). Previous experimental investigations51 have shown that norepinephrine increases the 
strength of inhibitory connections in the cortex. Our results on changes of information processing when apply-
ing norepinephrine drug are thus compatible with a previous computational study that investigated the role of 
interneuron mediated synchrony in information processing52. This work proposed that when interneurons have a 
strong enough effect to generate asynchronous states, an external input elicits a highly reliable response (i.e. high 
stimulus related information). In contrast, in a more synchronous firing regime, strong fluctuations of spiking 
activity tightly interact with delivered stimuli allowing state dependent processing of information. All in all, 
these results suggest that state dependent coding mechanisms may be used and be more crucial in synchronized 
networks, as it is an effective coding mechanism to transmit information robustly despite the shared variability 
of neurons in these networks.
Network bursts as effective state parameters. Our data show that cultured networks prepared from 
embryonic hippocampal neurons express variable responses to electrical stimuli that are strongly modulated 
by the time interval (TB) between the stimulus and the last spontaneous network burst. This time interval was 
thus considered to be the most effective state variable. Additionally, we found that this state variable acts largely 
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by modulating the stimulus-response gain of the network. Previous studies11,13,53,54 on cultured networks also 
described the existence of relationships between network response features and the stimulus latency relative to 
the previous burst. A previous study54 showed that responses of cultures to a given stimulus and recorded with a 
64 electrode array are weaker (respectively stronger) at shorter (respectively longer) TB values. Our results extend 
this previous result to study the modulatory effects of TB on the network response, sampled with thousands of 
electrodes, by a set of different electrical stimuli. The consideration of multi-stimuli responses was essential for us 
to show that the modulation of TB acted as a multiplicative modulation term of the stimulus-response gain, rather 
than as an additive term. The fact that we could well fit state dependence with a simple multiplicative model opens 
up the possibility to use our new results on the dependence of network responses on TB for online control of 
single site stimulation54 to the control of multiple-site stimulation, thus opening up the possibility to acquire hints 
for developing better bidirectional control of BMIs. Previous results11,13 have also suggested that the occurrence of 
a spontaneous burst wipes out the information dependence of the post-burst response on the previous stimulus.
Our results suggest that refractory effects following a network burst may be responsible for the state modu-
lation of population responses to stimuli. It is important to note that this kind of state-dependent modulation, 
entirely based on features of the ongoing activity before stimulus presentation, differs substantially from the kind 
of state dependence, mostly related to behavioural state changes such as attention, arousal and network synchro-
nisation, implied by most studies of state-dependence in cortex10. However, one possible link between the results 
obtained here and the periodic gain rescaling observed in vivo in cortex at different phases of the theta rhythm6 
is that resets of cortical theta phases are often preceded by bursts of network depolarization of duration similar 
to the network bursts documented here55. This suggests that, while our notion of in-vitro state dependence differs 
from the one usually employed in cortical studies, some of the mechanisms observed here may relate to some of 
the effects of ongoing pre-stimulus activity on cortical stimulus-response relationships.
Possible mechanisms for gain rescaling. We found that the main effect of the time between the last 
spontaneous burst and the stimulus was to rescale the gain of network response to stimuli, with the network 
eliciting weaker responses from shorter times from the last burst. This effect on the gain may arise from several 
possible mechanisms. The increase of network responses at longer TB may be mediated by asynchronous synap-
tic release and spontaneous excitatory post-synaptic currents increase when the evoked synchronous release is 
depressed56,57. Or following a network burst the neuronal culture enters into a refractory period. Further, shortly 
following a network burst the synaptic connections may be depressed because of synaptic depletion58,59 and, con-
sequently, neurons may respond more weakly to stimuli.
Spatial structure of the most informative regions. Finally, by analysing the graph network properties 
we systematically found that the electrodes carrying the most information had a specific spatial organization. 
These informative electrodes were grouped in regions of the network and were characterized by strong func-
tional connections with low average path lengths. Previous studies in-vivo60,61 and in-vitro62 showed that neural 
networks are characterized by a small-world topology, with a short mean path length and a high clustering coef-
ficient. Moreover, these neural networks are typically characterized by the presence of hubs, or groups of neurons 
with a high out/in degree that allows relaying information quite effectively to a large portion of the network. 
This property likely plays a special role in information processing. Recently, it has also been shown in cell cul-
tures63 that hubs might be involved in broadcasting spontaneous activity from early-to-fire neurons to the whole 
network. Additionally, we recently showed, in a computational model23 validated against our high-resolution 
electrode array recordings, that such ‘functional hubs’ (called functional communities in23) can naturally emerge 
in random networks in which the degree of connectivity is comparable to cell cultures and the probability of 
connection decays with the interneuron distance. Here, we proved the presence in these networks of spatially 
organized subsets of more informative neurons. Taken together, these facts suggest that, even if neurons are plated 
homogeneously, they can self-organize to generate small subsets of neurons that, due to their highly organized 
spatial structure, their graph theoretic properties, and strong connectivity, may act as hubs able to broadcast both 
state dependent and state independent information.
Materials and Methods
Ethical statement. All procedures involving experimental animals were performed in accordance with the 
Italian and European Union guidelines and regulations. All animal procedures carried out in this work were 
approved by the institutional Istituto Italiano di Tecnologia (IIT) Ethics Committee and by the Italian Ministry of 
Health and Animal Care (Authorization number 110/2014-PR, December 19, 2014). The primary rat hippocam-
pal cultures were obtained following procedures described in Supplementary Methods and in previous work64.
Data availability statement. All data can be downloaded from http://www.sicode.eu. All scripts used to 
analyze the data will be provided upon request to the lead contact author.
Quantification of the state variables. We investigated a set of potential state variables θ, all obtained 
from spontaneous activity recorded in the last 4 seconds preceding the stimulation. Most such variables were 
defined in terms of the network burst (NB)23,27. A NB was identified when the pooled network activity, binned in 
20-ms bins, exceeded a threshold T. The threshold T was determined as 10% of the maximal binned spike count 
in a session. The timing of the NB was refined by sliding (slid by 1 ms) leftward the bins until the binned activity 
fell below threshold.
We considered the following as candidate state variables: the time interval between the stimulus and the last 
network burst before stimulation (TB), the number of spikes in the last network burst (NSP), the ignition site 
of the last network burst (IS), the network burst rate (NBR, the number of NB) and the mean firing rate (MFR, 
the mean number of spikes per electrode divided by the recording time window). We also considered the phase 
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at stimulus time and the pre-stimulus time-averaged amplitude of the network multi-unit activity (MUA, see 
Supplementary Information), computed with the Hilbert transform of filtered in 6 different frequency bands 
([1 6], [6 12], [12 18], [18 30], [30 50] and [50 100] Hz) using a least-square finite impulse response filter with 
1-Hz transition bandwidth.
Mutual information. To quantify stimulus coding we used mutual information measures. First, we com-
puted the information I(S; R), about which stimulus s (out of a set S of possible stimuli) was being presented in 
a given trial, and the post-stimulus response r (out of a set R of possible responses) in the same trial. Second, we 
quantified the information I(S; R, Θ) about the stimulus carried by the joint observation, in the same trial, of the 
post-stimulus response r and the pre-stimulus state parameter θ. These quantities were defined as follows:
∑= |
|I S R P s P r s P r s
P r
( ; ) ( ) ( )log ( )
( ) (3)s r,
2
∑ θ
θ
θ
Θ = |
|I S R P r s P r s
P r
( ; , ) ( , )log ( , )
( , ) (4)s r,
2
where P(s) is the probability of presentation of stimulus s, P(r) is the probability of observing response r across 
all trials to any stimulus, P(r|s) and P(r, θ|s) are the probability of observing response r given the presentation of 
stimulus s and of observing response r and state θ, in the same trial, given presentation of stimulus s, respectively. 
Information is measured in bits (1 bit corresponds to a reduction of uncertainty by a factor of two). Details of the 
direct numerical calculation of information from the above equations is given in Supplementary Information, 
Section “Numerical Procedures to compute direct estimates of mutual information”.
We defined the information gain due to the knowledge of state as: I(S; R, Θ) − I(S; R). This measure has the 
advantage of concentrating the effect of θ on the stimulus dependence of r (see Supplementary Methods, section 
“Information Gain”, for more details).
Linear model of the dependence of the single trial response on the state variables. We mod-
elled the single trial neural response r as a function of the state variable θ with θ = TB. As a first step, we checked 
whether TB affects r as an additive term to the mean response at fixed stimulus 〈rs〉. To this end we computed dr as 
the average across all stimuli of the trial-to-trial response variability at fixed stimulus: dr(TB) = 〈dr〉S = 〈r − 〈r〉S〉S 
and evaluated how dr depends on TB. We also checked whether the state variable TB affected the mean response 
to the stimulus 〈rs〉 by estimating how the ratio r/〈rs〉 depends on TB. Finally, we estimated rmodel as the sum of two 
components, the first one takes into account the multiplicative term that scales the population response at fixed 
stimulus while the second one takes into account the additive offset that affects all trials at a given state variable 
TB:
= 〈 〉 +r g TB r b TB( ) ( ) (5)model S
where we evaluated the slope g(TB) and the additive b(TB) functions, of each experiment and at each time point 
t after the stimulus, with a least square solution of the equation r = g(TB)〈rS〉 + b(TB) at fixed TB, with TB dis-
cretized in 6 values.
For each experiment we fitted the functions g(TB, t) and b(TB, t):
=





−





= +
τ
−
g TB t k t e
b TB t A t e C t e
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B t TB D t TB
( )
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Together with the full model we also considered the purely multiplicative (b(TB) = 0) and additive models (g(TB) 
= 1). Then, for each time point t we discounted trial-to-trial state-dependent response variability from single-trial 
response by Eq. (7):
= − =
−r r dr r b TB
g TB
( )
( ) (7)d
The evaluation of Eq. (7) is problematic for small TB (i.e. small g(TB), 15 to 20% of the total trials). The latter 
trials (say M) were removed before computing I(S; Rd). In order to compare it with the other information meas-
ures, we randomly removed M trials from the calculation of I(S; R), I(S; R, Θ) and I(S; R, ΘSH) with Θ = TB. We 
repeated the random selection procedure 10 times and we took the average information. The trials removed from 
I(S; R), I(S; R, Θ) and I(S; R, ΘSH) are not the same ones removed from I(S; Rd), to avoid any knowledge about Θ 
to the responses R. We modelled rmodel with the “full model”, which includes a slope and a background component, 
as well as the contribution of the two parts, namely the “purely multiplicative” model (rmodel = g(TB)〈rS〉) and the 
“purely additive” model rmodel = 〈rS〉 + b(TB). We evaluated the goodness of fit of all models with the coefficient 
of determination R t( )adj
2  between response set R and Rmodel at fixed stimulus and for each time, defined as:
= −



−
−


R
n
n k
SSE
SST
1 1
(8)adj
2
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where SSE is the sum of squared error, SST is the total sum of squares, n is the number of trials and k is the num-
ber of model parameters. We also compared the performance of each model by using the Bayesian information 
criterion (BIC):
=





 +BIC n ln
SSE
n
k lnn
(9)
For each model j we computed the BIC weight:
=
∑
−
−
w e
e (10)
j
BIC BIC
j
BIC BIC
( )
( )
min j
min j
A given weight yields the evidence in favour of model j being the actual best model among the considered set 
of models.
Electrode selection criteria and clustering. We performed an analysis to determine if information and 
state dependency could be equally well explained when considering a subset of highly representative electrodes 
over the 4096 array. For selecting the electrodes, we used Principal Component Analysis. In particular, each 
eigenvector PCj (with j = 1, …, 10) allows to associate a weight to all electrodes: = …PC PC PC PC[ , , , ]j j j j
1 2 4096 . 
We define μj and σj as, respectively, the mean and the standard deviation across the PCj weights and we select the 
electrodes i satisfying the criteria μ σ| − | >PC Kj
i
j j. The parameter K was swept over the interval [1 7] and regu-
lates the strength of the selection. We also performed a selection on the electrodes that fell more apart from the 
mean value μj and considered the most (n1) and the five most significant electrodes (n5). The overlap between 
sets A and B was quantified as 100 · #(A ∩ B)/min(#A, #B), where ∩ is the intersection and # indicates the cardi-
nality of the corresponding sets. The overlap measure ranges from 0 (no intersection) to 100 (full intersection). 
The significance of the intersection (p < 0.05) between different sets of electrodes was assessed with the 
hyper-geometric test. The clustering of the selected electrodes was performed with the density based DBscan 
algorithm and its parameters were determined by maximizing the Silhouette coefficient. In order to assess the 
significance of the Silhouette coefficient we considered randomized equivalent sets of electrodes (n = 100 repeti-
tions, same number of electrodes of the original set) and computed the 95thpercentile of the bootstrapped silhou-
ette coefficients. The clusters were visualized in terms of alpha shapes of parameter α = 0.1 (Supplementary 
Fig. S4).
References
 1. Buonomano, D. & Maass, W. State-dependent computations: spatiotemporal processing in cortical networks. Nat. Rev. Neurosci. 10, 
113–125 (2009).
 2. Ritter, P. et al. State-dependencies of learning across brain scales. Front. Comput. Neurosci. 9, 1 (2015).
 3. Shew, W. L. et al. Adaptation to sensory input tunes visual cortex to criticality. Nat. Phys. 11, 659–663 (2015).
 4. Safaai, H., Neves, R., Eschenko, O., Logothetis, N. K. & Panzeri, S. Modeling the effect of locus coeruleus firing on cortical state 
dynamics and single-trial sensory processing. Proc. Natl. Acad. Sci. 112, 12834–12839 (2015).
 5. Lakatos, P. et al. An oscillatory hierarchy controlling neuronal excitability and stimulus processing in the auditory cortex. J. 
Neurophysiol. 94, 1904–11 (2005).
 6. Kayser, C., Wilson, C., Safaai, H., Sakata, S. & Panzeri, S. Rhythmic Auditory Cortex Activity at Multiple Timescales Shapes 
Stimulus-Response Gain and Background Firing. J. Neurosci. 35, 7750–7762 (2015).
 7. Maass, W., Natschläger, T. & Markram, H. Real-time computing without stable states: a new framework for neural computation 
based on perturbations. Neural Comput 14, 2531–2560 (2002).
 8. Dinse, H. R., Ragert, P., Pleger, B., Schwenkreis, P. & Tegenthoff, M. Pharmacological Modulation of Perceptual Learning and 
Associated Cortical Reorganization. Science 301, 91–94 (2003).
 9. Nikolić, D., Häusler, S., Singer, W. & Maass, W. Distributed fading memory for stimulus properties in the primary visual cortex. PLoS 
Biol. 7, e1000260 (2009).
 10. Harris, K. D. & Thiele, A. Cortical state and attention. Nat Rev Neurosci 12, 509–523 (2011).
 11. Dranias, M. R., Ju, H., Rajaram, E. & VanDongen, A. M. J. Short-Term Memory in Networks of Dissociated Cortical Neurons. J. 
Neurosci. 33, 1940–1953 (2013).
 12. Scholvinck, M. L., Saleem, A. B., Benucci, A., Harris, K. D. & Carandini, M. Cortical State Determines Global Variability and 
Correlations in Visual Cortex. J. Neurosci. 35, 170–178 (2015).
 13. Ju, H., Dranias, M. R., Banumurthy, G. & VanDongen, A. M. J. Spatiotemporal Memory Is an Intrinsic Property of Networks of 
Dissociated Cortical Neurons. J. Neurosci. 35, 4040–4051 (2015).
 14. Panzeri, S., Macke, J. H., Gross, J. & Kayser, C. Neural population coding: combining insights from microscopic and mass signals. 
Trends Cogn. Sci. 19, 162–72 (2015).
 15. Berdondini, L. et al. Active pixel sensor array for high spatio-temporal resolution electrophysiological recordings from single cell to 
large scale neuronal networks. Lab Chip 9, 2644 (2009).
 16. Imfeld, K. et al. Large-Scale, High-Resolution Data Acquisition System for Extracellular Recording of Electrophysiological Activity. 
IEEE Trans. Biomed. Eng. 55, 2064–2073 (2008).
 17. Maccione, A. et al. Multiscale functional connectivity estimation on low-density neuronal cultures recorded by high-density CMOS 
Micro Electrode Arrays. J. Neurosci. Methods 207, 161–171 (2012).
 18. Colonnese, M. T. et al. A Conserved Switch in Sensory Processing Prepares Developing Neocortex for Vision. Neuron 67, 480–498 
(2010).
 19. McCormick, D., Pape, H. C. & Williamson, A. Actions of norepinephrine in the cerebral cortex and thalamus: Implications for 
function of the central noradrenergic system. Prog. Brain Res. 88, 293–305 (1991).
 20. Bergles, D. E., Doze, V. A., Madison, D. V. & Smith, S. J. Excitatory actions of norepinephrine on multiple classes of hippocampal 
CA1 interneurons. J. Neurosci. 16, 572–585 (1996).
 21. Ince, R. A. A., Panzeri, S. & Kayser, C. Neural codes formed by small and temporally precise populations in auditory cortex. J. 
Neurosci. 33, 18277–18287 (2013).
 22. Amin, H. et al. Electrical responses and spontaneous activity of human iPS-derived neuronal networks characterized for 3-month 
culture with 4096-electrode arrays. Front. Neurosci. 10 (2016).
www.nature.com/scientificreports/
1 8Scientific RePoRTS |  (2018) 8:5578  | DOI:10.1038/s41598-018-23853-x
 23. Lonardoni, D. et al. Recurrently connected and localized neuronal communities initiate coordinated spontaneous activity in 
neuronal networks. PLoS Comput. Biol. 13 (2017).
 24. Borst, A. & Theunissen, F. Information theory and neural coding. Nat Neurosci 2, 947–957 (1999).
 25. Quiroga, R. Q. & Panzeri, S. Extracting information from neuronal populations: information theory and decoding approaches. Nat. 
Rev. Neurosci. 10, 173–85 (2009).
 26. Kermany, E. et al. Tradeoffs and constraints on neural representation in networks of cortical neurons. J. Neurosci. 30, 9588–96 
(2010).
 27. Optican, L. M. & Richmond, B. J. Temporal encoding of two-dimensional patterns by single units in primate inferior temporal 
cortex. III. Information theoretic analysis. J. Neurophysiol. 57(1), 162–178 (1987).
 28. Gandolfo, M., Maccione, A., Tedesco, M., Martinoia, S. & Berdondini, L. Tracking burst patterns in hippocampal cultures with high-
density CMOS-MEAs. J. Neural Eng. 7, 56001 (2010).
 29. Nieus, T., Di Marco, S., Maccione, A., Amin, H. & Berdondini, L. Investigating cell culture dynamics combining high density 
recordings with dimensional reduction techniques. Proc. Annu. Int. Conf. IEEE Eng. Med. Biol. Soc. EMBS 3759–3762, https://doi.
org/10.1109/EMBC.2015.7319211 (2015).
 30. Lin, I. C., Okun, M., Carandini, M. & Harris, K. D. The Nature of Shared Cortical Variability. Neuron 87, 644–656 (2015).
 31. Panzeri, S., Safaai, H., De Feo, V. & Vato, A. Implications of the dependence of neuronal activity on neural network states for the 
design of brain-machine interfaces. Front. Neurosci. 10, 1–8 (2016).
 32. Vinje, W. E. & Gallant, J. L. Sparse Coding and Decorrelation in Primary Visual Cortex During Natural Vision. Science (80-). 287, 
1273–1276 (2000).
 33. Hromádka, T., DeWeese, M. & Zador, A. Sparse Representation of Sounds in the Unanesthetized Auditory Cortex. PLoS Biol. 6, 4–5 
(2008).
 34. Zeck, G., Macke, J. H. & Bethge, M. Receptive Fields without Spike-Triggering. Advances in Neural Information Processing Systems 
20, 969–976 (2008).
 35. Parker, A. J. & Newsome, W. T. Sense and the single neuron: Probing the Physiology of Perception. Annu. Rev. Neurosci. 21, 227–277 
(1998).
 36. Marder, E. Neuromodulation of Neuronal Circuits: Back to the Future. Neuron 76, 1–11 (2012).
 37. Lee, S.-H. & Dan, Y. Neuromodulation of Brain States. Neuron 76, 209–222 (2012).
 38. Goard, M. & Dan, Y. Basal forebrain activation enhances cortical coding of natural scenes. Nat. Neurosci. 12, 1444–1449 (2009).
 39. Sarno, S., de Lafuente, V., Romo, R. & Parga, N. Dopamine reward prediction error signal codes the temporal evaluation of a 
perceptual decision report. Proc. Natl. Acad. Sci. 201712479, https://doi.org/10.1073/pnas.1712479114 (2017).
 40. Huang, C., Resnik, A., Celikel, T. & Englitz, B. Adaptive Spike Threshold Enables Robust and Temporally Precise Neuronal 
Encoding. PLoS Comput. Biol. 12, e1004984 (2016).
 41. Bakkum, D. J., Chao, Z. C. & Potter, S. M. Long-term activity-dependent plasticity of action potential propagation delay and 
amplitude in cortical networks. PLoS One 3 (2008).
 42. Yada, Y., Kanzaki, R. & Takahashi, H. State-Dependent Propagation of Neuronal Sub-Population in Spontaneous Synchronized 
Bursts. Front. Syst. Neurosci. 10, 1–13 (2016).
 43. Azouz, R. & Gray, C. M. Cellular mechanisms contributing to response variability of cortical neurons in vivo. J. Neurosci. 19, 
2209–2223 (1999).
 44. Lakatos, P. et al. An Oscillatory Hierarchy Controlling Neuronal Excitability and Stimulus Processing in the Auditory Cortex. J. 
Neurophysiol. 94, 1904–1911 (2005).
 45. Curto, C., Sakata, S., Marguet, S., Itskov, V. & Harris, K. D. A simple model of cortical dynamics explains variability and state 
dependence of sensory responses in urethane-anesthetized auditory cortex. J. Neurosci. 29, 10600–12 (2009).
 46. Lebedev, M. A. How to read neuron-dropping curves? Front. Syst. Neurosci. 8, 1–5 (2014).
 47. Lebedev, M. A. & Nicolelis, M. A. L. Brain-machine interfaces: past, present and future. Trends Neurosci. 29, 536–546 (2006).
 48. Nicolelis, M. A. L. & Lebedev, M. A. Principles of neural ensemble physiology underlying the operation of brain-machine interfaces. 
Nat. Rev. Neurosci. 10, 530–540 (2009).
 49. Panzeri, S., Harvey, C. D., Piasini, E., Latham, P. E. & Fellin, T. Cracking the Neural Code for Sensory Perception by Combining 
Statistics, Intervention, and Behavior. Neuron 93, 491–507 (2017).
 50. Pica, G. et al. Quantifying how much sensory information in a neural code is relevant for behavior. Advances in Neural Information 
Processing Systems 30, 3686–3696 (2017).
 51. Salgado, H., Treviño, M. & Atzori, M. Layer- and area-specific actions of norepinephrine on cortical synaptic transmission. Brain 
Research 1641, 163–176 (2016).
 52. Ostojic, S. Two types of asynchronous activity in networks of excitatory and inhibitory spiking neurons. Nat Neurosci 17, 594–600 
(2014).
 53. Weihberger, O., Okujeni, S., Mikkonen, J. E. & Egert, U. Quantitative examination of stimulus-response relations in cortical 
networks in vitro. J. Neurophysiol. 109, 1764–74 (2013).
 54. Kumar, S. S. et al. Autonomous Optimization of Targeted Stimulation of Neuronal Networks. PLoS Comput. Biol. 12, e1005054 
(2016).
 55. Szymanski, F. D., Rabinowitz, N. C., Magri, C., Panzeri, S. & Schnupp, J. W. H. The Laminar and Temporal Structure of Stimulus 
Information in the Phase of Field Potentials of Auditory Cortex. J. Neurosci. 31, 15787–15801 (2011).
 56. Cummings, D. D., Wilcox, K. S. & Dichter, M. A. Calcium-dependent paired-pulse facilitation of miniature EPSC frequency 
accompanies depression of EPSCs at hippocampal synapses in culture. J. Neurosci. 16, 5312–5323 (1996).
 57. Hagler, D. J. et al. Properties of synchronous and asynchronous release during pulse train depression in cultured hippocampal 
neurons. J. Neurophysiol. 85, 2324–34 (2001).
 58. Cohen, D. & Segal, M. Network bursts in hippocampal microcultures are terminated by exhaustion of vesicle pools. J. Neurophysiol. 
106, 2314–2321 (2011).
 59. Mongillo, G., Barak, O. & Tsodyks, M. Synaptic theory of working memory. Science 319, 1543–1546 (2008).
 60. Yu, S., Huang, D., Singer, W. & Nikolić, D. A small world of neuronal synchrony. Cereb. Cortex 18, 2891–2901 (2008).
 61. Watts, D. J. & Strogatz, S. H. Collective dynamics of ‘small-world’ networks. Nature 393, 440–442 (1998).
 62. Bettencourt, L. M. A., Stephens, G. J., Ham, M. I. & Gross, G. W. Functional structure of cortical neuronal networks grown in vitro. 
Phys. Rev. E - Stat. Nonlinear, Soft Matter Phys. 75, 1–10 (2007).
 63. Schroeter, M. S., Charlesworth, P., Kitzbichler, M. G., Paulsen, O. & Bullmore, E. T. Emergence of rich-club topology and coordinated 
dynamics in development of hippocampal functional networks in vitro. J Neurosci 35, 5459–5470 (2015).
 64. Amin, H., Nieus, T., Lonardoni, D., Maccione, A. & Berdondini, L. High-resolution bioelectrical imaging of Aβ-induced network 
dysfunction on CMOS-MEAs for neurotoxicity and rescue studies. Sci. Rep. 7, 1–13 (2017).
Acknowledgements
We acknowledge the financial support of the Seventh Framework Programme for Research of The European 
Commission (SI-CODE FET-Open grant FP7–284553, and NAMASEN FP7-264872 Marie-Curie Initial Training 
Network). We thank Marina Nanni at IIT-NBT for her support in cell culture preparations.
www.nature.com/scientificreports/
1 9Scientific RePoRTS |  (2018) 8:5578  | DOI:10.1038/s41598-018-23853-x
Author Contributions
T.N., V.D.A. performed the data analysis. H.A., S.D.M., A.M. performed the experiments. T.N., V.D.A., L.B. 
and S.P. wrote the manuscript. All authors edited and commented on the manuscript. All authors contributed 
materials and methods. S.P. conceived the project and designed the computational analyses with T.N. and V.D.A. 
S.P. and L.B. supervised the study.
Additional Information
Supplementary information accompanies this paper at https://doi.org/10.1038/s41598-018-23853-x.
Competing Interests: The authors declare no competing interests.
Publisher's note: Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.
Open Access This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 
format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Cre-
ative Commons license, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons license and your intended use is not per-
mitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the 
copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.
 
© The Author(s) 2018
