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ABSTRACT
We consider the design and analysis of surrogate-assisted algo-
rithms for expensive multi-objective combinatorial optimization.
Focusing on pseudo-boolean functions, we leverage existing tech-
niques based on Walsh basis to operate under the decomposition
framework of MOEA/D. We investigate two design components for
the cheap generation of a promising pool of offspring and the ac-
tual selection of one solution for expensive evaluation. We propose
different variants, ranging from a filtering approach that selects the
most promising solution at each iteration by using the constructed
Walsh surrogates to discriminate between a pool of offspring gener-
ated by variation, to a substitution approach that selects a solution
to evaluate by optimizing the Walsh surrogates in a multi-objective
manner. Considering bi-objective NK landscapes as benchmark
problems offering different degree of non-linearity, we conduct
a comprehensive empirical analysis including the properties of
the achievable approximation sets, the anytime performance, and
the impact of the order used to train the Walsh surrogates. Our
empirical findings show that, although our surrogate-assisted de-
sign is effective, the optimal integration of Walsh models within a
multi-objective evolutionary search process gives rise to particular
questions for which different trade-off answers can be obtained.
CCS CONCEPTS
• Theory of computation→ Discrete optimization.
KEYWORDS
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1 INTRODUCTION
1.1 Context and Goal
Evolutionary algorithms (EAs) have been proved to be effective
in solving complex black-box optimization problems coming from
various application fields, e.g., in multi-disciplinary engineering
design, complex system tuning, etc. In such cases, evaluating the
quality of a candidate solution is the result of an (external) simula-
tion process. Unfortunately, it is also often the case that evaluating
a solution implies heavy and CPU-intensive computations, hence
restricting drastically the overall budget that one can afford to few
hundreds or few thousands of solution evaluations. Surrogates, or
meta-models, can then be used to assist the optimization process,
by providing a cheap alternative to the expensive evaluation, or
by providing information about the regions of the search space
that are worth to be explored. The goal is to optimize the use of
the overall affordable budget in order to find a solution with the
highest possible quality. In this paper, we are specifically inter-
ested in developing surrogate-assisted EAs dealing with expensive
multi-objective combinatorial optimization problems (MCOPs).
On the one hand, a MCOP consists in at least two objective func-
tions being mutually conflicting. Our goal is to compute a set of
solutions providing different optimal trade-offs among the objec-
tives. Hence, in addition to the expensive nature of the problem,
other challenges related to the target approximation set have to
be addressed. It is worth noticing that there exist a number of
surrogate-assisted multi-objective approaches dealing with con-
tinuous domains. In fact, leveraging multi-objective evolutionary
algorithms (MOEAs) so that they can operate in a combined man-
ner with well-established surrogates techniques, in particular those
from expensive numerical single-objective optimization, has at-
tracted a lot of attention [6, 13, 21, 22]. However, there is still a lack
of general guidelines that can inform in a comprehensive manner
about the best options that should be chosen for an efficient design.
On the other hand, compared to the literature dealing specifi-
cally with continuous variables, relatively few studies exist w.r.t.
surrogate-assisted techniques for combinatorial optimization prob-
lems (COPs), i.e., discrete variables. This can be attributed to the
fact that most well-established surrogate techniques find their
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foundations in the continuous domain, and have then been de-
veloped under such an assumption. Hopefully, there exist a number
of recent attempts to develop meta-models for single-objective
COPs [1, 2, 10, 12, 20]. In particular, we are interested in binary
variables, where a candidate solution is a bit-string which, e.g.,
model the presence or absence of a component when dealing with
expensive complex system design [15].
Putting the pieces together, our main motivation stems from the
lack of investigations on the smooth and flexible combination of the
state-of-the-art techniques in both combinatorial surrogates and
expensive multi-objective optimization. Consequently, our goal is
to contribute to pushing a step forward the setting up of the first
surrogate-assistedMOEAs forMCOPs, and to provide some insights
about the challenges and the key ingredients for a successful design
of such algorithms. Despite its novelty, one can find a number of
work related to the subject, that we shall rely on in the rest of this
paper, and which are highlighted briefly in the following.
1.2 Related Work and Contribution Overview
Independently of the problem being discrete or continuous, and
single- or multi-objective, surrogates require to build a model using
a sample of solutions, for which the true (expensive) evaluation
is already known. The model can be used to help sampling new
promising solution(s) that are then evaluated using the real (costly)
objective(s). The model is trained again by incorporating the newly
evaluated solution(s), and so on.
Discrete Surrogates.We are aware of four models proposed for
single-objective expensive COPs, namely, Radial basis function
(RBF) [12], Kriging [20], Bayesian [1], and Walsh [17] models. For
example, Kriging [20] is based on a ‘standard’ Gaussian process,
where in the context of a discrete binary representation, the Eu-
clidean distance is replaced by the Hamming distance. This is then
embedded within the well-known numerical Efficient Global Opti-
mizer (EGO) framework, where the solution optimizing some acqui-
sition function, e.g., the Expected Improvement (EI), is selected for
true evaluation. Bayesian Optimization of Combinatorial Structures
(BOCS) [1] is another recent state-of-art surrogate-assisted algo-
rithm using a multi-linear polynomial model for binary variables.
It was shown that BOCS is able to outperform Kriging, which is
itself better than RBF, for dimensions up to 25 variables. These first
three models can be viewed as extensions of statistical and machine
learning numerical models, which raise some issues about their
adaptation to combinatorial spaces.
Interestingly, the model recently proposed in [17] uses a Walsh
basis [19], which can be employed to decompose any function of
the Hilbert space. Hence, they can be naturally used as basis for the
space of pseudo-boolean problems. The accuracy of a Walsh-based
surrogate when fitting various single-objective pseudo-boolean
landscapes was demonstrated in [17]. It was then extended to a
single-objective surrogate-assisted EA in [10] by using an efficient
gray-box solver [5] to compute the solution optimizing the underly-
ing single-objective trained model. In particular, it was shown to be
competitive compared against BOCS, Kriging, and RBF when scal-
ing up to a dimensionality of 100. In our work, we hence choose to
work with Walsh functions to fit the different objectives of a MCOP.
However, since the aim is to find a whole approximation set, and
not a single solution, we shall adopt a different surrogate-assisted
framework that fits the multi-objective setting.
Multi-objective Numerical Surrogates. Turning to the literature
on numerical surrogate-assisted MOEAs, one can find a variety
of specialized approaches; see, e.g., [6, 22] to cite a few. In fact,
in addition to the number of existing numerical models, there ex-
ists a range of MOEAs based on seemingly different principles,
hence exposing as much design components as challenges when
combining them with surrogates. Conducting a complete review
of the literature on the subject is out of the scope of this paper.
The interested reader is referred to, e.g., [3] and the references
therein. However, our contribution on leveraging discrete surro-
gates to multi-objective optimization is guided by the lessons learnt
from the past in the numerical optimization literature. In particular,
we continue the recent efforts made by the MOEA community to
classify the existing approaches and to provide a unified view of
the underlying challenges. In this respect, one can identify two
major interdependent research lines: (i) approaches focusing on
the design and optimization of accurate acquisition functions, e.g.,
the EI in a multi-objective setting, and (ii) approaches focusing on
the category of MOEAs that are better suited to work under an
expensive setting.
Our Methodology. Since the discrete Walsh surrogate does not
come with an uncertainty measure of the predicted quality of a
solution, we use the underlying model as an estimate of the true ob-
jective functions. Other existing discrete surrogates such as Kriging
do provide such an information and could also be good alternatives.
However, the fitting superiority of Walsh surrogates justifies such
a design choice. We also consider decomposition-based MOEAs,
represented by the state-of-the-art MOEA/D algorithm [14], as our
core evolutionary framework. In fact, besides being at the heart
of the most recent state-of-the-art numerical surrogate-assisted
MOEAs, such as MOEA/D-EGO [22] and K-RVEA [6], decompo-
sition has been proved to be a flexible framework for leveraging
single-objective techniques to multi-objective optimization.
Contribution Overview. In this paper, we contribute to the de-
sign and analysis of surrogate-assisted MOEAs for pseudo-boolean
functions by leveraging Walsh models within the framework of
decomposition-based algorithms. More precisely,
• We adopt a coarse-grained design exposing few algorithmic com-
ponents that can be configured in a plug-and-play manner. In
addition to demonstrating the effectiveness of the proposed de-
sign, our goal is in fact to highlight what makes an approach better
than another. Accordingly, we are able to consider both a filtering
approach based on pre-screening a pool of offspring generated by
standard variation operators, as well as a substitution approach
that consists in optimizing the trained surrogate models in lieu
of the true objective functions. Besides, we investigate the role
of the strategy used to select a solution for the (expensive) true
evaluation and study its impact on approximation quality.
• Extending benchmarking effort from the single-objective setting,
we analyze the designed algorithms using as benchmark problems
a number two-objective NK landscapes with different degrees of
non-linearity. This allows us to shed lights into the accuracy of the
considered Walsh surrogate model, and to contribute to a better
understanding of the strengths and weaknesses of such a model.
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• We provide a systematic analysis of the considered design compo-
nents and parameters, including an anytime analysis of algorithm
performance under different budgets. Although we provide evi-
dence on the superiority of the proposed algorithms compared
against not using any surrogate, we found that different design
choices can imply algorithms with different anytime profiles or
different characteristics of the computed approximation set. In
particular, this confirms the complexity of designing an optimal
surrogate-assisted MOEA, and provides more insights on the key
challenges to be addressed in the future.
Outline. In Section 2, we provide the necessary background re-
lated to decomposition and Walsh basis. In Section 3, we describe
the proposed framework. In Section 4, we report our main empirical
findings. In Section 5, we finally conclude the paper.
2 BACKGROUND
2.1 Multi-objective Optimization and
Decomposition
Multi-objective Combinatorial Optimization. A MCOP can be de-
fined by a decision space𝑋 , and a vector function 𝐹 = (𝑓1, 𝑓2, . . . , 𝑓𝑚),
where𝑚 is the number of objectives, to be maximized. In this pa-
per, we consider unconstrained pseudo-boolean multi-objective
problems, i.e., a vector function 𝐹 : {0, 1}𝑛 ↦→ IR𝑚 , where 𝑛 is the
problem size. Let 𝑍 = 𝐹 (𝑋 ) ⊆ IR𝑚 be the set of outcome vectors
in the objective space. An objective vector 𝑧 ∈ 𝑍 is dominated by




. A solution 𝑥 ∈ 𝑋 is dominated by a solution 𝑥 ′ ∈ 𝑋 iff 𝐹 (𝑥)
is dominated by 𝐹 (𝑥 ′). A solution is Pareto optimal if there does not
exist any other solution dominating it. The set of all Pareto optimal
solutions is the Pareto set. Its mapping in the objective space is
the Pareto front. Computing the Pareto set is NP-hard for a wide
range of MCOPs. Our goal is to design an algorithm providing a
high-quality approximation set.
Decomposition-based MOEAs. We rely on the state-of-the-art al-
gorithm in the wider class of aggregation-based MOEAs, namely
MOEA/D [14]. The basic concept behind aggregation (or decompo-
sition) is to transform the objective vector into a scalar value using
some scalarizing function configured with a weight vector. We rely
on the Chebyshev function, to be minimized, which is defined as:
g(𝑥 | 𝜔, 𝐹 ) = max
𝑖∈{1,...,𝑀 }
𝜔𝑖 ·
𝑧★𝑖 − 𝑓𝑖 (𝑥)
where 𝑥 ∈ 𝑋 , 𝜔 = (𝜔1, . . . , 𝜔𝑀 ) is a positive weight vector, and 𝑧★
is a reference point such that ∀𝑥 ∈ 𝑋 , 𝑖 ∈ {1, . . . , 𝑀} , 𝑧★
𝑖
> 𝑓𝑖 (𝑥).
MOEA/D relies on evolving a population of individuals by struc-
turing them using a set of evenly distributed weigh vectors. Given
a setW` :=
{
𝜔1, . . . , 𝜔`
}
, the original MOP is broken into ` single-
objective sub-problems. Each sub-problem is defined using the
scalarizing function g(𝑥 | 𝜔𝑖 , 𝐹 ) parameterized by a different weigh
vector𝜔𝑖 . A solution 𝑥𝑖 is then assigned to each sub-problem and is
intended to optimize the corresponding scalar value. The so-implied
population, denoted P` :=
{
𝑥1, . . . , 𝑥`
}
, is evolved following stan-
dard evolutionary selection, replacement, and variation (mutation,
crossover, etc) mechanisms in order to optimize the different sub-
problems. The most distinguishable feature of MOEA/D is that the
population is evolved simultaneously and cooperatively. The solu-
tions underlying different sub-problems can be used to generate a
new offspring, and the newly generated solution can for instance re-
place the solutions underlying different sub-problems. The guiding
principle relies on the fact that the solutions w.r.t different sub-
problems can help optimizing other sub-problems and enhancing
the overall population dynamics to approach the Pareto front. In
its initial design, MOEA/D uses a parameter to define how much
cooperation between sub-problems, namely the neighborhood of
sub-problems, i.e., the 𝑇 -neighborhood. In our work, we consider
that 𝑇 = ` meaning that all defined sub-problems are neighbors.
This is basically motivated by the expensive setting we are consid-
ering and the fact that we would like to push the population as fast
as possible towards the Pareto front using a very restricted budget.
2.2 Walsh Surrogates
Mathematical Foundations. Walsh functions [19] constitute an
enumerable set of functions 𝜙𝑘 : [0, 1] → {−1, 1} which composes
a normal and orthogonal basis of the Hilbert space 𝐿2 ( [0, 1]). Like
the trigonometric functions of the Fourrier basis, they can be used
to decompose any function of the Hilbert space under some condi-
tions [19], and were used since the late seventies in the theory of
evolutionary computation [4].
Given a single pseudo-boolean function 𝑓 : {0, 1}𝑛 ↦→ IR, Walsh
functions are defined as follows [17]. For any integer ℓ ∈ ⟦0, 2𝑛 −1⟧




and ℓ𝑖 ∈ {0, 1}, theWalsh
function 𝜙ℓ : {0, 1}𝑛 → {−1, 1} is defined for any binary string
𝑥 = (𝑥1, . . . , 𝑥𝑖 , . . . , 𝑥𝑛) ∈ {0, 1}𝑛 as:
𝜙ℓ (𝑥) = (−1)
∑𝑛−1
𝑖=0 ℓ𝑖𝑥𝑖 (1)
The order of a Walsh function 𝜙ℓ , denoted by 𝑜 (𝜙ℓ ), is defined by
the number of binary digits equals to 1 in the binary representation
of ℓ . For example, the function of order 0 is𝜙0, the functions of order
1 are 𝜙
2
𝑝 for all integers 𝑝 ⩾ 0, the functions of order 2 are 𝜙
2
𝑝+2𝑝′
for all pairs of integers 𝑝 ≠ 𝑝 ′ ⩾ 0, and so on. The so-defined
(finite) set of discrete functions is a normal orthogonal basis for





𝑥 ∈{0,1}𝑛 𝜙ℓ (𝑥) ·𝜙ℓ′ (𝑥) = 𝛿ℓℓ′ . Therefore, any pseudo-boolean
function 𝑓 : {0, 1}𝑛 → R can be written as:






𝑥 ∈{0,1}𝑛 𝑓 (𝑥).𝜙ℓ (𝑥) (3)
From a Walsh basis to a Surrogate Model. An important remark is
that the functions 𝜙𝑘 are problem independent, and hence uniquely
defined irrespective to any black-box function 𝑓 , as given in Eq. (1).
However, the values of the coefficients𝑤𝑘 in Eq. (2) depend on the
considered function 𝑓 , as given in Eq. (3). Although these coeffi-
cients are unknown and their number in general exponential in 𝑛,
there might exist a significantly large number of zero coefficients.
Hence, the idea developed in [10, 17] is to approximate 𝑓 using
solely the Walsh functions up to a constant order 𝑑 << 𝑛 and using
an estimate𝑤𝑘 of the (unknown) coefficient𝑤𝑘 . More formally, 𝑓
can be approximated by the following model:
∀𝑥 ∈ {0, 1}𝑛, ˜𝑓 (𝑥 |𝑑) =
∑
𝑘 : 𝑜 (𝜙𝑘 )⩽𝑑
𝑤𝑘 .𝜙𝑘 (𝑥) (4)
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For example, a second order approximation can be rewritten as:
∀𝑥 ∈ {0, 1}𝑛, ˜𝑓 (𝑥 |2) = 𝑤0 +
𝑛∑
𝑖=1
𝑤𝑖 · (−1)𝑥𝑖 +
∑
𝑖< 𝑗<𝑛
𝑤𝑖 𝑗 · (−1)𝑥𝑖+𝑥 𝑗
where 𝑤0 is the zero order estimate coefficient, and 𝑤𝑖 and 𝑤𝑖 𝑗
are first- and second-order estimated coefficients, respectively. In-
tuitively, the larger the order 𝑑 and the better the quality of the
estimate coefficients𝑤𝑘 , the more accurate the expansion.
To summarize, given a sample of solutions forwhichwe know the
true 𝑓 −value, a surrogate model can be constructed by computing
the estimate coefficients 𝑤 for some value of 𝑑 . This turns out to
be a standard optimization problem in linear regression methods,
since Eq. (4) can be interpreted as a linear model whose predictors
are the Walsh functions’ values. In particular, sparse techniques can
be used to minimize the number of non-zero coefficients when the
number of predictors is large [7]. Following the work in [10, 17], we
shall use the Lasso algorithm [16] to fit the model. This is a method
of choice, since the number of Walsh functions of up to a fixed
order 𝑑 might actually be greater than the number of solutions for
which we know the true objective value in expensive optimization.
3 THE PROPOSED S-CMO FRAMEWORK
General Description. As illustrated in Algorithm 1, we follow a
simple design with few configurable components. The algorithm
Surrogate-assisted Combinatorial Multiobjective Optimization (S-
cmo) is initialized with ` randomly-generated solutions which are
evaluated and mapped to the different sub-problems. They con-
stitute both the initial population and the initial training data set.
Thereafter, the algorithm runs in multiple generations (the for loop,
line 6) where the ` sub-problems are considered iteratively.
At each iteration,𝑚 Walsh surrogate models are trained for each
objective function (line 7). In other words, for every 𝑖 ∈ {1, . . . ,𝑚},
𝑓𝑖 is trained using all solutions evaluated so far, stored in D, and
the corresponding (estimate) coefficients (Eq. (4)) are computed fol-
lowing a sparse linear regression methodology as described above.
Notice that the maximum order of the computed Walsh expansion
is provided as a user-defined parameter. After training, a set S_ of _
offspring is generated (line 8) and one solution 𝑥 ′ is selected (line 9)
in order to be evaluated using the true objective functions 𝐹 .
Once a new solution is selected and evaluated, it can enter the
population following a standard replacement mechanism (the for
loop, line 13). More precisely, if the newly evaluated solution im-
proves any sub-problem with respect to its scalarizing function, it
simply replaces the corresponding solution in the current popula-
tion. This replacement mechanism might look relatively aggressive
compared to the existing literature dealing with inexpensive prob-
lems. Nevertheless, given the restricted global budget implied by
the cost of evaluation, any improving solution is to be considered
for entering the population. Finally, the training set D is updated
with the newly evaluated solution, and a new iteration starts. Let us
comment that all solutions evaluated so far are included for training,
which is also an important design choice, and other alternatives
may be considered as in previous numerical algorithms, e.g., [22].
Pool Generation. The first component of the proposed frame-
work is the pool generation procedure (GeneratePool, line 8). Its
Algorithm 1: High level template of S-cmo
Input:W` :=
{
𝜔1, . . . , 𝜔`
}
: weight vectors; g(· | 𝜔, ·): a
scalarizing function to be minimized; 𝑑 : maximum
order of Walsh functions;
1 P` ←
{
𝑥1, . . . , 𝑥`
}
: initial population of size `;
2 D ←
{
(𝑥1, 𝐹 (𝑥1)), . . . , (𝑥` , 𝐹 (𝑥` ))
}
: (initial) training data ;
3 EP ← : (optional) initialize external archive ;
4 𝑧★← initialize reference point;
5 while Global budget is not exhausted do
6 for 𝑖 ∈ {1, . . . , `} do
/* Train Walsh models */
7 F̃ := (𝑓1, . . . , 𝑓𝑚) ← TrainWalshModels(D, 𝑑);
/* Generate _ offspring with an
evolutionary mechanism */
8 S_ ← GeneratePool(P` , _, 𝐹 ) ;
/* Select a solution for true evaluation */
9 𝑥 ′ ← SelectForEvaluation(S_, 𝑖, 𝐹 ) ;
10 𝐹 (𝑥 ′) ← evaluate 𝑥 ′ ;
11 EP ← (optional) update external archive using 𝑥 ′ ;
12 𝑧★← update reference point using 𝐹 (𝑥 ′) ;
/* Update Population (replacement) */
13 for 𝑗 ∈ {1, . . . , `} do
14 if g(𝑥 ′ |𝜔 𝑗 , 𝐹 ) < g(𝑥 𝑗 |𝜔 𝑗 , 𝐹 ) then
15 𝑥 𝑗 ← 𝑥 ′ ;
/* Update training data */
16 D ← D ∪ {(𝑥 ′, 𝐹 (𝑥 ′))};
goal is to generate a whole set of solutions using some special-
ized mechanisms. Both the size of the generated pool and the way
it is generated are important. In fact, in standard (non surrogate-
assisted) MOEA/D for instance, only one single offspring is created
and evaluated immediately. The idea here is to increase in a first
stage the number of eventually promising solutions which are not
evaluated using the true expensive objective functions. Only in
a second stage, one solution can be selected on the basis of the
cheap model predictions. We consider two alternative strategies
depending on whether the trained surrogate model is used or not
to help constructing the pool, namely, Filter and Substitute.
(1) The Filter strategy consists in generating _ offspring in an
independent manner using standard variation operators. Given
the stochastic nature of such operators, the motivation is to
artificially increase the probability that one more promising
solution is generated. We use a one-point crossover followed
by a bit-flip mutation, to generate _ offspring independently.
(2) The Substitute strategy consists in running an algorithm to
optimize the multi-objective problem defined by the trained
surrogate models F̃ . The idea is to use an optimization en-
gine to intensify the search of promising solutions, at a cheap
cost, assuming the constructed models are accurate enough to
approximate the original function 𝐹 . We choose to rely on a
decomposition-based algorithm that solves F̃ and that follows
seemingly the same template than Algorithm 1.
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The hypothesis behind these two strategies can be formulated w.r.t.
the prediction accuracy of the constructed models. A Walsh surro-
gate does not provide any measure of uncertainty with respect to
the output predictions. Hence, optimizing the trained models very
aggressively can be misleading, and creating some offspring from
the current population might actually be safer. Similarly, increas-
ing the pool size can bias the subsequent selection for expensive
evaluation step towards non-efficient regions. Such considerations
are actually to be studied in more details in our empirical analysis.
Selection for Expensive Evaluation. The second component deals
with the selection of one offspring to be evaluated from the set
S_ (line 9). For each offspring solution 𝑥 ∈ S_ , we attribute a
scalar value of the constructed Walsh surrogates F̃ , which is to
be understood as an indicator of how promising 𝑥 is. Then, we
consider two alternative strategies to select the offspring, namely
Local and Global, defined as follows:
(1) The Local strategy chooses the solution that has the best scalar
g-value with respect to sub-problem 𝑖 considered in the current
iteration, i.e., underlying the for loop, line 6. More formally,
the selected offspring 𝑥 ′ is given by:
𝑥 ′ := argmin𝑥 ∈S_ g(𝑥 | 𝜔
𝑖 , F̃ ) (5)
(2) The Global strategy chooses the solution that has the best
scalar g-value with respect to any sub-problem, independently
of the current iteration. The selected offspring 𝑥 ′ is given by:
𝑥 ′ := argmin𝑥 ∈S_ min
1≤ℓ≤`
g(𝑥 | 𝜔ℓ , F̃ ) (6)
The Global strategy assumes that the range of the objective values
is the same. If such an assumption does not hold, normalization
should be be considered. The hypothesis guiding the design of these
two strategies can be formulated in terms of the expected conver-
gence behavior towards the Pareto front. In fact, the Local strategy
aims at intensifying the search evenly among sub-problems since
it is ‘biased’ by one different sub-problem at each iteration. Hence,
the computational effort is likely to be more evenly distributed
w.r.t. the different sub-problems. By contrast, the Global strategy
does not imply any specific control of which sub-problem should
be preferred at each iteration. Hence, it can be thought as having a
more opportunistic intensification/diversification behavior.
Further Discussion. Combining the pool generation and the selec-
tion components, we end up with four variants. Besides, our pool
generation strategies are consistent with the filtering and substitu-
tion classes of existing numerical surrogate-assisted algorithms [3].
It was shown that such algorithms expose different performance
profiles, while being able to outperform other classes of algorithms
leveraging single-objective techniques such as EGO [8]. Although
there is no evidence that the same holds in our setting, the proposed
S-cmo framework and underlying variants aim at making a first
step towards a better understanding of what makes a surrogate-
assisted algorithm successful when dealing with MCOPs. In the
reminder of the paper, we shall in fact conduct a comprehensive
analysis informing about the relative performance profile of the
designed variants and the impact of their different parameters, in
tight relation with the accuracy of the Walsh surrogates.
4 EXPERIMENTAL RESULTS AND ANALYSIS
4.1 Experimental Setup
Multi-objective NK Landscapes. We consider multi-objective NK
landscapes as a problem-independent model of multi-objective
multi-modal combinatorial optimization problems [18]. This is
in line with previous works on single-objective surrogates [10],
where NK landscapes are used for benchmarking. Solutions are
binary strings of size 𝑛 and the objective vector, to be maximized,
is defined as 𝐹 : {0, 1}𝑛 ↦→ [0, 1]𝑚 . An objective value 𝑓𝑖 (𝑥) of a






𝑐𝑖𝑗 (𝑥 𝑗 , 𝑥 𝑗1 , · · · , 𝑥 𝑗𝑘 ) (7)
where the 𝑐𝑖
𝑗
: {0, 1}𝑘+1 → [0, 1) are component functions, and 𝑘
is a parameter specifying the number of epistatic interactions. The
component function 𝑐𝑖
𝑗
assigns a real-valued contribution for every
combination of 𝑥 𝑗 and its 𝑘 epistatic interactions {𝑥 𝑗1 , . . . , 𝑥 𝑗𝑘 }. The
parameter 𝑘 defines the degree of non-linearity of the problem, and
hence the ruggedness of the landscape. By increasing this value,
problems can be gradually tuned from smooth to rugged. We use
the same ruggedness degree and interactions for all the objectives.
Component values are generated uniformly at random in [0, 1].
We consider bi-objective NK landscapes with this setting: 𝑛 ∈
{25, 50} and 𝑘 ∈ {0, 1, 2}. This allows us to study the designed
algorithms on different problem size and landscape difficulty.
Competing Algorithms and Parameter Setting. Since we are not
aware of any existing surrogate-assisted MOEAs for combinatorial
problems, we consider a non surrogate-assisted MOEA as a base-
line algorithm extracted from the S-cmo framework described in
Algorithm 1, referred as MOEA/D for simplicity. More precisely,
we deactivate all instructions related to model training (lines 2, 7,
and 16). The GeneratePool and the SelectForEvaluation proce-
dures in lines 8 and 9, are deactivated and replaced by a procedure
that creates one offspring solution by variation, and evaluates it
immediately. For the 5 competing algorithms (i.e., MOEA/D and S-
cmo variants), we use a one-point crossover followed by a uniform
bit-flip mutation with a rate of 1/𝑛. For the Substitute variants,
we use the standard MOEA/D described in the previous paragraph
as the optimization engine in the pool generation procedure.
The number of weight vectors is set to ` = 50, with 𝜔𝑖 =
((𝑖 − 1)/(` − 1), 1 − (𝑖 − 1)/(` − 1)), ∀𝑖 ∈ ⟦1, 50⟧. This choice
is consistent with other numerical expensive approaches [3] and is
accurate w.r.t. the size of considered NK landscapes [18]. For the Fil-
ter-based variants, the size of the offspring pool is set in the range
_ ∈ {2, 4, 8, 16, 32}. For the Substitute-based variants, more config-
uration aspects are to be considered regarding the initial population
and the stopping condition of the embedded MOEA/D optimization
engine. The number of weight vectors in the multi-objective opti-
mization engine is set with the value of ` of the surrogate-assisted
MOEA/D. Accordingly, we simply initialize each call to the inner
multi-objective optimization engine with the current population
of the outer surrogate-assisted algorithm being executed, and we
let it run for 𝑔 generations with the trained model F̃ , where 𝑔 is
a parameter in the range 𝑔 ∈ {1, 2, 5, 10, 20, 30, 40, 50}. The S-cmo
variants require a maximum order 𝑑 as input for constructing and
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Table 1: Ranks and average hypervolume value (between brackets) of the different algorithms after 500 and 1 500 evaluations
(a lower rank is better). The parameter values for the S-cmo variants are those corresponding to the best average hypervolume.
For each budget and instance, a rank 𝑐 indicates that the corresponding algorithmwas found to be significantly outperformed
by 𝑐 other strategies w.r.t. aWilcoxon statistical test at a significance level of 0.05. Ranks in bold correspond to approaches that
are not significantly outperformed by any other, and the underlined values corresponds to the best approach in average.
𝑛 = 25 𝑛 = 50










0 MOEA/D 1(7.71) 2(12.49) 2(10.47) 2(5.59) 3(5.9) 1(6.81) 1.83
Filter Local 1(7.83) 3(12.74) 1(10.71) 2(5.58) 3(6) 1(6.8) 1.83
Filter Global 0(8.04) 0(13.36) 1(11.04) 1(5.95) 1(6.41) 1(7.1) 0.66
Substitute Local 3(7.38) 0(13.18) 1(10.82) 2(5.75) 1(6.51) 1(7.15) 1.33











0 MOEA/D 2(8.07) 2(13.39) 1(11.58) 2(6.27) 3(6.73) 2(7.88) 2.00
Filter Local 2(8.12) 2(13.32) 2(11.39) 2(6.16) 3(6.68) 3(7.72) 2.33
Filter Global 0(8.3) 0(1.36) 1(1.18) 1(6.51) 1(7.06) 1(8.11) 0.66
Substitute Local 2(8.06) 0(13.58) 1(11.71) 2(6.29) 1(6.99) 1(8.16) 1.16
Substitute Global 0(8.31) 2(13.44) 0(12.32) 0(6.85) 0(7.38) 0(8.54) 0.33
training the Walsh surrogates. This is set in the range 𝑑 ∈ {1, 2, 3},
allowing to consider gradually complex Walsh models, i.e., linear,
quadratic, and cubic. It is important to remark that the exact Walsh
expansion of a single-objective NK landscape has an order of 𝑘 + 1.
Performance Evaluation. Given the large number of configura-
tions (1+(5×2+8×2)×3 = 79), and in order to keep our experiments
manageable, every configuration is executed 10 independent times
for each of the 2 × 3 = 6 instances for a total of 4 740 runs using an
overall budget of 1 500 objective evaluations per run. Besides, we
consider to analyze approximation quality at different intermediate
budget values to render the anytime performance. Due to lack of
space, we shall however report our findings on a representative set
of experimental data. For performance assessment, we consider the
external archive, storing all non-dominated points found so far dur-
ing the search process. We use the hypervolume [23] to assess the
quality of the different competing algorithms, where the reference
point is set to the nadir point estimated over all runs.
4.2 Overall Hypervolume Performance
We start by providing an overview of the performance of the differ-
ent algorithms using two different budgets. As a first step, we rank
in Table 1 the different competing algorithms when considering the
parameter setting corresponding to the best average hypervolume
value for each budget, each instance and each algorithm. In fact,
our goal here is to draw an overall tendency with respect to our
two main design components, even though their best parameter
setting might be different across instances and budgets. For clarity,
this is analyzed later in the paper. Overall, we can see that the best
performing variant is based on the combination of the Substitute
pool generation strategy and the Global selection strategy, with
few exceptions for instance size 𝑛 = 25, where a Filter strategy
is sometimes a better choice. Interestingly, the second best per-
forming variant, which is based on the Filter pool generation
strategy, shares the same Global selection strategy and is overall
slightly better then the Substitute strategy combined with the Lo-
cal strategy. When combined with the Local strategy, the Filter
strategy provides comparable hypervolume values than the non
surrogate-assisted MOEA/D algorithm. This indicates that although
optimizing the pool generation using a multi-objective engine to
optimize the trained Walsh surrogates is of high importance, the
combined effect of the selection strategy is also crucially important.
4.3 Impact of the Selection Strategy
To better elicit the combined effect of the pool generation and se-
lection, we consider in Fig. 1 their empirical attainment functions
(EAFs) [11]. The EAF provides the probability, estimated from sev-
eral runs, that an arbitrary objective vector is dominated by, or
equivalent to a solution obtained by a single run of the algorithm.
The difference between the EAFs for two different algorithms en-
ables to identify the regions of the objective space where one algo-
rithm outperforms the another. The magnitude of the difference in
favor of one algorithm is plotted within a gray-colored graduation.
We can see that the combination of the Substitute and Global
strategies, which was found to be the best at first, has a tendency to
better approach the borders of the Pareto front while performing
poorly in the central area. Since such a property has an impact
on the range of the hypervolume values, this explains for instance
why the Global strategy was found to achieve better performance
in Table 1. Interestingly, the combination of the Substitute and
Local strategies, which was found to be the second best combi-
nation according to the hypervolume value in Table 1, dominates
significantly the middle area compared against the Substitute
and Global combination, while behaving relatively good at the
borders. Notice also that the Substitute and Local combination
outperforms the other approaches consistently in all regions.
We recommend the combination of the Substitute and Local
strategies as a competitive S-cmo variant providing an approxi-
mation set exposing well-balanced properties in terms of spread
and distance to the front. This means that a good optimization
Surrogate-assisted Multi-objective Combinatorial Optimization based on
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Figure 1: EAF differences for the Filter (_ = 4) and the Substitute (𝑔 = 10) strategies, for the NK landscape with 𝑛 = 25 and
𝑘 = 1 at 1 500 function evaluations. The plot in row 𝑖 and column 𝑗 shows the areas where algorithm 𝑖 improves over algorithm 𝑗 .
x- and y-axis are respectively objective 1 and objective 2.
engine and a good balance over the different sub-problems should
be adopted when searching for a promising solution to evaluate.
4.4 Impact of the Search Engine Effort
The amount of effort required for generating a pool of offspring
can be viewed as controlled by the parameters _ and 𝑔 respectively
for the Filter and Substitute strategies. Due to lack of space, we
omit the impact of _ from our analysis, and focus on the setting
of parameter 𝑔, that is the stopping condition of the inner multi-
objective optimizer in the Substitute strategy, which was found to
perform better overall. This is reported in Fig. 2, in combinationwith
the Local strategy, for instance 𝑛 = 25 and 𝑘 = 1, and for different
values of the maximum order 𝑑 used by the Walsh surrogates. As
discussed in the previous section, notice that the Local strategy
removes the biases when interpreting the hypervolume values. The
first noticeable observation is that increasing the value of𝑔 does not
necessarily help preparing a more effective pool for the selection
step. This means that optimizing the Walsh functions aggressively
can be misleading, which can partly be attributed to the accuracy
error when computing and training the models. In other words,
optimizing a model that does not fit accurately the true objective
function can lead in wasting expensive function evaluations in
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Number of generation ● ● ● ● ● ●1 2 5 10 30 60
Figure 2: Profile of the Substitute-Local variant for differ-
ent 𝑔 values (𝑛 = 25, 𝑘 = 1).
optimizer that we are using, a relatively small value of 𝑔 of up
to 10 is recommended. More importantly, Fig. 2 provides a first
hint on the impact of the Walsh order 𝑑 , since different relative
performances are obtained for different values of 𝑑 .
4.5 Impact of the Walsh Order
In Fig. 3, we show the relative performance of the different com-
peting algorithms for different values of 𝑑 and for the hardest in-
stance with 𝑛 = 50 and 𝑘 = 2. We can clearly see that when using
Walsh surrogates of the smallest order 𝑑 = 1, only the Substitute-
based S-cmo variants are able to substantially outperform the non





















































































































































































order: 1 order: 2 order: 3












● ● ●MOEA/D Filter Global Substitute Global
Figure 3: Profile of the Substitute (𝑔 = 10) and Filter (_ = 4)
variants, Global strategy (𝑛 = 50, 𝑘 = 2).
surrogate-assisted algorithm MOEA/D, and only for smallest bud-
gets. As the order increases, the difference in performance becomes
more pronounced, and the anytime profile of the best performing
Substitute-based variants is clearly better than the non surrogate-
assisted one. Notice that for 𝑘 = 2, the exact Walsh expansion has
order 𝑘 + 1 = 3, and hence one would expect that using a trained
Walsh surrogate for 𝑑 = 3 is the best option. This is actually not
true, since some strategies show better performance for a smaller
order. The impact of the order choice is further detailed in Figs. 4–5.
In Fig. 4, we show the relative anytime performance of the rec-
ommended Substitute-Local variant for different order values.
We can clearly see that for 𝑑 ≥ 𝑘 +1, that is when the order used for
training is larger than the a priori perfect (exact) one, we do not ob-
serve a systematic increase of the anytime behavior, independently
of the considered instance size 𝑛 and ruggedness 𝑘 . Accordingly,
in Fig. 5, we show the accuracy of the trained Walsh surrogate
measured by the mean absolute error in the fitting phase. We can
see that overestimating the order value (when choosing 𝑑 = 3 for an
instance with 𝑘 = 1), has a tendency to decrease the model accuracy.
This is attributed to the increase of the number of Walsh predictors,
which is in 𝑂 (𝑛𝑑 ), making it more difficult for the Lasso regres-
sion to find accurate coefficients estimates by using a restricted
number of solutions for training. For the hardest instance (𝑛 = 50,
𝑘 = 2), we see that a sub-optimal order 𝑑 = 2 is able to provide a
similar accuracy than 𝑑 = 3, while using 𝑑 = 1 decreases accuracy.
Interestingly, depending both on the instance size and the instance
difficulty, the accuracy of the model (as depicted in Fig. 5) is not
necessary perfectly correlated with the relative hypervolume values
(as shown in Fig. 4) especially for small budgets. This means that
when the budget is very restricted, an underestimated order is a
viable alternative. Furthermore, the accuracy of the model seems to
be impacted by different issues, namely, the power of the regression
technique, the size of the training data, and the number of non-zero
coefficients in the exact Walsh decomposition which is bounded,
for NK landscape, by 𝑛(2𝑘+1 − 1) + 1. Overall, given that 𝑘 is only
used for benchmarking purposes — the exact order of the Walsh
decomposition of a black-box problem is a priori unknown — we
found that an order which is too small is to be typically avoided
(unless the budget is extremely restricted), and an order of two
(𝑑 = 2), related to a quadratic approximation, seems to be a rea-
sonable choice. Nonetheless, further investigations on using other
machine learning techniques to estimate the Walsh coefficients, or
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Walsh order : ● ● ● ●1 2 3 MOEA/D
Figure 4: Profile of the Substitute-Local variant (𝑔 = 10)
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Walsh order ● ● ●1 2 3
Figure 5: Mean absolute error of the Walsh model for objec-
tive function 𝑓1 using Substitute-Local (𝑔 = 10).
5 CONCLUSION
In this paper, we proposed and analyzed a framework for discrete
surrogate-assisted multi-objective optimization using decomposi-
tion and Walsh basis as core components. In particular, we showed
that configuring both decomposition components and Walsh surro-
gates can impact the behavior of the multi-objective optimization
process in several aspects, depending on instance properties and
available budget. Accordingly, one major future research direction
would be to address adaptive landscape-aware techniques that can
accommodate different settings in an automatic manner and to
study the computational budget of decomposition components.
Sincewe are dealingwith an expensive setting, online approaches
that avoid prohibitive offline solution pre-sampling, and which are
able to adaptively change their behavior while the search process is
running, seem a viable option to investigate. One idea is to acquire
a feedback on the model accuracy and on the evolution of solutions
at the different decomposed sub-problems. This would allow us to
adjust the parameters and components of both theWalsh surrogates
and the decomposition framework, interdependently.
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