Here is the main theorem in this section. We break it into three statements for convenience. THEOREM 1.1 (Löwner [30] [26] ) are included in the book [15] . The proof we give here is adapted from the last remark in [22] , where it is given as a simplification of Korányi 
The (7 - ~y >= f (x, y) -
Therefore u = g doesn't depend on t. Consider now the spectral decomposition Multiplying by t we get Lowner's representation (1.2).
Operator convex functions.
The following result is theorem 2.1 from [22] . 
.
In particular, we get f (a*xa) a* f (x) a. . Since f is operator-convex, the left hand side is positive, and therefore the result will follow. [29] . The other parts were proved by Couteur [12] and by Bushell and Trustrum [10] . PROOF. We only prove that Tr(AB)m Tr(Am Bm) (from (29~). By a unitary transformation we may suppose that A is diagonal. Put This inequality was discovered by Golden [18] and Thompson [38] and further studied by Deift [14] , Lenard [27] , Thompson [39] PROOF (from [5] and [6] PROOF (due to Ando [2] ). Let Then applying Tr we get the result.
Grothendieck's Inequality
Grothendieck's inequality [19] has been the starting point of the modern theory of Banach spaces (see the paper by Lindenstrauss and Pelczynsky in the additional references. For the history see [32] ). It has been the subject of many publications ( [9] , [20] , [21] , [25] , [31] , [32] , [33] ...). Here we present Krivine's proof which uses a probability language and gives the best (known) estimate for the real case Grothendieck constant.
Then we point out an equivalent form which can be extended to the non-commutative case.
The elementary form of Grothendieck's inequality is the following : let T be a finite set, and let C = C(T ) be the finite dimensional space of real valued functions on T with the 3up norm. Replacing real functions and Hilbert spaces by complex ones defines the complex Grothendieck constant (which is smaller). The exact value of these constants is not known, though the estimates are rather precise.
The general case is as follows : : THEOREM 5.1' . Let S and T be two compact spaces, u a bilinear form of norm 1 on C(S) x C(T) be a real Hilbert space and u be extended to a bilinear form We will prove the elementary form of the theorem. Working on a finite set instead of compact spaces will preserve the essential idea of the proof, but spare some technical details. To help the reader imagine the general proof, we put between braces a few words which are useless in the finite case. One can also deduce the general case from the elementary case.
, We will need some preliminary explanations.
1) Since T is finite, C~C, the set of all functions F(s, t) = 03A3i a=(s) bi(t),( a; bi E C)
is the set of all functions of two variables. If T were compact, it would merely be dense in C(T x T ) .
2) There is a norm on the space C ~ C, called the projective norm, such that the conjugate space is that of (bounded) bilinear functionals on C x C with its usual norm. (5.5) ) that for g; e C(S) (5.9) . Then Theorem 5.2 links this property to the hypothesis of Theorem 5.3. We will deduce from (5.9) and the Hahn-Banach theorem the existence of a probability law p. such that (5.10) .
For f E C(S) we put f ) = inf ( ~~ f ~' ~= 9i ~~ -~ ~,s u(9i~ 9i) ~ ) .
. the inf ranging over finite families (9i) E C(S). Then v(f +9~f~ +9~) = 1(u 2 ( .~~9~ ) +n ~ .~~~9 )) ~ f~f~ E C ~ ) S g,g' ~ E C ~ T )) .
which from (5.5) is easily shown to satisfy (5.9). Therefore there is a probability measure on R (i.e. a pair of probability measures À on S and p on T, and a number t E ~0,1) ) [31] , under a special assumption on u , which was lifted by Haagerup [20] . The result is sharp, and thus the "non-commutative complex u(ai)*u(ai))1/2 II ~ C H |sup(~( 0 3 A 3 i a * i a i ) 1 / 2~(03A3i aia*i)1/2~).
The proof has been simplifed by Haagerup (additional references), and the result has been extended in a preprint by Haagerup and Pisier.
