A class of kick-excited self-adaptive dynamical systems is formed and proposed. The class is characterized by nonlinear (inhomogeneous) external periodic excitation (as regards to the coordinates of excited systems) and is remarkable for its objective regularities: the phenomenon of "discrete" ("quantized") oscillation excitation and strong self-adaptive stability. The main features of these systems are studied both numerically and analytically on the basis of a general model: a pendulum under inhomogeneous action of a periodic force which is referred to as a kicked pendulum. Multiple bifurcation diagram for the attractor set of the system under consideration is obtained and analyzed. The complex dynamics, evolution and the fractal boundaries of the multiple attractor basins in state space corresponding to energy and phase variables are obtained, traced and discussed. A two-dimensional discrete map is derived for this case. A general treatment of the class of kick-excited self-adaptive dynamical systems is made by putting it in correspondence to a general class of dissipative twist maps and showing that the latter is an immanent tool for general description of its behavior.
INTRODUCTION
The nonlinear theory of oscillations considers mainly the action of periodic forces which does not depend on the coordinates or are linear with respect to the coordinates of the excited systems (Minorsky, 1962; Migulin et al., 1983; Chua, 1987; Butenin et al., 1987; Hagedorn, 1988; Kapitaniak, 1991) . Nonlinear-parametric phenomena in dynamical systems described by equations with polynomial nonlinearity have been studied as well (Gumowsky, 1989) .
In this paper, we study the mechanism and features of the phenomenon of low frequency (LF) continuous oscillation excitation under the action of an external high frequency (HF) is nonlinear as regards the coordinates of the excited systems (Vaynshtein and Vakman, 1983; Damgov et al., 1986; Landa and Douboshinsky, 1989; Damgov and Grinberg, 1991; Damgov and Douboshinsky, 1992) . References as LF and HF are used only on a relative basis. In the common case, the phenomenon is manifested in all frequency bands in oscillation systems influenced by external HF periodic forces that are nonlinear with respect to excited system coordinates. The notion referred to as "nonlinear force with respect to the system coordinate" will be clarified below. Such a system can be regarded as a self-oscillating one with external HF power supply (Landa and Douboshinsky, 9s9.
The investigation is motivated by a survey of the processes and phenomena based on inhomogeneous interaction, inertia particle properties, etc., known from mechanics, (SHF) electronics, techniques of particle acceleration, etc. (Bruk, 1990; Kanavetz et al., 1991; Miroshin and Halidov, 1991; Sikri and Narchal, 1993) . In each particular case and regime the interaction mechanisms has been revealed differently (for example, calling like selfmodulation, grouping, phase selection and so on). However, all these mechanisms are based on a common principle: the external HF force exerts nonlinear impact with respect to the system motion coordinate.
The phenomenon of continuous oscillation excitation with an amplitude selected from a discrete set of possible stationary amplitudes will be demonstrated on the basis of a general model a pendulum under inhomogeneous action of an external HF periodic force.
The pendulum is a well-known physical device intensively studied for over 300 years. At present, the pendulum is quite rightly considered to be one of the most general models in nonlinear dynamics (Strijak, 1981; Morozov, 1990; Liao, 1992; Mawhin, 1993; Heng et al., 1994) . In systems of "pendulum type", phenomena like resonance, frequency pulling, synchronization and stabilization, etc., have been discovered. In the early 50s N.N. Bogolyubov and P.L. Kapitza discovered a possibility to stabilize the upper unstable equilibrium point of pendulum by using weak HF modulation applied to the point of suspension a phenomenon that is applied, for example, in heated plasma stabilization in experiments for thermonuclear reaction utilization (Strijak, 1981; Blackburn et al., 1992; Yip and Dimaggio, 1993; Hastings and McLeod, 1993) . It is not a mere coincidence that the quantum-mechanical radiofrequency-driven Josephson junction discovered recently as well as the charge-density wave transport process are completely analogous to the pendulum with its strong sinusoidal nonlinearity. The inexhaustibility of the pendulum as a general model is once again corroborated by the herewith presented phenomenon of continuous oscillation excitation with an amplitude belonging to a discrete set of possible stable amplitudes. The phenomenon of J. Bethenod is well-known (Minorsky, 1962, p. 495) . Essentially it consists of the following: if one provides a physical pendulum with a piece of soft iron and places the pendulum above a coil, the pendulum starts oscillating and reaches a stationary state with a constant amplitude. Several theories explaining this phenomenon were discarded before Y. Rocard formulated the differential equation describing a specific kind of parametric excitation (Minorsky, 1962) .
Our main goal here is to discuss the case where an external periodical source acts on a part of the trajectory of a moving pendulum in the absence of a parametric influence. In actual fact, we shall discuss a class of systems with specific excitation selfadaptive kick-excited systems. The kick-excitation can be represented by a short, as compared to the main oscillation period, action of an external periodic force. Considered as a class of oscillating systems with special energy feeding, it is constructed on the base of nonlinear oscillators with one degree of freedom under external time-dependent force of special kind; hence, from mechanical point of view they are systems with one and a half degrees of freedom and three-dimensional phase space. Let us write the external force as a product of two terms the first is periodic function of the time t, and the second nonlinear function of the oscillator variable x: 2 + 2/2 +f(x) e(x). II (vt) ( 1) In this equation, the form of function c(x), which in fact can be regarded as coordinate-dependent amplitude of the driving force, is essential. In general, it can be constructed in an arbitrarily complicated form. However, in this paper we shall deal only with a small but interesting class of such functions. Namely, we shall consider that c(x) is nonzero only in a narrow interval of x, much less than the typical amplitude of oscillation. Throughout this paper, the function e(x) will be referred to as feedingfunction, and the interval in which it is different from zero as an active zone of the system. Now it is clear where the appellation "kick-excited systems", or shortly "kick-systems", comes from. Here the external force acts as short impulses (kicks), much shorter than the period of oscillation, and during the rest of time the system moves freely. This separating of movement into a free, weak-dissipating part and short active part during which the external force imports energy in the system makes possible (and easy) theoretical treatment of the problem.
A typical example of feeding function which is suitable both to analytical calculations and numerical experiments is U-shaped function around zero:
For the most of this paper, our considerations of the kick-systems will be restricted only to this feeding function. Only at the end of the paper, a broader generalization of the kick-systems and their main features will be made, and then the general form of the systems will be examined. The case discussed in the paper is rather selfaffined and quantitatively similar to a well-known problem examined by Fermi. As an explanation for the origin of cosmic rays, Fermi proposed a mechanism of accelerating charged particles as a result of collisions with moving magnetic field structures.
A great number of papers deal with the simplest model case the so-called model of Fermi-Ulam (Holmes, 1982; Lichtenberg and Lieberman, 1982; Isom/iki, 1990 ). In the setup of the Fermi-Ulam scattering problem a ball is made to fly and impact dissipatively between two walls: one fixed and the other sinusoidally vibrating. The amplitude of the wall vibration and the coefficient of restitution between the ball and walls control the ball dynamics.
In recent years, the possibility to use similar mechanism for boosting space rockets in the gravitational field of planets and stars has been discussed as a matter of principle in different sources. This is the model of so-called "gravitational engine" accelerating particles or bodies. The part of the vibrating plate may be played, for instance, by the field of a rotating binary star.
Similar phenomena occur in other subclasses of the class of kick-excited systems, e.g. in periodically kicked hard oscillators, ice-structure interaction models, kicked rotators, driven impact oscillators, cyclotron accelerators of charged particles or phenomena of grouping and phase selection of particles, some processes of interaction between electromagnetic waves and particle ensembles in the ionosphere and magnetosphere of the earth, phenomena of generating powerful LF waves in the near space given a cosmic electromagnetic background, "mega-quantum" resonance structure of the solar system, etc. (Isomfiki et al., 1985; Isomfiki, 1990; Tung, 1992; Soliman and Thompson, 1992; Troesch et al., 1992; Damgov and Douboshinsky, 1992; Cecchi et al., 1993) . This paper deals with the common features in the behavior of pendulum with invariable parameters in new conditions, namely, the pendulum is affected by continuous periodical external constrained force which is inhomogeneous with respect to the coordinates of motion. We shall demonstrate the phenomenon of periodic motion with a discrete set of possible stable amplitudes as well as the conditions bringing about irregular motion of the pendulum. point is denoted by x. The external harmonic HF force F= F0 sin ,t, where F0 const., acts in a limited active zone [-d', d'] of the trajectory of the moving pendulum which is symmetrically positioned around the lower equilibrium point. This is the meaning of the notion "inhomogeneous action" related to the trajectory of pendulum motion, or the same can be expressed by the notion "nonlinear harmonic force" which should be understood as a nonlinear dependence of its amplitude on the coordinate of motion of the driven system the pendulum. The direction of the external force action is parallel to the direction of the pendulum motion and it is periodically reversed. When, initially, the pendulum is driven out of equilibrium outside the zone [-d', d'] and released to oscillate, it periodically passes through the active zone and is subject to the action of the external force F F0 sin t. Under these conditions, a stationary mode of pendulum oscillation can be established with a quasiconstant amplitude, within one of the hatched areas of attraction in Fig. 1 . The particular stationary amplitude of pendulum motion is determined by the initial deviation and speed (i.e. by the initial conditions). Different modes of the pendulum motion are possible, and they depend on the initial conditions: the pendulum either catches up with one of the possible stationary orbits, or its motion is quickly damped. This is the heuristic value of the phenomenon the presence of a possible discrete series of stationary amplitudes, i.e. a specific "quantization" of pendulum motion by intensity as a parameter. At the same time, there exist "forbidden" zones of initial conditions for which the motion is only a damped one. Obviously, there is a phenomenon of "quantized" oscillation excitation, a discretization of the dynamic states in a macro system. The excitation of one or the other amplitude depends on the initial conditions, provided that the other parameters and conditions are constant. We consider that the pendulum in this case is a self-oscillating system with a HF source or power supply (in contrast to the common perception that the self-oscillating systems should have a d.c. source of energy (Minorsky, 1962; Migulin el al., 1983) . In quantum mechanics, quantization (the notion of quanta) is postulated, and in the theory of relativity, quantization is not derived from geometric considerations. The discovered phenomenon shows that the "quantization" of energy transition into portions follows directly from mechanisms of the process and that it is defined from a formal mathematical point of view. The quasiharmonic oscillator obeys the classical laws to a greater extent than any other system.
A number of problems related to quasiharmonic oscillators have the same solution in classical and quantum mechanics.
The layout of the current paper is as follows. The results of the numerical investigations of the kick-systems are given in Section 2. In advance, we have to make a remark concerning our approach to the numerical experiment. It follows from the definitive Eqs. (1) and (2) that the evolution of studied systems is represented as a trajectory in threedimensional phase space. The Poincar map introduced in Section 2 for the kicked pendulum reduces the system variables down to two, corresponding to the oscillation energy and phase of the external force. The next step in our numerical analysis is to determine the stable stationary modes in the Poincar map. It turns out that, at suitably chosen parameters, the system under study possesses a In Section 4, we briefly outline two other models that exhibit some typical features of the kick-system behavior. They are the Fermi-Ulam model about cosmic rays acceleration and the Zaslavskii map, describing evolution of a dynamical system (pendulum) under external forcing in the form of periodic in time 5-impulses. Even though these two models have been obtained for physical systems essentially different from the kick-systems described by Eq. (1), it turns out that there is a significant qualitative similarity in their dynamics and in the form of the model maps. The description of Ulam and Zaslavskii models in this paper is organized as a brief review: both systems have been subject to number of investigations by various authors, their behavior has been studied in detail and almost all features of their dynamics have been stressed. The review of these results, compared with our numerical results about the behavior of the kick-systems, provides us with additional arguments about the relation between the studied models. And finally, the class of dissipative twist maps appears as a general model, describing all the systems mentioned above. This class gives the link of the considered two-dimensional maps and Hamiltonian dynamics, especially those of the near-integrable systems (Lichtenberg and Lieberman, 1982) . The analytical form of the Poincar6 map, derived in Section 3 for a particular case of kick-system, is generalized in the final Section 5 by varying the form of the system, i.e. if the nonlinear oscillator forcef(x) or feeding function c(x) in Eqs. (1) and (2) changes. The goal of this step is not only to generalize the way of reducing the kick-problems down to discrete maps but to make an attempt to reformulate the idea of kick-excited systems from the viewpoint of dissipative twist maps.
NUMERICAL EXPERIMENTS WITH KICKED PENDULUM
In this section our attention will be concentrated on a particular case of kick-system, chosen from the class described by Eqs. (1) and (2). Assuming the nonlinear force in (1)f(x)--sinx, we come to a system which will be referred to as a kicked pendulum:
This particular model equation will serve as an example of a kick-system, which will be further examined both numerically (in this section) and analytically (in the next section).
In order to examine this system it is convenient to introduce the two-dimensional Poincar6 surface in the following way. Because of the form of the external force in (3), phase trajectories enter the active zone through the two half-planes p+/-(x)= +d (see Fig. 2 ). It is easily seen that the trajectory passes twice for a period through this surface of section: once for FIGURE 2 A typical trajectory of the kicked pendulum in the phase plane (x, 2).
positive and once for negative velocity. In general, we have to consider only one of these two intersections as an iteration of the Poincar6 map, and the map points will be separated by one period of oscillation. But system (3) is invariant under transformation (x, 2, ) -+ (-x,-2, 7) + re). Hence, a map with iterations separated by a half-period of oscillation can be used; it will include intersection points with both positive and negative velocities. In order to obtain such a map we have to change the phase variable with rc when the velocity variable is negative, and replace the velocity with its absolute value. The map variables become ut (mod 2rr), 2 > 0 vn -121; pn ut + rc (mod 2rc), 2<0 (4) Equation (3) is numerically integrated using Runge-Kutta routine of fourth order. Taking into account that the right-hand side of (3) In order to obtain the attractor basins we set a 640 x 480 rectangular grid of initial conditions on the Poincar6 surface and run each of them until the phase point converges to one of the attractors.
A color image of the basins for F 1.5 is presented in Fig. 3 . The horizontal axis presents the velocity in the interval [0, 2] ; this interval assures that the pendulum motion remains finite, i.e. rotations around the hanging point are not considered. The phase variable is presented in the vertical axis. All the five FPs mentioned above and their basins are clearly seen in Fig. 3 ; the fixed points are marked by crosses, and each basin is denoted by different color. The basins have very complicated shape: they all have wide oval areas surrounding the FPs but there are also long and narrow "tails" getting out of them and completely disjoint set of points spread over the rest of state space. In this way, the complex, interwoven structure of the basins shows that they seem to have fractal boundaries (see, for example, McDonald et al., 1985) . Moreover, the extremely scattered areas far from the FPs lead to a very strong dependence of the final state of the system on the initial conditions: extremely small changes in the initial conditions make the system to jump from one basin to another.
Besides the five basins of the FPs, there is also an area colored in dark-blue in Fig. 3 . It corresponds to initial conditions that converge to another stable orbit a small limit cycle that falls entirely in the active zone, between the planes p+/-(x). Therefore, this small limit cycle cannot be presented on the Poincar6 surface. However, we are not interested in such orbits, because if the trajectory does not leave the active zone, the dynamics of (3) simply degenerates to 5 / 2/3 / sin x Fsin(ut), i.e. to the common case of pendulum with external fastoscillating sine forcing. Because of this fact, we have not studied the latter mode in the current paper. We will only mention that this limit cycle can be observed by choosing some other Poincar6 surface (for example, the plane x 0); it corresponds to fast oscillations with small amplitude and frequency equal to the driving one.
Let us now study the evolution of the attractor basins when the parameter F varies. Two color maps for F 2.5 and F 3.4 are presented in Figs. 4 and 5, respectively. First, it is seen from Fig. 4 that the basins of the first FP and the small limit cycle in the active zone are completely interwoven. Second, a periodic solution with period 5 appeared around the second FP, and a similar 3-periodic solution around the fourth FP. Third, new FPs are born in the higher-velocity area of the image with F= 2.5 that have not existed at F= 1.5; however, their basins are relatively small. Another 2-periodic solution appeared between the first and second FP.
When F is further increased up to 3.4 (Fig. 5 ), FPs corresponding to higher energies are destroyed, a 3-periodic solution appears around the third FP, and the basins of these orbits become smaller. A new stable orbit with period 2 x 4 appears around the "lonely" 2-periodic solution.
All the color maps clearly indicate that various low-period (3,4,5,...) periodic solutions exist around the "mother" FPs for various values of parameter F; they are very typical for the studied system. Moreover, it can be expected that more complex periodic orbits (with period M N) exist around these solutions, and so on. Such orbits actually exist, but both their basins and parameter ranges of their existence are too small so it is not possible to find more of them on the color images. This complex set of periodic points in the Poincar6 map is similar to the hierarchy of resonance KAMcurves and Birkhoff N-chains surrounding elliptic points in conservative maps. (Note that although system (3) is dissipative, the chosen damping is quite small and since the Jacobian of (4) depends on/3 like J= 0(/3), the map is very near to conservative.) However, the phase space structure of the conservative maps is not stable under small dissipative perturbations (Lieberman and Tsang, 1985; Tsang and Lieberman, 1986) . Under dissipative perturbations, KAM-curves are destroyed, and the elliptic points of the Birkhoff N-islands become N-periodic sinks. Hence, the period-N attractors around the FPs correspond to Birkhoff N-chains; M N and higher subharmonics correspond to M N chains around the elliptic points of the Nchains, and so on. In order to show the relation between conservative and weakly-dissipative dynamics, the structure of the Poincar map of conservative kick-pendulum (/3=0 in (3) Oe loe tu FIGURE 6 Structure of the Poincarb map of conservative kicked pendulum at F= 1.5. increase of F. An interesting effect is that the 3-periodic attractor captures almost all attractor basins of the mother FP at the moment of birth, except for a very small area in the center and three tiny strips getting out of it (see Fig. 4 ). However, the mother FP remains stable: the 3-furcation (Pakarinen and Nieminen, 1983) (Schuster, 1984 (Schmidt and Wang, 1985; Chen et al., 1986) . Moreover, the point of boundary crisis comes very close to the Feigenbaum point when Jacobian of the map approaches unity (Chen et al., 1986) . In the studied low-damping case, these points are separated by an interval of order 10 -4 at various attractors, and by reason of that it is practically impossible to find such thin strange attractor strips in Figs. 8 and 9 . But if we choose relatively high damping, we can observe single-segmented strange attractors: one of them (found at parameters 0.2 and F 11.9 is shown in Fig. 10 .
After a particular attractor has been destroyed via boundary crisis, the trajectory corresponding
to it runs away from it and converges to one of the rest stable attractors. On the bifurcation diagram, it looks as if the system has suddenly jumped from one attractor to another. Here we must mention that there are two different types of boundary crises which truncate the inverse bifurcation sequence. If the destroyed attractor is the only one in the system, then its basin occupies the whole accessible phase plane; in some sense it has no boundaries and the crisis is not of boundary type but of interior type (Grebogi et al., 1983) .
Such a crisis is "chaos-chaos" compared with "chaos-order" that occurs in the studied map. In the latter case the dynamics after crisis is regular but in the former case the chaotic attractor suddenly changes its size and the character of motion (Grebogi et al., 1983 
Now we have to determine the energy loss of (3) for the time interval between two passings through the active zone, i.e. for a half of period. Under the assumption of thin active zone, it will be approximately equal to the energy loss in case of free damped pendulum, which is given by
Here m E0/2 and E0 2 2/2 q-(1 -cos x) is the full energy of the system, K(m) and E(rn) are complete elliptic integrals of first and second kind, respectively. In case of small amplitudes (8) Let us now precisely define the map variables. The energy variable is re=E0/2, and the phase one is the median phase defined in (6): 0= b0. In addition, we assume that rnn does not stand for the moment of nth passing the center of the active zone, but for the moment of (n-1)th leaving the zone; these moments are shown in Fig. 11 . We used such a complicated notation because it simplifies (11) The additional term +re is introduced because of the symmetry of (3): it is invariant under transformation (x, 2, b) --+ (-x, -2, b + re), and the subsequent passes through active zone occur for velocities with opposite signs (see Fig. 11 A very important consequence from the particular form of (17) is that the stationary energy does not depend on external force amplitude F, but only on its frequency; the same is valid for the amplitude of oscillations. That is the reason for the superstability of the kicked pendulum amplitude that has been observed in numerical experiments.
The same discretization condition can also be obtained using the assumption that in a stationary state the half-period of oscillation must be equal to odd number times the half-period of the external force. In case of thin active zone this yields T2_ 2K(m) (2/-1) rr (19) 2 u which is exactly the same as (17). It is remarkable that the latter expression resembles a bit the condition for synchronization of a system: the period of oscillation becomes multiple of the external force period. But in contrast to the "normal" synchronization, in this case, the amplitude of the motion can get a discrete set of values for a particular choice of external frequency u. Moreover, in the case of "normal" synchronization the amplitude varies continuously when the external force F is changed, but in the system studied here the discretization condition keeps it almost constant; only a very weak variation, due to the finite size of the active zone has been observed in numerical experiments (see the previous section). The energy balance of (13), respectively (3), holds due to the variation of the phase variable 0 but not of the amplitude. Indeed, the expression for received energy (7) is proportional to sine of the middle phase b0, so this variable can effectively control the energy balance.
The stationary value of the phase variable follows directly from (14): Lichtenberg and Lieberman, 1982, 3.3) .
Suppose now that the studied map depends on some parameter #. Suppose also that the FP is surrounded by p Birkhoff islands at a certain value of #, hence the stability condition (28) Let us now apply the method described above to the studied map (13). It is not strictly conservative, but its Jacobian is very close to 1, up to the order of small dissipation. However, more crucial for the application of the method described above is the fact whether the Birkhoff attractor is born in 116 V. DAMGOV AND I. POPOV the very neighborhood of mother FP or the point of appearance is not so close to it. The observations from Section 2 show that, at least in case of 3-periodic orbits, they are born quite close to the mother FPs. This is not so true for the periodic points with higher periods; generally, we can speculate that the lower the period, the closer to mother FP the periodic attractor is born. So we want to apply expression (33) for 3-periodic Birkhoff chains, and we setp= 3.
The linearization of (13) (26)) is in the numerator of the second term under the radical: for period doubling we have 16 while now it is 12.
Here we can make again a test how far the theoretical prediction of the last expression is in agreement with the numerical experiments. For the fourth stable orbit which corresponds to /=29 and rn 0.378, the last expression gives theoretical value/;,the 2.31 compared to the experimental "V j-, exp value *V -2.38, obtained in numerical simulations (see the bifurcation curve in Fig. 8 ). This is a very good confirmation, despite the fact that we have considered conservative version of the original dissipative map (13) in our theoretical analysis.
CLASS OF DISSIPATIVE TWIST MAPS
It was already shown above that the problem of kick-excited pendulum can be reduced analytically to two-dimensional map (13) under some simplifying assumptions. However, many other physical problems lead to similar maps. The most famous examples are Fermi-Ulam map modeling cosmic rays acceleration and Zaslavskii map describing the dynamics of a rotator perturbed by &impulses periodical in time. This section aims to view and compare the physical principles underlying these closely related problems, as well as their common features. Finally, an attempt to generalize the problems mentioned above on the basis of well-studied dissipative twist maps (Casdagli, 1988) will be made; moreover, this class of maps clearly shows the link between our models and the near-integrable Hamiltonian systems.
Fermi-Ulam map originates from a mechanism proposed by Fermi with the aim to explain the cosmic rays acceleration due to collisions with moving magnetic fields. There are various models of this phenomenon in the literature but the most famous is Ulam model: the accelerating particle is represented by an elastic ball bouncing between two walls, one of them fixed and the other oscillating.
A simplified version of the model assumes the wall oscillations are small compared to the distance between the walls (Lichtenberg and Lieberman, 1982 ). 
Here u is the (dimensionless) ball velocity and g) is the phase of oscillating wall, both taken at the moment of impact.
It is easy to discover several significant parallels between the Ulam model and the kick-systems map studied in previous sections. First, both maps are written in variables corresponding to oscillation energy (as E u2) and phase of external periodic force at the moment of injecting energy from outside. Second, the external force acts once per iteration during a time interval much less than a period of oscillation, and the system moves freely during the rest of time. Third, the period of both two systems depends on the amplitude of oscillation, hence they can be regarded as nonlinear oscillators. These important parallels prompt that we have dealt with the phenomena of the same quality.
Let us write the FPs of this map, as they are given, for example, in Lichtenberg and Lieberman (1982) . (cos g)m < 0) is stable while u > (7rM/2) /2. Ifwe write the latter condition with respect to the parameter M, we obtain M > rcm2/2; when it turns to equality, period-doubling bifurcation takes place, followed by cascade to chaos (Lichtenberg and Lieberman, 1982) . In this way, the bifurcation behavior of the FPs of (36) is qualitatively the same as those of the kick-pendulum. The latter system can be written in even more simple form when introducing new parameters co f/2rc, b=e-r, k=-(cfc/(2rc))((1-e-r)/P) and substituting (y, x) --, (r -ky/cb, 0 x + 1/2). That way, Zaslavskii map takes the form of DSM k sin(2r0n) r+ br (39)
On+l On q--co n t-rn+l (mod 1). A very significant fact is that the approximate kick-pendulum map (14) has exactly the form of DSM. It was shown above that DSM can be obtained as a model of nonlinear oscillator under the action of periodical &kicks. However, we have to recall that the physical formulation of kick-systems is different: the external force acts again as short kicks but they are not strictly periodic in time due to the amplitude-dependence of the period. Actually, the impulse shape of the force is introduced in these (37), we see that in both systems the external force is represented as a product of two terms, one of them carrying the time-dependence and other the position one. In (37) the timedependent term has impulse shape and the other is a smooth function of the position x; the situation in (3) is just opposite the time-dependent term is a sine function while the position-dependent term is very short H-shaped impulse. However, both the situations lead to the same discrete models, namely to DSMs.
Written as in (39) or slightly modified, DSM has been extensively studied in the last 15 years and its features are well-known. The interest is focussed on various aspects of its behavior: strange attractors and their invariant distributions (Tsang and Lieberman, 1984) , transition from quasiperiodicity to chaos, destruction of invariant curves (Bohr et al., 1984) and properties of the rotation interval in chaotic mode (Casdagli, 1988) . The main reason for such a great interest is the simple form of map equations and clear physical meaning of the variables and parameters. The Jacobian of DSM is equal to b; therefore, the influence of dissipation on the system behavior can be studied when it changes from (Hamiltonian case) to 0 (one-dimensional case). Much attention has been paid to the weaklydissipative case where b is close to but less than (Tsang and Lieberman, 1986) . The two map variables can be regarded as an action-angle pair, and parameter k denotes amplitude of external nonlinear perturbation.
Let us write, following Schmidt and Wang (1985) , the FPs of (39) However, we do not consider the separatrix chaos in this paper, and for that reason we have restricted our study of the kick-pendulum only to the interval m < 1.
If we recall the latter hypothesis we see that it plays some kind of role in determining the FPs of (42). The being monotonous or, in other words, the twist hypothesis being fulfilled.
THE GENERAL KICK-MODEL AS A TWIST MAP
It has been shown already that the problem of kicked pendulum a particular case of kicksystem can be reduced to a discrete twist map. The analysis was based on the energy balance and amplitude-dependence of the period, and the assumption of narrow active zone has been essentially used. In this section we want to apply this technology to the problem of kick-excitation in the general form proposed as (1) Recall the way of deriving the map (13) for the kicked pendulum. The map variables express the oscillation energy and the external phase, respectively. Now we have to make some assumptions concerning the nonlinear returning force f(x) and periodic function II(ut) which will be used further. We shall assume f(x) OU/Ox in (1) corresponds to a potential U(x) that has a unique minimum at zero: U(0) -0 and is symmetric with regard to it. In addition, we shall assume symmetric feeding function c(x) and II(ut) changing its sign for a halfperiod: II(ut + r)= -II(ut). These conditions are introduced in order to assure invariance of (44) under transformation (x, 2, ) -+ (-x, -2, + r).
We will use such a symmetry of the kick-system in order to make the map iterations standing for a half-period instead of a full period of oscillation, as it has been done in previous sections. Under these assumptions the evolution of the phase variable is given by
where T(E) is the period of oscillations expressed as a function of energy, and additional shift with rc is introduced due to the symmetry of (44) assumed above. As the active zone is accepted to be sufficiently narrow, T(E) is simply the period of free oscillation, and it can be expressed as a function of energy: (47) Let us now consider the energy balance. The energy received in the active zone can be found by integrating right-hand side of (44) over the zone width and assuming small phase half-width:
We can speculate that the integral in the right-hand side is proportional to the forcing amplitude Fmax(e(x)), as well as to the zone width d'. Hence, the energy received can be written as AEin= (49) (52) Here the left inequality gives the saddle-node bifurcation point and the right one the perioddoubling point; period-doubling cascade leading to strange attractors occur after losing stability; later the attractor is destroyed via universal boundary crisis. The smaller the damping, the shorter is the chaotic interval of parameter values.
It is also useful to outline the influence of physical parameters of the initial kick-system (44) upon the resulting kick-model (49): the damping 8 reflects on the number of coexisting attractors for given F: smaller the damping, greater the number of attractors. This effect has been fully described above for the DSM; in the general kick-model it is qualitatively similar but the number of coexisting points and its life interval vary. It has to be mentioned that small damping leads to slow convergence to the stable modes and to long chaotic transients; the zone width d' has to be chosen sufficiently small in order to obey the small phase width condition { ud'/f. Clearly, { also depends on the frequency u and on the velocity in the zone, hence on the energy. It can happen that the small phase width condition is violated for lower energies but holds for higher ones; the external force amplitude F, together with zone width d' and geometric factor "7, constitutes the small parameter .Thisparameterintroduces nonlinear perturbation in the system and therefore F has the meaning of an external nonlinearity which destroys the stable attractors; the external frequency u, together with the amplitude-dependence of the period, determines, in accordance with (50), the twisting rate function c(E); the latter, in its turn, specifies the set of stationary energy values as (Em)=m. Since c(E)u (see (50)), higher frequencies lead to denser sets of fixed energies. However, another effect exists that is caused by the fact that u, together with c'(E), stays in expression (52) specifying the stability of the FPs. These speculations come to tell us that some optimal value of u with highest number of simultaneously stable attractors must exist. However, we have to know the exact form of period dependence T(E) in order to estimate this effect more precisely.
Finally, let us briefly discuss the influence of the functions varied in general kick-system (44) over the system dynamics: the nonlinear returning force f(x) is related to the potential as f(x)= O U/Ox. The shape of the potential well governs, in accordance to (46), the amplitude-dependence of the period, hence the twisting rate c(E) and the set of stationary energies. It is interesting to examine numerically the behavior of a system with different potential well from those of the pendulum. The bifurcation diagram for the kicked Duffing oscillator with single potential well is presented in Fig. 13 .
In this case U(x)-x2/2 + x4/4; contrary to the pendulum, in this case the period decreases when increasing energy. Besides that, the function T(E) has no peculiarities like approaching infinity at some finite value of E due to motion near a separatrix because the potential has only a single minimum and any other hyperbolic points. It is seen in Fig. 13 how, contrary to the pendulum case examined in Section 1, the FPs are more densely distributed for lower energies and more sparsely for higher ones; in addition, the FPs with lower energies lose stability earlier.
It can be easily shown that all these differences are due to the negative first derivative and positive second derivative of T(E) which reflect on the stationarity condition c(Em)= rn and stability condition (52), respectively; the feeding function c(x) reflects only on the value of factor T which depends on its shape. This factor takes the maximum value T= 2 for 1-Ishaped feeding function; the time-periodic law H(0) determines, by virtue of (49) 
