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1. Introduction
Given a graph G,write A for its adjacency matrix and let D be the diagonal matrix of the row-sums
of A, i.e., the degrees of G. The matrix Q = A + D, called the signless Laplacian or the Q-matrix of
G, has received a lot of attention in recent years, especially after Cvetkovic´ put forward the study of
this matrix in [4], see also [5–7]. As pointed out by Hammers and Spence [12], sometimes the matrix
Q is more informative about G than the adjacency matrix A or the other well-studied matrix L, the
Laplacian of G, given by L = D − A. Cvetkovic´ gave the name Q-theory to the collection of results on
the spectra of the Q-matrix, and set up a comprehensive survey of the Q-theory in [3].
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Asusual,we shall index the eigenvalues ofQ in non increasing order anddenote themas q1, q2, . . . ,
qn. For convenience we shall write qmin(G) for the least Q-eigenvalue of G. One can note that there
are quite a few results about q1 and q2, see, e.g., [8,9], but relatively few are known for qmin. Thus, the
present paper attempts to fill this gap.We survey some known results about qmin and also prove some
new ones; at the end we state some open problems.
1.1. Known results about qmin
Before starting, let us recall a property of the Q-matrix and of qmin in particular. First, Q is positive
semidefinite, and, in fact, if G is a graph of order n, then for every vector x = (x1, . . . , xn) , the
Q-matrix of G satisfies
〈Qx, x〉 = ∑
ij∈E(G)
(
xi + xj)2 .
Hence, by the Rayleigh principle, we find that
qmin(G) = min
x21+···+x2n=1
〈Qx, x〉 = min
x21+···+x2n=1
∑
ij∈E(G)
(
xi + xj)2 . (1)
A fundamental fact is that qmin(G) = 0 if and only if G has a bipartite component. This was first
proved in 1994, in a notable early paper of Desai and Rao [10],who even suggested the use of qmin(G) as
a measure of non-bipartiteness of G. While this use seems not too adequate, some of their fine results
are presented below, after some minor streamlining. We start with an upper bound on qmin(G).
Theorem 1.1. Let G be a graph with vertex set V, and let X and Y be disjoint subsets of V . Then
qmin(G) (|X| + |Y |)  4e(X) + 4e(Y) + e (X ∪ Y, V\ (X ∪ Y)) .
In the above inequality and further, e(A) stands for the number of edges induced by a set A, and
e(A, B) stands for the number of edges joining vertices of A to vertices of B. Sincewe shall use Theorem
1.1 later, for the sake of completeness we give its proof in Section 3.
FromTheorem1.1weeasily see that ifG containabipartite component, thenqmin(G) = 0.Letusalso
notethefollowingsimplebutusefulconsequencesofthistheorem,whicharenotexplicitlystatedin[10].
Corollary 1.2. Let G be a graph of order n with vertex set V, and let X ⊂ V . Then
qmin(G) 
4e(X) + 4e (V\X)
n
. (2)
Corollary 1.3. Let G be a graph with n vertices and m edges. Then
qmin(G) 
4m − 4MaxCut(G)
n
. (3)
In the above inequalityMaxCut(G) denotes, as usual, the size of the largest bipartite subgraph of G.
Note that if G is either bipartite or a complete graph of even order, then equality holds in (3), and in (2)
for a suitable set X . However, a complete description of the cases of equality seems difficult at present.
Amajor achievement of Desai and Rao is amuchmore difficult lower bound on qmin(G). For a graph
G with vertex set V they defined the function
ψ(G) = min
X⊂V, Y⊂V, X∩Y=∅, X∪Y =∅
e (X, Y) + e (X ∪ Y, V\ (X ∪ Y))
|X| + |Y |
and proved the following theorem in [10].
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Theorem 1.4. If G is a graph with maximum degree Δ, then
qmin(G) 
ψ2(G)
4Δ
.
Clearly this theorem implies that if qmin(G) = 0, then ψ(G) = 0, and so G contains a bipartite
component.
Since for a connected non-bipartite graph G we have qmin(G) > 0, a natural but rather tough
question is how small can qmin(G) be in this case? This question was answered by Cardoso et al. in [2]
as follows:
Theorem1.5. If G is a connected non-bipartite graph, then qmin(G) is minimum if and only if G is a triangle
with an attached path.
In [17] Yan gave the following absolute bound on qmin(G) of a graph G of order n:
qmin(G)  n − 2.
Clearly this upper bound is attained for complete graph Kn, and it was shown that this is the only case
of equality.
More recently Guo [11] refined the bound of Yan as follows: if G is a graph with n vertices and m
edges, then
qmin(G) 
2m
n
−
√
2m
(n − 1) n . (4)
We shall improve this result in Theorem 2.10.
There is a fair number of results comparing qmin(G) to various degree parameters ofG, in particular
to the minimum degree δ(G). Recently Liu and Liu [14] observed that qmin(G)  δ(G) and Das [9]
showed that, in fact,
qmin(G) < δ(G). (5)
In Theorem 2.9 we give a subtler relation between qmin(G) and δ(G).
Another upper bound due to Das [9] reads: if u and v are vertices in G that are adjacent but have no
common neighbors, then
qmin(G) <
d(u) + d(v) − 2
2
. (6)
We shall strengthen this result in Theorems 2.7 and 2.8.
A recent bound involving the sum of the squares of the degrees is due to Liu and Liu [14].
Theorem 1.6. Let G be a graph of order n, with degrees d1, . . . , dn. Then
qmin(G) 
√√√√∑ni=1 di (di + 1) − q21
n − 1 ,
Among the degree related lower bounds on qmin let us mention two results by Oliveira, de Lima, de
Abreu and Kirkland, given in [15].
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Theorem 1.7. Let G = Kn be a graph of order n, with k vertices of degree n − 1. Then
qmin(G) 
1
2
(n + 2k − 2 −
√
(n + 2k − 2)2 − 8k(k − 1)).
Theorem 1.8. Let G be a graph of order n, with k = 1 or 2 vertices of degree n− 1 and at least one vertex
with degree n − 2. If n  7, then
qmin(G) 
2k
n − 2 .
We finish with a rather intricate lower bound on qmin(G) given by Tan and Liu in [18]. First, if G is
a connected non-bipartite graph, call a spanning subgraph S of G essential if every component of S is
an odd cycle with possibly some trees attached to it. Tan and Liu gave the following result.
Theorem 1.9. If G is a graph with n vertices and m edges, then
qmin(G) 
(
n − 1
2m
)n−1∑
S
4nc(S),
where the sum is taken over all essential spanning subgraphs S of G and nc(S) stands for the number of
components of S.
Wewould like to remind the reader that for a r-regular graph G every result about the least eigen-
value μmin(G) of the adjacency matrix of G implies a result about qmin(G) using the obvious relation
qmin(G) = r + μmin(G). Thus, for regular graphs the rich literature about μmin easily applies to qmin
as well, but such results about qmin are not too surprizing.
2. New results
In this section, we present several new results on qmin. To make the presentation clearer we have
moved the longer proofs to Section 3. We start with the following simple observation.
Proposition 2.1. If H is a spanning subgraph of a graph G, then qmin(G)  qmin(H).
Proof. Let G be of order n and let (x1, . . . , xn) be a unit eigenvector to qmin(G). Using (1), we find that
qmin(G) =
∑
ij∈E(G)
(
xi + xj)2  ∑
ij∈E(H)
(
xi + xj)2  qmin(H),
completing the proof. 
Simple as this observation might be, it immediately suggests a solution to Conjecture 26 raised by
Cvetkovic´ et al. in [8].
Theorem 2.2. Let G be a graph of order n  4 and independence number α. Then,
q1(G) + qn(G)  3n − 2α − 2.
Proof. Let us add asmany edges toG as possible, preservingα. The addition of edges does not decrease
q1(G) or qn(G). Therefore q1(G) + qn(G) is at most the sum of the smallest and largest Q-eigenvalues
of the join of the complete graph of order n − α and the edgeless graph of order α,which is precisely
3n − 2α − 2. 
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Before continuing with new bounds, we shall prove two assertions giving lower bounds on qmin for
a wide variety of graphs. First note a simple fact about the Q-matrix.
Proposition 2.3. If a graph G has two adjacent vertices of degree d, having d−1 common neighbors, then
d − 1 is a Q-eigenvalue of G.
Proof. Indeed, let u, v be two adjacent vertices of degree d, having d − 1 common neighbors. Define
a vector x = (x1, . . . , xn) by
xi =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1 if i = u;
−1 if i = v;
0 otherwise.
A simple check shows that Qx = (d − 1) x, completing the proof. 
Proposition 2.3 can be also stated using the term closed neighborhood of a vertex u which is just
the set of neighbors of u together with u itself. Thus, two adjacent vertices of degree d, having d − 1
common neighbors are two vertices of degree d having the same closed neighborhoods.
To state our next theorem we shall need the definition of a k-sum of graphs.
Definition 2.4. Let k  0, let G1 and G2 be vertex disjoint graphs, and let H1 be a k-clique of G1 and
H2 be a k-clique of G2. A graph that is obtained by identifying H1 and H2 is called a k-sum of G1 and
G2.
Observe that a 0-sum is just the union of G1 and G2. A 1-sum is also known as a coalescence of G1
and G2. Note that for k  2 there may be different ways of identifying the k-cliques H1 and H2, and
so possibly there may be different k-sums of G1 and G2 even if the k-cliques H1 and H2 are fixed.
In general taking a supergraph of a graph can decrease qmin, but in specific cases we can bound
qmin reasonably well, as shown in next theorem.
Theorem 2.5. Let k and r be integers such that r−2  k  0, and let H be a graph containing a k-clique.
If G is a k-sum of H and Kr, then
min (qmin(H), r − 2)  qmin(G)  r − 2.
Using this theorem, we can build a huge variety of graphs G satisfying qmin(G)  δ(G)− 1. Indeed
fix δ  2 and consider the minimal family of graphs P (δ) satisfying the following properties:
(a) if r is an integer and r > δ, then Kr ∈ P (δ) ;
(b) if H ∈ P(δ), r and k are integers, r > δ and r − 2  k  0, then every k-sum of H and Kr
belongs to P(δ).
Fig. 1 displays two graphs in P(δ) when δ = 2. The graph (a) is a 1-sum of K3 and K3 while the graph
(b) is a 2-sum of K3 and K6.
It is easy to see that if G ∈ P (δ) , then δ(G)  δ, and from Theorem 2.5 it follows also that
qmin(G)  δ − 1. In fact, using Propositions 2.1 and 2.3, we can find a simple property of G ensuring
that qmin(G) = δ(G) − 1.
Theorem2.6. Suppose that δ  2 and G is a graph that has a spanning subgraphH ∈ P (δ) .Also suppose
that G has two vertices of degree δwith the same closed neighborhoods. Then qmin(G) = δ−1 = δ (G)−1.
We shall call graphs satisfying the premises of Theorem 2.6 dangled graphs. Figure 2 displays some
examples of dangled graphs.
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Fig. 1. Graphs in P(δ) when δ = 2.
Fig. 2. Examples of dangled graphs.
Our next result strengthens the upper bound (6) given by Das.
Theorem 2.7. If G is a graph, then
qmin(G)  min
uv∈E(G)
d (u) + d (v) − 2
2
. (7)
If G is a dangled graph, then equality holds in (7).
In fact, a slightly more involved proof improves the bound (7) as follows.
Theorem 2.8. Let G be a graph of order n. Then,
qmin(G)  min
uv∈E(G)
d (u) + d (v)
2
−
√
(d (u) − d (v))2 + 4
2
. (8)
If G is a dangled graph, then equality holds in (8).
In (7) and (8) the upper bound is a minimum taken over all edges uv ∈ E(G). To obtain an absolute
bound from (8) that does not dependon the edges,wemayuse calculus and get the following assertion,
which strengthens the bound of Das (5).
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Theorem 2.9. If G is a graph of order n and minimum degree δ > 0, then
qmin(G) 
δ + n − 1
2
−
√
(n − 1 − δ)2 + 4
2
< δ.
In the following theorem we improve the bound (4). Note, however, that the proof of our theorem
is quite complicated.
Theorem 2.10. If G is a graph of order n and size m, then
qmin(G) 
2m
n
− 1. (9)
If G is a complete graph, then equality holds in (9).
The next theorem is analogous to the celebrated Hoffman inequality [13]: if G is a graph with
chromatic number χ  2 andμmin andμmax are the smallest and the largest eigenvalues of its adjacency
matrix, then
μmin 
μmax
1 − χ .
Theorem 2.11. If G is a graph of order n, size m, and chromatic number χ, then
qmin(G) 
(
1 − 1
χ − 1
)
2m
n
. (10)
If G is a regular χ-partite graph, then equality holds in (10).
From here we can deduce a bound on the spread of the Q-matrix as well.
Corollary 2.12. For a graph G of order n,
q1(G) − qn(G)  χ.
Equality holds only for complete graphs.
Proof. Recall the well-known bound q1(G)  2μmax (G) , following by taking a unit eigenvector
(x1, . . . , xn) to μmax(G) and noting that
q1(G) 
∑
ij∈E(G)
(
xi + xj)2  4 ∑
ij∈E(G)
xixj = 2μmax(G).
Hence,
q1(G) − qn(G)  2μmax (G) − qn (G)  2μmax(G) − 2m
n
+ 1  μmax (G) + 1  χ.
Here we use Wilf’s bound μmax + 1  χ [16] with equality holding if G is an odd cycle or a complete
graph. 
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3. Proofs
Proof of Theorem 1.1. Define a vector x = (x1, . . . , xn) by
xi =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1 if i ∈ X;
−1 if i ∈ Y;
0 if i ∈ V\ (X ∪ Y) .
We have
qmin(G) ‖x‖2 
∑
ij∈E(G)
(
xi + xj)2 .
On the one hand we see that ‖x‖2 = |X| + |Y | . On the other hand,∑
ij∈E(G)
(
xi + xj)2 = ∑
ij∈E(G),i∈X,j∈X
(
xi + xj)2 + ∑
ij∈E(G),i∈Y,j∈Y
(
xi + xj)2
+ ∑
ij∈E(G),i∈X,j∈Y
(
xi + xj)2
+ ∑
ij∈E(G),i∈X∪Y,j∈V\(X∪Y)
(
xi + xj)2
= ∑
ij∈E(G),i∈X,j∈X
4 + ∑
ij∈E(G),i∈Y,j∈Y
4
+ ∑
ij∈E(G),i∈X∪Y,j∈V\(X∪Y)
1
= 4e (X) + 4e (Y) + e (X ∪ Y, V\ (X ∪ Y)) ,
and the desired inequality follows. 
Proof of Theorem 2.5. For short set q = qmin(G). Since for k = 0 the assertion is trivial, we shall
assume that k  1.
Suppose that the order of G is n and that the vertex set of G is {1, . . . , n} . By symmetry we also
suppose that {1, . . . , r} are the vertices of the Kr used to obtain G and that the k-sum is obtained by
identifying precisely the vertices {1, . . . , k} with the vertices of a k-clique in H. For convenience set
R = {k + 1, . . . , r} .
We have r − k  2, so there exist two distinct vertices u, v ∈ R. Since u and v are of degree r − 1
and have r − 2 common neighbors, Proposition 2.3 implies that r − 2 is an Q-eigenvalue of G, and so
q  r − 2. Assume for a contradiction that q < min (qmin(H), r − 2) , which implies, in particular,
that q < r − 2.
Let (x1, . . . , xn) be a unit eigenvector to q. The equations for q at the vertices u and v are
qxu = (r − 1) xu +
∑
i∈[r]\{u}
xi = (r − 2) xu +
∑
i∈[r]
xi,
qxv = (r − 1) xv +
∑
i∈[r]\{v}
xi = (r − 2) xv +
∑
i∈[r]
xi,
and after subtracting we get
q (xu − xv) = (r − 2) (xu − xv) .
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Since q < r − 2, we see that xu = xv. As u, v are arbitrary vertices in R, we conclude that xk+1 =· · · = xr . Set xr = c. If c = 0, then
q = ∑
ij∈E(G)
(
xi + xj)2  ∑
ij∈E(H)
(
xi + xj)2  qmin(H),
contrary to the assumption; thus, we shall assume that c = 0.
Let us note first that the equations
(q − r + 2) c = (q − r + 2) xv =
∑
i∈[r]
xi =
∑
i∈[k]
xi + (r − k) c
imply that∑
i∈[k]
xi = (q − 2r + k + 2) c. (11)
We also have
q = ∑
ij∈E(G)
(
xi + xj)2
= ∑
ij∈E(H)
(
xi + xj)2 +∑
j∈R
∑
i∈[k]
(
xi + xj)2 + ∑
ij∈R,i<j
(
xi + xj)2
= ∑
ij∈E(H)
(
xi + xj)2 + (r − k) ∑
i∈[k]
(xi + c)2 + 4c2
(
r − k
2
)
 qmin(H)
∑
i∈V(H)
x2i + (r − k)
⎛
⎝∑
i∈[k]
x2i + kc2 + 2c
∑
i∈[k]
xi
⎞
⎠+ 4c2
(
r − k
2
)
 q
(
1 − (r − k) c2
)
+ (r − k)
⎛
⎜⎝1
k
⎛
⎝∑
i∈[k]
xi
⎞
⎠2 + kc2 + 2c ∑
i∈[k]
xi
⎞
⎟⎠+ 4c2
(
r − k
2
)
.
In view of (11), after some algebra we obtain
0 − (r − k) c2q + (r − k) (q − 2r + k + 2)
2
k
c2 + (r − k) kc2
+ 2 (r − k) c2 (q − 2r + k + 2) + 2c2 (r − k) (r − k − 1) .
In turn, this inequality implies that
0  −q + (q − 2r + k + 2)
2
k
+ k + 2q − 4r + 2k + 4 + 2r − 2k − 2
= (q − 2r + k + 2)
2
k
+ q − 2r + k + 2
= (q − 2r + k + 2)
(
q − 2r + 2k + 2
k
)
.
Hence
q − 2r + k + 2  0,
and in view of q < r − 2 it follows that k > r, a contradiction completing the proof. 
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Proof of Theorem 2.7. Let uv ∈ E(G) and let x = (x1, . . . , xn) be a unit vector defined by
xi =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
1/
√
2 if i = u;
−1/√2 if i = v;
0 otherwise.
Then,
qn(G)  〈Qx, x〉 =
∑
ij∈E(G)
(
xi + xj)2
= (d (u) − 1)
(
1/
√
2
)2 + (d (v) − 1) (1/√2)2
= d (u) + d (v) − 2
2
,
completing the proof.
It is clear that if G is a dangled graph, then equality holds in (7). 
Proof of Theorem 2.8. Let uv ∈ E(G), assume that d (v)  d (u) , and set
b = (d (u) − d (v))2 + 4.
Define a vector x = (x1, . . . , xn) as
xi =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
√
b+√b2−4b
2b
if i = u;
−
√
b−√b2−4b
2b
if i = v;
0 otherwise.
Clearly
x21 + · · · + x2n = x2u + x2v =
b + √b2 − 4b
2b
+ b −
√
b2 − 4b
2b
= 1,
so x is a unit vector. Then
qmin(G) 〈Qx, x〉 =
∑
ij∈E(G)
(
xi + xj)2
= (d (u) − 1) x2u + (d (v) − 1) x2v + (xu + xv)2
= d (u)
(
x2u + x2v
)
+ (d (v) − d (u)) x2v + 2xuxv
= d (u) + (d (v) − d (u)) x2v + 2xuxv.
We have
2xuxv = −2
√√√√b + √b2 − 4b
2b
· b −
√
b2 − 4b
2b
= −2
√
b2 − (b2 − 4b)
4b2
= −2
√
1
b
.
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and so, substituting also xv, we obtain
qmin(G)  d (u) + (d (v) − d (u)) b −
√
b2 − 4b
2b
− 2
√
1
b
= d (u) + (d (v) − d (u))
(
1
2
− |d (u) − d (v)|
2
√
b
)
− 2
√
1
b
= d (v) + d (u)
2
− (d (v) − d (u))
2
2
√
b
− 2
√
1
b
= d (v) + d (u)
2
−
(
(d (v) − d (u))2 + 4
2
√
b
)
= d (v) + d (u)
2
−
√
(d (u) − d (v))2 + 4
2
,
completing the proof.
It is clear that if G is a dangled graph, then equality holds in (8). 
Proof of Theorem 2.9. Let d (u) = δ and let v be a neighbor of u. By Theorem 2.8, we see that
qmin(G) 
δ + d (v)
2
−
√
(δ − d (v))2 + 4
2
.
Using calculus, we find that the function
f (x) = δ + x
2
−
√
(δ − x)2 + 4
2
is increasing in x for x  δ. Therefore, in our case f (x)  f (n − 1) , implying the assertion. 
Proof of Theorem 2.10. Set for short qmin (G) = q, and assume for a contradiction that G satisfies
q > 2m/n − 1 (12)
and that G has the smallest possible order with this property.
Since our proof is rather long, for simplicity its first part is given as a sequence of formal claims.
Claim 1. G is connected.
Proof. Let G be a union of two vertex disjoint subgraphs G1 and G2; write n1 and n2 for their order
andm1 andm2 for their size. Since G has the smallest possible order among all graphs satisfying (12),
we have
qmin (G1)  2m1/n1 − 1 and qmin (G2)  2m2/n2 − 1.
But we immediately see that
q = min (qmin (G1) , qmin (G2))  min (2m1/n1 − 1, 2m2/n2 − 1)
 2 (m1 + m2) / (n1 + n2) − 1,
contradicting (12), and completing the proof of Claim 1. 
Claim 2. δ(G)  2.
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Proof. Clearly, G cannot be a tree since then G is bipartite and so
q = 0 < 2m/n − 1,
contradicting (12). Hence,m  n, and in view of (12) and Theorem 2.9, we see that
1  2m/n − 1 < q < δ(G),
implying the claim. 
Write U and W for the sets of vertices of degree δ and δ + 1 in G. For convenience set k = |U| ,
l = |W| , and Z = V\ (U ∪ W) .
Claim 3. U is an independent set.
Proof. If there are two adjacent vertices of degree δ, then by Theorem 2.7, we see that
q  2δ
2
− 1  2m/n − 1,
contradicting (12) and proving the claim. 
Claim 4. e (U,W) = 0.
Proof. Assume that a vertex of degree δ is joined to a vertex of degree δ + 1. Then by Theorem 2.7,
q  δ − 1/2, and by (12), we find that
2m < nδ + n/2.
On the other hand,
2m = ∑
u∈U
d (u) + ∑
u∈V\U
d (u)  δk + (δ + 1) (n − k)
= δn + n − k,
and so k > n/2. Now applying Corollary 1.2 with X = V\U, we obtain
q  4e (X) + 4e (V\X)
n
= 4e (V\U) + 4e (U)
n
= 4e (V\U)
n
= 4 (m − e (U, V\U))
n
= 4 (m − kδ)
n
< 4m/n − 2δ.
Hence, in view of (12), it follows that
2m/n − 1 < 4m/n − 2δ,
and so,
2δ < 2m/n + 1 < q + 2 < δ + 2,
contradicting Claim 2, and proving Claim 4. 
Claim 5. 2k + l > n.
Proof. Theorem 2.9, together with (12), implies that
2m < (q + 1) n < δn + n.
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On the other hand,
2m = ∑
u∈U
d (u) + ∑
u∈W
d (u) + ∑
u∈V\(U∪W)
d (u)
 δk + (δ + 1) l + (δ + 2) (n − k − l)
= δn + 2n − 2k − l,
and so,
δn + n > δn + 2n − 2k − l,
completing the proof of Claim 5. 
To complete the proof of the theorem we apply Theorem 1.1 to the sets X = U and Y = Z. Taking
into account (12), we thus obtain
2m/n − 1 < q  4e (X) + 4e (Y) + e (X ∪ Y, V\ (X ∪ Y))|X| + |Y |
= 4e (U) + 4e (Z) + e (U ∪ Z,W)
k + (n − k − l)
= 4e (Z) + e (Z,W)
n − l .
In the last line above we use that e (U) = 0 and e (U,W) = 0.
Clearly,
m = e (Z) + e (Z,U) + e (Z,W) + e (W)
and so
4e (Z) + e (Z,W) = 4m − 4e (Z,U) − 3e (Z,W) − 4e (W) . (13)
Also,
l (δ + 1) = ∑
u∈W
d (u) = 2e (W) + e (W, V\W) = 2e (W) + e (Z,W) ,
and so,
2l (δ + 1) = 4e (W) + 2e (Z,W)  4e (W) + 3e (Z,W) .
Taking in view (13), we see that
4e (Z) + e (Z,W)  4m − 4e (Z,U) − 2l (δ + 1)
= 4m − 4kδ − 2l (δ + 1)
= 4m − 4kδ − 2lδ − 2l < 4m − 2nδ − 2l.
This, together with (12), gives
2m/n <
4m − 2nδ − 2l
n − l + 1 =
4m − 2nδ + n − 3l
n − l ,
and so,
2m − 2ml
n
< 4m − 2nδ + n − 3l.
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In view of
2m
n
 q + 1 < δ + 1,
after some algebra, we obtain
2nδ < 2m + 2ml
n
+ n − 3l = 2m
n
(n + l) + n − 3l
< (δ + 1) (n + l) + n − 3l = 2n − 2l + lδ + nδ,
implying that
δ (n − l) < 2n − 2l,
and so δ < 2. This contradicts Claim 2 and completes the proof of the theorem. 
Proof of Theorem 2.11. Let V1, V2, . . . , Vχ be the color classes of G. Given an integer k, 1  k  χ,
define a vector x = (x1, . . . , xn) by
xi =
⎧⎨
⎩ χ − 1 if i ∈ Vk;−1 otherwise.
We have
qmin(G) ‖x‖2 
∑
ij∈E(G)
(
xi + xj)2 .
On the one hand for ‖x‖2 we see that
‖x‖2 = (χ − 1)2 |Vk| + (n − |Vk|) = χ (χ − 2) |Vk| + n.
On the other hand,∑
ij∈E(G)
(
xi + xj)2 = ∑
ij∈E(G),i∈Vk,j/∈Vk
(
xi + xj)2 + ∑
ij∈E(G),i/∈Vk,j/∈Vk
(
xi + xj)2
= ∑
ij∈E(G),i∈Vk,j/∈Vk
(
χ2 − 4χ + 4
)
+ ∑
ij∈E(G),i/∈Vk,j/∈Vk
4
= ∑
ij∈E(G),i∈Vk,j/∈Vk
(
χ2 − 4χ
)
+ ∑
ij∈E(G)
4
=
(
χ2 − 4χ
)
e (Vk, V\Vk) + 4m.
In summary, for every k = 1, . . . , χ, we have
(χ (χ − 2) |Vk| + n) qmin(G) 
(
χ2 − 4χ
)
e (Vk, V\Vk) + 4m.
Let us add these inequalities for k = 1, . . . , χ. We obtain
qmin(G)
χ∑
k=1
(χ (χ − 2) |Vk| + n)  4m +
χ∑
k=1
(
χ2 − 4χ
)
e (Vk, V\Vk) .
and so,
qmin(G) (χ (χ − 2) n + χn)  2
(
χ2 − 4χ
)
m + 4χm.
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Now we easily get
χ (χ − 1) nqmin(G)  2χm (χ − 2) ,
and this implies the desired inequality. 
4. Open problems
We conclude that paper with some open problems about qmin.
Question 4.1. Find all cases of equality in (2) and (3).
Question 4.2. Find all cases of equality in (7), (8) and (9).
Question 4.3. Find all cases of equality in (10).
Conjecture 4.4. Among all connected graphs of order n and chromatic number r the minimum qmin is
attained for the complete graph of order r  3 with an attached path of length n − r.
Conjecture 4.5. Let G be a connected graph on n vertices and m edges. Then,
qmin(G) 
2m
n − 1 − n + 2.
References
[1] S. Belhaiza, N.M.M. Abreu, P. Hansen, C.S. Oliveira, Variable Neighborhood Search for Extremal Graphs 11. Bounds on Algebraic
Connectivity, Les Cahiers du GERAD, G-2004-68, 2004.
[2] D.M. Cardoso, D. Cvetkovic´, P. Rowlinson, S.K. Simic´, A sharp lower bound for the least eigenvalue of the signless Laplacian of
a non-bipartite graph, Linear Algebra Appl. 429 (2008) 2770–2780.
[3] D. Cvetkovic´, Spectral theory of graphs based on the signless Laplacian, Research Report, 2010. Available at:
<http://www.mi.sanu.ac.rs/projects/signless_L_reportApr11.pdf>.
[4] D. Cvetkovic´, Signless Laplacians and line graphs, Bull. Acad. Serbe Sci. Arts, Cl. Sci. Math. Natur., Sci. Math. 131 (2005) 85–92.
[5] D. Cvetkovic´, S.K. Simic´, Towards a spectral theory of graphs based on the signless Laplacian, I, Publ. Inst. Math. (Beograd) 85
(99) (2009) 19–33.
[6] D. Cvetkovic´, S.K. Simic´, Towards a spectral theory of graphs based on the signless Laplacian, Linear Algebra Appl. 432 (2010)
2257–2272.
[7] D. Cvetkovic´, S.K. Simic´, Towards a spectral theory of graphs based on the signless Laplacian, III, Appl. Anal. Discrete Math. 4
(2010) 156–166.
[8] D. Cvetkovic´, P. Rowlinson, S. Simic´, Eigenvalue bounds for the signless Laplacian, Publ. Inst. Math. (Beograd) 81 (95) (2007)
11–27.
[9] K.C. Das, On conjectures involving second Largest signless Laplacian eigenvalue of graphs, Linear Algebra Appl. 432 (2010)
3018–3029.
[10] M. Desai, V. Rao, A characterization of the smallest eigenvalue of a graph, J. Graph Theory 18 (1994) 181–194.
[11] S.-G. Guo, On the eigenvalues of the quasi-Laplacianmatrix of a graph, Technical Report, Department ofMathematics, Yancheng
Teachers College.
[12] W. Haemers, E. Spence, Enumeration of cospectral graphs, Eur. J. Combin. 25 (2004) 199–211.
[13] A.J. Hoffman, On Eigenvalues and Colorings of Graphs, Graph Theory and its Applications, Academic Press, New York, 1970,
pp. 79–91..
[14] M. Liu, B. Liu, The signless Laplacian spread, Linear Algebra Appl. 432 (2010) 505–514.
[15] C.S. Oliveira, L.S. de Lima, N.M.M. Abreu, S. Kirkland, Bounds on the Q-spread of a graph, Linear Algebra Appl. 432 (2010)
2342–2351.
[16] H. Wilf, The eigenvalues of a graph and its chromatic number, J. London Math. Soc. 42 (1967) 330–332.
[17] C. Yan, Properties of spectra of graphs and line graphs, Appl. Math. J. Chinese Univ. Ser. B 3 (2002) 371–376.
[18] X. Tan, B. Liu, On the spectrum of the quasi-Laplacian matrix of a graph, Australas. J. Combin. 34 (2006) 49–55.
