Abstract Multiple kernel learning (MKL) is demonstrated to be flexible and effective in depicting heterogeneous data sources since MKL can introduce multiple kernels rather than a single fixed kernel into applications. However, MKL would get a high time and space complexity in contrast to single kernel learning, which is not expected in real-world applications. Meanwhile, it is known that the kernel mapping ways of MKL generally have two forms including implicit kernel mapping and empirical kernel mapping (EKM), where the latter is less attracted. In this paper, we focus on the MKL with the EKM, and propose a reduced multiple empirical kernel learning machine named RMEKLM for short. To the best of our knowledge, it is the first to reduce both time and space complexity of the MKL with EKM. Different from the existing MKL, the proposed RMEKLM adopts the Gauss Elimination technique to extract a set of feature vectors, which is validated that doing so does not lose much information of the original feature space. Then RMEKLM adopts the extracted feature vectors to span a reduced orthonormal subspace of the feature space, which is visualized in terms of the geometry structure. It can be demonstrated that the spanned subspace is isomorphic to the original feature space, which means that the dot product of two vectors in the original feature space is equal to that of the two corresponding vectors in the generated orthonormal subspace. More importantly, the proposed RMEKLM brings a simpler computation and meanwhile needs a less storage space, especially in the processing of testing. Finally, the experimental results show that RMEKLM owns a much efficient and effective performance in terms of both complexity and classification. The contributions of this paper can be given as follows: (1) by mapping the input space into an orthonormal subspace, the geometry of the generated subspace is visualized; (2) this paper first reduces both the time and space complexity of the EKM-based MKL; (3) this paper adopts the Gauss Elimination, one of the on-the-shelf techniques, to generate a basis of the original feature space, which is stable and efficient.
Introduction
Cognitive neuroscience seeks to clarify the cognitive activity of brain mechanisms. It explores how the human brain calls on all the levels of its components, including molecular, cellular, and the whole brain area, to achieve a variety of cognitive activities. In recent years, the research have made significant progress on several core branches of cognitive neuroscience including cognitive psychology, psychological linguistics, artificial intelligence, artificial neural network and so on. In this paper, we focus on the artificial intelligence and conduct a further research on machine learning. Through our research, we hope to inspire the further connection between machine learning and the other branches of cognitive neuroscience, which is also discussed by some researchers. For example, Wang et al. (2010) applied the principal component analysis (PCA) into the original electroencephalogram (EEG) for dimension reduction, which is a novel feature extraction of machine learning. Yu et al. (2011) proposed a new computational model of bottom-up visual attention based on a pulsed PCA transform, which exploited the signs of the PCA coefficients so as to generate a spatial and motional saliency. In the literature Zhang et al. (2013) , extracted the psychophysiological measures so as to characterize the operator functional state (OFS) in the automated tasks under a complex form of human-automation interaction, where the fuzzy C-mean (FCM) algorithm was used and tested for its OFS performance. In this paper, we conduct the research from the perspective of multiple kernel learning (MKL).
The classical formulation of MKL induces a linear convex combination of the M candidate kernels as G ¼ P M l¼1 a l K l ; a l ! 0; P M l¼1 a l ¼ 1 into support vector machine (SVM) (Muller et al. 2001) . Lanckriet et al. (2004) constructed a convex Quadratically Constrained Quadratic Program (QCQP) for the combinations of multiple kernels G ¼ P M l¼1 a l K l . For extending the method of Lanckriet et al. to large scale problems, Bach et al. (2004) took the dual formulation of QCQP as a Second-Order Cone Programming (SOCP) problem. Then Sonnenburg et al. (2006a, b) reconstructed QCQP as a Semi-Infinite Linear Program (SILP) that recycles the standard SVM implementations. Rakotomamonjy et al. (2007 Rakotomamonjy et al. ( , 2008 proposed simple MKL by exploring an adaptive 2-norm regularization formulation. Szafranski et al. (2010) , Xu et al. (2010) and Subrahmanya and Shin (2010) constructed the connection between MKL and group-LASSO to model group structure. Most of them were based on implicit kernel mapping (IKM) (Muller et al. 2001) . The IKM, denoted as U i ðxÞ, can be achieved by introducing a kernel function kðx i ; x j Þ, which determines the geometrical structure of the mapped data in feature space, where we do not need to obtain the explicit mapping form, but to compute the kðx i ; x j Þ ¼ U i ðx i Þ Á U i ðx j Þ (Muller et al. 2001) . In this paper, we focus on another kernel mapping method, which is called empirical kernel mapping (EKM). The EKM, denoted as U e ðxÞ, should explicitly give the feature of x in the mapped U e -space. The classical formulation of EKM is Scholkopf et al. 1999; Xiong et al. 2005 ), which will be described in Sect. 2.3. Both of U i ðxÞ and U e ðxÞ have their own characters. The former is supposed to avoid the curse of dimensionality and keep the linearity property of learning machine in the mapped space at the same time. The latter is supposed to be much easier in processing and analysis the adaptability of a kernel for the input space than the former (Kim et al. 2006; Yan et al. 2010; Farquhar et al. 2005 ). As we stated above, the MKL with IKM has recently got much attention Bach et al. 2004; Sonnenburg et al. 2006a, b; Rakotomamonjy et al. 2007; Szafranski et al. 2010) . In contrast, it is less attracted for the MKL with EKM except our previous work MultiK-MHKS (Wang et al. 2008) .
Although those MKL algorithms, which we mentioned above, successfully increase the accuracy, the use of multiple kernels leads to increase the time and space complexity significantly, including our previous work MultiK-MHKS. A real-world application typically requires testing its trained system for numerous instances. Testing a single instance requires smaller amounts of time and space than training the entire system, but the total amount of time and space consumed during the use of the system with numerous tests is critically important in real-world applications, especially when (1) the total storage space is restricted, and (2) the real-time response during testing an instance is required to be sufficiently fast.
There are two main methods to reduce the time and space complexity. One is to pre-process the inputs before training the classifiers, and the other is to optimize the architecture of MKL algorithms. The Nyström approximation method (Williams and Seeger 2001) decreases the computational cost of kernel-based methods from Oðn 3 Þ to Oðm 2 nÞ, where n is the number of training inputs and 0\m\n. The approximation matrixG is got by randomly choosing m rows and columns from the Gram kernel matrix G without replacement. And it is not necessary to store the whole Gram kernel matrix G, but only a m Â n portion of it. Wang et al. (2011) applied it into the multi-view learning machine. Moreover, Demir and Alpaydin (2005) developed a utility-based framework to reduce the time complexity. They constructed two novel cost-conscious ensembles; the first one determined a subset of classifiers and the second dynamically selected a single classifier. Both ensembles successfully switched between classifiers according to the accuracy-cost trade-off of an application. In this paper, we pay attention onto the combination MKL with EKM, and propose a reduced multiple empirical kernel learning machine named RMEKLM for short. As we mentioned above, we take the first method to reduce the time and space complexity, that is pre-processing the EKM-space. It is the first to propose the problem about reducing the time and space complexity for EKM-based MKL algorithm. As we know, in kernel based learning the data is mapped to a kernel feature space (F ) of a dimension that corresponds to the number of training data points. In practice, however, the data forms a smaller submanifold in F . The RMEKLM borrows the idea from (Harmeling et al. 2003) , which adopts an orthonormal basis to construct a subspace of F . Then by mapping the input vector into the reduced orthonormal space, we can get a reduced vector, which can reduce the time complexity, especially the testing time complexity. The orthonormality implies that the dot product of two reduced vectors coincides with that of two corresponding input vectors mapped into the original feature space, which is a remarkable property. In order to clarify the relationship between the geometry structures of F and the reduced space intuitively, we draw Fig. 1 . In Fig. 1 , for simplicity, we suppose that the input space is 1-dimensional. The inputs are non-linear separable. By mapping them into F , which could be 3-dimensional, these feature vectors are linear separable. However, these feature vectors constitute a subspace of F . So by generating an orthonormal basis of the subspace of F , we can get the 2-dimensional subspace, and also these reduced inputs are linear separable. Furthermore, we explorer a new way to obtain a group of inputs that later forms an orthonormal basis of F , which is more efficient and stable than the original method in (Harmeling et al. 2003) . In practice, rather than storing all the training inputs in the original EKM method, we just need to store a portion of them that later constructs an orthonormal basis of F , which reduces the space cost significantly.
In implementation, we apply RMEKLM to the framework of MultiK-MHKS (Wang et al. 2008 ), since which is also an EKM-based algorithm. MultiK-MHKS borrowed the characteristic of Canonical Correlation Analysis (CCA) (Hardoon et al. 2004 ) and explicitly mapped the input data into multiple feature spaces, where each feature space can be taken as one view of the original input data. Each view is expected to exhibit some geometrical structures of the original data from its own perspective such that all the views can complement for the subsequent learning task. The MultiK-MHKS aimed to make the projection of each view onto their corresponding basis vectors maximally close to the average projection of all views.
The advantages of the proposed RMEKLM are highlighted as follows:
• Visualized geometry structure: By mapping the inputs onto an orthonormal basis of the feature space, the well structured subspace is isomorphic to the original feature space. The visualizability of the orthonormal subspace is depicted in Fig. 1 .
• Reduced time and space complexity: Since we get a subspace of the original feature space, less calculations for kernel functions will be performed, so that the learning process is sped up, especially the testing process. And we only need to store a portion of the training patterns that later construct an orthonormal basis of the feature space. Fig. 1 The picture on the top side depicts the input space. By mapping the inputs into the feature space F , we get the picture on the left-bottom side. However, the feature vectors in F constitute an orthonormal subspace of F , which is depicted on the right-bottom side Elimination, one of the on-the-shelf techniques, so as to extract a set of feature vectors of the feature space to generate an orthonormal basis, which is more efficient and stable than the other methods used in Harmeling et al. (2003) .
The rest of this paper is organized as follows. Section 2 gives the architecture of the proposed RMEKLM. Section 3 reports on all the experimental results. Finally, conclusions and future work are given in Sect. 4.
Reduced multiple empirical kernel learning machine (RMEKLM)
The proposed RMEKLM inherits the architecture from MultiK-MHKS. But different from it, RMEKLM maps the inputs into an orthonormal subspace of the feature space. However, to construct an orthonormal subspace, RMEKLM needs to generate an orthonormal basis. In this section, firstly, assuming that we have found a group of inputs from the input space that construct an orthonormal basis after mapping them into the feature space, we will specify the architecture of RMEKLM in Sect. has full rank and its inverse exists. So, we can define an orthonormal basis
the column space of which is identical to the column space of U 
which states the remarkable property that the dot product of two linear combinations of the columns of U e x in F coincides with the dot product in R r . By construction of N, the column space of U e x is naturally isomorphic(as vector spaces) to R r . Moreover, this implies that all properties regarding angles and lengths can be taken back and forth between the column space of U e x and R r .
Then we show how to map the input data to the right space. The expression
with i; j ¼ 1. . .r can be effectively calculated using the kernel trick and by construction of v 1 ; . . .; v r , it has full rank and is thus invertible. Similarly we get
Using both matrices we compute finally the parameter matrix We can apply it to the model of MultiK-MHKS (Wang et al. 2008 ). MultiK-MHKS borrowed an argument from canonical correlation analysis (CCA) (Hardoon et al. 2004) to develop a MKL method based on EKM. It aimed to minimize the objective function
where l ¼ 1. . .M, M denotes the number of kernels we used, f l is the l-th classifier, R emp ðf l Þ is the empirical risk term, R reg ðf l Þ represents the regularization term that penalizes the roughness or smoothness of f l , and c l > 0 is a regularization parameter that controls the trade-off between R emp ðf l Þ and R reg ðf l Þ;
role of the agreement penalization on the outputs of multiple f l and k > 0 is a factor controlling the trade-off between R IFSL and P M i¼1 ½R emp ðf l Þ þ c l R reg ðf l Þ. The base classifier f l takes the Modification of HoKashyap algorithm with Squared approximation of the misclassification errors (MHKS) (Łęski 2003) for each kernel. Given training samples fðx i ; u i Þg N i¼1 ; u i 2 fÀ1; þ1g; x i 2 R t , the decision function of MHKS
is obtained by optimizing the following loss function min x2R tþ1 ;b>0
wherex 2 R t are the weight vector and x 0 2 R is the bias. 
wherex l 2 R r l ; x 0l 2 R are the weight vector and the bias in the l-th feature space, and the augmented weight vector is x l ¼ ½x
T . Finally, the R IFSL ðFÞ is given as follows:
where M denotes the number of views we use. Minimizing Eq. (11) characterizes that the outputs of each view fðW e l ðx i Þ; u i Þg N i¼1 onto their corresponding weight vector x l are constrained to be maximally close to the average outputs of all the views, which is induced from NmCCA (Wang et al. 2008 ) that is a new formulation for CCA in multi-view case.
Consequently, RMEKLM implements the learning framework Eq. (6) by min
where Y l ; x l ;x l ; b l NÂ1 correspond to one MHKS in one view. It can be found that the optimization problem Eq. (12) with respect to the single x l is convex (Cristianini and Shawe-Taylor 2000) while x j;j6 ¼l is fixed. Thus, we solve x l in a sequence l ¼ 1. . .M and employ a modification of the gradient descent with a heuristic update-rule for each x l . Now, making the gradient of L with respect to x l be zero, we can obtain
whereĨ is a diagonal matrix with full 1s except the last element set to zero.
In the l-th view, it can be noted that w l only depends on b l NÂ1 from Eq. (13). Then, by differentiating L with regard to b l NÂ1 and setting the result equal to zero, we can get
In order to guarantee that the samples are correctly classified in the l-th view, the elements of b l NÂ1 need to be nonnegative. Thus, we employ the iterative algorithm for determining x l and b l NÂ1 analogously to Łęski (2003) . 
where at the k-th iteration, the error vector of the l-th view e can be given by Eq. (13). In practice, the termination criterion can be designed as k L kþ1 À L k k 2 6 n. The designed procedure is summarized in Table 1 .
Using the obtained weight vector x l ; l ¼ 1. . .M, now we give the decision function of RMEKLM for the input pattern z with its corresponding mapped pattern fW e l ðzÞg M l¼1 : where K denotes the kernel matrix, m and n denote the numbers of the rows and columns respectively, classðKÞ denotes the type of K(maybe integer, float or double), epsðclassðKÞÞ is the positive distance from j classðKÞ j to the next larger in magnitude floating point number of the same precision as classðKÞ, k K k1 is the l 1 Ànorm of K. We can modify the round-off error manually to get different results. The bigger the round-off error is, the smaller the rank of v 1 ; . . .; v r will be and of course the faster the orthonormal basis will be generated. If the round-off error is set too big, much information of the feature space will be lost, which could lead to a bad classification performance.
RMEKLM versus MultiK-MHKS
MultiK-MHKS uses the following empirical kernel mapping to map the inputs into the feature space. Let fðx i ; u i Þg N i¼1 be a t-dimensional inputs, where u i 2 fÀ1; þ1g; i ¼ 1. . .N is the label of x i ; i ¼ 1. . .N. MultiK-MHKS explicitly mapped each sample x 2 R t into U e ðxÞ 2 R r . Let K denote the N Â N kernel matrix of rank, say r, that is, K ¼ ½k ij NÂN , where
Since K is a symmetrical positive-semidefinite matrix, K can be decomposed as
where K is a diagonal matrix containing only the r positive eigenvalues of K in decreasing order, and Q consists of the eigenvectors corresponding to the positive eigenvalues. The map from the input space to an r-dimensional Euclidean space U e r ðxÞ : 
, where M denotes the number of kernels we use. In Eq. (5), however, the input is mapped into an orthonormal subspace of the feature space, which to some extent reduces the computational complexity. RMEKLM needs N 2 þ r times for calculating the kernel functions, where N 2 times for evaluating the Gram kernel matrix and r times for evaluating kðx; v 1 Þ; . . .; kðx; v r Þ ½ on the right side of Eq. (5). Rather than evaluating eigendecomposition of each Gram kernel matrix, RMEKLM needs 2 3 OðN 3 Þ time complexity for extracting the vectors v 1 ; . . .; v r , which is described in Sect. 2.2. Then the total cost is O M Â ðN 2 þ r þ 2 3 N 3 Þ Â Ã ; note that r is much smaller than N. Moreover, from the point of space complexity, MultiK-MHKS needs to store all the training inputs, e.g. x 1 ; x 2 ; . . .; x N in Eq. (18), during both of the training and testing process. On the contrary, RMEKLM needs to store only the r inputs, e.g. v 1 ; . . .; v r in Eq. (5), where r is the rank of the subspace, which reduces the space complexity significantly.
Experiments
In this section, we choose MultiK-MHKS, SVM-2K (Farquhar et al. 2005) , KMHKS and SVM to compare with RMEKLM for classification performance. Especially, we pay close attention to RMEKLM and MultiK-MHKS, since both of which are based on EKM. Results of the experiments show that RMEKLM can reduce both the training time and the testing time without losing much classification accuracy, particularly on the large-scale data sets. Benchmark data sets used here are listed in Table 2 . Experimental setting, classification and computation performance comparison, performance of two orthonormal basis generation algorithms will be discussed in the following subsections.
Experimental setting
In our experiments, the candidate kernels are linear kernel
2r 2 Þ, where r is set to the average value of all the l 2 -norm distance jjx i À x j jj 2 ; i; j ¼ 1. . .N as used in Tsang et al. (2006), and polynomial kernel kernelðx i ; x j Þ ¼ ðx
d where d is set to 2. For RMEKLM and MultiK-MHKS, we use linear kernel, poly kernel and RBF kernel to generate three views,which means the M in Eq. (6) is set to 3, the margin vector b l is initialized to 10 À6 , the n in the termination criterions is fixed to 10 À3 , the parameter q is set to 0:99, both the regularization parameter c and k are selected from the set f2 À4 ; 2 À3 ; . . .; 2 3 ; 2 4 g, and the x l ; l ¼ 2. . .m are initialized to zero vectors, respectively. For SVM-2K, we only use the combination of linear kernel and RBF kernel in our experiment, since we prefer to focus on the time complexity. Moreover, we only choose RBF kernel for the other two single kernel algorithms. The parameter settings for SVM-2K, KMHKS and SVM have been optimized, and we choose the best result of them to compare with RMEKLM. The one-against-one classification strategy (Kreßel 1999 ) and the majority voting technique are adopted for multi-class problems. For each classification problem, 10 independent runs are performed and their classification accuracies on the test sets are averaged, and in each such run, every used data sets is randomly divided into the two no-overlapping parts with the one for training and the other one for testing, which is known as the Monte Carlo Cross Validation (MCCV) (Xu and Liang 2001) .
Computational performance comparison
We compare RMEKLM only with the other two multiple kernel algorithms for training time and testing time. All the computations are performed on Intel(R) Core(TM) i5 CPU @ 3.2 GHz running Linux x86_64 and MATLAB environment. The training time and testing time of RMEKLM as well as those of the compared algorithms with their optimal parameters in 10 runs are recorded in Figs. 2 and 3 respectively. In implementation, the training time of RMEKLM includes the time for Gauss Elimination process, computations of mapping the inputs to W e and training the classifiers.
In Fig. 2 , each node represents a data set that list in Table 2 . The horizontal axis denotes the scale of the data set, and the vertical axis denotes the time, which amounts in second. From Fig. 2 , we can find that RMEKLM runs faster than MultiK-MHKS on most of the data sets. It means through projecting the input space to a lower dimension, RMEKLM can reduce the training time to some extent by less matrix computations in contrast with MultiK-MHKS. RMEKLM works much faster than SVM-2K on most of the datasets except the fifth node, even it combines one more kernel during the training process. The growth rates of the training time of RMEKLM and MultiK-MHKS are much slower than that of SVM-2K. When the scale reaches about 1,200, the gap between RMEKLM and SVM-2K is significantly big. Moreover, we can intuitively find that with the growth of the scale of the inputs, the gap between RMEKLM and MultiK-MHKS is increasing.
In Fig. 3 , the meanings of the nodes, the horizontal axis and the vertical axis are the same as those in Fig. 2 . From  Fig. 3 , we can find that RMEKLM could reduce the testing time by mapping the unlabeled samples into the reduced orthonormal space significantly, which means that RMEKLM can offer much quicker response than MultiK-MHKS. Since SVM-2K uses two kinds of kernels to map the unlabeled samples, it works fastest when the scale is large to some degree. Moreover, we can find that when the scale reaches between 800 and 1,200, the growth rate of RMEKLM is obviously slower than that of MultiK-MHKS. As we stated above, a quick response is important in realworld applications. RMEKLM can classify the unlabeled patterns more efficiently than MultiK-MHKS when the scale of them is growing. On the other hand, experientially speaking, when the time complexity decreases, the space complexity will correspondingly increase. However, in our experiment, RMEKLM needs to store less vectors in the memory and simultaneously works faster than MultiK-MHKS, which is a win-win situation.
Classification comparison
In Table 3 , data sets presented in this table are ordered by their scales and the best results are bold. It shows that the classification accuracy of RMEKLM is comparable to that of MultiK-MHKS, which means that the idea, by projecting the input space onto the orthonormal basis of the feature space, is feasible and applicable. Compared with SVM and KMHKS, RMEKLM exhibits clear improvements on Wine, Wdbc, Pima and Segmentation for classification accuracy. It means RMEKLM can offer some needed flexibility and well manipulate the case that involves multiple, heterogeneous data sources, which algorithms based on the single kernel cannot.
Here we focus on the multiple kernel classifiers. From Table 3 , we can see that RMEKLM outperforms SVM-2K on all the data sets, especially on Wine, Wdbc, Balance, Pima, CMC and Segmentation, since SVM-2K uses only two kernels to map the patterns. Of course, we can use different combinations of kernels in SVM-2K, and maybe that would provide better results. However, using different combinations means Table 2 . The graph on the right side is obtained by zooming in the graph on the left side that we have to train different optimal kernel parameters, which is time expensive. Moreover, in general, RMEKLM owns a competitive classification performance to MultiK-MHKS, sometimes even better, e.g Wdbc and Transfusion. But the standard deviation of RMEKLM is bigger than that of MultiK-MHKS on most data sets. We think the reason is that the implementation on computer is an approximate value during the Gauss Elimination process, so we lose some information of the original feature space. But for it, RMEKLM well inherits the advantage of the MultiK-MHKS in terms of the classification performance.
Performance of Gauss Elimination and random descending
In this section, we discuss the performance of orthonormal basis generation algorithms. In literature Harmeling et al. (2003) , before formulating the algorithm the author defines the function rkðnÞ for numbers n by the following process: randomly pick n points v 1 ; . . .; v n from the inputs and compute the rank of the corresponding n Â n matrix U T v U v . The orthonormal basis is obtained by: (1) start with a large r with rkðrÞ\r. (2) Decrement r by one as long as rkðrÞ\r holds. As soon as rkðrÞ ¼ r been obtained, r was found. Choose v 1 ; . . .; v r as the vectors that achieve rank r. The problem is that the time complexity of computing the rank of matrix is Oðn 3 Þ, where n denotes the scale of the inputs. And in order to get the largest rank, we have to do this computation several times, which make the total time complexity close to Oðn 4 Þ. It is intolerable especially on the large scale data sets. By using the Gauss Elimination, the total time complexity reduces to 2 3 Oðn 3 Þ. We can see the significant improvements in Fig. 4 . Here, we use all the samples of each data sets to generate an orthonormal basis. On the other hand, the orthonormal bases generated by Random Descending are unstable because of the Table 2 . The graph on the right side is obtained by zooming in the graph on the left side randomness. Sometimes the rank of the generated basis is smaller than that of the feature space, that is to say r\rankðU T x U x Þ, which leads to losing some information of the feature space. On the contrary, Gauss Elimination does not have such problem. More detail is shown in Table 4 , where the symbol ''#'' denotes the rank loss. We can find that Random Descending works worst in the RBF kernel space, because of its high dimension. using the Random Descending method, which is unstable and needs close to OðN 4 Þ time complexity. The experiments results validate the effectiveness and the efficiency of the RMEKLM in terms of the classification performance, the time complexity and the stability and efficiency of the Gauss Elimination. In the future work, we will combine the RMEKLM with the cognitive neuroscience. For example, through sampling and extracting the features of EEG, we can get the new samples of EEG. Then, the RMEKLM can identify the lesions based on the new samples of EEG. Similarly, we can also use the RMEKLM to analyze both medical images and neural information.
