Abstract. We investigate what Ext(A, Z) can be when A is torsion-free and Hom(A, Z) = 0. We thereby give an answer to a question of Golasiński and Gonçalves which asks for the divisible Abelian groups which can be the type of a co-Moore space.
Introduction

Marek Golasiński and Daciberg Lima Gonçalves have asked which divisible abelian
groups D can be the type of a co-Moore space [6, Problem 2.6] . In other words, for which D is there a topological space X such that for some n ≥ 2, the integral cohomology of We note that, by [10] , it is consistent with ZFC + GCH that there are torsion-free groups A of cardinality ℵ 1 such that the rank of Ext(A, Z) is < 2 ℵ1 but the p-rank of Ext(A, Z) is also < 2 ℵ1 for some, or all, primes p. Of course, in this case (by Theorem 0.3) Hom(A, Z) must be non-zero. Interestingly, however, the method of [10] can be used to prove the following:
Theorem 0.4. It is consistent with ZFC + GCH that for any cardinal ρ ≤ ℵ 1 , there is a strongly ℵ 1 -free group A of cardinality ℵ 1 such that Hom(A, Z) = 0 and the rank of
Ext(A, Z) is ρ (and, by Theorem 0.3, the p-rank of Ext(A, Z) is 2 ℵ1 for each prime p).
Putting together our results with those proved in [6] and [8] , we can give a complete answer (assuming GCH) to the question of which divisible groups
of cardinality ≤ ℵ 2 are of the form Ext(A, Z) for some A with Hom(A, Z) = 0:
• D cannot have cardinality ℵ 0 (cf. [6, Cor. 1.5], [9, Lemma 5] );
• for D of cardinality ℵ 1 (= 2 ℵ0 ), they are precisely those for which ν 0 = ℵ 1 and each ν p is either finite or ℵ 1 ;
• those D of cardinality ℵ 2 (= 2 ℵ1 ) which can be proved in ZFC to be of this form are those with ν 0 = ℵ 2 and each ν p is either finite or ℵ 1 or ℵ 2 ;
• the only other divisible groups D of cardinality ℵ 2 for which it is consistent with ZFC + GCH that they are of this form are those for which ν 0 ≤ ℵ 1 and each ν p equals ℵ 2 ; on the other hand, it is consistent with ZFC + GCH (in particular true in a model of V = L) that none of these D are of the form Ext(A, Z) where
By modifying the forcing we can also prove: In [4] the consistency with ZFC of the existence of such a group was proved using a different forcing (making 2 ℵ0 > ℵ 1 ), and a weak version of Theorem 0.4 (the case ρ = 0) was also shown consistent with ZFC + ¬CH.
The p-rank of Ext
In this section we will prove Theorem 0.3. Throughout, A will denote a torsion-free group of uncountable cardinality κ. We will denote the torsion-free rank (resp. p-rank)
of Ext(A, Z) by ν 0 (A) (resp. ν p (A)). The proof will be given in a series of lemmas. Gregory [7] and Shelah [11] showed that GCH implies diamond for successor cardinals larger than ℵ 1 . Devlin and Shelah [1] proved that weak CH (2 ℵ0 < 2 ℵ1 ) implies a weak form of diamond at ℵ 1 . In the following, the notation Φ λ (E) means that the weak diamond principle holds for the subset E of λ (cf. [3, VI.1.6]).
The invariant Γ λ,Z (A) of a group A of cardinality λ is defined in [3, p. 352] . We use to denote disjoint union.
Lemma 1.2. (a) Assume GCH. For any infinite successor cardinal
Proof. (a) See [7] , [11] , [1] 
Let us consider first the case where κ is a successor cardinal. By Lemma 1.2(a), κ = α<κ E α where for Now suppose κ is a limit cardinal; then κ = sup{κ i : i < cof(κ)} where for each
is a set of cardinality κ i and κ = i<cof(κ) S i . By Lemma 1.2(a),
If we can show that Ext(F/K i α , Z) = 0 for all α and i, then we will be done by Lemma 1.1. Proof. Since B/pB is isomorphic to a subgroup of A/pA, the dimension of A/pA as a vector space over Z/pZ is κ. From the exact sequence
it follows that ν p (A) equals the dimension of the kernel of p * ; but this kernel is Hom(A, Z/pZ) ∼ = Hom(A/pA, Z/pZ), which clearly has dimension 2 κ .
Finally we have Proof. First we claim that every subset of A of cardinality < κ is contained in a subgroup C of cardinality < κ such that A/C is ℵ 1 -free. If not, then A contains a subgroup A 0 of cardinality < κ such that for every subgroup C of cardinality < κ containing A 0 , there is a subgroup C ′ of A containing C such that C ′ /C is countable and not free. It follow easily that A is the union of a continuous chain of subgroups (A α : α < κ) each of cardinality < κ such that for all α < κ, A α+1 /A α is countable and not free. 
Theorem 0.4: the basics
We now embark on the proof of Theorem 0.4, which will occupy this and the next two sections. Throughout ρ will be a fixed cardinal ≤ ℵ 1 and S will be a stationary and co-stationary subset of ω 1 consisting of limit ordinals.
We begin by defining a group A = A(e, a) which depends on two parameters, functions e and a. The function e is a function from S × ω to the primes such that for all δ ∈ S, e(δ, ·) is a strictly increasing function of ω. The function a is a function on S × ω such that for every δ ∈ S and n ∈ ω, a(δ, n) is a finite non-empty subset of δ such that max a(δ, n + 1) > max a(δ, n) and sup{max a(δ, n) : n ∈ ω} = δ. The functions e and a that we will use will be generic, so A will be defined in a generic extension of the
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universe; we will then construct a further forcing extension in which A has the desired properties.
Let F be the free abelian group with basis
Let K be the subgroup of F generated by {w δ,n : δ ∈ S, n ∈ ω} where
In fact, {w δ,n : δ ∈ S, n ∈ ω} is easily seen to be a basis of
clearly A is an abelian group of cardinality ℵ 1 . Notice that because the right-hand side of (2.1) is 0 in A, we have for each δ ∈ S and n ∈ ω the following relations in A:
Here, and occasionally in what follows, we abuse notation and write, for example, z δ,n instead of z δ,n + K for an element of A. For each α < ω 1 , let A α be the subgroup of A generated by
Then, by (2.2), for each δ ∈ S, z δ,0 + A δ is non-zero and divisible in A δ+1 /A δ by infinitely many primes. Thus A δ+1 /A δ is not free. Moreover, because A δ+1 /A δ is not free for stationarily many
The definition of Ext(A, Z) that is most convenient for our purposes is that it is Hom(K, Z)/ Hom(F, Z) where Hom(F, Z) stands for the subgroup of Hom(K, Z) consisting of those homomorphisms which extend to F . We shall abuse notation and refer to homomorphisms from K to Z as elements of Ext(A, Z) when, strictly speaking, we should refer to the coset mod Hom(F, Z) of the homomorphism. A homomorphism ϕ : K → Z is a torsion element of the group Ext(A, Z) if and only if there is a homomorphism ψ : F → Z and a non-zero integer d such that ϕ = dψ ↾ K. Otherwise, ϕ is a torsion-free element of Ext(A, Z).
We now define the forcing extension in which A will be defined using generic data.
Besides the generic functions e and a we are going to define generically ρ homomorphisms ϕ s (s < ρ) from K to Z which will guarantee that the (torsion-free) rank of Ext(A, Z) is at least ρ. We begin with a model V of ZFC where GCH holds, choose S ∈ V to be a stationary and co-stationary subset of ω 1 , and define a poset as follows:
Definition 2.1. Let Q 0 be the set of all tuples q such that for some δ 0 < ω 1 , q = e q , a q , f q s : s < ρ ∩ δ 0 and for all δ ∈ δ 0 ∩ S:
• e q (δ, ·) : ω → {p ∈ Z : p is prime} and is strictly increasing;
• a q (δ, ·) is a function on ω such that for all n ∈ ω, a q (δ, n) is a finite non-empty subset of δ such that max a q (δ, n) < max a(δ, n + 1) and sup{max a q (δ, n) : n ∈ ω} = δ;
We shall refer to δ 0 as dom(q). The partial ordering of Q 0 is defined by: q 1 ≤ q 2 if and only if q 1 ⊆ q 2 ; note that we follow the convention that stronger conditions are larger.
It is easy to see that for any γ ∈ ω 1 , {q ∈ Q 0 : γ ⊆ dom(q)} is dense in Q 0 . Clearly Q 0 is ω-closed and satisfies the ℵ 2 -chain condition, so GCH is preserved.
Let G 1 be Q 0 -generic and in V [G 1 ] let A = A(e, a) be the group constructed as above with the generic data e = ∪{e q : q ∈ G 1 } and a = ∪{a q : q ∈ G 1 }. Let ϕ s be the homomorphism: K → Z which on the basis {w δ,n : δ ∈ S, n ∈ ω} is given by 10 PAUL C. EKLOF AND SAHARON SHELAH ∪{f q s : q ∈ G 1 }; then {ϕ s : s < ρ} is a linearly independent subset of Ext(A, Z). Thus the torsion-free rank of Ext(A, Z) is at least ρ (i.e., ν 0 (A) ≥ ρ). However, in V [G 1 ] the rank will be larger; so we do an iterated forcing to eliminate torsion-free elements of Ext(A, Z) which are not in the Q-vector space generated by {ϕ s : s < ρ}.
We begin by defining the basic forcing that we will iterate. q into Z such that for some successor ordinal α ∈ ω 1 , the domain of q is {z δ,k : δ ∈ α ∩ S, k ∈ ω} ∪ {x ν : ν < α} and for all δ ∈ α ∩ S and k ∈ ω
(Compare with (2.1)). The partial ordering on Q ψ is inclusion.
In an abuse of notation, if the domain of q is {z δ,n : δ ∈ α ∩ S, n ∈ ω} ∪ {x ν : ν < α}, we shall write dom(q) = α.
Lemma 2.3. For every α ∈ ω 1 and every q ∈ Q ψ , there exists q
Proof. Let dom(q) = β; without loss of generality, β < α. Enumerate {δ ∈ S : β ≤ δ < α} in an ω-sequence δ k : k ∈ ω and define by induction on k the values q(z δ k ,n ) and q(x ν ) so that (2.4) holds; in fact, we can do this so that q(z δ k ,n ) = 0 for sufficiently large n because for sufficiently large n, q(x max(a(δ k ,n)) ) has not previously been defined, so we can choose it to make (2.4) true.
THE STRUCTURE OF EXT(A, Z) AND GCH
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Now P = P i ,Q i : 0 ≤ i < ω 2 is defined to be a countable support iteration of length ω 2 so that for every i ≥ 1, PiQi = Qψ i whenever Pi "ψ i : K → Z is a torsionfree element of Ext(A, Z) independent of {ϕ s : s < ρ}"; otherwise, PiQi = 0. The enumeration of names {ψ i : 1 ≤ i < ω 2 } is chosen so that if G is P -generic and
is a homomorphism: K → Z, then for some i ≥ 1,ψ i is a name for ψ in V Pi .
Then P is proper, (ω 1 − S)-complete (so adds no new ω-sequences) and satisfies the ℵ 2 -chain condition. Moreover, in V [G] every torsion-free element of Ext(A, Z) is dependent on {ϕ s : s < ρ} so ν 0 (A) ≤ ρ. The proof that ν 0 (A) ≥ ρ is the same as the main argument in [10] : note that though the first forcing, Q 0 , is not quite the same here (because of the needs of the following lemma), the proof in [10] is still valid.
It remains to prove that, in
G ν is P ν -generic. First we prove:
Proof. By equation (2.2), if h ∈ Hom(A, Z) and h(x µ ) = 0 for all µ ∈ ω 1 , then h is identically zero. So suppose, to obtain a contradiction, that there exists a Q 0 -nameḣ and r 0 ∈ G 1 such that
for some µ ∈ ω 1 and some non-zero integer m. Choose a strictly increasing sequence of primes (d n : n ∈ ω) all larger than m. Choose recursively an increasing chain {r ν :
ν ∈ ω 1 } of elements of Q 0 such that if α ν = dom(r ν ), then µ < α 1 and for all ν, ν ≤ α ν < α ν+1 and for some c ν ∈ Z, r ν+1 ḣ (x α ν ) = c ν . Moreover, for all limit σ, r σ is the union of {r τ : τ < σ}, so dom(r σ ) = sup{α τ : τ < σ}.
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Then, since S is stationary and {σ : α σ = σ} is a club, there is a limit ordinal δ such that dom(r δ ) = α δ = δ ∈ S. Choose a strictly increasing sequence (α ν n : n ∈ ω) whose supremum is δ. Choose a bijection g : ω → Z. For each n ∈ ω, let a n = {α νn } if d n g(n) − c ν n and otherwise a n = {α ν n , µ}, in which case d n g(n) − c ν n − m. There exists r * ∈ Q 0 such that r * ≥ r δ and for all n ∈ ω r * e(δ, n) = d n ∧ a(δ, n) = a n .
We obtain a contradiction by considering any generic G * with r
we have h(z δ,0 ) = g(n) for some n ∈ ω but also e(δ, n)h(
which is a contradiction of the choice of a n .
We conclude this section with a simple lemma.
Lemma 2.5. Any homomorphism f from F to Z is completely determined by f ↾ {x ν :
Proof. This follows from (2.1), since for any δ and any integers c n : n ∈ ω , there is at most one integral solution to the equations
in the unknowns f (z δ,n ) (n ∈ ω).
Hom(A, Z) = 0
In this section and the next we will prove that Hom(A, Z) remains zero even after our iterated forcing. Let h ∈ Hom(A, Z)
] for some i < ω 2 since P satisfies the ℵ 2 -chain condition. We shall prove by induction on i that any h ∈ Hom(A, Z)
belongs to V [G 1 ] and hence is zero. Let q * ∈ G i such that q * ḣ ∈ Hom(A, Z).
Throughout this and the next section, we fix the notations h, i, and q * . LetP i denote the dense subset of P i consisting of conditions q such that there is an ordinal δ such that for all α ∈ dom(q), q(α) belongs to V and dom(q(α)) = δ. If q ∈P i , we will write dom(q) = δ if dom(q(α)) = δ for all α ∈ dom(q). Since Pos α (q) decreases as q increases, we can assume that q * is such that: if i has cofinality ω 1 or i is a successor, then there is α * < i such that Pos α * (q * ) = Pos α (q) whenever α * ≤ α < i and q ≥ q * , and if i has cofinality ω, then for arbitrarily large α < i
Pos α (q * ) = Pos α (q) whenever q ≥ q * (cf. [10, E1, p. 77]). (Note that if i has cofinality ω, we can recursively define q * (α n ) on a sequence (α n : n ∈ ω) approaching i so that the second displayed identity holds.)
We shall say that α is good if the appropriate (depending on the cofinality of i) displayed identity holds for α. We assert: 
Assuming the Claim we will finish the proof. As motivation for the following argument, consider a simple example. 
Note that f may be a function of ζ; e.g., we could have arbitrarily large ζ for which Pṁ ζ = f 0 (ṅ ζ ) and arbitrarily large ζ for
We work in V [G α ]. Letφ α be a Q α -name for the generic object given by Q α , if Q α = 0, and otherwiseφ α is a name for the zero function. By assumption (a), there is a ζ * ∈ ω 1 and a function f ∈ V such that
Moreover, by (b) and (c), there is a γ * ∈ ω 1 , d 1 ∈ Q and a function d 2 : 
by definition of the forcing ϕ α = 0 and hence h ∈ V [G α ], and again we are done by induction.
Proof of Claim 3.2
The proof of Claim 3.2 will follow closely along the lines of the proof in [10] , but notice the additional universal quantifiers in Claim 4.2 (as compared to [10, Fact G] ).
The notation i, q * etc. are as in the previous section. We will call a sequenceᾱ = Ifᾱ is good andū is a candidate, a familyq = {q t : t ∈ T (g,ᾱ,ū)} of conditions iñ
Claim 4.2. For any T (g,ᾱ,ū)-treeq, any integers b * and b * * , and any countable ordinal β, there exist a n u , p n u , andq 1 such that p n u > b * * ,ū 1 =ū a n u , p n u is a candidate, q 1 is a T (g,ᾱ,ū 1 )-tree, max(a n u ) > β, and
We will prove Claim 4.2 assuming that Claim 3.2 is false. Before doing that, let us see why Claim 4.2 implies a contradiction, thus proving Claim 3.2.
Let N be a countable elementary submodel of (H(ℵ 2 ), ∈, P, ) such that N is the union n∈ω N n of a chain of elementary submodels such thatḣ, q * ∈ N 0 and N n ∩ ω 1 <
We can define by induction on n ∈ ω, g n ,ᾱ n = α ℓ : ℓ < n ,ū n = a ℓ , p ℓ : ℓ < n andq n belonging to N n such that for all n:q n is a T (g n ,ᾱ n ,ū n )-tree; g n ⊆ g n+1 ;ᾱ n+1 ↾ n =ᾱ n ;ū n+1 ↾ n =ū n ; max(a n ) > δ n ; and, denoting T (g n ,ᾱ n ,ū n ) by T n :
(i') if s ∈ T n+1 , t ∈ T n and t ⊆ s, then q n t ≤ q n+1 s ;
(ii') for every s ∈ T n+1 , q n+1 s
Pi "ḣ(τ u n+1 n ) = n (mod p n )"; and (iii') for every t ∈ T n+1 and µ ∈ dom(q n+1 t ), q n+1 t (µ) ∈ V and dom(q n+1 t (µ)) ≥ δ n ;
and moreover such that every ζ ∈ N ∩ i equals α n for some n ∈ ω. It is possible to do this construction by Claim 4.2, using an enumeration of N ∩ i, since there are arbitrarily large good ordinals < i.
By 4.1(b), for each n ∈ ω there is q n 0 ∈ Q 0 such that for all t ∈ T n , q n 0 = q n t (0). Let
We claim that there is an r ∈P i such that dom(r) = δ * + 1, q ′ ≤ r and for every n ∈ ω, q n tn ≤ r for some t n ∈ T n . If so, we have a contradiction because in a model
where r ∈ G we have: h(z δ * ,0 ) = n o for some n o ∈ ω, but on the other hand, by (ii'),
We will let r = ∪ n∈ω r n where we define by induction t n ∈ T n and r n such that r n (α ℓ ) ⊇ q n tn (α ℓ ) for all ℓ < n. Assuming that t n and r n have been defined for some n, we choose
so that the equations (2.4) are satisfied for δ = δ * , k < g n+1 (α n ) and q = r n+1 (α n ). Then we choose t n+1 extending t n so that for each ℓ ≤ n, the equations (2.4) are satisfiable
We then let r n+1 (α ℓ ) agree with q n+1 tn+1 (α ℓ ) on the domain of the latter, for
There remains the proof of Claim 4.2 assuming that Claim 3.2 is false. We use the notation of Definition 4.1 and Claim 4.2, and let T = T (g,ᾱ,ū) and witnesses the failure, choose p n u not a divisor of (c
Then T 1 is defined; we must still define a n u . Since T 1 is finite and since it is easy to see that it is possible to choose an a n u such that there are T 1 -treesq 1 , it suffices to show that for any fixed node t 1 of T 1 , any b t1 ∈ Z and any T 1 -treeq 1 it is possible to choose ζ 0 t1 < ... < ζ s t1 (for some s = s(t 1 )) such that max(a n u ) < ζ 0 t1 and a T 1 -treeq ′ ≥q 1 such that (writingḣ(ζ) instead ofḣ(x ζ ) for clarity of notation) we have:
• for all t ∈ T 1 and all ℓ < n u , q
• for all t = t 1 , q ′ t ḣ ( {ζ j t1 : j = 0, ..., s}) = 0 (mod p n u ); and
For then we let the new a n u be the union of the old a n u with {ζ is identically zero on K, so it is a homomorphism from A to Z; we denote it g i . (Here, and elsewhere, we shall identify elements of Hom(A, Z) with homomorphisms from F to Z which are identically zero on K.) If ψ i does not represent a torsion element of Ext(A, Z), we will let g i be the zero function.
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Let J = {j ∈ ω 2 : g j = 0}. We will prove that Hom(A, Z) is free by proving that {g j : j ∈ J} is a basis of Hom(A, Z). It is easy to see that this set is linearly independent, since otherwise for some j 1 < ... < j k in J the dependency of {j ν : ν = 1, ..., k} would imply that ϕ j k ∈ V [G j k ].
To prove that {g j : j ∈ J} generates Hom(A, Z) we prove by induction on i ∈ ω 2 that every h ∈ Hom(A, Z) V [Gi] is a linear combination of {g j : j ∈ J, j < i}. 
