We show a direct relationship between the variance and the differential entropy for subclasses of symmetric unimodal distributions by providing an upper bound on variance in terms of entropy power. Combining this bound with the well-known entropy power lower bound on variance, we prove that the variance of the appropriate subclasses of symmetric unimodal distributions can be bounded below and above by the scaled entropy power. As differential entropy decreases, the variance is sandwiched between two exponentially decreasing functions in the differential entropy. This establishes that for the subclasses of symmetric unimodal distributions, the differential entropy can be used as a surrogate for concentration of the distribution.
I. INTRODUCTION
In this paper, we establish a direct relationship between variance and differential entropy of subclasses of symmetric unimodal distributions over R. The variance of a random variable X having a distribution with density function p(x) with mean m ∈ R is denoted by
and the differential entropy of X with density function p(x) by
Our main contribution in this paper is the observation that for appropriate subclasses of symmetric unimodal distributions, the variance of p(x) can be bounded as for some constant c ≥ 1. Thus, for such symmetric unimodal densities, as h(p) → −∞, the variance is guaranteed to converge to 0.
The lower bound in (3) on variance is a well-known result and holds for all probability densities. This is established by the estimation counterpart to Fano's inequality (Theorem 8.6.6 in [1] )
where equality is achieved for Gaussian distributions. This inequality shows that for general distributions, variance can approach 0 only if its differential entropy converges to −∞.
The question is then whether there exists a generally applicable upper bound on variance in terms of differential entropy for all probability densities. The answer is negative and we can easily construct a counterexample. Consider the distribution
otherwise.
The differential entropy of this distribution is h(p) = log 1 , which is independent of t, but the variance is var(X) = t 2 + t 2 + 1 12 2 , which increases without bound in t. Thus in general there does not exist an upper bound on variance that is monotone in differential entropy, and, even if the differential entropy of a distribution goes to −∞, the variance of this distribution can be strictly larger than a positive constant.
However, for certain distributions, including Gaussian and uniform, there does exist a monotonic relationship between variance and differential entropy. For a Gaussian distribution with mean m and variance σ 2 , denoted N (m, σ 2 ), the entropy power, defined as e 2h(p) , is proportional to the variance as
For a uniform distribution p(x) = unif(m − 12 .
Therefore, for these cases, the variance is proportional to the entropy power e 2h(p) .
Finding such a monotonic relationship between variance and differential entropy for a larger class of distributions than the Gaussian or uniform is of broad interest with many applications in signal processing, machine learning, information theory, probability, and statistics. For instance, in target localization or state estimation problems, differential entropy has been often used as a natural objective for developing sensor selection or querying strategies to minimize estimation errors [2] , [3] , [4] . For example, in [4] an entropy-based sensor selection heuristic for target localization was proposed, which selects the most informative sensor that would yield on average the greatest or nearly the greatest reduction in the entropy of the target location distribution. The effectiveness of such a heuristics was evaluated using simulations with Gaussian sensing models. However, there are few theoretical guarantees for the performance of entropy-based policies for the non-Gaussian case, where a monotonic relationship between variance and entropy is unavailable or unknown. Therefore, it is of great interest to find bounds of the form (3) for a more general set of densities than the Gaussian in order to provide theoretical guarantees for diverse entropy-based tasks such as waveform design or sensor selection.
In probability and statistics, there have been studies to find the most general classes of distributions that resemble Gaussian distributions, for which several functional inequalities hold. In [5] , [6] , an important observation was made that several functional inequalities that hold for Gaussians, such as Poincare and logarithmic Sobolev inequalities, also hold for a random variable X whose density function p(x) is log concave, i.e.,
for each x, y ∈ R and each 0 ≤ α ≤ 1. In particular, in [7] , it was shown that for log-concave distributions the variance of p(x) can be bounded in terms of the entropy power, e 2h(p) , as
for some positive constant c 0 < 2. The fact that log-concave densities resemble Gaussian has led to several applications of log-concave densities in inference and modeling [8] , [9] .
In this paper, we establish the complementary result that resemblance to Gaussian can be extended to subclasses of symmetric unimodal distributions that even includes some heavy-tailed distributions that are not log-concave.
More precisely, we provide bounds of the form (3) on the variance of subclasses of symmetric unimodal densities.
These subclasses include symmetric unimodal linear mixture densities of the form
that is either a mixture of exponentially decreasing distributions with unbounded support, p i (x) ∝ e −βi|x−m| Lipschitz continuity with constant c s > 0, i.e.,
for any x, y ∈ [m − s, m + s]. There exist many symmetric unimodal distributions considered in this paper that are not log-concave, e.g., the class of generalized Gaussian densities
with order 0 < θ < 1 where Z is a normalizing constant: Z(θ, β) = ∞ −∞ e −β|x−m| θ dx. Note that these include some heavy-tailed distributions. Symmetric unimodal distributions have been widely studied and used in probability theory, statistics, signal processing and machine learning, and in particular, for estimation and testing [10] , [11] , [12] , [13] , [14] . Thus our extended entropy upper bound on variance may have broad applicability. For example, in
Bayesian sequential optimal design of experiments [15] , [16] , [3] , successive entropy minimization is often proposed as a way to progressively concentrate the posterior distribution. When combined with the results of [7] our results July 8, 2016 DRAFT provide additional justification for such approaches when the posterior is either log-concave or symmetric and unimodal.
The remainder of this paper is organized as follows. Section II provides precise statements of our main results, including bounds on the variance of symmetric unimodal mixture densities (Theorem 1 and Theorem 2), and bounds on the variance of Lipschitz continuous symmetric unimodal densities with bounded support (Theorem 3).
In Section III, we prove the upper bounds on variance of symmetric unimodal mixture densities both for bounded support and unbounded support cases, and discuss the tightness of the bounds. To prove these variance upper bounds, we assume that the ratio between the maximum and minimum variances of the mixture components is bounded.
When this assumption is violated, the variance of symmetric unimodal densities are not necessarily dominated by a monotonic function of entropy power. We demonstrate this by providing a counterexample in Section IV.
In Section V, we prove the upper bound on variance of Lipschitz continuous symmetric unimodal densities with bounded support. More technical aspects of these proofs are provided in the appendices. We conclude in Section VI.
Notation:
We use the O(·) and Θ(·) notations to describe the asymptotics of real sequences {a n } and {b n }:
implies that a n ≤ M b n for some positive real number M for all n ≥ n 0 ; a n = Θ(b n ) implies that a n ≤ M b n and a n ≥ M b n for some positive real numbers M and M for all n ≥ n 0 .
II. STATEMENT OF MAIN RESULTS

A. Bounds on Variance of Symmetric Unimodal Mixture Densities
We first consider symmetric unimodal linear mixture densities of the form
that is either a mixture of exponentially decreasing distributions with unbounded support, p i (x) ∝ e −βi|x−m| 
Here for θ θ θ = (θ 1 , . . . , θ n )
T , where
for Gamma function Γ(t) := ∞ 0 x t−1 e −x dx with t > 0, and,
for r := max i,j∈{1,...,n}
This theorem is proved in Section III-B. Equality in the variance lower bound in (14) is achieved if and only if p(x) is a Gaussian distribution. The equality in the variance upper bound is met when all p i (x)'s are the same distribution, i.e., p(x) = p i (x) for ∀i. Therefore, the upper and lower bounds become equivalent when all p i (x)'s are the same Gaussian distribution. For a mixture distribution of the form (13), possibly with p i (x) = p j (x) for some pairs of (i, j), the constant scale B(θ θ θ, r) in (15) is greater than or equal to 1/2πe since the geometric mean
, and M (r) ≥ 1 with
In Fig. 1 , we compare the constant factor B(θ θ θ, r) in the upper bound for three different mixture distributions. The constant in the lower bound, 1/2πe, is also plotted as the green dashed line. When n = 1, or equivalently, when all p i (x)'s are the same distribution with θ = θ i , ∀i, the factor B(θ θ θ, r) = 1/A(θ). For this case, the equality in the variance upper bound (14) all i (sub-Gaussian distributions), the maximum ratio between the upper bound and the lower bound is equal to
, the maximum ratio between the upper bound and the lower bound becomes 15 M (r). Note that when θ i ≥ 1/2, ∀i, some of the mixture components p i (x) can be heavy-tailed distributions, but the variance of p(x) can still be bounded above by a monotone function of the entropy power e 2h(p) .
Corollary 1: Consider symmetric unimodal densities of the form
for M (r) in (17).
Remark 1:
The upper bounds (14) , (18), (19) on variance of exponentially decreasing linear mixture densities are scaling-invariant. For a linear mixture density
In order to show that the upper bounds (14) , (18), (19) are scaling-invariant, it is enough to show that the ratio r between the maximum and minimum variances of the mixture components γp i (γx) does not change in γ. This is true since the variances of all the mixture components γp i (γx) are scaled by the same constant 1/γ 2 .
We next establish the bound on variance of a linear mixture of uniform distributions with bounded support.
Theorem 2: Assume that p(x) is a bounded support symmetric unimodal density of the form
for i > 0. Also, assume that r := max i,j∈{1,...,n} 
where
This theorem is proved in Section III-C. The equality in the upper bound on variance is achievable when i = j for ∀i = j, i.e., when r = 1, since lim r→1 M (r) = 1. The ratio between the upper and the lower bound, which is proportional to M (r), increases in r and as r → ∞, M (r) ∼ r e log r , which diverges. Due to similar reasoning as in Remark 1, the upper bound in (20) is scaling-invariant, i.e., the upper bound does not change for every
Remark 2: Note that in both Theorem 1 and Theorem 2, we assumed the boundedness of the ratio r between the maximum and minimum variances of the mixture components, i.e., max i,j∈{1,...,n} σ 2 i /σ 2 j in Theorem 1 and
in Theorem 2 are bounded. In Section IV, by constructing a counterexample, we show that when the ratio between the maximum and minimum variances of the mixture components is not bounded, the variance of a symmetric unimodal mixture density is not necessarily dominated by a monotonic function of the entropy power.
B. Bounds on Variance of Lipschitz Continuous Symmetric Unimodal Densities with Bounded Support
With sufficiently large number of mixture components, any symmetric unimodal density can be arbitrarily closely approximated as a linear mixture of the form (13) . This was established for the special case of uniform densities p i (x) by Feller in [17] . We generalize this result as follows. Let p(x) be a symmetric unimodal density with bounded
Suppose that p(x) satisfies the Lipschitz condition with constant c s > 0, i.e.,
for any x, y ∈ [m − s, m + s]. For such a p(x), we construct a linear mixture densityp n (x) that approximates p(x) such that the difference between variances of p(x) andp n (x) as well as the difference between entropy powers of p(x) andp n (x) can be bounded as
for some constants c 1 , c 2 > 0. We provide a construction of such a mixture densityp n (x) and prove these bounds in Lemma 3 of Section V.
We also establish an upper bound on the variance of such a linear mixture densityp
for some constant c 3 > 0 in Lemma 4 of Section V.
By combining (23) with (24) and letting n → ∞, we establish the upper bound on variance of any Lipschitz continuous symmetric unimodal densities with bounded support, in terms of entropy power. is a parameter that determines the variance upper bound in (25). For a density p 1 (x) = sps(sx), the area of the associated triangle is still css 2 since the Lipschitz constant for p 1 is css 2 . Therefore, the parameter css 2 , which appears in the variance upper bound in (25), is scaling invariant for any p ≡ ps with a chosen s.
constant scaling of entropy power as 
Remark 4:
We also show that the upper bound in (25), or more precisely the parameter c s s 2 , is scaling-invariant.
Suppose that p s is a symmetric unimodal probability density with bounded support [−s, s]. We introduce a density
It is easy to see that p 1 is a symmetric unimodal probability density with bounded support [−1, 1]. If p s is Lipschitz continuous with constant c s as in (22) for any x, y, then
Thus, p 1 is Lipschitz continuous with constant c 1 = c s s 2 . Since it is natural that the Lipschitz constant c s is proportional to s −2 , the parameter c s s 2 is independent of the scaling parameter s. This fact is illustrated in Fig. 2 .
Therefore, we can write the upper bound in (25) for any p ≡ p s with a chosen s as
with a constant c 1 = c s s 2 > 0, which is scaling-invariant.
III. UPPER BOUND ON THE VARIANCE OF SYMMETRIC UNIMODAL MIXTURE DENSITIES
We exhibit two classes of symmetric unimodal mixture densities whose variance can be bounded above by its entropy power. By combining this upper bound with the entropy power lower bound on variance (4), we obtain bounds on variance of symmetric unimodal mixture densities, stated in Theorem 1 and Theorem 2. In this section, we provide proofs for these theorems.
A. Generalized Gaussian Distribution
It is well known that for Gaussian distributions p(x) = p) . Therefore, the variance of Gaussian distributions decreases exponentially as the differential entropy decreases.
We are interested in finding such a monotonic relationship between variance and differential entropy for a larger class of distributions than the Gaussian. However, since the differential entropy cannot capture the concentration of a density in general, it has no direct relevance to the variance of a general non-Gaussian distribution. What are the properties of the Gaussian distribution that enable a monotonic relationship between variance and entropy?
The Gaussian distribution is a symmetric unimodal distribution for which the differential entropy is a function of only its variance. Moreover, since the Gaussian distribution has only one mode, as the distribution becomes more concentrated around its mode both variance and differential entropy monotonically decrease.
The unimodality and symmetry of the Gaussian distribution motivate the definition of a larger class of distributions for which variance has a monotonic relationship to its entropy power. Consider a symmetric unimodal class of generalized Gaussian densities
where Z is a normalizing constant: Z(θ, β) = 
where Γ denotes the Gamma function Γ(t) := ∞ 0 x t−1 e −x dx for t > 0.
Proof: Appendix A July 8, 2016 DRAFT
We show that for the class of generalized Gaussian distributions in (29) with a fixed order parameter θ the variance has an exact monotonic relationship to the entropy power. Note that this set of symmetric unimodal distributions include heavy-tailed distributions when the order parameter θ is between 0 < θ < 1. Moreover, this set of distributions is not log concave for 0 < θ < 1 so the results of [7] do not apply.
Lemma 2: For symmetric unimodal distributions of the form p(x) = 1 Z(θ,β) e −β|x−m| θ for β, θ > 0, the variance is proportional to the entropy power
Proof: Appendix B
The minimum of 1/A(θ) is achieved at θ = 2 with the value 1/(2πe) ≈ 0.0585. Note that when θ = 2,
i.e., p(x) is a Gaussian distribution, it can be shown that 1/A(θ) = 1/(2πe) by using Γ(3/2) = 1 2 Γ(1/2) and (Γ(1/2)) 2 = π. As θ decreases below 2, 1/A(θ) increases, and it diverges as θ → 0. By using Stirling's formula,
z . Using this approximation and the property that Γ(z + 1) = zΓ(z), it can be shown that as θ → 0,
which goes to 0 since (2−3 log 3) < 0. Therefore, 1/A(θ) diverges as θ → 0. On the other hand, as θ increases above 
B. Proof of Theorem 1
We next consider a generalization of Lemma 2 for a much broader class of symmetric unimodal distributions.
Let us consider a mixture distribution p(x) composed of a finite number of exponentially decreasing distributions,
Zi(θi,βi) e −βi|x−m| θ i with order θ i > 0 and β i > 0 for i = 1, · · · , n, with mixture weights α i , i.e., 
For a linear mixture density p(x) for the form (37) we obtain an upper bound on the variance in terms of the entropy power, as stated in Theorem 1. Here we present the proof.
Using the concavity of the differential entropy
and thus
As shown in Lemma 2, for
By using the reverse power mean inequality shown in [18] , a lower bound on the geometric mean of {σ 2 i } with orders {α i } in terms of the arithmetic mean of {σ 2 i } with orders {α i } is given by
where M (r) is defined in (17) .
Since the variance of the mixture distribution p( (42) and (43), we obtain
(44)
C. Proof of Theorem 2
Among distributions with bounded support, the uniform distribution specifies a direct relationship between its variance and its entropy power: for a uniform distribution p(x) = unif(m − 
since the variance of each uniform distribution is
We prove an upper bound on var(X) in terms of the entropy power for such uniform mixture densities. By combining with (4), the variance can be bounded below and above in terms of the entropy power, as stated in Theorem 2. To prove this theorem, we use similar steps as the proof of Theorem 1
By using the concavity of differential entropy, for p(
which is equivalent to,
By using the reverse power mean inequality shown in [18] , the following lower bound on the weighted geometric mean of {1/ 2 i } holds, in terms of the weighted arithmetic mean of {1/
where M (r) is defined as in (21).
Since the variance of the mixture distribution p(x) is var(X) = 1 12
, by combining (49) and (50),
IV. MIXTURE DENSITIES WITH UNBOUNDED VARIANCE RATIO
In both Theorem 1 and Theorem 2, we assumed boundedness of the ratio r between the maximum and minimum variances of the mixture components, i.e., max i,j∈{1,...,n} σ Here we show by a counterexample that when this assumption is violated, the variance of a symmetric unimodal mixture density is not necessarily dominated by a monotonic function of the entropy power.
The following example illustrates this point. Consider a symmetric unimodal distribution composed of two uniform densities of the form 
and the differential entropy of this distribution is
When 1 / 2 → ∞, the limit of the differential entropy becomes
. Then, the entropy power becomes
In order to find an upper bound on the variance in (53) with the entropy power in (56), we need an upper bound on the arithmetic mean α 1
in terms of the geometric mean , for α 2 < 1 the variance increases much faster than e 2h(p) so that it cannot be bounded above by any constant scaling of entropy power. On the other hand, if 1 → ∞ for a fixed 2 , the arithmetic mean, which is proportional to the variance, is approximately α 2 / 2 2 , which is a constant, but the geometric mean, which is proportional to e 2h(p) , goes to 0 on the order of Θ 1/ (2α1) 1 for α 1 < 1. Therefore, for both cases satisfying 1 / 2 → ∞, the variance of p(x) cannot be bounded above by a constant scaling of e 2h(p) . This example shows that when the ratio between variances of mixture components is unbounded, there does not necessarily exist an upper bound on the variance of a symmetric unimodal distribution that is a constant scaling of entropy power.
V. UPPER BOUND ON VARIANCE OF LIPSCHITZ CONTINUOUS SYMMETRIC UNIMODAL DENSITY WITH BOUNDED SUPPORT
In this section, we generalize the results of previous sections and show that the variance of any Lipschitz continuous symmetric unimodal density p(x) with bounded support can be bounded above by a scaled entropy power of the form ce 2h(p) for some constant c > 0. We emphasize that here p(x) is not restricted to a mixture density. To prove the bound, we construct a linear mixture densityp n (x) of uniform densities that approximates p(x). The difference in variances and the difference in entropy powers of p(x) and ofp n (x) are shown to be monotonically decreasing as the number of mixture components, n, increases. Moreover, we establish an upper bound on variance of X ∼p n (x) in terms of the entropy power ofp n (x). By combining this result with the fact thatp n (x) approximates p(x) with monotonically decreasing differences both in variance and in entropy power, we obtain a bound (25) on variance of the Lipschitz continuous symmetric unimodal density p(x) in terms of entropy power e 2h(p) , as stated in Theorem 3.
cdf pdf x x Fig. 3 . The cumulative distribution function (cdf) F (x) (black curve in the left figure) is approximated by the piecewise linear cdfFn(x) (blue curve in the left figure) such thatFn(x) = F (x) at discrete points x = kh for k ∈ {−n, . . . , n} where nk = s. The corresponding probability density functions (pdf) p(x) (black curve) andpn(x) (blue curve) are shown in the right figure. The densitypn(x) is a linear mixture of uniform densities.
Let us first construct a mixture densityp n (x) that approximates p(x). Assume that p(x) is a Lipschitz continuous symmetric unimodal density with bounded support [−s, s], and denote its cumulative distribution function (cdf) as
Here for simplicity we consider the density with mean 0, but this result can be easily generalized to any symmetric unimodal density with an arbitrary mean m. LetF n (x) be a cdf having the same value as F (x) at discrete points x = kh for k ∈ {−n, . . . , n} where nh = s and n is an integer. LetF n (x) be linear in each interval
[kh, (k + 1)h) for all k ∈ {−n, . . . , n − 1}. The distribution F (x) is symmetric and unimodal if and only ifF n (x)
is symmetric and unimodal for any h > 0. Denote the density of the distributionF n (x) byp n (x).
is a piecewise linear distribution, its densityp n (x) can be written as a step function, which is a linear mixture of uniform distributions with mean 0, i.e.,p
α t · unif(−th, th).
(57) Fig. 3 illustrates the piecewise linear cdfF n (x) that approximates F (x) and the corresponding probability density functions (pdfs)p n (x) and p(x).
From the definition ofF n (x), F (x) =F n (x) at x = kh for k ∈ {−n, . . . , n}, and this implies that
Sincep n (x) is constant in each interval [kh, (k + 1)h), the value ofp n (x) in this interval equals
From the fact thatp n (x) is equal to the average value
. . , n−1} and that p(x) is monotone in each interval, we know that there exists at least one x ∈ [kh, (k + 1)h)
From the representation ofp n (x) in (57), for any x ∈ [kh, (k + 1)h) with k ∈ {−n, . . . , n − 1},
These relations determine α t for t = 1, . . . , n − 1 and α n as
Since p(x) increases monotonically in [−s, 0], we can check that α i > 0 for all i ∈ {1, . . . , n}. From the definition ofp n (x), n i=1 α i = 1. We show that both the difference in variances and the difference in entropy powers of p(x) and ofp n (x) decrease monotonically in n as n goes to infinity. defined in (57) approximates p(x) with bounded variance difference and bounded entropy power difference, which are monotonically decreasing in n, such that
for some constants c 1 , c 2 > 0.
Proof: Appendix C.
We also prove that for the linear mixture densityp n (x) in (57) with α t 's in (60), the variance, denoted var(p n ),
can be upper bounded in a scaled entropy power in the form of ce 2h(pn) for some constant c > 0.
Lemma 4: For a linear mixture densityp n (x) in (57) with α t 's in (60), the variance can be upper bounded as
for some constant c 3 > 0.
Proof: Appendix D By combining Lemma 3 and Lemma 4, we can prove that for any Lipschitz continuous symmetric unimodal density p(x) with bounded support, the variance can be bounded above by a constant scaling of entropy power:
for some constant c > 0. Now letting n → ∞,
When combined with the lower bound on variance (4), this proves Theorem 3.
VI. CONCLUSIONS
We established upper bounds on the variance of subclasses of symmetric unimodal distributions in terms of entropy power. We considered symmetric unimodal mixture densities both for the case of mixtures with unbounded support (mixtures of generalized Gaussian densities with common mean) and mixtures with bounded support (mixtures of uniform densities with common mean). The tightness of the upper bounds on variance depends on the ratio between the maximum and minimum variances of the mixture components. By constructing a counterexample, we showed that when the ratio between variances of the mixture components is not bounded, there may not necessarily exist an upper bound on variance of symmetric unimodal mixture densities that is a constant scaling of entropy power.
Moreover, we proved that the variance of any Lipschitz continuous symmetric unimodal density with bounded support can be upper bounded in terms of the entropy power. All the upper bounds on variance of symmetric unimodal densities presented in this paper are scaling-invariant.
In signal processing, adaptive sensing, and machine learning, information theoretic surrogates such as KullbackLeibler divergence, entropy, and Fisher information have been widely adopted in place of task-specific cost functions such as mean squared error or probability of classification error. Since such task-specific cost functions are often intractable, information theoretic surrogates are used as natural objectives for developing waveforms or sensor selection strategies to collect and/or filter information. The results reported in this paper can be used to justify the use of differential entropy as a surrogate for the mean squared error in such applications with a provable performance guarantee, when the posterior distribution is symmetric and unimodal such as the generalized Gaussian distributions or can be approximated as a linear mixture of either exponentially decreasing densities or uniform densities. 
In a similar way, where β, θ > 0, the differential entropy can be directly calculated as follows.
Let βx θ = y. Then, βθx θ−1 dx = dy and x = (y/β) 1 θ . The differential entropy becomes
By using the normalizing constant Z in (65) and the variance in (66) as well as the property that Γ(1 + z) = zΓ(z)
for z > 0, the entropy power can be written in terms of variance as follows
APPENDIX C PROOF OF LEMMA 3
for any x, y. The difference in variances of p(x) and ofp n (x) can be bounded as 
where h = s/n. The last inequality in (72) is from (71).
Consider next the difference in entropies of p(x) and ofp n (x), denoted by h(p) and h(p n ), respectively. From the Lipschitz continuity of p(x) and the fact that there exists x ∈ [kh, (k + 1)h) such thatp n (x) = p(x) for every k ∈ {−n, . . . , n − 1}, the difference between p(x) andp n (x) can be bounded as |p(x) −p n (x)| ≤ c s h
for any x ∈ [kh, (k + 1)h). When we define M k := max x∈[kh,(k+1)h) p(x), |p(x) −p n (x)| can be further bounded as |p(x) −p n (x)| ≤ min{M k , c s h}
for every x ∈ [kh, (k + 1)h).
Define f (y) = −y log y and f (p(x)) = −p(x) log p(x). We approximate f (p(x)) for any x ∈ [kh, (k + 1)h) by a Taylor expansion atp n (x) = 
for some constant c > 0. Therefore, by using (79) and (80), we can bound |f (p(x)) − f (p n (x))| in (76) as
for some constant c > 0. Even though we proved this bound for x ≤ 0, i.e, for x ∈ [kh, (k+1)h) with −n ≤ k ≤ −1, due to symmetry of p(x) about x = 0, this bound also holds for any x ≥ 0. Therefore, the difference in entropies of p(x) andp n (x) can be bounded as 
This bound then implies that e 2h(pn) ≤ e 2h(p) (1 + c 2 n −1 log n)
for some constant c 2 > 0.
