This work extends (Roberts et al., 1997) by considering limits of Random Walk Metropolis (RWM) applied to block IID target distributions, with corresponding block-independent proposals. The extension verifies the robustness of the optimal scaling heuristic, to tune the acceptance rate to ≈ 0.234, for any choice of proposal shaping. We upgrade the form of weak convergence from a finite-dimensional subprocess to the infinite dimensional process. We show that the optimal shaping (in terms of the decay of autocorrelations of linear functions) is the variance of the target distribution. We show that this choice coincides with the optimal shaping in terms of spectral gaps in special cases where they can be computed. Lastly, we provide some negative guarantees, showing that RWM performance degrades with higher-order dependence. In such cases, no tuning of RWM will yield performance comparable to an IID target.
Introduction

The optimal scaling problem & diffusion limits
Markov Chain Monte Carlo (MCMC) algorithms are a common tool for estimating expectations with respect to a arbitrary "target" probability measures. These methods operate by defining a Markov Chain whose stationary distribution is the target, and whose dynamics are easily computable. Running this Markov chain forwards in time yields a dependent sequence of samples which can be used to estimate expectations. Performance of such algorithms are typically measured based on how quickly empirical expectations will converge to their target values. Among the simplest of such algorithms is Random-Walk Metropolis (RWM), which proposes IID increments (from a "proposal distribution") which are either accepted or rejected with probabilities tuned to match the target stationary distribution. Proposals which land in areas with low target density are likely to be rejected, while those that land in areas with higher density are likely to be accepted.
The choice of proposal distribution is they key tuning parameter in the design and application of RWM algorithms and has a decisive impact on the performance of the algorithm, especially in a high dimensional setting. A typical choice is to use a mean-zero Gaussian proposal, yet among this class on is still required to select the variance-covariance matrix of the proposal. Proposing steps which are too large in any particular direction will lead to poor performance via frequent rejection, as the proposed point will typically have low target density. Proposing steps which are too small in any particular direction will lead to poor performance, since it will take many steps to move a meaningful distance in that direction. A step size and orientation distribution which is "just right" (not too big, and also not too small) is required for good performance. This leads us to consider the optimal shaping and scaling for Gaussian proposals for the RWM algorithm.
The seminal paper of Roberts et al. (1997) introduced techniques for analysing the optimal scaling problem in the limit, as the dimension of the target tends to infinity, for independent and identically distributed targets (IID targets). The key insight was that (under appropriate rescaling) the random paths of any single component converge in law to the random path of a diffusion process (more precisely, weak convergence in the Skorohod topology), and that the speed of the limiting diffusion can be optimised using elementary techniques. Since that work, there has been a reasonable amount of attention placed on extending their results to other MCMC algorithms, as well as to more general targets.
The main novel contributions of this work are (i) we consider block-independent targets with possibly large dependence structures within blocks, (ii) we consider non-spherical proposals, (iii) we show that the random path of an full dependent block converges in law to the path of a multivariate anisotropic diffusion, (iv) we show that the entire random path in R ∞ converges in law to an infinite product of independent multivariate anisotropic diffusions, (v) we address both the scaling and the shaping of the proposal under joint convergence, and (vi) we interpret our results to provide conditions under which high-dimensional dependence in the target distribution will cause RWM performance under optimal shaping and scaling to deteriorate relative to any I.I.D. target.
Some additional contributions of this work, which are not the main focus, are that (a) we have relaxed the assumptions needed to prove weak convergence in the Skorohod topology of the process even in the special case of I.I.D. targets (this amounts to fewer moment conditions and smoothness conditions on the target distribution), (b) we have proven a very general integration by parts lemma for probability distributions which may be of interest more broadly than this work (for example in the context of Stein's Method), and (c) we give a fairly comprehensive list of consequences of the assumption that a probability density π has ∇ log π Lipschitz.
Outline of this work
A brief, non-comprehensive summary of existing work in the area is given in Subsection 1.3. We provide notation and definitions used through out the paper in Section 1.4, which sets up the weak convergence and optimal scaling/shaping problems. That subsection also provides a fairly comprehensive list of consequences of the only assumption used to prove weak convergence (that, when π is the target density, ∇ log π is Lipschitz).
In Section 2 we offer the main contributions of this work. Subsection 2.1 states the weak convergence result for finite dimensional processes upon which everything is built and states and proves the convergence result for the infinite dimensional process. Subsection 2.2 provides the optimal scaling of the proposal for a fixed shaping. Subsection 2.3 presents the optimal shaping in terms of the spectral gap of the generator for certain special target distributions for which it is analytically tractable. Subsection 2.4 presents the optimal shaping in terms of short term autocorrelations for more general target distributions, and demonstrates that this alternative objective upper bounds the spectral gap, providing "speed limits" on the performance of RWM algorithms. Lastly among the key results, Subsection 2.5 provides a discursive analysis of the implications of the derived speed limits upon the performance decay of RWM in scenarios of high-dimensional dependence, relative to the independent target case.
Section 3 provides the proof of weak convergence in the Skorohod topology for finite dimensional processes. Section 4, which may also be of interest to readers not working in MCMC theory or practice, proves an integration by parts lemma for probability distribution (in Subsection 4.1) which is more general than what we have found in the literature, and proves several consequences of the assumption that a density, π has ∇ log π Lipschitz (in Subsection 4.2).
Previous work
The seminal work utilising diffusion limits and weak convergence in the Skorohod topology to address the optimal scaling problem in MCMC is (Roberts et al., 1997) . That work considers I.I.D. targets of the form π ⊗d as d → ∞, where π is a density on R 1 with D log π Lipschitz continuous, and the MCMC algorithm is RWM with spherical Gaussian proposals. The paper has additional regularity assumptions of smoothness (that the density is twice continuously differentiable, though the proof given actually also uses the existence of bounded third derivatives) and moment conditions (that E X∼π (D log π(X))
work proves weak convergence of the first component's path process to that of a univariate Langevin diffusion, and derives an optimal scaling criteria of accepting ≈ 23.4% of proposals for the RWM algorithm with I.I.D targets. The goal of our present work can be summarised as extending the results of (Roberts et al., 1997).
The follow-up paper, (Roberts and Rosenthal, 1998) , derives similar optimal scaling results for the Metropolis Adjusted Langevin Algorithm (MALA). That work considers I.I.D. targets of the form π ⊗d as d → ∞ as well, where π is a density on R 1 with D log π Lipschitz continuous, and the MCMC algorithm is MALA with an isotropic diffusion term. The paper has additional regularity assumptions of smoothness (that the density is eight times continuously differentiable), a growth assumption (that the first eight derivatives of log π are all bounded by a polynomial) and moment conditions (that all polynomial moments are finite; ∀k ∈ N E
That work proves weak convergence of the first component's path process to that of a univariate Langevin diffusion, and derives an optimal scaling criteria of accepting ≈ 57.4% of proposals for the MALA algorithm with I.I.D targets. We do not presently extend this article, but may apply the techniques of this paper to MALA in subsequent work
The survey paper, (Roberts et al., 2001) , provides further context to the optimal scaling problem and presents theoretical and empirical results clearly and concisely. As well as summarising previous work, the paper provides an examination of how the optimal scaling in finite dimensions approaches the infinite dimensional limits derived via diffusion limits. Lastly, and a large inspiration for this work, (Roberts et al., 2001 ) consider extensions to independent products which differ (only) by heterogeneity of scale, provide the first optimal shaping result. They note that "This result does not appear in any of the MCMC scaling literature, so we have sketched a proof which appears in the Appendix," however the sketched proof considers only convergence of a single component and so the impact of optimal scaling and shaping on the mixing properties of the full multidimensional target may be questioned. Our present paper builds on these ideas to provide multivariate convergence and optimal scaling and shaping results which apply to the full multidimensional limit.
The work of (Neal et al., 2006) considers modified RWM and MALA algorithms where only a fraction of the components are updated at a time. Algorithms of that type are typically more efficient as the an update which would have been rejected because of a single "bad proposal" in one component is not going to affect the speed of all dimensions. That paper derives the optimal scaling and update rate simultaneously with the same assumptions as (Roberts et al., 1997) . In Section 3 we borrow the structure of the weak convergence proof from the detailed and precise description of (Neal et al., 2006) .
The papers (Bédard, 2007) and (Bédard and Rosenthal, 2008) , and the related Ph.D. thesis (Bédard, 2006) consider a more extreme version of the scale homogeneity problem for the RWM algorithm. Particularly they address the case that the scaling of various components shrink or grow at disparate rates as the dimension tends to infinity. That collection of work shows that, depending on which scalings are dominant, the limiting law of the first component may be either a univariate RWM process or a Langevin diffusion, and that in certain situations the optimal acceptance rate will be quite different than the 23.4% of the homogeneous or limited inhomogeneity cases. That work also slightly relaxed the assumptions of the original paper of (Roberts et al., 1997) by reducing the powers in their moment assumptions.
More recently, some authors have considered working with infinite dimensional targets, particularly in the case that the target has a density with respect to the law of a Gaussian process. This includes (Mattingly et al., 2012) which covers the RWM case and which covers the MALA case. These papers allow for a non-trivial dependence structure, but only under the strong assumption of absolute continuity with respect to an infinite-dimensional Gaussian distribution. They show that the ≈ 23.4% and ≈ 57.4% optimal acceptance rates for RWM and MALA respectively carry over to infinite dimensional distributions which have densities with respect to the laws of a Gaussian processes. Though these papers allow for a non-trivial dependence structure, they do not consider the optimal shaping problem.
Lastly, (Zanella et al., 2017) utilise the theory of Dirichlet forms to establish weak convergence of the infinite dimensional limit process for targets of the same form as in (Roberts et al., 1997) . Using the powerful theory of Mosco convergence, they are able to eliminate many of the assumptions (Roberts et al., 1997) . In particular, that paper requires no additional smoothness or moment assumptions. In fact, they are able to demonstrate convergence of the Markov semigroup with assumptions on D log π which are weaker than Lipschitz continuity, though to ensure weak convergence of the path processes they do require Lipschitz continuity. Hence, our present paper's assumptions used to demonstrate weak convergence of the infinite dimensional paths are the same as in that work.
Notation and Definitions
Let π be the Lebesgue density of a probability distribution on R k .
For each d ∈ N, let Π d = π ⊗d . Then Π d is the joint density for d independent blocks, each of dimension k, identically distributed according to π.
The "accelerated, continuous time" Random Walk Metropolis (RWM) process with stationary distribution Π d , and mean-0 proposal distribution:
for Λ ∈ R k×k symmetric positive definite, is the Markov process,
for f ∈ C(R kd ).
Note that I d ⊗ Λ is the kd × kd block diagonal matrix with d blocks of size k × k all equal to Λ:
Equivalently, X d (t) is the pure jump Markov process with jumps occurring at exponentially distributed intervals with rate kd, and jumps distributed according to the RWM transition kernel with proposal distribution N d (l 2 Λ), started according to the stationary distribution Π d . Note that, since the RWM transition kernel has a non-zero probability of remaining at the same point, the continuous version may "jump to the same point" (this occurs if the metropolis accept/reject step rejects a proposal).
In general, this process is not Markov. For i < j, let X For each r ∈ N, the anisotropic Langevin diffusion with stationary distribution π ⊗r , and anisotropy matrix Λ, and time-scaling factor l 2 a Λ (l), X r (t), is the Markov process with X r (0) ∼ π ⊗r and infinitesimal generator G l,Λ given by:
for a sufficiently large class of functions f , and where
Equivalently, it is the diffusion process (with initial distribution π ⊗k ) satisfying the SDE:
where B(t) is a standard kr-dimensional Wiener process, and √ Λ is the symmetric positive definite square-root of the symmetric positive definite matrix Λ. Thus, X r is the same process as r independent copies of the X 1 appended together.
Later, in the case of r = 1, we will also compare this to the generator of a similar diffusion, with the same stationary measure and anisotropy matrix, at standardized speed:
The choice of time-scaling used for the standardized speed, as will be shown in Corollary 2.5, corresponds to G l,Λ for the optimal choice of l given π and Λ up to universal constants (not dependent on k, π, or Λ).
We make the following key assumption about π throughout this work:
Some geometric and analytic consequences of this assumption are that: Proposition 1.1 (Summary of consequences of assumption (A1) on π). The assumption that ∇ log π is Lipschitz continuous implies all of the following:
(a) ∇ log π is differentiable (Lebesgue-)almost everywhere, and
where it exist (by Rademacher's theorem, see (Federer, 1969) ).
(b) The tails of π are at least as heavy of those of a Gaussian distribution. In fact it can be bounded below by a tangent Gaussian curve with variance-covariance matrix 1 L I at each point. (Lemma 4.10) . This further implies that Support(π) = R k .
(c) π is uniformly bounded above (Lemma 4.11).
(d) π is Lipschitz (Lemma 4.12).
(e) π has a broadly applicable integration by parts formula (Corollary 4.13): For any f : R k → R which is locally Lipschitz, with ∇f (X) and f (x)∇ log π(x) integrable (w.r.t.
Similar formulas also hold for Jacobians of locally Lipschitz functions f : R k → R m , and for divergences of locally Lipschitz functions f :
(f ) The following identities hold (Lemma 4.14): The proof of this result is the content of Section 3.
By bootstrapping our result on weak convergence of the stochastic process of finite dimensional blocks we are also able to demonstrate weak convergence of the infinite dimensional process.
this is similar to the processes considered in (Zanella et al., 2017) ).
By the Kolmogorov extension theorem (see for example (Tao, 2011) , section 2.4 therein) applied to the sequence X r over r ∈ N, there is a unique (in probability law) process X ∞ taking values in R ∞ such that the marginal process of the first kr components has the same distribution as X r . To prove convergence of Y d to X ∞ in the Skorohod topology (of R ∞ with the product topology) we need the following lemma:
(which generates the product topology) then
strongly separates points (where ρ j : R ∞ → R j is the projection map onto the first j components).
Proof. Fix 1 > δ > 0 and x ∈ R ∞ , and let m δ = ⌈− log 2 (δ)⌉. Let
Notice that h x,δ ∈ M . Obviously h x,δ (x) = 1.
then
and hence h x,δ (y) = 0.
Theorem 2.3 (Weak convergence of the infinite dimensional process in the Skorohod topology of R ∞ ). Under the definitions above, if assumption (A1) holds then Y d converges weakly in the Skorohod topology (of R ∞ with the metric r defined in Equation (11)) to X ∞ .
Proof. From Lemma 2.2, M (as defined above) strongly separates points. Consider any finite subset of M , say {h 1 , ..., h n }. Then without loss of generality there exists an m ∈ N with and a set of functions {f 1 , ..., f n } ⊂ C(R mk ) with
If E is a metric space, and f :
If f is continuous in the topology on E thenf must be continuous in the Skorohod topology on D E [0, ∞). This fact is proven in (Jakubowski, 1986) 
By (Ethier and Kurtz, 2009) (corollary 9.2 therein) this is sufficient to ensure that Y d converges weakly in the Skorohod topology to X ∞ .
Optimal Scaling (with fixed shaping)
For the rest of Section 2, for simplicity, we assume that r = 1 so that we consider only the limiting dynamics of a single block. However, the results do carry over to multiple blocks, and even to the infinite dimensional limit, because of tensorisation properties of spectral gaps (Bakry et al., 2013) and covariances.
Having shown that the limiting process is a Langevin diffusion, it is natural to try to select the tuning parameters, (l, Λ) such that the limiting diffusion mixes as fast as possible. For a fixed choice of Λ, if we change l then we only change the time scaling of the process. That is, for different values of l, we are running a diffusion with the dynamics given by G Λ accelerated by a factor of l 2 a Λ (l)(Λ : Σ)/2. Thus we find that the optimal choice of l for a fixed Λ is easy to determine; we need only maximise the time-change factor l 2 a Λ (l) in order to make the diffusion move towards stationarity as quickly as possible. As in (Roberts et al., 1997) we will characterise the optimal scaling both in terms of the value of the scaling factor, l, and in terms of the limiting average acceptance probability for the RWM algorithm. The optimal choice of Λ will prove more challenging to derive as changing Λ does not induce only a time-change on the dynamics of the process.
Lemma 2.4. (Limiting Acceptance Rate) The limiting acceptance rate for the RWM proposals of X d is a Λ (l). That is to say:
where Σ = Var
X∼π
[∇ log π(X)] and (:) is the Frobenius inner product.
This result is proved as a step in the proof of Theorem 2.1, in Section 3.
Corollary 2.5 (Optimal Scaling of l for fixed Λ). The optimal scaling over l (in terms of the fastest time-change) for a fixed
. This is the l Λ which solves a(l Λ ) ≈ 0.234, as in the original (Roberts et al., 1997) result. The limiting diffusion corresponds to G Λ sped up (or slowed down) by a factor of is l 2 Λ a(l Λ )(Λ : Σ)/2 ≈ 0.66. This acceleration factor is universal; it does not depend on k, π, or Λ.
Hence, to maximize the speed of G Λ over the choice of l we need only maximize h(
This is equiavlent to the original optimisation from (Roberts et al., 1997) . Notice that:
we can maximise instead:
This may be done numerically to get ω ⋆ ≈ 1.1906,h(ω ⋆ ) ≈ 0.165717. Then solving for l yields
Optimal Shaping I: Optimal Spectral Gaps in Special Cases
For the rest of this section, we work only with G Λ . This is equivalent to assuming that the optimal scaling is always used: l = l Λ , and the universal acceleration factor 4h(ω ⋆ ) ≈ 0.66 is ignored.
We note that, since X is Feller (Lemma 3.3), the spectrum of G Λ is a subset of the non-positive real line. Also, there is an eigenvalue at 0 corresponding to the constant function. If G Λ has a spectral gap for each Λ, then the ideal choice for tuning parameters would be those that maximise the spectral gap of G Λ . This would in turn optimise the rate of convergence to stationarity of the diffusion process (see, for example (Bakry et al., 2013) ).
We add the following assumption when needed, in order to ensure that the optimisation over Λ is meaningful.
Assumption (A2). For all Λ, G
Λ has a spectral gap. More precisely, for all symmetric positive definite Λ ∈ R k×k there exists ρ Λ > 0 such that for all f ∈ D(G Λ ):
The spectral gap of G Λ is the largest possible ρ Λ .
Remark 2.6 (The spectral gap assumption is satisfiable). The curvature-dimension condition of (Bakry et al., 2013) provides one way to verify assumption (A2). A simple example is that if log π is strongly concave, then the condition is satisfied with 1 ρΛ = ess inf x∈R k λ 1 (−∇ 2 log π(x)) > 0 for all Λ (where λ 1 is the function which returns the minimal eigenvalue of a matrix. In this case, 1 ρΛ is the strong convexity parameter).
As mentioned before, the optimal shaping problem turns out to be a much more difficult than the optimal scaling was. We solve this problem exactly, first when the target is a multivariate normal distribution, and second when the target density is a rotated independent product of a scale family.
For more general target distributions, the problem of optimising the spectral gap is not so easily approachable as it is not known (at least by the author of this work) in general how to directly compute the spectral gap of the generator for a Langevin diffusion process (or even to determine sharp conditions for when there is a spectral gap at all) or how the spectrum transforms under a change in anisotropy. Instead, we optimise a surrogate measure of the process' speed: the rate of decay of autocorrelations of functions of X near lag-0. As will be discussed in the next section, this is a continuous time analogue of a common heuristic for the short term mixing properties of MCMC algorithms in discrete time, as well as a relaxation of the spectral gap optimisation problem which we would strive to solve if we could. This surrogate will also give novel 'speed limits' on the convergence of RWM -upper bounds on the spectral gap of the generator which limit the convergence rate in terms of properties of π.
Theorem 2.7 (Optimal Shaping when π ≡ N (µ, Γ)). When π is the density of a N (µ, Γ) distribution, then Σ := Var X∼π (∇ log π(X)) = Γ −1 and the spectral gap of G Λ is maximised by taking the shaping matrix to be (proportional to) the covariance of the target distribution; Λ = Σ −1 = Γ. The convergence to stationarity is
kλ1(Σ) times faster when using the optimal shaping as opposed to spherical shaping, where λ 1 (Σ) is the minimal eigenvalue of Σ.
Proof. Let σ(A) denote the spectrum of the operator A.
Without loss of generality, µ = 0. In this case, ∇ log π(
Now, we note that:
From (Metafune et al., 2002) we know that
where B = −kΣΛ Λ:Σ . Therefore the spectral gap of G Λ is exactly the smallest eigenvalue of kΣΛ Λ:Σ . Now, letting A = ΣΛ, and letting {λ i (A)} k i=1 be the (non-decreasing) eigenvalues of A we can solve:
This function is bounded above by 1/k since a 1 ≤ a i for all 1 ≤ i ≤ k and the function is equal to 1/k if and only if A = γI for some γ = 0. Hence the optimal spectral gap is achieved at ΣΛ = I. Therefore Λ
We also find that the spectral gap of G Λ ⋆ is 1. On the other hand, the spectral gap of
, where λ(Σ) is the average eigenvalue of Σ. Therefore, the convergence is
times faster when using the optimal shaping as opposed to spherical shaping.
Theorem 2.8 (Optimal Shaping when π is a rotated independent product of a scale family).
Suppose that π 1 is a probability density on R, with D[log π 1 ] Lipschitz, and the one-dimensional generator
satisfies assumption (A2) with spectral gap ρ = λ ⋆ .
Let c i > 0 for each 1 ≤ i ≤ k and let Q be a unitary transformation, so
(Where e i are the standard basis vectors).
where
times faster when using the optimal shaping as opposed to spherical shaping, where λ 1 (Σ) is the minimal eigenvalue of Σ.
Proof. We first compute
and
Consider the generator G 1 as in the theorem statement. G 1 generates a Feller semigroup with stationary measure π 1 , and so there is a complete basis (for L 2 (R, π 1 )) of eigenfunctions for H (see section 4.7 of (Pavliotis, 2014)). Let these eigenfunctions be {φ α } α∈N∪{0} and the corresponding eigenvalues be {λ α } α∈N∪{0} .
Under the assumption that a spectral gap exists for G 1 with tight constant λ ⋆ , we may assume
Moreover, S contains only eigenvectors for G Λ :
Hence the spectral gap for G Λ is the minimal eigenvalue of kΛΣ Λ:Σ . The optimal spectral gap is thus achieved, as in Theorem 2.7, by Λ = Σ −1 .
This generator is of the same form as G QΛQ ′ when Q = I, except with Σ replaced by QΣQ ′ . Thus the spectrum of this operator is optimised when QΛQ ′ = (QΣQ ′ ) −1 , which occurs exactly when Λ = Σ −1 .
Optimal Shaping II: Decay of Autocorrelations and Speed Limits
In this section we first describe how the generator G Λ is related to the slope of the autocorrelation of functions of X. Then we consider a relaxation of the spectral gap problem to searching for smaller subspaces of D(G Λ ).
Lemma 2.9 (Relationship between autocorrelation and generators).
Hence, the spectral gap of G Λ is given by
Proof. From Itô's lemma, for t > 0:
In this expansion, M t is a {B(t), X(0)}-martingale starting at 0, and hence is uncorrelated with Y(0) which is σ(X(0))-measurable. Moreover, by Fubini's theorem,
where the last equality follows by integration by parts. Hence, using Fubini's theorem again:
Now, using the fundamental theorem of calculus,
Applying integration by parts, we get:
Finally, the statement regarding correlations follows from the definition of correlation in terms of covariance.
Since
, if assumption (A2) holds, then the spectral gap of G Λ is exactly the worst-case (negative) lag-0 slope of the autocorrelation of functions in
Thus, for convenience of solution, one may consider in place of
The solution to this relaxed problem may be interpreted as optimising the worst case autocorrelation (in a neighbourhood of lag-0) among functions from F . When F is itself a subspace of
, then the solution may be interpreted as optimising the spectral gap of the restricted generator G Λ F : F → G Λ (F ) which is also a linear operator (which may be bounded or unbounded, depending on the choice of F ). Obviously, the solution to the restricted problem, for some choice of F , is in fact optimising an upper bound on the spectral gap of G Λ , not the actual spectral gap of G Λ .
Suppose that X ∼ π has finite second moments, so that (for each v ∈ R k ) if the process v ′ X(t) is started from the stationary distribution, it admits a stationary autocorrelation function. A heuristic commonly used to tune MCMC algorithms in discrete time is the lag-1 autocorrelation of each component (X i ), with smaller lag-1 autocorrelation being better. The continuous time analogue of minimising the discrete-time lag-1 autocorrelation is maximising the (absolute value of the) slope of the autocorrelation function at lag 0. Rather than considering only each component projection, F 0 = {x → e ′ i x : i ∈ {1, ..., k}}, we will consider their span, the subspace
. Solving the optimisation problem in Equation 39 with F will be analytically simpler than it would be using F 0 , and this will provide a tighter surrogate optimisation problem (since F 0 ⊂ F , it corresponds to optimising a better bound on the spectral gap), and the solution will be covariant to linear transformations of X(t). 
rate at which the autocorrelation of f (X) decays in a neighbourhood of lag-0. Thus, in terms of short-run autocorrelations of linear functions of X, the optimal shaping matrix for RWM proposals is the covariance matrix of the target distribution.
Proof. From Lemma 2.9, for v ∈ R \ {0} and for t > 0:
Hence, we need to solve:
Substituting w = Γ 1/2 v, we can instead solve:
where λ i (A) returns the ith smallest eigenvalue of A. Equivalently, we can solve:
Substituting Θ = Γ 1/2 Λ −1 Γ 1/2 , we can solve instead:
We will solve this optimisation problem by lower bounding the objective function. It will be obvious that Θ = I achieves the lower bound, and so we will have Λ = Γ is optimal. The lower bound is given by:
This result shows that the rate of convergence of RWM is fundamentally limited by k Γ:Σ in the sense that, no matter the choice of proposal shaping matrix, the spectral gap of the generator will be bounded by k Γ:Σ . When Γ −1 = Σ this leads to the same speed limit as is witnessed by the π ≡ N case. When Γ −1 and Σ are very different, this would demonstrate that RWM will be very inefficient no matter how it is tuned. This can also be used to say, for example, that the rate of convergence of the limiting diffusion, when the proposals are spherical (Λ= I), cannot be faster that
Tr(Σ) . On the other hand, using proposals of Λ = Γ, the convergence rate could plausibly be as fast as k Σ:Γ . Thus, we are somewhat justified to be more optimistic regarding the performance of the shaping Λ = Γ than in that of the shaping Λ = I, but we cannot not provided any formal guarantee that the worst case rate of convergence for an arbitrary expected value is actually faster. The very short run performance, however has actually been optimised (by construction), justifying the intuition that optimising the lag-1 autocorrelation is a "greedy", suboptimal (but possibly reasonable) approximate solution to the optimal shaping problem.
One may also attempt to address the autocorrelations for non-linear functions. A particular function of interest is the log-density, log π(X), which is the only example we will consider here. Corollary 2.11, which follows directly from Lemma 2.9, shows us that for all choices of Λ (when the optimal scaling is used) log π has the same rate of decay of the autocorrelation at lag-0. This may be interpreted as saying that the speed of a RWM algorithm is fundamentally limited by the variance of the log-density, uniformly over all possible proposal shaping matrices. That is to say, when k −1 Var
X∼π
[log π(X)] is very large, then RWM will be inefficient no matter how it is tuned.
Corollary 2.11. If X(t) has generator G Λ then the rate of change of the autocorrelation of log π(X(t)) at lag-0 is
Proof. This follows directly from Lemma 2.9 applied to log π(X).
High Dimensional Dependence Asymptotics
We now consider the implications of the speed limits derived above on the performance decay for targets with high-dimensional dependence. This section is intentionally less mathematically rigorous than the rest of the work, with the intention of motivating future research in the area of optimal scaling for high-dimensional targets with non-trivial dependence structures.
We attempt to use the two "speed limits" derived in the previous section to characterise some regimes in which RWM will perform poorly. Consider a sequence of densities of varying dimension {π k } k∈N with π k a density on R k . We consider Π k,d = π ⊗d k . Having chosen to scale time by dk rather than by d the acceleration required to get the weak limit in Theorem 2.1 is comparable across targets with equal total dimension, and hence the limiting diffusions should be comparable as well (at least in terms of their spectral gaps and rates of convergence).
If Var
X∼π k log π k (X) ∈ O(k) then RWM performance drops off as k → ∞, so dependence structures for which lead to this behaviour are expected to work poorly using RWM (much worse than for an IID target, with a spectral gap tending to 0), no matter how they are tuned. In the case of IID targets (where π k = π While these criteria may not be the sharpest possible, the recipe of (i) deriving a diffusion limit, (ii) deriving upper bounds on the spectral gap using formulas such as Equation 39, and (iii) considering the asymptotics of the upper bound on the spectral gap as the dependence structure tends to infinity can be useful in developing our understanding of the behaviour of MCMC methods for dependent targets (which is an under explored topic in the literature).
3 Proof of Theorem 2.1
Definitions
We will make consistent use of the results listed in Proposition 1.1 which hold under our assumptions.
LetĜ l,Λ d be the generator for a pure jump process with homogeneous jump intensity kd, and jump distribution given by the Random Walk Metropolis transition kernel with normal increments of mean 0 and variance
, where Λ is symmetric and strictly positive definite. The generator is explicitly given bŷ
is a bounded linear operator onĈ(R kd ), so we can take its domain to be the full Banach spaceĈ(R kd ).
Let G l,Λ d be the restriction ofĜ l,Λ d to functions of the form f (x 1:kd ) = f 1 (x 1:rk ) which act only on the first rk components.
Let G l,Λ be the generator of an anisotropic Langevin Diffusion,
where A : B = Tr(A ′ B), and where a(l) = 2Φ
, and
We take the domain of
A General Convergence Theorem
Our goal is to show that if X d has generatorĜ l,Λ d and X r has generator G l,Λ then the stochastic process of the first rk components of X d , X
(1):(r) d
, converges weakly to X r in the Skorohod topology:
The following result, paraphrased and specialised from (Ethier and Kurtz, 2009), establishes sufficient conditions for this convergence to hold. 
(ii) G is single-valued and its closure generates a Feller semigroup on E corresponding to the Markov process X r .
(iii) The initial distribution of X converges weakly to the initial distribution of X r ;
(iv) D(G) contains an algebra which strongly separates points, 
converges weakly in the Skorohod topology to X r : X
Proof. This is a restatement of (Ethier and Kurtz, 2009) Chapter 4, corollary 8.7. where we have simplified and specialised some of the stated assumptions. In particular, we use that (cadlag =⇒ progressive), and we assume that all generators involved are single valued, and that X r is Feller which implies its generator must generate a strongly continuous contraction semigroup.
Remark 3.2. Because X r is assumed to be a Feller process, it has a cadlag modification. Thus without loss of generality, X r may be assumed to be cadlag.
Thus, taking E = R rk , and E d = R kd , and
as defined above, we need only verify the five premises of Proposition 3.1 in order to establish Theorem 2.1.
Lemma 3.3 (Verifying Premises (i)-(iv) of Proposition 3.1). Under the definitions above, and the assumption that ∇ log π is L-Lipschitz we have that premises (i)-(iv) of Proposition 3.1 hold.
Proof
is a bounded linear operator it must be single valued, and since the domain is the full Banach spaceĈ(R rkd ) it must be its own closure. Since it generates a pure jump Markov process (with homogeneous intensity and the RWM transition function), the sample paths of X d must be cadlag.
(ii) Since ∇ log π is assumed to be Lischitz, then by (Ethier and Kurtz, 2009) [chapter 8, theorem 2.5], the closure of
is single valued and generates a Feller semigroup onĈ(R rk ).
(iii) This is trivially satisfied because of the assumption that X(0) ∼ π and
. We prove that the algebra C ∞ c (R rk ) strongly separates points. Fix x ∈ R k and δ > 0. Consider the location-scale bump function:
This function is in C ∞ c (R rk ) and for x − y > δ we have
Therefore, to prove Theorem 2.1 we need only verify premise (v) of Proposition 3.1. This is done in the next subsection.
Verifying Premise (v) of Proposition 3.1
This premise is more complicated to verify. We first construct the sequence of "large sets", {F d } d∈N and verify Equation 50. Then, we verify "uniform convergence of generator evaluations on large sets", Equation 52 for f ∈ C ∞ c which we have taken to be the domain of G l,Λ , using
The structure of this section closely follows that of the weak convergence proof in (Neal et al., 2006) .
Other than completing the proof in a multivariate setting, we make two notable changes to the structure of the proof relative to (Neal et al., 2006) . First, we control the size of ∇ log π ⊗r (x (1):(r) ) on our "large set" by including F d,4 , which is needed to ensure:
while (Neal et al., 2006) appears to only show the equivalent of
which is not sufficient for the final result, since ∇ log π may be unbounded and E Z (1):(r) h(x (1):(r) + Z (1):(r) ) is not compactly supported even if h is.
Secondly, (Neal et al., 2006) implicitly assumes that the 3rd order partial derivatives of π exist and are uniformly bounded. This is needed in their proof to control the 3rd order remainder of a 2nd order Taylor expansion. We circumvent this by including F d,3 below in our "large set", allowing us to control the relevant error using the convergence of an integrated finite difference to the corresponding derivative. The use of dominated convergence to control the approximation error on this set was inspired by (Lalancette, 2017) , though we have modified the technique to also not require continuous second derivatives. Remark 3.4. Taking f d = f • ρ d , we have that Equation (51) is trivially satisfied.
Large Sets
Suppose that d > r. The behaviour on the initial segment is irrelevant for the limit.
where:
(59)
, for all x ∈ F 0 , using the fundamental theorem of calculus,
For x ∈ F 0 , as d → ∞ the integrand converges pointwise to
from the differentiability of ∇ log π at x. Also, from the Lipschitz property of ∇ log π, the integrand is bounded by Lh W 2 for all d ≥ 2 and all h ∈ [0, 1]. In fact, we have the following bound which will also be useful later:
Therefore, by the bounded convergence theorem,
Now, using the bound in Equation 62 again to upper bound the integrand, by the dominated convergence theorem, we have (with W ∼ N (0, l 2 Λ)):
As a function of x, this is uniformly bounded by L 2 E W W 4 < ∞ on F 0 , so applying the dominated convergence theorem again, since F 0 has measure 1 under π (since π is absolutely continuous with respect to the Lebesgue measure) we have: 
Proof. Since the number of possible jumps times of the process X in the interval [0, T ], N T , is distributed as N T ∼ Poisson(T kd), we have
Thus it is sufficient to show that P
so it is sufficient to show that each of these four terms is individually o(1/d). Lemma 4.15) , and hence has all of its polynomial moments:
It is obvious that
For the second term, again since ∇ log π(Y ) has all of its polynomial moments for Y ∼ π:
For the third term (letting W ∼ N 0, l 2 Λ ):
Using Isserlis' theorem ((Isserlis, 1916) , equation (39)* therein)
Thus:
and so:
Moreover, from Equation 62, for x ∈ F 0 :
Thus, by Hoeffding's Inequality ( (Boucheron et al., 2013) , theorem 2.8 therein):
For the fourth (and last) term, since, ∇ log π(X) is subgaussian with proxy variance L for X ∼ π (see Lemma 4.15), then ∇ log π(X) is subgaussian with proxy variance Lk 2 . Thus
Uniform Convergence of Generator Evaluations on Large Sets
For the remainder of this section, Z ∼ N 0,
We introduce an intermediate object,
c }, which resembles, but is not, a generator for a diffusion process. TakeG l,Λ d given by:
We will show that for any h ∈ C ∞ c (R r k) we have both:
which is verified in Lemma 3.7, and
which is verified through Lemma 3.8.
, we will have verified Equation 52.
Proof. Notice that:
Then letting
from the integral form of Taylor's remainder theorem (which is valid as long as the derivative occurring in the integral remainder is defined in a weak sense), we have that:
Thus, since 1 ∧ e ... ∈ [0, 1], using the bound of ∇ log π ⊗r for x ∈ F d,4 :
By Lemma A.1, the first terms both go to 0 as d → ∞. Thus we need only handle the last (remainder) term for x ∈ F d . We have (by Taylor's Theorem):
Thus the final term in the bound on
is
, so the whole bound goes to 0.
and:
and hence: lim
and let
Thus, since y → 1 ∧ e y is 1-Lipschitz,
where U d is defined in the Subsection 3.3.1.
. By Lemma 3.5 and Lemma A.4, φ d →
0.
For the second result, let
For simplicity in the rest of the proof, we abbreviate
The first term is O(δ d ), uniformly in x, so its sup x∈F d goes to 0.
The second term can be bounded as:
Thus, lim d→∞ sup
Thus, because J > 0, and since y → Φ(−l √ y/2) is uniformly continuous on [
for d sufficiently large, we have:
Analogously, for the truncated expectation:
Finally, since h has compact support, and since the functions ∇ 2 h(x) F and ∇ log π ⊗r (x) ∇h(x)
are both continuous, then they are both uniformly bounded over x ∈ R k by M h < ∞, say. Hence:
4 Distributional Integration By Parts and Properties of Grad-Log-Lipschitz Probability Densities
Distributional Integration by Parts
For this section we adopt the notation of geometric measure theory, where dL a x denotes integration with respect to the a-dimensional Lebesgue measure over the variable x, and dH b y denotes integration with respect to the b-dimensional Hausdorff measure over the variable y.
Theorem 4.1 (Distributional Integration by Parts). Suppose that π is a continuous, L k -almosteverywhere differentiable probability density on R k and that ∇π is H k−1 -essentially bounded on L 1 -almost-every level set of π (over points where it exists). Then, for any f : R k → R which is locally Lipschitz, with ∇f (x) and f (x)∇ log π(x) integrable (w.r.t. π(x)dx) we have:
Remark 4.2 (Relationship to Stein's lemma and Stein's method). Similar results are common in the literature of Stein's method, (this result is even sometimes called Stein's lemma -at least in the case π is the density of a normal distribution). For example, a similar result is found in (Gorham and Mackey, 2017) , From what we have seen, the literature in that area considers only bounded integrands for general densities or absolutely integrable integrands for specific densities, like the normal. Those results are not sufficient for our purposes here, since we are interested in cases when, for example f = ∇ log π which is typically unbounded when π is a density. Though our proof is more complicated than that in (Gorham and Mackey, 2017) , we do accommodate a larger class of integrands (and a larger class of densities as well). The author of this work is not aware of a proof of a distributional integration by parts result which holds as broadly as what we have proven here, without explicitly assuming that boundary integrals tend to 0 (which would make the results essentially tautological). Remark 4.3 (On the differentiability of π and f ). By Rademacher's Theorem ( (Federer, 1969) , Theorem 3.1.6), any such π or f will be differentiable almost everywhere with a measurable gradient, thus giving meaning to the subsequent expressions.
The assumption that f is locally Lipschitz is equivalent to the assumption that f is Lipschitz on compact sets. Remark 4.4 (Jacobians and divergences of vector valued functions). By applying the integration by parts formula for real valued functions to each coordinate, the analogous formula for Jacobians also holds. If π satisfies the conditions above and f : R k → R m is locally Lipschitz then:
where Jf denotes the Jacobian matrix of f . Moreover, if f :
Proof of Distributional Integration by Parts.
By Lemma 4.6, there exists a strictly increasing and L-almost-everywhere differentiable function ρ : [0, ∞] → R such that π is ρ-compositionally Lipschitz (see Definition 4.5).
For each ǫ > 0, let
By definition we have:
Using Fubini-Tonelli's theorem (justified by the assumption that ∇f (X) is integrable w.r.t. π(x)dx).
Further simplification yields:
Definition 4.5 (Compositionally Lipschitz function). If f is a function on R k and there exists a strictly increasing and L 1 almost everywhere differentiable function ρ : [0, ∞] → R such that ρ • f is Lipschitz, then we will call f compositionally Lipschitz.
If we wish to emphasise the ρ used we may use the term ρ-compositionally Lipschitz, and when we wish to emphasise the ρ used and the Lipschitz constant of ρ • f we may use the term (ρ, L)-compositionally Lipschitz.
Of course, if ρ is the identity function then the function is just Lipschitz. More generally Proof. (⇒) Suppose that f is (ρ, L)-compositionally Lipschitz. Then (at any point, x, where f is differentiable):
Hence: ess sup
(⇐) Suppose that ∇f is bounded on L 1 -almost-every level set of f . Then we may take
and we have 0
Lemma 4.7 (Compositionally Lipschitz Densities have Compact Superlevel Sets). If π is a continuous ρ-compositionally Lipschitz probability density on R k (with Lipschitz constant L for ρ • π) then the superlevel sets of π,
is open for all ǫ > 0 and so,
Suppose, for contradiction, that K ǫ is not compact for some ǫ > 0. For K ǫ to fail to be compact, it must be unbounded (since we know it is closed).
Select R > 0 with
This is a contradiction, since the last term is clearly +∞ Lemma 4.8 (Almost every level set of a compositionally Lipschitz density is the boundary of a superlevel set). If π is a continuous, ρ-compositionally Lipschitz probability density (with Lipschitz constant L for ρ•π) then E π = r > 0 : ∞) ) is open. Suppose that x ∈ ∂(A r ). Then x ∈ A r so π(x) ≤ r and π(x) is a limit point of π(A r ) = (r, ∞). Hence ∂(A r ) ⊂ π −1 ({r}).
Suppose r ∈ E π . Then there exists an x r ∈ π −1 ({r})\∂(A r ) with δ r = d(x r , A r )∧ ρ(r)−ρ(r/2) L > 0. Since ρ • π is Lipschitz, the ρ-transformed cone:
has C r ⊂ G π and L k+1 (C r ) > 0. Also, for s, r ∈ E π with s < r we have
Lemma 4.9 (Specialised Gauss-Green Theorem). If π is a probability density on R k , and π is ρ-compositionally Lipschitz, then for any f which is locally Lipschitz and for any r > 0
where A r = π −1 ((r, ∞)) andn x is the unit outward facing normal vector to A r at point x.
Proof. This is a specialisation of the Gauss-Green theorem from geometric measure theory (Federer, 1969 ) (Corollary 4.5.6 therein) to the problem at hand. To apply the cited form of the theorem, we need to (i) verify that ∂(E n A r ) is representable by integration (a technical condition stated as in (Federer, 1969) ), (ii) replace our integrand by one which is Lipschitz instead of locally Lipschitz, and (iii) convert the result in (Federer, 1969) from a statement about divergences to a statement about gradients.
(i) The use of the Gauss green theorem for these particular domains is justified by the fact that the superlevel sets of Lipshitz functions have locally finite perimeter (Maggi, 2012 ) (Remark 9.5 and Example 12.6 therein), which is sufficient to ensure that ∂(E n A r ) is representable by integration (Federer, 1969 ) (4.5.12 and 2.10.6 therein). This can be used since the superlevel sets of π are also superlevel sets of ρ • π, which is Lipschitz.
(ii) Let K = K r and let L be the lipschitz constant for f | K . Define the Whitney and McShane solutions to the Lipschitz extension problem for (f | K , K) as f (x) = inf y∈K (f (y) + L x − y ) and f (x) = sup y∈K (f (y)−L x − y ) respectively (see for example (Oberman, 2008) , (Whitney, 1934), and (McShane, 1934) (iii) Let h v = vf o . This function is Lipschitz and compactly supported, and is equal to vf in K r , thus we find:
Since this holds for any constant vector v, we must have Ar ∇f (x) dL k x = ∂Ar f (x)n x dH k−1 x.
Properties of Grad-Log-Lipschitz Densities
A probability density, π, for which ∇ log π is Lipschitz will be referred to as a grad-log-Lipschitz density.
Lemma 4.10 (Grad-Log-Lipschitz Densities are Tangentially Minorised by Gaussians). If π is a probability density on R k , and ∇ log π is L-Lipschitz for each x 0 ∈ R k :
π(x) ≥ π(x 0 )e ∇ log π(x0)
for any x ∈ R k .
Proof. Since ∇ log π is L-Lipshitz,
The result follows by completing the square and exponentiating.
Lemma 4.11 (Grad-Log-Lipschitz Densities are Bounded Above). If π is a probability density on R k , and ∇ log π is L-Lipschitz then: 
Lemma 4.12 (Grad-Log-Lipschitz Densities are Lipschitz). If π is a probability density on R k , and ∇ log π is L-Lipschitz then π is √ Le Corollary 4.13. Suppose that π is a grad-log-Lipschitz probability density on R k . Then, for any f : R k → R which is locally Lipschitz, with ∇f (X) and f (x)∇ log π(x) integrable (w.r.t. π(x)dx) we have: E X∼π f (X)∇ log π(X) = − E X∼π ∇f (X)
Similar formulas for the Jacobian and divergence also hold.
Proof. This is just the combination Theorem 4.1 and Lemma 4.12.
Lemma 4.14. 
Proof. This is an immediate consequence of the integration by parts formula for π, since E∇ log π = E∇1 = 0 and since (using the Jacobian version of the formula, and since the Jacobian of a gradient is a Hessian)
E∇ log π∇ log π ′ = −E∇ 2 log π .
Lemma 4.15. Let π be a C 2 probability density on R k such that ∇ log π is L-Lipshitz. If X ∼ π then ∇ log π(X) is sub-Gaussian with proxy-variance L:
Proof. Since ∇ log π is L-Lipshitz, then we must have that ∇ 2 log π(x) ≤ L (and hence |∆ log π(X)| ≤ kL as well) for all x ∈ R k . Let µ n denote the nth moment of ∇ log π(X) . 
Thus µ 2r ≤ r![(k + 2)L] r . Hence, from (Boucheron et al., 2013 ) (Theorem 2.1 therein), we get that ∇ log π(X) is subgaussian with proxy variance 4(k + 2)L. Thus we know that ∇ log π(X) must also be a subgaussian vector, with proxy variance no larger than 4(k + 2)L. Now, fix t ∈ R k . The moment generating function of ∇ log π(X) is finite everywhere and is given by:
Then, letting B t be the ball of radius t centred at the origin,
Using integration by parts,
E
X∼π
[∇ log π(X) exp( t, ∇ log π(X) )] = E X∼π (∇ 2 log π(X)t) exp( t, ∇ log π(X) ) ∈ Lψ(t)B t
Remark 4.16. Consequently all the moments of ∇ log π exist. Moreover, since ∇ 2 log π ≤ L, all the moments of ∇ 2 log π must exist as well. This means that the assumptions in (Roberts et al., 1997), (Neal et al., 2006) , (Bédard, 2007) , etc. that E π is assumed to be Lipshitz.
