The paper rst investigates Newton-type methods for generalized equations with compact solution sets. The analysis of their local convergence behavior is based, besides other conditions, on the upper Lipschitz-continuity of the local solution set mapping of a simply perturbed generalized equation. This approach is then applied to the KKT conditions of a nonlinear program with inequality constraints and leads to a modi ed version of the classical Wilson method. It is shown that the distances of the iterates to the set of KKT points converge q-quadratically to zero under conditions that do not imply a unique multiplier vector. Additionally to the Mangasarian-Fromovitz Constraint Quali cation and to a Second-Order Su ciency Condition the local minimizer is required to ful ll a Constant Rank Condition (weaker than the Constant Rank Constraint Quali cation one of Janin) and a so-called Weak Complementarity Condition.
1. Introduction. Consider the problem of nding a local minimizer of the nonlinear program (P) f(x) ! min s.t. g i (x) 0 (i 2 I) with I := f1; : : : ; mg and su ciently smooth functions f; g 1 ; : : : ; g m : R n ! R. Under a certain constraint quali cation a multiplier vector exists such that the pair of the minimizer and the multiplier vector is a Karush-Kuhn-Tucker (KKT) point, i.e., it satis es the KKT conditions.
The Wilson method is one of the classical iteration methods that, under certain conditions, possess a superlinear local convergence to a KKT point. Moreover, the Wilson method can be viewed as one of the origins of Sequential Quadratic Programming methods, last not least regarding their local convergence properties.
Robinson's result 17] on the r-quadratic convergence of an iteration scheme (that includes Wilson's method) as well as almost any subsequent result in this direction is based on conditions which imply that the KKT point is isolated, even if these conditions could be weakened considerably during the last two decades, see, e.g., 1] -5] and references therein.
To our knowledge there are only some exceptions that do not require a unique multiplier vector, in particular if all constraint functions g 1 ; : : : ; g m are linear (see Bonnans 1] , Pang ( Submitted to Mathematics of Operations Research: February 17, 1997; revised March 11, 1998.) 11], and Vetters 21] ), or if the functions f, g 1 ; : : : ; g m are convex (see Ralph and Wright 15] ). Moreover, there is the very recent report by Qi and Wei 14] on a feasible SQP method. For a brief review and discussion of these results we refer to Subsection 3.7. In this paper we deal with arbitrary nonlinear constraint functions.
We rst present a general framework for obtaining superlinear convergence of Newtontype methods for generalized equations with compact solution sets. Then our main aim is to show how this framework can be applied to the Karush-Kuhn-Tucker system and to derive conditions that imply local q-quadratic convergence of a Modi ed Wilson Method but not the uniqueness of the multiplier vector. This rate of convergence will be shown for the distances of the iterates to the set of KKT points. Josephy 8] proved that Newton's method for generalized equations converges locally q-quadratically to a solution if this solution is strongly regular and thus locally unique. In Section 2 of this paper we will study the local behavior of inexact Newton-type methods for generalized equations with compact solution sets. In this case the stability of the local solution set mapping of the generalized equation at hand under (simple) perturbations will turn out to be a key for showing local convergence properties. We can prove that the upper Lipschitz-continuity of the local solution set mapping and further conditions imply local superlinear convergence. Roughly speaking, by these further conditions it is assumed that the Newton subproblems at a given point are solvable and yield a step whose length is proportional to the distance of that point to the solution set. Moreover, as usual for inexact Newton methods, the inexactness has to be su ciently small and, for superlinear convergence, it must go to zero when approaching the solution set.
In particular, we analyze a Modi ed Inexact Newton Method. The modi cation enables this method to replace any iterate by an arbitrary point provided that the distances of this point and of the iterate to the solution set are proportional. Of course, if the solution set of the generalized equation is not a singleton, a sequence generated by this modi ed method cannot be expected to converge. Instead we can prove that the distances of the iterates to the solution set converge locally superlinearly (or even q-quadratically) to zero.
In Section 3 as the central part of the paper we apply the results just mentioned to the case when the generalized equation coincides with the KKT conditions for the nonlinear program (P). It is known that the Wilson method can be regarded as Newton's method for this generalized equation. However, based on the results in Section 2, we consider a Modi ed Wilson Method in Subsection 3.1. The modi cation mainly consists in a correction of the multiplier vector, once per step. For this purpose we employ an additional convex quadratic program with nonnegativity constraints as auxiliary subproblem. The Modi ed Wilson Method can be viewed as Modi ed Inexact Newton Method. As we mentioned above the distances between the solution set and the iterates generated by the latter method converge locally superlinearly if certain conditions are ful lled. To satisfy these conditions we give a set of assumptions on the local minimizer at hand and the corresponding set of multiplier vectors. In particular, due to a stability result by Robinson 20] , the Mangasarian-Fromovitz Constraint Quali cation and a Second-Order Su ciency Condition ensure the Upper Lipschitz-Continuity of the local solution set mapping associated with the perturbed KKT conditions. Under the same conditions we can show that locally the Wilson subproblems (as well as the auxiliary ones) are solvable. Moreover, we present a new stability result for the solutions of the Wilson subproblems, see Subsection 3.3.
To show that the Modi ed Wilson Method is well de ned and shares the superlinear convergence properties of the Modi ed Inexact Newton Method we also assume that a certain Constant Rank Condition holds at the local minimizer. This condition is weaker than the original Constant Rank Constraint Quali cation introduced by Janin 7] . Moreover, we need an assumption that we call Weak Complementarity Condition. An exact description of these assumptions as well as some corresponding remarks are given in Subsection 3.2.
Using stability and additional technical results the announced quadratic convergence of the Modi ed Wilson Method can be proved in Subsection 3.4. We nally stress that we do not consider implementation issues.
Notation: All norms k k are Euclidean vector norms or compatible matrix norms. The distance from a point a to a nonempty set A is de ned by d z; A] := inffka ? a 0 k j a 0 2 Ag.
The closed unit ball will be denoted by B regardless of its concrete dimension which should be clear from the context. The cardinal number of an index set J I is denoted by jJj.
Moreover, given the matrix (vector) H with columns (elements) h 1 ; : : : ; h m we write H J for the submatrix (subvector) consisting of all columns (elements) h j with j 2 J.
2. Newton Methods for Generalized Equations. Let F : R l ! R l be continuously di erentiable. Moreover, let T : R l ! 2 R l denote a closed multifunction. Then, we consider the perturbed generalized equation 0 2 F(z) + T(z) + p; (1) where p 2 R l denotes the perturbation parameter. The solution set of (1) is denoted by Z(p) and, if the unperturbed problem is considered, we set Z := Z(0). Furthermore, throughout this section we will consider only such generalized equations whose solution set Z is compact or contains an isolated compact subset, i.e., Z Z and > 0 exist so that (Z + B) \ Z = Z .
To describe the Inexact Newton Method we rst consider the subproblem 0 2 F(z) + F 0 (z)(y ? z) + T(y) + q(z); (2) where z 2 R l is arbitrary but xed and q(z) 2 R l is the perturbation vector. Let Z(z; q(z)) denote the solution set of (2). Moreover, for 1, we introduce the set Z (z; q(z)) = fy 2 Z(z; q(z)) j ky ? zk d z; Z]g: Algorithm I (Inexact Newton Method): Given z 0 2 R l and 1.
For k = 0; 1; 2; : : : compute z k+1 2 Z (z k ; q(z k )).
Thus, z k+1 has to be chosen from the solution set Z(z k ; q(z k )) of the subproblem such that the Newton step z k+1 ? z k is bounded in some sense. This generalizes a typical property known from the classical Newton method for computing a solution z of an equation F(z) = 0 when F 0 (z ) is nonsingular.
Results on the local convergence of Algorithm I will be obtained by investigating the local behavior of the following more general method. In contrast to Algorithm I, the Modi ed Inexact Newton Method is able to replace an iterate obtained from the inexact Newton subproblem by any other point whose distance from the solution set Z does not increase too much. Why did we introduce this modi cation?
Algorithm II (Modi ed
Given a point z the answer is as follows: Even if theoretically an appropriate perturbation q(z) exists so that Z (z; q(z)) is nonempty it may be impossible to determine q(z) and to compute an elementẑ of Z (z; q(z)). Instead, as will be shown in Section 3, it may rather be possible to compute a pointz whose distance from Z is bounded by d ẑ; Z]. Thus, in some sense, the modi ed pointz maintains the quality ofẑ in respect to the distance from the solution set Z.
The following principal assumptions will play a key role in our analysis:
Upper Lipschitz Continuity with respect to Q R l (ULC Q ), i.e., there are numbers > 0 and 1 so that
Solvability of subproblems, i.e., Z (z; q(z)) 6 = ;. The measure kq(z)k of inexactness is su ciently small.
Of course, it is necessary to provide some more details. This will be done in the following theorems. For the particular case when the generalized equation arises from the KKT conditions of the nonlinear program (P) we will provide conditions to satisfy the principal assumptions, see Section 3. Therefore, assuming that 0 < 0 minf" 0 = ; 2 ; =(1 + )g, we obtain from z 2 Z + 0 B, (4) , and (7) 
Hence, the rst assertion of the theorem holds true. From (9) and (7) the second assertion follows. Similarly, the third one can be shown by taking into account that (7), the Lipschitzcontinuity of F 0 on Q with some modulus L and (5) (11) is satis ed then fz k g converges qsuperlinearly to z . Furthermore, condition (5) and the local Lipschitz-continuity of F 0 ensure that the rate of convergence is q-quadratic.
Proof. Algorithm I turns out as a particular version of Algorithm II, just set := 1 andz k+1 := z k+1 in the latter. Thus, the results on the local convergence given in Theorem 2.2 apply. In particular, Algorithm I is well de ned. Since the sequence fz k g lies in the compact set Z + 0 B it has at least one accumulation point. Moreover, any accumulation point is an element of Z. Assume that there are two di erent accumulation points z and z . It follows that there is k 1 
The functions f : R n ! R, g : R n ! R m are assumed to be twice di erentiable with locally Lipschitz-continuous second order derivatives. With the Lagrangian L : R n+m ! R given by L(x; u) := f(x) + u T g(x) the Karush-Kuhn-Tucker conditions for problem (P) read as follows: r x L(x; u) = 0; g(x) 0; u 0; u T g(x) = 0: (14) A vector pair (x; u) is called KKT point of problem (P) if it satis es (14) . Then, the primal part x is called stationary point of (P). As is well known system (14) Note that the above di erentiability assumptions for problem (P) imply that F 0 is locally Lipschitz-continuous. More generally, we consider the perturbed problem with the perturbation vector q(z) 2 R n+m . The solution set of this problem is denoted by Z(z; q(z)) or, if q(z) = 0, by Z(z). It can easily be seen ( 20] ) that the set of KKT points of the quadratic program
coincides with Z(z; q(z)), where q(z) = (q f (z); q g (z)) 2 R n+m . If q(z) = 0 we shortly write (Q(z)) instead of (Q(z; 0)).
We are now in the position to describe the Wilson Method and its modi cation. To avoid confusion, in contrast to Algorithm I and II the iterates are now denoted by sans serif letters, e.g., z k instead of z k .
Algorithm III (Wilson Method) :
For k = 0; 1; 2; : : : ;
To apply the general results of Section 2 we modify the original Wilson method. The main modi cation consists in an additional convex quadratic program for correcting the approximate multiplier vector. For that purpose consider the problem
The dual program associated with (P (x)) is given by (see 13] and Lemma 3.8) 
computeũ k+1 as solution of (D(x k+1 )) and setz k+1 := (x k+1 ;ũ k+1 ).
Obviously, the second di erence between Algorithm III and Algorithm IV is that the latter chooses z k+1 from the KKT set of the quadratic program (Q(z k )) in such a way that the distance of an iterate from the previous one is minimal with respect to the x-variables whereas Algorithm III minimizes the distance in the z-variables. It will be shown in the proof of Theorem 3.11 that Algorithm IV can be regarded as particular case of Algorithm II.
3.2 Assumptions. In this subsection we describe the basic assumptions that will be used in the remainder of the paper. To this end let us rst introduce the index sets I 0 := fi 2 I j g i (x ) = 0g; I + (u) := fi 2 I j u i > 0g; I + := fi 2 I 0 j 9u 2 U : u i > 0g; where x 2 R n denotes an arbitrary but xed stationary point of (P) and U := fu 2 R m j (x ; u) is a KKT point of (P)g the set of multiplier vectors associated with x . We also need the set
containing all those KKT points of (P) whose primal part is equal to x . Moreover, we de ne the linear subspaces Second-Order Su ciency Condition (SOSC) at (x ; u ) 2 K: h T r xx L(x ; u )h > 0 8h 2 C n f0g:
There is > 0 so that rankrg I + (x) = rankrg I + (x ) 8x 2 fx g + B:
Weak Complementarity Condition (WCC) at x :
The latter condition seems to be new and means that any representation of ?rf(x ) as positive linear combination of gradients rg i ( Note that the assumptions above were given for problem (P). In the next subsection we will also make use of MFCQ and SOSC in connection with certain quadratic programs to obtain stability results. Therefore we will always say to which problem and for which point (e.g., x ) a condition is applied.
Stability Results. Consider the perturbed nonlinear program
(P(p)) f(x; p) ! min s.t. g(x; p) 0; where p 2 R n+m is the perturbation parameter and f( ; p) and g( ; p) map from R n to R and R m , respectively. With regard to Robinson 20] we make the blanket assumption that, for each p 2 R n+m , the functions f( ; p) and g( ; p) are di erentiable on R n , that f is continuous on R n R n+m , and that the derivatives r x f, r x g as well as g are locally Lipschitz-continuous on R n R n+m . We identify problem (P(0)) with (P). Thus, due to the di erentiability assumptions for (P), f( ; 0), g( ; 0) are twice continuously di erentiable. The set of KKT points of (P(p)) is denoted by K(p). Note 
with F and T as de ned in Subsection 3.1. Obviously, (16) is an instance of the perturbed generalized equation (1) . Therefore, to be consistent with the notation in Section 2, we will always use Z(p) instead of K(p) to denote the solution set of (16). Theorem 3.5 now yields the following corollary. The importance of this corollary lies in the fact that the ULC Q property was one of the basic assumptions for obtaining the convergence results in Section 2.
The following theorem provides a basic result on the behavior of the set of KKT points of the quadratic program (Q(z)) if z varies in a certain neighborhood of K. Its proof will be given in Subsection 3.5 together with some auxiliary results. In the remainder of this subsection we will consider the auxiliary quadratic programs (P (x + s)) and (D(x + s)). The latter is used in Algorithm IV with s = x k+1 ? x . For any s 2 R n let U(s) denote the solution set of (D(x + s)). Proof. Because (P (x + s)) is a linearly constrained problem with a strictly convex quadratic objective at most one solution exists. If (P (x +s)) has a solution then it is wellknown that this solution is a stationary point of (P (x + s)) and that the set of multiplier vectors associated with this unique solution coincides with the solution set U(s) of the dual problem (D(x + s)), for instance see Pshenitchny and Danilin 13] .
Writing down the KKT conditions for problem (P (x )) and using the fact that x is a stationary point of (P) one can easily see that d = 0 is a stationary point of problem (P (x )) and its unique solution since at most one exists. Moreover, it follows that U(0) = U. Since the Hessian of the Lagrangian of (P (x )) is the identity matrix, problem (P (x )) satis es SOSC for d = 0 and each v 2 U(0). Finally, for d = 0 the index set of the active constraints coincides with I 0 so that MFCQ for problem (P) at x is the same as MFCQ for (P (x )) at d = 0. 2 Theorem 3.9 For problem (P) let MFCQ at x be satis ed. Roughly speaking, the following theorem says that, under certain conditions and for z su ciently close to K, the Wilson subproblem (Q(z)) can be perturbed so that the perturbed subproblem (Q(z; q(z;ẑ)) has at least one KKT point that lies in Z (z; q(z;ẑ)) and whose primal part is equal tox, whereẑ = (x;û) denotes a KKT point of the unperturbed subproblem (Q(z)) and 1 is some xed value. Moreover, it is claimed that the norm of perturbation vector q(z;ẑ) goes to zero as the square of the distance d z; K] does. The proof of Theorem 3.10 and corresponding technical lemmas will be given in Subsection 3.6. Now, we are able to present the result on the q-quadratic convergence of the Modi ed Wilson Method (Algorithm IV). We note that if the local Lipschitz-continuity of the second order derivatives r 2 f and r 2 g is replaced by their continuity then it is still possible to show q-superlinear convergence. Theorem 3.11 For problem (P) let MFCQ, WCC, CRC at x and SOSC for each (x ; u ) 2 K be satis ed. Then 6 > 0 exists so that z 0 2 K + 6 B implies that Algorithm IV is well de ned. If z k = 2 K for all k 2 N the sequence fd z k ; K]g converges q-quadratically to 0 whereas the sequence fx k g converges r-quadratically to x .
Proof. We rst prove that, for suitably chosen parameters, Algorithm II applied to the generalized equation (15) is well de ned and has the desired convergence properties. Then, the theorem immediately follows by showing that Algorithm IV is one particular possibility to perform Algorithm II.
MFCQ at x and SOSC for each (x ; u ) 2 K imply that x is an isolated stationary point of (P). Thus > 0 exists so that (K + B) \ K = K, i.e., K plays the role of Z as used in Section 2. Without loss of generality we can assume that 0 < In the remainder of the proof we will show that Algorithm IV can be viewed as a particular possibility to perform Algorithm II. To this end letz k 2 K + 0 B be any iterate generated by Algorithm II. According to Theorem 2.2 we have d z k ; Z] 0 < . Setting z k :=z k it follows from Theorem 3.10 that Z(z k ) 6 = ;. Thus, Algorithm IV generates z k+1 = (x k+1 ; u k+1 ) 2 Z(z k ) \ (K + 1 B R m ));
where it has to be taken into account that Algorithm IV chooses (x k+1 ; u k+1 ) from Z(z k ) so that kx k+1 ?x k k = minfkx ?x k k j (x;û) 2 Z(z k )g. Hence, identifying the pair (z;ẑ) occurring in Theorem 3.10 with (z k ; z k+1 ), Theorem 3.10 implies that u(z k ; z k+1 ) exists with (x k+1 ; u(z k ; z k+1 )) 2 Z (z k ; q(z k )) with = 2 0 according to (18) . Therefore, we can identify (x k+1 ; u(z k ; z k+1 )) with z k+1 in Algorithm II. Theorem 2.2 together with (17) and (18) The set of its KKT points is denoted by K(p; u ). Lemma 3.12 For each (z; u ) 2 R n+m U, the problems (Q(z)) and (QP (z ? z ; u )) are equivalent. In particular, the set Z(z) of KKT points of (Q(z)) is equal to K(z ? z ; u ).
Proof. The results easily follow from the de nitions of (Q(z)) and (QP (p; u )) if we take into account that p = (p x ; p u ) = (x ? x ; u ? u ).
2 Lemma 3.13 For problem (P) let MFCQ at x and SOSC for each (x ; u ) 2 K be satis ed. Then, for any u 2 U, x is a stationary point of problem (QP (0; u )) and K = K(0; u ) \ (fx g R m ). Moreover, for any u 2 U, problem (QP (0; u )) satis es MFCQ at = x and SOSC for each (x ; v) 2 K(0; u ).
Proof. We rst observe that, for = x and p = 0, rg(x +p x ) T ( ?x ?p x ) + g(x +p x ) = rg(x ) T (x ?x ) + g(x ) = g(x ):
Thus, for any u 2 U, the index set I 0 contains exactly the indices of those constraints of (QP (0; u )) which are active at = x . Hence, for any u 2 U, the problem (QP (0; u )) satis es MFCQ at = x .
To see that K = K(0; u ) \ (fx g R m ) for any u 2 U consider the Karush-KuhnTucker conditions for QP(0; u ) with := x and take into account that the gradient of the objective of (QP (0; u )) at = x is equal to rf(x ) and that, as afore-mentioned, the active constraints of (QP (0; u )) at = x are exactly given by I 0 .
As the constraints of problem (QP (0; u )) are linear the Hessian of its Lagrangian is the same as the Hessian of its objective. For any 2 R n , the latter is equal to r xx L(x ; u ).
Hence, since the active constraints of (P) at x = x and of (QP (0; u )) at = x are given by I 0 , the assumption that SOSC is satis ed for problem (P) for each (x ; u ) 2 K implies that SOSC also holds for problem (QP (0; u )) for each (x ; v) 2 K(0; u ) and arbitrary u 2 U. 
Thus, to apply Lemma 3.14 we have to provide bounds for k 1 (p; ; v)k and k 2 ( ; u )k.
To this end we rst consider (rg(x )?rg(x +p x ))v in 1 (p; ; v). Using (21) 
Since U is compact (by MFCQ) it follows that, passing to a subsequence if necessary, u := lim !1 u 2 U:
With the above sequence fp g = f(p x ; p u )g we de ne a sequence fp g bŷ p := (p x ; p u + u ? u ) 8 2 N:
Taking into account that (QP (p ; u )) and (QP (p ; u )) are identical, we have K(p ; u ) = K(p ; u ):
This together with (27) yields
Due to Lemma 3.13 the quadratic program (QP (0; u )) satis es MFCQ at = x and SOSC for each (x ; v) 2 K(0; u ). From lim !1 = 0, (26), and (28) we further know that fp g converges to 0. Hence, we can apply Theorem 3.5 to (QP (p ; u )) for 2 N su ciently large and obtain a contradiction to (30). Thus, (25) If > the second part of the proof can be repeated for := so that the same sequence fu g (except a nite number of elements) and the same limit u are considered. To prove the remaining assertions of the lemma note that (36) implies W + = spanfrg i (x ) j u i =2g 8u 2 U + ( =2)B: Therefore, depending on u 2 U + ( =2)B, one can choose an index set I(u) I so that rankrg I(u) (x ) = dimW + = jI(u)j; u i =2 8i 2 I(u):
Together with CRC at x this yields rankrg I(u) (x ) = rankrg I + (x ) = rankrg I + (x) 8u 2 U + ( =2)B; 8x 2 fx g + B:
Since I(u) is contained in the nite index set I, continuity arguments show that (38) must be satis ed for z 2 K + 2 B with 2 2 (0; minf =2; g] su ciently small. Now, from (38) and I(u) I + , equation (39) 
The local Lipschitz-continuity of rg and (44) yield, for some 4 Thus, from the de nitions of (z;ẑ) and 6 , and from (40) it follows that k (z;ẑ)k k(rg I(u) (x) T rg I(u) (x)) ?1 rg I(u) (x)kk (z;ẑ)k 6 d z; K]:
Using (37), we get from (56) and from 6 
Relations (58), (60), (62) and (63) show that (x; u(z;ẑ)) satis es the KKT conditions associated to the perturbed quadratic program (Q(z; q(z;ẑ))). Thus, we have (x; u(z;ẑ)) 2 Z(z; q(z;ẑ)): Now, let 0 2 1 + 6 +1. Then, with regard to (49), (59) and (61) the proof is complete. 2 3.7 Related Work. Until now almost all results concerning local superlinear convergence properties of algorithms for computing a local minimizer of (P) require that the corresponding set of multiplier vectors is a singleton, see Facchinei and Lucidi 4] for a good review. Here we refer the reader to two recent results of this type. If the subproblems are quadratic programs with linearized constraints the weakest known conditions to obtain local superlinear convergence were probably given by Bonnans 2] and require the uniqueness of the multiplier vector together with SOSC. Without going into detail we mention that this result can be reobtained from Corollary 2.4 by using Corollary 3.6 and Theorem 3.7. If, instead, algorithms are considered whose subproblems are systems of linear equations Facchinei, Fischer, and Kanzow 3] have shown that the strong regularity 18] of the KKT point su ces to obtain superlinear convergence of a generalized Newton method applied to a certain semismooth reformulation of the KKT conditions. Now, we will turn our attention to the rare results that do not need the uniqueness of the multiplier vector. First consider the nonlinear program (P) with only linear constraints. Then, the sequence fx k g generated by the Wilson Method is known to converge q-quadratically to x , if a second-order su ciency condition (SOSC for all (x ; u ) 2 K) holds, see Bonnans 1] , Pang 11] , and Vetters 21] . The latter paper, though it assumes f to be strictly convex, is more general in the sense that it deals with nonlinear programs (P) having a convex feasible set. Each step of the algorithm in 21] requires the solution of a Levitin-Polyak subproblem 9], i.e., a quadratic approximation of f subject to the original feasible set has to be minimized. Recall that for linearly constrained programs (P) the Levitin-Polyak subproblems coincide with those of the Wilson Method. If, however, the constraint functions are nonlinear then the Levitin-Polyak subproblems become quadratic programs with nonlinear constraints. One may think that the theory presented in Section 2 is not able to cover the afore-mentioned results for linearly constrained programs (P) because MFCQ and WCC (as required in Section 3) need not be satis ed for such problems. However, without giving details we claim that both MFCQ and WCC are not necessary in order to apply the results of Section 2 for linearly constrained programs.
The second approach we are aware of that does not imply the uniqueness of the multiplier vector is the recent paper by Ralph and Wright 15] . They consider an interior-point method for monotone variational inequalities over convex sets. To specify this for the case of nonlinear programs (P) recall that the solution sets of (P) and of the variational inequality rf(x) T (y ? x) 0 8y with g(y) 0 coincide if f and g 1 ; : : : ; g m are convex functions and a constraint quali cation (e.g., MFCQ) is satis ed (see 6]). Besides further convexity assumptions on subspaces, in particular a second-order su ciency condition, the superlinear convergence proof in 15] relies on the existence of a strictly complementary solution (I + = I 0 ) and on the Constant Rank Constraint Quali cation in the sense of Janin 7] . As noted in Subsection 3.2 the latter condition is stronger than the CRC we use. Whereas, on the one hand, we do not need a strictly complementary solution for proving local quadratic convergence of the Modi ed Wilson Method we assume on the other hand that WCC is satis ed.
While completing this paper, an interesting report by Qi and Wei 14] has been released. It deals with the particular Sequential Quadratic Programming (SQP) algorithm of Panier and Tits 10] whose iterates are feasible with respect to the constraints of (P). In a local neighborhood of x , Qi and Wei propose a modi cation of this SQP algorithm: In each step a vector v k that belongs to the multiplier set of a quadratic subproblem has to be provided so that the gradients rg i (x k ) for all i 2 I + (v k ) are linearly independent. Using this technique and MFCQ, the Constant Rank Constraint Quali cation in the sense of Janin and a Strong Second-Order Su ciency Condition, the two-step Q-superlinear convergence of the iterates fx k g to x can be shown. The second-order condition is slightly stronger than SOSC for each (x ; u ) 2 K as used in Theorem 3.11. Acknowledgement. I would like to thank Professors Diethard Klatte, Bernd Kummer, Daniel Ralph for helpful discussions. Moreover, I am very grateful to the anonymous referees for their valuable remarks.
