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Abstract
Weprovide a theory ofmanifold-valued rough paths of bounded 3 > p-variation, which
we do not assume to be geometric. Rough paths are defined in charts, and coordinate-free
(but connection-dependent) definitions of the rough integral of cotangent bundle-valued
controlled paths, and of RDEs driven by a rough path valued in another manifold, are
given. When the path is the realisation of semimartingale we recover the theory of Itô
integration and SDEs on manifolds [É89]. We proceed to present the extrinsic counterparts
to our local formulae, and show how these extend the work in [CDL15] to the setting of
non-geometric rough paths and controlled integrands more general than 1-forms. In the
last section we turn to parallel transport and Cartan development: the lack of geometricity
leads us to make the choice of a connection on the tangent bundle of the manifold TM,
which figures in an Itô correction term in the parallelism RDE; such connection, which is
not needed in the geometric/Stratonovich setting, is required to satisfy properties which
guarantee well-definedness, linearity, and optionally isometricity of parallel transport. We
conclude by providing numerous examples, some accompanied by numerical simulations,
which explore the additional subtleties introduced by our change in perspective.
Introduction
The theory of rough paths, first introduced in [Lyo98], has as its primary goal that of pro-
viding a rigorous mathematical framework for the study of differential equations driven by
highly irregular inputs. The roughness of such signals renders the traditional definition of
differentiation and integration inapplicable, and motivates the definition of rough path, a path
X accompanied by functions, satisfying certain algebraic and analytic constraints, which postu-
late the values of its (otherwise undefined) iterated integrals. This concept leads to definitions
of rough integration against the rough path X and of rough differential equation (RDE) driven by
X, which bear the important feature of being continuous in the signal X, according to appro-
priately defined p-variation norms. Rough path theory applies to a wide variety of settings,
including to the case in which X is given by the realisation of a stochastic process, for which
it constitutes a pathwise approach to stochastic integration, extending the classical stochastic
analysis of semimartingales.
An important feature that a rough path can satisfy is that of being geometric: this can be
interpreted as the statement that it obeys the integration by parts and change of variable laws
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of first-order calculus, its irregularity notwithstanding. The theory of geometric rough paths
has been the most studied [FV10], and applies to semimartingales through the use of the
Stratonovich integral. Other notions of stochastic integration, however, cannot be modelled by
geometric rough paths, the Itô integral being the prime (but not the only [ER03]) example.
Since smooth manifolds are meant to provide a general setting for ordinary differential
calculus to be carried out, it is natural to ask how “rougher” calculi can be defined in the
curved setting. In the context of stochastic calculus, this question has led to a rich literature
on Brownian motion on manifolds. More recently, it has been raised a number of times with
regards to rough paths [CLL12, DS17, CDL15, Bou15, Bai19]. In all cases, however, only the
case of geometric rough paths has been discussed.
The main goal of this paper is to construct a theory of manifold-valued rough paths of
bounded p-variation, with p < 3, which are not required to be geometric. The regularity
assumption ensures that wemay draw on the familiar setting of [FH14] for vector space-valued
rough paths; dropping this requirement would require the more complex algebraic tools of
[HK15]. Our theory includes defining rough integration and differential equations, both from
the intrinsic and extrinsic points of view, and showing how the classical notions of parallel
transport and Cartan development can be extended to the case of non-geometric rough paths.
Although the definition of the Itô integral on manifolds has been known for decades,
Stratonovich calculus has been preferred in the vast majority of the literature on stochastic
differential geometry. Nevertheless, there are phenomena that are best captured by Itô cal-
culus, particularly those which relate to the martingale property. In this spirit, three of the
authors recently showed how a concrete problem involving the approximation of SDEs with
ones defined on submanifolds necessitates the use of Itô notation, and that the result naturally
provided by projecting the Stratonovich coefficients is suboptimal in general [ABF18, ABRF19].
The reason that Stratonovich integration and geometric rough paths are preferred in differ-
ential geometry is that they admit a simple coordinate-free description, as is also remarked
on [Lyo98, p.219]. An important point, however, that we wish to make in this paper is the
following: an invariant theory of integration against non-geometric rough paths may also be
given, albeit one that depends on the choice of a linear connection on the tangent bundle of the
manifold. Although geometric rough path theory still retains the important property of being
connection-invariant, all rough paths may be treated in a coordinate-free manner, since, while
manifolds may not admit global coordinate systems, they always admit covariant derivatives.
Overlooking this principle leads to the commonmisconception that Itô calculus/non-geometric
rough integration cannot be carried out on manifolds, even in cases where a connection is al-
ready independently and canonically specified, e.g. when the manifold is Riemannian. In
much of stochastic differential geometry the focus is not on the stochastic integral per se, which
is viewed as a tool to investigate laws of processes defined on Riemannian Wiener space: in
this context it is certainly justifiable to only work with the Stratonovich integral. Our emphasis
here, however, is on pathwise integration itself: for this reason we believe it to be of value to
build up the theory in a way that is faithful to the choice of the calculus, as specified through
the rough path X.
This paper is organised as follows:in Section 1 we review the theory of vector space-valued
rough paths of bounded 3 > p-variation, controlled rough integrations andRDEs, relying (with
a few modifications and additions) on [FH14].
In Section 2 we review the differential geometry necessary in the following sections.
In Section 3 we develop the theory at the heart of the paper: this entails defining rough
paths on manifolds and their controlled integrands in a coordinate-free manner by using
pushforwards and pullbacks through charts, showing how the choice of a linear connection
gives rise to a definition of rough integral, and defining RDEs in a similar spirit. We follow
2
the “transfer principle” philosophy [É90] of replacing all instances of Euclidean spaces with
smoothmanifolds, whichmeans that both the driving roughpath and the solution are valued in
(possibly different) manifolds. When we restrict our theory to semimartingales we recover the
known framework for Itô integration and stochastic differential equations (SDEs) on manifolds
[É89].
In Section 4 we switch from the local to the extrinsic framework, and show how our theory
extends that of [CDL15] to non-geometric integrators and controlled integrands more general
than 1-forms. Our broader assumptions require us to make additional nondegeneracy require-
ments on the path X, which are not needed in the local setting. We also remark that in this
section we are confining ourselves to the Riemannian case (with the metric being induced by
an embedding), while in the rest of the paper we allow for general connections.
Finally, in Section 5 we return to our local coordinate framework to carry out the construc-
tions of parallel transport along rough paths and the resulting notion of Cartan development,
or “rolling without slipping”, a cornerstone of stochastic differential geometry which yields
a convenient way of moving back and forth between the linear and curved setting. Since we
are dealing with parallel transport as a TM-valued RDE driven by anM-valued rough path X,
the lack of geometricity leads us to require the choice of a connection not just on the tangent
bundle of M but also of one on the tangent bundle of the manifold TM. The latter connec-
tion may not be chosen arbitrarily, and we identify criteria (formulated in terms of the former
connection) that guarantee well-definedness, linearity, and, if M is Riemannian, isometricity
of parallel transport. Different choices of such connection give rise to different definitions of
parallel transport and Cartan development, which are only detectable at a second-order level,
and all collapse to the same RDE when the rough path is geometric. Though we develop the
theory in the most general way possible, three examples for how a connection on TM may be
lifted to one on TTM are drawn from the literature; a case not analysed until now concerns
the Levi-Civita connection of the Sasaki metric, which results in parallel transport coinciding
with Stratonovich parallel transport. We end by seizing the opportunity to explore a few addi-
tional topics in stochastic analysis on manifolds, such as Cartan development in the presence
of torsion, with a pathwise emphasis.
We hope that the framework laid out in this paper may be used in the future to extend
our understanding of manifold-valued rough paths, both deterministic and stochastic, and in
Section 4 offer some ideas in this direction.
1 Background on rough paths
In this section we review the core theory of finite-dimensional vector space-valued (controlled)
rough paths, and the corresponding notions of rough integrals and RDEs. We refer mainly to
[FH14], with the caveat that we are in the setting of arbitrary control functions, as opposed
to Hölder regularity. The former has has the advantage of being a parametrisation-invariant
framework, and of allowing us to consider a larger class of paths (e.g. all semimartingales, and
not just Brownian motion). Other authors have already been treating controlled rough paths
in the setting of bounded p-variation [CL19, §2.4]. When a result in this first section is stated
without proof, it is understood that the proof can be found in [FH14, Ch. 1-10], possibly with
trivial modifications needed to adapt the arguments to the case of arbitrary controls.Many of
the more quantitative aspects of rough paths are left out, as they will not be relevant for the
transposition of the theory to manifolds. Since our vector spaces are finite-dimensional, and
since we will rely on arbitrary charts to make the manifold-valued theory coordinate-free, we
will use fixed coordinates to express all of our formulae.
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1.1 Rd-valued rough paths
Throughout this document p will be a real number ∈ [1, 3); we will not exclude the case of
p ∈ [1, 2) in which the theory reduces to Young integration, and remains valid with triv-
ial adjustments. A control on [0, T ] is a continuous function ω defined on the subdiagonal
∆T := {(s, t) ∈ [0, T ]2 | s 6 t}, s.t. ω(t, t) = 0 for 0 6 t 6 T and ω(s, u) +ω(u, t) 6 ω(s, t) for
0 6 s 6 u 6 t 6 T . ω will denote a control throughout this document, and should be thought
of as being a fixed property of the (rough) path which relates to its parametrisation; the main
example is the Hölder control ω(s, t) = t − s. Given a path X : [0, T ] → Rd we will denote its
increment Xst := Xt − Xs. Let Cpω([0, T ],Rd) denote the set of Rd-valued continuous paths
X : [0, T ]→ Rd with
sup
06s<t6T
|Xst|
ω(s, t)1/p
<∞ (1.1)
For there to exist a control ω s.t. the above holds is equivalent to saying that X is a path
of bounded p-variation [FV10, Proposition 5.10]; if ω is the Hölder control we recover the
definition of Hölder regularity. This kind of regularity is invariant under smooth maps:
Lemma1.1. Letω be a control,X ∈ Cpω([0, T ],Rd) and f ∈ C∞(Rd,Re). Then f(X) ∈ Cpω([0, T ],Re).
Proof. We have
sup
06s<t6T
|f(X)st|
ω(s, t)1/p
= sup
06s<t6T
|∂γf(Xs)X
γ
st +O(|Xst|
2)|
ω(s, t)1/p
6 ‖Df|X[0,T ]‖∞ sup
06s<t6T
|Xst|
ω(s, t)1/p
+ sup
06s<t6T
|O(ω(s, t)2)|
ω(s, t)1/p
<∞
(1.2)
In writing ∂γf(Xs)Xγst we have used the Einstein summation convention, as shall be done
throughout this paper. This concludes the proof. 
Recall that if X ∈ Cpω([0, T ],Rd), H ∈ Cqω([0, T ],Re×d) with 1/p+ 1/q > 1 (which happens,
in particular, when p = q ∈ [1, 2)) we may define the Young integral∫t
s
HdX := lim
n→∞
∑
[u,v]∈pin
HuXuv (1.3)
where (pin)n is a sequence of partitions on [s, t] with vanishing step size; the resulting path∫·
0HdX belongs to C
p
ω([0, T ],Rd). When the regularity requirement is no longer satisfied the
Riemann sums no longer converge, and the definition of integral will require X and H to carry
additional structure.
Definition 1.2 (Rough path). A p-rough path controlled by ω on [0, T ], valued in Rd con-
sists of a pair X = (X,X) with X ∈ Cpω([0, T ],Rd) (the trace) and a continuous function
X : ∆T → (Rd)⊗2 = Rd×d (the second order part) satisfying the regularity condition
sup
06s<t6T
|Xst|
ω(s, t)2/p
<∞ (1.4)
with the property that the Chen identity holds: for all 0 6 s 6 u 6 t 6 T and α,β = 1, . . . , d
Xαβst = X
αβ
su + X
α
suX
β
ut + X
αβ
ut (1.5)
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We denote the set of all such X as Cpω([0, T ],Rd) (note the difference in font with C, used for
simple paths). Its bracket path is given by
[X]αβst := X
α
stX
β
st − (X
αβ
st + X
βα
st ) (1.6)
These are indeed the increments of an element of Cp/2ω ([0, T ], (Rd)2)-valued path, where 
denotes symmetric tensor product. We will say that X is geometric if [X] = 0, and denote the set
of these with Gpω([0, T ],Rd).
The idea is that Xst represents the value of the (otherwise undefined) integral∫t
s
∫u
s
dXr ⊗ dXu =
∫t
s
Xsu ⊗ dXu (1.7)
In this interpretation it is easily checked that the Chen relation is simply the statement that the
integral
∫
Xu ⊗ dXu is additive on consecutive time intervals, and the property of X of being
geometric represents an integration by parts formula. Relaxing these two requirements to
Xαβst = X
αβ
su + X
α
suX
β
ut + X
αβ
ut + ε
αβ
st (and XαstX
β
st = X
αβ
st + X
βα
st + ε
αβ
st ) (1.8)
for some function of two parameters εst ∈ o(ω(s, t)) as t ↘ s for all s gives us the definition
of almost (geometric) rough path and space of these denoted with C˜ (and G˜ for geometric rough
paths); this definition is motivated by the fact that the εst’s vanish in the limit of a sum over a
sequence of partitions:∑
[s,t]∈pi
εst =
∑
[s,t]∈pi
εst
ω(s, t)
ω(s, t) 6 ω(0, T) sup
[s,t]∈pi
εst
ω(s, t)
|pi|→0−−−−→ 0 (1.9)
since p < 3 and O(ω(s, t)3/p) ⊆ o(ω(s, t)). The same reasoning is also at the root of the
following lemma [Lyo98, Theorem 3.3.1] [CDLL16, Proposition 3.5]. We write ≈ for equality
up to an εst ∈ o(ω(s, t)) as t↘ s.
Lemma 1.3. 1. If X,Y ∈ Cpω([0, T ],Rd), X ≈ Y⇒ X = Y;
2. Given X˜ ∈ Cpω([0, T ],Rd), there exists a unique X ∈ Cpω([0, T ],Rd) with X ≈ X˜, which is given
by
Xst = lim
n→∞
⊗
[u,v]∈pin
X˜uv (1.10)
where pin is any sequence of partitions of [s, t] with vanishing step size. Moreover, if
X˜ ∈ G˜pω([0, T ],Rd), X ∈ Gpω([0, T ],Rd).
Both statements also hold when restricted to the level of paths ∈ Cpω([0, T ],Rd).
If X and X˜ are related as in [Lemma 1.3, 2.] wewill say that latter is the rough path associated
to the former.
Given X ∈ Cpω([0, T ],Rd) we may associate a canonical element gX ∈ Gpω([0, T ],Rd), which
we call its geometrisation, with trace equal to that of X and
gXαβst := 12(X
αβ
st − X
βα
st ) +
1
2X
α
stX
β
st (1.11)
In other words, gX has the same antisymmetric part as X and symmetric part fixed by the trace
and the geometricity condition, and it is easily checked that the Chen identity continues to
hold.
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Remark 1.4 (Inhomogeneous degrees of regularity). Let d = d1 + d2, and assume that we ac-
tually have that (Xγ)γ=d1+1,...,d ∈ Cp/2ω ([0, T ],Rd2). Then, for rough paths with trace X we
will only require for the second order components Xαβ with α,β = 1, . . . , d1 to be defined;
we will denote the set of these Cp,p/2ω ([0, T ],Rd1,d2). This is because (according to the inter-
pretation Equation 1.7) all other components would have to be defined as having regularity
O(ω(s, t)3/p) and thus be negligible in all expressions involving them. Note that results in the
literature which are not explicitly stated for inhomogeneous degrees of regularity may be in-
ferred for such rough paths by simply defining themissing second order components by Young
integration (although sharper results exist when keeping track of the exact regularities of the
components). In other words, everything that we shall prove for X ∈ Cpω([0, T ],Rd) also holds
when X ∈ Cp,p/2ω ([0, T ],Rd1,d2). The most important cases of a rough path with inhomoge-
neous degrees of regularity are given by, for X ∈ Cpω([0, T ],Rd), (X, [X]) ∈ Cp,p/2ω ([0, T ],Rd,d2)
and (gX, [X]) ∈ Gp,p/2ω ([0, T ],Rd,d2) (or Rd,d(d+1)/2 if we view [X] as having only d(d + 1)/2
components, with the rest determined by symmetry; howeverwewill usually be summing over
all d2 components of the bracket). For more on rough paths with inhomogeneous degrees of
smoothness (in the geometric context) see [Gyu14].
1.2 Controlled paths and rough integration
Weproceed to define the objects which are, in some sense, dual to rough paths, and are original
to [Gub04]:
Definition 1.5 (Controlled path). Let X ∈ Cpω([0, T ],Rd). An Re-valued, X-controlled path,
or element of DpX([0, T ],Re) is a pair H = (H,H ′), where H ∈ Cpω([0, T ],Re) (the trace),
H ′ ∈ Cpω([0, T ],Re×d) (the Gubinelli derivative of Hw.r.t. X), and
Rkst := H
k
st −H
′k
γ;sX
γ
st, sup
06s<t6T
|Rst|
ω(s, t)2/p
<∞, (1.12)
Here Re×d should be thought of as L(Rd,Re) (where L means “linear maps”). We will
identifyRn-valued expressionswith their coordinate expression throughout this paper, e.g. we
will write X = (Xγ), X = (Xγ,Xαβ),H = (Hk, Hkγ). We will use ≈2 as a shorthand for equality
up to O(ω(s, t)2/p), i.e. Equation 1.12 may be written as Hkst ≈2 H ′kγ Xγst.
The following definition and theorem establishes that rough paths should be thought of as
integrators, and their controlled paths as a class of admissible integrands.
Definition/Theorem 1.6 (Rough integral). LetX ∈ Cpω([0, T ],Rd) andH ∈ DX(Re×d). We then
define, for 0 6 s 6 t 6 T∫t
s
HdX := lim
n→∞
∑
[u,v]∈pin
Hγ;uX
γ
uv +H
′
αβ;uXαβuv (1.13)
where (pin)n is a sequence of partitions on [s, t] with vanishing step size. This limit exists, is
independent of such sequence and is obtained by applying [Lemma 1.3, 1., restricted to the path level] to
Hγ;sX
γ
st +H
′
αβ;sX
αβ
st (1.14)
Here Ht is an Re×d-valued path and H ′t is a Re×d×d-valued path, with super-
scripts denoting Re-coordinates and subscripts denoting Rd-coordinates; in H ′kαβ the co-
ordinate of the Gubinelli derivative is α, i.e. the controlled path property now reads
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Hkβ;st − H
′k
αβ;sX
α
st ∈ O(ω(s, t)2/p). We will often refer to controlled paths with trace val-
ued in Re×d as controlled integrands. Clearly if X˜ ∈ C˜pω([0, T ],Rd) we may have substituted it
for X in Equation 1.13 and Equation 1.14. We will often omit the integration extrema: in this
case identities are to be intended to hold when the integral is taken on any interval. Also notice
that it is obvious from the definition that the integral is linear in the integrand and additive on
consecutive time intervals.
The condition of H admitting a Gubinelli derivative w.r.t. X is a strong condition, and one
can only expect it to be satisfied when H bears a special relationship with X. One may also ask
whether there are conditions on X under which any Gubinelli derivative H ′ is unique: this is
not always true, since if X is too regular inside Cpω([0, T ],Rd) the regularity requirement on H ′
becomes less stringent. A condition on X that rules this out, and guarantees uniqueness of the
Gubinelli derivative is given by true roughness of X: this means that for all s in a dense set of
[0, T ] and for all γ = 1, . . . , d
lim sup
t↘s
|X
γ
st|
ω(s, t)2/p
= +∞ (1.15)
It is satisfied, for instance, by a.a. sample paths of fractional Brownian motion with Hurst
parameter 1/3 < H 6 1/2, when considered as elements of Cp, 1/H < p < 3.
Theorem 1.7 (Uniqueness of the Gubinelli derivative). Let X ∈ Cpω([0, T ],Rd) with trace X truly
rough, (H, 1H ′), (H, 2H ′) ∈ DX(Rd). Then 1H ′ = 2H ′.
A corollary of this result is the uniqueness of the decomposition of the sum of a Young
integral and a rough integral:
Theorem 1.8 (Doob-Meyer for rough paths). Let X ∈ Cpω([0, T ],Rd) with trace X truly rough,
Y ∈ Cp/2([0, T ],Rd), 1H, 2H ∈ DX(Re×d), 1K, 2K ∈ Cp([0, T ],Re×d) then∫
1HdX+
∫
1KdY =
∫
2HdX+
∫
2KdY (1.16)
implies 1H = 2H and 1K = 2K.
In most cases, as for Example 1.9 below, the Gubinelli derivative is defined in a canonical
manner, and is intended to be computed accordingly, regardless of whether uniqueness holds
or not.
Example 1.9 (Examples of canonically controlled paths). 1. The simplest example of an X-
controlled path is a smooth function f ∈ C∞(Rd,Re) applied toX: its Gubinelli derivative
is given by Df(X) (where Df ∈ C∞(Rd,Re×d) is the differential of f, with coordinates
∂γf
k) since
fk(X)st − ∂γf
k(Xs)X
γ
st ∈ O(|Xst|2) ⊆ O(ω(s, t)2/p) (1.17)
by Taylor’s theorem. The regularity requirements on f(X) and Df(X) are satisfied by
Lemma 1.1. We call this X-controlled path f(X);
2. LetX,Hbeas inDefinition/Theorem 1.6, then the rough integral
∫·
0HdX admitsGubinelli
derivative H. We denote the resulting element of DX(Re) simply by
∫
HdX;
3. Assume H ∈ DX(Re) and that K ∈ Cp/2ω ([0, T ],Re), then we may use H ′ as the Gubinelli
derivative of H+ K and we have that (H+ K,H ′) ∈ DX(Re).
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Example 1.10 (Difference of rough integrals against rough paths with common trace). Let
1X = (X, 1X), 2X = (X, 2X) ∈ Cpω([0, T ],Rd), H ∈ DpX(Re×d). Then it is easy to verify that there
must exist a path D ∈ Cp/2ω (Rd×d) s.t. 2Xst = 1Xst + Dst, and it is easily deduced from the
Equation 1.14 ∫
Hd2X =
∫
Hd1X+
∫
H ′dD (1.18)
where the second integral on the right is intended in the sense of Young. An important special
case is when 2X = gX for a rough path X, in which case D = 12 [X]. Note that this identity
also holds at the level of controlled paths, since the Gubinelli derivatives (taken according to
[Example 1.9, 2.,3.]) both coincide with H. We will often use the notation
◦ dX := dgX (1.19)
which is motivated by Stratonovich calculus (see Remark 1.26 below).
A controlled path may be transformed into a rough path in a canonical fashion:
Definition 1.11 (Lift of a controlled path). Let X ∈ Cpω([0, T ],Rd),H ∈ DX(Re). Define ↑XH to
be the rough path associated to XH, defined as
(XH)st := (Hkst, Hiα;sHjβ;sX
αβ
st ) (1.20)
which is easily verified to belong to C˜pω([0, T ],Re) (and G˜pω([0, T ],Re) if X is geometric).
Note that by [Lemma 1.3, 2.] this implies that if X is geometric, so is ↑XH.
Example 1.12 (Lifts of controlled paths). 1. Given a f ∈ C∞(Rd,Re)we define f∗X :=↑Xf(X)
the pushforward of X through f, and by Taylor’s formula we have
(f∗X)st ≈ (∂γfk(Xs)Xγst + 12∂αβfk(Xs)XαstXβst, ∂αfi∂βfj(Xs)Xαβst ) (1.21)
2. Rough integrals may be lifted to rough paths: if H is as in Definition/Theorem 1.6 we
abuse the notation once again by setting
∫t
sHdX := (↑X
∫
HdX)st and we have∫t
s
HdX ≈ (Hkγ;sXγst +H ′kαβ;sXαβst , Hiα;sHjβ;sXαβst ) (1.22)
Note, however, that Equation 1.18 does not hold at the rough path level, since the lift
on the LHS would be computed using 2X, and the one on the RHS using 1X, and this
would affect the second order part of the rough integrals. For this reason we will mostly
consider Itô-Stratonovich type corrections only at the trace level.
Whenever there is an ambiguity as to whether a function on ∆T is a controlled or rough
pathwewill rely on coordinate notation to distinguish these two possibilities, e.g. (
∫
HdX)k are
the coordinates of the trace of the controlled/rough path, (
∫
HdX)kγ = Hkγ are the coordinates
of the Gubinelli derivative of the controlled path and (
∫t
sHdX)
ij ≈ Hiα;sHjβ;sXαβst those of the
second order part of the rough path. We will often use coordinate notation inside the integral
too, to track the action of the integrand on the integrator, e.g. (
∫
HdX)k =:
∫
HkγdXγ, with the
understanding that we also need the second-order coordinates of X and H to compute this
integral (this will help make more complicated expressions clearer).
Proposition 1.13 (Operations on controlled paths). Let X ∈ Cpω([0, T ],Rd).
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Change of controlling path. LetH ∈ DX(Re), K ∈ DH(Rf), then
K ∗H ′ := (Kc, K ′ck H ′kγ ) ∈ DX(Rf) (1.23)
In particular, if K = f(H) for f ∈ C∞(Re,Rf) we denote this f∗H and call it the pushforward of
H through f;
Leibniz rule. LetH ∈ DX(Rf×e) and K ∈ DX(Rg×f), then
K ·H := (KrcHck, K ′rγcHck + KrcH ′cγk) ∈ DX(Rg×e) (1.24)
Pullback. Let g ∈ C∞(Rd,Re),H ∈ Dg(X)(Rf×e), then
g∗H := (H ∗Dg(X)︸ ︷︷ ︸
=g(X) ′
) ·Dg(X) ∈ DX(Rf×d)
= (Hck∂γg
k(X), H ′cij∂αg
i∂βg
j(X) +Hck∂αβg
k(X))
(1.25)
Proof. Clearly all three paths belong to Cpω. We need to check that Equation 1.12 holds in all
three cases. In the case of the change of controlling path we have
Kcst − K
′c
k;sH
′k
γ;sX
γ
st ≈2 Kcst − K ′ck;sHkst ≈2 0 (1.26)
As for the Leibniz rule, consider the matrix multiplication function
m : Rg×f × Rf×e → Rg×e, (zrc, yck) 7→ (zrcyck) (1.27)
It is easily verified that K ·H = m∗(H,K), the pushforward of controlled paths being defined
in the step above.
The case of the pullback readily follows from its expression as a combination of the two
above constructions. 
Proposition 1.14 (Compatibility). Let X ∈ Cpω([0, T ],Rd) andH ∈ DX(Re):
1. Lifting is compatible with change of controlling path in the sense that, for K ∈ DH(Rf) we have
↑HK =↑X(K ∗H ′) (1.28)
where H denotes the second order part of the rough path ↑XH. In particular, for f ∈ C∞(Re,Rf)
pushforward of rough and controlled paths are related through lift by f∗↑XH =↑Xf∗H. Moreover,
f∗(g∗X) = (f ◦ g)∗X for appropriately valued smooth maps f, g;
2. Lifting is compatible with geometrisation in the sense that
g(↑XH) =↑gXH (1.29)
In particular, pushforward of rough paths and rough integration preserve geometricity;
3. For appropriately value smooth maps f, g and controlled integrands K we have
(f ◦ g)∗K = g∗(f∗K) (1.30)
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Proof. As for the first claim, the two rough paths agree on the trace K and second order part
(↑HK)abst ≈ K ′ai;sK ′bj;sHijst ≈ K ′ai;sK ′bj;sH ′iα;sH ′jβ;sXαβst = (↑X(K ∗H ′))ab (1.31)
Identity of the two rough paths therefore holds by [Lemma 1.3, 1.]. Now, taking K = f(H) and
the definitions of pushforward this yields
f∗↑XH =↑H(f(H)) =↑Xf∗H (1.32)
Taking, furthermore,H = g(X) we obtain
f∗(g∗X) = f∗↑Xg(X) =↑X(f∗g(X)) =↑X(f ◦ g(X)) = (f ◦ g)∗X (1.33)
As for the second claim, the two rough paths have the same trace, and therefore the same
symmetric part of the second order part, and antisymmetric part equal to half of
g(↑XH)ij − g(↑XH)ji = (↑XH)ij − (↑XH)ji
≈ H ′iα;sH ′jβ;s(Xαβst − Xβαst )
≈ (↑gXH)ij − (↑gXH)ji
(1.34)
Therefore g(↑XH) ≈↑gXH and we conclude again by [Lemma 1.3, 1.].
The final statement is verified using a similar comparison of the expressions in coordi-
nates. 
The following is a rough path version of the Itô lemma. Note how the formula simplifies
to a first order chain rule in the case of X geometric. It is followed by the rough path-version
of the Kunita-Watanabe identity, where the bracket path takes the role of quadratic covariation
matrix.
Theorem 1.15 (Itô lemma for rough paths). Let X ∈ Cpω([0, T ],Rd) and f ∈ C∞(Rd,Re). Then
f(X) = f(X0) +
∫ ·
0
Df(X)dX+ 1
2
∫ ·
0
D2f(X)d[X] (1.35)
Moreover, the Gubinelli derivatives of the LHS and RHS, computed canonically according to Example 1.9
agree, thus giving rise to an identity in DX(Re), and after applying ↑X, to one in Cpω([0, T ],Re) (with
the term f(X0) only influencing the trace).
Proof. The path-level statement is proved in [FH14, Proposition 5.6]. TheGubinelli derivative of
the LHS according to [Example 1.9, 1.] isDf(X), which coincides with the Gubinelli derivative
of the LHS according to [Example 1.9, 2.,3.] (since the bracket path, and thus the Young integral
has higher regularity). 
Note how the integral of the exact 1-form Df(X) does not require the whole of X: this is
because its Gubinelli derivative,D2f(X), is symmetric. Only the symmetric part ofX is needed:
the pair (X,X) (with  denoting the symmetrisation operator) is called a reduced rough path.
Proposition 1.16 (Kunita-Watanabe identity for rough paths). Let X ∈ Cpω([0, T ],Rd),
H ∈ DX(Re). Then
[↑XH]ijst ≈ HistHjst −H ′iα;sH ′jβ;s(Xαβst + Xβαst ) (1.36)
so in particular (if e = f× d in the second case below)
[f∗X]ijst =
∫t
s
∂αf
i(X)∂βf
j(X)d[X]αβ,
[ ∫
HdX
]ij
st
=
∫t
s
HiαH
j
βd[X]
αβ (1.37)
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Proof. The first claim is immediate from Equation 1.6, Example 1.12. The bracket of a pushfor-
ward is computed as
[f∗X]ijst ≈ fi(X)stfj(X)st − ∂αfi(Xs)∂βfj(Xs)(Xαβst + Xβαst )
≈ ∂αfi(Xs)∂βfj(Xs)(XαstXβst − (Xαβst + Xβαst ))
= ∂αf
i(Xs)∂βf
j(Xs)[X]αβst
≈
∫
∂if(X)∂jf(X)d[X]ij
(1.38)
and since the integral is additive on consecutive intervals we conclude that we have equality
by uniqueness in [Lemma 1.3, 1.]. As for the rough integral[ ∫
HdX
]ij
st
≈ (Hiγ;sXγst +H ′iαβ;sXαβst )(Hjγ;sXγst +H ′jαβ;sXαβst ) −Hiα;sHjβ;sXαβst
≈ Hiα;sHjβ;s(XαstXβst − (Xαβst + Xβαst ))
= Hiα;sH
j
β;s[X]
αβ
st
≈
∫t
s
HiαH
j
βd[X]
αβ
(1.39)
and conclude as before that equality holds. 
The fact that the rough integral can be canonically considered a rough path in its own right
naturally leads to the question of associativity, which is answered in the affirmative:
Theorem 1.17 (Associativity of the rough integral). Let X ∈ Cpω([0, T ],Rd), H ∈ DX(Re×d),
I :=
∫
HdX ∈ DX(Re), Y :=↑XI, K ∈ DI(Rf×e). Then( ∫
KdY
)
∗ I ′ =
∫
(K ∗ I ′) ·HdX ∈ DX(Rf) (1.40)
As a result, the identity
∫
KdY =
∫
(K ∗H) ·HdX also holds in Cpω([0, T ],Rf).
Proof. At the level of the trace we have∫t
s
KckdYk ≈ Kck;sYkst + K ′cij;sYijst
≈ Kck;s(Hkγ;sXγst +H ′kαβ;sXαβst ) + K ′cij;sHiα;sHjβ;sXαβst
≈
∫t
s
(K ∗H) ·HdX
(1.41)
which proves the identity of the traces, since I ′ = H. Their Gubinelli derivatives w.r.t. X,
as computed according to [Example 1.9, 2.] and Proposition 1.13 both coincide with (KckHkγ).
Passing to the lift on this identity we havex
X
∫
(K ∗H) ·HdX =
x
X
∫
KdY ∗H =
x
Y
∫
KdY (1.42)
where we have used [Proposition 1.14, 1.] in the second identity. This is the identity required
in the second statement. 
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The next proposition expresses the degree to which pushforward of rough paths and
pullback of controlled paths fail to be adjoint operators under the rough integral pairing; in
particular the adjunction does hold when the integrator is geometric or when g is an affine
map.
Corollary 1.18. Let X,H, g be as in [Proposition 1.13, Pullback.]. Then( ∫
Hd(g∗X)
)
∗Dg(X) =
∫
g∗HdX+ 1
2
∫
H ·D2g(X)d[X] (1.43)
where, as usual, the identity holds in DX(Re) according to Example 1.9 and thus in Cpω([0, T ],Re).
Proof. Plugging in the the expression forg∗XgivenbyTheorem 1.15 andapplyingTheorem 1.17
we have( ∫
Hd(g∗X)
)
∗Dg(X) =
( ∫
Hd(
∫
Dg(X)dX+ 12
∫
D2g(X)d[X])
)
∗Dg(X)
=
∫
(H ∗Dg(X)) ·Dg(X)dX+ 1
2
∫
H ·D2g(X)d[X]
=
∫
g∗HdX+ 1
2
∫
H ·D2g(X)d[X]
(1.44)
As usual, the more regular Young integral only contributes to the trace of the X-
controlled/rough paths in question. 
1.3 Rough differential equations
Weproceed todiscuss a central themeof roughpath theory: that of roughdifferential equations,
or RDEs.
Definition 1.19. Let X ∈ Cpω([0, T ],Rd), F ∈ C∞(Re+d,Re×d). A controlled solution to the RDE
dY = F(Y, X)dX, Y0 = y0 (1.45)
(which we will write in coordinates as dYk = Fkγ(Y, X)dXγ when we wish to emphasise the
action of the field of linear maps F on the driver X) is an element Y ∈ DX(Re) s.t.
Y = y0 +
∫
F∗(Y,X)dX ∈ DX(Re) (1.46)
where F∗(Y,X) is the pushforward of the Re+d-valued X-controlled path with trace (Y, X) and
Gubinelli derivative (Y ′, 1). We will call ↑X Y (which we will denote again Y) a rough path
solution to Equation 1.45.
Wewill sometimes write dY (without the bold font for Y) on the LHS of Equation 1.45 when
only referring to the trace level of the solution. Note that the definition of controlled solution
implies the requirement Y ′ = F(Y, X) and
F∗(Y,X) = (Fkγ(Y, X), ∂αFkβ(Y, X) + Fhα∂hFkβ(Y, X)) (1.47)
Since a solution of either type is entirely determined by its trace and F, Xwe will often just use
the term solutionwithout specifying which type we intend.
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Remark 1.20. Usually only RDEs of the form dY = F(Y)dX are considered. Equation 1.45 can
be considered as a special case of this by simply “doubling the variables”, i.e. considering the
joint RDE
d
(
X
Y
)
=
(
1
F(Y, X)
)
dX (1.48)
We have chosen to consider RDEs that also depend on X since this will become a compulsory
requirement when X is manifold-valued; this framework is taken from [É89], where it is used
in the context of manifolds-valued SDEs. A side benefit of introducing this dependence is that
rough integrals may now be seen as a particular case of RDEs, namely when F is independent
of Y. In particular, thanks to Theorem 1.15, controlled paths given by 1-forms may be viewed
as particular cases of solutions to RDEs driven by the rough path (X, [X]).
Example 1.21 (RDEs driven by rough paths with common trace). Let 1X, 2X, D be as in
Example 1.10. Then we have the following identity of controlled solutions
dYk = Fkγ(Y, X)d2Xγ ⇐⇒ dYk = Fkγ(Y, X)d1Xk + (∂αFkβ + Fhα∂hFkβ)(Y, X)dDαβ (1.49)
Note this identity does not hold for rough path solutions, for the reason provided in
[Example 1.12, 2.]. The second expression is an RDE driven by the rough path with trace
(X,D) and second order part X (since Dαβst ∈ O(ω(s, t)p/2) we do not need other components
by Remark 1.4, i.e. the integral againstD is intended in the sense of Young). This is particularly
important when 2X = gX, D = 12 [X] for a rough path X, as it informs us that every RDE may be
rewritten as an RDE driven by the geometric rough path (gX, [X]).
The following theorem is proved in [CDL15, Corollary 2.17, Theorem 4.2], and its proof
carries over to the case of X non-geometric (thanks to Example 1.21) and with F depending
on X (thanks to Remark 1.20). We will say that Y is a controlled/rough path solution up to
time S 6 T if it is a solution to Equation 1.45 where the driving rough path is substituted with
X|[0,R] ∈ Cpω([0, R],Rd), for all R < S. Note that, according to this terminology, a solution up to
time T is a not necessarily a solution on the whole of [0, T ] (the former may explode precisely
at time T , while for the latter we have YT = y0 +
∫T
0 F∗(Y,X)dX): to distinguish the two we will
call the latter a global solution.
Theorem 1.22 (Local existence and uniqueness). Precisely one of the following two possibility holds
w.r.t. Equation 1.45
1. A global solution exists;
2. There exists an S 6 T and a solution up to time S, with Y[0,S) not contained in any compact set
of Re.
Moreover, in either case, the solution is unique on the interval on which it is defined.
The following lemma further specifies that the exit time from an open neighbourhood is
bounded frombelow, uniformly in the initial time and initial condition (ranging in aprecompact
neighbourhood) of an RDEwith fixed driver X. It can be found in [CDL15, Corollary 2.17], and
its proof carries over to the setting considered here once again by Example 1.21 andRemark 1.20
(and using the obvious fact that X[0,T ] is compact).
Lemma 1.23. Let U,V ⊆ Re be open with V ⊇ U compact. Then there exists a δ > 0 s.t. for all
t0 ∈ [0, T ] and y0 ∈ U the unique solution to
dY = F(Y, X)dX, Yt0 = y0 (1.50)
is defined and satisfies Y ∈ V on [t0, (t0 + δ)∧ T ].
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Example 1.24 (Operations on RDEs). 1. Let
dYk = Fkγ(Y, X)dXγ, dZc = Gck(Z, Y)dYk (1.51)
Then by Theorem 1.17
Z =
∫
(G(Z, Y) ∗ (Z, Y) ′) · F(Y, X)dX (1.52)
Where the Gubinelli derivative of (Z, Y) w.r.t. X is computed as
(Z, Y) ′ = (G(Z, Y)Y ′, Y ′) = (G(Y, Z)F(Y, X), F(Y, X)) (1.53)
Z can thus be viewed as the solution, jointly with Y, to an RDE driven by X, and we will
simply write
dZc = Gck(Z, Y)Fkγ(Y, X)dX (1.54)
2. If Y is as in Equation 1.51 we may use Proposition 1.16 to show that its bracket solves
d[Y]ij = FiαF
j
β(Y, X)d[X]
αβ (1.55)
This can be viewed as the solution, jointly with Y, to an RDE driven by (X, [X]), which by
Example 1.21 can be transformed into one driven by (gX, [X]).
From now on we will manipulate RDEs formally as Itô SDEs, in coordinates, with the
understanding that their precise meaning can be justified as done above.
Although this is not a paper on global existence, we will need the following lemma that
guarantees it in an important special case.
Lemma 1.25. Let V be as in Definition 1.19 with
Fkγ(y, x) = A
k
γh(x)y
h + bkγ(x) (1.56)
for some A ∈ C∞(Rd,Re×e×d), b ∈ C∞(Rd,Re×d). Then Equation 1.45 admits a global solution.
Proof. First of all, observe that
(∂αF
k
β + F
h
α∂hF
k
β)(y, x) = (∂αA
k
βh +A
l
αhA
k
βl)(x)y
h + (∂αb
k
β + b
h
αA
k
hβ)(x) (1.57)
has the same form as F: by Example 1.21 we may therefore assume X is geometric. To prove
the result it does not suffice to invoke the well-known existence of global solutions for linear
RDEs, as F is not linear in x. However, we may assume A and b to be bounded with bounded
derivatives of all orders, since we only require the values of A and b on the compact set X[0,T ]
(and may thus multiply them by a mollifier on Rd that vanishes outside an open set containing
X[0,T ]). Now [FV10, Theorem 10.53] may be applied to Equation 1.48, with the only caveat that
we have to replace v with maxγ(‖Aγ‖∞ , ‖bγ‖∞) in its proof (and in that of [FV10, Lemma
10.52]). 
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1.4 Stochastic rough paths
Finally, we address the topic of stochastic processes lifted to rough paths. We denote with
S(Ω, [0, T ],Rd) the set of Rd-valued continuous adapted semimartingales defined up to time
T on some stochastic setup (Ω, (Ft)t∈[0,T ],P) satisfying the usual conditions. We may define
X, X̂ ∈ Cp([0, T ],Rd) a.s. by Stratonovich and Itô integration respectively
Xαβst :=
∫t
s
Xαsu ◦ dXβu, X̂αβst :=
∫t
s
XαsudXβu, X
αβ
st = X̂
αβ
st +
1
2 [X]
αβ
st (1.58)
where [X] denotes the quadratic covariation tensor of X.
Remark 1.26. Wehave [X̂] = [X] and [X] = 0 a.s. so ĝX = X. In general, rough path theory applied
to semimartingales extends the usual stochastic calculus, i.e. Itô/Stratonovich stochastic inte-
grals agree a.s. with the path-by-path computed rough integrals w.r.t. the Itô/Stratonovich lifts
[FH14, Proposition 5.1, Corollary 5.2], and the strong solution to an Itô/Stratonovich SDE coin-
cides a.s. with the path-by-path computed solution to the RDE driven by the Itô/Stratonovich-
enhanced rough path [FH14, Theorem 9.1] (these results are only shown for Brownian inte-
grators, but may be extended to general continuous semimartingales, e.g. by reducing to the
Brownian case by splitting the integrator into its bounded variation and local martingale parts
and applying the Dubins-Schwarz theorem to the latter).
The following is a statement made in the same spirit which will be important later on.
Proposition 1.27. Let X ∈ S(Ω, [0, T ]) and f ∈ C∞(Rd,Re). Then f∗X and f∗X̂ coincide a.s. with
the lifts of the semimartingale f(X) computed respectively through Stratonovich and Itô integration.
Proof. We begin with the Itô case. By the classical Itô formula and Remark 1.26 we have that,
a.s. ∫t
s
fi(X)dfj(X) =
∫t
s
fi(X)∂γf
j(X)dX+ 1
2
∫t
s
fi(X)∂αβf(X)d[X]αβ
=
∫t
s
fi∂γf
j(X)dX̂γ + 1
2
∫t
s
fi∂αβf(X)d[X̂]αβ
≈ fi∂γfj(Xs)Xγst + (∂αfi∂βfj + fi∂αβfj)(Xs)X̂αβst
+12f
i∂αβf
j(Xs)[X̂]αβst
= fi∂γf
j(Xs)X
γ
st + ∂αf
i∂βf
jX̂αβst + 12f
i∂αβf
j(Xs)X
α
stX
β
st
≈ fi(Xs)fj(X)st + ∂αfi∂βfjX̂αβst
(1.59)
Therefore a.s.∫t
s
fi(X)sudfj(Xu) =
∫t
s
fi(X)dfj(X) − fi(Xs)fj(X)st ≈ ∂αfi∂βfjX̂αβst (1.60)
and we conclude by [Lemma 1.3, 1.]. The Stratonovich case is handled analogously, with
the only difference that the first order change of variable formula holds, and that brackets
vanish. 
For other examples of stochastic rough paths, which include lifts of Gaussian and Markov
processes, we refer to [FV10, Ch. III]. Though these rough paths aremostly geometric, examples
of non-geometric, non-semimartingale stochastic rough paths also exist in the literature [QX18].
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2 Background on differential geometry
In this section we review the differential geometry needed in the rest of this paper. We begin
by recalling various equivalent notions of connections on manifolds, and proceed to specialise
this study to the case where M is a Riemannian submanifold of Rd. We follow [Lee97] and
[KN96] for classical differential geometry (with an occasional glance at [Nak03] for expressions
in local coordinates), and [Lee97, Ch. 8], [CDL15], [ABF18] and [Dri04] for the extrinsic theory.
2.1 Linear connections
LetM be a smoothm-dimensionalmanifold, and τM : TM→M its tangent bundle; throughout
this paper we will identify fibre bundles with their projection. We will denote the tangent map
of a smoothmap ofmanifolds f : M→ N by τf : τM→ τN (amorphism in the category of vector
bundles), with map of total spaces Tf : TM → TN (a smooth map), and by Txf its restriction
to the tangent space TxM. In this subsection we review equivalent notions of a connection on
a manifold. Given a smooth fibre bundle pi : E → M we denote with Γpi its C∞M-module of
sections and EA := pi−1(A) for A ⊆M, Ex := E{x} for x ∈M.
Definition 2.1 (Covariant derivative). A linear connection, or covariant derivative on a smooth
vector bundle pi : E→M is a map
∇ : ΓτM× Γpi→ Γpi, (U, e) 7→ ∇Ue, (∇Ue)(x) =: ∇U(x)e (2.1)
which is linear in both arguments and which satisfies the Leibniz rule
∇U(x)(fe) = f(x)∇U(x)e+ (U(x)f)e(x) for f ∈ C∞M.
The notation ∇U(x)e is justified by the fact that the value of the section ∇Ue only depends
on the value of U(x) (and on the value of e on any curve whose tangent vector at x is U(x)); in
general we will denote vectors based at x ∈ M as U(x), V(x), . . ., reserving U,V, . . . for vector
fields (or just vectors based at an unspecified point). Covariant derivatives will mainly be
considered on the tangent bundle τM: in this case it is automatically extended to the whole
of
⊕
k,l∈N τM
⊗k ⊗ τ∗M⊗l given a few compatibility conditions [Lee97, Lemma 4.6]. A linear
connection on τM is equivalently defined by a Hessian, i.e. an R-linear map
∇2 : C∞M→ Γ(τ∗M⊗2) (2.2)
satisfying∇2(fg) = f∇2g+g∇2f+df⊗dg+dg⊗df for all f, g ∈ C∞M. Covariant derivatives
on the tangent bundle and Hessians are equivalent data, and are related by
〈∇2f(x), U(x)⊗ V(x)〉 = (U(x)V −∇U(x)V)f (2.3)
where V is any extension of V(x) to a local section and U(x)V denotes composition of vector
fields, i.e. the differential operator whose action on f ∈ C∞M is given by U(x)(y 7→ V(y)f).
Given a chart ϕ we denote with ∂kϕ(x) the basis elements of the tangent space TxM defined
by ϕ, and we abbreviate ∂k := ∂kϕ if there is no risk of ambiguity. Moreover, we denote with
Γkij the Christoffel symbols of ∇w.r.t. ϕ: this means ∇∂i∂j = Γkij∂k, and therefore
∇UV = (Uh∂hVk +UiVjΓkij)∂k (2.4)
and ifω ∈ Γτ∗M
∇Uω = (Ui∂iωj −UiωkΓkij)dj (2.5)
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where dk := dkϕ are the elements of the dual basis of {∂kϕ(x)}k. Given two chartsϕ,ϕ defined
on overlapping domains, the (non-tensorial) transformation rule of the Christoffel symbols is
Γk
ij
= ∂kk∂
i
i
∂
j
j
Γkij + ∂
h
ij
∂kh (2.6)
where overlined indices refer toϕ and simple indices toϕ, and the ∂’s refer to the derivatives of
the change of chart, e.g. ∂h
ij
(x) := ∂ij(ϕ
h ◦ϕ−1)(x)). The Hessian can be written in coordinates
as
∇2f = (∂ij − Γkij∂k)f dϕi ⊗ dϕj (2.7)
Those connections whose Hessians are valued in Γ(τ∗M2), or equivalently with vanish-
ing torsion tensor 〈T, U ⊗ V〉 := ∇UV − ∇VU − [U,V] are called torsion-free. In local co-
ordinates Tkij = Γkij − Γkji. We can associate to any connection ∇ a torsion-free one by
∇UV := ∇UV − 12〈T, U ⊗ V〉 or equivalently by projecting its Hessian onto T∗M  T∗M:
the symmetrised connection will then define the same set of (parametrised) geodesics.
Let g be a Riemannian metric, i.e. a section in Γ(τ∗M2) which is nowhere vanishing and
positive-definite at all points (many, but not all, of the considerations made in this paper about
Riemannian metrics can be extended to pseudo-Riemannian ones). A connection ∇ is metric
w.r.t. g if∇g = 0, or in local coordinates
gij,k − ghjΓ
h
ki − gihΓ
h
kj = 0 (2.8)
where indices after the comma denote partial differentiation in the chosen chart, i.e.
gij,k := ∂kgij, and gij the components of the metric in the same chart (gij will denote
the inverse of gij, i.e. gikgkj = δij). We will also use indices after a semicolon to denote
covariant differentiation, e.g. gij;k := (∇g)ijk. There is precisely one such connection which is
also torsion-free, called the Levi-Civita connection of g, which we denote g∇, and its Christoffel
symbols are given by
gΓkij =
1
2g
kh(ghj,i + gih,j − gij,h) (2.9)
When on a Riemannianmanifoldwewill sometimes use themusical isomorphisms [ : τM→ τ∗M
with inverse ]. In coordinates these are given by performing “index gymnastics” w.r.t. g, i.e.
Vi := V
[
i := gijV
j, ωi := (ω])i = ωjgij. Similar raising and lowering of indices will be
performed with arbitrary tensors.
Remark 2.2. If ∇ is g-metric, it is not true in general that ∇ is metric. Denoting Tkij the
components of the torsion tensor, we have that the difference between ∇ and g∇ is quantified
by the contorsion tensor
Kkij :=
1
2(T
k
ij + T
k
i j + T
k
j i), Γ
k
ij −
gΓkij =K
k
ij (2.10)
which has symmetric part 12(T
k
i j + T
k
j i).
The curvature tensor associated to a connection∇ is
R(U,V)W := ∇U∇VW −∇V∇UW −∇[U,V]W (2.11)
where [U,V] denotes the Lie bracket of vector fields, which vanishes if the vectors are given by
the local basis sections ∂k defined by a chart. We denote the coefficients
R hijk := 〈R(∂i, ∂j)∂k,dh〉 = Γhjk,i − Γhik,j + ΓhilΓ ljk − ΓhjlΓ lik (2.12)
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and warn the reader that the ordering of the indices is not standard in the literature (this
convention is, for instance, the one followed by [Lee97, YI73]). The curvature tensor satisfies
the symmetry
R hijk = −R
h
jik (2.13)
Moreover, if ∇ is torsion-free
R hijk +R
h
jki +R
h
kij = 0 (2.14)
Moreover, if ∇ is g-metric (but not necessarily torsion-free)
Rijkh = −Rijhk (2.15)
and finally if∇ = g∇
Rijkh = Rkhij (2.16)
These symmetries are often stated directly in the Levi-Civita case, but hold under the more
general hypotheses stated above, as can be seen from a careful reading of their proof [Lee97,
Proposition 7.4]. We also recall the definition ofRicci tensor a symmetric tensor field defined as a
contraction of the curvature tensor, andwhose components we still denote (without ambiguity,
thanks to the different number of indices) with the symbolR:
Rij = −R
k
ki j = −Rhikjg
hk (2.17)
Given a smooth fibre bundle pi : E → M with typical fibre the smooth n-dimensional
manifold R (note: this is notR, and in general is not even a vector space), its vertical bundle Vpi is
the subbundle of τEwith total space VE := ker(Tpi : TE→ TM), and we have Ve(x)E = Te(x)Ex,
i.e. elements of the total space of Vpi are vectors tangent to the fibres of pi. Recall that for a
smooth map of manifolds f ∈ C∞(P,Q) and a fibre bundle ρ : D → Q, we define the pullback
bundle
f∗ρ : {(p, d) ∈ P ×D | f(p) = ρ(d)} := f∗Q→ P, (p, d) 7→ p (2.18)
and there is a bundle map f∗ρ→ ρ
f∗Q D
P Q
f∗ρ
pr2
ρ
f
(2.19)
The vertical lift of pi is defined as the fibre bundle isomorphism
pi∗pi→ Vpi, Ex × Ex 3 (e(x), U(x)) 7→ v(e(x))U(x)
v(e(x))U(x)(f ∈ C∞E) := ddt
∣∣∣∣
0
f(e(x) + tU(x))
(2.20)
An Ehresmann connection is a vector bundle η : H → E which is complementary to Vpi, i.e.
H⊕VE = TE. Whenpi is a vector bundle, Ehresmann connections and a covariant derivatives are
equivalent by further requiring of the former that, denoting the sum and scalar multiplication
map by
Σ : E⊕ E→ E, Λa : E→ E, a ∈ R (2.21)
TΣmap the subbundle {(α(e), β(e)) ∈ He⊕He | e ∈ E} 6 T(E⊕E) toH and that TΛamapH to
itself for all a ∈ R. This in particular implies thatH0x = TxMwhere we are identifyingMwith
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the zero section of TM. In order to describe the correspondence we first define the horizontal
lift (relative to an Ehresmann connection η : H →M on the fibre bundle pi) as the fibre bundle
isomorphism
h: pi∗τM→ η, Ex × TxM 3 (e(x), U(x)) 7→ h(e(x))U(x) := Te(x)pi
∣∣−1
He(x)
(U(x)) (2.22)
i.e. h is a splitting of the short exact sequence of vector bundles:
0 Vpi τE pi∗τM 0
Tpi
h
(2.23)
The Ehresmann connection associated to a covariant derivative (wherepinow is a vector bundle)
is given in terms of its horizontal lift as
h(e(x))U(x) := Txe(U(x)) − v(e(x))∇U(x)e (2.24)
for any section e ∈ Γpi whose value at x is e(x) (the independence on the section e is checked
by using the usual characterisation of tensoriality [Lee97, Lemma 2.4], i.e. by showing that
h(fe(x))U(x) = f(x)h(e(x))U(x): this is easily done in local coordinates).
If we have a chart ϕ : A→ Rm for A ⊆M, a chart φ : B→ Rn for B ⊆ R (the typical fibre of
pi, an arbitraryn-dimensionalmanifold) and a trivialisationΦ : EA → A×R, the triple (ϕ,φ,Φ)
defines a chart
(ϕ× φ) ◦Φ : Φ−1(A× B)→ Rm × Rn (2.25)
We will call the resulting coordinates product coordinates. If pi is a vector bundle, R can (and
always will) be taken equal toRn andφ to the identity, and if pi = τM or τ∗M,Φ can be defined
canonically in terms of ϕ as Tϕ or T∗ϕ−1. In these cases we will speak of induced coordinates.
Convention 2.3. In what follows we will be working on the manifolds TM (or T∗M) and E.
It will therefore be helpful to establish conventions regarding indexing of the product and
induced coordinates. In the absence of other manifolds, ambiguities as to the chart, etc. we
will denote with Greek indices α,β, γ, . . . = 1, . . . ,m the coordinates onM, with Latin indices
i, j, k, . . . = m+1, . . . ,m+n the coordinates on E in excess of the aforementioned coordinates of
the base spaceM andwith α˜, β˜, γ˜, . . . = m+1, . . . , 2m the induced coordinates on TM in excess
of those onM. More specifically, γ˜ := m+γ, and we will take this into account when using the
Einstein convention, e.g. aαβbβ˜γ =
∑m
β=1 aαβb
(m+β)γ. Moreover, we will use capital letters
I, J, K, . . . = 1, . . . ,m + n to denote indices that run through all coordinates on E, and capital
letters A,B,C, . . . = 1, . . . , 2m to denote indices that run through all the coordinates on TM.
The following diagrams should help explain this arrangement:
E : (
α,β,γ,...︷ ︸︸ ︷
x1, . . . , xm,
i,j,k,...︷ ︸︸ ︷
y1, . . . , yn︸ ︷︷ ︸
I,J,K,...
)
TM : (
α,β,γ,...︷ ︸︸ ︷
x1, . . . , xm,
α˜,β˜,γ˜,...︷ ︸︸ ︷
x˜1˜, . . . , x˜m˜︸ ︷︷ ︸
A,B,C,...
)
(2.26)
A similar convention is followed when T∗M is replaced with TM.
It is important to point out the following potential source of confusion. If V(x) ∈ TxM it
can be either viewed as a vector in the vector space TxM, with coordinates Vγ(x), or as a point
in the manifold TM, with coordinates
(V(x)γ, V(x)γ˜) = (xγ, Vγ(x)) (2.27)
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Note the different meaning of V(x)γ and Vγ(x); in any case, this ambiguity will be avoided by
always considering elements as vectors whenever otherwisementioned. The use of the twidled
indices is seen when considering vectors in TTM and TT∗M.
Finally, we mention that the use of Greek/Latin indices will also be used in the separate
case in which we are dealing with two different manifoldsM and N, to distinguish between
coordinates on the two manifolds.
In the case of pi a vector bundle the change of product coordinates fromϕ,Φ toϕ,Φ can be
written as
∂KK(y) =
(
∂
γ
γ(x) 0
∂γλ
k
k(x)y
k λkk(x)
)
, (Φ ◦Φ−1)(x, y) = (x, λ(x)y) (2.28)
for x = pi(y) and λ ∈ C∞(ϕ(A),L(Rn,Rn)). It is worthwhile to specify this to the cases of
pi = τM (where Φ = Tϕ) and τ∗M (Φ = T∗ϕ−1), so λγ˜
γ˜
= ∂γγ and λγ˜γ˜ = ∂
γ
γ respectively, and
pi = τM : ∂CC(y) =
∂γγ ∂γγ˜
∂
γ˜
γ ∂
γ˜
γ˜
(y) =
 ∂γγ(x) 0
∂
γ
γα(x)y
α ∂
γ
γ(x)
 (2.29)
pi = τ∗M : ∂CC(y) =
∂γγ ∂γγ˜
∂
γ˜
γ ∂
γ˜
γ˜
(y) =
 ∂γγ(x) 0
∂α
βγ
∂
β
γ(x)yα ∂
γ
γ(x)
 (2.30)
We proceed by providing the expression of the horizontal lift in induced coordinates in the
case of pi = τM and τ∗M:for the tangent space we have
(h(V)U)γ = Uγ, (h(V)U)γ˜ = −ΓγαβV
βUα (2.31)
and in the case of the cotangent bundle
(h(ω)U)β = Uβ, (h(ω)U)β˜ = UαωγΓ
γ
αβ (2.32)
Note that in both cases the coordinates of a horizontal lift are not only linear in the vector being
lifted, but in the point in TM (or T∗M) at which the lift is based: this is an expression of the
linearity of the connection, and will be important to guarantee linearity of parallel transport in
Section 5.
It will be helpful to define the frame bundle φM : FM→M, the subbundle of τM⊕m whose
fibre at x ∈ M is given by all m-frames (i.e. ordered bases) of TxM. Since FM is an open
subspace of TM⊕m it makes sense to use the product coordinates of the latter for the former:
these are canonically defined in terms of a chart on M by pairs (λ, γ) ∈ {1, . . . ,m}2 with the
first referring to the copy of TM, i.e. if y ∈ FxM then yλ := prλ(y) ∈ TxM has coordinates
y
γ
λ = y
(λ,γ). If M is Riemannian we may additionally consider the orthonormal frame bundle
oM : OM→M, i.e. the subbundle of φM with total space consisting of orthonormal frames.
We define the fundamental horizontal vector fields Hλ ∈ ΓτFM, λ = 1, . . . ,m by the property
Typrγ(Hλ(y)) = h(yγ)yλ, or in coordinates
H
γ
λ (y) = y
γ, H
(µ,γ)
ν (y) = −Γ
γ
αβ(x)y
β
µy
α
ν (2.33)
with y ∈ FxM. IfM is Riemannian and ∇ is metric these vector fields restrict to elements of
ΓτOM.
To end this subsection, we briefly describe what it means for a smooth map of manifolds to
preserve connections. Here we are following [É89].
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Definition 2.4 (Affine map). LetM∇ (N∇) be a linear connection on the tangent bundle of the
smooth manifoldM (N). We will say that f ∈ C∞(M,N) is affine if
∀U,V ∈ ΓτM Txf(M∇U(x)V) = N∇Txf(U(x))Tf(V) (2.34)
Note that the RHS is well-defined, as Tf(V) need only be defined on a curve tangent toU(x)
at x. The name is justified by the fact that the terminology coincides with the usual notion of
affinity for smooth maps of Euclidean spaces. Other examples of affine maps are isometries
of Riemannian manifolds (Riemannian isomorphisms that is - local isometries are not affine in
general). In terms of the Hessians affinity of f reads
T∗xf
⊗2(N∇2g)(f(x)) = M∇(g ◦ f)(x), g ∈ C∞N (2.35)
Symmetrising this identity yields the notion of symmetric affinity: this is equivalent to the
requirement that f preserve parametrised geodesics, with full affinity holding if f additionally
preserves torsion. The most useful characterisation of affinity, however, is the local one
(M,N∇2f)kαβ(x) := ∂αβfk(x) + NΓkij(f(x))∂αfi∂βfj(x) −MΓγαβ∂γfk(x) = 0 (2.36)
which symmetrised yields the condition for symmetric affinity:
∂αβf
k(x) = 12(
MΓ
γ
αβ +
MΓ
γ
βα)∂γf
k(x) − 12(
NΓkij +
NΓkji)(f(x))∂αf
i∂βf
j(x) (2.37)
Of course, there is no difference between the two if both connections are torsion-free. Sym-
metrised expressions will be of interest to us because of the symmetry of the bracket of a
rough path; to lighten the notation we will add (αβ) in an expression to mean that we are
symmetrising it w.r.t. to the indices α,β. For instance, symmetric affinity can be written as
(M,N∇2f)kαβ(x)
(αβ)
= 0 or more succinctly still as (M,N∇2f)k(αβ)(x) = 0.
Example 2.5 (Affinity andfibre bundles). Itwill be important to considerwhether the projection
map of a fibre bundle pi : E→M is an affine map w.r.t. to chosen linear connections ∇˜ on E and
∇ onM. By Equation 2.36, the condition of pi of being affine reads in coordinates
∂IJpi
γ = ∂Kpi
γΓ˜KIJ − Γ
γ
αβ∂IτM
α∂JτM
β (2.38)
where the Γ˜ ’s denote the Christoffel symbols of ∇˜. Keeping in mind that (ϕ ◦ pi ◦ Tϕ−1) is the
map (x1, . . . , xm, y1, . . . , yn) 7→ (x1, . . . , xm) we compute
∂IJpi
γ = 0, ∂βpi
α = δαβ, ∂kpi
γ = 0 (2.39)
and Equation 2.38 becomes
Γ˜
γ
αβ = Γ
γ
αβ, Γ˜
γ
αβ˜
= 0, Γ˜γ
α˜β
= 0, Γ˜γ
α˜β˜
= 0 (2.40)
It is similarly checked that if pi is a vector bundle the condition of the inclusions of the fibres
(as flat spaces) of being affine reads
Γ˜K
α˜β˜
= 0 (2.41)
and the condition of the inclusion ofM (as the zero section) of being affine reads
Γ˜
γ
αβ(0x) = Γ
γ
αβ(x) (2.42)
Replacing symmetric affinity with affinity results in the above coordinate expressions being
symmetrised in the bottom two indices of each Christoffel symbol, e.g. the symmetrisation of
Γ˜
γ
αβ˜
= 0 is Γ˜γ
αβ˜
+ Γ˜γ
β˜α
= 0 (not Γ˜γ
αβ˜
+ Γ˜γ
α˜β
= 0).
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2.2 Embedded manifolds
Although we have chosen to write this paper mainly in the framework of intrinsic manifolds
and local coordinates, wewill relate our work to [CDL15], in whichmanifolds are embedded in
Euclidean space. In this subsection we revisit some of the notions of the previous subsection,
assuming thatM is Riemannian and isometrically embedded in Rd, ı : M ↪→ Rd (this is always
possible by the Nash embedding theorem, for high enough d). This means that the connection
on M will always be the Levi-Civita connection of the induced metric: this setting is less
general than the one considered in the previous subsection, where non-metric connections
with torsion were considered. In order to precisely distinguish between extrinsic and intrinsic
formulae, we will always distinguish between objects onM (which will be treated using local
coordinates, indexed by Greek letters α,β, γ, . . .) and their counterparts onM := ı(M) (treated
using ambient coordinates, indexed by the letters a, b, c, . . .). For instance TyM and T⊥yM (the
normal space) are subspaces of TyRd, TyRd = TyM ⊕ T⊥yM, and Txı : TxM → Tı(x)M is an
isomorphism.
The geometry ofM is characterised by the field of orthogonal projection maps
P ∈ ΓL(τMRd, τM), i.e. P(y) ∈ L(TyRd, TyM), y ∈M (2.43)
The use ofM above means we are availing ourselves of the ambient coordinates to think of P
as a d × d matrix defined smoothly in y ∈ M. In practiceM is often defined (locally) through
a Cartesian equation F(y) = 0, F : Rd → Rd−m with surjective differential, in which case the
projection map is given by
P(y) = DFᵀ ◦ (DF ◦DFᵀ)−1 ◦DF(y) (2.44)
Note thatDF◦DFᵀ is invertible thanks to the surjectivity ofDFᵀ. Also note that this expression
provides a smooth extension ofP to a tubular neighbourhood ofM inRd, although this depends
on F (whereas P only depends onM). We also define
Q(y) := Id − P(y) ∈ L(TyRd, T⊥yM), y ∈M (2.45)
the orthogonal projection of TyRd onto the normal bundle ofM. Of course we have
PcP
c(y) = P(y), QcQ
c(y) = Q(y), PcQ
c(y) = 0 = QcP
c(y) (2.46)
for y ∈M.
Another important map is the Riemannian projection, uniquely determined and defined
smoothly in a tubular neighbourhood A ofM in Rd [Pet06, p.132]
pi : A→M, y 7→ argmin
x∈M
|y− ı(x)| , Π := ı ◦ pi : A→M (2.47)
The important features of pi and Π are
pi ◦ ı = 1M, Π ◦ Π = Π, ı = Π ◦ ı (2.48)
We may express the Levi-Civita covariant derivative ∇ of M in ambient coordinates as
follows:
Txı∇U(x)V = P(ı(x))d∇TxıU(x)(TıV), ∇U(x)ω = d∇TxıU(x)(ω ◦ Tpi) (2.49)
for U(x) ∈ TxM, V ∈ ΓτM, ω ∈ Γτ∗M, where we have smoothly extended Tı(V) to a vector
field on a tubular neighbourhood ofM and d∇ is the canonical covariant derivative onRd given
by taking directional derivatives
d∇W(y)Z :=Wc∂cZ(y), d∇U(y)ρ := Uc∂cρ(y) (2.50)
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We reiterate that computations are carried out in ambient coordinates, i.e. ∂c is differentiation
in the c-th variable of Rd, and sums go from 1 to d. The Levi-Civita Hessian is the given by
∇2f = T∗ı⊗2d∇2(f ◦ pi), f ∈ C∞M (2.51)
where d∇ is the usual Hessian in Rd.
Differentiating F ◦ Π = 0 (where F = 0 is a Cartesian equation defining M), and the fact
that T⊥x M is spanned by the gradients of the components of F, shows that DΠ|T⊥M = 0. Since
Π|M = 1M, DΠ|TM = 1TM we have
P(y) = DΠ(y), y ∈M (2.52)
Moreover, if W(y) ∈ TyM, differentiating ∂bΠ(Yt) = Pb(Yt) at time 0, where Y is a smooth
curve inMwith Y0 = 0, Y˙0 =W(y) we have ∂aPbWa(x) = ∂abpiWa(x), or in other words
∂aPbP
a(y) = ∂abΠP
a(y), y ∈M (2.53)
(and in particular the LHS is independent of the extension of P to a tubular neighbourhood).
Another useful fact about the second derivatives of Π is the following identity, obtained by
differentiating [Equation 2.48, second identity] twice at y ∈M and applying Equation 2.52:
∂ceΠP
c
aP
e
b(y) + Pc∂abΠ
c(y) = ∂abΠ(y) (2.54)
This implies that forW(y), Z(y) ∈ TyM
∂abΠW
aZb(y) = Qc∂abΠ
cWaZb(y) ∈ T⊥yM (2.55)
This coincides with the second fundamental form ofW(y), Z(y), i.e. Q(y)d∇W(y)Z, since
Qc(y)(
d∇W(y)Z)c = Qc∂aZcWa(y)
= Qc∂a(∂bΠ
cZb)Wa(y)
= Qc(∂abΠ
cZb + PcbZ
b)Wa(y)
= Qc∂abΠ
cWaZb(y)
(2.56)
and is an extrinsic quantity (it cannot be defined onM without the embedding). Finally, we
may express the Christoffel symbols of∇ (w.r.t. some chart onM) through ı, pi as follows:
Γ
γ
αβ(x) = ∂cpi
γ(ı(x))∂αβı
c(x) (2.57)
To prove this identity, let ∂˜α, ∂˜β be extensions to a tubular neighbourhood of M of
Tı∂α = ∂αı, T ı∂β = ∂βı respectively. Equation 2.49 implies
Γ
γ
αβ(x) = ∂cpi
γ(d∇
∂˜α
∂˜β)
c(ı(x)) (2.58)
and
(d∇
∂˜α
∂˜β)(ı(x)) = ∂e(∂˜βı)(ı(x))∂αı
e(x)
= ∂e(∂βı ◦ pi)(ı(x))∂αıe(x)
= ∂γβı(x)∂epi
γ(ı(x))∂αı
e(x)
= ∂γβı(x)δ
γ
α
= ∂αβı(x)
(2.59)
which concludes the argument.
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3 Rough paths, rough integration and RDEs on manifolds
In this section M and N will denote smooth m- and n-dimensional manifolds respectively.
Given a control ω on [0, T ] we say that a continuous path X : [0, T ] → M lies in Cpω([0, T ],M)
if for all f ∈ C∞M, f(X) ∈ Cp([0, T ],R); this agrees with the ordinary definition on vector
spaces by Lemma 1.1. Equivalently X ∈ Cpω([0, T ],M) if for all charts ϕ, ϕ(X) ∈ Cp([a, b],Rm)
whenever X|[a,b] is contained in the domain of ϕ.
Example 3.1 (Path in afibre bundle). Letpi : E→Mbe a smoothfibre bundlewith typical fibreR.
A pathH ∈ Cpω([0, T ], E) is characterised as follows: for every local trivialisationΦ : EA → A×R
and for every 0 6 a 6 b 6 T s.t. H[a, b] ⊆ EA, we have pr1 ◦ Φ(H|[a,b]) ∈ Cpω([a, b], A) and
pr2 ◦Φ(H|[a,b]) ∈ Cpω([a, b], R). Examples of such paths are given by smooth sections σ ∈ Γpi
evaluated at X ∈ Cpω([a, b],M).
As a warm-up to the rough path case, we can define the Young integral on a manifold. Let
p ∈ [1, 2), X ∈ Cpω([0, T ],M), H ∈ Cpω([0, T ],L(τM,Re)) in the fibre of X. We can then define
the Young integral ∫T
0
HkdX := lim
|pi|→0
∑
[s,t]∈pi
Hkγ;sX
γ
st (3.1)
where Xγ := ϕγ(X) and Hkγ := (H ◦ (TXϕ)−1)kγ for any chart ϕ : A→ Rm with X[s,t] ⊆ A. The
Riemann summands do not depend on the chart up to o(ω(s, t)), since for another chart ϕ,
whose components we denote with overlined indices
Hkγ;sX
γ
st = (Hs ◦ (TXsϕ)−1)kγ ·ϕγ(Xst)
= (Hs ◦ (TXsϕ)−1)kγ · ∂γ(ϕ ◦ϕ−1)γ(ϕ(Xs)) · (ϕ ◦ϕ)γ(X)st
≈ (Hs ◦ (TXsϕ)−1)kγ · ∂γ(ϕ ◦ϕ−1)γ(ϕ(Xs)) · ∂γ(ϕ ◦ϕ−1)γ(ϕ(Xs)) · Xγst
= Hγ;sX
γ
st
(3.2)
where the ≈ comes from the fact that the terms of order 2 and higher in the Taylor expansion
are ≈ 0 since p < 2. Therefore, the limit is well-defined and converges, since it converges
on in every chart. Similarly, given a field of linear homomorphisms V ∈ ΓL(τM, τN) (here
L(τM, τN) is the bundle L(TM, TN)→ N×Mwith fibres L(TM, TN)y,x := L(TxM,TyN)) we
can define the Young differential equation by
dY = V(Y, X)dX ⇐⇒ dYk = Vkγ(Y, X)dXγ (3.3)
where the coordinates are taken to bew.r.t. arbitrary charts onM andN. Wewill give definitions
of rough paths, their controlled paths, rough integrals and RDEs in the same spirit, relying on
the theory of Section 1.
Definition 3.2 (Rough path on amanifold). Given an atlas (ϕ : Aϕ → Rm)ϕ ofM, anM-valued
[2, 3) 3 p-rough path controlled byω on [0, T ], X ∈ Cp([0, T ],M), consists of a collection of rough
paths ϕX = (ϕX,ϕX) ∈ Cα([aϕ, bϕ],Rm), where the intervals [aϕ, bϕ] are chosen so that their
union is [0, T ] and no two overlap in a single point, and with the property that for all charts
ϕ,ϕ in the atlas s.t. [aϕ, bϕ] ∩ [aϕ, bϕ] 6= ∅
(ϕ ◦ϕ−1)∗ϕX = ϕX ∈ Cpω([aϕ, bϕ] ∩ [aϕ, bϕ],Rm) (3.4)
The trace of X is the path t 7→ Xt := ϕ−1(ϕXt) ∈ M whenever t ∈ [aϕ, bϕ] (independently of
ϕ), X ∈ Cp([0, T ],M). X is geometric, X ∈ Gpω([0, T ],M), if ϕX is geometric for all ϕ.
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To define a rough path onM with trace X we only need as many charts as it takes to cover
X[0,T ]: once the compatibility condition Equation 3.4 is satisfied for such one such cover, for
any further chart ψ, ψX is automatically defined given this condition; moreover this definition
only depends on the smooth structure onM and not on the particular atlas covering the trace,
thanks to [Proposition 1.14, 1.]. The definition of Gpω([0, T ],M) and of the geometrisation map
C
p
ω([0, T ],M) → Gpω([0, T ],M) is well-defined in charts in the obvious way, thanks to the fact
that pushforward commutes with geometrisation [Proposition 1.14, 2.] (this also guarantees
that Gpω([0, T ],M) is well-defined in the first place). The bracket of a manifold-valued rough
path is defined in charts, i.e.
ϕ[X]st := [ϕX]st, ϕ[X]st ≈ ∂αα∂ββ(ϕXs)ϕ[X]αβst (3.5)
for charts ϕ,ϕ, thanks to Proposition 1.16; it should be noted that [X] is not anM-valued path.
A very similar definition given at the end of [Bou15], where the authors allow for more
general than smooth (e.g. only Lipschitz) transition maps, focusing on geometric rough paths.
Herewewill not be concernedwith finding theminimalworking framework for defining rough
paths on manifolds, rather we develop this theory in the familiar context of smooth manifolds
(in certain cases endowed with extra structure), keeping in mind that many results can be
generalised to the C2 or Lipschitz setting.
Rough paths on manifolds can be pushed forward by smooth maps: if f ∈ C∞(M,N) and
X ∈ Cpω([0, T ],M), f∗X ∈ Cpω([0, T ], N) is defined by, for a chart ψ on N
ψ(f∗X) := (ψ ◦ f ◦ϕ−1)∗ϕX (3.6)
independently of the chart ϕ onM. Following [É89] we define anM-valued semimartingale to
be a stochastic process defined on some setup (Ω,F, P) satisfying the usual conditions with the
property that f(X) is a real-valued semimartingale for all f ∈ C∞M, and denote the set of those
defined on the interval [0, T ] as S(Ω, [0, T ];M). IfM is a finite-dimensional R-vector space the
two notions of S(Ω, [0, T ];V) coincide thanks to Itô’s formula.
Example 3.3 (Itô and Stratonovich rough paths onM). Let X ∈ S(Ω, [0, T ];M). We can define
its Stratonovich and Itô lifts respectively by lifting ϕX to ϕX and ϕX̂ defined in Equation 1.58
on all stochastic intervals [a, b] s.t. X[a,b] ⊆ Aϕ (the domain of ϕ) for t ∈ [a, b]. Crucially,
these a.s. defineM-valued stochastic rough paths thanks to Proposition 1.27, and just as in the
linear case we have ĝX = X. These definitions, together with Remark 1.26 allow us to restrict
all the rough path theory that follows to the semimartingale context and recover the theory
of stochastic calculus on manifolds (Stratonovich and Itô integrals, SDEs, etc.) as presented in
[É89].
We proceed with the definition of controlled paths, specifically in the case of integrands.
While for thedefinitionof roughpathweusedpushforward to force compatibility, for controlled
paths we require it through pullbacks.
Definition 3.4 (Controlled integrand). Let X ∈ Cpω([0, T ],M). We define an Re-valued X-
controlled integrandH = (ϕH,ϕH ′) ∈ DX(L(τM,Re)) to be a collection ϕH ∈ DϕX|[aϕ,bϕ](Rm×e)
with ϕ,aϕ, bϕ as in Definition 3.2 and
(ϕ ◦ϕ−1)∗ϕH = ϕH, i.e. Hγ = Hγ∂γγ, H ′αβ = H ′αβ∂αα∂
β
β
+Hγ∂
γ
αβ
(3.7)
The trace of H is the path H := ϕH ◦ TXϕ, which is valued in the fibre of X of the bundle
L(τM,Re) = (τ∗M)e.
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As for Rd-valued controlled paths, the most immediate example is given by the evaluation
of a 1-form σ ∈ ΓL(τM,Re): in coordinates this amounts to σ(X) = (σkγ(X), ∂ασkβ(X)).
A smooth map of manifolds f ∈ C∞(M,N) defines the pullback of controlled paths: if
X ∈ Cpω([0, T ],M) andH ∈ Df(X)(L(τN,Re))
ϕ(f∗H) := (ψ ◦ f ◦ϕ−1)∗ψH (3.8)
is defined independently of the chart ϕ onM by [Proposition 1.13, Pullback] and is checked to
be an element of DX(L(τM,Re)).
Remark 3.5 (General controlled paths). More in general, let pi : E→M be a smooth fibre bundle
with typical fibre the n-dimensional manifold R. We may define pi-valued X-controlled path as a
pairH = (H,H ′)withH ∈ Cpω([0, T ], E) in the fibre of X,H ′ ∈ Cpω([0, T ],L(TM, TE)) in the fibre
of (X,H), withH ′t a section of THtpi for all t ∈ [0, T ], i.e. THtpi◦H ′t = 1TM. Moreover, we require
that for all charts ϕ : A → Rm, φ : B → Rn with A ⊆ M, B ⊆ R open and local trivialisations
Φ : EA → A× R, calling, for all [a, b] ⊆ [0, T ] s.t. X[a,b] ⊆ A, Φ(H[a,b]) ⊆ A× B, and s ∈ [a, b]
F := (ϕ,φ,Φ), ϕXs := ϕ(Xs) ∈ Rm, (ϕXs,FHs) := (ϕ× φ) ◦Φ(Hs) ∈ Rm × Rn,
(1Rm ,
FH ′s) := TΦ(Hs)(ϕ× φ) ◦ THsΦ ◦H ′s ◦ (TXsϕ)−1 ∈ L(Rm,Rm ⊕ Rn)
(3.9)
(the assumptions onH imply that the above coordinate expressions have this form) we have
FH ∈ DpϕX([a, b],Rn), i.e. FHst − FH ′sϕXst ∈ O(ω(s, t)2/p) (3.10)
This requirement can be checked to not depend on the choice of F. Moreover, this definition
can be seen to restrict to Definition 3.4 for the choice pi = L(τ∗M,Re), for which the charts φ
and the trivialisationΦ can be chosen canonically in terms ofϕ. In practice, however, there are
no applications of this more general notion of controlled path within our scope, and we will
rely solely on the definition of controlled integrand.
We now give the definition of rough integral onmanifolds. Note that this definition already
exists for the Stratonovich and Itô integral of semimartingale [É89, p.93, p.109], and thanks to
Remark 1.26 the notion below extends these when applied to Example 3.3. It is easily checked
that the naïve definition of the rough integral in charts
∫
HdX :=
∫
HγdXγ fails to be coordinate-
invariant due to the bracket correction in the change of variable formula; to come up with an
intrinsic notion we will rely on a connection on τM.
Definition 3.6. Assume τM is endowed with a linear connection ∇ and let
X ∈ Cpω([0, T ],M),H ∈ DX(L(τM,Re)). We define the rough integral∫ ·
0
Hd∇X :=
∑
[sϕ,tϕ]
∫tϕ
sϕ
HγdXγ +
1
2
∫tϕ
sϕ
HγΓ
γ
αβ(X)d[X]
αβ ∈ Cpω([0, T ],Re) (3.11)
where we are summing over a finite partition of [0, ·] whose intervals [sϕ, tϕ] are indexed by
chartsϕwith theproperty that each [sϕ, tϕ] is contained in thedomainofϕ, and the coordinates
in the integrals are taken w.r.t. to these charts. Moreover, this path can be augmented with the
unique second order part ≈ Hiα;sHjβ;sXαβst where the coordinates α,β are taken w.r.t. to any
chart that contains X[s,t], thus defining an element of Cpω([0, T ],Re).
We will often write dM for d∇, especially when more than one manifold is involved. Note
how we have defined the rough integral directly as a rough path, without passing through the
notion of controlled path. To do so would have required to define what it means for an Re-
valued path to be controlled by anM-valued one: this is possible by applying the generalised
definition of Remark 3.5 to the trivial vector bundle overMwith fibre Re. However, it is much
simpler to bypass this step, and we shall do so for solutions of RDEs as well.
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Theorem 3.7. Definition 3.6 is sound: it depends neither on the partition or on the charts chosen for
each interval.
Proof. We begin by dealing with the trace. The first assertion immediately follows from the
second by comparing two integrals taken w.r.t. two different partitions with that taken w.r.t.
their common refinement (identity holds by additivity of the rough integral on consecutive
time intervals). We then consider two charts ϕ, ϕ, the latter of whose indices we denote using
overlines. Then by Corollary 1.18 we have∫
HγdXγ =
∫
HγdXγ +
1
2
∫
Hγ∂
γ
αβ(X)d[X]
αβ (3.12)
Moreover, using Proposition 1.16 and Equation 2.6 we have∫
HγΓ
γ
αβ
(X)d[X]αβ =
∫
(Hγ∂
γ
γ(X)) · (∂γγ∂αα∂ββΓ
γ
αβ + ∂
δ
αβ
∂
γ
δ )(X) · (∂αα∂ββ(X)d[X]αβ)
=
∫
(HγΓ
γ
αβ(X) +Hγ∂
γ
αβ
∂αα∂
β
β(X))d[X]
αβ
(3.13)
Putting these two identities together, we have∫
HγdXγ +
∫
HγΓ
γ
αβ(X)d[X]
αβ =
∫
HγdXγ +
∫
HγΓ
γ
αβ(X)d[X]
αβ
+
∫
Hγ(∂
γ
γ∂
γ
αβ + ∂
γ
αβ
∂αα∂
β
β)(X)d[X]
αβ
(3.14)
But
∂
γ
γ∂
γ
αβ + ∂
γ
γ∂
δ
αβ
∂
γ
δ∂
α
α∂
β
β = ∂αβ((ϕ
γ ◦ϕ−1) ◦ (ϕ ◦ϕ−1)) = ∂αβ1γ = 0 (3.15)
which yields the desired identity. As for the second order part, we have
Hiα;sH
j
β;sX
αβ
st ≈ (Hiγ;s∂γα(Xs)Hjδ;s∂δβ(Xs)) · (∂αα∂
β
β(Xs)X
αβ
st ) = H
i
α;sH
j
β;sX
αβ
st (3.16)
This concludes the proof. 
We proceed by proving a few properties of the rough integral on manifolds. The first of
these (cf. [É89, p.109] in the case of the Itô integral) tells us that the definition of the rough
integral is indeed the one that yields the correct change of variable formula, i.e. in which the
second derivative is replaced with the Hessian. Note that Proposition 1.16 allows us to define
the integral of an element of K ∈ Cp([0, T ],L(τM⊗2,Re)) above X, against [X] in coordinates as∫
Kd[X] :=
∫
Kαβd[X]αβ (3.17)
This is the analogue of [É89, Definition 3.9] in the rough path context.
Proposition 3.8 (Properties of the rough integral on manifolds).
Exact integrands. For f ∈ C∞(M,Re) f(X) − f(X0) =
∫ ·
0
df(X)d∇X+
1
2
∫ ·
0
∇2f(X)d[X];
Geometric integrators.
∫
Hd∇X does not depend on the torsion of ∇, and if X is geometric it is
altogether independent of∇;
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Pushforward-pullback behaviour. For X ∈ Cp(M), f ∈ C∞(M,N), H ∈ Dp
f(X)(L(τN,R
e)),
M∇, N∇ connections on N andM respectively∫
HdNf∗X−
∫
f∗HdMX =
1
2
∫
Hk(
M,N∇2f)kαβ(X)d[X]αβ (3.18)
whereM,N∇2f is defined in Equation 2.36. In particular the RHS above vanishes whenever X is
geometric or f is symmetrically affine.
Proof. It suffices to show all three statements in a single chart. The first follows immediately
from Equation 2.7 and Theorem 1.15. The second is evident from the fact that the bracket of a
geometric rough path vanishes, and that even when it does not it is a symmetric tensor. The
third is handled by using Corollary 1.18. 
Example 3.9 (Tensorial expansion of the rough integral). The Taylor-type approximation∫t
s
Hd∇X ≈ Hγ;sXγst +H ′αβ;sXαβst + 12Hγ;sΓγαβ(Xs)[X]αβst (3.19)
is coordinate-invariant up to o(ω(s, t)), but the single terms in it are not. We may rewrite it as∫t
s
Hd∇X ≈ Hγ;s(Xγst + 12Γγαβ(Xs)XαstXβst) + (∇H)αβ;sXαβst (3.20)
where for a connection∇
(∇H)kαβ := H ′kαβ −HkγΓγαβ(X) (3.21)
(and therefore (∇H)αβ = H ′kαβ − HkγΓγ(αβ)(X), where we are symmetrising the bottom
two indices). ∇H is defined by analogy with Equation 2.5, i.e. if H = ω(X) for a 1-form
ω ∈ ΓL(τM,Re), then ∇H = ∇ω(X). Now all four individual terms Hγ;s, (∇H)αβ;s (and
even (∇H)αβ;s), Xst + 12Γγαβ(Xs)XαXβ and Xαβst transform as tensors, in the latter two cases
up to an o(ω(s, t)). Note that omitting the symmetrisation in ∇H will result in an incorrect
expansion, since the accordinglymodified expansion Equation 3.20 will not be almost additive,
due to the extra term involving the evaluation of the torsion against Xsu ∧ Xut:
Γ
γ
αβ(Xs)(X
α
suX
β
ut − X
β
suX
α
ut) (3.22)
If X is geometric the symmetrisation can be omitted by writing the expansion as
Hγ;s(X
γ
st +
1
2Γ
γ
αβ(Xs)X
αβ
st ) + (∇H)αβ;sXαβst (in this case, of course, the connection is purely
auxiliary). All of this seems to suggest that manifolds endowed with non-torsionfree connec-
tions are not the correct environment for non-geometric rough integration.
Example 3.10 (Itô-Stratonovich correction on manifolds). We compare the integral of
H ∈ DX(L(τM,Re)) against X ∈ Cpω([0, T ],M) and its geometrisation: by Example 1.10 we
have, at the path level ∫
H ◦ dX−
∫
Hd∇X =
1
2
∫
∇Hd[X] (3.23)
This identity is the analogue of [Dri04, Theorem 5.17] in the context of rough paths. Note
how our ability of writing the above Itô-Stratonovich correction formula in terms of an integral
against d[X] is due to the fact that we are integrating controlled paths. In our context of rough
integration this is a necessity, but in stochastic calculus on manifolds one can integrate a much
larger class of L(TM,Re)-valued processes above X, and for these the correction formula will
involve the quadratic covariations of the components of H and X.
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Wewill nowdefineRDEs driven bymanifold-valued roughpaths andwith solutions valued
in a second manifold. The semimartingale-analogue of the definition below can be found in
[É90, p.428]. A heuristic derivation of the coordinate expression can be derived by writing the
“intrinsic differential” on a manifold with connection P as dPZk := dZc + Γcab(Z)d[Z]ab and
writing the identity dNYk = Fkγ(Y, X)dMXγ:
dYk + NΓkij(Y)d[Y]ij = Fkγ(Y, X)(dXγ +MΓ
γ
αβ(X)d[X]
αβ) (3.24)
Swapping in d[Y]ij = FiαF
j
β(Y, X)d[X]αβ (which follows from Example 1.24, given that terms of
regularity p/2 do not contribute to the bracket) then yields Equation 3.29 below.
Example 3.11 (Riemannian rough integral). We may define a τM-valued X-controlled path
P ∈ DX(τM) by a collection of ϕP ∈ DϕX(Rm) satisfying the compatibility condition
Pγ = ∂γγP
γ, P
′β
α = ∂
β
βP
′β
α ∂
α
α + ∂
β
γαP
γ∂αα (3.25)
where we are writing the first index as a superscript since we view P ∈ TXM (this definition
would fall under the more general Remark 3.5). Vector fields evaluated at X (along with their
coordinate partial derivatives) are obvious examples. Now, if g is a Riemannian metric onM,
it is natural to define, for P ∈ DX(τM) the controlled integrand
P[ = (P[γ, P
′[
αβ) := (gγδ(X)P
δ,gβδ,α(X)P
δ + gβδ(X)P
δ
α) ∈ DX(τ∗M) (3.26)
and if ∇ is a connection on M (which need not be metric) we may integrate P thanks to the
Riemannian metric: ∫
g(P,d∇X) :=
∫
P[d∇X (3.27)
These definitions can be extended in themultivariate case, i.e. whenwe replace τMwith τM⊕e.
Definition 3.12 (RDEs on manifolds). Let V ∈ ΓL(τM, τN), X ∈ Cpω([0, T ],M) and y0 ∈ N. We
define a solution to the RDE
dNY = F(Y, X)dMX, Y0 = y0 (3.28)
to mean a N-valued rough path Y with Y0 = y0 s.t. for any two charts on M and N, and on
any interval restricted to which X and Y are contained in the respective domains, the following
RDE (in the sense of Definition 1.19)
dYk = Fkγ(Y, X)dXγ + 12(F
k
γ(Y, X)
MΓ
γ
αβ(X) −
NΓkij(Y)F
i
αF
j
β(Y, X))d[X]
αβ (3.29)
where coordinates are taken (invariantly) w.r.t. the two charts. Note that this implies
Yijst ≈ FiαFjβ(Ys, Xs)Xαβst .
The coordinate-independence check is analogous to that performed in Theorem 3.7 and is
therefore omitted. Analogously to the vector space-valued case, notions of global and local
solutions can be defined and distinguished, and the smoothness of F ensures local existence
and uniqueness of the solution. These results can, as usual, be proved via “patching” and
applying Theorem 1.22. Also note that, just as for the rough integral, only the connection
modulo its torsion is relevant, and is not relevant at all when X is geometric, in which case the
usual coordinate expression dYk = Fkγ(Y, X)dXγ holds: for this reason we shall omit theM and
N subscripts to the differentials in this case.
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Remark 3.13 (Connectionswith Schwartz-Meyer theory). Wemention that there exists adifferent
approach to the topics of this chapter, one that was used in [É89] for stochastic calculus on
manifolds, following the ideas of [Sch82] and [Mey81]. It involves defining a connection-
independent “second order integral” in which the integrator can be viewed as the combination
of the semimartingale X and 12 [X], and in which the integrands are valued in appropriately
defined second order cotangent bundles T∗M. The Itô and Stratonovich integrals can then be
viewed as particular cases of this integral, with different choices of the integrand, the former
of which depends on the connection. While this approach could be adapted to the rough path
setting (i.e. by defining an appropriate class of controlled paths with trace valued in the second
order cotangent bundle), we chose the more direct approach of defining the rough integral in
coordinates and showing invariance under change of charts. In our context coordinates are, in
any case, necessary, since they are used in the definition of rough and controlled paths.
In [É89, Proposition 7.34] the (scalar) Itô integral is characterised as being the unique
additive map ∫
· dX : S(Ω, [0, T ]; τ∗XM)→ S(Ω, [0, T ];R) (3.30)
with the property that the chain rule [Proposition 3.8, Exact integrands] and s.t. the associativity
axiom ∫
λd
( ∫
HdX
)
=
∫
λHdX (3.31)
for all λ ∈ S(Ω, [0, T ];R), hold. The rough path analogue of this characterisation would be
cumbersome to formulate, since λ would have to be chosen to be controlled by X, and not
necessarily by
∫
HdX. We can, however, still convince ourselves that Definition 3.6 is the
“correct” definition: indeed, as long as we are searching for a local expression of the form∫
HdMX :=
∫
Hδ · fδγ(X)dXγ +
∫
Hγg
γ
αβ(X)d[X]
αβ (3.32)
for all H (in particular for H = dϕ(X)), which makes [Proposition 3.8, Exact integrands] hold,
Theorem 1.8 implies (at least in the non-degenerate case of truly rough X) that we must pick
fδγ = δ
δ
γ and g
γ
αβ = Γ
γ
αβ. To provide a similarly rigorous justification for Definition 3.12 we
can adapt [É89, Definition 6.35] and characterise the solution Y to Equation 3.29 as the unique
element of Cpω([0, T ], N)with the property that for allH ∈ DY(L(τN,Re)) (and it is enough to
assume this holds for controlled paths given by scalar exact 1-forms) we have∫
HdNY =
∫
KdMX (3.33)
where K ∈ DX(L(τM,Re) is given in coordinates as K = (H ∗ Y) · F∗(Y, X), i.e.
Kcγ = K
c
kF
k
γ(Y, X), K
′c
αβ = K
′c
ij F
i
αF
j
β(Y, X) + K
c
k(∂αF
k
β + F
h
α∂hF
k
β)(Y, X) (3.34)
We will omit this check.
The Schwartz-Meyer framework also applies to SDEs (and in our case would apply to non-
geometric RDEs), by considering equations defined by a field of Schwartz morphisms, i.e. fields
of morphisms of appropriately-defined short exact sequences
0 TxM TxM TxM2 0
0 TyN TyN TyN2 0
F(y,x) F(y,x) F(y,x)2 (3.35)
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These are not defined with reference to connections on τM and τN; however, once connections
are given, a canonical field of Schwartz morphisms is defined, and the resulting equation is
identical to Equation 3.29.
Remark 3.14 (Local existence and uniqueness). The local existence and uniqueness theorem
Theorem 1.22 extends verbatim to the case of RDEs on manifolds Definition 3.12 (where com-
pacts are determined by the manifold topology). This is proven for Schwartz-Meyer SDEs in
[É90, Theorem 4] through an affine embedding argument, but in light of Remark 3.13 the proof
carries over to our rough path setting. In particular, if N is compact Equation 3.29 always
admits a global solution. The explosive case admits the further distinction of whether the
solution admits limit in the Alexandrov compactification of N or not.
WhenM is a Euclidean space we may consider autonomous RDEs in which the field F only
depends on the solution; this is not possible in the general case since the tangent spaces TxM
are not all canonically identified. The next two examples only deals with manifold-valued
semimartingales SDEs, but can be viewed in context of RDEs thanks to Example 3.3.
Example 3.15 (Local martingales). Recall that if M is endowed with a connection ∇,
an M-valued local martingales X is an M-valued semimartingale s.t. for all f ∈ C∞M,
f(X) − 12
∫∇2f(X)d[X] is a local martingale in Rd, or in local coordinates
d∇X = dXγ + 12Γ
γ
αβ(X)d[X]
αβ (3.36)
is the differential of a local martingale in Rd. As observed in [É90], it is easy to see that the
martingale-preserving property of Itô SDEs carries over to the manifold setting: if X is an
M-valued local martingale and Y is the solution to Equation 3.29 (where X is given by the Itô
lift of X) is an N-valued local martingale.
Example 3.16 (Itô diffusions). LetM = R1+m, Xt = (t, Bt)where B is anm-dimensional Brow-
nian motion. Then F can be viewed as a collection of 1+m vector fields F0, F1, . . . , Fm ∈ ΓτM,
which we take to not depend on X. It is well known that the solution to the Stratonovich SDE
dY = F0(Y)dt + Fγ(Y) ◦ dBγt is a diffusion with generator L := F0 + 12
∑m
γ=1 F
2
γ (where F2γ
denotes the differential operator F2γf(x) := Fγ(y 7→ Fγf(y))): this means that for all f ∈ C∞M
f(Y) −
∫ ·
0
Lf(Y)dt (3.37)
is a local martingale. Itô diffusions on manifolds can also be considered: the solution to
d∇Y = F0(Y)dt+ F(Y)dB (intended in the same intrinsic sense as Definition 3.12) is a diffusion
with generatorL := F0+ 12
∑m
γ=1〈∇2·, Fγ⊗ Fγ〉. We may verify this claim in local coordinates:
df(Y) = ∂kf(Y)dYk + ∂2ijf(Y)d[Y]ij
= ∂kf(Y)(F
k
γ(Y)dB
γ
t + (F
k
0 −
1
2Γ
k
ij
∑
γ F
i
γF
j
γ)(Y)dt) + 12
∑
γ ∂ijfF
i
γF
j
γ(Y)dt
= ∂kf(Y)F
k
γ(Y)dB
γ
t + (F
k
0 +
1
2
∑
γ(∂ijf− ∂kfΓ
k
ij)F
i
γF
j
γ)(Y)dt
(3.38)
from which the conclusion follows using Equation 2.7. This example carries over to the case
in which F depends on t (but is still independent of B), in which case L will also be time-
dependent.
Example 3.17 (RDEs for which Itô = Stratonovich). Assume we have two RDEs started at the
same point
dNY = F(Y, X)dMX, dZ = G(Z,X) ◦ dX, Y0 = Z0 (3.39)
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(recall that ◦dX := dgX, and note that we are only interested in comparing the trace of the
solutions). We may then ask what the condition on F,G is that guarantees that these two
RDEs are equivalent. Assume Y = Z: we then write the two equations in coordinates, using
Example 1.21 to write them both as RDEs driven by (X, [X]), and apply Theorem 1.8 (since X is
taken to be arbitrary, and the condition must hold in particular in the case of X truly rough)
to impose equality of the integrands of X and [X]. Since we are searching for conditions that
may be stated and are valid independently of the initial condition and of F,G it makes sense
to require these two identities to be valid at all pairs (y, x) ∈ N ×M: therefore we must have
(substituting the first identity into the second)
F(y, x) = G(y, x) (3.40)
Fkγ(y, x)
MΓ
γ
αβ(x) −
NΓkij(y)F
i
αF
j
β(y, x)
(αβ)
= ∂αF
k
β(y, x) + F
h
α∂hF
k
β(y, x) (3.41)
(recall that (αβ) above the equals sign means we are symmetrising the identity in α,β, which
we do for the sake of obtaining a condition that is as sharp as possible). This condition is clearly
also sufficient to guarantee that the two RDEs yield the same solution (since they do in each
coordinate chart). Having required the first-order condition Equation 3.40, the second-order
one is equivalent to the requirement that for all smooth paths A inM and B inN the following
implication holds:
B˙ = F(B,A)A˙ =⇒ ∇B˙B˙ = F(B,A)∇A˙A˙ (3.42)
(we would like to write this condition more succinctly as ∇FUFU = F∇UU for U ∈ ΓτM,
but FU cannot be given a meaning as a vector field on N, since F(y, x)U(x) depends on x; in
Corollary 5.7 we will see an important special case in which this can nevertheless be done).
Indeed, we have
(N∇B˙B˙)k = B¨k + NΓkij(B)Y˙iY˙j
=
d
dt(F
k
γ(B,A)A˙
γ) + NΓkij(B)F
i
αF
j
β(B,A)A˙
αA˙β
= ∂αF
k
β(B,A)A˙
αA˙β + Fhα∂hF
k
β(B,A)A˙
αA˙β + Fkγ(B,A)A¨
γ
+NΓkij(B)F
i
αF
j
β(B,A)A˙
αA˙β
= Fkγ(B,A)(
M∇A˙A˙)γ +
[
∂αF
k
β(B,A) + F
h
α∂hF
k
β(B,A)
−Fkγ(B,A)
MΓ
γ
αβ(A) +
NΓkij(B)F
i
αF
j
β(B,A)
]
A˙αA˙β
(3.43)
Now, the quantity contained in the square bracket is precisely the difference of the LHS and
RHS of Equation 3.41, and it is evaluated at A˙ ⊗ A˙. Since A is an arbitrary curve, and by
polarisation (for a vector space V the tensors v⊗ v generate V V as v ranges in V , as is seen by
taking v = u+w), this is an arbitrary vector in TM TM, concluding the argument. Cf. [É90,
Corollary 16], where Equation 3.42 is specified w.l.o.g. to the case in which A is a geodesic: in
this case it may be stated by saying that the solution map A 7→ Bmaps geodesics to geodesics.
Example 3.18 (Connections that guarantee Itô = Stratonovich). We now reverse the ques-
tion, and ask whether there are connections on M and/or N which make the two RDEs in
Equation 3.39 equivalent: the same Doob-Meyer argument still guarantees Equation 3.40 is
necessary (again, considering that we are seeking a universal condition), and Equation 3.41
must now be solved forMΓγαβ(x) and/or NΓkij(y): because of the symmetrisation, the resulting
inhomogeneous linear system therefore hasnm(m+1)/2 equations andm(m+1)/2+n(n+1)/2
potential unknowns. The connections will then be determined, up to torsion, once it is shown
that the Christoffel symbols satisfy the correct change of variables Equation 2.6. Since we see
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no clear way to accomplish this if the system is underdetermined (and cannot expect to have
a general solution if the system is overdetermined) we make the assumption that n = m and
that we have fixed one of the two connections: this results in the system being square of order
m2(m + 1)/2. Moreover, we assume that F(y, x) is an isomorphism TxM ∼= TyN; note that
requiring this for all (y, x) is a very strong condition, and in particular implies triviality of τM,
τN (since F(y, x0)B0 would define a global frame on τN for any x0 ∈ M and any frame B0 of
Tx0M, and the same goes for F(y0, x)−1 on τM). Nevertheless, topologically nontrivial exam-
ples of manifolds in which the global condition can hold do exist, e.g. the torus R2/Z2 with F
defined by translation in R2, which passes to the quotient, and the question is even interesting
in the case of Euclidean spaces. Now, if the fixed connection is the one onN, the linear system
is given by Ax = b where A is the matrix with m(m + 1)/2 diagonal blocks all equal to the
matrix (Fkγ) and zeros elsewhere, x represents the column vector of (symmetrised) Christof-
fel symbols onM enumerated asMΓ111, . . . ,MΓm11, . . . . . . ,MΓ1mm, . . . ,MΓmmm (according to some
enumeration of 11, . . . ,mm), and bkαβ are the constant terms obtained from Equation 3.41 and
ordered correspondingly. Letting Φ(x, y) = F(y, x)−1 we then have that the solution must be
given by
MΓ
γ
αβ(x)
(αβ)
= Φγk(x, y)(
NΓkij(y)F
i
αF
j
β(y, x) + ∂αF
k
β(y, x) + F
h
α∂hF
k
β(y, x)) (3.44)
This means, in particular, that the RHS must be independent of y for the solution to be well-
defined.Wemust now change chart onM and check that these symbols transform in the correct
way: we compute
∂αF
k
β
=
∂(Fk
β
◦ϕ−1)
∂xα
=
∂(Fkβ ◦ϕ−1 ◦ϕ ◦ϕ−1)
∂xα
=
∂(Fk
β
◦ϕ−1)
∂xα
∂αα
=
∂(Fkβ ◦ϕ−1 · ∂ββ ◦ϕ−1)
∂xα
∂αα
=
(
∂αF
k
β∂
β
β
+ Fkβ
∂(∂β
β
◦ϕ−1 ◦ϕ ◦ϕ−1)
∂xα
)
∂αα
= (∂αF
k
β∂
β
β
+ Fkβ∂
β
αβ
∂αα)∂
α
α
= ∂αF
k
β∂
β
β
∂αα + F
k
β∂
β
αβ
(3.45)
and thus
MΓ
γ
αβ
= Φγk(
NΓkijF
i
αF
j
β
+ ∂αF
k
β
+ Fhα∂hF
k
β
)
= ∂γγΦ
γ
k(
NΓkij(∂
α
αF
i
α)(∂
β
β
F
j
β) + (∂αF
k
β∂
β
β
∂αα + F
k
β∂
β
αβ
) + (∂ααF
h
α)(∂
β
β
∂hF
k
β))
= ∂γγ∂
α
α∂
β
β
MΓ
γ
αβ + ∂
γ
γ(Φ
γ
kF
k
γ)∂
β
αβ
= ∂γγ∂
α
α∂
β
β
MΓ
γ
αβ + ∂
γ
γ∂
γ
αβ
(3.46)
The case in which we fix MΓkij and solve for NΓkij is handled similarly: keeping in mind that
(F F)−1 = ΦΦ the solution is given by
NΓkij(y)
(ij)
= Φαi Φ
β
j (y, x)(F
k
γ(y, x)
MΓ
γ
αβ(x) − ∂αF
k
β(y, x) + F
h
α∂hV
k
β(y, x)) (3.47)
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provided that its value is independent of y.
4 The extrinsic viewpoint
In this paper we have mostly chosen to adopt a local perspective on differential geometry. This
choice was motivated by the fact that the most natural definition of rough and controlled paths
involve charts, and that therefore the theory stemming from these notions would most easily
be handled using local coordinates. While we shall continue with this approach in the next
section, one of our objectives is to compare our results with those of the other main paper on
this topic, [CDL15], in which manifolds are handled using an extrinsic approach. To do this,
we will revisit the main definitions of the previous section, assuming that all manifolds are
smoothly embedded in Euclidean space, and using ambient Euclidean coordinates to express
our formulae. We will show that our results do indeed extend those of [CDL15], in which
only geometric rough paths and 1-form integrands are considered. One of the most interesting
aspect of this section, however, is that for things to generalise in the correct manner to the case
of general controlled integrands, additional non-degeneracy hypotheses will have to be placed
on the class of integrands; these are always satisfied if X is truly rough.
We will use the notation introduced in subsection 2.2 for embedded manifolds endowed
with the Levi-Civita connection of the induced Riemannian metric. We begin by stating when
an Rd-valued rough path may be considered to lie onM: this will entail not only the obvious
requirement on the trace, but also a condition on the second order part.
Definition 4.1 (Constrained rough path). Let X ∈ Cpω([0, T ],Rd). We will say X is constrained
to M if Π∗X = X, and denote the set of M-constrained p-rough paths controlled by ω with
C
p
ω([0, T ],M) and its subset of geometric ones with Gpω([0, T ],M).
ı∗ defines bĳections Cpω([0, T ],M) → Cpω([0, T ],M) with inverse pi∗, but we still choose
to distinguish the two notions, since local coordinates are used in the former case, while
C
p
ω([0, T ],M) ⊆ Cpω([0, T ],Rd). An equivalent way of stating Definition 4.1 for an Rd-valued
rough path X is as follows: X ∈ Cpω([0, T ],M), or equivalently by Taylor’s formula
Xcst = Π
c(X)st ≈ Pcd(Xs)Xdst + 12∂abΠc(Xs)XastXbst (4.1)
and
Xcdst ≈ PcaPdb(Xs)Xabst ⇔ Qca(Xs)Xabst ≈ 0⇔ Qdb(Xs)Xabst ≈ 0 (4.2)
Moreover, these imply
[X]cdst ≈ PcaPdb(Xs)[X]abst (4.3)
We note straight away that this definition extends the characterisation [CDL15, Corollary 3.32
(2)] to the non-geometric setting; the characterisation [CDL15, Corlollary 3.32 (1)] (which states
thatQaIb(Xs)(Xabst −Xbast ) ≈ 0) does not hold, however, for non-geometric rough paths, as the
symmetric part of their second order part is not determined by their trace (a counterexample is
easily foundby takingX ∈ Cpω([0, T ],M) and then adding toX anypathZ ∈ Cp/2ω ([0, T ], (Rd)2)
s.t. Qdb(Xs)Zabst 6≈ 0).
Instead of defining a notion of “constrained controlled path” we directly define a notion of
rough integral “on M” which is valid for any path in Re×d that is controlled by the trace of
the integrator. We will then show that, under an additional hypothesis on the integrand, this
integral only depends on the restriction of the integrand (and indeed just of its trace) to TXM.
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Definition 4.2 (Constrained rough integral). Let X ∈ Cpω([0, T ],M),H ∈ DX(Re×d). We define
the M-constrained rough integral of H against X (both as an element of DX(Re) and as one of
C
p
ω([0, T ],Re)) as ∫
HdMX :=
∫
Π∗HdX =
∫
(H · P(X))dX (4.4)
The identity above is shown by the following simple calculation (we will reuse the letters
e, d as indices without the risk of ambiguity)∫t
s
Π∗HdX ≈ Hd;sPdc (Xs)Xcst + (H ′ef;sPeaPfb(Xs) +Hd;s∂abΠd(Xs))Xabst
≈ Hd;sPdc (Xs)Xcst + (H ′eh;sPhf (Xs) +Hd;s∂ehΠdPhf (Xs))PeaPfb(Xs)Xabst
≈ Hd;sPdc (Xs)Xcst + (H ′eh;sPhf (Xs) +Hd;s∂ePdhPhf (Xs))PeaPfb(Xs)Xabst
≈ Hd;sPdc (Xs)Xcst + (H ′ah;sPhb(Xs) +Hd;s∂aPdb(Xs))Xabst
≈
∫t
s
(H · P(X))dX
(4.5)
where we have used that X is constrained toM, Equation 2.46 and Equation 2.54; at the level
of Gubinelli derivatives/second order parts the identity is obvious.
Using Corollary 1.18 we compute the correction formula for the traces of the ordinary and
constrained rough integrals∫
HdX−
∫
HdMX =
∫
HdΠ∗X−
∫
Π∗HdX = 1
2
∫
Hc∂abΠ
c(X)d[X] (4.6)
while their second-order parts both agree with
Yijst ≈ Hic;sHjd;sPcaPdb(Xs)Xabst ≈ Hia;sHjb;sXabst (4.7)
In particular, if X is geometric ∫
HdMX =
∫
HdX (4.8)
and hence agrees with [CDL15, Definition 3.24] when restricted to the case of 1-forms (see
Example 4.5 below).
Also note that ifX is the Itô or Stratonovich stochastic roughpath associated to a semimartin-
gale, the above definition coincides, thanks to Remark 1.26, with the usual Itô and Stratonovich
integrals, given in extrinsic form in [Dri04, Definition 5.13].
Now, it is clear that if Π∗H (or equivalently pi∗H, since ı∗ is injective) vanishes,
∫
HdMX
also vanishes, and we may conclude that the integral depends only on the restriction of H
to M in the sense that Π∗H = Π∗K ⇒ ∫KdMX − ∫HdMX. This, however, falls short of our
goal of generalising [CDL15, Corollary 3.35] (or rather one implication - we will address the
second one in Remark 4.7 below), which states, in our notation, that if X ∈ Gpω([0, T ],M) then∫
f(X)dX = 0 for all f ∈ ΓL(Rd,Re) s.t. ı∗f = 0. The point is that the requirement is only placed
on the trace f(X) of the integrand, not on the whole controlled path. Unfortunately, without
further assumptions, the obvious generalisation to the setting of general controlled integrands
of this statement fails. The example below exhibits two ways in which this can occur.
Example 4.3. TakeM to be the unit circle S1 in R2, so Π is given by
Π : R2 \ {(0, 0)}→ R2, (x, y) 7→ (x, y)√
x2 + y2
(4.9)
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Let Z ∈ Cpω([0, T ],R2) given by
Zt := (1, 0), Zst :=
(
t− s 0
0 t− s
)
(4.10)
which satisfies the Chen identity thanks to the constancy of the trace. Define
X := Π∗Z ∈ Cpω([0, T ],M): it is checked that
Xt = (1, 0), Xst ≈
(
0 0
0 t− s
)
(4.11)
Now let
Ht = (H1;t, H2;t) := (1, 0), H
′ := 02×2 (4.12)
Trivially, (H,H ′) =: H ∈ DX(R1×d), and we compute∫t
s
HdX ≈ Hd;sPdc (Xs)Xcst + (H ′cd;sPcaPdb(Xs) +Hc;s∂abΠc(Xs))Xabst
= H1;s∂22Π
1(Xs)X22st
= s− t
(4.13)
despite the fact that H|TXM = 0 (and even H ′|TXM⊗2 = 0).
Another example is given as follows: let M = Rd with d = 2 (or embed in R3 if we want
non-zero codimension) and let X be the geometric rough path
Xt := (0, 0), Xst :=
(
0 t− s
t− s 0
)
(4.14)
andH be given by
H := 0, H ′st :=
(
0 1
0 0
)
(4.15)
Again membership to DX(R2×1) is trivially satisfied and proceeding as above we compute∫t
s
HdX = H ′cd;sPcaPdb(Xs)Xabst = H ′12X12st = t− s (4.16)
To summarise, in the first example we were able to have H|TXM = 0, H ′|TXM⊗2 = 0, but the
manifold had to be non-flat (D2Π 6= 0) and the rough path had to be chosen to be non-geometric
(if not X22 = (X2st)2 ≈ 0, assuming X is chosen to be in Cp/2ω ([0, T ],Rd), which is necessary to
produce a counterexample). In the second example we were able to choose a geometric rough
path, and even a flat manifold, but it was not the case that H ′|TXM⊗2 = 0 (although it still held
that H|TXM = 0).
The fact that in the two examples above the trace of the rough pathwas chosen to be constant
(and in particular an element of Cp/2ω ([0, T ],Rd)) is not accidental. The next proposition places
the needed assumptions that rule out this degenerate behaviour of the rough integral.
Theorem 4.4. Let X ∈ Cpω([0, T ],Rd).
1. LetH ∈ DX(Re×d). IfH = H ·Q(X) then
∫
HdMX = 0 as a rough path;
36
2. The above condition on H ′ is always satisfied if HcPc(X) = 0 and X is truly rough;
3. If H,K ∈ DX(Re×d) with (K −H) ·Q = 0, which is always the case if X is truly rough and
H|TXM = K|TXM, then as rough paths∫
HdMX =
∫
KdMX (4.17)
Proof. The hypothesisH = H ·Q(X) reads
H = HcQ
c(X), H ′ab = H
′
acQ
c
b(X) +Hc∂aQ
c
b(X) = H
′
acQ
c
b(X) −Hc∂abΠ
c(X) (4.18)
Using this and proceeding as in Equation 4.5 for the trace we compute∫t
s
HdMX ≈ Hd;sPdc (Xs)Xcst +H ′ef;sPeaPfb(Xs)Xabst +Hc;s∂efΠcPeaPfb(Xs)Xabst
= (H ′ec;sQ
c
f −Hc;s∂efΠ
c)PeaP
f
b(Xs)Xabst +Hc;s∂efΠcPeaPfb(Xs)Xabst
= H ′ec;sP
e
aQ
c
fP
f
b(Xs)Xabst
= 0
(4.19)
and the second order part is ≈ Hec;sHfd;sQcaQdb(Xs)Xabst ≈ 0. This proves 1.
To prove 2. simply observe that H ·Q(X) ∈ DX(Rd×e), so Theorem 1.7 implies it can be
the only one with trace K := HcQca(X), which is equivalent to KcPc(X) = 0, implying the
statement.
3. follows from ∫
KdMX−
∫
HdMX =
∫
(K−H)dMX = 0 (4.20)
If H|TXM = K|TXM and X is truly rough we may apply 2. to K−H. 
Of course, when dealingwith explicit examples of controlled integrands the true roughness
hypothesis is often not needed. To give an example of this, and to relate our results with those
of [CDL15] we briefly discuss the example of 1-forms.
Example 4.5 (1-form integrands). Let f ∈ ΓL(τRd,Re) be a 1-form defined on Rd. Assume for
the moment that f(X)|TXM = 0, then differentiating (fc ◦ Π)Pc(x) = 0 at y ∈Mwe obtain
∂cfdP
c
aP
d
b(y) + fc∂adΠ
cPdb(y) = 0 (4.21)
which shows that
∫
f(X)dMX = 0 by proceeding as in Equation 4.5. Note this is a slightly
different identity compared to Equation 4.18, which may however be obtained by extendingQ
outside ofM, e.g. by Equation 2.44 and assuming (w.l.o.g., as argued below) that fc = fdQdc
on a tubular neighbourhood ofM: differentiating this relation then shows f(X) = f(X) ·Q(X).
Therefore, by arguing as in Equation 4.20, for f ∈ ΓL(τRd,Re) the value of ∫ f(X)dMX only
depends on f(X)|TXM (cf. [CDL15, Lemma 3.23] in conjunction with Equation 4.8). The same
conclusion follows if we realise that the formula [CDL15, Equation 3.17]∫t
s
f(X)dX ≈ fdPdc (Xs)Xcst + (∇f)ef(Xs)PeaPfb(Xs)Xabst (4.22)
extends to the case of non-geometric rough paths and that ∇f(x) (defined in Equation 2.49)
only depends on f(x)|TxM for x ∈ M. This is the extrinsic version of Equation 3.20 applied
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to 1-form integrands, and the same expansion would hold for arbitrary controlled paths, by
defining
(∇H)ab := H ′ab +Hc∂abΠc(X) (4.23)
Therefore we have shown that the true roughness assumption is not necessary to integrate
ambient 1-forms against constrained rough paths in a manner which is only dependent upon
their restriction to τM, since the first hypothesis in Theorem 4.4 is automatically satisfied. We
have also shown that Definition 4.2 extends [CDL15, Definition 3.24].
Example 4.6 (Itô-Stratonovich corrections on embedded manifolds). By [Proposition 1.14, 2.]
the geometrisation of an M-constrained rough path is still constrained, and we may use
Example 1.10 to compute the trace-level difference of the constrained integrals against X and
its geometrisation as ∫
H ◦ dX−
∫
HdMX =
1
2
∫
(∇H)d[X] (4.24)
This is the extrinsic version of Example 3.10.
Remark 4.7. In [CDL15, Corollary 3.20] it is shown that, for X ∈ Gpω([0, T ],Rd)with X valued in
M, the condition ∫
f(X)dX = 0 ∀f ∈ ΓL(τRd,Re) s.t. Π∗f = 0 (4.25)
implies Equation 4.2 and thusX ∈ Gpω([0, T ],M). In order to attempt to generalise this statement
to the non-geometric case we must pick which of the integrals in Equation 4.4 to use; in both
cases, however, the statement becomes trivial since, and even replacing the quantifier over 1-
forms with one over all controlled integrandsH, we are dealing with the integral against X of a
controlledpathwith traceHcPc(X) = 0: ifX is truly rough this implies that thewhole integrand,
and thus the integral, vanishes, regardless of the behaviour of X. Note that using the ordinary
Rd-integral in place of the constrained integral (the two coincide for geometric rough paths by
Equation 4.8) is not meaningful either: indeed, if Equation 4.25 implied X ∈ Cpω([0, T ],M) for
non-geometric X, by Example 1.10∫
f(X) ◦ dX =
∫
f(X)dX+ 1
2
∫
Df(X)d[X] = 1
2
∫
∂afb(X)d[X]ab (4.26)
which would have to be zero by Example 4.5 and the fact that Cpω([0, T ],M) is closed un-
der geometrisation (or by Theorem 1.8). But this is not the case if we pick M, X as in
[Example 4.3, first example], e = 1 and f(x1, x2) = (x1, x2) (which restricts to 0 on TM) we
have [X]abst = 2δa2δb2(s− t) and therefore 12
∫
∂afb(X)d[X]ab = s− t 6= 0, a contradiction.
The only way (that we can think of) to characterise non-geometric rough integrals in terms
of ambient ones would be to endow Rd with a connection s.t. ı is symmetrically affine (which
can always be done [É90, Lemma 15]) and replacing the integral in Equation 4.25 with the
rough integral in Rd taken w.r.t. this connection, in the intrinsic sense of Definition 3.6. This,
however, falls short of the goal of characterising constrained rough paths in terms of notions
that do not involve manifolds.
Example 4.8 (Affine subspaces). IfM is an affine subspace of Rd then P is constant, and∫t
s
HdMX ≈ Hd;sPdcXcst +H ′ef;sPeaPfbXabst (4.27)
and in particular only depends on H|TXM, H ′|TXM⊗2 . The true roughness hypothesis is still
necessary if we want dependence only on H|TXM, as demonstrated by Example 4.3.
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Westill havenot related the constrained rough integralwith its intrinsic counterpart, defined
in Definition 3.6. This is done as follows:
Theorem 4.9. Let X ∈ Cpω([0, T ],M),H ∈ DX(Re×d). Then∫
HdMX =
∫
ı∗HdMpi∗X (4.28)
Proof. Applying Proposition 3.8 to ıwe obtain∫
HdMX =
∫
Π∗Hd(ı ◦ pi)∗X
=
∫
ı∗Π∗Hdpi∗X+
1
2
∫
HdP
d
c (X)(
M,Rd∇2ı)cαβ(pi(X))d[pi∗X]αβ
(4.29)
Now, ∫
ı∗Π∗Hdpi∗X =
∫
(Π ◦ ı)∗Hdpi∗X =
∫
ı∗Hdpi∗X (4.30)
and applying Equation 2.36 and Equation 2.57, for x ∈M, y := ı(x)
(M,R
d∇2ı)cαβ(x) = ∂αβıc(x) − Γγαβ∂γ(y)ıc(x)
= ∂αβı
c(x) − ∂epi
γ(y)∂αβı
e∂γı
c(x)
= ∂αβı
c(x) − ∂e(ı ◦ pi)c(y)∂αβıe(x)
= ∂αβı
c(x) − Pce(x)∂αβı
e(y)
= Qce(y)∂αβı
e(x)
(4.31)
which implies
HdP
d
c (X)(
M,Rd∇2ı)cαβ(pi(X)) = HdPdcQce(X)∂αβıe(pi(X)) = 0 (4.32)
concluding the proof. 
We now turn to the extrinsic treatment of RDEs. Let Nı := N ↪→ Re be a Nash embedding
of another Riemannian manifold N, Nı(N) =: N, and Npi,NΠ its projections Equation 2.47 (we
will also left superscripts to denote the inclusion/projections relative to M accordingly). Let
F ∈ ΓL(τRd, τRe) restrict to an element of ΓL(τM, τN) (this means F(y, x) maps TxM to TyN
for x ∈ M, y ∈ N): just as in the intrinsic setting the expression dYk = Fkc(Y, X)dXc is ill-
defined, in the extrinsic setting Y will, for X non-geometric, exit M when the equation is
started on M. Proceeding heuristically to derive the extrinsic counterpart to the local RDE
formula Equation 3.29, with the idea that dPZ = Pc(Z)dZc for an embedded manifold P and
Z ∈ Cpω([0, T ],P), we interpret
dNYk = Fkc(Y, X)dMXc (4.33)
as NPkh(Y)dYh = Fkd(Y, X)MPdc (X)dXc or in Davie form (using X ∈ Cpω([0, T ],M), imposing
Y ∈ Cpω([0, T ],N) and using Equation 2.53) as
NPkh(Ys)Y
h
st + ∂ij
NΠk(Ys)Yijst ≈ Fkd(Y, X)MPdc (X)Xcst
Yijst ≈ FidFjb(Ys, Xs)Xabst
(4.34)
Note that we have chosen not to expand the RHS of the first line into first and second-order
parts. Now, by Equation 4.1 applied to Y, we may rewrite this as
Ykst −
1
2∂ij
NΠk(Ys)Y
i
stY
j
st + ∂ij
NΠk(Ys)Yijst ≈ Fkd(Y, X)MPdc (X)Xcst (4.35)
or as Equation 4.37 in the definition below.
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Definition 4.10 (Constrained RDE). Given X ∈ Cpω([0, T ],M), y0 ∈ N and F ∈ ΓL(τRd, τRe)
which restricts to an element of ΓL(τM, τN) we will write
dNYk = Fkc(Y, X)dMXc, Y0 = y0 (4.36)
to mean
dYk = Fkd(Y, X)MPdc (X)dXc + 12∂ij
NΠk(Y)FiaF
j
b(Y, X)d[X]
ab, Y0 = y0 (4.37)
and say that Y solves the N-constrained RDE driven by theM-constrained rough path X.
The next proposition legitimises this formula.
Theorem 4.11. Let X, y0, F be as in Definition 4.10.
1. The solution to Equation 4.37 only depends on (F(y, x)|TxM)x∈M,y∈N and belongs to
C
p
ω([0, T ],N);
2. If X is geometric, so is Y and the equation can be rewritten as dYk = Fkc(Y, X)dXc;
3. Y ∈ Cpω([0, T ],Re) satisfies Equation 4.37 if and only if Npi∗Y solves the RDE driven by
W := Mpi∗X
dZ = (TNpi ◦ F(Nı(Z),Mı(W)) ◦ TMı)dW (4.38)
in the sense of Definition 3.12.
Proof. In this proof we will draw on the entirety of the theory of subsection 2.2 and the present
section, and will therefore omit the precise equations which motivate our computations. The
first part of 1. will be automatically proved once we show 3.; we therefore proceed to show that
Y is N-constrained. We have, omitting all evaluations at Ys and Xs and relying on indices to
distinguish maps referring toM and N (e.g. Pcd := MPcd(Xs), ∂ijΠk := ∂ijNΠk(Ys))
PkhY
h
st +
1
2∂ijΠ
kYistY
j
st
≈ Pkh
[
FhdP
d
cX
c
st + (∂aF
h
cP
c
b + F
l
a∂lF
h
cP
c
b + F
h
c∂aP
c
b)Xabst + 12∂ijΠ
kFiaF
j
b[X]
ab
]
+12∂ijΠ
kFiaF
j
bX
a
stX
b
st
(4.39)
We calculate
PkhF
h
dP
d
c = F
k
dP
d
c
Pkh(∂aF
h
cP
c
b + F
h
c∂aP
c
b) = ∂a(F
k
cP
c
b) −Q
k
h∂a(F
h
cP
c
b)
= ∂a(F
k
cP
c
b) − ∂a(Q
k
hF
h
cP
c
b)
= ∂a(F
k
cP
c
b)
= ∂aF
k
cP
c
b + F
k
c∂aP
c
b
PkhF
l
a∂lF
h
cP
c
b = F
l
a∂l(P
k
hF
h
cP
c
b) − F
l
a∂lP
k
hF
h
cP
c
b
= Fla∂l(F
k
cP
c
b) − ∂ijΠ
kFiaF
j
b
= Fla∂lF
k
cP
c
b − ∂ijΠ
kFiaF
j
b
Pkh∂ijΠ
hFiaF
j
b[X]
ab
st ≈ Pkh∂ijΠhFicFjdPcaPdb [X]abst
≈ Pkh∂ijΠhPilPjpFlcFpdPcaPdb [X]abst
≈ 0
(4.40)
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Substituting these in Equation 4.39
PkhY
h
st +
1
2∂ijΠ
kYistY
j
st
≈ FkdPdcXcst + (∂aFkcPcb + Fkc∂aPcb + Fla∂lFhcPcb)Xabst + 12∂ijΠkFiaFjb(XastXbst − 2Xabst )
≈ Ykst
(4.41)
To prove 2. we proceed in a similar fashion: if X is geometric, we have
Ykst ≈ FkdPdcXcst + (∂aFkcPcb + Fkc∂aPcb + Fla∂lFhcPcb)Xabst
≈ Fkd(Xdst − 12∂abΠdXastXbst) + (∂aFkb + Fla∂lFhb)Xabst + Fkd∂abΠd(12XastXbst)
≈ FkdXdst + (∂aFkb + Fla∂lFhb)Xabst
(4.42)
andY is geometric because it is the solution to an RDE driven by anRd-valued geometric rough
path.
The proof of 3. is analogous to that of Theorem 4.9 and therefore omitted. 
RDEs can be used to generate elements of Cpω([0, T ],M) starting from any unconstrained
rough path (cf. [CDL15, Example 4.12, Proposition 4.13] for the geometric case):
Example 4.12 (Projection construction of constrained rough paths). Let Z ∈ Cpω([0, T ],Rd).
Then the solution X to
dMXk = Pkc (X)dRdZc, X0 = x0 ∈M (4.43)
i.e.
dXk = Pkc (X)dZc + 12∂ijΠ
kPiaP
j
b(X)d[Z]
ab (4.44)
belongs to Cpω([0, T ],M) by Theorem 4.11. Here P and Π refer to the embedded manifold M.
Moreover it is checked, using Equation 4.1 and Equation 4.2 that if Z ∈ Cpω([0, T ],M) with
Z0 = x0, then X = Z, i.e. this defines a projection Cpω([0, T ],Rd) Cpω([0, T ],M).
5 Parallel transport and Cartan development
In this section we will discuss parallel transport and Cartan development (or “rolling without
slipping”) along/of non-geometric rough paths on manifolds. The topic has already been
addressed in the geometric case (in the extrinsic setting) in [CDL15]; not assuming geometricity
however introduces several complications. The literature on Itô calculus of semimartingales
on manifolds also features similar topics, and we shall reference such instances throughout
the chapter; however, because of the adjustments that need to be made for the rough path
setting, and because of the greater generality with which the theory is approached (even when
restricted to semimartingales), the material presented in this chapter will only depend upon
Section 1, Section 2 and Section 3. We will rely on local coordinates for our computations, and
will not explore parallel transport and development in the extrinsic context.
Wewill tackle parallel transport along non-geometric roughpaths byfirst studying themore
general case of RDEs with solutions valued in fibre bundles above the manifold in which the
driver is valued; we will progressively restrict our attention to more tractable and interesting
cases until we reach the case of the horizontal lift, i.e. in which the equation is the natural
generalisation of the parallel transport equation to non-geometric rough paths; this will then
be used to define Cartan (anti)development. We will see that treating non-geometric rough
paths entails adding Itô-type corrections to the classical formulae, and that the terms appearing
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in the resulting equations will have to satisfy second-order conditions for properties that are
usually taken for granted (well-definedness, linearity, metricity) to hold.
More precisely, we will consider an m-dimensional smooth manifold M whose tangent
bundle is endowed with a linear connection∇which we will think of as fixed throughout this
section; given a fibre bundle pi : E→M and a linear connection ∇˜ on τE (note we do not require
a connection on the bundle pi), we are interested in equations of the form
d∇˜Y = F(Y)d∇X, Y0 = y0 ∈ Eo (5.1)
where F is a section of the bundle LE(τM, τE) (the E subscript denotes the base space: this
means we are dealing with a bundle over E, not E ×M, i.e. the fibre at y ∈ E is given by
L(Tpi(y)M,TyE)) s.t. and X0 = o ∈ M is a basepoint on the manifold which will be fixed
throughout this section. The first thing to notice is that such equations are not of the form
Definition 3.12, since F is not defined for all pairs (y, x) ∈ E×M; we proceed to introduce the
tools that are needed to give this type of equation a meaning. Throughout this section we will
use the notation in subsection 2.1, and in particular Convention 2.3 for indexing vectors based
in the total space of fibre bundles.
The first thing we require of F is that
Typi ◦ F(y) = 1TxM ⇐⇒ δαβ = (Typi ◦ F(y))αβ = (Typi)αKFKβ(y) = δαKFKβ = Fαβ(y) (5.2)
We will assume this condition to hold throughout this section unless otherwise stated. For
W ∈ ΓτM we define
FW ∈ ΓτE, (FW)(y) := F(y)W(pi(y)) (5.3)
In this section we will understand all expressions as being evaluated at (x, y) with y ∈ Ex
unless otherwise specified. The following definition will be of importance in the study of
non-geometric RDEs on fibre bundles:
Definition 5.1. We define F˜ := F˜(∇˜, F) by
〈F˜, U⊗ V〉 := F∇UV − ∇˜FUFV ∈ TE, for U,V ∈ ΓτM (5.4)
Lemma 5.2. For U,V ∈ ΓτM we have
(∇˜FUFV)γ = Uα∂αVγ +UαVβΓ˜γαβ + FiαUαVβΓ˜γiβ +UαFjβVβΓ˜γαj + FiαFjβUαVβΓ˜γij
(∇˜FUFV)k = Uα(∂αFkγVγ + Fkγ∂αVγ) + FiαUα∂iFkγVγ
+UαVβΓ˜kαβ + F
i
αU
αVβΓ˜kiβ +U
αF
j
βV
βΓ˜kαj + F
i
αF
j
βU
αVβΓ˜kij
(5.5)
so we have F˜ ∈ ΓLE(τM⊗2, τE), and
F˜
γ
αβ = Γ
γ
αβ − (Γ˜
γ
αβ + F
i
αΓ˜
γ
iβ + F
j
βΓ˜
γ
αj + F
i
αF
j
βΓ˜
γ
ij) (5.6)
F˜ kαβ = F
k
γΓ
γ
αβ − (∂αF
k
β + F
h
α∂hF
k
β + Γ˜
k
αβ + F
i
αΓ˜
k
iβ + F
j
βΓ˜
k
αj + Γ˜
k
ijF
i
αF
j
β) (5.7)
Proof. We compute
∂I(FV)
K = ∂I(F
K
γ(V
γ ◦ pi))
= ∂IF
K
γV
γ + FKγ∂βV
γ∂Ipi
β
=

∂αV
γ K = γ 6 m, I = α 6 m
0 K = γ 6 m, I = i > m
∂αF
k
γV
γ + Fkγ∂αV
γ K = k > m, I = α 6 m
∂iF
k
γV
γ K = k > m, I = i > m
(5.8)
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Substituting these terms in
(∇˜FUFV)K = (FU)I∂I(FV)K + (FU)I(FV)JΓ˜KIJ (5.9)
yields the desired expressions.
Wemust now show that F˜ is bilinear, thus legitimising our use of the notation 〈F˜, U⊗V〉: this
is easily done by computing the RHS of Equation 5.4 thanks to the previously computed expres-
sion, and seeing that the derivatives of V cancel out, leaving us with the desired expressions
for F˜ γαβ and F˜ kαβ . 
The task is now to extend F to all pairs (y, x) where y does not necessarily lie in Ex (the
existence of such extensions is proven in [É89, Lemma 8.16, Proof of Proposition 8.15]), and to
investigatewhen the resulting Equation 5.1, which can nowbe understood as inDefinition 3.12,
is independent of the extension. To do so we introduce the following condition on ∇˜ and F
(with ∇ thought of as fixed).
Condition 5.3. Assuming Equation 5.2 holds, for all U ∈ ΓτM we have
Tpi∇˜FU(FU) = ∇UU (5.10)
i.e. Tpi〈F˜, U⊗U〉 = 0.
Wehavepurposefully stated the conditionwith two copies of the samevector fieldU, instead
of Tpi∇˜FU(FV) = ∇UV : this is motivated by the fact that we only need the symmetrisation of
the latter identity, since these terms will turn out to be the coefficients of the bracket. Requiring
the unsymmetrised version of the condition would perhaps have been more natural, but is not
as sharp; similar comments hold for Condition 5.10 and Condition 5.22 below.
Lemma 5.4. Condition 5.3 is equivalent to F˜ restricting to an element of ΓLE(τM2, Vpi), or in product
coordinates to F˜ γ(αβ) = 0, i.e.
Γ˜
γ
αβ + Γ˜
γ
iβF
i
α + Γ˜
γ
αjF
j
β + Γ˜
γ
ijF
i
αF
j
β
(αβ)
= Γγαβ (5.11)
Moreover, the condition being satisfied for all choices of F is equivalent to τM being symmetrically affine
w.r.t. ∇˜,∇ (with the “only if” statement only valid form > 2).
Proof. The first characterisation of Condition 5.3 is obvious, and the expression in local coordi-
nates is a direct consequence of Lemma 5.2 and polarisation.
As for the second statement, wemust check that the conditions on the symmetrisedChristof-
fel symbols stated in Example 2.5 hold. The “if” part is immediate. For the converse, first of all
reading the identity with F = 0 yields Γ˜γαβ
(αβ)
= Γγαβ, and the identity may be rewritten as
(Γ˜γαj + Γ˜
γ
jα)F
j
β + (Γ˜
γ
iβ + Γ˜
γ
βi)F
i
α + (Γ˜
γ
ij + Γ˜
γ
ji)F
i
αF
j
β = 0 (5.12)
Now read the identity for arbitrary but fixed α 6= β (which is possible since m > 2) and j,
and with Fkγ := δkjδγβ (this is possible since the coefficients Fkγ are completely arbitrary: we
do not even have to argue coordinate-independence, as everything is local and we may take
F to be supported in the domain of the chart): this yields Γ˜γαj
(αj)
= 0, reducing our identity to
(Γ˜γij + Γ˜
γ
ji)F
i
αF
j
β = 0. We may then fix arbitrary i, j and pick F exactly as above to conclude
Γ
γ
ij
(ij)
= 0. 
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The next result establishes the link between the condition and well-definedness of RDEs in
fibre bundles.
Theorem 5.5. If Condition 5.3 holds Equation 5.1 is well-defined, i.e. it is independent of the extension
of F to an element of ΓLE×M(τM, τE). In this case pi(Y) = X and the coordinate expression of the RDE
reduces to its vertical component and is given by
dYk = Fkγ(Y)dXγ
+12(F
k
γ(Y)Γ
γ
αβ(X) − (Γ˜
k
αβ + Γ˜
k
αjF
j
β + Γ˜
k
iβF
i
α + Γ˜
k
ijF
i
αF
j
β)(Y))d[X]
αβ
(5.13)
which may be written at the trace level as
dYk = Fkγ(Y) ◦ dXγ + 12 F˜ kαβ (Y)d[X]αβ (5.14)
Moreover, if X is geometric the equation is always well-defined and independent of the connections ∇
and ∇˜.
Proof. Denoting still with F = F(y, x) an arbitrary extension of F as a section of the bundle
LE×M(τM, τE) (i.e. F(y, pi(y)) = F(y)), we have that the firstm coordinates of the local form of
Equation 5.1 is given by
dYγ = Fγα(Y, X)dXα + 12(Γ
γ
(αβ)(X) − Γ˜
γ
(IJ)(Y)F
I
αF
J
β(Y, X))d[X]
αβ (5.15)
where we have symmetrised the second order part thanks to the symmetry of the tensor [X].
Notice that by Equation 5.2, by hypothesis and Lemma 5.4 we have that on pairs (Y, X) s.t.
Y ∈ TXM the coefficient of dXα equals δαγ and that of d[X]αβ vanishes. Now consider the RDE
defined only locally in the domain of the chart (i.e. without the claim that the following is a
coordinate-invariant expression)
d
(
Yγ
Yk
)
=
(
dXγ
Fkγ(Y, X)dXγ + 12(F
k
γ(Y, X)Γ
γ
αβ(X) − Γ˜
k
IJ(Y)F
I
αF
J
β(Y, X))d[X]αβ
)
(5.16)
The solution to this RDE stays in the fibre of the trace of the driver X. But the solution to this
RDEmust also solve Equation 5.15, since it takes its values in the locus in which the coefficients
of the two coincide (here we are using the obvious principle that the solution of an RDE does
not change if the coefficients are modified away from the solution).
If X is geometric [X] vanishes altogether and we may show well-definedness in the same
manner, and is independent of the connections on the source and target manifolds since the
driver is geometric. 
For the remainder of this section we assume Condition 5.3 is satisfied unless otherwise
stated. An even stronger requirement (which we will instead not assume to hold) would be:
Condition 5.6. F∇UU = ∇˜FUFU for all U ∈ ΓτM, i.e. F˜ = 0, or in local coordinates (assuming
Condition 5.3 already holds)
FkγΓ
γ
αβ
(αβ)
= ∂αF
k
β + F
h
α∂hF
k
β + Γ˜
k
αβ + F
i
αΓ˜
k
iβ + F
j
βΓ˜
k
αj + Γ˜
k
ijF
i
αF
j
β (5.17)
The following is immediately inferred through Theorem 5.5, although it can also be derived
indirectly by extending F to a section of LE×M(τM, τE) and applying Equation 3.39.
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Corollary 5.7. If Condition 5.6 holds then the trace-level of Equation 5.1 is well-defined and equivalent
to
dY = F(Y) ◦ dX (5.18)
We will mostly use the geometrised form of our fibre bundle-valued RDEs, regardless of
whether Condition 5.6 holds or not, keeping in mind that the second-order part of the solution
is given in terms of the original rough path X as Yijst ≈ FiaFjb(Ys)Xabst .
In the following example we show how it is possible to generate integrands by solving
cotangent bundle-valued RDEs.
Example 5.8 (Solutions to RDEs as controlled integrands). If pi = τ∗M we may make the
solution to Equation 5.1 into an element of DX(τ∗M) = DX(L(τM,R)) (on any interval [0, S]
on which the solution is defined) as follows. Working in induced coordinates, it is natural to
define Y ′αβ := F
β˜
α(Y): since the resulting Y is a controlled path in each coordinate chart, we
need only check that it satisfies the transformation rule required in Definition 3.4 to conclude
it is a controlled integrand. At the path level this is already guaranteed by the soundness
of Definition 3.12, but for Gubinelli derivatives it must be verified, as we have not defined
solutions to RDEs on manifolds as controlled paths: by Equation 2.30 we have
Y ′
αβ
= Fβ˜α(Y)
= ∂β˜BF
B
α(Y)∂
α
α
= ∂β˜βδ
β
α∂
α
α + ∂
β˜
β˜
Fβ˜α(Y)∂
α
α
= ∂γ
αβ
Yγ + ∂
α
α∂
β
β
Y ′αβ
(5.19)
which is precisely the transformation rule required to be satisfiedbyGubinelli derivatives under
[Proposition 1.13, Pullback]. We have thus given a meaning to the scalar rough integral
∫
YdX.
Examples of connections on the cotangent bundle, analogous to the complete, horizontal and
Sasaki lifts, defined belowfor the tangent bundle, are given in [YI73, p.269, p.286] and [SA11];
it would be interesting to verify that Condition 5.3 holds for these connections. If we start with
the bundleL(τM,Re) = (τ∗M)⊕e, wemay similarly defineRe-valued rough integrals (here we
need a connection on τL(TM,Re)). It is similarly checked that taking pi = τM (as done below)
results in the solution of Equation 5.1 being a τM-valued controlled path Example 3.11 (with
Gubinelli derivatives Y ′βα = Fβ˜α), which can then be integrated against X once a Riemannian
metric on τM is given.
We proceed with the main theory. For the remainder of this section we let pi be a vector
bundle unless otherwise stated. We will say that U˜ ∈ ΓτE is linear if
U˜γ(y) = Uγ(x), U˜k(y) = U˜kh(x)y
h (5.20)
with x = pi(y) and for locally defined functions Uγ, U˜kh. We will say that F (which we are
assuming satisfies Equation 5.2 and Condition 5.3) is linear if FU is a linear vector field for all
U ∈ ΓτM.
Lemma 5.9. The condition ofU ∈ ΓτE of being linear is independent of the coordinate system. Therefore
that of F of being such is too, and in coordinates it amounts to
Fkγ(y) = F
k
γh(x)y
h (5.21)
for locally defined functions Fkγh.
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Proof. With the notations of Equation 2.28 we have
U˜γ(y) = ∂γK(x)U˜
K(y) = ∂γγU
γ(x)
U˜k(y) = ∂kK(x)U˜
K(y)
= ∂γλ
k
k(x)y
kUγ(x) + λkk(x)U˜
k
h(y)y
h
= (∂γλ
k
k(λ
−1)k
h
Uγ + λkkU˜
k
h(λ
−1)h
h
)(x)yh
(5.22)
and we may therefore set Uγ = ∂γγUγ, U˜kh = ∂γλ
k
k(λ
−1)k
h
Uγ + λkkU˜
k
h(λ
−1)h
h
. The linearity
condition on F is not stated with reference to a particular coordinate system, and is therefore
invariant under change of coordinates because linearity of vector fields is. Finally picking an
arbitraryU ∈ ΓτM, we have (FU)γ(y) = Uγ(x) by Equation 5.2 and for (FU)k(y) = Fkγ(y)Uγ(x)
to be of the form U˜kh(x)yh for all Uwe need Fkγ(y) to be of the form Fkγh(x)yh (for the “only if”
implication simply pick Uγ = δγβ with β = 1, . . . ,m). 
Note that the k index in Fkγh(x)yh represents a coordinate in TyE, whereas h represents a
coordinate in Ex; following Convention 2.3 we will not place a twidle on the upper index, as
we view Fkγh as the coordinates of a linear map between vector spaces. For the remainder of
this section we will assume F is linear, and we will be concerned with the question of whether
this implies that the resulting Equation 5.1 is also linear, i.e. that its coordinate expression is
linear in the conventional sense. To this end, we introduce the following condition on F and ∇˜
(which does not involve the connection ∇ at all, to the extent that ∇˜ is not defined in terms of
it).
Condition 5.10. Assume F is linear. ∇˜FU(FU), or equivalently 〈F˜, U⊗U〉, is a linear vector field
for all U ∈ ΓτM.
Lemma 5.11. Let F be linear and Condition 5.3 hold. Then Condition 5.10 is equivalent to F˜|TM2
lying in the image of the map
Γ(τ∗M2 ⊗ pi∗ ⊗ pi) = ΓLM(τM2 ⊗ pi, pi)→ ΓLE(τM2, Vpi)
G 7→ (e 7→ (U V 7→ v(e)〈G,U V ⊗ e〉)) (5.23)
where v(e) : E→ Vepi denotes the vertical lift isomorphism based at e. In other words, we may write its
coordinates (symmetrising in the first two indices) as F˜ γ(αβ)h = 0 and
F˜ kαβh y
h (αβ)= FkγhΓ
γ
αβy
h − (∂αF
k
βhy
h + FlαhF
k
βly
h
+Γ˜kijF
i
αhF
j
βly
hyl + Γ˜kαβ + F
i
αhΓ˜
k
iβy
h + FjβhΓ˜
k
αjy
h)
(5.24)
and it follows that an equivalent formulation of the condition is that the expression
Γ˜kαβ + Γ˜
k
αjF
j
βhy
h + Γ˜kiβF
i
αhy
h + Γ˜kijF
i
αhF
j
βly
hyl, (αβ) (5.25)
is linear in the y coordinates.
Moreover, the condition being satisfied for all choices of F as above (without assuming Condition 5.3
is) is equivalent to the stronger requirement that ∇˜
U˜
U˜ be linear for all linear U˜ ∈ ΓτE (with the “only
if” statement only valid form > 2), which in coordinates reads
Γ˜
γ
(αβ) constant in y, Γ˜
γ
(iβ) = Γ˜
γ
(αj) = Γ˜
γ
(ij) = 0
Γ˜k(αβ) linear in y, Γ˜
k
(αj), Γ˜
k
(iβ) constant in y, Γ˜
k
(ij) = 0
(5.26)
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Note that in Equation 5.24 we are not able to provide an expression for F˜ kαβh , since some
of the terms on the RHS are nonlinear (recall that the Γγαβ’s and Fkγh are evaluated at x, but the
Γ˜KIJ are non-linearly evaluated at y, and moreover there are quadratic terms).
Proof of Lemma 5.11. The first characterisation is just a reformulation of the second, which is
evident by Equation 5.7, Lemma 5.4 and the definition of linear vector field. The third follows
from the second by subtracting terms that are already linear in y.
As for the second statement, we first observe that linearity of ∇˜FUFU without requiring
Condition 5.3 entails the additional requirement that (by Equation 5.6, rewritten to account for
the linearity of F) the expression
Γ
γ
αβ − (Γ˜
γ
αβ + F
i
αhΓ˜
γ
iβy
h + FjβhΓ˜
γ
αjy
h + FiαhF
j
βlΓ˜
γ
ijy
hyl), (αβ) (5.27)
be constant in y. Then by arguing as in the proof of Lemma 5.4 by progressively disregard-
ing constant (resp. linear) terms in Equation 5.27 (resp. Equation 5.25) we may conclude that
linearity of ∇˜FUFU for all F and U as above is equivalent to Equation 5.26.
Now, writing (∇
U˜
V˜)K = U˜I∂IV˜
K + U˜IV˜JΓ˜KIJ for U˜, V˜ linear (with notation as in
Equation 5.20) we obtain
(∇
U˜
V˜)γ = Uα∂αV
γ +UαVβΓ˜γαβ +U
αV˜
j
hΓ˜
γ
αjy
h + U˜ihV
βΓ˜
γ
iβy
h + U˜ihV˜
j
l Γ˜
γ
ijy
hyl
(∇
U˜
V˜)k = Uα∂αV˜
k
hy
h + U˜ihV˜
k
i y
h +UαVβΓ˜kαβ +U
αV˜
j
hΓ˜
k
αjy
h + U˜ihV
βΓ˜kiβy
h
+U˜ihV˜
j
l Γ˜
k
ijy
hyl
(5.28)
As usual, we rely on the symbols involved to infer whether a function is evaluated at y ∈ E or
at x = pi(y). We then see, by arbitrarity of Uγ, Vγ, U˜kh, V˜kh ∈ C∞M, polarisation, and the usual
elimination procedure, that linearity of∇
U˜
U˜ is equivalent to Equation 5.26. 
Assuming Condition 5.3 is satisfied we may consider the flow map associated to F and X at
times 0 6 s 6 t 6 T
Φts = Φ(F,X)ts : EXs → EXt , y 7→ Yt
where dY = F(Y)dX, Ys = y
(5.29)
which is defined as long as Yt is defined, and by uniqueness we have
Φtu ◦Φus = Φts (5.30)
for 0 6 s 6 u 6 t 6 T whenever one of the two sides is defined. The following theorem justifies
our interest in the linearity condition.
Theorem 5.12. Let F be linear and satisfy Condition 5.3 and Condition 5.10. Then Equation 5.1 can
be written in coordinates as
dYk = Fkγh(X)Yh ◦ dXγ + 12 F˜ k(αβ)h (X)Yhd[X]αβ (5.31)
and admits a global solution. Moreover, Φts defines linear isomorphisms EXs ∼= EXt for all
0 6 s 6 t 6 T . These statements also hold, independently of F˜, if X is geometric.
Proof. The first statement is a restatement of Equation 5.13 to the case in which Condition 5.10
is satisfied. We may argue global existence by Theorem 1.22 and Remark 3.14: indeed, assume
that there exists S 6 T such that Y[0,S) is not contained in any compact set ofM. Since pi(Y) = X
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on [0, S), wemust have that limt→S− pi(Yt) = XS, i.e. Ymust “explode vertically”. This, however,
is not possible either, since if we may pick a system of product coordinates which contains XS,
this would mean that the coordinate solution to Equation 5.13 must only be defined for t < S,
which is ruled out by Lemma 1.25.
Standard uniqueness arguments apply charts to show that Φts is a linear monomorphism
(and thus an isomorphism, by dimensionality) when Xs, Xt are contained in a single chart, and
these can be combined to yield the global statement by “patching” X[0, T ] with finitely many
charts and applying Equation 5.30. 
We will denote Φst := Φ−1ts for 0 6 s 6 t 6 T . We proceed to study the local dynamics
satisfied by t 7→ Φt0 and t 7→ Φ0t. Fix coordinates for the vector space Eo = EX0 , which we
denote with the symbols i◦, j◦, k◦ . . .; we continue to denote with α,β, γ . . . and i, j, k . . . the
local coordinates in and above a neighbourhood containing Xt; we do not intend for the former
indices to bear any relationshipwith the latter (e.g. k◦ and k appearing in a common expression
have nothing to do with each other).
Proposition 5.13. The coordinate expressions Φkk◦;t0 and Φk
◦
k;0t respectively solve the RDEs (at the
trace level) driven by (gX, [X])
dΦkk◦;t0 = Fkγh(Xt)Φhk◦;t0 ◦ dXγt + 12 F˜ k(αβ)h (Xt)Φhk◦;t0d[X]αβt
dΦk◦k;0t = −Φk
◦
h;0tF
h
γk(Xt) ◦ dXγt − 12Φk
◦
h;0tF˜
h
(αβ)k (Xt)d[X]
αβ
t
(5.32)
Proof. The statement is local, and we may confine ourselves to the domain of a single set of
product coordinates containing Xt. By Theorem 5.12 we have
(dΦkk◦;t0)y = d(Φkk◦;t0y)
= dYt
= Fkγh(Xt)Y
h
t ◦ dXγt + 12 F˜ k(αβ)h (Xt)Yht d[X]αβt
= Fkγh(Xt)Φ
k
h◦;t0y ◦ dXγt + 12 F˜ k(αβ)h (Xt)Φhk◦;t0yd[X]αβt
= (Fkγh(Xt)Φ
k
h◦;t0 ◦ dXγt + 12 F˜ k(αβ)h (Xt)Φhk◦;t0d[X]αβt )y
(5.33)
We may therefore conclude, by arbitrarity of y ∈ Eo, that the first of the two RDEs holds. As
for the second, we have
0 = dδk◦h◦
= d(Φk◦k;0tΦkh◦;t0)
= (dΦk◦k;0t)Φkh◦;t0 +Φk
◦
k;0t(F
k
γh(Xt)Φ
h
h◦;t0 ◦ dXγt + 12 F˜ k(αβ)h (Xt)Φhh◦;t0d[X]αβt )
(5.34)
which we rewrite as
dΦk◦l;0t = −Φk
◦
k;0t(F
k
γh(Xt)Φ
h
h◦;t0 ◦ dXγt + 12 F˜ k(αβ)h (Xt)Φhh◦;t0d[X]αβt )Φh
◦
l;0t
= −Φk
◦
k;0tF
k
γl(Xt) ◦ dXγt − 12Φk
◦
k;0tF˜
k
(αβ)l (Xt)d[X]
αβ
t
(5.35)
thus concluding the proof. 
For the remainder of this sectionwewill letpi = τMunless otherwise stated. An important
feature of the equation in this case is that we can integrate the inverse of the flowmap to obtain
a ToM-valued rough path. Note that, although we have not explicitly defined controlled
integrands with values in an arbitrary finite-dimensional vector space V , this is done simply by
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choosing a basis of V and setting DX(L(τM,V)) := DX(L(τM,Rm)) under the corresponding
isomorphism V ∼= Rm (all the needed constructions are easily seen not to depend on the choice
of the basis). The next lemma states the change of coordinate formula satisfied by Fγαβ:
Lemma 5.14.
F
γ˜
αβ
= ∂γγ∂
α
α∂
β
β
F
γ
αβ − ∂
γ
γ∂
γ
αβ
(5.36)
Proof. By Equation 2.29 we have
F
γ˜
αβ∂
β
β
yβ = Fγ˜αβy
β
= Fγ˜α
= ∂γ˜
C
FCα∂
α
α
= ∂γ˜γδ
γ
α∂
α
α + ∂
γ˜
γ˜
F
γ˜
α∂
α
α
= ∂γ
γβ
yβδ
γ
α∂
α
α + ∂
γ
γF
γ˜
αβ
yβ∂αα
= (∂γ
αβ
∂αα + ∂
γ
γF
γ˜
αβ
∂αα)y
β
(5.37)
from which
F
γ˜
αβ∂
β
β
= ∂γ
αβ
∂αα + ∂
γ
γF
γ˜
αβ
∂αα (5.38)
thanks to the arbitrarity of y, and we may conclude. 
As there will be we no risk of ambiguity, we shall reassign Fγαβ := F
γ˜
αβ, and since now, in
view of Lemma 5.11, F˜may be viewed as restricting to an element of Γ(τ∗M2 ⊗ τ∗M⊗ τM) it
also makes sense to set F˜ δ(αβ)γ := F˜
δ˜
(αβ)γ . The tensor field F˜may now be given the following
interpretation: its evaluation against (UV)⊗W consists of taking the (symmetrisation of the)
defect in commutativity between covariant derivatives and horizontal lift, h∇UV − ∇˜hUhV
and mapping its vertical part atW ∈ TM down isomorphically onto TM.
Proposition 5.15. Φ0· ∈ DX(L(τM, ToM)), whereΦ ′γ
◦
αβ;0t := −Φ
γ◦
γ;0tF
γ
αβ(Xt).
Proof. The local condition is satisfied in each coordinate chart thanks to Proposition 5.13. We
must check that the compatibility condition of Definition 3.4 is met: again, this is obvious at
the trace level, and for Gubinelli derivatives we have, by Lemma 5.14
Φ
′γ◦
αβ
= −Φγ
◦
γ F
γ
αβ
= −Φγ
◦
γ F
γ
αβ
= −Φγ
◦
γ ∂
γ
γ(∂
γ
δ∂
α
α∂
β
β
Fδαβ − ∂
γ
δ∂
δ
αβ
)
= −Φγ
◦
γ (∂
α
α∂
β
β
F
γ
αβ − ∂
γ
αβ
)
= Φ ′γ
◦
αβ∂
α
α∂
β
β
+Φγ
◦
γ ∂
γ
αβ
(5.39)
Thus concluding the proof. 
We now restrict our attention for the last time: from now on we will consider the case
in which F is given by the horizontal lift h unless otherwise stated. In terms of the connec-
tions ∇˜, this means we are interested in differentiating horizontal vector fields w.r.t. horizontal
directions, with Condition 5.3 fixing the horizontal part of such covariant derivatives, while
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Condition 5.10 and the optional Condition 5.6 impose limitations on their vertical part. The
reader who is versed in sub-Riemannian geometry may spot the link with horizontal connec-
tions [CC09, Definition 7.4.1], although it should be remarked that our setting is more specific
(i.e. not all sub-Riemannian manifolds arise as the total space of a vector or even fibre bundle),
and the requirements on the connection is somewhat different (on the one hand we are only
interested in ∇˜U with U horizontal, and on the other also consider the vertical components of
such covariant derivatives). In coordinates
F
γ
αβ = −Γ
γ
αβ
F˜
γ
αβδ y
δ (αβ)= −ΓγεδΓ
ε
αβy
δ − (−Γγβδ,αy
δ + ΓεαδΓ
γ
βεy
δ
+Γ˜ γ˜
ξ˜η˜
ΓξαδΓ
η
βεy
δyε + Γ˜ γ˜αβ − Γ
ξ
αδΓ˜
γ˜
ξ˜β
yδ − ΓηβδΓ˜
γ˜
αη˜
yδ)
(5.40)
Note how Lemma 5.14 agrees with Equation 2.6.
We are now in a position to be able to provide the natural generalisation of parallel transport
of vectors andCartan (anti)development to the setting of non-geometric rough paths, with τTM
endowedwith a linear connection. Since the development of a path is not guaranteed to remain
in the manifold for all time, it will be helpful to define the following variations of the rough
path spaces (note the use of the double closing parenthesis):
Cpω([0, T)],M) := C
p
ω([0, T ],M) ∪ {X ∈ Cpω([0, S),M) for some S 6 T
and @ compact K ⊆M s.t. X[0,S) ⊆ K}
Cpω([0,6 T)],M) := Cpω([0, T ],M) ∪
⋃
06S6T
Cpω([0, S),M)
(5.41)
Note that Cpω([0, T)],M) ⊆ Cpω([0,6 T)],M), and we also will use these notations when M
is a vector space. Moreover, we will add a modifier in the rough path sets to denote those
rough paths which are started at a specific point. The following notions are defined whenever
Condition 5.3 and Condition 5.10 are met.
Definition 5.16. Let X ∈ Cpω([0, T)],M, o). We will denote
//(X)ts := Φ(h,X)ts : TXsM
∼=−→ TXtM (5.42)
which by Equation 5.31 is well-defined for all s, t at which X is defined, and call it parallel
transport of vectors along the non-geometric rough path X. We will denote //ts := //(X)ts,
//t := //(X)t := //(X)t0 : ToM→ TXtM and \\t := //(X)0t = //−1t when there is no ambiguity as
to the rough path.
Remark 5.17 (There is no alternate notion of “backward parallel transport”). A rough path X
canonically defines a rough path ←−X = (←−X ,←−X ) above the inverted path ←−X t := XT−t. This is
done by imposing the Chen identity to hold for all 0 6 s, u, t 6 T (not just s 6 u 6 t), or
equivalently by taking Equation 1.7 literally, and results in←−X st = −XT−t,T−s + X⊗2T−t,T−s for
0 6 s 6 t 6 T . It is shown that ifH ∈ DX then←−H ∈ D←−X , where
←−
Ht := HT−t, and that∫T
0
←−
Hd←−X = −
∫T
0
HdX (5.43)
at the trace level. It can then be concluded (by a uniqueness argument) that{
dY = y0 +
∫
F(Y)dX
d
←−
Y = YT +
∫
F(
←−
Y )d←−X =⇒
←−
Y t = YT−t (5.44)
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which implies that, denoting with Φ the flow map of the RDE defined by F,X and with
←−
Φ the
one defined by F,←−X ,←−Φ = Φ−1. Therefore, once a rough path is fixed, the definition of \\ given
above and the one obtained by defining the parallel transport RDE w.r.t.←−X coincide.
Definition 5.18. Let X ∈ Cpω([0, T)],M, o). Using Proposition 5.15 we will denote
©(X)· :=
∫ ·
0
\\(X)sd∇Xs ∈ Cpω([0,6 T)], ToM,0o) (5.45)
which we call the antidevelopment of X. If Z = ©(X) (up to the time at which X is defined) we
will denote X =©(Z) and call X the development of Z.
In coordinates Equation 5.45 amounts to
d©γ◦(X) = \\γ◦γ dXγt + 12\\γ
◦
γ Γ
γ
αβd[X]
αβ (5.46)
For the moment we have only defined development of a rough path which already is the
antidevelopment of an M-valued one. If we start from an arbitrary Z ∈ Cpω([0, T ], ToM,0o)
with Z0 = 0o wewould like to invert Definition 5.18 and define its development as the solution
to the path-dependent RDE
d∇©(Z) = //(©(Z))dZ, ©(Z)0 = o (5.47)
Heuristically, this means that in an infinitesimal time interval [t0, t0+dt]we are translating the
differential dZt0 ∈ TZt0ToM so that it is based at the origin 0o, parallel-transporting it along
the already-developed portion of the rough path X[0,t0] :=©(Z)[0,t0] so that it is now based at
Xt0 , and then using it to “roll ToM onM along Z without slipping” for time dt. The problem,
of course, is that we have not defined such (adaptedly) path-dependent RDEs. Moreover, it
should be noted that even once this equation is given ameaning, contrary to the case of parallel
transport there is no reason why the solution should not explode (see [Dri18, Corollary 1.36]
for general criteria that rule this out for X geometric).
Figure 1: A 2-dimensional Brownian path in T(1,0,0)S2, plotted in dark blue, and its develop-
ment onto S2, plotted in light blue. The “rolling without slipping” motion is shown at the
initial time (on the left) and at a later time (on the right), with the parallel frame based at the
point of contact between the tangent space and the manifold.
The trick to give Equation 5.47 a meaning is to consider it jointly with a parallel frame: this
transforms the path-dependent RDE into a state-dependent one.
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Theorem 5.19. Let Z ∈ Cpω([0, T ], ToM). Then X = ©(Z) ∈ Cpω([0, T ],M) (possibly up to its exit
time fromM) if and only if X is the unique solution to
d//γγ◦ = h
γ
αβ//
β
γ◦//
α
δ◦ ◦ dZδ
◦
+ 12 F˜(∇˜,h) γαβδ //αα◦//ββ◦//δγ◦d[Z]α
◦β◦
= −Γγαβ//
β
γ◦//
α
δ◦ ◦ dZδ
◦
+12
[
− ΓγεδΓ
ε
αβ//
δ
γ◦ − (−Γ
γ
βδ,α//
δ
γ◦ + Γ
ε
αδΓ
γ
βε//
δ
γ◦
+Γ˜ γ˜
ξ˜η˜
ΓξαδΓ
η
βε//
δ
γ◦//
ε
γ◦ + Γ˜
γ˜
αβ − Γ
ξ
αδΓ˜
γ˜
ξ˜β
//δγ◦ − Γ
η
βδΓ˜
γ˜
αη˜
//δγ◦)
]
//αα◦//
β
β◦d[Z]
α◦β◦
dXγ = //γγ◦dZ
γ◦ − 12Γ
γ
αβ//
α
α◦//
β
β◦d[Z]
α◦β◦
X0 = o, {//γ◦;0}γ◦=1,...,m any basis of ToM
(5.48)
with the Γ ’s evaluated at Xt and the Γ˜ ’s evaluated at //γ◦;t = //γ◦(X)t.
© therefore defines a surjective map Cpω([0, T ], ToM,0o)  Cpω([0, T)],M, o) with right inverse
© : Cpω([0, T)],M, o) ↪→ Cpω([0,6 T)], ToM,0o) (composed with any map prolonging an element of
C
p
ω([0, S), ToM,0o) up to time T , e.g. trivially). In particular, if M is compact © takes values in
C
p
ω([0, T ],M, o), i.e. development exists for all time.
If Z is geometric this equation may be stated more elegantly as taking values in the frame
bundle φM : FM→M, and defined by the fundamental horizontal vector fields, i.e.
dY = Hλ◦(Y)dZλ
◦
, Y0 ∈ FoM =⇒ ©(Z) = φM∗Y, Y = //(X) (5.49)
In this context, compare Equation 5.48 with [Hsu02, (3.3.9) p.86], which is stated in the case of
X a Brownian motion, although the formula generalises to more general processes/geometric
rough paths. We have decided not to consider frame bundle-valued RDEs in the non-geometric
case, since this would require defining a connection on FM, which is a delicate matter (some
comments to this effect are provided in [É90, p.439] in the case of the complete lift, though these
donot contain an exhaustive description of the connection on τFM). Wehavepreferred todefine
development in a coordinate-free manner by simply declaring X to be the development of Z if Z
is the antidevelopment ofX (as done inDefinition 5.18), andonly relying on the local description
involving the parallel frame (seen asm vectors which are parallel-transported individually) as
an alternative characterisation, useful for explicit computations; in this approach only non-
geometric parallel transport of vectors is needed.
Proof of Theorem 5.19. By Equation 5.46 X =©(Z)means
dZγ
◦
t = \\
γ◦
γ dX
γ + 12\\
γ◦
γ Γ
γ
αβd[X]
αβ, Z0 = 0o
⇒ d[Z]α◦β◦ = \\α◦α \\β
◦
β d[X]
αβ
(5.50)
and we have
//
γ
γ◦dZ
γ◦ − 12Γ
γ
αβ//
α
α◦//
β
β◦d[Z]
α◦β◦
t
= //γγ◦\\
γ◦
δ dX
δ + 12//
γ
γ◦\\
γ◦
δ Γ
δ
αβd[X]αβ − 12Γ
γ
αβ//
α
α◦//
β
β◦\\
α◦
µ \\
β◦
ν d[X]
µν
= dXγt
(5.51)
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By Proposition 5.13 and Equation 5.40 we have
d//γγ◦ = F
γ
εδ//
δ
γ◦ ◦ dXε + 12 F˜ γ(αβ)δ //δγ◦d[X]αβ
= Fγεδ//
δ
γ◦dXε + 12
[
F˜
γ
(αβ)δ + ∂αF
γ
βδ + F
ε
αδF
γ
βε
]
//δγ◦d[X]αβ
= −Γγεδ//
δ
γ◦//
ε
ε◦dZε
◦
+12
[
F˜
γ
(αβ)δ − Γ
γ
βδ,α + Γ
ε
αδΓ
γ
βε + Γ
γ
εδΓ
ε
αβ
]
//δγ◦//
α
α◦//
β
β◦d[X]
αβ
= −Γγεδ//
δ
γ◦//
ε
ε◦ ◦ dZε
◦
+ 12 F˜
γ
(αβ)δ //
δ
γ◦//
α
α◦//
β
β◦d[X]
αβ
(5.52)
where in the last step the Gubinelli derivative of −Γγβδ(X)//δγ◦//εε◦ w.r.t. Zα is computed thanks
to the previous step and Equation 5.51. Retracing these steps proves the converse. Note that
we do not need to show the coordinate invariance of Equation 5.48, as we have shown it is
equivalent to Z = ©(X), which is defined in Definition 5.18 without reference to a coordinate
system.
The map© is then well-defined by uniqueness of RDE solutions applied to the (m+m2)-
dimensional system in each coordinate patch, and its right inverse is© by definition. It only
remains to show that©(Z) is either defined up to time T or that it is defined up to and excluding
some S 6 T with the image of its trace not contained in any compact of M. Assume (X, //)
is defined up to time S with X[0,S) contained in a compact K of M. Therefore there exists
tn ↘ S s.t. limXtn = x ∈ K. We now show that for any neighbourhood V of x there exists
s0 s.t. X[s0,S) ⊆ V . Consider the image of Equation 5.48 (defined in V) through a change of
coordinatesΦ that maps the // components to a compact, and extend the resulting coefficients
smoothly. Now picking a second neighbourhood U of x s.t. Im(U) ⊆ U, U ⊆ V , an application
of Lemma 1.23 proves the claim by picking s0 s.t. s0 < S < s0 + δ. (The change of coordinates
was necessary because we need to be able to start the equation for (X, //) at an arbitrary point
in TUm.) We may then reason as in [Theorem 5.12, Proof] to conclude that (X, //)[0,S) must
also lie in a compact of TMm, and a second application of Lemma 1.23 (arguing as in [CDL15,
Theorem 4.2]) then shows that the solution may be prolonged past S (or with its limit if S = T ).
This concludes the proof. 
The following result is proven in [É89, Theorem 8.22] in the case of Stratonovich parallel
transport, and interestingly it carries over to the more general case.
Corollary 5.20. At the trace level we have
©(X)· :=
∫ ·
0
\\(X)s ◦ dXs (5.53)
and we may replace
dXγ = //γγ◦ ◦ dZγ
◦ (5.54)
for the second equation of Equation 5.48.
Remark 5.21. We emphasise that this does not mean that the (anti)development of a rough path
coincides with that of its geometrisation (including at the trace level): in Equation 5.53 parallel
transport is still carried out with reference to the original non-geometric X (and thus depends
on the choice of ∇˜), and in the case of development, the first equation of Equation 5.48 still has
the d[Z] terms, which are not present when developing gZ. Moreover, at the second order level
Xαβst ≈ //αα◦;s//ββ◦;sZα
◦β◦
st locally in terms of the original rough path Z.
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Proof of Corollary 5.20. By Proposition 5.13 and Equation 5.46 we have, at the trace level
\\
γ◦
γ ◦ dX = \\γ
◦
γ dX
γ
t +
1
2\\
γ◦
γ Γ
γ
αβd[X]
αβ = \\γ
◦
γ d∇X
γ (5.55)
and the second claim is proved analogously by using Equation 5.48. 
IfM is Riemannian and ∇ is metric we may further ask under what hypotheses the //ts’s
are linear isometries TXsM ∼= TXtM. The following condition does not actually require F to be
given by horizontal lift, although we will only apply it in that case.
Condition 5.22. Let g be a Riemannian metric onM and∇ be g-metric: 〈F˜, U⊗U⊗V〉 ∈ ΓτM
is g-orthogonal to V for all U,V ∈ ΓτM.
Note that we are not requiring ∇˜ to be metric w.r.t. a Riemannian metric on the manifold
TM. The statement of this condition in coordinates is given in the following lemma, whose
proof is immediate by polarisation.
Lemma 5.23. In coordinates Condition 5.22 corresponds to
F˜(αβ)(γδ) = 0 (5.56)
Theorem 5.24. If Condition 5.22 holds, or if X is geometric, //(X)ts is a linear isometry for all
0 6 s, t 6 T .
The following pattern has emerged: for each property (well-definedness, linearity, and
metricity, each required at the level of generality considered) we have a first-order condition
(respectively Equation 5.2, F linear, and∇ g-metric - as shall be seen in the proof below) and a
second order condition (respectively Condition 5.3, Condition 5.10, Condition 5.22). The first-
order conditions are necessarywhen considering the geometric (or evenODE) case, whereas the
second-order conditions become relevant once the driving rough path is no longer geometric.
Note how all three conditions are automatically satisfied when Condition 5.6 holds.
Proof of Theorem 5.24. We may assume s = 0; then for y, z ∈ ToM by Proposition 5.13 we have
d〈g(X), //α◦ ⊗ //β◦〉
= d(gαβ//αα◦//
β
β◦)
= gαβ,γ//
α
α◦//
β
β◦ ◦ dXγ
+gαβ//
δ
α◦//
β
β◦(−Γ
α
γδ ◦ dXγ + 12 F˜ α(ξη)δ d[X]ξη)
+gαβ//
α
α◦//
δ
β◦(−Γ
β
γδ ◦ dXγ + 12 F˜ β(ξη)δ d[X]ξη)
= //αα◦//
β
β◦
[
(gαβ,γ − gαδΓ
δ
γβ − gδβΓ
δ
γα) ◦ dXγ + F˜(ξη)(αβ)d[X]ξη
]
(5.57)
which vanishes by metricity of ∇, Equation 2.8 and Condition 5.22 or by vanishing of the
bracket in the case of X geometric (note how by Theorem 1.8 the hypotheses are sharp in the
case of X truly rough). 
We will now provide three examples of connections ∇˜ on τM which it makes sense to
consider. The first two, for which we refer to [YI73], can be viewed as “lifts” of the connection
∇ (which is not assumed to be metric or torsion-free), while the third consists of assumingM
is Riemannian, defining a Riemannian metric on the manifold TM, and taking its Levi-Civita
connection.
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Example 5.25 (The complete lift of ∇). Assume ∇ is a linear connection on τM, which we do
not assume to be torsion-free or metric. The complete lift ∇˜ of ∇ is the linear connection on
τTM whose Christoffel symbols in induced coordinates (w.r.t. to any chart ϕ onM) are given
as functions of the Christoffel symbols Γkij of∇w.r.t. to ϕ as follows:
Γ˜
γ
αβ(x, y) = Γ
γ
αβ(x), Γ˜
γ
αβ˜
(x, y) = Γ˜γ
α˜β
(x, y) = Γ˜γ
α˜β˜
(x, y) = 0
Γ˜
γ˜
αβ(x, y) = ∂λΓ
γ
αβ(x)y
λ, Γ˜
γ˜
αβ˜
(x, y) = Γγαβ(x), Γ˜
γ˜
α˜β
(x, y) = Γγαβ(x), Γ˜
γ˜
α˜β˜
(x, y) = 0
(5.58)
From these and Example 2.5 it follows that τM is an affine map w.r.t. ∇˜, ∇. This connection
admits the following simple description: having defined the complete lift of V ∈ ΓτM as
V˜ ∈ ΓτTM given in induced coordinates by
V˜γ(x, y) := Vγ(x), V˜ γ˜(x, y) := yλ∂λV
γ(x) (5.59)
(this is checked to be a sound definition; note that no further connection is needed to perform
this lift) ∇˜ is characterised by the condition
∇˜
U˜
V˜ = ∇˜UV, U, V ∈ ΓτM (5.60)
We will only need the local description of ∇˜. However, we remark that the complete lift
can be extended to tensor fields, and in particular to Riemannian metrics g, thus yielding a
pseudo-Riemannian metric g˜ on TM (with metric signature (m,m)) whose components are
given by (
g˜αβ gαβ˜
gα˜β gα˜β˜
)
(x, y) =
(
∂λgαβ(x)y
λ gαβ(x)
gαβ(x) 0
)
(5.61)
If∇ is g-metric, then ∇˜ is g˜-metric, and if∇ is torsion-free then so is ∇˜; therefore g˜∇ = g˜∇. In
general, ∇˜ has the property that its geodesics are given by the Jacobi fields of∇.
It is easily checked using the theory in this section that Condition 5.3 and Condition 5.10
are satisfied for all F in the case of the complete lift, and in the case of parallel transport with
∇ torsion-free we have
F˜
γ
αβδ = R
γ
αδβ (5.62)
Condition 5.22, however, is not satisfied even when∇ is Levi-Civita, since
F˜(αβ)(δγ) =
1
4(Rαδβγ +Rβδαγ +Rαγβδ +Rβγαδ)
= 12(Rαδβγ +Rαγβδ)
(5.63)
which does not vanish in general. The resulting parallel transport equation was first studied,
for semimartingales, in [DG78] and subsequently in [Mey82, (27)] (we caution the reader that
the convention regarding the indices of the curvature tensor differ from the ones used in
Equation 2.12), and it was realised in [É90, p.437] that this type of parallel transport fits into
the framework of SDEs of the type defined in Definition 3.12.
Example 5.26 (The horizontal lift of ∇). The second lift of a connection which we examine is
the horizontal lift of ∇, which we also denote ∇˜ (equivocation will easily be avoided, since we
will always use each connection separately). Its Christoffel symbols in induced coordinates are
similar to those of the complete lift, with one important difference:
Γ˜
γ
αβ(x, y) = Γ
γ
αβ(x), Γ˜
γ
αβ˜
(x, y) = Γ˜γ
α˜β
(x, y) = Γ˜γ
α˜β˜
(x, y) = Γ˜ γ˜
α˜β˜
(x, y) = 0
Γ˜
γ˜
αβ(x, y) = (∂λΓ
γ
αβ −R
γ
λαβ )(x)y
λ, Γ˜
γ˜
αβ˜
(x, y) = Γγαβ(x), Γ˜
γ˜
α˜β
(x, y) = Γγαβ(x)
(5.64)
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As for the complete lift, τM is an affine map w.r.t. ∇˜, ∇; the extra term appearing in Γ˜ γ˜αβ,
however, causes ∇˜ to have nonvanishing torsion in general even if ∇ is torsion-free. Just as for
the complete lift, the horizontal lift of a connection ismotivated by a broader constructionwhich
involves lifting other objects defined onM, such as vector fields. However, unlike the case of the
complete lift, these lifts require a connection on τM to begin with, and are performed in a way
which is related to Equation 2.24; we do not provide more details here. If∇ is g-metric, then ∇˜
is g˜-metric, where g˜ is the pseudo-Riemannianmetric Equation 5.61 (although, unlike the case
of the complete lift, g˜∇ 6= g˜∇ because the former has torsion in general). The characterisation of
geodesics of the horizontal lift of a connection is more complicated than that of its complete lift,
but it still holds that τMmaps ∇˜-geodesics to ∇-geodesics. Moreover, it holds that horizontal
lifts of geodesics (namely curves in TM above geodesics whose tangent vectors are horizontal,
i.e. parallel transports above geodesics) define geodesics w.r.t. the horizontal lift: this is seen
from [YI73, Equation 9.4, p.115].
Like the complete lift, the horizontal lift results in Condition 5.3 and Condition 5.10 be-
ing satisfied for all F, but in the case of F given by horizontal lift it additionally satisfies
Condition 5.6. Therefore the resulting parallel transport is, at the trace level, the same as
geometric/Stratonovich parallel transport, a conclusion which is also noted in [Mey82], [É90].
Example 5.27 (The Sasaki metric). Let g be a Riemannian metric on M. We can lift g to
a Riemannian metric g˜ on TM, called the Sasaki metric in the following way: recalling the
notations introduced in subsection 2.1 for vertical and horizontal bundles, we declare for all
U(x) ∈ TxM
VU(x)τM ⊥ HU(x), g˜|VU(x)τM := (v(U(x))−1)∗g, g˜|HU(x) := (h(U(x))−1)∗g (5.65)
In induced coordinates, this is amounts to(
g˜αβ g˜αβ˜
g˜α˜β g˜α˜β˜
)
(x, y) =
(
gαβ(x) + gδεΓ
δ
µαΓ
ε
νβ(x)y
µyν Γ
γ
αλgγβ(x)y
λ
Γ
γ
λβgαγ(x)y
λ gαβ(x)
)
(5.66)
and (
g˜αβ g˜αβ˜
g˜α˜β g˜α˜β˜
)
(x, y) =
(
gαβ(x) −Γβλγg
αγ(x)yλ
−Γαγλg
γβ(x)yλ gαβ(x) + gδεΓαδµΓ
β
εν(x)y
µyν
)
(5.67)
where the Γ ’s are the Christoffel symbols of g∇. The horizontal lift of g∇ is g˜-metric, but
does not coincide with g˜∇ due to torsion. We will call g˜∇ the Sasaki lift of g∇ (even though,
strictly speaking, it is the metric that we are lifting). The Christoffel symbols of g˜∇ in induced
coordinates havemore complex expressions than the ones for the other two lifts of connections,
and are given as functions of the Christoffel symbols of g∇ and of the components of its
curvature tensor by
Γ˜
γ
αβ(x, y) = Γ
γ
αβ(x) +
1
2(R
γ
µδα Γ
δ
λβ +R
γ
µδβ Γ
δ
αλ)(x)y
λyµ
Γ˜
γ
α˜β
(x, y) = 12R
γ
λαβ (x)y
λ, Γ˜
γ
αβ˜
(x, y) = 12R
γ
λβα (x)y
λ, Γ˜
γ
α˜β˜
(x, y) = Γ γ˜
α˜β˜
(x, y) = 0
Γ˜
γ˜
αβ(x, y) =
1
2(R
γ
αλβ +R
γ
βλα + 2∂λΓ
γ
αβ)(x)y
λ
+12Γ
γ
νδ(R
δ
εµα Γ
ε
λβ +R
δ
εµβ Γ
ε
αλ)(x)y
λyµyν
Γ˜
γ˜
α˜β
(x, y) = Γγαβ(x) −
1
2Γ
γ
µδR
δ
λαβ (x)y
λyµ,
Γ˜
γ˜
αβ˜
(x, y) = Γγαβ(x) −
1
2Γ
γ
µδR
δ
λβα (x)y
λyµ
(5.68)
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These symbols are taken from [Sas58] with one important caveat: the R δαβγ ’s therein have
been transcribed into R δγβα ’s here. This is because the author follows a different ordering in
the coordinate expression of the curvature tensor. This convention is not stated in the paper,
but it can be deduced by computing any one of the Christoffel symbols involving a curvature
term. This check can be performed by using the fact that the horizontal lift of ∇ is ĝ-metric
and Equation 2.10. Let T˜denote the torsion tensor of the horizontal lift of∇: its only nonzero
component is given by
T˜
γ˜
αβ (x, y) = (R
γ
λβα −R
γ
λαβ )(x)y
λ (5.69)
Thus T˜ γ
α β˜
(x, y) = 0 and, performing index gymnastics w.r.t. g˜ and using Equation 2.13,
Equation 2.14, Equation 2.15 and Equation 2.16 we obtain
T˜
γ
α˜ β
(x, y) = ĝα˜ε˜ĝ
γδ(x, y)(R ελβδ −R
ε
λδβ )(x)y
λ
= gαεg
γδ(R ελβδ −R
ε
λδβ )(x)y
λ
= gαεg
γδ(R ελβδ +R
ε
δλβ )(x)y
λ
= −gαεg
γδR εβδλ (x)y
λ
= −gγδRβδλα(x)y
λ
= −gγδRλαβδ(x)y
λ
= −R γλαβ (x)y
λ
(5.70)
Then, since K˜γ
α˜β
= 12 T˜
γ
α˜ β
(where K is the contorsion tensor defined in Equation 2.10),
Equation 5.64 yield the value of Γ˜γ
α˜β
in Equation 5.68. Similarly to the case of the horizontal lift
of a connection, the horizontal lift of a Riemannian geodesic is a geodesic w.r.t. Sasaki metric.
“Sasaki parallel transport” has not, to our knowledge, been considered in the literature.
Like for the horizontal lift, Condition 5.6 is satisfied w.r.t. to the Sasaki lift of ∇ when F is
given by horizontal lift, and the resulting definition of parallel transport is therefore equivalent
to the geometrised one. However, unlike the complete and horizontal lifts, Condition 5.3
cannot be expected to hold for general F, since the Sasaki lift does not make τM symmetrically
affine: this can be seen, again with reference to Example 2.5, by noting that, for instance
Γ˜
γ
α˜β
(x, y) = 12R
γ
λαβ (x)y
λ is not, in general, antisymmetric in α,β. This means we may not, in
general, define arbitrary equations Equation 5.1 when E = TM is given the Sasaki lift of∇.
Example 5.28 (Local martingales and Brownian motion). It is well known that Stratonovich
(anti)development preserves local martingales and ifM is Riemannian it preserves Brownian
motions. In our setting the first statement always holds in all cases (assuming Condition 5.3
and Condition 5.10 hold, so that (anti)development is defined), as can be easily seen from the
local characterisation of manifold-valued martingales Equation 3.36, and the local expressions
Equation 5.46, Equation 5.48. This is also observed (by a different argument) in [É90, p.440].
As for the preservation of Brownian motion, we first recall that the Levy criterion on
manifolds [É89, Proposition 5.18] immediately implies the following local characterisation of
Brownian motion of a Riemannian manifold (M,g): X is a Brownian motion onM if and only
if it is a local martingale and
d[X]αβ = gαβ(X)dt (5.71)
If Z is a ToM-valued Brownian motion, then if Condition 5.22 holds, we have for X = d©(Z)
d[X]αβ = //αα◦//
β
β◦d[Z]
α◦β◦ = //αα◦//
β
β◦δ
α◦β◦dt = gαβ(X)dt (5.72)
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where the last identity holds thanks to the fact that gα◦β◦(o) = δα◦β◦ and Theorem 5.24. That
antidevelopment maps Brownian motions to Brownian motions under the same hypotheses is
checked analogously.
We may therefore conclude that (anti)development defined w.r.t. the complete, horizontal
and Sasaki lifts to preserve local martingales, but only that defined w.r.t. the horizontal and
Sasaki lifts to preserve Brownian motion.
We also note that we should expect (anti)development taken w.r.t. two different ∇˜’s to
be different pathwise, even when both satisfy the linearity and metricity conditions. For
Brownianmotion this might mean that the law of the (anti)developments coincide (i.e. they are
both Brownian motions), despite the paths defined by the same state ω ∈ Ω being different.
Another way of generating pathwise-distinct Brownian motions through (anti)development
of the same Brownian motion is by adding a contorsion term (see Remark 2.2) to the Levi-
Civita connection ∇ and taking Stratonovich development. In general, by the Itô isometry the
cross-covariance matrix of the Itô antidevelopments 1©(X) and 2©(X) of the sameM-valued
semimartingale X taken w.r.t. 1∇, 1∇˜ on the one hand and 2∇, 2∇˜ on the other is given by
E[1©α◦(X)2©β◦(X)] = E[∫ 1\\α◦α 2\\β◦β d[X]αβ], with k\\, k = 1, 2 denoting the respective parallel
transports above X.
Example 5.29 (// along Brownian motion on Einstein manifolds w.r.t. the complete lift). We
assume (M,g) is an Einstein manifold, i.e. a Riemannian manifold whose Ricci tensor is
proportional to the metric tensor, Rαβ = λgαβ with λ ∈ R (the best known such example is
the sphere, in all dimensions). Let Z be a Brownian motion on ToM and X its Stratonovich
development, anM-valued Brownian motion, and we compare the behaviour of Stratonovich
parallel transport //(X) with parallel transport defined w.r.t. to the complete lift ∇˜ of the Levi-
Civita connection ∇, which we denote /˜/(X). By proceeding as in [Theorem 5.24, Proof] and
Example 5.28 we compute
dg(//α◦ , /˜/β◦) = 12gαβ//
α
α◦R
β
ξγη /˜/
γ
β◦g
ξηdt
= −12Rαβ//
α
α◦ /˜/
β
β◦dt
= −λ2g(//α◦ , /˜/β◦)dt
(5.73)
which implies g(//α◦ , /˜/β◦) = exp(−λt/2)δα
◦β◦ , and similarly g(/˜/α◦ , /˜/β◦) = exp(−λt)δα
◦β◦ .
In other words /˜/(X) preserves orthogonality, but not orthonormality, since it consists of a
scaling by the above exponential factor. Note that this behaviour of /˜/ can only be expected
to hold along the Brownian motion X, and not along X˜ := ©˜(Z), the development of Z taken
according to the complete lift of ∇˜, which is not in general a Brownian motion (even given the
Einstein assumption): this can be seen by writing dX˜ =
∑
γ◦ /˜/
α
γ◦(X˜)/˜/
β
γ◦(X˜)dt and by showing
that the SDE satisfied by
∑
γ◦ /˜/
α
γ◦(X˜)/˜/
β
γ◦(X˜) has an extra drift term when compared to that
satisfied by gαβ(X˜).
Example 5.30 (Linearising rough integrals and rewriting Driver’s integration by parts formula).
Antidevelopment can be used to write rough integrals againstM-valued rough paths as ones
against ToM-valued ones. LetX ∈ Cpω([0, T ],M, o) andH ∈ DX(L(τM,Re)). Then it is checked
that
//∗H = ((//∗H)cγ◦ , (//
∗H) ′cα◦β◦) := (H
c
γ//
γ
γ◦ , H
′c
αβ//
α
α◦//
β
β◦ −H
c
γΓ
γ
αβ//
α
α◦//
β
β◦)
∈ DZ(L(ToM,Re))
(5.74)
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with Z :=©(X) (independently of the chart used for the coordinates α,β, γ) and that∫
Hd∇X =
∫
//∗Hd©(X) (5.75)
Note how, in particular, this is independent of the connection ∇˜ on τTM used to define //
and©. Now, assume thatM is Riemannian, ∇ is metric and Condition 5.22 holds. Then for
P ∈ DX(τM⊕e) ∫
g(P,d∇X) =
∫
P[d∇X
=
∫
//∗P[d©(X)
=
∫
(\\P)[d©(X)
=
∫
\\P · d©(X)
(5.76)
where the dot product denotes the metric at o and
\\P = ((\\P)γ
◦
, (\\P) ′β
◦
α◦ ) := (\\
γ◦
γ P
γ,
∑
β,η(Γ
β
ξη\\
β◦
η //
ξ
α◦P
β + \\β
◦
β P
β
α//
α
α◦)) (5.77)
The converses of these statements, i.e.∫
KdZ =
∫
\\
∗Kd©(X),
∫
Q · dZ =
∫
g(//Q,d©(Z))
with \\∗K = ((\\∗K)γ, (\\∗K)αβ) := (Kγ◦\\γ
◦
γ , Kα◦β◦\\
α◦
α \\
β◦
β + Kβ◦
∑
η Γ
β
αη//
β◦
η )
and //Q = ((//Q)γ, (//Q)βα) := (//
γ
γ◦Q
γ◦ , Γβαη//
η
β◦Q
β◦ + //ββ◦Q
β◦
α◦\\
α◦
α )
for K ∈ DZ(L(ToM,Re)), Q ∈ DZ(ToM⊕e)
(5.78)
are similarly shown to hold.
As an application of the latter, we show how the integration by parts formula [Dri04,
Theorem 7.32] can be rewritten as an Itô integral on M. Let Z be a ToM-valued Brownian
motion, X its Stratonovich development, H a Cameron-Martin process above X, h := \\H with
h =
∫
udt, U := //u (for the precise terminology pertaining to curved Wiener space see the
above reference). Then we may write the integration by parts formula, i.e. a formula for the
adjoint of the gradient operator
D∗H =
∫ (
u· +
1
2
\\
·
γR
γ
β(X)//
β
β◦h
β◦
)
· dZ
=
∫
g
(
U+
1
2
R·γ(X)H
γ,d∇X
) (5.79)
as an Itô integral on M. Moreover, if u admits a Gubinelli derivative w.r.t. Z, so does U
w.r.t. X, and Example 3.10, Example 3.11 may be combined to yield the expression of this as a
Stratonovich integral onM, plus a correction term involving the covariant derivative of Ricci
tensor.
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Example 5.31 (Torsion). In general, RDEs of the form Definition 3.12 are independent of the
torsion of the connections on the source and target manifolds. For parallel transport, however,
torsion of ∇ directly affects the field F = h that defines the RDE, and to
Figure 2
that extent it influences the definition of // and therefore that of© and©
(both for the trace and second order levels of the rough paths considered).
The torsion of ∇˜, instead, plays no role. To exhibit the relevance of tor-
sion for parallel transport and development we need only focus on smooth
paths. Take M = R3 with its canonical coordinates, and ∇ with constant
Christoffel symbols Γ123 = 1 = −Γ132, Γ231 = 1 = −Γ213, Γ312 = 1 = −Γ321 and
Γkij = 0 otherwise. This connection has the same geodesics as the Euclidean
connection (straight lines), but, as described in [ua], parallel transport along geodesics looks
like a spinning rugby ball, as illustrated in Figure 2 for an orthonormal frame. While the Eu-
clidean connection and ∇ agree on geodesics, they define different notions of developments:
identifying T0R3 = R3 we have © = 1 according to the former, while this is not the case for
the latter, as shown in Figure 3.
Figure 3: This figure relates to Example 5.31. The two plots are analogous to Figure 1, with
the manifold in question being R3, endowed with the connection defined above, and the path
being developed is the parametrised smooth curve Xt := (2t cos(t), 10 sin(t), 3t). The two
copiesM and T0M of R3 are superimposed, with coinciding axes in the first plot. We observe
how the two curves are not identical, which would be the case if the connection on R3 were the
Euclidean one. Also note how X and©(X) are tangent curves at their point of contact.
60
Example 5.32 (The dimensionality preservation question for Cartan development). In this
example we confine ourselves to geometric/Stratonovich development, and we consider the
question of whether, given a sub-vector space P ⊆ ToM, there exists a submanifold N of M,
at least defined in a neighbourhood of o, with the property that for all P-valued (rough) paths
Z taking values in P and starting at 0o, ©(Z) is valued in N. Since this must hold when Z is
a straight line, and since straight lines develop to geodesics, if such N exists it must (at least
locally) be given by exp(P). Moreover, considering the case of Z a piecewise linear path leads
to the conclusion that, at least in the torsion-free case, exp(P)must be an affine submanifold of
M, since it must contain every piecewise geodesic path started at o.
At the other extreme, wemay be interested in showing that, whenZ is an S-valuedBrownian
motion, ©(Z) admits a density w.r.t. to a (hence any) Lebesgue measure on M. If P = ToM
we should expect this to hold in view of the fact that the vectors TyφM(Hλ◦(y)) (with φM the
projectionmap of frame bundle) span TxM for any y ∈ FxM. Now let P be of dimension k < m.
We can show that the first two orders of the iterated Lie brackets of the fundamental horizontal
vector fields, projected down onto TM, are given respectively by torsion and curvature (details
are omitted):
TyφM
γ[Hµ◦ ,Hν◦ ] = T
γ
βα(x)y
(α,µ◦)y(β,ν
◦)
TyφM
γ[Hλ◦ , [Hµ◦ ,Hν◦ ]] = R
γ
αβδ (x)y
(α,µ◦)y(β,ν
◦)y(δ,λ
◦) (5.80)
What is needed, in concrete cases, to conclude that©(Z) admits a smooth density is a version of
the Hörmander condition which, stated in coordinates, only applies to the first e1 components
of an (e1 + e2)-dimensional SDE dY = Fγ(Y)dZγ, and correspondingly only requires that
Lie(Fγ : γ = 1, . . . , d)(y) span Re1 . This is because we are only interested in the existence of the
density of ©(Z), and not of the parallel frame above it, with which the development SDE is
jointly written. See Figure 4 for an example of what this condition holding at different orders
or not holding looks like. In view of [CF10] we can expect these considerations, once made
rigorously, to carry over to the case of Gaussian RDEs.
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Figure 4: The purpose of these plots is the study of different behaviours of the development of a
2-dimensional Brownian motion within a 3-dimensional manifoldM, specifically with regards
to the question of whether it remains constrained to a 2 dimensional submanifold, or whether
it admits a density. In the upper left we are considering M = R3 with the antisymmetric
connection of Example 5.31, while in the other three casesM = R3 \ {0} with the connection
whose Christoffel symbols are given by taking those for the Euclidean metric, written in
spherical coordinates, and setting the Γr’s to zero (the geodesics in this connection are therefore
circles centred at the origin and rays out of the origin, and M admits the foliation into the
affine submanifolds given by concentric 2-spheres centred at the origin). In each case we
have plotted one 2-dimensional Brownian path valued in some subplane P of ToM (in dark
blue), its development onto the 3-manifold in question (in light blue), a cloud of ∼ 5000 points
consisting of the developments of the Brownian motion at terminal time (in green), and the
locally nondegenerate surface parametrised by the exponential map applied to P. In the first
case o is the origin and P = exp(P) is just the xy-plane, and we see how the point cloud (as
well as the developed path) takes up three-dimensional space well: this is consistent with the
Hörmander condition being satisfied at order 1, thanks to torsion Equation 5.80. In the other
three plots o = (1, 0, 0) and P is a plane intersecting the xy-plane in the line (0, t, 0) and with
different inclinations w.r.t. the z-axis: pi/4 in the upper right, 0 in the bottom left and pi/2 in
the bottom right (this means in last two cases P is respectively tangent to the unit sphere, and
coincides with the xy-plane). Note that we have rotated the plots for improved visibility of all
the components. In the plot on the upper right we see how the point cloud and the developed
path do not quite adhere to exp(P), consistent with the Hörmander condition being satisfied at
order 2, thanks to curvature, but not at order 1, since the connection is torsion-free. In the other
two cases exp(P) is an affine submanifold ofM (in the first case a sphere with the Levi-Civita
connection - a leaf in the aforementioned foliation - and in the second case the punctured
xy-plane with a non-Euclidean connection), and therefore development remains constrained
to the surface plotted in orange, and does not admit a density w.r.t. 3-dimensional Lebesgue
measure.
Conclusions and further directions
In this paper we have provided a theoretical framework for the study ofmanifold-valued rough
paths of bounded 3 > p-variation which are not required to be geometric. We have dealt with
the resulting notions of rough integral and RDE, with the question of how these definitions
dovetail with the previous ones for geometric rough paths and Itô calculus on manifolds, and
we have shown how to construct a theory of parallel transport and Cartan development. To
conclude, we mention a few directions in which we believe these ideas can be taken further.
An obvious generalisation would consist of abandoning the regularity constraint p < 3. A
paper on geometric rough paths on manifolds of arbitrarily low regularity, of which the last
two named authors are co-authors, is forthcoming. In the future we plan on transposing the
theory of branched rough paths, defined originally in [Gub10] and related to geometric rough
paths in [HK15], to the curved setting.
A number of topics of the last section deserve closer attention. It would be interesting to
explore additional examples of connections on τTMwhich result in notions of parallel transport
different from the geometric/Stratonovich one: the Levi-Civita connection of the Cheeger-
Gromoll metric [MT88] and the connections defined in [AT03, §5] could be worthwhile to
test. It would also be interesting to rewrite the section from the point of view of principal
bundles. The challenge here is to define a correspondence between connections on τTM and
on τFM (and optionally on τT∗M), so that the development equation can be viewed as an
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RDE defined by the fundamental horizontal vector fields, just as in the geometric case. Finally,
we mention two ideas, only involving geometric rough paths, which were hinted at in two
examples. The first would consist of extending Driver’s integration by parts formula to more
general Gaussian rough paths, using the notation in Example 5.30. The second is study the
laws of developments of lower-dimensional Brownian motion, as discussed in Example 5.32,
and to formulate the version of Hörmander’s theorem necessary to show (in certain cases) the
existence of the density.
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