Abstract-The Multi-view or multi-modality learning approach is becoming popular for providing different representations of a problem from which classifiers can learn from. Examples of these representations are, for instance, sound and image for the case of the video classification problem. The main idea behind multi-view learning is that learning from these representations separately can lead to better gains than merging them into a single dataset. In the same way as ensembles combine results from different classifiers, the outputs given by classifiers in different views have to be combined in order to provide a final class for an example. This paper proposes a PSO algorithm to combine the outputs coming from different views. It also considers that some views may be better at classifying specific classes, and provides weighting schemes for both views and classes. Experiments were performed in two datasets with three views each, and compared with all views in a single dataset, a majority voting scheme and a scheme based on the Dempster-Shafer theory. Experimental results show that the PSO obtains statistically better results than the other approaches evaluated.
I. INTRODUCTION
Multiple classifier systems (MCS) are a simple and effective approach for learning [31] . Proof of this is that ensembles are nowadays among the state of the art classifiers [12] , thanks to the idea of combining different classifiers and data samples in a variety of ways. In the same direction of MCS, multiview learning [9] or multi-modality learning [30] is becoming popular by providing different representations of the problem from which classifiers can learn from.
The main idea behind multi-view learning (MVL) is that a problem can be characterized using different representations (views), and that learning from these representations separately can lead to better gains than merging them into a single dataset. For instance, consider the application of video classification illustrated in Figure 1 . Classification can be performed using at least three representations: audio, subtitles and image. The multi-view principle states that learning an audio model, a subtitle model, an image model and then combining them is more effective than generating a single model considering all attributes at once [25] .
Hence, while many MCS systems divide the dataset horizontally, i.e., they vary the instances in the dataset but preserve the attributes, multi-view learning divides de problem vertically, i.e., the instances remain the same in all views, but the attributes change. Note that, in contrast with MCS, in MVL a single classification model is produced per view, using an adequate classification algorithm.
As in MCS, when classifying a new example in MVL, the outputs φ given by different classifiers trained in different views have to be combined, and provide a class to the new example. This combination can be made using a variety of methods from MCS [10] , including simple approaches such as the majority vote, or more sophisticated ones, such as the Dempster-Shafer theory of evidence [14] . This paper proposes a different direction: to model a particle swarm algorithm (PSO) [7] to weight outputs coming from different views. Furthermore, the method also takes into account another issue: certain views might be better at predicting a specific class than others, and hence should be more trusted. This fact is addressed by weighting classes as well as views.
The PSO algorithm was chosen because it is well-known as a powerful algorithm for optimizing continuous real values [7] , [11] . It has been successful applied in a diverse range of "weighting problems", such as estimating the connection weights of artificial neural network [11] or the weight of attributes in a dataset [34] .
Using multi-view learning brings clear advantages over traditional single-view learning. First, the data dimensionality classifiers have to deal with is automatically reduced, since n attributes are divided into a set of v views. Second, different classification algorithms may be used to learn from different views, allowing the user to select the one that best suits a view according to its characteristics. Moreover, complex problems in many application areas, such as gene function annotation in bioinformatics and video summarization have shown to greatly benefit from techniques considering more than one type of data [13] . Finally, different information about the same example can also help solve other machine learning problems, such as transfer learning [1] and semi-supervised learning [4] .
Results in two multi-view datasets containing three views each, one regarding text classification and the other spammers detection, showed that the PSO obtains statistically better predictions than a majority voting scheme and a method based on the Dempster-Shafer theory.
The remainder of this paper is organized as follows. Section II describes the theory behind multi-view learning and related work. Section III presents the basic concepts of PSO and explains how it was modeled to provide views and classes combination. Section IV reports computational results. Finally, Section V draws some conclusions and discusses future work.
II. BACKGROUND
As this work presents a PSO algorithm for combining outputs coming from different classifiers learnt from different views, we first review the theory behind MVL, and then present a few works where the PSO was used in the classification task, including feature weighting and ensemble weighting.
A. Multi-View Learning
The problem of multi-view learning is defined as follows. Given a domain with v views, where each labeled instance represented by a tuple x 1 , x 2 , ..., x v , l , where l is a label and
are sets of data in v views. For each view, one classification model is produced, requiring the a posteriori combination of these models to predict the classes of new instances, as showed in Figure 1 .
The theoretical foundations of multi-view learning come from the assumption that the defined views are compatible and non-correlated [22] . A problem has compatible views if all examples are labeled identically in each view. The views are non-correlated if, given the label of any example, their descriptions in each view are independent. Hence, for views to be compatible and non-correlated, in any example [ x 1 , x 2 , l ], x 1 and x 2 are independent, given the label l. Even though these assumptions have been originated from semi-supervised problems, they can be easily extrapolated to the context of supervised learning, as shown in [33] .
There have been many research efforts in multi-view learning [19] [24] [30] [35] , with most studies concentrating on a semi-supervised approach. We will not go into details about these methods, but instead we will explore the combination strategies they use. The great majority of MVL algorithms work with a few number of views -usually two, and hence their combination methods are usually straightforward, such as the use of the maximum confidence between all views [19] . In cases with a greater number of views, using a simple majority vote scheme, which chooses the class of an instance based on the the class predicted by the majority of the classifiers, is traditional. However, in more sophisticated scenarios, views can be also combined using other combination methods, such as those used to combine ensemble of classifiers, like the Dempster-Shafer theory of evidence [3] or the borda count [26] . Here we briefly described the former, since it will be used as one of the baseline methods for the proposed PSO.
The Dempster-Shafer theory of evidence [29] is a tool for representing uncertain knowledge, and is often viewed as a generalization of the Bayesian probability theory. It provides a coherent representation for ignorance (lack of evidence) and discards the insufficient reasoning principle. It is a method commonly used in decision making processes, and represents evidences in terms of evidential functions (such as mass functions) and ignorance. For more details about this method, the reader is referred to [14] .
B. PSO
Several works have used a PSO to solve problems in the context of supervised learning [8] [21] [36] . In [16] , for example, a discrete PSO for inducing rules from data was proposed, while in [17] the PSO was used to evolve the weights of a neural network. In the context of neural networks, [27] also proposed a dynamic PSO that outperforms the standard back propagation algorithm. Moreover, the PSO was also explored for weighting attributes in learning problems [34] [37] . In [37] , the PSO not to only search weights for features but also to find hyper-parameters of a least-squares support vector machine (LS-SVM).
In the context of weighting classifiers, [23] presented a PSO to compute weights for combining multiple neural network classifiers. The weights were obtained so that they minimize the total classification error rate of the ensemble system. In [15] we found the most similar work to ours. [15] modeled a PSO to weight the majority vote (WMV) of an ensemble of classifiers. Apart from working with MVL instead of ensembles, the strategy adopted here differs from ours in two main points: (i) [15] weights votes, we weight the classifier outputs before performing the voting process, (ii) the weights generated by the PSO can also take into account the classes in each view, while [15] weights only the outputs of the predicted class. Hence, the PSO can enforce or discourage a prediction if that classifier is not the best in that view.
III. A PSO ALGORITHM FOR COMBINING CLASSIFICATION VIEWS
Eberhart e Kennedy proposed the Particle Swarm Optimization (PSO) [7] method inspired by the social behavior of individuals, which can be summarize with three principles: (i) evaluate, (ii) compare, and (iii) imitate. In other words, the basic idea of the algorithm is that we learn from our own experience, but also by mimicking the behavior of the most successful people.
As its name suggests, the PSO algorithm works with a set of particles moving into the search space for a pre-defined number of iterations. Each particle represents a solution to the problem at hand, and is described by a position X i = (X i1 , X i2 , ..., X i d ) in space and a velocity, represented by
the solution, and is associated with a V i d , responsible for moving the particle in the search space. A particle also has memory, and knows its best position along the iterations and the best position of the best particle in the swarm so far.
Particles are initially randomly placed in the search space and, at each iteration, evaluated according to a pre-defined fitness function, which assesses the quality of the solution represented by the particle. Following evaluation, particles move into the space by changing their velocity and position. Particle movements take memory into account, considering the particles confidence on their best position so far, and their confidence in the swarm's best position up to the current iteration.
Following this basic principle, here we propose a PSO algorithm for weighting classifications coming from different data views, from now on referred as PSO-WV. In a second step, the PSO is modified to also provide weights for classes in specific views, by estimating how good a view is to predict a class, generating PSO-WC. The next sections describe the three main components of the PSO modified to implement PSO-WV and PSO-WC: (i) particle representation, (ii) fitness function, and (iii) the mechanisms for velocity and position update. Finally, we show how the final vector of weights is used to determine the class of a new test example. Algorithm 23 underlines the overall procedure. 
A. Particle Representation
In both versions of the PSO, particles represent a set of weights. PSO-WV has v dimensions, where v corresponds to the number of views in the dataset, and each dimension is a positive real value that represents a weight W i of a view i. In PSO-WC, in contrast, the number of dimensions is equals to the number of views v × the number m of classes in the dataset. Hence, each particle's dimension represents a weight W ij to class j in view i. In both versions of the PSO, the sum of the values of all dimensions adds to one.
In order to combine v views (classifiers outputs) in m classes, the outputs of classifier ϕ v on instance e are organized into a decision profile (DP) [18] , illustrated in Figure 2 . In the DP, each column represents a view (classifier), each line represents a class, and φ v1 > φ v2 > ... > φ vm for all values of v. φ vm is the confidence of the classifier ϕ v in assigning instance e to class c m . φ values are in the interval
c . The role of the weights W i and W ij is to modify the confidence φ v of the classifiers ϕ v in predicting the class of an instance e according to this profile. By confidence we mean any metric that assesses the "quality" of a prediction. NaïBayes, for example, returns a list of probabilities of the new example to belong to each class in the database. When weighting views, the weight W i will modify the probability value of the winner class (the biggest returned probability will correspond to φ), while W ij will weight, for each view, each probability value in the returned probability list. More details are given in Section III-D.
B. Fitness function
After the particles are generated, they are evaluated according to their capability of combining classifiers outputs in a way that the predicted class is correct. We evaluate particles using the micro-average f1 (µf 1), as defined in Eq. 1.
µf 1 is a standard metric for evaluating classifiers, and was derived from the f1 metric, which is the harmonic mean of precision and recall. However, it weights the f1 of each class based on the representativeness of the class in the database i.e., according to the number of examples in each class. Eqs. 2 and 3 define the micro-precision (µP r) and micro-recall (µP r
Note that the values of µf 1 are calculated after modifying the output values of the classifiers being combined, as detailed in Section III-D.
C. Velocity and Position Update
Following fitness evaluation, particles are allowed to move into the search space by changing their velocity and position. Particle movements take into account two factors [7] , as observed in Eq. 4:
1) The individual factor, represented by the particle's attraction to its best position so far (pbest, or particle best).
2) The social factor, represented by the particle's attraction to the best swarm particle position so far (gbest, or global best).
According to Eq. 4, the velocity is updated based on the aforementioned factors and the particle's current position. As observed, the individual and social factors are reflected in Eq. 4 by ϕ 1 and ϕ 2 , which are constants that have their values updated at each iteration according to Eqs. 5 and 6. They represent how much the particle trusts itself and its neighbors, and their values are in the interval ∈ [0,1].
According to Eqs. 5 and 6, ϕ 1 decreases and ϕ 2 increases their values at each iteration, making particles to increasingly trust the swarm more than they trust themselves. In these equations, C min and C max are constants, maxIt is the maximum number of iterations, and it is the current iteration.
After the velocity is updated, the new position X is given by X i = X i + V i . 
D. Class Decision
After the PSO is run for maxIt iterations, we use the best particle found to set the classes of test examples. Figure 3 shows how the weights of the particles are applied in each version of the PSO. Observe that these figures do not show the particles, which search only for the weights, but the final product of the weight by the classifiers confidence, illustrated in the decision profile showed in Figure 2 . The decision making processes of PSO-WV and PSO-WC are formally defined in Eqs. 7 and 8, respectively. Recall that v is the number of views, m is the number of classes, φ the classifiers output, and W the PSO weights.
It is interesting to point out that the PSO algorithm can weight outputs coming from distinct classification algorithms or not. In the case of dealing with outputs coming from different classification algorithms, e.g., Naïve Bayes and KNN, the outputs are normalized for each classifier.
IV. EXPERIMENTAL RESULTS
This section presents the results obtained by PSO-WV and PSO-WC in two datasets from different application domains: the ACM-DL 1 (Digital Library of the Association for Computing Machinery), which deals with document classification, and an Online Video Social Network database [2] models the social relationships established between users from video response interactions; and (iii) User, which presents characteristics of user behavior. Experiments were divided in three phases. In the first phase, four classifiers, namely KNN (K-Nearest Neighbor) [5] , Naïve Bayes [20] , Rocchio [28] and SVM-Perf [32] , were executed independently in the views of the two datasets, and also in a merged version of the three views (i.e., all views in a single file). In a second phase, the proposed PSOs were used to combine the views using the same classifier for all views. For example, SVM was used to classify the three views of the Youtube dataset: video, network and user views In this phase, the best classifiers for each view were identified, and then combined by the PSOs in a third experiment.
As the PSO requires a number of parameters to be set, in preliminary experiments we varied the number of particles and iterations. Although these values are not optimized, the better results found used 20 particles searching the space of solutions for 20 iterations. The values of C min and C max , which appear in Eqs. 5 e 6, were set to 0.5 and 4.0. These values were chosen based on [7] , which shows that they make the particles traverse the search space systematically.
Figures 4 and 5 show the swarm movements for PSO-WV in both datasets when using the best classifiers identified for each view. We are not showing the PSO-WC because it has a bigger number of dimensions (3 x 8 for ACM-DL and 3 X 3 for YouTube). Each dimension in the graph corresponds to a view, and each point illustrates the position of the particle (the weights assigned to each view in each dimension) in the first, tenth, and twentieth iterations. For both datasets, we observe that initially the particles are scattered in the search space, and with time they start following the best position, as it should be. Notice that, at the end of 20 iterations, for YouTube the video and network views are considered more important than the users view. For ACM, citations and terms were considered more relevant. Figures 6 and 7 show the values of fitness of the particles over time, also using the best classifiers identified for each view. Recall that during the process of fitness calculation, the classifiers are executed and their values weighted by the PSO to generate the final classification. First, notice that PSO-WV obtained better results for YouTube while PSO-WC obtained better results for ACM-DL (these results can be also observed in Tables I and II , as discussed later). This can be explained by the fact that, as ACM-DL has eight classes, a change in the ranking of classes due to the PSO weights might have more impact than a change in the ranking of three classes, as in YouTube. Tables I and II show the results of micro-f1 obtained in the experiments. The first column presents the algorithms executed, followed by the results of the three views independently. The next three columns show the results of executing all views together, followed by other two methods we are going to compare the PSO with: a majority voting scheme and the Dempster-Shafer theory of evidence. The last two columns bring the results of PSO-WV and PSO-WC.
All figures are based on a 10-fold cross-validation [6] , and results were compared using a Student t-test with 95% confidence. The results of the tests are indicated in the tables in two ways. We first compare the results of PSO-WV and PSO-WC. PSO cells are then marked either with a (•), indicating that the results are statistically equivalent, or with a ( ), indicating that the results in the cell marked is statistically better than the one in the neighbor cell. In a second analysis, we compare the PSO marked in this first analysis with all the other combination methods, marking cells labeled "A+C+T", "Maj. Vote" and "DS". In this case, a third notation is introduced. ( ) indicates that a result is statistically worse than the one obtained by the best PSO.
Let us first analyze the ACM results (Table I) . In this case, the results for the PSO-WV are statistically better than PSO-WC in three cases: the homogeneous combinations of KNN, Rocchio and SVM, and statistically equivalent to the results obtained by Naïve Bayes. However, when combining the best methods in each view (showed in bold), the PSO-WC provides the best results overall, with a micro-f1 of 81.96%. This shows a clear advantage of multi-view: the use of different classifiers for different sets of attributes that, given their characteristics, are more suited to one classifier than another. Throughout Table I , we observe that the view of Terms is the best and the Citations the worst when considered independently. However, we have to take into account that the views of Authors and Citations are very sparse.
For YouTube (Table II) , PSO-WC is better than PSO-WV in two cases, namely KNN and Naïve Bayes, while in the other three PSO-WV is superior. However, the better results overall are obtained by PSO-WC with KNN. In contrast with ACM-DL, here using only KNN in separate views we obtained better results (86.37%) than using KNN in a single dataset (84.92%).
In conclusion, in both datasets the best results were obtained by the PSO-WC, which weights not only the views but also the classes. This approach takes advantage of identifying which methods and views are better at predicting which classes.
A last analysis based on the weights can give some insights on what the PSO has done. As the PSO-WC has too many weights to report here, we discuss the PSO-WV weights. Observing the results in Table III , we notice that, for ACM-DL, the Citations view receives, most of the time, a lower weight than the other views. The terms view was considered by Rocchio twice better than the other two. This is probably due to the way the algorithm works, which will suffer with sparse data. For Naïve Bayes, in contrast, half of the weight should be given to the authors view, followed by the terms. The SVM was the only classifier that gave all views very similar values. Now let us go to a different analysis. If the views of Terms for ACM-DL and Video for YouTube, when run independently, always obtained the best results, why does the PSO did not assign the greatest weight for them? Because the PSO identifies the contribution of each view to the classification task, and tunes this contribution by the value it gives to each view. Similarly, the PSO-WV with heterogenous classifiers gives the Video view the smallest weight among the three views. When the three views are considered in isolation, this is the classifier/view with the best results.
For YouTube, it is interesting to notice the contrast of weights among different classifiers. For instance, while the network is the most important view for KNN, it is disregarded by Rocchio, which did not perform well in this view. Here, Naïve Bayes is the classifier that best balances the weights in the views, and it represents the worst results for PSO-WV.
These results show us that all views have an important role for the classification task, and the the PSO is an effective way of combining the results provided by each classifier in each view. It also shows that weighting classes can lead to gains when the views that are better at recognizing examples of one class receive more attention than the others.
V. CONCLUSIONS AND FUTURE WORK This paper presented a particle swarm optimization (PSO) algorithm for weighting views in multi-view classification applications. Two versions of the algorithm were introduced. The first was designed to combine the classifiers outputs coming from different views. The second considered, along with the views, how good they were at predicting examples in each class.
Both approaches (PSO-WV and PSO-WC) were experimentally assessed in two datasets with three views each, namely ACM-DL and YouTube. Four different classification algorithms, with different characteristics, were run in each view separately, and then combined with the PSO. The results were compared with the use of all views in a single dataset, a majority voting scheme, and a method based on the DempsterShafer theory, showing that the PSO obtains results statistically superior to these methods. Overall, the PSO-WC obtained the most results, showing the importance of weighting classes.
As future works, we are interested in applying this approach to other datasets, such as those obtained from social networks, where the presence of different views is quite intuitive. We will also explore other natural computing algorithms, such as genetic programming, to solve this same problem, since they seem like a good alternative.
Another interesting subject is how to ensure that a given view is the best for the problem being solved. In other words, what is the best method to generate views? Their intuitive separation in the real world is enough? Finally, we also want to test the current approach under a semi-supervised framework.
