Introduction
A topological constraint language is a formal language whose variables range over certain subsets of topological spaces-henceforth called regions-and whose nonlogical primitives are interpreted as topological relations and functions taking regions as arguments. Thus, topological constraint languages typically allow us to make assertions such as "region Î ½ touches the boundary of region Î ¾ ", "region Î ¿ is connected" or "region Î is a proper part of the closure of region Î ". A formula in a topological language is said to be satisfiable if there exists an assignment to its variables of regions from some topological space under which is made true. A central ques-of (relative to ), denoted , is the smallest closed subset of which includes . Since the set of opens is closed under arbitrary unions, it follows that interiors and closures always exist. When Of particular interest will be the topological space arising from a graph. Let be a set and . Intuitively, connected sets should be thought of as consisting of 'one piece'. In particular, for a topological space arising from a graph, a subset À turns out to be connected if and only if any two points in À are connected by a finite path (ignoring the directions of the edges) which does not stray outside À. The following observation follows easily from the definitions just given.
Observation 2. Let be a topological space with , . If and are connected with
, then is connected.
If is a topological space and , a component of is a maximal connected subset of . If is nonempty, then is always included within a unique component of . Every set has at least one component; the empty set is the only component of itself; and all components of a nonempty set are nonempty. A set is connected if and only if it has exactly one component. Of course, the notion of component is relative to the assumed topology. The following routine observations will be used below: 
The Main Result
We begin with the syntax of our topological constraint language Ì . Definition 1. Let Î be some fixed countable set. We refer to the elements of Î as variables. The set of terms is defined inductively as follows:
1) every variable is a term;
2) if Ì is a term, then so are Ì and Ì ;
3) if Ì and Ì ¼ are terms, then so is Ì Ì ¼ .
An atomic formula is an expression of either of the forms:
1) Ì Ì ¼ , where Ì Ì ¼ are terms 2) ´Ì µ, where Ì is a term and is a binary numeral.
A formula is a Boolean combination of atomic formulas. The language Ì is the set of formulas. If ¾ Ì , we take the size of , denoted , to be the number of symbols occurring in .
£
Thus, the symbols , and do double duty: as operators on subsets of topological spaces and as term-constructors in Ì . This overloading of notation makes the semantics of Ì more mnemonic, and should cause no confusion. We note in passing that the size of a binary numeral is the number of digits it contains (not the integer it represents). We allow binary numerals to have leading zeros.
Next, we provide a semantics for Ì . Exploiting the overloading of the symbols , and , we may write: 
The notion of satisfiability in Ì leads naturally to the following problem. Definition 3. The problem Ì -SAT is defined as follows :
Instance: A Ì formula Question: Is satisfiable?
We can now state the main result of this paper.
Theorem. The problem Ì -SAT is NEXPTIME-complete.
The next two sections are devoted to a proof of this result.
Membership in NEXPTIME

Conventions and strategy
We use the term constraint to refer to a formula of one of the following types:
If¨is a set of constraints and a structure, we write ¨to mean that for every ¾¨, and we say that¨is satisfiable if there exists such an . If¨is a finite set of constraints, we take the size of¨to be the sum of the sizes of its members. The main goal of this section is to prove that the satisfiability of a set of constraints can be decided in non-deterministic exponential time. That Ì -SAT is in NEXPTIME then follows as an easy corollary.
Our strategy is as follows. We prove that any satisfiable set¨of constraints containing no type-IV constraints is satisfiable in a topological space whose size is bounded by an exponential function of the size of¨. (We take the size of a topological space to be the cardinality of its carrier set.) We then show that, given any finite set of constraints¨, we may compute, in polynomial time, an equisatisfiable set of constraints¨¼ which is type-IV-free.
Small model property
Let be a topological space and let be a finite set of subsets of , with the property that ¾ µ ¾ . 
We noted in section 2 that any reflexive, transitive, directed graph´ µ can be regarded as a topological space with closure operator ¡ satisfying:
For the sake of readability in the following argument, we shall use ¡ to denote the closure operator in the topological space , and ¡ to denote the closure operator in the topological space .
We now establish some properties of the function . 
are all elements of , we have, by Observation 6,
The set ´ ½ µ ¡ ¡ ¡ ´ Ñ µ is open in , so that, by Observation 1, there exists an element of such that
Hence, Ú Ú ¼ .
With these preliminaries behind us, let¨be a type-IV-free set of constraintsi.e. one with no elements of the form ´Ì µ-and let Á be a structure such that ¨; we now show how to manufacture a "small" structure satisfying¨. Proof. We deal with the three types of constraints in turn. I:
´Ì µ µ Ì has at most components µ ´Ì µ has at most components (by Lemma 3) µ Ì ´ µ has at most components (by Lemma 6) µ ´ µ ´Ì µ.
Corollary 1. If¨is a satisfiable set of constraints of types I, II and III, then¨is
satisfied in a structure of size bounded by ¾ ¾ ¨ .
Proof. By Lemma 7 and Observation 5, noting that the set has at most ¾ ¨ elements.
Of course, Lemma 7 is not correct if type-IV constraints are permitted, since applying a continuous function to a set may decrease the number of its components. It is to constraints of this type that we now turn, therefore.
Eliminating type-IV constraints
The task before us is as follows. Given a set of constraints¨, compute, in polynomial time, an equisatisfiable set of constraints which is type-IV-free. However, the above replacement process is not a solution to our problem, because it violates the requirement that the resulting set of type-IV-free constraints should be computed in polynomial time. The difficulty is that the number of new variables introduced for a constraint is exponential in the size of (i.e. number of digits in) the binary numeral . Evidently, more work is required. Nevertheless, the idea of Example 2 does give us the following useful result. Call the numeral (or, equivocally, the number) in a type-IV constraint ´Ì µ ¾¨, the exponent of the constraint. 
By a similar argument to that used in Example 2,¨and¨¼ are equisatisfiable. But of course can be written as a sum of powers of 2 involving no more terms than there are digits in the numeral . Hence, by carrying out the above replacement process repeatedly, we obtain, in polynomial time, an equisatisfiable set of constraints satisfying the requirements of the lemma.
Thus the main hurdle we have to overcome is the following. Given a natural number , devise a set of constraints of types I, II and III, of size bounded by some fixed polynomial in , which force some set to have at least ¾ components. We begin with some routine lemmas on structures. 
If¨is a set of constraints and Î a variable, the relativization¨Î of¨to Î is the result of replacing every term in¨by its relativization to Î . £ Thus, the relativization of a structure to Î is simply the structure obtained from by chopping away everything outside the subspace Î . The following lemmas show that the relativization of a set of constraints¨to Î is defined in a "matching" fashion. (1) For all , (½ ), 
Proof. By Lemma 13, for all Ü (¼ Ü ¾ ¾),
Now we apply reasoning similar to that of Example 3. Suppose, for contradiction, that 
©.
We have now completed the task of this section.
Theorem 1. The problem Ì -SAT is in NEXPTIME.
Proof. Let¨be a given set of constraints. By Lemmas 8 and 16, we can compute in polynomial time an equisatisfiable set of constraints¨¼ such that¨¼ is type-IVfree. By corollary 1, if¨¼ is satisfiable, then ¨¼ for some Á , with bounded by an exponential function of ¨¼ . In fact, we may assume that is presented in the form of a reflexive, transitive graph. But we can verify that ¨¼ in time polynomially bounded by · ¨¼ . 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 0 1 0 1 0 1 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 We end this section with a brief discussion of the techniques employed. Previous investigations of the complexity of topological constraint languages have exploited the relationship between topological spaces and Kripke frames for the modal logic S4. (See section 6 for references.) The filtration technique employed in section 4.2 to prove the small model property for type-IV-free sets of constraints comes as no surprise, therefore: we have avoided the translation of Ì -SAT into a satisfiability problem in modal logic by re-casting the standard filtration argument for S4 in topological terms. The advantage of our approach is of course the ease with which we can deal with connectedness constraints. Lemma 3 assures us that the filtration used to generate small models is a continuous function, and hence preserves type-III constraints. Note that this very simple fact would be completely obscured by translation into propositional modal logics such as S4, in which the property of connectedness is not expressible!
NEXPTIME-Hardness
The following definitions are well-known. Think of À as expressing horizontal constraints (which tiles can go immediately to the right of which other tiles) and Î as expressing vertical constraints (which tiles can go immediately above which other tiles). Then an Ò-tiling is an arrangement of tiles on a grid of size Ò, with ½ in the bottom left-hand corner, respecting these constraints.
Definition 6. The problem TILING is defined as follows (again, using the usual equivocation between numerals and integers):
Instance: A tiling system and a nonzero binary numeral .
Question: Does have a -tiling?
£
We may take the size of an instance of TILING to be the number of digits in plus the number of tiles in . The following result is simple to establish by encoding runs of Turing machines using tilings (see, e.g. Papadimitriou [PAP 94], problem 20.2.10a).
Theorem 2. The problem TILING is NEXPTIME-hard.
Indeed, inspection of the encoding shows that Theorem 2 continues to hold in the case where the integer represented by is restricted to be a power of 2.
To show NEXPTIME hardness of Ì -SAT, it suffices to encode a given tiling problem as a Ì -SAT problem in time bounded by a polynomial function of the original tiling problem. In fact, we show below how a given tiling problem can be polynomially mapped into the problem of determining the satisfiability of a set¨of constraints of types I, II and III.
Establishing a grid
Let ½ , ½ be variables. As before, any term
encodes a pair of integers in the range ¼ ¾ ½℄ in the obvious way. We use´Ü Ýµ, Ü ¼ Ý ¼ µ etc. equivocally for such expressions and the corresponding pairs of integers. It helps to think of the´Ü Ýµ as squares arranged in a grid-like pattern, with ¾ rows and ¾ columns. Consider the constraints:
It is easy to see that, for any structure satisfying (11), if (1) for all , (½ ),
(1) for all , (½ ),
By reasoning identical to that of lemma 13 , we have that, for any structure satisfying (1) -(3) , (1) -(3) and (11), if
Figure 2. The grid and its periphery
We now write constraints forcing the´Ü Ýµ to connect up in a grid-like way. The idea is similar to that of lemma 14. We need one extra piece of notation. If Þ is in the range ¼ ¾ ½℄, then write Þ for the term involving the ½ representing Þ, and write Þ for the term involving the ½ representing Þ. Remembering that the´Ü Ýµ are to be regarded as squares on a grid, we can think of the Þ as the grid's columns and the Þ as its rows. Suppose we add the constraints (12)´¼ ¼µ ,´¾ ½ ¾ ½µ , ´¼ ´¾ ½µ µ, ´¼ ´¾ ½µ µ.
By reasoning identical to that of Lemma 14, we see that, for any structure satisfying the constraints (1) -(3) , (1) -(3) , (11) and (12), all the squares on the periphery of the grid are forced to be nonempty (figure 2). Now let us turn our attention to the non-peripheral squares on the grid. Geometrically, the term ½ picks out the collection of squares in the odd columns, and the term ½ , the collection of squares in the even columns. Similarly ½ picks out the odd rows, and ½ , the even rows. Thus, the term ¼ We need one more encoding trick before we are ready to translate a tiling problem into a set of constraints. If Ì and Ì ¼ are terms, we take Ì ¡Ì ¼ to abbreviate´Ì Ì ¼ µ ´ Ì Ì ¼ µ. Thus, ¡ expresses the symmetric difference operator. Then the term ½ ¡ ½ picks out the 'black' squares (under a normal chequered pattern), and ´ ½ ¡ ½ µ, the 'white' squares. Abbreviate these terms by and Ï , respectively. Notice that, if´Ü Ýµ and´Ü ¼ Ý ¼ µ are distinct squares falling within the region , then, for any satisfying the constraints (1) - (3) , (1) (1) - (3) , (1) - (3) and (11)- (14) by ( for 'grid'). By inspection, is bounded by some fixed polynomial in .
Encoding a tiling system
Let be a tiling system consisting of the tile set ½ Ñ (Ñ ½) and binary relations À and , and let ¾ for some ½. Form the constraints , and select distinct variables ½ Ñ not occurring in . In the sequel, we use the letters and ¼ to range over the . Consider the constraints:
guaranteeing that the sets assigned to these variables are pairwise disjoint and jointly exhaustive, as well as the constraints: In each grid square, place two points: an 'input' point and an 'output' point. Now connect these points by arrows as shown in figure 4 (the input points are coloured black, and the output points, white); we also assume each point is connected to itself. By inspection, this graph is reflexive and transitive, and thus defines a topological space, , with closure operator defined in the familiar way.
To turn into a structure , we interpret the ½ and ½ Proof. Lemmas 17 and 18, and Theorem 2.
Theorems 1 and 3 complete the proof that the problem Ì -SAT is NEXPTIMEcomplete. .) To relate RCC-theory and its ensuing developments to the present paper requires us occasionally to sacrifice historical accuracy for the sake of logical simplicity. However, none of these exegetical distortions affects any matter of substance.
Let Î be a set of variables, as before, and let Ê denote the set of relation-symbols: DC, EC, PO, EQ, TPP and NTPP. (These symbols are mnemonics for their fixed interpretations: DC for "disconnected", EC for "externally connected", PO for "partial overlap", EQ for "equal", TPP for "tangential proper part", and NTPP for "nontangential proper part".) Then we can define a topological constraint language-let variables are now interpreted as arbitrary subsets of some topological space-i.e. they need not be regular closed.) Thus, Nutt's language, which we might call Ì ¾ , is the fragment of Ì involving only those atomic propositions expressing equality between two terms. There is no need to include in Ì ¾ the remaining primitives of Ê, since these are definable using the resources already available. Nutt observes that determining satisfiability in Ì ¾ is essentially the same as determining satisfiability in the modal logic S4, and is thus PSPACE-complete. The translation of topological constraint languages into modal logics in fact originated Bennett's analysis of a language based on the RCC relations; Nutt was the first to present the semantics of topological constraint languages in a rigorous form, allowing a more precise statement of the relevant complexity result.
Though visibly more expressive than Ì ¼ or Ì ½ , Ì ¾ still does not allow us to bound the number of components of a region, or even to state that a region is connected at all. The results of this paper show that adding this capability raises the complexity from PSPACE-complete to NEXPTIME-complete. Thus, in the broader context of topological constraint languages, our result continues a general trend towards considering formalisms of ever greater expressiveness and complexity.
Having seen how Ì fits into a series of progressively complex topological constraint languages, it is natural to ask what lies beyond. Perhaps the most obvious extension to the expressive power of these languages is the introduction of quantification. The extension of the notion of satisfaction to quantified languages is completely standard, and need not be rehearsed here. Some results have indeed been obtained regarding such languages. However, because this work has been motivated largely by possible applications to spatial reasoning in Artificial Intelligence, most of these results restrict the domain of quantification to certain very well-behaved subsets of the single topological spaces Ê ¾ or Ê ¿ . The satisfiability problem for Ê ¾ was shown to be undecidable by Dornheim 
