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Abstract
An asymptotic expansion scheme in ﬁnance initiated by Kunitomo
and Takahashi [15] and Yoshida[68] is a widely applicable methodology
for analytic approximation of the expectation of a certain functional of
diﬀusion processes. [46], [47] and [53] provide explicit formulas of con-
ditional expectations necessary for the asymptotic expansion up to the
third order. In general, the crucial step in practical applications of the
expansion is calculation of conditional expectations for a certain kind of
Wiener functionals. This paper presents two methods for computing the
conditional expectations that are powerful especially for high order ex-
pansions: The ﬁrst one, an extension of the method introduced by the
preceding papers presents a general scheme for computation of the con-
ditional expectations and show the formulas useful for expansions up to
the fourth order explicitly. The second one develops a new calculation
algorithm for computing the coeﬃcients of the expansion through solving
a system of ordinary diﬀerential equations that is equivalent to comput-
ing the conditional expectations. To demonstrate their eﬀectiveness, the
paper gives numerical examples of the approximation for -SABR model
up to the ﬁfth order and a cross-currency Libor market model with a gen-
eral stochastic volatility model of the spot foreign exchange rate up to the
fourth order.
1 Introduction
This paper presents two alternative schemes for computation in an asymptotic
expansion approach based on Watanabe theory(Watanabe [66]) in Malliavin
This research is supported by the global COE program \The research and training center
for new development in mathematics."
yResearch Fellow of the Japan Society for the Promotion of Science
1calculus by extending the preceding papers and also by developing a new calcu-
lation algorithm.
To our best knowledge, the asymptotic expansion is ﬁrst applied to ﬁnance
for evaluation of an average option that is a popular derivative in commodity
markets. [15] and [46] derive the approximation formulas for an average option
by an asymptotic method based on log-normal approximations of an average
price distribution when the underlying asset price follows a geometric Brownian
motion. [68] applies a formula derived more generally by the asymptotic ex-
pansion of small diﬀusion processes. Thereafter, the asymptotic expansion have
been applied to a broad class of problems in ﬁnance: See [47], [48], [49], [50], Ku-
nitomo and Takahashi [16], [17], [18], [19], Kawai [11], Matsuoka, Takahshi and
Uchida [31], Takahashi and Matsushima [51], Takahashi and Saito [52], Taka-
hashi and Yoshida [57], [58], Kobayashi, Takahashi and Tokioka [13], Muroi [33],
Osajima [38], Takahashi and Uchida [56], Kunitomo and Kim [14], Kawai and
J¨ ackel [12], and [53], [54], [55].
For other asymptotic methods in ﬁnance which do not depend on Watanabe
theory, see also Fouque, Papanicolaou and Sircar [5], [6], Henry-Labordere [24],
[25], [26], Kusuoka and Osajima [20], Osajima [39] and Siopacha and Teichmann
[45].
In the application of the asymptotic expansion based on Watanabe theory,
they calculated certain conditional expectations which appear in their expan-
sions and play a key role in computation, by the formulas up to the third order
given explicitly in [46], [47] and [53]. In many applications, these formulas
give suﬃciently accurate approximation, but in some cases, for example in the
cases with long maturities or/and with highly volatile underlying variables, the
approximation up to the third order may not provide satisfactory accuracies.
Thus, the formulas for the higher order computation are desirable. But to our
knowledge, asymptotic expansion formulas higher than the third order have not
been given yet. This paper provides the general procedures for the explicit com-
putation of conditional expectations in the asymptotic expansion and show the
formulas for the approximation up to the fourth order. Moreover, we develop
another calculation algorithm which enables us to derive high order approxima-
tion formulas in an automatic manner. As a consequence, our approximation
generally shows suﬃcient accuracy with computation of high order expansions,
which is conﬁrmed by numerical experiments.
In the following sections, after a brief explanation of the asymptotic expan-
sion in Section 2, Section 3 will provide a computation procedure explicitly for
conditional expectations appearing in the expansion and show the formulas for
expansions up to the fourth order. Moreover, Section 4 will introduce our new
alternative computation algorithm for the asymptotic expansion and derive the
fourth order asymptotic expansion formula. Finally, Section 5 will apply our
algorithms described in the previous sections to the concrete ﬁnancial models,
and conﬁrm the eﬀectiveness of the higher order expansions by numerical exam-
ples in λ-SABR model and a cross-currency Libor market model with a general
stochastic volatility model of the spot foreign exchange rate.
2 Asymptotic Expansion







is the solution to the following stochastic diﬀerential equation:
dX
(ϵ),i
t = V i
0(X
(ϵ)
t ,ϵ)dt + ϵV i(X
(ϵ)
t )dWt (i = 1,···,d) (1)
X
(ϵ)
0 = x0 ∈ R
d
2where W = (W1,···,Wd
′
) is a d′-dimensional standard Wiener process, and
ϵ ∈ (0,1] is a known parameter. Suppose V = (V 1,···,V d): Rd  → Rd ⊗ Rd
′
satisﬁes some regularity conditions.
Next, suppose that a function g : Rd  → R to be smooth and all derivatives
have polynomial growth orders. Then, for ϵ ↓ 0, g(X
(ϵ)








gnT, the coeﬃcients in the expansion, can be obtained by Taylor’s formula and






∂ϵk |ϵ=0 and Ai
kt, i = 1,···,d denote the i-th elements of Akt.












where Y denotes the solution to the diﬀerential equation;
dYt = ∂V0(X
(0)
t ,0)Ytdt; Y0 = Id.









is the j-th element of V0, and Id denotes the d × d identity matrix.
For k ≥ 2, Ai


















































































































































⃗ ps = (ps
1,···,ps
d); ps













T ) − g0T
ϵ
for ϵ ∈ (0,1]. Then,














and make the following assumption:






Note that g1T follows a normal distribution with variance ΣT and hence Assump-
tion 1 means that the distribution of g1T does not degenerate. In application,
it is easy to check this condition in most cases.
Next, let Φ be a generalized function. Then, the expectation of Φ(G(ϵ)) is















































































43 Computation of Conditional Expectations
3.1 Procedures of Computations






















Then, if we obtain conditional expectations appearing in this expression
explicitly, it can be easily calculated since g1T follows a normal distribution.
In particular, letting Φ be δx, the delta function at x ∈ R, the asymptotic
expansion of the density function of G(ϵ) can be obtained as in (28) in the next
section.
Here we describe the procedures of evaluating these conditional expectations.
At the beginning of this subsection, we state the following proposition play-
ing an important role in the evaluation.











for n ≥ 1 and J0(f0) := f0(constant).
Then, its expectation conditional on J1(q) = x is given by















where T = [0,T], ti ∈ T(i = 1,2,···,n) and Hn(x;Σ) is the Hermite polynomial





(proof) See Section 3.2.2
Next, we show how to compute the conditional expectations in (8). In the
rest of this subsection, we assume ∂ϵV0(X
(0)
t ,0) ≡ (0,···,0) with no loss of








t )] (then J1(q) = g1T
and ∥q∥2
L2(T) = ΣT). If this assumption is not satisﬁed, we can obtain almost
the same result by taking conditional expectations with respect to
ˆ g1T := g1T − C













The procedures consist of three steps.






∂ϵl |ϵ=0 is explained. In this
stage, there are two alternative ways.
• In one way, as in Lemma 2 in Section 3.2, Ai
lT can be expanded as a
summation of at most l iterated Itˆ o integrals whose integrands are a











The integrand of l′-times iterated Itˆ o integral in this expansion is










• In fact, as we can see in (3) every Ai
lT is given by ﬁnite operations of
multiplication, (Lebesgue) integration with respect to time parame-
ters and stochastic integrations. Then, the alternative expansion of
Ai














lT has its Wiener-Chaos expansion as in the proof of Lemma





















Then, due to the relationship between an iterated Itˆ o integral and
a multiple Wiener-Itˆ o integral of the same order shown in Lemma
1 in Section 3.2, ˆ f
i,l
l′ = l′! ˜ f
i,l
l′ actually coincides with a symmetriza-











2. From the expansion of Ai





























































6Then, the expansions of gnT are obtained by applying Itˆ o’s formula itera-
tively. Moreover, noting that the highest order of the expansion of gnT is










i=1 obtained via Itˆ o’s formula.














































































At the end of this subsection we show a simple example evaluating X1,1,(1) =
g2T in order to make these procedures clear. Let consider the case when d =
d
′























Then, it can be decomposed as the sum of Jn(·) by Itˆ o’s formula;
g2T = J0(f
g2
















































































3.2 Proof of Lemmas and Proposition in Section 3.1
In this subsection we introduce and prove the important proposition and lemmas
used in Section 3.1.
Proposition 1 The expectation of n-times iterated Itˆ o integral Jn(fn) condi-
tional on J1(q) = x is given by














(proof) This can be considered as a version of Proposition 3 of Nualart, ¨ Ust¨ unel
and Zakai [36].
Let In( ˆ f) denote the multiple Wiener-Itˆ o integral of n-th order of its inte-
grand ˆ f ∈ L2
sym(Tn), that is ˆ f is an element of the space of square-integrable
symmetric functions from Tn to R.
Then, from Proposition 3 of [36], we know










Substituting a symmetrization of fn deﬁned as in (17) in Lemma 1 below, we
obtain the result:
E[Jn(fn)|J1(q) = x]







































The following lemma gives us the relationship between the iterated Itˆ o inte-
gral and the multiple Wiener-Itˆ o integral of the same order.
Lemma 1 For any L2(Tn)-function fn which is not necessarily symmetric it
holds that
Jn(fn) = In( ˆ fn) (16)







with taking summation over all permutations σ.
(proof) The assertion can be easily shown:




























f(t1,···,tn)dWtn ···dWt2dWt1 = Jn(f).2
Finally we introduce and prove the following lemma.






∂ϵl |ϵ=0 as in Section 2. Then, it has an expansion












l′ } whose derivation was explained in Section 3.1.
Before the proof of Lemma 2 we state the following lemma.
Lemma 3 Assume d′ = 1 for simplicity. Then, the n-th Malliavin derivative
of X
(ϵ),i





































where t(Mp) = tr1,···,trp for Mp = {r1,···,rp;r1 < ··· < rp} ⊂ {1,···,n},
and the sums are taken under the set of all partitions {Mp}ν
p=1 such that M1 ∪
··· ∪ Mν = {1,···,n}.
9(proof) See pp.123-124 in Nualart [35].2
(proof of Lemma 2) From Lemma 1, it is equivalent to show that Ai
lT has a











)-functions { ˜ f
i,l
l′ }. Since ˜ fl











































where the last equality holds due to uniqueness of the asymptotic expansion of
X
(ϵ),i














is equal to zero, which will be proved by induction.
First, it is obvious that this statement holds with l = 0, because X
(ϵ)
t be-
comes deterministic as ϵ ↓ 0.














































for t ≥ t1 ∨ ··· ∨ tn and Y
i,l
l′t = 0 for t < t1 ∨ ··· ∨ tn.
First and second terms of the right hand side of (23) is summation of the


















p=0 lp = l − 1 and
∑ν
p=1 #(Mp) = k, k = l′ − 1 for the
ﬁrst term and k = l′ for the second term. Thus, since k > l − 1 in both cases,
for at least one p we have lp < #(Mp). Then, all of these terms will vanish as
ϵ ↓ 0 by the assumption of induction(note that lp ≤ l − 1).







































Finally, we here list up some formulas of conditional expectations often used in
asymptotic expansions. Let qi : [0,T]  → Rm,i = 1,2,3,4,5,6,7 are non-random








is the transpose of z. We assume that 0 < Σ < ∞ and integrability in
the following formulas.












































































































































































































































Σ4 + ˜ F7
2(q1,q2,q3,q4,q5)
H2(x;Σ)



































































































































































































































































































































































Σ5 + ˜ F13
3 (q1,q2,q3,q4,q5,q6)
H3(x;Σ)












































3 (q1,q2,q3,q4,q5,q6) + ˜ F13







































































4∗ (q1,q2,q3,q4,q5,q6,q7) + ˜ F14








2∗ (q1,q2,q3,q4,q5,q6,q7) + ˜ F14




















































































































































































4 New Computational Scheme
In this section we propose a new computational scheme in asymptotic expansion
which is alternative to the method described in the previous section. To compute
conditional expectations in the right hand side of (7), we use the following lemma
which can be derived from the property of Hermite polynomials.
14Lemma 4 Let X ∈ L2(Ω) and Y be a random variable with Gaussian distri-
bution with mean 0 and variance Σ. Then, the conditional expectation E[X|Y ]



























(proof) Since the Hermite polynomials {Hn(x;Σ)} is the orthogonal basis of
L2(R,µ) where µ is the Gaussian measure on R with mean 0 and variance
Σ, and E[X|Y = y] ∈ L2(R,µ), we have the following unique expansion of
E[X|Y = y] in L2(R,µ):





















2 E[eiξY X] = e
ξ2














Comparing to the coeﬃcients of the Taylor series of e
ξ2
2 E[eiξY X] around 0
with respect to ξ, we see that an can be written as (27).2
Recall ˆ g1T is deﬁned as











































Φ(m)(ˆ g1T + C)E
[
Xj,m,k 




























































In particular, let Φ be the delta function at x ∈ R, δx, we obtain the



















































4.1 Asymptotic Expansion of Density Function
In this subsection, we propose a new computational method for the asymptotic
expansion of the density function (28). In particular, we show that coeﬃcients
in the expansion is obtained through a system of ordinary diﬀerential equations
that is solved easily, and derive a concrete expression of the expansion up to
ϵ3-order.

























































































































































































T ] = 1, we have a
0,0,(0)
0 = 1 and a
0,0,(0)
l = 0 for l ≥ 1. The other

















































































































































































































































































































































































































































































































































































Note that each Ai
kt(i = 1,···,d,k = 1,2,3,4) has all ﬁnite moments due to
a grading structure. For the detail of the following deﬁnition and theorem, see
pp.45-47 in Bichteler, Gravereaux and Jacod [1].
Denition 1 A grading of Rd is a decomposition Rd = Rd1 × ··· × Rdq with
d = d1 + ··· + dq. The coordinates of a point in Rd are always arranged in
an increasing order along the subspace Rdi, and we set M0 = 0 and Ml =
d1 +···+dl for 1 ≤ l ≤ q. We say that a mapping V on Rd is graded according
to the grading Rd = Rd1 × ··· × Rdq if V i(y) depends upon only through the
coordinates (yk)1≤k≤Mr when Mr−1 ≤ i ≤ Mr.
Theorem 1 Consider the stochastic diﬀerential equation of the form
dYt = V0(Yt,t)dt + V (Yt,t)dWt; Y0 = y0 ∈ Rd (30)
where coeﬃcients V0 : Rd × R+ → Rd and V : Rd × R+ → Rd ⊗ Rd
′
have a
Lipschitz lower triangular structure, and are graded according to Rd = Rd1 ×
··· × Rdq with respect to Y . Moreover for F(y,t) = V0(y,t) or V (y,t), we
assume F is diﬀerentiable in y in Rd and
1. |F(0,t)| ≤ Zt
2. |DyF(y,t)| ≤ ˆ Zt(1 + |y|θ)
3. |∂jFi(y,t)| ≤ ζ if Mr−1 ≤ i ≤ Mr for some r ≤ q
where ζ,θ ≥ 0 are constants, and Z, ˆ Z are predictable processes such that ||Z||p
and || ˆ Z||p are ﬁnite for all p ≥ 1. Then (30) have a unique solution Y , and for
19every p ≥ 1 there are constants cp and γp depending only upon (ζ,θ,{|| ˆ Z||r}r≥1),
such that
||YT||p ≤ cp(y0 + ||Z||γp).
Applying Theorem 1 to the system of stochastic diﬀerential equations con-
sists of Ai
kt(i = 1,···,d,k = 1,2,3,4) and any products of them, we obtain the
following lemma.
Lemma 5 Each coeﬃcient of the expansion Ai
kt(i = 1,···,d,k = 1,2,3,4) has
all ﬁnite moments.









2,··· follow, then it is easily shown that the coeﬃ-
cients of the equation have a grading structure and satisfy the conditions in
Theorem 1. Hence the coeﬃcients Ai
kt have all ﬁnite moments.2
Here, we redeﬁne ˆ g1 = {ˆ g1t;t ∈ R+} and Z⟨ξ⟩ = {Z
⟨ξ⟩


















































































































































We derive the system of ordinary diﬀerential equations of η.
In the followings, for simplicity, we assume that V0 doesn’t depend on ϵ, and
write V0(x,ϵ) as V0(x).




T ] which appears in the ϵ-
order. Applying Ito’s formula to Ai
2tZ
⟨ξ⟩




























































t ˆ V (X
(0)












Since the second and third terms are martingales, taking the expectation on





































1,1(i = 1,···,d) appearing in the right hand side of above ODE are








































t ˆ V (X
(0)


























2,2 and other higher order terms can be evaluated in the same way.
The key observation is that each ODE does not involve any higher order
terms, and only lower or the same order terms appear in the right hand side of
the ODE. So, one can easily solve (analytically or numerically) the system of
ODEs and evaluate expectations.
Proposition 2 For ηj,m,k deﬁned in (31), the following system of ordinary





































































































































































































































































































































































































































































































































































































































































































































t )′ + η
i,l,m











t )′ + η
i,k,l























































































































































































































































































































































































































































































































t )′ + η
l,i,m
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i,l,m,n
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i,l,m,n,o
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t )′ + η
i,k,m,l,n

































































































































































From the derivation of diﬀerential equations, it is easily shown that each
ηj,m,k(T) is expressed as a polynomial of degree j with respect to (iξ), and also
it is shown that E[Xj,m,kZ
⟨ξ⟩
T ] is a polynomial of (iξ) of degree less than or
equal to 2j. Thus, in the asymptotic expansion scheme, the inﬁnite sum in the
expansion (26) is replaced by a ﬁnite sum.
We summarize the discussion above as the following theorem:























































l are given by (29), and expectations in (29) are obtained as the solutions
to the system of ordinary diﬀerential equations given in Proposition 2.
274.2 Asymptotic Expansion of Option Prices
We apply the asymptotic expansion to option pricing. We consider the plain
vanilla option on the underlying asset g(X
(ϵ)
T ) whose dynamics is given by (1).





where k(ϵ) = G
(0)−K
ϵ , P(0,T) denotes the price at time 0 of a zero coupon bond
with maturity T, and fG(ϵ) is the normal asymptotic expansion of density of
G(ϵ) given by (28). In particular, using the result of the previous subsection,





































Integrals appeared in the right hand side can be calcurated using following
formulas related to the Hermite polynomial
∫ ∞
−y




+Σ2Hk−2(−y;Σ)fg1T(y) (k ≥ 2).
4.3 Log-Normal Asymptotic Expansion


















0 = x0 ∈ Rd.




























T ∼ N(ˆ µT, ˆ ΣT),
28where















Moreover, an asymptotic expansion of ˆ X
(ϵ)
T up to ϵN-order is expressed as
ˆ X
(ϵ)







ˆ AnT + o(ϵN),





∂ϵn |ϵ=0. Note that S(ϵ) is expanded around a log-normal dis-
tribution since ˆ X
(0)















Then, the result in the previous subsection is applied to deriving the density
function of ˆ X
(ϵ)
T if G(ϵ) is replaced by ˆ X
(ϵ)
T .
Similar to the normal case, the log-normal asymptotic expansion of the price
of the call option on ˆ X
(ϵ)











To test the validity of the expansion, we ﬁrst consider the European plain-vanilla
call and put prices under the following λ-SABR model [24] (interest rate=0%) :
dS(ϵ)(t) = ϵσ(ϵ)(t)(S(ϵ)(t))βdW1
t ,
dσ(ϵ)(t) = λ(θ − σ(ϵ)(t))dt + ϵν1σ(ϵ)(t)dW1
t + ϵν2σ(ϵ)(t)dW2
t ,
where ν1 = ρνɼν2 = (
√
1 − ρ2)νɽ(The correlation between S and σ is ρ ∈
[−1,1].)
Approximated prices by the asymptotic expansion method are calculated
up to the ﬁfth order. Note that all the solutions to diﬀerential equations are
obtained analytically. Benchmark values are computed by Monte Carlo simu-
lations. ϵ is set to be one and other parameters used in the test are given in
Table 1:
Table 1:
Parameter  (0)     T
i 0.1 3.0 0.5 -0.7 3.0 0.3 10
ii 0.1 3.0 0.5 -0.7 3.0 0.1 10
iii 0.1 3.0 0.5 -0.7 3.0 0.3 1
29In Monte Carlo simulations for benchmark values, we use Euler-Maruyama
scheme as a discretization scheme with 1024, 1024, and 512 time steps for case
i, ii, and iii respectively, and generate 108 paths in each simulation.
For the case of β = 1 in the λ-SABR model, we can apply the log-normal
asymptotic expansion method given in the previous section. To test the eﬃ-
ciency of the high order log-normal asymptotic expansion method, we consider
the European plain-vanilla call and put prices under the following parameters
(and ϵ = 1 as well as in the previous examples) with diﬀerent maturities:
Table 2:
Parameter  (0)     T
iv 0.1 0.3 1.0 -0.7 0.3 0.3 10
v 0.1 0.3 1.0 -0.7 0.3 0.3 20
vi 0.1 0.3 1.0 -0.7 0.3 0.3 30
We calculate approximated prices by the log-normal asymptotic expansion
method up to the fourth order. Benchmark prices are computed by Monte Carlo
simulations. In the simulations, we adapt the second order discretization scheme
given by Ninomiya-Victoir [34] with 128, 256, 256 time steps respectively.
Results are in Table 3 and Table 4.
From the results, in each case, the higher order asymptotic expansion or
log-normal asymptotic expansion almost always improve the accuracy of ap-
proximation by the lower expansions. Improvement is signiﬁcant especially in
long-term cases in which the lower order asymptotic expansions cannot approx-









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































325.2 Currency Option under a Libor Market Model of In-
terest Rates and a Stochastic Volatility of a Spot Ex-
change Rate
In this subsection, we apply our methods to pricing options on currencies under
Libor Market Models(LMMs) of interest rates and a stochastic volatility of the
spot foreign exchange rate(Forex). Due to limitation of space, only the structure
of the stochastic diﬀerential equations of our model is described here. For details
of the underlying model, see Takahashi and Takehara [53].
5.2.1 Cross-Currency Libor Market Models
Let (Ω,F, ˜ P,{Ft}0≤t≤T ∗<∞) be a complete probability space with a ﬁltration
satisfying the usual conditions. We consider the following pricing problem for
the call option with maturity T ∈ (0,T∗] and strike rate K > 0;
V C(0;T,K) = Pd(0,T) × EP [
(S(T) − K)+]
= Pd(0,T) × EP [
(FT(T) − K)+]
(32)
where V C(0;T,K) denotes the value of an European call option at time 0 with
maturity T and strike rate K, S(T) denotes the spot exchange rate at time t ≥ 0
and FT(t) denotes the time t value of the forex forward rate with maturity T.
Similarly, for the put option we consider






It is well known that the arbitrage-free relation between the forex spot rate
and the forex forward rate are given by FT(t) = S(t)
Pf(t,T)
Pd(t,T) where Pd(t,T) and
Pf(t,T) denote the time t values of domestic and foreign zero coupon bonds
with maturity T respectively. EP[·] denotes an expectation operator under
EMM(Equivalent Martingale Measure) P whose associated numeraire is the
domestic zero coupon bond maturing at T.
For these pricing problems, a market model and a stochastic volatility model
are applied to modeling interest rates’ and the spot exchange rate’s dynamics
respectively.













τj respectively, where j = n(t),n(t) + 1,···,N,
τj = Tj+1−Tj, and Pd(t,Tj) and Pf(t,Tj) denote the prices of domestic/foreign
zero coupon bonds with maturity Tj at time t(≤ Tj) respectively; n(t) = min{i :
t ≤ Ti}. We also deﬁne spot interest rates to the nearest ﬁxing date denoted













(Tn(t)−t). Finally, we set T = TN+1 and will ab-
breviate FTN+1(t) to FN+1(t) in what follows.
Under the framework of the asymptotic expansion in the standard cross-
currency libor market model, we have to consider the following system of stochas-
tic diﬀerential equations(henceforth called S.D.E.s) under the domestic terminal
measure P to price options. For detailed arguments on the framework of these
S.D.E.s see [53].
As for the domestic and foreign interest rates we assume forward market
33models; for j = n(t) − 1,n(t),n(t) + 1,···,N,
f
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denotes the transpose of x, ˆ Jj+1 := {0,1,···,j}, and W is a d
′
-dimensional
standard Wiener process under the domestic terminal measure P; γdj(s), γfj(s)
are d
′
-dimensional vector-valued functions of time-parameter s; ¯ σ denotes a d
′
-
dimensional constant vector satisfying ||¯ σ|| = 1 and σ(t), the volatility of the
spot exchange rate, is speciﬁed to follow a R++-valued general time-inhomogeneous




















where µ(s,x) and ω(s,x) are functions of s and x.
Finally, we consider the process of the forex forward FN+1(t). Since FN+1(t) ≡
FTN+1(t) can be expressed as FN+1(t) = S(t)
Pf(t,TN+1)
Pd(t,TN+1), we easily notice that it
is a martingale under the domestic terminal measure. In particular, it satisﬁes
the following stochastic diﬀerential equation
F
(ϵ)























We here specify our model and parameters, and conﬁrm the eﬀectiveness of our
method in this cross-currency framework.
First of all, the processes of domestic and foreign forward interest rates and
of the volatility of the spot exchange rate are speciﬁed. We suppose d
′
= 4,
that is the dimension of a Brownian motion is set to be four; it represents the
uncertainty of domestic and foreign interest rates, the spot exchange rate, and
its volatility. Note that in this framework correlations among all factors are
allowed.
Next, we specify a volatility process of the spot exchange rate in (36) with
{
µ(s,x) = κ(θ − x),
ω(s,x) = ωx, (38)






case (i) 0.05 0.12 0.05 0.12
case (ii) 0.02 0.3 0.05 0.12
case (iii) 0.05 0.12 0.02 0.3
case (iv) 0.02 0.3 0.02 0.3
where θ and κ represent the level and speed of its mean-reversion respectively,
and ω denotes a volatility vector on the volatility. In this section the parameters
are set as follows; ϵ = 1, σ(0) = θ = 0.1, and κ = 0.1; ω = ω∗¯ v where ω∗ = 0.3
and ¯ v denotes a four dimensional constant vector given below.
We further suppose that initial term structures of domestic and foreign for-
ward interest rates are ﬂat, and their volatilities also have ﬂat structures and
are constant over time: that is, for all j,fdj(0) = fd, ffj(0) = ff, γdj(t) =
γ∗
d¯ γd1{t<Tj}(t) and γfj(t) = γ∗
f¯ γf1{t<Tj}(t). Here, γ∗
d and γ∗
f are constant
scalars, and ¯ γd and ¯ γf denote four dimensional constant vectors. Moreover,
given a correlation matrix C among all four factors, the constant vectors ¯ γd,
¯ γf, ¯ σ and ¯ v can be determined to satisfy ||¯ γd|| = ||¯ γf|| = ||¯ σ|| = ||¯ v|| = 1 and
V ′V = C where V := (¯ γd, ¯ γf, ¯ σ, ¯ v).
In this subsection, we consider four diﬀerent cases for fd, γ∗
d, ff and γ∗
f
as in Table 5. For correlations, four sets of parameters are considered: In the
case “Corr.1”, all the factors are independent: In “Corr.2”, there exists only
the correlation of -0.5 between the spot exchange rate and its volatility (i.e.
¯ σ
′
¯ v = −0.5) while there are no correlations among the others: In “Corr.3”,
the correlation between interest rates and the spot exchange rate are allowed
while there are no correlations among the others; the correlation between do-
mestic ones and the spot forex is 0.5(¯ γ
′
d¯ σ = 0.5) and the correlation between
foreign ones and the spot forex is -0.5(¯ γ
′
f¯ σ = −0.5): Finally in “Corr.4”, more
intricately correlated structure is considered; ¯ γ
′
d¯ σ = 0.5, ¯ γ
′
f¯ σ = −0.5 between
interest rates and the spot forex; and ¯ σ
′
¯ v = −0.5 between the spot forex and
its volatility. It is well known that (both of exact and approximate)evaluation
of the long-term options is a hard task in the case with complex structures of
correlations such as in “Corr.3” or “Corr.4”.
Lastly, we make an assumption that γdn(t)−1(t) and γfn(t)−1(t), volatilities
of the domestic and foreign interest rates applied to the period from t to the
next ﬁxing date Tn(t), are equal to be zero for arbitrary t ∈ [t,Tn(t)].
In Table 6-9 and Figure 1, we compare our estimations of the values of
call and put options by an asymptotic expansion up to the fourth order to
the benchmarks estimated by 106 trials of Monte Carlo simulation which is
discretized by Euler-Maruyama scheme with time step 0.05 and applied the
Antithetic Variable Method. For the moneynesses(deﬁned by K/FN+1(0)) less
than one, the prices of put options are shown; otherwise, the prices of call
options are displayed.
As seen in these tables and ﬁgure, in general the estimators show more
accuracy as the order of the expansion increases. Especially, for the deep OTM
options the fourth order approximation performs much better and is stabler
than the approximation with lower orders.
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