In this letter, we propose an efficient method to improve the performance of voiced/unvoiced (V/UV) sounds decision for the selectable mode vocoder (SMV) of 3GPP2 using the Gaussian mixture model (GMM). We first present an effective analysis of the features and the classification method adopted in the SMV. And feature vectors which are applied to the GMM are then selected from relevant parameters of the SMV for the efficient V/UV classification. The performance of the proposed algorithm are evaluated under various conditions and yield better results compared to the conventional method of the SMV. key words: selectable mode vocoder, Gaussian mixture model, voice activity detection
Introduction
Recently, many approaches have been investigated in order to use the limited bandwidth resources efficiently because of rapid development of multimedia wireless service and two-way communication service. Especially, in the speech communication, the practical technique using the variable transfer rate according to the state of the network and transmission channel has been widely addressed [2] . Generally, in this speech codec, the voiced/unvoiced (V/UV) classification is usually used to allocate the different bit-rate for the different input signal [2] . For this reason, the performance of the V/UV classification has been a great deal of interest in variable bit-rate speech coding techniques. In many V/UV classification algorithms, it is well known that the method using the periodicity and the statistical characteristics of the input speech show a good performance [3] - [5] . The features including zero-crossing rate (ZCR), energy, pitch, autocorrelation, linear predictive coding (LPC) are found useful in the V/UV classification algorithm [4] - [7] .
In this letter, we analyze the SMV which is known as the speech coding standard used in CDMA2000 networks [2] . Based on the analysis, a novel V/UV decision technique that improves the performance of V/UV classification of the SMV incorporating a Gaussian mixture model (GMM) is proposed. In our approach, the feature vectors are directly extracted from the SMV without an additional computational load. From the various tests, the proposed V/UV decision approach employing the GMM has been found to provide a better performance than that of the conventional SMV. 
3GPP2 Selectable Mode Vocoder
The SMV in the 3GPP2 based on the extended code excited linear prediction (CELP) is the efficient low bit-rate codec in the CDMA 2000 network [8] , [9] . For an efficient use of the limited bandwidth resources, the SMV provides the variable bit-rates and the four modes that are selected based on the transmission state between the base station and a mobile phone where the SMV selects the different total bit-rates for the different mode. After the input signal is sampled at 8 kHz and segmented into 20 ms frame for the SMV encoding, the first step is the pre-processing to obtain the feature vector from the frame processing which includes LPC analysis, open-loop pitch search and signal modification as depicted in Fig. 1 . Using these feature vectors, the signal is classified as silence, unvoiced, onset-like unvoiced, voiced (stationary or non-stationary) by comparing the extracted feature vectors with a fixed threshold. Based on the classified type and the mode, the bit-rate of the input signal is finally obtained by the rate determination algorithm (RDA).
In the SMV codec, accurate V/UV estimation for the input signal is a crucial part because the frame classification and the bit-rate of input signal is determined based on the results of the V/UV classification algorithm [10] . As shown in Fig. 2 , the conventional method firstly extracts the features such as the maximum value, spectral tilt and energy. Following the first step, the noise update is implicitly performed using the voice activity detection (VAD) information. Based on this, additional useful parameters extracted and incorporated in a sophisticated decision rule for the final V/UV classification. 
The Voiced/Unvoiced Classification of the Proposed Method
From an investigation of the SMV V/UV classification module, it is discovered that a heuristic and complicated way like comparison between the calculated parameters and a set of thresholds. To simplify the total SMV system with the better performance, we propose an efficient V/UV decision approach using the GMM based on the selected feature vectors automatically derived by the SMV encoding part. Based on Fig. 3 showing the block diagram of the proposed method, detailed information is given as below:
The Feature Vectors of Proposed Method
In order to obtain the relevant feature vectors of the GMM, we should a feature vector that clearly characterize the discrimination between the voiced and unvoiced sounds in terms of the statistical distribution. From the simulation results, we select the energy, pitch, pitch correlation and reflection coefficient containing the multi-modal characteristics which could be efficiently modeled by the GMM. Detailed information of the selected feature vectors is described as following:
Energy
The frame energy is obtained using the signal power (R 1 (0)) with the length of the LPC window (L LPC = 240).
where the frame energy is widely adopted in many V/UV classification technique since the energy of voiced sounds is bigger than that of unvoiced sounds.
Pitch, Pitch Correlation
In the SMV, the pitch and pitch correlation are extracted from the open loop pitch estimation process, as illustrated in Fig. 1 , using the LPC coefficients extracted from the LPC analysis on the last quarter of the coding frame.
Reflection Coefficients
The reflection coefficients are computed by the standard Fig. 3 Block diagram of the proposed V/UV decision.
Fig. 4 Normalized distributions of the SMV feature vectors for voiced/unvoiced sounds
Levinson-Durbin algorithm using the LPC coefficients extracted from the LPC analysis on the last quarter of the coding frame [11] . As displayed in Fig. 4 , it can be discovered that the multi-modal characteristics of the selected features which could be successfully accounted for by the GMM.
Gaussian Mixture Model
The GMM using the multi-gaussian density for modeling the voiced (k = 1), unvoiced sounds (k = 2) is represented by a weighted sum of M component densities [12] , [13] such that
where
Here, α i is the weight for the ith mixture Gaussian density, μ i is the mean vector, Σ i represents the covariance matrix x represents a D-dimensional feature vector and model parameters are represented by λ, such that
For the training, the two models (λ 1 : voiced, λ 2 : unvoiced) for the representation of the V/UV sounds are obtained from the expectation-maximization (EM) algorithm [12] . Using the trained V/UV models, the input frame (20 ms in duration) is finally classified into either voiced or unvoiced based on the maximum likelihood (ML) scheme incorporating the assumption of the equal a priori probability of the voiced and unvoiced sounds as following:
whenk is the selected class and t is the frame index.
Experiments and Results
For the purpose of evaluating the performance of the proposed approach, an objective test was carried out. For training, we used the NTT database consisting of utterences from 4 male and 4 female speakers to construct 220 s long speech data [14] . We made a reference decisions on the clean speech materials by labeling manually at every 20 ms frame. The proportions of voiced, unvoiced and silence frames of the training materials are 44.0%, 13.1% and 42.9%, respectively. In order to make the noisy environments, we added the car, street, office and white noises to the clean speech signal at 5, 10, 15 and 20 dB SNR. The GMM training was performed based on the selected features using the aforementioned speech material with 16 mixtures to construct V/UV models. For testing, we used different speech materials (220 s in duration) from the NTT database. For the evaluation purpose, we manually labeled the test material using 20 ms frames. To simulate noisy conditions, the aforementioned noises were again added to the clean speech signal. Table 1 shows the detection probabilities (P d ) as the ratio of correct voiced and unvoiced decisions to the hand-marked labeling. From the results, we can see that the proposed algorithm performed better than the conventional scheme of the SMV and the previous V/UV decision technique [3] in all noisy conditions. In particular, in the case of office and white noises, the proposed algorithm was much better than that of the SMV. It should be noted that the performance of the proposed approach consistently gave us more than 80% of P d in most of the conditions.
In addition, a typical example of a real-time processing result in conjunction with the original speech waveform and manual decision is depicted in Fig. 5 for easy comprehension of the performance difference. From the figure, the shape of the result of the proposed approach more resemble the manual V/UV marking (dashed line, Voiced = 2.5, Unvoiced = 1.5, Silence = 0.5) than the SMV scheme. This result confirms again the superiority of the proposed algorithm for the real-time SMV system. Summarizing the overall results, the proposed scheme is found to improve the V/UV detection accuracy within the SMV codec framework even though the simplified system incorporating the GMM is introduced.
Conclusions
We have proposed an approach to improve the performance of the V/UV classification of the SMV. The proposed Table 1 Comparison of voiced/unvoiced detection probability between the method of the SMV and the proposed scheme. method based on the GMM employs selected feature vectors showing a superior performance in terms of the statistical characteristics from the SMV codec. Through a number of objective tests, it is found that the proposed scheme shows a better performance than the original SMV method under the various noise environments.
