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Abstract
In the 5rst part we examine bipartite graphs with a unique regular factor and present upper
bounds for their number of edges. The second part deals with the maximum number of edges
in graphs having a unique [1; k]-factor.
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1. Introduction
All graphs considered are 5nite and simple. We use standard graph terminology. The
neighbourhood NG(v) of a vertex v is the set of all vertices of the graph G adjacent to
x. With dG(v) = |NG(v)| we denote the degree of v in G. If f is a function assigning
each vertex a non-negative integer, then a spanning subgraph F is called an f-factor,
if dF(v) = f(v) for all v∈V (F) = V (G). If b¿f(v)¿ a¿ 0 for all v∈V (G), we
call F an [a; b]-factor and a [k; k]-factor simply a k-factor. A perfect [a; b]-factor is an
[a; b]-factor with only regular components.
If a graph has a factor F , then colour the edges belonging to F red and all other
ones blue and denote with Nr(v) = NF(v) and Nb(v) = NG(v) \ NF(v) the red and blue
neighbourhood, respectively. Then dr(v) = |Nr(v)| and db(v) = |Nb(v)| denote the red
and blue degree of v. A circuit of G is called red–blue alternating, if its edges are
coloured red and blue in an alternating manner.
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A result on graphs with a unique 1-factor seems to mark the beginning of the
research on graphs with a unique k-factor and is ascribed to Hetyei. We present it
with a short proof and provide a characterization of graphs where every edge lies in a
unique 1-factor.
Lemma 1 (Hetyei, cf. [7]). Let G be a graph of order n with a unique 1-factor. Then
|E(G)|6 n2=4.
Proof. Let H1; H2; : : : ; Hn=2 be the components of the 1-factor. There can be at most












Theorem 2. Every edge of the graph G belongs to a unique 1-factor if and only if
G is either K4, a cycle of even order, or consists only of independent edges.
Proof. It is easy to see that every edge of G belongs to a unique 1-factor, if G belongs
to one of the three families. Now let G be a graph such that every edge belongs to
a unique 1-factor. Since all these factors are edge-disjoint, G is d-regular. If d = 1,
G only consists of independent edges. Note, that G has to be connected if d¿ 1, as
every edge would belong to more than one 1-factor in the disconnected case. Thus,
if d = 2, then G is a cycle of even order. If d = 3 and |V (G)| = 4, then G is the
complete graph K4. So let now d¿ 3 and |V (G)|¿ 6. Since every edge belongs to a
unique 1-factor and d¿ 3, G has a hamiltonian cycle C made up from two 1-factors.
Remember that G and thus C are of even order. Since d¿ 3, there exists an edge
xy ∈ E(C), which we call a chord, which belongs to a third 1-factor. We call xy an
even (odd) chord, if C \ {x; y} consists of two paths of even (odd) order. If xy is an
even chord, then there exists a second 1-factor containing xy, made up of 1-factors of
each of the two paths and the edge xy, which is a contradiction. Thus all chords of
C are odd chords. We can now 5nd a pair of two odd chords xy and vw such that
v∈NC(x) and v and w lie in di)erent components of C − {x; y}: We take any chord
x1y1 such that C−{x1; y1} results in the two paths P1 and P2 with |V (P1)|6 |V (P2)|.
As G is d-regular, with d¿ 3, we 5nd an odd chord v1w1 with v1 ∈NC(x1) ∩ V (P1).
If w1 ∈V (P2), we have found the required chords. If not, we discard x1y1 and repeat
the process with v1w1. This process will 5nally terminate with two chords xy and
vw as required. But then C − {x; y; v; w} consists only of paths of even order, since
both are odd chords. This gives us a second 1-factor containing xy, vw and 1-factors
of the paths of C − {x; y; v; w}. Thus we again get a contradiction and the proof is
complete.
In 1984, Hendry took up the question of edge-maximal graphs with a unique 2-factor,
motivated by a result of Sheehan [9] on graphs with a unique hamiltonian cycle.
Theorem 3 (Hendry [2]). Let G be a graph of order n¿ 3 with a unique 2-factor.
Then |E(G)|6 n2=4 + n=4.
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Hendry further characterized the extremal graphs and presented conjectures on graphs
with a unique k-factor. His extremal graphs for k ¿ 0 consist of l copies of Kk + GKk ,
numbered H1; H2; : : : ; Hl, with edges connecting all vertices of Kk in Hi to all vertices
in Hj for j¿ i.
Jackson and Whitty took a di)erent approach to graphs with a unique factor, fol-
lowing [1,6,8].
Theorem 4 (Jackson and Whitty [3]). If G is a 2-edge-connected graph with a unique
f-factor, then there exists a vertex v such that dG(v) = f(v).
In 2000 Johann proved two of Hendrys conjectures.
Theorem 5 (Johann [4]). Let G be a graph of order n with a unique k-factor. For







Johann further showed that Hendrys graphs provide sharpness for k6 n=2 in the
case n= 2qk and in general for k ¿ n2 . Volkmann [12] further improved these results
for 56 2k+16 n6 3k and gave sharp results in the case k=3. He further presented
graphs which he conjectures have the maximum number of edges in a graph of order
n with a unique k-factor.
Theorem 6 (Volkmann [12]). Let G be a graph of order n with a unique k-factor
such that |E(G)| is maximum.





















− 1 for n ≡ 2 (mod 6):
Theorems 5 and 6(b) make use of the fact that a graph G with an f-factor F has a
second f-factor if and only if G has a red–blue alternating circuit with respect to F .
They further use the following lemma:
Lemma 7 (Johann [4]). Let G be a graph of order n with a unique k-factor F . It






db(y)6 n− k − 1
with equality holding for every x if and only if |E(G)|= n2=4 + (k − 1)n=4.
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When one looks at the extremal graphs presented by Hendry or Volkmann, one
quickly sees that these have a large chromatic number, as they all have a Kn=2 as an
induced subgraph. However, some of the graphs can easily be obtained from a bipartite
graph by connecting all vertices of one part with each other. At the beginning of the
next section we present a lemma based on this correlation. This provides an easy
method for computing an upper bound on the number of edges in a bipartite graph
with a unique k-factor. As this method does not always yield sharp results, we will
modify Lemma 7 for the bipartite case. Furthermore, we present bipartite graphs with
a unique k-factor which we believe have maximum number of edges.
In Section 3 we take up the question of graphs with a unique [1; k]-factor. We show
that the components of a unique factor are all star-like, meaning isomorphic to some
K1; s. We further compute the maximum number of possible edges in a graph with a
unique [1; k]-factor. Section 3 concludes with a result on graphs with a unique perfect
[1; k]-factor, which states that this factor is always a perfect [1; 2]-factor, if the graph
has maximum number of edges.
2. Bipartite graphs with a unique regular factor
Lemma 8. Let G be a bipartite graph with parts A and B, with a unique f-factor.
If G′ is formed from G by adding all edges connecting the two vertices in A, then
G′ has a unique f-factor, too.
Proof. Let F be the unique f-factor of G and colour the edges of F in G′, red, and the
remaining ones of G′, blue. Assume that G′ has a second f-factor. This is equivalent
to the existence of a red–blue alternating circuit in G′, with at least one blue edge
of the circuit connecting two vertices of A. Since there are no red edges connecting
vertices in the same part a simple counting argument yields that there has to be a blue
edge connecting two vertices of B. That is a contradiction.
Lemma 9. For an integer p and a function f :V (G) → N let m(p;f) denote the
maximum number of edges in a graph of order 2p with a unique f-factor. If G is a
bipartite graph of order 2p with a unique f-factor, then |E(G)|6m(p;f)− (p2 ).
Proof. Let (A; B) denote the parts of G such that |A|¿ |B|. Then |A|¿p. Now add
edges connecting all vertices of A with each other. For the resulting graph G′ it holds
|E(G′)|¿ |E(G)|+ (p2 ). The result now follows with Lemma 8.
Lemma 9 together with Theorems 5 and 6 immediately yields the following result.
Theorem 10. If G is a bipartite graph of order 2p with a unique k-factor, then






Now let p and k be non-negative integers such that p = sk + t with s¿ 1 and
06 t6 k−1. First de5ne a bipartite graph A(k; t) as follows: Let A1 be a copy of Kt; t
A. Ho(mann, L. Volkmann /Discrete Mathematics 278 (2004) 127–138 131
and A2 a bipartite (k − t)-regular graph on 2k vertices (the latter exists as a result of
KKonig’s Theorem [5]). Let Aij , with 16 j6 2 denote the two parts of Ai, 16 i6 2.
Connect all vertices of A1j with A2(3−j) for 16 j6 2. The resulting graph A(k; t) is
bipartite, has exactly one k-factor, consisting of the edges in A2 and those connecting
A1 and A2, and |E(A(k; t))|= t2 + k(k + t).
Next take s − 1 copies of Kk;k and one copy of A(k; t) and number these graphs
S1; S2; : : : ; Ss, respectively. Let (A; B) be the partition of these graphs. Connect all ver-
tices of V (Si) ∩ A with all vertices in V (Sj) ∩ B where j¿ i. The resulting graph
B(p; k) is bipartite of order 2p, has exactly one k-factor, formed by the copies of Kk;k
and the unique k-factor of A(k; t), and








(p2 + kp− t(k − t)):
This yields the following lemma.
Lemma 11. Let G be a bipartite graph of order 2p with a unique k-factor such that
p ≡ t (mod k), 06 t ¡ k. If |E(G)| is maximum, then
|E(G)|¿ 1
2
(p2 + kp− t(k − t)): (1)
For t=0 we get |E(B(p; k))|=p2=2+pk=2, giving us the sharpness of that particular
case in Theorem 10. It is easy to see that the case k = 2 is sharp, too. However, for
k = 3, one can easily calculate that there is a gap of one between the lower bound
provided by Lemma 11 and the upper bound obtained via Theorem 10. We will show
that the bound of Lemma 11 is the sharp bound. For this we need to modify Lemma
7. The correlating result for bipartite graphs is
Lemma 12. Let G be a bipartite graph of order 2p with a unique k-factor F . Then







with equality holding for every x if and only if |E(G)|= p2=2 + kp=2.
Proof. We colour the edges belonging to F , red, and all other ones, blue. Let v be a
given vertex of G. We de5ne
• B1 = Nb(Nr(v)), the blue neighbours of Nr(v),
• R1 = Nr(Nb(v)), the red neighbours of Nb(v),
• R2 = Nr(Nr(v)) \ (R1 ∪ B1 ∪ {v}),
• r = er(Nr(v); B1), the number of red edges connecting a vertex in Nr(v) with one
in B1.
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Clearly, B1 ∩ R1 = ∅, as otherwise a red–blue alternating circuit would exist. Further,
R2 ∩ B1 = ∅ by de5nition. There can be at most |Nr(v)‖B1| = k|B1| edges connecting
vertices in Nr(v) with vertices in B1. By the de5nition of r, we have r red edges





There are exactly kdb(v) red edges connecting Nb(v) with R1 ∪R2. As every x∈Nr(v)
is connected to v with a red edge and as further r red edges connect Nr(v) with B1,
the remaining k(k−1)− r red edges have to connect Nr(v) with R1∪R2. As there can
be at most k|R1 ∪ R2| red edges connecting to R1 ∪ R2, we get
k|R1 ∪ R2|¿ kdb(v) + k(k − 1)− r:
As v, R1 ∪ R2 and B1 are subsets of the same part of G, we deduce that
p¿ |{v}|+ |R1 ∪ R2|+ |B1|























k(db(v) + p− k − db(v))
= 2p(kp− k2):
This leads to






and the second statement of the lemma follows.
Theorem 13. Let b(p; 3) denote the maximum number of edges in a bipartite graph















− 1 for p ≡ 1; 2 (mod 3):
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Proof. For p ≡ 0 (mod 3) the correctness has been shown right after Lemma 11. If













Assume that there exists a bipartite graph G with a unique 3-factor such that |E(G)|=
p2=2+3p=2. Colour the edges of the factor red and all other edges blue. With Lemma






db(y) = p− 3: (3)
Assume that G has a bridge e. Without loss of generality let e be such that there exists
a 2-edge-connected component H of G − e with e being the only bridge incident to
H . Let g and h denote the endvertices of e with h∈V (H). As e is the only bridge
connecting to H , e is coloured blue: If e was coloured red, the sum over the red
degrees in the same part of H as h would be less than the sum over the red degrees
in the other part of H , which is a contradiction. Theorem 4 yields the existence of a
vertex u∈V (H) such that db(u)6 1.
Claim 14. Every y∈Nr(u) has at most p− 5 blue neighbours in G.
Proof. Case 1: Let u and h lie in the same part of H (with u=h being possible). We
take a look at a red neighbour y∈Nr(u). As e is the only bridge connecting to H ,
Nb(y) ⊂ V (H) \ Nr(y) and further Nr(g) ∩ N (y) = ∅. Hence |Nb(y)|6p− |Nr(y)| −
|Nr(g)|= p− 6.
Case 2: If u and h lie in di)erent parts of H , let z be a red neighbour of g.
Clearly, z ∈ V (H). Let y∈Nr(u). If y = h, then again N (y) ∩ Nr(z) = ∅ and the
proof runs analogous to Case 1. If y = h, then Nb(y) ∩ Nr(z) = {g} and we get
db(y)6p− |Nr(y)| − |Nr(z)|+ 1 = p− 5. This proves the claim.
With (3) and Claim 14 we get the contradiction
3p− 9 = 3db(u) +
∑
y∈Nr(u)
db(y)6 3 + 3(p− 5) = 3p− 12:
Hence G does not have a bridge and is itself 2-edge-connected. Theorem 4 again
ensures the existence of a vertex u∈V (G) such that db(u)=0. Let Nr(u)={a1; a2; a3}.
Then db(ai)=p−3 for 16 i6 3, due to (3). Let further Nr(a1)={u; x; y}. If Nr(a2) =
Nr(a1), then there exists a vertex z such that a2z is a red edge and a1z is a blue edge.
But then either a2x or a2y is a blue edge, without loss of generality a2x. However,
a2za1xa2 is a red–blue alternating circuit, in contradiction to the uniqueness of the
3-factor. Thus Nr(a2) = Nr(a1) and by the same argument Nr(a3) = Nr(a1). As now
Nr(u) = Nr(x) = Nr(y), equality (3) yields db(u) = db(x) = db(y) = 0. Such three
vertices cannot exist if p∈{4; 5}, giving us a contradiction. For p¿ 7 look at the
graph G′=G−{u; x; y}−Nr(u). We have |V (G′)|= |V (G)|−6 and |E(G′)|= |E(G)|−
9 − 3(p − 3) = (p − 3)2=2 + 3(p − 3)=2. Thus G′ meets the same criteria as G and
is of a smaller order. Reducing G recursively leads to a bipartite graph of order 2p′
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with p′ ∈{4; 5} for which we have shown the contradiction. Thus our assumption was
wrong and b(p; k) = p2=2 + 3p=2− 1 in the case p ≡ 1; 2 (mod 3).
3. Graphs with a unique [1; k]-factor
The following lemma holds in general for a graph G with a unique [a; b]-factor F
for given b¿a¿ 0.
Lemma 15. Let G be a graph with a unique [a; b]-factor.
(1) For x∈V (G) with dr(x)¡b it holds: dr(y) = b for all y∈Nb(x).
(2) For x∈V (G) with dr(x)¿a it holds: dr(y) = a for all y∈Nr(x).
Proof. For (1) assume there exists a y∈Nb(x) such that dr(y)¡b. Then F ∪ {xy}
would be a second [a; b]-factor.
For (2) assume there exists an y∈Nr(x) such that dr(y)¿a. Then F − xy would
be a second [a; b]-factor.
This lemma has easy corollaries. From (1) it follows that every blue edge in G is
incident with at least one vertex of red degree b. Thus the set {x∈V (G): dr(x)¡b}
constitutes an independent set in G− E(F). From (2) we get that every edge xy with
dr(x) = dr(y) = b is blue.
Theorem 16. For positive integers n¿k¿ 2 with n= q(k + 1) + r, 06 r6 k, let G
be a graph of order n with a unique [1; k]-factor F . It holds
• for r = 0: |E(G)|6 q(n+ k − 1)=2,
• for r = 1: |E(G)|6 q(n+ k)=2− 1,
• for 26 r6 k: |E(G)|6 q(n+ k + r − 1)=2 + r − 1:
Proof. Let G be a graph of order n with a unique [1; k]-factor such that |E(G)| is
maximum. Colour the edges of F , red, and all remaining ones blue. From (2) of
Lemma 15 we know that every component of F is isomorphic to some K1; s with
16 s6 k. Since n=(k+1)=q+ r=(k+1), we have at least q+r=(k+1) components
in F . As noted immediately following Lemma 15, every blue edge in G is connected
to at least one vertex of red degree k. Look at two components H1 and H2 of F
isomorphic to K1; k with x1; x2 being the vertices of degree k in these, respectively.
Assume there exists a blue edge from x1 to a vertex y∈V (H2) with dr(y) = 1. Then
x2 cannot be connected to a vertex z ∈V (H1), dr(z) = 1 as zx1yx2z would be a of
red–blue alternating circuit. From (1) of Lemma 15 there cannot be any blue edges
between vertices of dr = 1. So there are at most k + 1 blue edges between H1 and
H2. If H1 is isomorphic to K1; k and H2 is isomorphic to K1; s, with s¡k, then there
can be at most |V (H2)| = s + 1 blue edges connecting H1 and H2. If H1 and H2
are both not isomorphic to K1; k , then again Lemma 15 yields that there is no blue
edge between H1 and H2, as every blue edge connects to at least one vertex with
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(k + 1) + l(n− l(k + 1)): This results in
|E(G)|6 n− q+ nl− l(l+ 1)
2
(k + 1): (4)
The right-hand side of (4) becomes maximal for l=q+r=(k+1)− 12 . Thus l∈{q−1; q},
since |E(G)| is maximum. If r=0 and l=q, then |E(G)|6 qk+( q2) (k+1)=q=2(n+
k − 1). If r = 0 and l= q− 1, then F has at least two components not isomorphic to













(n+ k − 1)
proving the case r = 0.
If r=1, then l=q−1 since otherwise F would have an isolated vertex, in contradiction
to F being a [1; k]-factor. Thus F has again at least two components not isomorphic






(k + 1) + (q− 1)(k + 2) = q
2
(n+ k)− 1
with equality if F has exactly q+ 1 components.
It remains to establish the case 26 r6 k. For l= q, |E(G)| becomes maximum, if
the remaining r vertices induce a K1; r−1 in F , giving us





(k + 1) + qr =
q(n+ k + r − 1)
2
+ r − 1:
If r=k, then k=(k+1)− 12 ¿ 0 and (4) yields the solution l=q. For r ¡k and l=q−1,
the factor F has at least two components not isomorphic to K1; k . We thus get





(k + 1) + (q− 1)(k + 1 + r)
=
(q− 1)(n+ r) + 2qk
2
+ r − 1
¡
q(n+ k + r − 1)
2
+ r − 1:
The results of Theorem 16 are sharp as the following examples show. Let n=q(k+
1)+r with 06 r6 k. First consider the case r = 1. Take q copies of K1; k and one copy
of K1; r−1 (which will be the empty graph if r=0). Number the copies C1; C2; : : : ; Cp+1
according to decreasing order. Connect the vertex of highest degree in Ci to all vertices
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of Cj with j¿ i¿ 1. The resulting graph G has exactly one [1; k]-factor (consisting




q(n+ k − 1)
2
if r = 0;
q(n+ k + r − 1)
2
+ r − 1 if 26 r6 k:
If r = 1, take q− 1 copies of K1; k , one copy of K1; k−1, as well as one copy of K1;1.
Again number the copies C1; C2; : : : ; Cp+1 according to their decreasing order. For
i6 q− 1 connect the central vertex of Ci with every vertex of Cj, i¡ j6 q+1. The
resulting graph G has exactly one [1; k]-factor and |E(G)|= q(n+ k)=2− 1.
In the remainder we take a look at graphs with a unique perfect [1; k]-factor, where
the following result will play the central role.












if n is odd:
Proof. Let F denote the unique perfect [1; 2]-factor and colour the edges accordingly
with red and blue. We can make the following simple observations:
(1) Every cycle of F must be of odd order as every cycle of even order has a 1-factor.
(2) Two odd cycles C1; C2 of F cannot be connected with a blue edge e, as a 1-factor
would exist in C1 ∪ C2 ∪ {e}.
(3) An odd cycle C cannot have a blue chord as this splits C into an odd cycle and
a path of even order, thus giving us a second perfect [1; 2]-factor.
Let G2 be the subgraph of G induced by the cyclic components of F , and G1 the
subgraph of G induced by the K1;1-components of F . If there are l such K1;1 in
F , Lemma 1 gives us at most l2 edges in G1. As there are l red edges in G1, we
have n − 2l edges in G2. Let now C be a cycle of F and H a K1;1-component with
V (H) = {x; y}. If there exists at least one edge e joining C and H , then, without loss
of generality, let e= xv. Assume that there exists an edge yz with z ∈V (C). If z = v,
then C − v is a path of even order and thus has a 1-factor. Together with the cycle
xvyx we get a second perfect [1; 2]-factor in G, a contradiction. If vz ∈E(C), then we
5nd a second perfect [1; 2]-factor where x; y; V (C) belong to a cycle-component, again
a contradiction to the uniqueness. In all other cases, C − {v; z} consists of one path
Po of odd order and one path of even order, called Pe. The path Pe obviously has a
1-factor. We further have the cycle xvPozyx and thus a second perfect [1; 2]-factor in
C ∪ {x; y}, again a contradiction. As a consequence, all edges between C and H have
to be incident with x, giving us at most |V (C)| such edges. Thus we have at most
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l(n− 2l) edges connecting a vertex in G1 with one in G2 and
|E(G)|6 l2 + l(n− 2l) + n− 2l= n+ l(n− 2)− l2: (5)
If n is even, then either l= n=2 or l6 n=2− 3, since for the values in-between no two
odd cycles can exist in the factor. Under these restrictions |E(G)| becomes maximal
for l = n=2, with |E(G)| = n2=4. If n is odd, l = (n − 3)=2 gives us the maximum in
(5) yielding |E(G)|6 (n2+3)4 .
The bounds are sharp as the following examples show: For even n take n=2 copies of
K1;1 numbered H1; : : : ; Hn=2. For 16 i¡n=2 connect one vertex of Hi to both vertices
of Hj, with i¡ j6 n=2. For odd n take (n− 3)=2 K1;1 and one cycle of length 3 and
proceed as in the case of n even. Both graphs have a unique perfect [1; 2]-factor and
the desired number of edges.
Using the following result of Tutte [10] (for a proof see also [11]) we are able to
easily apply Theorem 17 for graphs with a unique perfect [1; k]-factor.
Theorem 18 (Tutte [10]). A graph G has a perfect [1; 2]-factor if and only if |S|6
|N (S; G)| holds for every S ⊆ V (G).
Proposition 19. Let G be a graph of order n with a unique perfect [1; k]-factor F ,
for k¿ 2. Then F is a perfect [1; 2]-factor.
Proof. The result is trivial for k = 2. Let k¿ 3 and assume that F has an r-regular
component H for some 36 r6 k. Since |S|6 |N (S; H)| for every S ⊆ V (H), as H is
a regular graph, there exists by Theorem 18 a perfect [1; 2]-factor in H . This contradicts
the uniqueness of F . Thus all components of F are either 1-regular or 2-regular.
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