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A graphene bilayer shows an unusual magnetoelectric response whose magnitude is controlled
by the valley-isospin density, making it possible to link magnetoelectric behavior to valleytronics.
Complementary to previous studies, we consider the effect of static homogeneous electric and mag-
netic fields that are oriented parallel to the bilayer’s plane. Starting from a tight-binding description
and using quasi-degenerate perturbation theory, the low-energy Hamiltonian is derived including all
relevant magnetoelectric terms whose prefactors are expressed in terms of tight-binding parameters.
We confirm the existence of an expected axion-type pseudoscalar term, which turns out to have
the same sign and about twice the magnitude of the previously obtained out-of-plane counterpart.
Additionally, small anisotropic corrections to the magnetoelectric tensor are found that are funda-
mentally related to the skew interlayer hopping parameter γ4. We discuss possible ways to identify
magnetoelectric effects by distinctive features in the optical conductivity.
I. INTRODUCTION
Although having been extensively studied for more
than half a century,1 the magnetoelectric (ME) effect
has recently returned into the spotlight. The renewed
attention is powered by the discovery of new material
systems. The traditionally predominant focus on band
insulators with intrinsically broken space and time inver-
sion symmetries, known as multiferroics,2–5 has expanded
to topological insulators,6–9 Weyl semimetals,10–13 and
very recently to metals.14–17 The latest finding of bilayer
graphene being a ME medium further extends the list
by adding an example from the rapidly expanding class
of two-dimensional materials that have their own unique
ME properties.18–20
A particularly appealing feature of ME media is the
possibility to manipulate magnetic properties in a solid
by electric fields and vice versa. This enables to engi-
neer device architectures with novel functionalities not
achievable with other materials.3–5 It also establishes an
inspiring connection between ideas and methods from
condensed-matter physics, high-energy physics, and even
cosmology.4,21 In a nutshell, the ME effect becomes man-
ifest in a mixing between electric and magnetic fields, E
and B, in the expansion of the free energy F . In leading-
order, this coupling is described by the (linear) ME tensor
α, whose components are defined as2,22
αij = − ∂F
∂Ei∂Bj . (1)
It is common practice to decompose the ME tensor as22,23
αij = αθ δij + α˜ij , (2)
with a pseudo-scalar αθ and a traceless tensor α˜ij . The
latter can be further split into a traceless symmetric part
α˜Sij and an antisymmetric part α˜
A
ij . These three terms
are associated with the ME monopole, quadrupole and
toroidal moments, respectively.17,22
Of particular interest is the pseudo-scalar part,
αθ =
θ
2pi
e2
h
, (3)
with e > 0 denoting the elementary charge, h the Planck
constant, and the dimensionless parameter θ that can be
related to the axion field from astroparticle physics.21
It yields an isotropic coupling of electric and magnetic
fields and can thus be interpreted as a condensed-matter
realization of the axion electrodynamics.24–26 The lat-
ter is characterized by modified Maxwell equations that
emerge from adding the term Lax = αθ E ·B to Maxwell’s
Lagrangian of classical electromagnetism. The resulting
modifications only lead to physical effects if the axion
field θ varies in space or time. A spatial variation of θ
arises naturally by the presence of interfaces of ME and
non-ME materials where, as a consequence, an anoma-
lous Hall conductivity appears.6,7 Also, the axion field θ
possesses two fundamental properties: (i) it is invariant
under the shift θ → θ + 2pi; and (ii) due to the distinct
transformation properties of E and B under time rever-
sal and spatial inversion, the axion field has to be odd
with respect to both symmetry operations. In traditional
ME media,2–5 the latter property is realized by the co-
existence of an intrinsic ferromagnetic and ferroelectric
order. In contrast, this precondition is circumvented in
topological insulators without broken time-reversal and
inversion symmetries by the equivalence of θ = ±pi due
to property (i). Yet, this constrains the axion field to
only appear in a quantized form, i.e., θ ∈ {0, pi}.9
It has recently been established that the ME effect
is also present in bilayer graphene and shows intriguing
properties.18–20 Here, the corresponding ME Lagrangian
is anisotropic and may be approximated as18
LME = −e nv(ξ‖ E‖ ·B‖ + ξz Ez ·Bz) δ(z) , (4)
where the delta distribution δ(z) locates the bilayer to be
in the x-y plane. It involves the valley-isospin density nv,
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2i.e., the difference of electron densities in the two (K and
K′) valleys. On the one hand, a finite density imbalance
is generated by the axion-like ME coupling, as the latter
induces a valley-contrasting potential shift.27,28 At the
same time, this density dependence makes the strength
of the ME response tunable and establishes a link to val-
leytronics,29–31 which is not the case in other known ME
media. On the other hand, the special transformation
properties of the valleys enable the presence of the ME
effect even though time reversal and spatial inversion are
symmetries of the crystal lattice. Since this observation
is general and applies to any multi-valley system32 with
similar symmetries, this indicates that there is another
class of ME active materials with bilayer graphene being
the first of its kind to be discovered. Aside from this, the
strength of the axion field is determined by the material-
dependent parameters, where the two-dimensional sheet
geometry suggests that there should be generally distinct
in-plane (proportional to ξ‖) and out-of-plane (propor-
tional to ξz) contributions. The parameter ξz has been
evaluated in Ref. 19, but the value of ξ‖ has until now
been unknown.
In this article, we fill the knowledge gap about the
ME response of a Bernal-stacked graphene bilayer in the
presence of in-plane homogeneous electric and magnetic
fields. Using a tight-binding description and applying
quasi-degenerate perturbation theory, we analytically de-
rive an effective low-energy Hamiltonian that comprises
all relevant in-plane ME couplings and exhibits the ME
equivalence.19 This allows us to express the prefactor ξ‖
in terms of tight-binding parameters. Inserting numerical
values, ξ‖ turns out to be approximately twice as large as
ξz and of the same sign. Additionally, small anisotropic
ME terms induced by the electron-hole-symmetry break-
ing hopping γ4 are found. In order to establish a con-
nection to experiment, we discuss the impact of the ME
couplings on features exhibited in the optical conduc-
tivity. For this purpose, the given system configuration
is particularly suitable as, in presence of in-plane fields,
the system remains metallic and the axionic response can
be more prominent than for perpendicular fields. Also,
complications arising from Landau quantization can be
avoided if the magnetic field is in-plane. We explicitly
demonstrate that, due to the axionic term, the minimum
optical absorption frequencies become valley-dependent
for a non-vanishing chemical potential. Apart from this,
the corrections arising from small anisotropic ME cou-
plings lead to a broadening of the absorption peak at
zero chemical potential. We treat the response of the
graphene bilayer to the static in-plane electric field by
invoking the drift-induced Fermi-sea displacement when
calculating the optical conductivity.
This work is structured as follows. In the following
section, the general definitions concerning the crystal
lattice and tight-binding model of bilayer graphene are
briefly reviewed. In Sec. III, we first derive a tight-
binding Hamiltonian describing our system of interest
in the presence of an in-plane magnetic field by taking
into account the arising Peierls phases. Including in-
plane electric fields, in the next step, we compute an ef-
fective two-band Hamiltonian for the low-energy regime
that contains all relevant ME couplings. In Sec. IV, we
employ these results to study the impact on the optical
conductivity, which turns out to exhibit distinctive fea-
tures arising from the ME response. Electronic-structure
parameters used for numerical calculations in this work
are listed in Table I.
II. BASIC THEORY FOR THE ELECTRONIC
STRUCTURE OF BILAYER GRAPHENE
A. Crystal structure
The crystal lattice of a Bernal-stacked graphene bi-
layer is defined in accordance with Ref. 19 as illustrated
in Figs. 1 and 2. The bilayer is composed of two cou-
pled graphene monolayers which are characterized in real
space by the primitive lattice vectors
a1 = a (1, 0, 0)
>, (5)
a2 =
a
2
(1,
√
3, 0)>, (6)
with the lattice constant a. Note that the distance of two
adjacent carbon atoms within each layer is a/
√
3. Each of
the coupled monolayers consists of two sublattices, which
we define as (A,B) for the top and (A′, B′) in the bottom
layer, forming a hexagonal lattice. In the Bernal-stacked
form the atoms are arranged such that the sublattices A
and A′ lie on top of each other, i.e., they are connected
by the vector
a3 = d (0, 0, 1)
>, (7)
where d is the inter-layer distance. In contrast, the other
sublattices (B,B′) are displaced such that the corre-
sponding atom is normal to the center of each hexagon
of the other layer. In other words, the top layer can
be generated by shifting the bottom layer by the vector
a3 followed by a reflection at the x-z plane. The point
group of the bilayer graphene is D3d.
33 The atomic sites
(A,A′) are referred to as dimer and the sites (B,B′) as
non-dimer sites.
The intra-layer nearest-neighbor and second-nearest-
neighbor vectors τ1 and τ2, with respect to, e.g., sublat-
tice A, can be written as
τ
(j)
1 = R(2pij/3) τ (3)1 , (j ∈ {1, 2, 3}), (8)
τ
(j)
2 = R(2pij/6) a1, (j ∈ {1, . . . , 6}). (9)
Here, τ
(3)
1 = ayˆ/
√
3 and R(φ) denotes a rotation about
the z-axis by the angle φ.
In k space, the lattice retains its hexagonal shape but is
rotated by pi/2 about the z-axis. The according primitive
reciprocal lattice vectors read as
b1 =
2pi√
3a
(
√
3,−1, 0)>, (10)
3Out[40]=
x
y
a1
a2
Figure 1. Top view on the crystal lattice of a Bernal-stacked
graphene bilayer. Open circles indicate sites on the dimer
sublattices A and A′, while the blue (light blue) closed circles
are sites on the non-dimer sublattice B (B′).
b2 =
4pi√
3a
(0, 1, 0)>, (11)
b3 =
2pi
d
(0, 0, 1)>. (12)
The two sublattices give rise to two kinds of inequivalent
corner points K and K′ ≡ −K, where
K =
4pi
3a
(1, 0, 0)>. (13)
These corner points or valleys are of fundamental interest
as the bandgap is minimal there or vanishes.
B. Tight-binding description
The tight-binding model has been used to study the
electronic bandstructure for bilayer graphene in many
different contexts. For a comprehensive review, see e.g.
Refs. 33 and 34.
Within the tight-binding approach, the eigenfunctions
are linear combinations of the Bloch functions
ψn,k =
1√
N
N∑
i=1
eik·Riϕn(r−Ri), (14)
where k denotes the (purely in-plane) wave vector of
charge carriers in bilayer graphene, ϕn(r − Ri) is the
nth atomic orbital at the lattice site Ri, and N is the to-
tal number of lattice sites.33 Small corrections that arise
from the non-orthogonality of the Bloch functions shall
be neglected in the following. As it is the anti-bonding
pi bonds derived from pz-orbitals that are relevant for
the electronic transport, we consider one pz-orbital for
each of the four sites within the unit cell, i.e., n ∈
{A,B,A′, B′}. With this, we represent the tight-binding
Hamiltonian H in the basis {|ψA〉 , |ψB〉 , |ψA′〉 , |ψB′〉},
A
A'
B
B'
 
γ0γ0
γ1γ4
γ3
'
Figure 2. Side view of the crystal lattice of a Bernal-stacked
graphene bilayer. The red (blue) spheres depict the atoms of
the sublattices A and A′ (B and B′). The yellow and green
connecting lines represent the intra- and inter-layer couplings,
respectively.
where we use this very ordering. Including a magnetic
field B = ∇ ×A(r) with the vector potential A(r), the
Bloch function picks up a Peierls phase.35,36 A general
matrix element thus becomes
〈ψm|H|ψn〉 ≈
1
N
∑
i,j
exp
[
ik · (Ri −Rj)− ie~
∫ Rj
Ri
dr ·A(r)
]
×
∫
dr3ϕ∗m(r−Rj)Hϕn(r−Ri), (15)
where the vector potential yields a phase given by a line
integral between the different lattice sites. The on-site
energies are defined as n = 〈ψn|H|ψn〉, where we as-
sume for simplicity A = A′ = B = B′ . In this work,
we account for the couplings between nearest and second-
nearest neighbors that are characterized by the hopping
integrals γ0, γ
′
0, γ1, γ3, and γ4, as schematically illus-
trated in Fig. 2. A more detailed definition is given in
Appendix A, and numerical values of all parameters are
listed in Table I. Typically, the nearest-neighbor hopping
parameter γ0 (intra-layer) and γ1 (inter-layer) constitute
the dominant couplings. The γ3 hopping leads to a trig-
onal warping of the bandstructure, and the parameters
γ4 and γ
′
0 break the electron-hole symmetry.
For vanishing magnetic fields, the Hamiltonian takes
the form19
H =
 γ
′
0f2 −γ0f1 γ1 γ4f∗1
−γ0f∗1 γ′0f2 γ4f∗1 −γ3f1
γ1 γ4f1 γ
′
0f2 −γ0f∗1
γ4f1 −γ3f∗1 −γ0f1 γ′0f2
 , (16)
where
f1(k) = e
ikya/
√
3 + 2e−ikya/(2
√
3) cos(kxa/2) (17)
4and f2(k) = |f1(k)|2− 3. Expanding f1 in the vicinity of
the high-symmetry points K and K′ ≡ −K, f1/2(k) 7→
f1/2(±K+ k) ≡ f±1/2(k), gives
f±1 (k) = ∓
√
3
2
ak∓ +
a2
8
k2± +O(k3), (18)
f±2 (k) = −3 +
3
4
a2k2 +O(k3), (19)
where k± = kx ± iky and k =
√
k2x + k
2
y.
37
III. MAGNETOELECTRIC COUPLING OF
IN-PLANE ELECTROMAGNETIC FIELDS
Hereafter, we employ the definitions and notations of
the previous section and derive a model Hamiltonian that
includes the ME couplings due to in-plane electric and
magnetic fields.
A. Incorporating in-plane magnetic fields into the
tight-binding Hamiltonian
The situation of an in-plane magnetic field has been ad-
dressed recently by several authors.35,36,38–40 In Ref. 38,
the magnetic field was semiclassically included by adding
Lorentz-force-induced momentum shifts, and only verti-
cal interlayer hopping γ1 was considered. This method
was extended in Refs. 39 and 40 by taking into account
the effect of trigonal warping. Here, we follow a more so-
phisticated approach35,36 that correctly accounts for the
arising Peierls phases in the tight-binding model.
A homogeneous in-plane magnetic fieldB = Bxxˆ+Byyˆ
can be associated with a vector potential A = z(Byxˆ −
Bxyˆ). Selecting this gauge, the translation symmetry is
preserved within each layer. Further assuming a sym-
metric arrangement of the top and bottom layers at
z = ±d/2, the Peierls phase for the inter-layer cou-
plings vanishes. The strong dimer-dimer coupling γ1
opens a gap for the (A,A′)-like states. For low ener-
gies |E| < γ1, the bands of interest are described by
the (B,B′)-like states. Hence, it is common to project
on the (B,B′) subspace and perturbatively include the
couplings to the other bands. Following this approach,
we incorporate the effects of a small magnetic field in
the Hamiltonian; that is, we retain terms up to first
(second) order in the field or the wave vector on the
off-diagonal (diagonal) part of the Hamiltonian. Since
the energy dispersion of bilayer graphene turns out to be
dominated by terms that are quadratic in the wave vec-
tor, we allow, in addition, terms quadratic in the wave
vector off-diagonal in the (B,B′) sector as we project on
that subspace. Rearranging further the basis functions
as { 1√
2
(|ψA〉+ |ψA′〉), 1√2 (|ψA〉− |ψA′〉), |ψB〉 , |ψB′〉} and
neglecting the constant energy shift due to f2, we obtain
H(±K+ k) ≈

γ1 + γ˜
′
0|κ2|2 0 [γ˜0κ∗2 − γ˜4κ∗0]/
√
2 [γ˜0κ1 − γ˜4κ0]/
√
2
0 −γ1 + γ˜′0|κ1|2 [γ˜0κ∗2 + γ˜4κ∗0]/
√
2 −[γ˜0κ1 + γ˜4κ0]/
√
2
[γ˜0κ2 − γ˜4κ0]/
√
2 [γ˜0κ2 + γ˜4κ0]/
√
2 γ˜′0|κ2|2 −γ˜31κ∗0 + γ˜32κ20
[γ˜0κ
∗
1 − γ˜4κ∗0]/
√
2 −[γ˜0κ∗1 + γ˜4κ∗0]/
√
2 −γ˜31κ0 + γ˜32(κ∗0)2 γ˜′0|κ1|2
 , (20)
with
κ0 = ± k±, κ1 = ± (k± ± ib±), κ2 = ± (k± ∓ ib±), b± = ed
2~
(Bx ± iBy). (21)
and
γ˜0 =
√
3a
2
γ0, γ˜
′
0 =
3a2
4
γ′0, γ˜31 =
√
3a
2
γ3, γ˜32 =
a2
8
γ3, γ˜4 =
√
3a
2
γ4. (22)
Disregarding the parabolic terms ∝ γ˜′0, γ˜32, this result co-
incides with the Hamiltonian given in Ref. 35 apart from
a unitary transformation and the sign of the γ3-terms.
Without magnetic field, this expression corresponds to
the Slonczewski-Weiss-McClure Hamiltonian.41,42
The energy dispersion obtained for a finite in-plane
magnetic field is displayed in Fig. 3. For better visu-
alization, we used an extraordinary high magnetic field
of 1000 T. In Refs. 38–40, it was found that a large in-
plane magnetic field produces a change in topology of the
band structure similar to the one appearing due to lat-
eral strain.43–47 More precisely, the parabolic low-energy
dispersion splits into two Dirac cones, cf. Figs. 3(a) and
(b), where the new Dirac points appear at wave vectors
k = ±(zˆ × b). However, our more detailed model in-
cludes additional hopping terms that further reduce the
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Figure 3. Effect of an in-plane magnetic field B = B xˆ on the band structure of bilayer graphene. Results shown in panel (a)
[(b), (c)] have been obtained by diagonalizing the tight-binding Hamiltonian at the K valley, Eq. (20), for B = 0 [B = 1000 T
and assuming γ3 = γ4 = γ
′
0 = 0, B = 1000 T without any approximation].
symmetry and result in a gapped spectrum [cf. Fig. 3(c)].
Due to the presence of trigonal warping, the precise dis-
persion near the charge neutrality point is quite complex
and depends sensitively on the system configuration.
B. Effective low-energy Hamiltonian describing
in-plane magnetoelectric couplings
In order to also account for a static homogeneous elec-
tric field E = Exxˆ + Eyyˆ applied within the plane of the
bilayer, we add the scalar potential VE(r) = eE · r to the
Hamiltonian in Eq. (20). Using quasi-degenerate per-
turbation theory (QPT),48,49 we project on the (B,B′)
subspace. For the partitioning of the Hamiltonian, we
select the diagonal terms proportional to the magnetic
field and all off-diagonal terms as a perturbation. To
third order in perturbation theory, this procedure yields
the effective two-band Hamiltonian Heff + VE(r), where
Heff =
{(
2γ˜0γ˜4
γ1
+ γ˜′0
)
k2τ0 +
eγ˜20
γ21
E · b τz
}
⊗ σ0
+
{
γ˜20 − γ1γ˜32 + γ˜24
γ1
(k2y − k2x) τ0 −
[
γ˜31kx + e
γ˜0γ˜4
γ21
(Exbx − Eyby)
]
τz
}
⊗ σx
+
{[
−γ˜31ky + e γ˜0γ˜4
γ21
(Exby + Eybx)
]
τ0 + 2
γ˜20 − γ1γ˜32 + γ˜24
γ1
kxky τz
}
⊗ σy
+
{
2
γ˜0γ˜4 + γ˜
′
0γ1
γ1
(bykx − bxky) τ0 + e γ˜
2
0 + γ˜
2
4
γ21
(Eykx − Exky) τz
}
⊗ σz. (23)
In this notation, the Pauli matrices σ0,x,y,z are asso-
ciated with the sublattice-related pseudospin degree of
freedom. On the other hand, τ0 and τz are Pauli matri-
ces whose basis states represent the different valleys in
the order (K,K′). Notably, the effective Hamiltonian at
the K′ valley can be obtained from the Hamiltonian at
the K valley (and vice versa) by a mirror reflection at the
yz-plane, i.e., the polar vectors map as kx → −kx and
Ex → −Ex and the axial (pseudo-)vectors as By → −By.
In above expression for Heff, we excluded terms that are
of third order in the wave vector or of second order in
the magnetic field. (For completeness, terms quadratic
in the magnetic field are listed in Appendix B. Addi-
tional ME couplings that appear in fourth order QPT
are given in Appendix C. To make the connection with
results from Ref. 19, we discuss in Appendix D possi-
ble couplings between in-plane magnetic and out-of-plane
electric fields.) The effective Hamiltonian Eq. (23) ex-
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Figure 4. Low-energy dispersion at the K valley computed for
E = 0 and B = B xˆ with B = 300 T using Eq. (20) (yellow),
Eq. (23) (red-dotted), and Eq. (23) including the parabolic
terms from Eq. (B1) (blue-dashed).
hibits the ME equivalence; i.e., it is form-invariant with
respect to interchanging corresponding Cartesian compo-
nents of the electric and magnetic fields.19
In absence of electric fields, the magnetic-field-
dependent terms in Eq. (23) appear only due to the
small tunnelling amplitudes γ′0 and γ4 that break the
electron-hole symmetry. Hence, to observe the change of
the band structure topology38–40 as shown in Fig. 3, we
need to include corrections that are quadratic the mag-
netic field, Eq. (B1). This implies that these terms should
be taken into account for large magnetic fields. On the
other hand, realistic parameters require extraordinary
large magnetic fields to observe this effect experimen-
tally in bilayer graphene. For instance, the characteristic
energy splitting ∆B at the ±K points can be estimated
to be ∆B =
3
8γ1
(adeγ0B/~)2, which yields a splitting
of ∆B = (1.64× 10−7 eV/T2)×B2 for bilayer graphene.
A comparison of the low-energy dispersion with different
models for a large magnetic field is provided in Fig. 4.
Ignoring the effect of trigonal warping, the electron and
hole branches have generally two minima with a gap of
approximately 4(γ˜0γ˜4/γ1 + γ˜
′
0) b
2.50 If both electric and
magnetic fields are present, the ME and purely magnetic
terms are competing with each other. One consequence is
that, above a critical electric field strength, the electron
and hole branches can have one single extremum each.
Assuming E ‖ B and setting γ3 = γ4 = γ′0 = 0, we can es-
timate the transition to occur at ‖E‖/‖B‖ ≈ γ1d/(
√
2~).
Yet, we stress that the low-energy band structure has
much richer features due to the trigonal warping and the
gap is highly anisotropic. A more detailed discussion
thereof goes beyond the scope of this work and shall be
presented elsewhere.
Our main interest concerns the ME terms, which cou-
ple the electric and magnetic fields and induce a breaking
of the valley degeneracy.18,19,27,28 As the leading contri-
bution, we identify the axionic term
Hax = ∆ax τz ⊗ σ0, (24)
with ∆ax = e ξ‖ E ·B involving the materials parameter
ξ‖ =
3eda2
8~
γ20
γ21
. (25)
Using the values for tight-binding parameters given in
Table I, we estimate
ξ‖ ≈ 1.0× 10−3 nm/T, (26)
which has the same sign and is about twice as large
as the prefactor for the axionic term involving perpen-
dicular fields; ξz ≈ 6.0× 10−4 nm/T.18 Axionic terms
are of particular interest as they constitute a condensed-
matter realization of axion electrodynamics. Moreover,
they generate an energy shift ±∆ax of equal magnitude
but opposite sign for pseudo-spin eigenstates in the two
valleys ±K. This leads to a finite valley-isospin den-
sity nv = nK − n−K, that is, the difference of charge
densities n±K in the distinct valleys.18,19,27 In the next
section, we will show how this feature manifests itself in
a valley-dependent minimal absorption frequency in the
optical conductivity spectrum when the chemical poten-
tial is not at the charge-neutrality point.
Besides the axionic contributions, Eq. (23) contains
other ME-coupling terms corresponding to anisotropic
contributions of the traceless tensor α˜ij in Eq. (2). They
are smaller than the isotropic terms by a factor γ˜4/γ˜0 =
γ4/γ0 ≈ 4.7× 10−2. In conjunction with the quadratic-
in-magnetic-field corrections, these terms lead to an en-
ergy gap
∆˜± = 2
(
γ˜0
γ1
)2
b ·
∥∥∥∥γ1b± γ4γ0 eE
∥∥∥∥ (27)
between the electron and hole branches in the two valleys
±K. The opposite sign of the purely ME contribution
leads to a gap difference between the valleys, i.e., |∆˜+ −
∆˜−| ≈ 4γ4|∆ax|/γ0. As shown in the next section, this
property turns out to generate a step-like structure in
the optical conductivity when the chemical potential is
at the neutrality point.
IV. VISIBILITY OF MAGNETOELECTRIC
COUPLING IN THE OPTICAL CONDUCTIVITY
In the remainder of this article, we explore the possibil-
ity to detect the above-discussed ME couplings in bilayer
graphene through a transport measurement. Concomi-
tantly with causing the ME effects that are our primary
interest, the presence of the static uniform in-plane elec-
tric field E will also generate a stationary DC current
that is associated with a shifted Fermi sea of charge car-
riers in bilayer graphene. We envision applying an addi-
tional small AC electric field δE(t), which results in an
7AC contribution δj(t) to the current density. The tensor
σµν(ω) of the frequency-dependent (optical) conductivity
relates the Fourier-transformed AC quantities [current
density δj(ω) and electric field δE(ω)] via the linear rela-
tion δjµ(ω) = σµν(ω) δEν(ω). Fundamental properties of
the electronic bandstructure can give rise to distinctive
features in the optical conductivity, making the latter a
prime tool for the study of unconventional materials in-
cluding graphene.51–53 In our present case, the frequency
dependence of σµν(ω) will not only be affected by the
ME-effect-related manipulation of the bandstructure, but
also by the non-equilibrium distribution of charge carriers
within this bandstructure. In the following, we elucidate
both effects in turn.
A. Kubo formalism to calculate the
frequency-dependent electric conductivity
We employ the Kubo formula to calculate the con-
ductivity tensor σµν(ω). The electric-field perturba-
tion is considered to be spatially homogeneous, time-
dependent, and parallel to the bilayer plane, i.e., δE(t) =
δE(ω) exp[−i(ω + iη)t]. Here we have included an in-
finitesimally small quantity η ∈ R+. To avoid generat-
ing time-dependent contributions to ∆ax, the oscillating
electric field δE(t) should be applied perpendicular to the
static in-plane magnetic field B. The conductivity tensor
can be expressed in terms of single-particle eigenstates
{|n〉} in the frequency domain as54,55
σµν(ω) =
i~
V
∑
n,l
〈n|Jµ|l〉 〈l|Jν |n〉
~ω + n − l + iη
f(n)− f(l)
l − n , (28)
with the volume V, the current operator J =
−e(∇kH)/~, and the single-particle eigenenergies i.
Moreover, the function f(i) = {1 + exp[β(i − µ˜)]}−1,
where β = 1/(kBT ), represents the Fermi-Dirac distribu-
tion with the Boltzmann constant kB , the temperature
T , and the chemical potential µ˜. We are interested in
the dissipative part which is given by the real part of
the conductivity tensor Re [σµν(ω)]. Here, we can fur-
ther distinguish two terms: (i) The intra-band (n = l)
contribution, which determines the DC Drude conduc-
tivity, and (ii) the inter-band (n 6= l) contribution, which
determines the optical absorption for finite frequencies.
To illustrate the emergence of features in the opti-
cal conductivity associated with magnetoelectricity, we
now focus on the inter-band contribution to the optical
conductivity for bilayer graphene in the presence of in-
plane ME couplings in the clean limit. The low-energy
bandstructure of this system is determined by the single-
particle HamiltonianHeff displayed in Eq. (23). Its eigen-
states are of the form |n〉 = |k〉 ⊗ |λ〉 where k denotes
the wave vector and λ distinguishes the different elec-
tron and hole branches. Since the Hamiltonian Heff is
diagonal with respect to |k〉, the inter-band optical con-
ductivity of charge carriers from the individual valleys
±K becomes56
Re
[
σ±µν(ω)
]
= σ0
sinh(β~ω/2)
2~ω
∑
λ6=λ′
∫
dk2
〈λ|(∇kHeff)µ|λ′〉 〈λ′|(∇kHeff)ν |λ〉
cosh[β(kλ + kλ′ − 2µ˜)/2] + cosh(β~ω/2)δ[~ω − (kλ
′ − kλ)], (29)
where σ0 = 2e
2/h, and we introduced an additional
factor 2 to account for spin degeneracy. The total op-
tical conductivity of the system is the sum of contri-
butions from the individual valleys, i.e., Re [σµν(ω)] =∑
±Re
[
σ±µν(ω)
]
.
In contrast to the usual situation, the distribution of
charge carriers in the unperturbed state for our case of
interest is a uniformly shifted Fermi sea. See Appendix E
for a detailed discussion. Accounting for the station-
ary current-carrying state generated by the static in-
plane electric field finally amounts to using a k-dependent
chemical potential [cf. Eq. (E3)]
µ˜(k) = µ˜+
2eγ˜20
γ1
τtr
~
E · k (30)
in the expression (29) for the optical conductivity, where
τtr is the intra-valley transport relaxation time.
To disentangle the non-equilibrium kinetic effect of the
in-plane electric field from features associated with ME
couplings, we present below results obtained for σµν(ω)
both with and without the k-dependent correction to
µ˜ included in the formula (29). For full consistency,
life-time broadening on the scale of τtr should also be
included in the calculation of σµν(ω), and the latter’s
salient features need to be sufficiently separated from the
intra-band (broadened-Drude-peak) contribution to the
optical conductivity to enable experimental observation.
B. Ramification of in-plane magnetoelectric
couplings for the optical conductivity: Discussion
In Section III B, we identified two major physical im-
plications arising from ME effects involving in-plane elec-
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Figure 5. Illustration of the valley-dependent optical absorp-
tion for different chemical potentials µ˜ due to the axionic en-
ergy shift ∆ax. The minimum transition frequencies ω± are
(a) identical for µ˜ = 0 and (b) distinct for µ˜ 6= 0 (here µ˜ > 0).
tric and magnetic fields: the valley-asymmetric axionic
energy shift (24) and the valley-dependent field-tunable
gap (27). We now discuss the features in the optical con-
ductivity associated with each of these effects.
To start with, we consider the case where γ4 = γ
′
0 = 0
and, hence, the in-plane electric field causes only the ax-
ionic shift. [The same holds for the in-plane magnetic
field if the parabolic terms (B1) are disregarded.] Ne-
glecting the k-dependent correction to the chemical po-
tential for now, the expression (29) for the conductivity
tensor can be factorized into two parts,57
Re
[
σ±µν(ω)
]
= σ0 χ(ω, β, µ˜±) Γµν(ω), (31)
with valley-dependent chemical potentials µ˜± = µ˜∓∆ax
appearing only in the function
χ(ω, β, µ˜±) =
sinh(β~ω/2)
cosh(βµ˜±) + cosh(β~ω/2)
, (32)
and the part
Γµν(ω) =
∑
λ 6=λ′
∫
d2k
δ[~ω − (kλ′ − kλ)]
2~ω
× 〈λ|(∇kH)µ|λ′〉 〈λ′|(∇kH)ν |λ〉 , (33)
being fully determined by the bandstructure. In Fig. 5 it
is illustrated that, depending on the value of the chemical
potential µ˜, the minimum transition frequencies ω± =
2|µ˜ ∓ ∆ax|/~ for inter-band transitions at a fixed wave
vector are in general valley dependent. For µ˜ = 0, i.e.,
with the chemical potential at the neutrality point, the
minimal frequencies are equally large and determined by
the axionic shift. For µ˜ 6= 0, both peaks separate, and
the difference |ω+ − ω−| becomes maximal as soon as
the chemical potential exceeds the axionic energy shift,
i.e., |µ˜| ≥ |∆ax|. As this property becomes manifest in
the optical absorption spectrum, the magnitude of the
axionic term is, in principle, accessible in experiment.
We now discuss the situation when the γ4-terms are
included. These result in a breaking of the electron-hole
symmetry and a valley-contrasting energy gap due to
additional ME couplings (cf. Sec. III B). This leads to
valley-dependent corrections to the minimum transition
frequencies, which can be approximated (by neglecting
γ3, γ
′
0, as well as quadratic terms in the electric or mag-
netic field) as ω± ≈ 2(1 + 2ζγ4/γ0)|µ˜∓∆ax|/~ where
ζ = 1 if ±∆ax > µ˜ and ζ = −1 otherwise. The effect be-
comes particularly pronounced for a vanishing chemical
potential where a broadening of the minimal-frequency
absorption peak of |ω+ − ω−| = 8γ4|∆ax|/(γ0~) occurs.
The case where we neglect electron-hole asymmetry
and trigonal warping by setting γ3 = γ4 = γ
′
0 = 0 fa-
cilitates further analytical treatment. Including the
parabolic terms in the magnetic field, Eq. (B1), the en-
ergy eigenvalues read as
e/h(k) =± γ˜
2
0
γ21
{
e2
2
E2k2 + γ21(b4 + k4) + k2
[
2γ21b
2 cos(2(φb − φk))− e
2
2
E2 cos(2(φE − φk))
]}1/2
, (34)
where the upper and lower sign corresponds to the electron (e) and hole (h) branches, respectively. Here, we introduced
φa to indicate the polar angle that the in-plane vector a encloses with the x axis, and we omitted the constant axionic
shift as this is absorbed into the valley-dependent chemical potentials µ˜±. Focusing on the longitudinal conductivity
90 0.02 0.04 0.06
0
π
4
π
2
ℏω / γ1
ℛℯ[σ x
x]/σ 0
0
3.3
6.7
10.
13.
17.
20.
0.02 0.04ℏω / γ1
0
3.3
6.7
(a) (b)
Figure 6. Low-energy optical conductivity spectrum in terms of σ0 = 2e
2/h at zero temperature and in presence of parallel
electric and magnetic fields (here, E ‖ B ‖ yˆ with Ey = 0.05 V/nm and By = 100 T). The different colors correspond to different
strengths of the chemical potential µ˜ in units of 10−3γ1. The solid lines correspond to the exact numerical calculation. In
Fig. (b) the plots for lowest three chemical potentials are enlarged and compared to the simplified model where γ3 = γ4 = γ
′
0 = 0
(dashed lines).
correction (selecting σxx without loss of generality), we can simplify Eq. (33) to
Γxx(ω) =
8γ˜80
(~ω)3
∫
d2k
δ[~ω − (e(k)− h(k))]
(~ω)2γ41 − 4γ˜40e2E2k2 sin2(φE − φk)
{
(~ω)2k2
[
b2 sin(2φb − φk) + k2 sin(φk)
]2
+
γ˜40
γ41
e2E2
[
b4 sin(φE)− k4 sin(φE − 2φk) + 2b2k2 cos(2φb − φE − φk) sin(φk)
]2}
. (35)
The distinctive features appearing in the optical con-
ductivity due to the axionic shift are illustrated in Fig. 6,
both for the idealized case γ3 = γ4 = γ
′
0 = 0 and for the
real system. We assume T = 0, Ex = 0, Bx = 0,
Ey = 0.05 V/nm and By = 100 T. For this situation,
the axion shift is ∆ax = 5.0 meV, and the electron and
hole branches have a single extremum (c.f. Sec. III B).
Differently colored curves represent results obtained for
different chemical potentials µ˜. The vertical red solid grid
lines mark the minimum transition frequency 2∆ax/~
in the case of µ˜ = 0 and electron-hole symmetry. In
Fig. 6(a) the vertical red dashed grid lines depict the
small broadening of the minimum frequency transition
peak of 8γ4|∆ax|/(γ0~) ≈ 1.8 meV/~ due to the electron-
hole asymmetry and the ME couplings ∝ γ4. For increas-
ing chemical potential the minimum absorption peaks
shift to higher or lower frequencies depending on the
valley-index. As soon as the chemical potential exceeds
the axion shift, both peaks move simultaneously to higher
frequencies while retaining the constant difference of ap-
proximately 2∆ax/~ (cf. orange line for µ˜ = 20×10−3γ1).
In Fig. 6(b) the conductivity spectrum is enlarged for the
lowest three chemical potentials. Dashed curves show re-
sults obtained from the above-discussed simplified the-
ory where γ3 = γ4 = γ
′
0 = 0, yielding Eq. (35). In this
approximation, the minimum transition peaks are sharp
and occur precisely at ω± = 2|µ˜∓∆ax|/~ as emphasized
by the vertical gray grid lines.
As discussed briefly above and in greater detail in Ap-
pendix E, we can account for the corrections arising from
the carrier drift due to the static electric field E by
considering an effectively k-dependent chemical poten-
tial µ˜(k), as given in Eq. (30). The resulting modifica-
tions of the optical conductivity spectrum are displayed
in Fig. 7(a) for various relaxation times and µ˜(0) = 0.1γ1.
The vertical grid lines correspond to the the valley-
dependent minimal absorption frequencies for neglected
drift current. In Fig.7(b) we plot the effective chem-
ical potential µ˜(k) with respect to the energy disper-
sion. It is chosen large enough that the Fermi energy lies
above the gap in both valleys and the difference of the
valley-dependent minimal transition frequencies is max-
imal. We see that for an increasing drift, the associated
energy window obscures the ME features, albeit sharp
features associated with these remain. Further inclusion
of life-time broadening into the expression (29) for the op-
tical conductivity at the assumed scale of τtr will likely
be deleterious to any such features. However, while con-
clusive experimental detection of ME effects in bilayer
graphene may be a challenge because of their smallness,
the presented illustration for their fingerprints in the op-
tical conductivity may serve as a useful guide to inform
experimental studies focused on other two-dimensional
materials having larger ME couplings.
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Figure 7. (a) Optical absorption spectrum in terms of σ0 =
2e2/h at zero temperature including the corrections due to the
carrier drift for different relaxation times τtr. The chemical
potential at k = 0 is selected as µ˜(0) = 0.1γ1. The fields
are chosen analogously to Fig. 6, i.e., E ‖ B ‖ yˆ with Ey =
0.05 V/nm and By = 100 T. The dashed line refers to the case
without drift current. Figure (b) shows the corresponding
energy dispersion at the ±K valleys for kx = 0. The linear
plots with different slope illustrate the k-dependent chemical
potential µ˜(k), Eq. (30), for the different relaxation times.
V. CONCLUSION AND OUTLOOK
In summary, we have investigated the in-plane ME
couplings in bilayer graphene and their properties in re-
lation with the optical conductivity. We developed a
tight-binding description which correctly accounts for the
Peierls phases induced by a magnetic field parallel to the
bilayer plane. Taking into account second-nearest neigh-
bour hoppings, in particular, the electron-hole symmetry
breaking contributions, it is shown that the spectrum is
generally gapped which is not observed within the sim-
plified models that were employed previously.38–40 In the
next step, we included the effect of an in-plane elec-
tric field and derived an effective two-band Hamiltonian
which comprises all relevant ME couplings and expresses
them in terms of tight-binding parameters. We identify
an axion-like pseudoscalar contribution to the ME tensor
which is of same sign and about twice as large as the out-
of-plane contribution. In addition, small corrections due
to the small skew scattering amplitude γ4 are found which
correspond to the ME quadrupole and toroidal moment.
The Hamiltonian also exhibits the equivalence of the elec-
tric and magnetic fields which was previously predicted
by means of group theoretical methods.19 Lastly, we use
the effective two-band Hamiltonian to study the impact
of the ME terms on the low-energy optical conductivity.
Although in an ideal situation each of the ME contribu-
tion yields clear features in the optical absorption spec-
trum, the results are obscured in bilayer graphene. This
is a consequence of the displaced Fermi contour due to a
finite drift current and the magnitude of the axionic ME
coupling in bilayer graphene. Nonetheless, these obser-
vations remain pertinent for systems with similar sym-
metries yet more pronounced ME couplings.
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Appendix A: Tight-binding parameters
In this paper, we take into account the (intra-layer as
well as inter-layer) tunnelling from each lattice site to
its nearest and second-nearest neighbor as schematically
depicted in Fig. 2. These couplings are characterized by
the hopping integrals
γ0 = − 〈ϕA|H|ϕB〉 = −〈ϕA′ |H|ϕB′〉 , (A1)
γ1 = 〈ϕA′ |H|ϕA〉 , (A2)
γ3 = 〈ϕB |H|ϕB′〉 , (A3)
γ4 = 〈ϕB |H|ϕA′〉 = 〈ϕA|H|ϕB′〉 , (A4)
and the second-nearest-neigbor intra-layer coupling
γ′0 = 〈ϕA|H|ϕA〉 = 〈ϕB |H|ϕB〉 = 〈ϕA′ |H|ϕA′〉 =
〈ϕB′ |H|ϕB′〉. In literature there appear various defini-
tions for the hopping parameters with respect to their
signs. We selected our employed definitions consistent
with Ref. 19. Numerical values for the hopping integrals
as well as other system parameters that are used in this
work are listed in Table I.
Appendix B: Parabolic correction in the magnetic
field
For large magnetic fields, the terms that are of second
order in the magnetic field may become important as
they can lead to a change of the bandstructure topology
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(cf. Sec. III). Neglecting wave-vector dependent terms,
the leading-order contribution reads as
HBeff ≈
γ˜20
γ1
[
(b2y − b2x)τ0 ⊗ σx + 2bxbyτz ⊗ σy
]
, (B1)
where we dropped a global shift ∝ τ0⊗σ0. Notably, these
terms are already obtained in second-order QPT.
Appendix C: Higher-order magnetoelectric couplings
In fourth-order QPT we obtain higher order ME cou-
plings due to trigonal warping (γ3) which are linear in
the electric but parabolic in the magnetic field
δH(1)ax =
eγ˜20 γ˜31
γ31
[Ey(b2x − b2y) + 2Exbxby]τ0 ⊗ σz, (C1)
or linear in both fields and the wave vector
δH(2)ax =
2eγ˜20 γ˜31
γ31
[(Eyby − Exbx)kx
+ (Exby + Eybx)ky]τ0 ⊗ σ0, (C2)
where we neglected in the latter equation subordinate
terms ∝ γ3γ4.
Appendix D: Leading magnetoelectric couplings in
presence of perpendicular electric fields
In order to additionally account for perpendicular elec-
tric fields, we may include in Eq. (20) the potential19,58
V ⊥E = Ez
 0 ε12 0 0ε12 0 0 00 0 ε33 0
0 0 0 −ε33
 , (D1)
where the ab initio calculations in Ref. 58 yield ε12 =
ε33 = 0.048enm. From symmetry considerations, this
potential should give rise to ME couplings ∝ (EzByσx −
EzBxσy).19 Within our model, however, these terms do
not appear, meaning that their prefactor vanishes ex-
actly. Instead, the first non-vanishing terms are ob-
tained in third-order QPT and correspond to higher ME
Table I. Phenomenological parameters for bilayer graphene
employed for numerical calculations in this work.19 and 58
intralayer nearest-neighbor hopping γ0 = 3.0 eV
intralayer second-nearest-neighbor hopping γ′0 = 0.22 eV
dimer-dimer hopping γ1 = 0.32 eV
non-dimer-dimer hopping γ3 = 0.25 eV
non-dimer-non-dimer hopping γ4 = 0.14 eV
interlayer distance d = 0.335 nm
lattice constant a = 0.245 nm
couplings analogously to the in-plane couplings in Ap-
pendix C. These terms read as
δH⊥ax =
2γ˜20(ε12 + ε33)
γ21
Ez(kybx − kxby)τ0 ⊗ σ0
+
2γ˜0γ˜4ε12
γ21
Ez
[
(kxby + kybx)τ0 ⊗ σx
+ (kxbx − kyby)τz ⊗ σy
]
− γ˜
2
0(ε12 + ε33)
γ21
Ezb2τ0 ⊗ σz. (D2)
Hence, the mixing of electric and magnetic fields perpen-
dicular to each other causes only small corrections to the
axionic terms.
Appendix E: Preconditions for the linear response
model
In this section, we specify the requirements that ensure
the validity of the linear response model for the optical
conductivity in Sec. IV.
Firstly, the static electric field E induces a finite par-
allel drift of the carriers and the system is out of equi-
librium. This yields a modification of the Fermi-Dirac
distribution as59
f [e/h(k), µ˜]→f [e/h(k∓ eEτtr/~), µ˜], (E1)
where τtr denotes the intra-valley transport relaxation
time of the carriers and the upper and lower sign corre-
sponds to the electron (e) and hole (h) branches, respec-
tively. Using a parabolic approximation for the spectrum
e/h(k) ≈ ±(γ˜20/γ1)k2 + const., we find
e/h(k∓ eEτtr/~) ≈ e/h(k)− 2eγ˜
2
0
γ1
τtr
~
E · k. (E2)
Hence, we may interpret this alteration as a correction
to the chemical potential and replace for convenience in
Sec. IV f [e/h(k), µ˜]→ f [e/h(k), µ˜(k)] where we substi-
tuted
µ˜→µ˜(k) = µ˜+ 2eγ˜
2
0
γ1
τtr
~
E · k. (E3)
Apparently, the displacement of the Fermi contours af-
fects the sharpness of the absorption peaks. In order to
resolve the splitting of the valley-dependent absorption
peaks, it is required that
∆ax  2eγ˜
2
0
γ1
τtr
~
|E · k|, (E4)
where the relevant wave vectors are to be evaluated at
the Fermi energy, i.e., |E · k| ≤ EkF . It is particularly
illuminating to relate above condition to the transport
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mean free path ltr = vF τtr with the Fermi velocity vF =
2γ˜20kF /(γ1~) as it simplifies to
∆ax  eEltr. (E5)
As at the same time ∆ax is proportional E , the condi-
tion is independent of the magnitude of the static electric
field. Selecting B ‖ E and inserting the numerical value
of ξ‖ for bilayer graphene, Eq. (26), we may further esti-
mate
B  ltrξ‖ ≈ (103 T)×
(
ltr
nm
)
. (E6)
Obviously, due to the smallness of ξ‖ in bilayer graphene
this condition is hardly fulfilled for realistic values of the
magnetic field and the mean free path.
Secondly, it should be noted that for low chemical po-
tentials, the Fermi energy may lie very close to the charge
neutrality point where the role of disorder is generally
more delicate.60 In the context of optical conductivity,
one should account for the broadening ∼ ~/τtr of the
Drude peak at ω = 0. Hence, the minimum absorption
peaks should occur at |ω±|  1/τtr which may be con-
trolled by choosing an appropriate chemical potential and
the strength of the axion shift.
Thirdly, in order to apply the linear response theory,
the oscillatory external electric field δE(t) should yield a
small perturbation to the kinetic energy. In other words,
the changes of the Fermi wave vector δkF due to the
minimal coupling to the electric field δkF = e‖δA‖/~,
where δA = −∂t(δE) = −δE/ω, should be small, i.e.,
δkF /kF  1. Therefore, we obtain the condition
δE  ~ω
e
kF . (E7)
Using again a parabolic approximation and disregarding
the drift corrections due to the static field E, the Fermi
wave vector kF obeys the relation kF ≈
√
γ1|µ˜∓∆ax|/γ˜0
in the valley ±K. Thus, the magnitude of the oscillatory
external electric field δE(t) should be chosen according
to this condition. For larger fields, higher-order terms in
the Kubo formula should be taken into account.
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