We have applied the InfraRed Flux Method (IRFM) to a sample of approximately 500 giant stars in order to derive their effective temperatures with an internal mean accuracy of about 1.5% and a maximum uncertainty in the zero point of the order of 0.9%. For the application of the IRFM, we have used a homogeneous grid of theoretical model atmosphere flux distributions developed by Kurucz (1993). The atmospheric parameters of the stars roughly cover the ranges:
Introduction
The scale of temperatures of giant stars has been the target of a number of previous studies based on both direct and indirect methods (e.g. Ridgway et al. 1980; Bell & Gustafsson 1989; Blackwell et al. 1990; Mozurkewich et al. 1991; Richichi et al. 1992; Di Benedetto 1993 Dyck et al. 1998) . In spite of these substantial efforts, very little attention has been paid to the role played by metallicity, especially in the case of direct methods given the restrictions on their application. Nevertheless, metallicity may have a non-negligible influence when applying the effective temperature scale to the analysis of important problems in astrophysics, such as the determination of chemical abundances from spectroscopy, the colour synthesis of stellar populations, the correct interpretation of the observed HR diagram and the observational test of stellar fluxes generated with atmospheric models.
The direct methods for measuring stellar angular diameters (i.e. mainly Michelson interferometry at different wavelengths and lunar occultation measurements) establish the empirical effective temperature scale of Population I giants ([Fe/H] ∼ 0) from G0III to M8III. Even in this case, on the observational side the error sources affecting the processes of measurement and reduction of the data make it difficult to ascertain such basic questions as whether spherical effects in the extended atmopsheres of the cooler stars are relevant. On the theoretical side the application of the limb-darkening correction remains unsure. This entails uncertainties concerning the nature of the stellar atmospheres in the range of late spectral types and low surface gravities. The present status for metal-poor giant stars is still more uncertain, given that no interferometric measurements of stellar diameters are available over the whole range of temperatures. A number of indirect methods based on stellar atmosphere models may be applied to determine the effective temperatures of giant stars 1 (see for instance the review by Böhm-Vitense 1981) . Unfortunately, theoretically based temperatures are not as trustworthy as would be desirable since atmosphere models cannot reproduce the observed fluxes with the required accuracy, especially in the UV range (e.g. Morossi et al. 1993) . The suspicion that these problems are related to the adopted metal line opacities-a probable excess opacity for giants (Malagnini et al. 1992 )-makes the temperature scale of metal-deficient stars more uncertain. In addition to their partial dependence on models, most of the previous works concerning the T eff scale for metal-deficient giants have the additional drawback of the low number of stars. As a consequence, the uncertainties in the calibration of T eff versus colour and metallicity are larger than desirable.
In order to overcome the above mentioned disadvantages, we have carried out a programme aimed at a more reliable definition of the effective temperature scale of giant stars (F0-K5). This work is part of a long term programme aimed at a complete revision of the T eff scale of the different regions of the HR diagram. The work is based on the Infrared Flux Method (Blackwell et al. 1990 ), which has proven useful for deriving temperatures of metal-poor giants of globular clusters (Arribas & Martínez-Roger 1987; Arribas et al. 1991) , and has low dependence on models for these types of stars. The temperatures obtained are scaled to direct T eff (Alonso et al. 1994a; Paper II) . A thorough account of the procedure followed for the application of the method can be found in (Alonso et al. 1996a ; Paper I) where we described a similar programme devoted to main sequence stars.
As an initial step, we selected a sample of stars (∼ 500) covering a wide range in metal content (+0.5 > [Fe/H] > −3.0), and measured the infrared photometry JHK(L ) required for the application of the IRFM (Alonso et al. 1998; Paper IV) . The number of stars and their distribution in the parameters space is adequate for establishing reliable relations T eff -colour-[Fe/H] for giant stars. In this paper, we present the temperatures obtained. In a forthcoming paper, we will provide and discuss the calibrations T eff -colour-[Fe/H], as well as the mean intrinsic colours for giant stars.
The present paper is laid out as follows. In Sects. 2, 3 and 4, we outline the practical implementation of the IRFM: i.e. the calibration of q × R-factors by using the grid of atmosphere models computed by Kurucz (1991 Kurucz ( , 1993 ; The determination and calibration of bolometric fluxes of giant stars by applying a method previously devised to obtain and calibrate bolometric fluxes of main sequence stars (Alonso et al. 1995; Paper III) and the description of the assignment of secondary atmospheric parameters to the stars of the sample. The effective temperatures are derived in Sect. 5, where we provide an analysis of the the internal consistency of the method and the uncertainties affecting the derived efective temperatures. In Sect. 6, temperatures derived in the present work are compared with those derived in previous works. In Sect. 7, results are summarized.
The implementation of the IRFM
In principle, stellar effective temperatures can be determined in a fundamental way by measuring both the angular diameter and the bolometric flux of stars. In practice, this direct approach is limited to very bright stars confined to the close solar neighbourhood. If, as in the present programme, we are interested in extending the temperature determination to other target stars, then we are compelled to use indirect methods. Among the latter, the InfraRed Flux Method (Blackwell et al. 1990) has proven its reliability and non-critical dependence on models for spectral types earlier than late K and/or M. A detailed description of the implementation of the IRFM adopted in the present work is given in Paper I. For the sake of self-consistency we provide below a brief outline of it.
The determination of T eff is obtained by comparing the quotient between the bolometric flux (F Bol ) and the monochromatic flux at a chosen infrared wavelength of the continuum (F (λ IR )) both measured at the top of the Earth's atmosphere (R obs ), with the outputs of models (R theo ). Therefore, the basic equation of the IRFM is:
where the dependence of models on metallicity, surface gravity, and λ IR is explicitly taken into account. The monochromatic fluxes are obtained by applying the relation
where m and m cal are, respectively, the magnitudes of the problem and standard star, λ IR is the selected wavelength at the infrared, F cal (λ IR ) is the absolute flux of the standard star at λ IR , and q(λ IR , T eff , [Fe/H], g) is a dimensionless factor which corrects the effect of the different curvature of the flux density distribution, across the filter window, between the standard and the problem stars. The separation of observational and model inputs is easily obtained by substituting relation (2) in Eq. (1) as follows: Fig. 1 .
Model inputs: the q-and R-factors
The use of broad-band photometry to obtain the IR monochromatic fluxes requires the application of the socalled q-factors introduced in Eq. (2) (See also Paper I).
Ideally, q-factors should be determined from spectroscopic data, but in the absence of a complete data base of empirical IR spectra, we have to rely on a grid of models to compute q -factors. Note however that q-factors always imply small corrections in the range studied.
The theoretical flux density distributions from Kurucz's (1991 Kurucz's ( , 1993 ) models have been used to calculate R theo (λ IR ) and q(λ IR ) factors, as defined in Eq. (1) and Eq. (2) respectively. The effective wavelengths of the bands J, H, K and L for the application of the IRFM were computed by considering the instrumental response of the photometric system (Alonso et al. 1994b and Paper IV) and the atmospheric transparency of the site computed by using the PLEXUS code (Clark 1996) . Then the closest wavelengths sampled by the models were adopted (λ J = 1272.5 nm, λ H = 1635.0 nm, λ K = 2175.0 nm and λ L = 3690.0 nm). Tables 1, 2 , 3 and 4 contain the calibration of qand R-factors generated with Kurucz's models as a function of temperature, metallicity and surface gravity. Effective temperatures cover the range 3500−6500 K, surface gravities cover the range log(g) = (0.0 − 3.5), and metallicities cover the range (0.5, -3.5).
Sensitivity of q × R to the effective temperature
The separation of terms in Eq. (3) (i.e. model information to the right-handside, and observational data to the lefthandside) is useful to simplify the analysis of the influence of errors on the derived temperatures.
Among the four near-IR wavelengths considered in this work, the q × R J factors are the least sensitive to temperature, especially under 5000 K. The q × R H and q × R K sensitivities are comparable, although temperatures lower than 4000 K derived using q × R H are less reliable, due to the relative maximum of the flux associated with the minimum of the H − opacity reached in this band. As a consequence, the value of q H factors in this temperature range is significantly different from 1, so that the effect of any possible uncertainty in the H − opacity or in other sources of opacity which now become more important is amplified. Finally, the highest sensitivity to T eff is shown by q × R L , however this sensitivity is counterbalanced by the difficult of measurement of fluxes in this band.
The variations induced by the change in metallicity or surface gravity are only important for T eff lower than 4250 K. In particular, the variation of R-factors in the range log(g) = 0 − 3.5 for a fixed temperature and metallicity is almost negligible.
The values of q ×R obtained from Tables 1-4 allow the errors induced by the uncertainties in the different input parameters of the IRFM on the derived temperatures to be derived easily (Fig. 2) . If we consider a variation of 5% in q × R -the theoretical counterpart to the quotient F Bol /F (λ IR )-the change in temperatures derived using the factors R H , R K and R L is practically constant over 4000 K: 1.6 − 2% for T H and 1.6% for T K and T L . The change of T J varies from 8% at 4000 K to 2% at 7000 K. Hence, R J is the poorest indicator of T eff for the application of the IRFM, and we will consider only T J temperatures over 5000 K in the average. An uncertainty of 0.5 dex in metallicity causes, over 4000 K, a maximum average error of 0.5% in the mean temperatures derived applying the IRFM (Fig. 2) . The influence of an error of 0.5 dex in log(g) is even smaller on the derived temperatures, reaching at most average errors of 0.3% over 4000 K.
Observational inputs for the IRFM
In the following paragraphs the different observational inputs which enter the application of the IRFM are commented on.
IR monochromatic fluxes
The determination of monochromatic fluxes at wavelengths of the IR continuum requires two observational inputs: Firstly, the measurement of IR photometry for the Table 1 . Calibration of q− and R−factors versus metallicity, log(g) and effective temperature for λ eff = 1272.5 nm (J band), computed using fluxes generated with Kurucz (1993) problem stars with respect to a standard, and secondly the absolute flux calibration of the standard star. Then, entering the IR magnitudes measured in Eq. (2), we obtain monochromatic fluxes at λ J , λ H , λ K and λ L for each star in the sample.
In Paper II, a semi-empirical method was devised to determine the absolute calibration of the flux of Vega in the near-IR (from J to L ). This absolute calibration places temperatures derived applying the IRFM with Kurucz's models on the same scale as mean direct temperatures derived from angular diameter measurements.
It is worth noting the good agreement (within 1%) with the semi-empirical calibration for Vega provided by Walker & Cohen (1992) , the theoretical one by Dreiling & Bell (1980) and the "self-consistent" calibration by Blackwell et al. (1990) .
The errors in the absolute IR flux calibration have different effects on the temperatures derived by mean of the IRFM, depending on the photometric band. The errors in the absolute IR flux calibration were estimated at 3% in the J band, 4% in H and K bands and 5% in L band (Paper II). Over 4000 K, the net effect of this systematic uncertainty is a drift of the temperature scale. If it happens that the above errors correlate in the three (four) bands, the maximum possible variation of the temperature scale would amounts to from 1.2% at 8000 K to 1.7% at 4000 K (1.3 − 1.7%) over 4000 K. However, if as it is more likely, the errors in the three (four) bands are uncorrelated, the net effect of the uncertainty of the absolute calibration would be an approximately constant shift in the zero point over the whole temperature range amounting to at most 0.9%. Although the indeterminacy of the zero point of the scale is common to all kind of methods used to derive effective temperatures, the method adopted in Paper II to fix the absolute calibration of the flux in the near IR was designed in order to minimising this error.
The programme of broad-band photometry in the near-IR is described in Paper IV. J, H, K (and L ) magnitudes were measured for 70% of the stars in the sample, with a mean accuracy of the order of 0.01 − 0.02 mag for J, H, K and 0.04 mag for L . For the remainder of the stars, the photometry was obtained from the literature and transformed to the system of the TCS in order to compute near-IR monochromatic fluxes. The isolated effect of the photometric errors on the T eff determination can be inferred from Tables 1-4, taking Eq. (3) into account.
Bolometric fluxes
For the range of spectral types studied in the present work, nearly all the flux arriving at the earth atmosphere passes through the atmospheric windows. When comparing F Bol derived directly from calibrated spectra to F Bol obtained by integrating UBV RI photometry, Petford et al. (1988) report an accuracy of the order of 2%. Therefore, the bolometric flux might be obtained for each star in the sample from broad-band photometry. However, photometric calibrations of the type provided by Blackwell & Petford (1991) and Blackwell & Lynas-Gray (1998) represent a more practical and accurate approach. We have obtained calibrations of this kind by fitting the bolometric fluxes of 184 stars of the sample, well distributed in metallicity, as a function of K, (V − K) and [Fe/H] . Bolometric fluxes (F Bol ) have been obtained by integrating UBV RIJHK photometry. The percentage of F Bol measured in U -K bands ranges from 80% to 90% for the giant stars contained in our sample. The energy outside that wavelength range (i.e. UV and far IR flux) has been estimated with the help of models as described thoroughly in Paper III. The low dispersion of the fits grants the overall level of accuracy expected for the final temperatures derived in Hayes & Latham (1975) and Tüg et al. (1977) , and the IR absolute flux measured in Paper II.
The corresponding bolometric correction for K TCS magnitudes for giant stars obtained from Eqs. (4) and (5) is listed in Table 5 , where the validity range of the calibration, in colour and metallicity, is shown. The differences from the bolometric correction obtained by applying the same method to main sequence stars are in the range 0.01 − 0.05 mag (Fig. 3) .
In Fig. 4 we show the difference between bolometric corrections or fluxes derived here, and those from the following authors: Bessell, Castelli and Plez (1998; BCP98) This work comprehensively provides bolometric corrections synthesized from different grids of stellar model fluxes of solar metallicity. The comparison of the BC(K) scales in Fig. 4a shows a consistent agreement in the range (V − K) = 1.4−3.6. However, in the borders of the colour range of our calibration differences increase. The discrepancies at the cooler edge of the temperature scale point are probably connected with the limitations of Kurucz's (1993) models under 4500 − 4000 K, however the reason for the discrepancy at the hotter edge is unclear.
Blackwell and Lynas-Gray 1998 (BL98)
This work presents a re-analysis of the results of Blackwell & Petford (1991) by using the same techniques. In Fig. 3c , we show the ratio of our bolometric flux to that of BL98 versus temperature for 50 giants common to both works. The mean difference is 1.4% (BL98 fluxes greater) with a dispersion of 1.7%. No appreciable trend with temperature is observed in the range 4000 − 8000 K. The offset is probably related to the different absolute flux calibrations adopted. Flower (1996; F96) This study provides a thorough analysis of the bolometric correction based on measurements of 335 stars compiled from the literature. For 37 giants common with our sample (mainly Population I stars), we have transformed the BC(V ) provided in Table 3 of F96 to BC(K) adopting the following parameters for the Sun: BC (V ) = −0.12 and (V − K) = 1.524. From the comparison, two main 
features can be observed in Fig. 4b . The differences show a conspicuous slope with colour. The probable reason for this trend is coupled with the different temperature scales adopted in both studies. Furthermore the scatter about the mean line of differences is slightly larger (≈ 3%) than expected if one sums in quadrature the internal errors of both works. The explanation of this point, apart from the different temperature scales used implicity in the calculation, may be partly related to the inhomogeneity of the F96 sample and partly to the uncertainties introduced by the transformation from BC(V ) to BC(K).
Bell & Gustaffson 1989 (BG89)
This study is based on a method similar to that applied here using instead 13-colour, UV and broad-band near-IR photometry. There are 21 common stars whose fluxes appear to be shifted 6% with a dispersion of 1.7% ( Fig. 4c ) from ours. This difference is probably connected with the absolute flux calibration and the photometric calibration of the 13-colour system. Notice that BG89 fluxes are also shifted 4 − 5% with respect to those of BL98, so that the relative differences with our work are consistent.
In summary, the agreement of the bolometric fluxes derived here for solar metallicity stars is within the errorbars expected from the sources of uncertainty affecting the various methods: errors in the absolute calibrations adopted in the optical and IR ranges, differences in the atmosphere models grids. It is worth noting at this point that a 3% error on the bolometric flux implies a 1% error in the temperature derived by mean of the IRFM.
The reddening correction
A considerable number of the stars in the sample are distant from the solar neighbourhood (D > 300 pc), Table 6 . Temperatures derived for the field stars of the sample. Column 1: Identification. The stars are ordered in right ascension. Column 2: Metallicity. Column 3: Surface gravity. Column 4: Bolometric flux in 10 −2 erg cm −2 s −1 . Column 5: Interstellar reddening. Column 6: Temperature derived in band J (units are K). Column 7: Error in TJ computed considering errors in F Bol , monochromatic fluxes, log(g) and [Fe/H] . Columns 8-9: The same as in Cols. 6-7 for temperature derived in band H. Columns 10-11: The same as in Cols. 6-7 for temperature derived in band K. Columns 12-13: The same as in Cols. 6-7 for temperature derived in band L . Column 14: The weighted mean temperature derived from TJ , TH , TK and T L . Column 15: Mean error computed by considering linear transmission of errors from Cols. 7, 9, 11 and 13. Column 16. Number of temperatures considered in the average of Col. 14 Table 6 . continued Table 6 . continued Table 6 . continued Table 6 . continued Table 6 . continued and consequently extinction corrections have to be applied. For this purpose, we have estimated E(B − V ) for each star in the sample in order to correct both the bolometric and monochromatic fluxes. Where the values of the estimated extinction were considered significant, the colours have been corrected according to the extinction law (A λ = f (A V , λ)) compiled by Landolt-Börnstein (1982) . Two independent methods have been considered for assigning E(B −V ) to field stars. The first one is based on the work by Anthony-Twarog & Twarog (1994), which provide E(b − y) obtained with the reddening maps of Burnstein & Heiles (1982) . In this case, we have considered E(B − V ) = 1.37E(b − y) (Crawford 1975) . The second one makes use of the extinction models for the galaxy compiled by Hakkila et al. (1997) and the distances calculated from Hipparcos parallaxes. The values obtained by Anthony-Twarog & Twarog (1994) are preferred for metal-poor giants, since the parallaxes of these stars are affected by errors which made the second method more uncertain.
As for the stars of globular clusters, we have adopted an average of the most reliable values quoted in literature, and, except for M 71, we have restricted our analysis to low reddening clusters.
In Tables 6 and 7 we present the reddening correction applied to the stars of the sample. It is worth noticing that a third of the field stars of the sample needed a reddening correction E(B − V ) ≥ 0.02 mag, and that ∼10% of them have E(B − V ) ≥ 0.05 mag.
The change in temperature induced by E(B − V ) = 0.05 mag when applying the IRFM varies from 2.1% at 3500 K to 4.5% at 7500 K. The hotter the star the stronger the effect since the proportion of flux radiated in the visible/UV wavelength range is greater.
Metallicity and surface gravity
The effective temperature determination by means of Eq. (3) requires an estimate of the stellar metallicity and surface gravity. These parameters, however, need not be very accurate as mentioned in Sect. 3.1. In particular, it may be concluded that 0.5 dex and 0.3 dex uncertainties in log(g) and [Fe/H], respectively, are sufficient to obtain temperatures to an accuracy of 1 − 2% (see Fig. 2 ). Therefore, as far as the surface gravity is concerned, it is enough to consider an average surface gravity according to the spectral type, although spectroscopic determinations of surface gravities have been adopted when available from literature.
A number of stars in the sample had their metal abundance determined from fine spectroscopic analysis included in the Catalogue of [Fe/H] determinations of Cayrel de Strobel et al. (1997) with a mean accuracy within 0.15 dex. We have preferred these determinations, but for stars lacking spectroscopic analysis, photometric metallicity calibrations based on Strömgren photometry (Anthony-Twarog & Twarog 1994), and on δ 0.6 (U − B) index (Carney 1979) , with accuracies oscillating between 0.20 − 030 dex, were used.
The adopted gravities and metallicities are listed in Tables 6 and 7 . Kurucz (1995) overshooting models, open circles: ATLAS9 Kurucz (1995) no overshooting models, solid triangles; NMARCS giant branch models of Plez et al. (1992) , open triangles: NMARCS giant branch models of Plez (1995) b) Difference between the bolometric correction to KTCS obtained here and that of Flower (1996) ; c) Ratios of the fluxes presented in this work to those obtained by Bell & Gustafsson (1989) (triangles), and Blackwell & Lynas-Gray (1998) (squares). Dotted lines show the internal error of our calibration (1.5%)
The determination of temperatures
According to the procedure described in the preceding sections, we have derived three (four) effective temperatures for each star in the sample by applying the IRFM at the IR wavelengths considered (Eq. 3). The individual values of T J , T H , T K (and T L ) derived with their corresponding errors, are listed in Tables 6 and 7. The final temperature was derived as an average of T J , T H , T K (and T L ) weighted with the inverse of their errors: Table 7 . Temperatures derived for the globular cluster stars of the sample. Column 1 Globular cluster. Column 2: Identification: M 3 nomenclature from Cohen et al. (1978) and Arribas & Martínez-Roger (1987) ; M 13, M 92 and M 67 nomenclature from Cohen et al. (1978) ; M 71 nomenclature from Frogel et al. (1979) ; 47 Tuc nomenclature from Frogel et al. (1981) ; NGC 288, NGC 1261, NGC 362 nomenclature from Frogel et al. (1983) . Column 3: Metallicity. Column 4: Surface gravity. Column 5: Bolometric flux in 10 −2 erg cm −2 s −1 . Column 6: Interstellar reddening. Column 7: Temperature derived in band J (units are K). Column 8: Error in TJ computed considering errors in F Bol , monochromatic fluxes, log(g) and [Fe/H] . Columns 9-10: The same as in Cols. 7-8 for temperature derived in band H. Columns 11-12: The same as in Cols. 7-8 for temperature derived in band K. Column 13: The weighted mean temperature derived from TJ , TH and TK. Column 14: Mean error computed by considering linear transmission of errors from Cols. 8, 10 and 12. Column 14. Number of temperatures considered in the average of Col. 13 Table 7 . continued In order to estimate the error of the mean temperature, a linear transmission of the errors was considered, given that the errors in each band are not totally independent:
where N is the number of bands considered and the error in the temperature of each band is defined by
The quantities in square brackets have been estimated by considering finite-difference interpolation with the help of grids of values similar to those displayed in Tables 1-4 with a finer spacing. Over 5000 K, the temperatures in the three (four) bands enter the average with similar weight. In that range, the assignment of weights automatically takes into account the uneven sensitivity of the IRFM in the different bands and the individual quality of IR photometry. However, below 5000 K only T H , T K and T L have been considered in the average, since R J is a very insensitive indicator of temperature for the cooler stars. Under 4000 K, only T K and T L have been considered. This is due to the fact that the coolest models show in the H band a local maximun of flux which is not observed in IR spectra (Lançon & Rocca-Volmerange 1992) .
The mean error in the final temperatures is around 1 − 2%. Note however, that the uncertainties in the temperatures derived under 4000 K are greater than the errors determined from Eq. (8) due to the model imperfections in this range caused by the absence of important sources of opacity associated with certain molecules. Likewise, the IRFM is difficult to apply at temperatures above 8000 K because, as these stars emit a substantial proportion of energy at short wavelengths, the correction for insterstellar extinction and the determination of the bolometric flux are rather uncertain. For these reasons, the temperatures outside the range 4000 K < T eff < 8000 K have a lower level of accuracy, and the error-bars quoted in Tables 6  and 7 have to be considered, in some cases, as lower estimates.
We show in Figs. 5 and 6 the difference between T J , T H , T K and T L , and the average temperature adopted. The individual residuals reveal that the dispersion is compatible with the estimated errors derived from the uncertainties in the input parameters of the IRFM. They follow approximately a normal distribution both with temperature and metallicity. As expected, the uncertainties are greater for temperatures obtained from R J factors, due to the lower sensitivity of the IRFM in this band and the greater photometric error in the measurement of magnitude J. The consistency of T J and T H is good over 4500 K; however, under this temperature noteworthy discrepancies appear to be due to the fact that R J -and R H -factors lose their sensitivity to temperature in this range. Fig. 8 . Differences between the temperatures derived in this work (TIRFM) and those derived by Frogel et al. (1979 Frogel et al. ( , 1981 Frogel et al. ( , 1983 and Cohen et al. (1978) (TCFP). Top: Differences against TIRFM. Bottom: Differences against metallicity. The differences are consistent with a zero-point offset amounting to 56 K (dotted line) 
Comparison with other determinations
In this section, we provide the comparison of our temperatures with those derived by other authors for common stars in the sample. We show differences found in Figs. 7 and 8. Furthermore, a detailed analysis of the scale of temperatures derived from the present work will be given in a subsequent paper by considering the mean relations T eff : [Fe/H] and the UBV RIJHK and uvby photometric colours.
Direct methods
There is a group of 18 giant stars in the sample whose diameters have been measured by optical methods (Code et al. (1976; C76) , Ridgway et al. (1980; R80) , Di Benedetto & Rabbia (1987; BR87) , Hutter et al. (1989; H89) , Mozurkewich et al. (1991; M 91) , and White & Feiermann (1987; WF87) ). In Table 8 , we provide the comparison between IRFM temperatures and those obtained considering their measured angular diameters and bolometric fluxes. If we consider the typical errors of both the direct method and the IRFM the differences observed are within the error-bars. Excluding HR 7635 and HR 5301, the average difference T direct − T IRFM colours for 537 dwarf and giant stars A-K. There are 70 giant and subgiant stars of DB98 common both to Paper I and the present work. Below 7000 K, the agreement is fairly good. The DB98 temperatures are 12 K hotter with a dispersion of 42 K (0.23 ± 0.93%). However, for the four stars with T IRFM > 7000 K a difference of 400 ± 300 K is observed (the DB98 temperatures are hotter). This fact is probably related to the difficulty in estimating bolometric fluxes for early-type stars. Cohen et al. (1978) , Frogel et al. (1979 Frogel et al. ( , 1981 Frogel et al. ( , 1983 ; CFP The scale of temperatures defined by CFP has been adopted as standard in many studies devoted to the analysis of chemical abundances of giant stars and the calibration of stellar evolution models of the RGB. In the series of papers above mentioned, the authors provide effective temperatures for an extended sample of Red Giant Branch stars of globular clusters. The effective temperatures derived by CFP are based on atmosphere models and multicolour photometry (a brief description of the method used to derive temperatures is detailed in Frogel et al. 1981) . In Fig. 8 , we show the differences observed between T IRFM and T CFP . In average, T CFP are 56 K hotter than T IRFM with a dispersion of 46 K. No apparent trend of the differences with T eff or [Fe/H] is appreciated. In summary, temperatures derived here are comparable with those derived by other authors. On the one hand, the differences and the dispersion of the differences found with other works based on the IRFM are within the errorbars of both accidental errors (i.e. uncertainty on the bolometric and monochromatic fluxes and other input parameters of the IRFM) and systematic errors (i.e. uncertainty in the absolute flux calibration as commented in Sect. 4.1 and different grids of model fluxes). On the other hand, the differences and the dispersion of the differences found with direct methods and surface brightness method are consistent with the combination of our internal error estimates and theirs.
Summary
The IRFM has been applied to a sample of approximately 500 giant stars later than F0, which cover the metallicity range (0.5, −3.5). Near-IR monochromatic fluxes have been used in order to derive T J , T H , T K and T L for each star. The uncertainties in the input parameters needed to apply the IRFM and the induced errors on the three/four temperatures derived have been computed. The consistency of the temperatures derived in the three different bands is fairly good above 4000 K. The final temperature for each star in the sample has been derived considering the mean of T J , T H , T K and T L weighted with the inverse of their errors. From the analysis of the systematic errors associated with the uncertainty in the absolute flux calibration in the near-IR, the expected indeterminacy of the zero point of the temperature scale should be around 1%. However, the good agreement between the IRFM and direct temperatures of a sample of 18 giant stars suggests a lower uncertainty. The internal estimated precision for the final temperatures, considering the effect of accidental errors, is around 1.5%. The comparison with other works also based on semi-empirical and empirical methods shows slight discrepancies which may be explained by considering the internal errors affecting the determination of temperatures.
