A maximum/minimum principle for weighted W 1,2 solutions to the Tricomi problem with L 2 right hand side and homogeneous boundary data is established for normal Tricomi domains. In addition, the existence and uniqueness of such generalized solutions is established for arbitrary L 2 right hand sides in normal domains which satisfy a convexity condition near the parabolic boundary points.
Introduction
In this work, we are interested in establishing the validity of a maximum/minimum principle for generalized solutions of the classical Tricomi problem T u ≡ −yu xx − u yy = f (x, y)
in Ω
as well as for the conjugate problem (LT ) * in which the boundary condition u = 0 is placed on BC ∪ σ instead, where f is an arbitrary element of L 2 (Ω). Here T ≡ −y∂ 2 x − ∂ 2 y is the Tricomi operator on R 2 and Ω is a bounded region in R 2 with piecewise smooth boundary ∂Ω of the classical Tricomi form. That is, ∂Ω consists of a smooth arc σ in the elliptic region y > 0, with endpoints on the x-axis at A = (−x 0 , 0) and B = (x 0 , 0), and two characteristic arcs AC and BC for the Tricomi operator in the hyperbolic region y < 0 issuing from A and B and meeting at the point C on the y-axis (we assume without loss of generality that A and B are symmetric with respect to the y-axis). One knows that AC : (x + x 0 ) − 2 3 (−y) 3/2 = 0 and BC : (x − x 0 ) + 2 3 (−y) 3/2 = 0 .
We will call such a domain a Tricomi domain. Moreover, we will assume that the domain is normal in the sense that σ is perpendicular to the x-axis in the points A and B.
The problem (LT ) has a notable physical importance. It describes, in the hodograph plane, the problem of transonic flow through a nozzle; a connection first established by Frankl' [8] . The placement of the boundary condition on only a portion AC ∪ σ of the boundary can yield a well posed problem for classical solutions as first established by Tricomi himself [24] in special cases, whereas placement of data on larger portions of the boundary will overdetermine the problem for classical solutions due to the presence of hyperbolicity; energy integral methods based on the work of Friedrichs [9] yield suitable uniqueness theorems. In addition, there are a wealth of results on existence and uniqueness of strong solutions in Hilbert spaces well adapted to the boundary condition. However, despite its physical importance and despite some 70 years of study, results on the linear Tricomi problems (LT ) and (LT )
* are not complete. In particular, there is an almost complete absence of spectral theory which is glaring in its own right and impedes substantially progress on associated nonlinear problems. Recent works of the authors [21, 22] have attempted to make progress in this direction. One major difficulty lies in the fact that the problem (LT ) is not self-adjoint.
A possible starting point for developing a spectral theory would be to have maximum/minimum principles for weak solutions to the problem; that is, the invariance of the positive cone in a suitable Banach space under the solution operator to the problem. Our main result (cf. Theorem 3.1 of Sec. 3) is a result of this kind. It is well known that solutions to such mixed elliptic-hyperbolic equations obey an extremum principle provided that the solutions are sufficiently regular; a fact first noted by Germain and Bader (cf. [13, 14] ) and then developed in an elegant and general way by Agmon, Nirenberg and Protter (cf. [2] ).
There are some results regarding extremum principles for weak solutions; however, such results are lacking in various respects. In particular, the works of Kovalenko [17] and Babenko [3] assume that the solutions are continuous, which does not allow for arbitrary f ∈ L 2 (Ω) which is the natural setting for the spectral theory application mentioned above. The L 2 based theory that we employ extends such results and yields automatically compactness of the solution operator. The paper of Gaidai [10] is an attempt to work in this L 2 context, but it presents two major problems. The first is his claim that the non-negative right hand side f when weakly approximated by images f i under T of regular functions u i one must be able to select a subsequence such that f in ≥ 0 (cf. the discussion following formula (25) of [10] ). This is far from clear. The mere fact that the weak limit f obeys f ≥ 0 does not imply, in general, that the approximating sequence must be non-negative. Perhaps one could complete the argument by interpreting the kernel of the integral operator appearing in formula (24) of [10] in terms of the Green's function for the Tricomi problem and then trying to employ a delicate monotone convergence argument as done by Littman in the elliptic case (cf. [19, 20] ). One would need to exploit special properties of such Green's functions which have been developed by Germain and Bader (cf. [13] or [14] ). This raises the second problem in that it is unclear for which types of domains Gaidai claims to prove the result. The explicit constructions of Germain and Bader are well developed in the case of normal domains while the solvability results of Didenko invoked by Gaidai hold for domains with angular points in A and B. This is a recurring problem in the theory of mixed type equations in which existence results involve numerous additional technical assumptions, especially on the elliptic boundary geometry. The present work seeks to remedy this state of affairs by supplying a clean existence theory (cf. Sec. 2) that matches the maximum principle (cf. Sec. 3) and that applies to any f ∈ L 2 (Ω). Our approach will be used at the outset normal domains, for which the classical theory is best understood. For normal domains, we establish the existence and uniqueness of generalized solutions lying in a suitably weighted version of W 1,2 for any right hand side f ∈ L 2 (Ω). Such weights are not needed for domains in which the elliptic arc σ forms acute angles with the parabolic segment AB (cf. Didenko [7] and Lupo-Payne [21] ), but in the normal case such a weight does arise naturally when trying to force the vanishing of the solution on all of σ (cf.
Step 2 of the proof of Theorem 2.1 and Remark 2.1). This result clarifies what appears to be conflicting claims made in the work of Didenko for normal domains (cf. p. 17 of [6] and p. 20 of [7] ). For the extremum principles, we (1) regularize the problem, (2) use the classical solvability of Agmon [1] for normal domains, (3) show how to adapt the argument of Agmon-Nirenberg-Protter [2] to solutions with a weaker regularity property near the hyperbolic boundary (cf. Definition 3.1) in the special case of homogeneous boundary data and compactly supported right hand sides and (4) use the continuity of the generalized solution operator. Our recipe would extend to any Tricomi domain which has the property of admitting generalized solutions as well as admitting "Agmon solutions".
Existence and Uniqueness of Generalized Solutions
Before stating the main results of this section, we will describe what we mean by generalized solutions, which is in the sense of Didenko [7] . We begin by fixing notation and recalling some of the Hilbert space techniques used for such mixed type problems (see also the book of Berezanskii [4] ). In all that follows, Γ will be a connected subset of ∂Ω which is assumed to be at least piecewise C 1 (in order to apply the divergence theorem). We consider the following spaces of smooth functions 1) where N Γ is an neighborhood of Γ. We denote by W 1 Γ (Ω) andW 1 Γ (Ω) the Sobolev spaces which are the closures of the spaces in (2.1) with respect to the norms
respectively. If ∂Ω, and in particular Γ, is sufficiently regular, the space C
(Ω) respectively, equipped with their negative norms in the sense of Lax (cf. [18] ). We recall that L 2 (Ω) is included naturally inW −1 Γ (Ω) and that
from which one proves thatW
(Ω) and that one has a generalized Schwarz inequality
with similar considerations for W −1 Γ (Ω). We will find generalized solutions u to (LT ) in the following sense. 
An analogous definition can be made for a generalized solution v ∈W 1 BC∪σ (Ω) to the problem (LT ) * . We note that using the definition of theW −1 Γ (Ω) norm, one has the following estimates: for each Ω with ∂Ω piecewise C 1 , there exist constants
and
as well as similar estimates in the norms without the tildes, which are just continuity estimates. They give rise to continuous extensions of the Tricomi operator T (defined on dense subspaces of smooth functions) such as
As shown by Didenko, a necessary and sufficient condition to have the generalized solvability for the problem (LT ) and (LT ) * for each f ∈ L 2 (Ω) is to have the continuity estimates (2.6) and (2.7) as well as the a priori estimates of admissibility as encoded in the following definition. 
In fact, having established that a given Tricomi domain is admissible, one has the generalized solvability and, for example, the existence of a continuous right inverseT AC f which is to sayT
Finally, using the Rellich lemma, one gets an inverseT
AC which is an injective, non surjective and compact operator on L 2 (Ω), which has important consequences for the spectral theory of the Tricomi problem. We recall thatT AC is not self adjoint; in fact (T AC ) * =T BC . We are now ready to give results on the existence and uniqueness of generalized solutions for normal domains, first under a certain convexity condition and then for normal domains which contain a normal convex subdomain. The class of domains we first consider are normal Tricomi domains whose elliptic boundary arc σ is given as a graph {(x, y) : y = g(x), −x 0 ≤ x ≤ x 0 which satisfies the following hypotheses:
We remark that in the class of normal Tricomi domains the only additional hypotheses are the regularity in (2.12c) and the uniform convexity condition (2.12d), where k is some real constant. The first result is the following theorem. Following the ideas laid out by Didenko in [7] for non normal domains, one can relax substantially the hypotheses on the elliptic boundary geometry to obtain the following result. The main work to do is to derive the needed a priori estimates which prove the uniqueness and set up necessary machinery for the existence. We will give the argument only for the estimate (2.9), which gives the uniqueness for the problem (LT ) and the existence for the adjoint problem (LT ) * ; the argument for (2.10) being analogous. Before beginning the argument in earnest, we would like to sketch the basic idea. Our approach is to implement the Didenko variation of the classical a-b-c energy integral method, introduced in [6] , as exploited for example in [21] . The point is to estimate from above and from below the following quadratic form (energy integral)
AC∪σ (Ω) where v = Iu solves a suitable Cauchy problem for a first order differential equation Dv = u where the vector field D =ã(x, y)∂ x +b(x, y)∂ y is chosen with care so as to give a lower bound in terms of a nonnegative quadratic form
That is to say, the difficult part is usually the estimate from below as one tries to ensure that (2.13) gives a positive definite quadratic form; the estimate from above is typically routine provided that one can ensure that v vanishes on enough of the boundary (BC ∪ σ in this case) to apply the generalized Schwarz inequality. It turns out that in the case of a normal boundary it is difficult to put AC into bijective correspondence with all of BC ∪ σ with the flow of a vector field D giving enough positivity. On the other hand, one can obtain the needed positivity if one first relaxes the vanishing of v to a subset BC ∪ σ 2 of BC ∪ σ, the subset being large enough to support a Poincarè inequality (cf. Lemma 2.1 below), and then one obtains the additional vanishing by exploiting mapping properties of the degenerate elliptic operator T in the elliptic halfspace (cf. Lemma 2.2 below), at the expense of introducing a weight in the norms.
Proof of Theorem 2.1.
Step 1. An a priori estimate for the mixed type domain.
Given Ω a normal Tricomi domain satisfying the hypotheses of the theorem, an a-b-c energy integral argument yields the following lemma whose complete proof will be given in Sec. 6. Lemma 2.1. Let Ω be a normal Tricomi domain satisfying the hypotheses (2.12a)-(2.12d). Then there exist constants
15)
are suitable decompositions of σ as defined in the statement of Lemma 6.1.
We remark that the estimate (2.14) is enough to ensure the existence of a weak solution v ∈ W 1 BC∪σ2 (Ω) to the problem (LT )
* , but that we must work to extract a solution satisfying the boundary condition on all of σ.
Step 2. Weighted estimates in the elliptic part of the domain.
We denote by C ∞ 0 (Ω + ) the space of smooth functions with compact support in Ω + = Ω ∩ {y > 0}, which we can regard as a subspace of C ∞ 0,Γ (Ω) for each Γ ⊆ ∂Ω by extending the function to be zero outside of its support. We denote bỹ
3), which simplifies to the integral over Ω + for ψ ∈ C ∞ 0 (Ω + ). We note thatW 
Proof. Indeed, taking any pair u, ψ of functions in C ∞ 0 (Ω + ) one has by applying the divergence theorem
Using the Cauchy-Schwarz inequality, where |y| 1/2 u x , |y| 1/2 ψ x , u y and ψ y belong to
, and the definition of theW −1 (Ω + ) norm one finds the second inequality in (2.16), which is just a continuity property for T acting on a suitably weighted version of H 1 0 (Ω + ). Substituting u for ψ into (2.17) and using the generalized Schwarz and Poincarè inequalities gives C u
which proves the first inequality in (2.16).
We remark that the estimates in (2.16) imply the existence of a continuous extension of TT
which in fact establishes an isomorphism betweenW 1 0 (Ω + ) and its dualW −1 (Ω + ).
Step 3. Existence of weak solutions to (LT )
The inequality (2.14) gives
and it is easy to show that there exists a constant C(Ω) > 0 such that
from which it follows that, for some C > 0,
which by the Cauchy-Schwarz inequality and the inequality (2.18) gives a bounded linear functional on T (C 19) where ·, · is the duality bracket. That is to say, v ∈W 1
BC∪σ2
(Ω) is a weak solution to T v = f which vanishes weakly on BC ∪ σ 2 .
It remains to show that v vanishes weakly on the rest of σ; that is, v ∈ W 1 BC∪σ (Ω) = Γ⊂(BC∪σ)W 1 Γ . For this, it suffices to show: given φ ∈ C ∞ (Ω) with
) the Cauchy-Schwarz inequality and Lemma 2.2 give
where
, whence φv defines an element of the dual toW −1 (Ω + ).
Step 4. The weak solution is a generalized solution in the sense of Definition 2.1.
By the continuity ofT BC :W 
One need only show that f =f ∈W 20) where the second inequality follows from the divergence theorem. Combining (2.20) with (2.19) gives
which in the limit gives f − f, u = 0 for each u ∈ C ∞ 0,AC∪σ (Ω), and hence the result.
Since the a priori estimates (2.9) and (2.10) are necessary conditions for the existence of generalized solutions (cf. Lemma 2 of [7] ), we can record the following result.
Corollary 2.1. Let Ω be a normal Tricomi domain with boundary AC ∪ BC ∪ σ that satisfies the hypotheses of Theorem 2.1, then Ω is an admissible domain; that is
We are now ready to sketch the proof Theorem 2.2, which is essentially due to Didenko [7] for the case of non normal domains.
Proof of Theorem 2.2. Given Ω and Ω 0 as in the statement of the theorem, we pick a cutoff function φ ∈ C ∞ (Ω) such that 2δ] ) and δ is small enough so that σ and σ 0 agree in the strip 0 ≤ y ≤ 3δ. Our goal is to obtain the estimate
AC∪σ (Ω) estimate being completely analogous. As noted previously, these admissibility estimates together with the continuity properties of T AC and T BC allow one to conclude the existence and uniqueness claims of the theorem.
Since
Estimate of the first term in (2.24): We note that T (φu) = φT u − 2φ y u y − uφ yy where
and recall the definition of theW
Applying the generalized Schwarz and Cauchy-Schwarz inequalities one finds that
Then exploiting the continuity of ∂ y fromW
, the first inequality in (2.16) of Lemma 2.2, and the boundedness onW 1 0 (Ω + ) of the multiplication operators given by φ, φ y and T φ, one obtains from (2.25) and (2.26) BC∪σ (Ω) →W −1 (Ω + ) from which (2.27) yields
Estimate of the second term in (2.24): A similar argument yields the estimate
Putting together (2.24),(2.28) and (2.29) gives the desired estimate.
We conclude this section by noting that the weight |y| that appears in thẽ W 1,2 (Ω) norm describes the possible lack of square integrability of the partial derivative with respect to x of the solutions in a neighborhood of the parabolic boundary points A and/or B. Away from these points, and in particular on the interior of the parabolic segment, these partial derivatives are locally square integrable. For future reference, we record this fact. singularities in the hyperbolic region noted above.
The Maximum/Minimum Principle for Generalized Solutions
Our main result is the following theorem. The proof is organized in four steps. We will give the argument for the minimum principle and the problem (LT ); all the other cases being completely analogous.
Step 1. Existence of continuous solutions for a regularized problem.
One first approximates the given f ∈ L 2 (Ω) which satisfies f ≥ 0 a.e. with a sequence f n ∈ C ∞ 0 (Ω) such that f n ≥ 0 in Ω, suppf n ⊂ Ω n = {(x, y) ∈ Ω : dist((x, y), ∂Ω) > 1/n}, and f n → f in L 2 (Ω). This is clearly possible by a standard mollification argument using non-negative mollifiers. Then one considers the sequence of regularized problems
It is a classical result of Agmon (cf. Sec. 2 of [1] ) that:
Theorem 3.2. For normal Tricomi domains, with σ a Jordan arc, given f ∈ C 0 (Ω) there exists a solution u ∈ C 0 (Ω) that satisfies T u = f in the sense of distributions and u = 0 on AC.
In fact, one can write explicit integral expressions to construct the solution in which the fundamental solutions of Germain and Bader [13] play the key role. Hence, using the fact that the domain is normal, one has a sequence of weak solutions u n ∈ C 0 (Ω) to (LT ) n . Moreover, since Ω is assumed to be admissible, the existence and uniqueness result for admissible domains implies that u n =T −1 AC (f n ) are continuous representatives lying in the unique class of generalized solutions for every n.
Step 2. Interior regularity and some regularity up to the boundary.
As mentioned in the introduction, the maximum principle of Agmon-NirenbergProtter requires some regularity of the solution; namely that it belongs to C 2 (Ω) ∩ C 0 (Ω)∩C 1 (Ω − \{A, B}). In fact, in the special case of homogeneous Tricomi boundary conditions with compactly supported right hand side, their argument can be shown to function under slightly weaker regularity conditions. We record the needed regularity in the following definition. where D − u = ∂ y u − √ −y∂ x u is essentially the directional derivative along characteristics parallel to AC.
Returning to the solution u n ∈W 1 AC∪σ (Ω) ∩ C 0 (Ω) of (LT ) n , the needed continuity of u n comes from the Agmon existence result and hence it suffices to check that u n ∈ C 2 (Ω) and that (3.1) holds. To establish the interior regularity one can use tools of microlocal analysis; we record the following consequence of the work of Kim [16] , which shows that the interior regularity of the solution depends only on the regularity of the right hand side f and the regularity of the tangential derivative of the solution on the characteristic AC. Proof. Following [16] , one considers AC as not including its endpoints and defines Ω to be Ω with an ball about A and strip about BC removed. One rewrites the equation −yu xx − u yy = f in the hyperbolic region Ω − = Ω ∩ {y < 0} as 
loc (Ω). Applying the result for each m ≥ 0 gives the result.
The needed regularity up to the boundary arc AC is the most novel part whose lengthy yet elementary proof will be given in Sec. 4. We note explicitly that again the elliptic boundary geometry plays no role in the regularity claim.
Step 3. Maximum principle for regular solutions.
At this point, it is possible to utilize a slight variant the maximum principle of [2] for regular solutions to obtain that u n ≥ 0 in Ω. We record this maximum principle in the following lemma, whose complete proof will be provided in Sec. 5 for convenience of the reader. Step 4. Continuity of the inverseT
To conclude is sufficient to observe that sinceT
is continuous (cf. the comments after formula (2.10)) and that f n → f in L 2 (Ω) one obtains that u n → u in L 2 (Ω). Finally, since u n ≥ 0 the limit satisfies u ≥ 0 a.e. in Ω and hence the result. where D ± = ∂ y ± √ y∂ x . We note explicitly that in this discussion the segment AC is to be understood as not containing its endpoints. We assume without loss of generality that f ≡ 0 in an neighborhood of ∂Ω. The proof is based on a careful but elementary analysis of an integral identity that plays the key role in the original proof of the Agmon-Nirenberg-Protter maximum principle. In Ω − = Ω ∩ {y < 0} one has the differential identity
The idea of [2] is to multiply (4.2) by the differential 1-form dy and integrate over characteristic segments. The point here is to continue the analysis up to the boundary AC without the hypothesis u ∈ C 1 (Ω − \{A, B}) used in [2] . First, we fix some notation that will be used throughout this section and the next. By Γ ± (P ) we denote the characteristic segments of T lying in Ω − of positive and negative slope respectively that pass through a given point P ∈ Ω − . Orienting Γ ± (P ) with respect to increasing y-coordinate, we define characteristic intervals [R, S] ± for R, S ∈ Γ ± (P ) in the obvious way. For h, k > 0, we denote by R h,k (P ) the closed characteristic half-rectangle about P whose sides are characteristic intervals with the vertices F
denotes the flow along Γ ± (·) a distance δ, with δ > 0 corresponding to increasing y-coordinate. We note that
where by S R α we intend the line integral of the differential 1-form α along the oriented characteristic interval [R, S] + . Formula (4.3) gives rise to the integration by parts formula
Now, for each P ∈ AC and S ∈ Ω − such that [P, S] + ∩ suppf = ∅ the line integral where lim R↓P indicates the limit taken as R tends to P along the characteristic segment [P, S] + . Indeed, multiplying (4.2) by dy and using the fact that T u = 0 along [R, S] + for each R ∈ (P, S] + , an integration by parts yields
On the Maximum Principle for Generalized Solutions to the Tricomi Problem 549
Taking the limit as R ↓ P gives
where we have used u ∈ C 0 (Ω) with u(P ) = 0 for each P ∈ AC and uD 2 + g ∈ C 0 (Ω). Moreover, reexamining (4.5) and (4.6) by applying (4.3) to the right hand side of (4.5) shows that lim R↓P D − u exists and is given by
The limit τ (P ) is independent of the choice of S = F + h (P ) as long as h is small enough so that [P, S] + ∩ suppf = ∅. Moreover, τ (P ) depends continuously on P ∈ AC since u, g, D + g and D
2
+ g belong to C 0 (Ω), g = 0 on AC, and since
) depends continuously on P with h fixed as above.
Next, we would like to show that lim R→P D − u(R) exists independently of the approach of R to P ∈ AC. With P ∈ AC fixed, we select a closed characteristic rectangle R h,k (P ) so that R h,k (P ) ∩ supp f = ∅. For any sequence {R n } such that lim n→∞ R n = P , we may assume that each R n lies in R h,k (P ). We have R n = F + hn (P n ) with P n = F − kn (P ) where necessarily 0 < h n < h, |k n | < k and h n , k n tend to 0 for n → +∞. Calculating τ (P n ) by using S n = R n ∈ R h,k (P ) in (4.7), solving for D − u(R n ), exploiting the continuity of τ , and taking the limit gives
That is, the function defined by
is continuous up to the boundary. Finally, we would like to show that τ vanishes on AC, where we note that u ≡ 0 on AC implies that
We argue by contradiction, assuming that τ (P ) =τ > 0 for some P ∈ AC; the argument forτ < 0 is analogous. Since τ is continuous in a strip about AC, one can find Rh ,k (P ) such that τ (R) >τ /2 for all R ∈ Rh ,k (P ). Then selecting R h = F + h (P ) with h ∈ (0,h) and
for each h ∈ (0,h), where we have used the obvious analog of (4.3). Taking the limit for h → 0 + and recalling that u ∈ C 0 (Ω) and that u ≡ 0 gives 0 ≥τ k/2 > 0, which is absurd.
Proof of Lemma 3.3: A Maximum Principle for Regular Solutions
Our goal in this section is to prove that if u is a regular solution to the problem (LT ) with f ∈ C 0 0 (Ω) then f ≥ 0(≤ 0) implies u ≥ (≤ 0), where we recall explicitly that u regular means
where D ± = ∂ y ± √ −y∂ x are essentially the directional derivatives along characteristics parallel to BC/AC. We prove only the case of the minimum principle, the maximum principle being completely analogous and note that a similar statement also holds for the problem (LT )
* . The argument is a special case of that of [2] , with only minor modifications due to relaxing slightly the C 1 regularity of u near AC. Despite the similarity of the proof and that it is applied in a more particular context, we provide it in its entirety for the convenience of the reader and written with our sign convention in the definition of the Tricomi operator T which gives a positive definite operator in the elliptic region.
Step 1. Assume the contrary.
Then u, which is continuous onΩ compact, achieves its negative minimum somewhere onΩ. Assuming that u(Q) = minΩ u = m < 0 for some Q ∈Ω, we will derive a contradiction. One notes that Q cannot belong to AC ∪ σ since u vanishes there. This leaves only Ω − ∪ BC ∪ AB ∪ Ω + .
Step 2. Q ∈ Ω − .
Assuming that u assumes its negative minimum at Q in the hyperbolic interior Ω − , one joins Q to some P ∈ AC\{A, C} with a characteristic segment [P, Q] + . We will show that D − u(Q) < 0, and hence Q cannot be a location of a minimum. One multiplies the identity (4.2) of Sec. 4 by the 1-form dy and integrates along the oriented characteristic segment [P, Q] + by splitting the line integral into two pieces at an intermediate point S close enough to P so that S is outside the support of f . The proof of Lemma 3.2 shows that the integral along [P, S] + is a convergent (perhaps improper) integral while the other is a proper integral. This yields
Integration by parts and using u(P ) = 0 yields
We note that v(S) = u(Q) − u(S) ≤ 0 for S ∈ [P, Q] + with v(P ) < 0 since u(Q) = minΩ u and that D 2 + g > 0; hence, the integral on the right hand side of (5.3) is strictly negative. Treating the integral on the left hand side of (5.3) as a convergent (perhaps improper) integral gives Step 3. Q ∈ BC\{B, C}.
If u assumes a negative minimum on the characteristic arc BC (minus its endpoints on which u is zero), one can integrate dy times the identity 5) by repeating the argument leading to (5.3) above. One can view (5.5) as a family of formulas in terms of the characteristic distance k from BC; that is
+ lies outside of the support of f . All of the relevant objects on the right hand side of (5.6) being continuous, one finds that
where again the integral in (5.7) must be strictly negative if u(C) = 0 and u(Q) is a negative minimum. Hence u is strictly increasing as R tends to Q along Γ − (Q), which contradicts u having a minimum in Q.
Step 4. Q ∈ AB.
If a negative minimum on the closure of Ω − of u occurs at Q along the parabolic segment AB (not including the endpoints on which u vanishes), the argument of
Step 2 allows one use the argument of [2] to show that ∂ y u(Q) < 0, and hence minΩ u cannot occur on AB.
The idea is to construct an auxiliary function v and a suitable curvilinear triangle Step 5. Q ∈ Ω + .
If u achieves a negative minimum in the interior of the elliptic region Ω + , one can restrict attention to the Dirichlet problem for the Tricomi operator in a region Ω δ = Ω ∩ {y > δ} where δ = dist(Q, AB)/2. The Tricomi operator is uniformly elliptic in such a subdomain and hence cannot admit an interior negative minimum by the Hopf minimum principle.
Proof of Lemma 2.1: An a Priori Estimate
In this section, we give the proof of the a priori estimate (2.14) of Lemma 2.1. The argument will show that one easily exchanges the roles of A and B in the proof, giving also the proof of the estimate (2.15).
Step 1. A class of vector fields.
For the purposes of estimating the integral
from below by a positive constant times the integral
we introduce the following class of vector fields. We consider D =ã∂ x +b∂ y , with
where a, b and x 1 are positive constants to be chosen suitably and where y C = −(3x 0 /2) 2/3 is the y-coordinate of the characteristic vertex C. Under the hypotheses (2.12a)-(2.12d) we claim that a triple (a, b, x 1 ) can be chosen so that for each u ∈ C 2 AC∪σ (Ω) the integral (6.1) can be estimated below by a positive constant times the integral of (6.2). In particular, one has a suitable flow geometry if one selects the triple according to the following inequalities
)
where y max is the maximum overΩ of the y-coordinate and k is the constant in (2.12d). We remark that it is possible to select such a triple taking for example a = 2b, which satisfies (F 1) and (F 2), and then selecting x 1 to be larger than the maximum of x * 1 and x * * 1 .
Step 2. Analysis of the flow geometry.
In order to set up the auxiliary Cauchy problem (cf. (6.8) below) whose solution is needed to begin the estimate of the quadratic form (6.1), we first have need to analyze the geometry of the flow of the linear system
whose integral curves φ(t) = (x(t), y(t)) give the flow lines of the vector field D = a∂ x +b∂ y withã andb defined by (6.3). The point O = (−x 1 , y C ) being singular for D, all integral curves are attracted to O, where we note that the domainΩ is contained in the quadrant Q = (−x 1 , +∞) × [y C , +∞). The integral curve of (6.4) which lies in this quadrant joining a given point (x,ȳ) in Q to O is given by a graph
Picking a and b to satisfy (F 1) a > b > 0 one has integral curves whose graphs satisfy γ increasing and strictly concave (γ < 0), except for the curve y ≡ y C . Moreover, one has the following lemma which codifies the most important aspects of the flow to be exploited in what follows.
Lemma 6.1. Let Ω be a normal Tricomi domain satisfying the hypotheses (2.12a)-(2.12d). For each triple (a, b, x 1 ) satisfying (F 1) and (F 4) there exists an integral curve y = γ(x) tangent to the elliptic boundary σ in a point (x, g(x)) withx ∈ (−x 0 , x 0 ) so thatΩ lies strictly beneath the graph of γ away from the point of tangency. Moreover, one has the following properties.
(i) The flow of D establishes a bijective correspondence between AC ∪σ 1 and BC ∪ σ 2 , where σ 1 and σ 2 are the pieces of σ lying to the left and right respectively of the point of tangency (ii) The domainΩ is D-pseudoconvex; that is, every segment of an integral curve of the system (6.4) with both endpoints inΩ must lie entirely inΩ.
Proof of Lemma 6.1. There will exist at least one integral curve of the system (6.4) which is tangent to the elliptic boundary σ at some point (x, g(x)) provided that H(x) = 0, where
Indeed, since one can connect any point of σ to O, it suffices to ask for tangency, which is given by (6.6) noting that the exterior unit normal field to σ is given by n = (1 + (g (x)) 2 ) 1/2 (−g (x), 1). An intermediate value theorem argument shows that the equation (6.6) must admit at least one solutionx ∈ (−x 0 , x crit ), where x crit is the unique critical point for the uniformly concave graph g. Selecting x 1 larger if necessary so that the triple (a, b, x 1 ) satisfies (F 4) one "flattens out the flow" in such a way as to ensure
which follows from a simple estimation exploiting the explicit representation (6.5) for γ withȳ = g(x). Integrating the inequality (6.7) shows that the graph of g lies strictly below that of γ away from the point of tangency. This completes the first affirmation of the lemma and determines the decomposition of σ. As for the remainder of the claims, it is enough to note that each segment of an integral curve with both endpoints lying inΩ lies strictly below the "tangent" one and strictly above the "degenerate" one y ≡ y C .
Step 3. The auxiliary Cauchy problem.
Having fixed a triple (a, b, x 1 ) so that (F 1) and (F 4) hold, the geometric analysis above shows that the following Cauchy problem is well posed: for every u ∈ C u ds , where φ(x, y) is the unique integral curve of D which joins BC ∪ σ 2 to the point (x, y) ∈Ω (cf. Appendix A of [21] for similar details).
Step 4. The estimate from below.
One begins by applying the divergence theorem to the quadratic form in (6.1), noting that T = div(−y∂ x , −∂ y ), to obtaiñ Step 5. The estimate from above.
Using the fact that v is regular and vanishes on BC ∪ σ 2 , one can apply the generalized Cauchy-Schwarz inequality to obtain The leftmost member of (6.9) can be estimated below by the square of W (Ω) and using the continuity of the first order differential operator D with smooth coefficients as a map W 1 BC∪σ2 (Ω) into L 2 (Ω) completes the proof estimate (2.14) of Lemma 2.1. As final remark, we note that the estimate (2.15) is proven exactly the same way where one starts from the flow of D =ã∂ x +b∂ y withã = −a(x − x 1 ) where x 1 > x 0 abdb as before.
