A high-performing distributed hash is critical for achieving performance in many applications and system software using extreme-scale systems. It is also a central part of many Big-Data frameworks including Memcached, file systems, and job schedulers. However, there is a lack of high-performing distributed hash implementations. In this work, we propose, design, and implement, SharP Hash, a high-performing, RDMA-based distributed hash for extreme-scale systems. SharP Hash's high performance is obtained through the use of high-performing networks and one-sided semantics. We perform an evaluation of SharP Hash and demonstrate its performance characteristics with a synthetic micro-benchmark and implementation of a Key-Value (KV) store, Memcached.
I. INTRODUCTION A Distributed Hash
is an important part of many frameworks and software systems in extreme-scale and distributed memory systems including Memcached, file systems, and job schedulers. Despite its extensive use, the DHT implementations have not fully leveraged high-performing networks, hierarchical-heterogeneous memory, and other hardware architectures to achieve high-performance. In this work, we design and implement, SharP Hash, a highperforming DHT.
SharP Hash is a high-performing hash table for modern extreme-scale systems. It provides low-latency, highthroughput performance and sustains this under heavy congestion by leveraging the one-sided semantics of the SHARed data-structure centric Programming abstraction (SharP) [1] programming constructs and the High Performance Computing (HPC) network technologies. Through the usage of SharP, SharP Hash supports hierarchicalheterogeneous memory; the KV pairs can be stored on DRAM, non-volatile random access memory (NVRAM), or High-bandwidth Memory (HBM). The current implementation supports important high-performing HPC networks such as InfiniBand and Aries/Gemini as well as Shared Memory.
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• We propose, design, and implement a proof-of-concept of a purely RDMA-based DHT with lock-free reads and one-sided writes for use on extreme-scale systems.
• We perform an experimental evaluation of our proposed design demonstrating its performance and scaling characteristics.
II. DESIGN AND IMPLEMENTATION
SharP Hash is a one-sided, RDMA-based DHT. A key challenge for SharP Hash is how to manage the read-write and write-write races while providing a balance between the network operations per read/write operation and the space constraints. Considering this, we choose to follow the hopscotch hashing approach and modify it to suit both Big-Compute and Big-Data applications using RDMA-based networks.
In the hopscotch hash table, the hash table uses blocks, which hold multiple KV pairs, and neighborhoods, which are comprised of blocks. To insert a KV pair, the key is hashed to determine its neighborhood and the KV pair is inserted in an empty area of a block within the neighborhood. If the blocks are full, the neighborhood is resized. To read, or find, a KV pair, the key is hashed and its neighborhood determined. Afterwards, a linear scan of the neighborhood's blocks is performed to find the KV pair.
To create a DHT with one-sided semantics that also follows hopscotch, the data layout for SharP Hash is modified from the typical layout used by hopscotch hash tables with respect to both blocks and value storage. With respect to blocks, each block begins with Lock and Used flags. The Lock flag indicates if the block is locked for writing. The reasoning for providing a Lock flag at the block granularity rather than with individual elements is to reduce the number of operations required to ascertain if a block is locked. With this approach, the number of operations required is one. Additionally, the majority of the operations for KV stores are reads rather than writes, which limits the potential overhead. The used flags represent the KV pairs stored in the block allowing an implementation to quickly discover free areas of the block for data writes.
With respect to value storage, the data layout of each value is represented by a version number for the value followed by the data for the value. This enables lock-free reads as it prevents values that span multiple blocks within a single neighborhood from having partial writes completed at the same time as a read operation, which may occur if read and write ordering is not guaranteed by the NIC.
A. Lock-free Read and One-sided Write Operations
The SharP Hash read operation is a one-sided and lockfree operation. It does not require the hash instance to be involved in the reading of the KV pair. When a key is to be read, SharP Hash is optimistic and reads all of the blocks belonging to a neighborhood, which reduces the total number of read operations for the NIC. If any of the blocks are locked, the operation does not complete. On hardware without ordering guarantees, an atomic operation (i.e., compare-and-swap (CAS)) is performed on the lock to ensure that the blocks were not locked while the operation was in progress. The operation continues with a linear probe on the KV pairs in the neighborhood to find the matching key and corresponding value. Because the data is local when the probing begins, the linear probing does not require further NIC operations, which may decrease latency depending on the size of both the neighborhood and the blocks.
The SharP Hash write is a one-sided operation. It does not require the hash instance to be involved in the writing of the KV pair. The write operation includes an atomic operation (i.e., CAS) to acquire a lock, writing the data along with the version number, and releasing the lock. If the lock is not acquired, then the write operation will be reattempted. This translates to three operations: (1) an atomic operation to acquire the lock, (2) a RDMA write operation, and (3) an atomic operation to release the lock.
III. EVALUATION
To evaluate SharP Hash, we performed a synthetic microbenchmark to gain an understanding of its performance and scaling characteristics. Further, to obtain an understanding of its usability, we modified the memaslap benchmark to use SharP Hash, where SharP Hash provided the same functionality as Memcached, and compared against Memcached. We used the Titan and Rhea clusters at the Oak Ridge Leadership Computing Facility (OLCF) as test beds for our evaluations.
The synthetic micro-benchmark consists of a mixture of write and read operations over thousands of iterations. To measure the latency of an operation, the value size was scaled from 4 to 4096 bytes between two nodes. To measure the throughput, the key and value size were fixed at 4 bytes while the number of Processing Elements (PEs) was scaled from 4 to 4096. We measured the latency and throughput of the operations with various workloads based on the percentage of read operations during the experiment including: 100%, 95%, 90%, and 50% read operations. The latency and throughput results of this experiment can be seen in Figure 1a and 1b. The results show the latency to satisfy an operation increases with the value size. This is because a neighborhood must be read for each operation with blocks growing proportional to the value size. For example, with 64 elements in a block and a value size of 4096, each block is 256 KB in size.
For the evaluation against Memcached, we used Mcrouter with Memcached to scale Memcached. For both Memcached and SharP Hash, the memory used for the KV storage is 64 MB of memory per PE, with one PE per CPU. For equivalence, both SharP Hash and Memcached used a single thread. The results of this evaluation can be seen in Figure 2a and 2b. SharP Hash outperformed Memcached in both throughput and transactions per second. The reasons for this are (i) the protocol overhead of TCP is adding to the latency between operations and (ii) the limitation of a single thread significantly reduces Memcached's capabilities.
