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Abstract. This paper proposes a new method for calculating the missing ele-
ments of an incomplete matrix of pairwise comparison values for a decision prob-
lem. The matrix is completed by minimizing a measure of global inconsistency,
thus obtaining a matrix which is optimal from the point of view of consistency
with respect to the available judgements. The optimal values are obtained by
solving a linear system and unicity of the solution is proved under general as-
sumptions. Some other methods proposed in the literature are discussed and a
numerical example is presented.
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Pairwise comparison is a well established technique in decision making. In
T. Saaty’s AHP [17], as an example, pairwise comparison matrices (PCM in
the following) are used to derive the priorities for n alternatives by means of
the so–called eigenvector method.
Nevertheless, in some cases we have to face a problem with missing judge-
ments, thus obtaining an incomplete comparison matrix. This may happen,
for instance, when the number of the alternatives, n, is large. In such cases
it may be practically impossible, or at least unacceptable from the point of
view of the expert, to perform all the n(n ¡ 1)=2 required comparisons to
complete the PCM. A trade-oﬀ between the completeness of the available
information and the need to keep reasonably small the number of questions
to be submitted to the expert is then unavoidable. Moreover, as it has been
pointed out in [10], it can be convenient/necessary to skip some direct critical
comparison between alternatives, even if the total number of alternatives is
not large. Some methods have been proposed in the literature to derive the
priorities of n alternatives from an incomplete n £ n PCM [1] [4] [10] [11]
[15] [19] [23] [24].
In this paper we deﬁne a measure of the inconsistency of a PCM using an
index introduced in [7] and then we propose to calculate the missing elements
of an incomplete PCM by maximizing the global consistency (i.e. minimizing
the inconsistency) of the ‘completed’ matrix. The paper is organized as
follows: In Section 2 we deﬁne the problem, we introduce the necessary
notations and brieﬂy describe some methods proposed in the literature to
solve the problem of incomplete comparisons. In Section 3 we describe our
method and we solve the one and two–dimensional cases (i.e. when one or
two comparisons between the alternatives are missing); then we extend our
results for the general case of p missing comparisons. Finally, we present
some results obtained by applying our method on a case proposed in [18] by
T. Saaty.
2 Incomplete comparisons
2.1 The problem formulation
Let Λ = fA1;A2;:::;Ang be a set of n alternatives and let the judgements
of a decision maker be expressed by pairwise comparisons. If all pairs of
alternatives (Ai;Aj) with i < j are considered, then it is necessary to perform
1n(n ¡ 1)=2 comparisons. With this data, one can obtain the upper diagonal
triangle of an n £ n matrix. The remaining elements of the matrix are
easily derived, as it is usually assumed that by comparing Ai with Aj, the
comparison of Aj with Ai is automatically assigned. Clearly, the elements of
the diagonal need not to be computed.
There are two main approaches to the problem of quantifying the com-
parative judgements. The ﬁrst is the Saaty’s approach, which is also called
multiplicative. In this framework, aij estimates the relative preference of
the alternative Ai when it is compared with the alternative Aj. The ob-
tained multiplicative PCM A = [aij] is positive, reciprocal (aji = 1=aij),
with aii = 1; i = 1;:::;n [16] [17]. To estimate the comparison aij, Saaty
proposes to use the rational numbers 1=9;1=8;:::;1;2;:::;9 with the following
meaning: if Ai is absolutely preferred to Aj, then aij = 9, in the opposite
case aij = 1=9, while indiﬀerence is indicated by aij = 1. Intermediate values
correspond to intermediate judgements.
A multiplicative PCM is called consistent if and only if
aihahj = aij ; i;j;h = 1;:::n: (1)
If a multiplicative PCM A = [aij] is consistent, then a positive vector
w = [wi] exists such that aij = wi=wj; i;j = 1;:::;n.
In the second approach, also called additive approach [2], the expert’s
preferences are described by a fuzzy preference relation r : Λ £ Λ ! [0;1]
[5] [21] [22]. In this framework, r(Ai;Aj) (for conciseness denoted by rij in the
following) indicates the preference degree of alternative Ai over alternative
Aj. It follows that rij = 0:5 indicates indiﬀerence between Ai and Aj, rij = 1
indicates that Ai is deﬁnitely preferred over Aj, and rij = 0 indicates the
opposite case. The n£n matrix R = [rij] is called additive PCM. Matrix R is
nonnegative and reciprocal in the additive sense: rji = 1¡rij; i;j = 1;:::;n.
An additive PCM R = [rij] is called consistent (in additive sense) if and
only if
(rih ¡ 0:5) + (rhj ¡ 0:5) = (rij ¡ 0:5) i;j;h = 1;:::;n: (2)
Property (2) can also be written as
rih + rhj ¡ rij ¡ 0:5 = 0 i;j;h = 1;:::;n: (3)
By writing (2), the role of the diﬀerences from indiﬀerence value 0.5 is em-
phasized.
2If an additive PCM R = [rij] is consistent, then a positive vector u = [ui]
of utility values exists such that
rij = 0:5 + 0:5(ui ¡ uj) i;j = 1;:::;n (4)
with jui ¡ ujj · 1 8ij [21].
In this paper we assume that the preferences are expressed following this
additive approach. Nevertheless, it can be shown that the two approaches
are equivalent: a simple function introduced in [6],
rij = f(aij) =
1
2
(1 + log9 aij) (5)
transforms the aij values into the rij values in such a way that all the relevant
properties of A = [aij] are transformed in the corresponding properties for
R = [rij] in the additive sense. In particular, multiplicative reciprocity is
transformed in additive reciprocity and multiplicative consistency is trans-
formed in additive consistency. This topic has been then developed in several
other papers [2] [5] [12] [13] [14] [25]. A comprehensive and elegant survey on
the relationships between the additive and the multiplicative approach (with
slightly diﬀerent deﬁnitions) can be found in [2].
2.2 Some known methods for incomplete comparisons
Let us now assume that one or more comparisons are missing. As a conse-
quence, the PCM is incomplete and it is no longer possible to derive the pri-
orities for the alternatives using the well known methods of the eigenvector,
or the geometric mean, to cite the most popular ones. Some methods have
been proposed in the literature to solve the incomplete comparison problem.
Most of these methods are formulated in the multiplicative framework [4],
[10], [11], [15], [19], some other in the additive framework [1], [23], [24]. An
incomplete additive PCM is also referred to as incomplete fuzzy preference
relation. Let us very brieﬂy describe the most important (in our opinion)
ideas presented in the above–mentioned literature.
Two methods have been proposed by P.T. Harker. The ﬁrst one [11],
called the geometric mean method, is based on the concept of “connecting
path”. If alternatives Ai and Aj are not compared with each other, let us
denote by fAi;Ajg the missing comparison (MC in the following) and let xij
be the corresponding numerical value to be estimated; a connecting path of
size r has the following form
xij = aik1ak1k2 ¢¢¢akrj (6)
3where the comparison values at the r.h.s. are known. The connecting path
of size two, also called elementary connecting path, corresponds to the more
familiar expression (see (1))
xij = aikakj: (7)
Note that each connecting path corresponds to an indirect comparison
between Ai and Aj. Harker proposes that the value ¯ xij of the MC should be
equal to the geometric mean of all connecting paths related to this MC. The
drawback of this method is that the number of connecting paths grows with
the number n of the alternatives in such a way that the method becomes
computationally intractable for many real world problems.
The second Harker’s method [10] is based on the following idea. The
missing (i;j)–component is set to be equal to wi=wj, where the components
of the vector w are not known and are to be calculated. In other words, the
missing entries are completed by setting them equal to the value they should
approximate. The matrix obtained with the described substitution is called
C. An auxiliary nonnegative numerical matrix A is then associated to C
satisfying Aw = Cw. The matrix A is nonnegative and quasi reciprocal, in
the sense that all its positive entries are reciprocal, but it contains entries
equal to zero. In this way, Harker transforms the original problem in that of
computing the principal eigenvector of a nonnegative quasi reciprocal matrix.
In order to justify his method, Harker develops a theory for such type of
matrices, following the Saaty’s one for positive reciprocal matrices.
Shiraishi et al. in [19] propose a heuristic method which is based on a
property of a coeﬃcient of the characteristic polynomial of a PCM A. More
precisely, the coeﬃcient c3 of ¸n¡3 is viewed as an index of consistency for
A. Therefore, in order to maximize the consistency of the PCM, the authors
consider the missing entries in the PCM as variables x1;:::;xm and propose
to maximize c3(x1;:::;xm) as a function of these variables.
In [4] a Least Squares type method is proposed. Instead of ﬁrst calcu-
lating the missing entries of a PCM, the priority vector w = [wi] is directly
calculated as the solution of a constrained optimization problem. Here the
variables are the n components wi of w and only the known entries aij are
approximated by wi=wj. The corresponding error is minimized as a function
of w1;:::;wn.
In [23], Xu proposes to calculate the priority vector w = [wi] of incomplete
fuzzy preference relation by a goal programming approach. His method refers
to (4) and minimizes the errors "ij = jrij ¡ 0:5+ 0:5(ui ¡ uj)j for all missing
entries (i;j). He also proposes his goal programming approach with another
4type of consistency, diﬀerent from (4).
In his second proposal, Xu [24] develops a method, for incomplete fuzzy
preference relations, similar to that introduced by Harker [10] for incomplete
multiplicative PCM. In [24] the priority vector w = [wi] is calculated by
solving a system of equations which corresponds to the Harker’s auxiliary
eigenproblem.
In [1] an iterative method is proposed to evaluate the MCs in an incom-
plete fuzzy preference relations. The main idea is the following. If rij is
unknown, the corresponding consistent value is calculated for each known
indirect comparison between Ai and Aj (i.e. for each elementary connecting
path); the arithmetic mean of all these values is the estimated value for rij
(the approach is therefore in the spirit of [11]). The estimated values for the
MCs are then iteratively utilized as known entries.
3 A new method for incomplete comparisons
Our method is based on an (in)consistency index introduced in [7], which
directly refers to the deﬁnition (3) of consistency for a PCM.
As mentioned before, we assume that the preferences are expressed by an
additive PCM R = [rij]; rij 2 [0;1]. Following [7] and taking into account
(3), let
Lijh = (rih + rhj ¡ rij ¡ 0:5)
2 (8)
be the inconsistency contribution associated with the triplet of alternatives
fAi;Aj;Ahg. This deﬁnition is meaningful, as the following lemma holds.
Lemma 1
Lijh is invariant under permutations of the indices.
Proof
The proof is based on the additive reciprocity of R : rji = 1 ¡ rij. Let us
rewrite Lijh in the form Lijh = (rih + rhj + rji ¡ 1:5)2. It follows that
Lhij = (rhj + rji + rih ¡ 1:5)
2 = Lijh
Ljhi = (rji + rih + rhj ¡ 1:5)
2 = Lijh
Lihj = (rij + rjh + rhi ¡ 1:5)
2 = (1:5 ¡ rji ¡ rhj ¡ rih)
2 = Lijh
Lhji = (rhi + rij + rjh ¡ 1:5)
2 = (1:5 ¡ rih ¡ rji ¡ rhj)
2 = Lijh
Ljih = (rjh + rhi + rij ¡ 1:5)
2 = (1:5 ¡ rhj ¡ rih ¡ rji)
2 = Lijh
5Two other useful properties of Lijh are very easy to check:
² If i 6= j 6= h , then Lijh = 0 iﬀ the alternatives Ai;Aj;Ah are compared
in a perfectly consistent way.
² If at least two indices are equal, then
Lijh = 0: (9)
As Lijh corresponds to a local inconsistency contribution, the global in-





Taking into account (9), ½ can be expressed as ½ =
P
i6=j6=h Lijh. Moreover, it





to all the (non ordered) triplets of alternatives, thus avoiding repetitions;
from lemma 1 we have: ½ = 6
P
i<j<h Lijh. As we are interested only in
optimization of ½, the numerical factor 6 is irrelevant. In the following, we
will use the simpler expression (10).
The method we propose for the incomplete comparison problem is based
on the idea to consider the missing entries in the incomplete PCM as variables
and calculate them by minimizing the global inconsistency index ½; in this
way, the values obtained are those that are most consistent with the available
data.
3.1 The single missing comparison case
Let us assume that only one comparison is missing: fAs;Atg, i.e. the com-
parison between As and At, s 6= t. Then the two elements rst and rts = 1¡rst
are unknown in the n £n matrix R. The optimal value r¤





In order to minimize ½ = ½(rst), let us calculate the stationary point(s) of
½. Taking into account Lemma 1, we have (in the following all the sums are


















(2rst ¡ 2rsh ¡ 2rht + 1)






rht + n=2): (12)













Function ½(rst) is a sum of strictly convex functions Lsth, so it is itself a
strictly convex function. As a consequence, (13) gives the global minimum
of ½(rst). The optimal value ˆ rst given by (13) can be outside the interval
[0;1], as it is well known that consistency may be incompatible with the use
of a bounded scale; for example, given rih, rhj 2 [0;1], it is possible that no
rij 2 [0;1] exists such that (3) holds. As an example, consider the extreme
values rih = rhj = 0 or rih = rhj = 1. Nevertheless, in this one–dimensional
convex case, if ˆ rst = 2 [0;1], then the (bounded) optimal solution r¤
st of (11) is
simply obtained by taking r¤
st = 0 if ˆ rst < 0 and r¤
st = 1 if ˆ rst > 1.
3.2 The two missing comparisons case
As the general case of p missing comparisons needs a rather complex notation,
let us ﬁrst assume that only two comparisons are missing, say fAs;Atg and
fAu;Avg. If the two MCs do not share any alternative, i.e. indices s;t;u;v
are all diﬀerent each other, the optimal values of rts and ruv can be calculated
independently as described in the previous section, i.e. using (13).
Let us then assume that an alternative, say At, is involved in both MCs,
which become fAs;Atg and fAu;Atg. The four unknown elements in the
n £ n matrix R are rst , rts = 1 ¡ rst, rut and rtu = 1 ¡ rut. The optimal
values r¤
st and r¤
ut are computed by solving the following problem:
min
(rst;rut)2[0;1]2 ½(rst;rut): (14)






















(2rst ¡ 2rsh ¡ 2rht + 1)






rht ¡ 2rut + (n ¡ 2):
By setting @½=@rst = 0 we obtain






rht ¡ n + 2






rht ¡ n=2 + 1


















rht ¡ 2rst + (n ¡ 2)
and, by setting @½=@rut = 0,







By imposing both derivatives equal to zero, we obtain the system
½




h6=s;h6=u rht ¡ n=2




h6=s;h6=u rht ¡ n=2 (15)
8where the coeﬃcient matrix is
Q =
·
n ¡ 2 ¡1
¡1 n ¡ 2
¸
(16)





h6=s;h6=u rht ¡ n=2 P
h6=t ruh +
P
h6=s;h6=u rht ¡ n=2
¸
: (17)
The coeﬃcient matrix is clearly nonsingular and therefore system (15) has
a unique solution (ˆ rst; ˆ rut) = Q¡1b which is the single stationary point of
the function ½(rst;rut) . The function ½(rst;rut) is convex, as it is a sum of
convex functions, so that the stationary point is a global minimum point.




2(n ¡ 2) ¡2
¡2 2(n ¡ 2)
¸
; (18)
which is positive deﬁnite for n > 3. If (ˆ rst; ˆ rut) belongs to [0;1]2, it is the solu-
tion of problem (14). As in the one–missing comparison case, when the avail-
able judgements are seriously inconsistent, it may happen that (ˆ rst; ˆ rut) = 2
[0;1]2. In this case the constrained problem should be solved by means of a
quadratic programming algorithm [9].
3.3 The p missing comparisons case
As in the previous cases, let us associate a variable rst to each MC fAs;Atg.
If p comparisons are missing, then the matrix R contains 2p unknown ele-
ments, due to its reciprocity. In this general case, analogously to the two–
dimensional one, it is necessary to distinguish between two diﬀerent type of
MCs.
The ﬁrst one, which we call independent, occurs when in a MC fAs;Atg
neither of the alternatives As and At is involved in any other MC. That is:
fAs;Atg\fAi;Ajg = ; for any other MC fAi;Ajg. In this case the optimal
value ˆ rst of the variable rst is simply given by (13).
We now focus on sets of dependent MCs; we call dependent the MCs of
a set such that for every partition into two subsets, there exists at least one
alternative which is in both subsets. As an example, ffA1;A2g;fA2;A4g,
fA4;A7gg is a dependent set of MCs, while ffA1;A2g;fA2;A4g;fA5;A7g,
9fA5;A8gg is not, as the two subsets ffA1;A2g;fA2;A4gg and ffA5;A7g,
fA5;A8gg do not contain a common alternative. As a consequence of these
deﬁnitions, the p MCs can be divided in a certain number of independent
MCs and some disjoint sets of dependent MCs.
As mentioned before, it is easy to ﬁnd the optimal value of a variable rst
associated with an independent MC, as it can be calculated independently
from the other variables. Analogously, we can calculate the optimal value of
the variables associated with a set of dependent MCs independently from all
the other variables not referring to that set.
In the following, we describe how to calculate the optimal values of a set
of m · n ¡ 2 variables associated with a set of dependent MCs. In order
to simplify the indices notation, we can ignore all the other p ¡ m MCs not
in the dependent set, assuming that only those m comparisons are missing
in the problem. We denote the m pair of alternatives corresponding to the
m MCs by fAsk;Atkg;k = 1;:::;m. Then ½ is a function of the m variables
xk = rsktk; k = 1;:::;m. Without loss of generality, we assume, that sk < tk.
The matrix R has 2m unknown elements: the m variables rsktk; k = 1;:::;m
above the diagonal and the m corresponding reciprocal elements below the
diagonal. For each variable rsktk, let us denote with IR+
sk and IR¡
sk the sets of
column indices of the other unknown elements which are on the same row sk





tk the sets of row indices of the other unknown elements which
are on the same column tk respectively above and below the diagonal. The
example in the next subsection will clarify this notation.
3.3.1 Consistency optimization




let us calculate its m partial derivatives and set them equal to zero. From










rhtk + n=2 = 0
and, after some calculation,































rhtk ¡ n=2: (20)
Taking (20) for k = 1;:::;m, we impose the m derivatives @½=@rsk;tk equal
to zero, thus obtaining a linear system with m equations in the m variables
rsktk; k = 1;:::;m :











n ¡ 2 q1;2 q1;3 ::: ::: q1;m
q2;1 n ¡ 2 q2;3 ::: ::: q2;m
::: ::: ::: ::: ::: :::
::: ::: ::: ::: ::: :::
qm¡1;1 qm¡1;2 ::: ::: n ¡ 2 qm¡1;m






















































































n ¡ 2 if h = k
¡1 if th 2 IR+
sk or sh 2 IC
+
tk
+1 if th 2 IR¡









n ¡ 2 if h = k
¡1 if sh = sk or th = tk
+1 if sh = tk or th = sk
0 otherwise:
11Note that all information on the known comparisons are summarized in vector
b, while matrix Q = [qij] encodes the interdependence structure of the m
MCs, with qij 2 f¡1;0;1g for i 6= j and qii = n ¡ 2 8i.
The following theorem on the optimal values of the missing comparisons is
the main result of the paper.
Theorem 1
If m · n ¡ 2, then
(a) Matrix Q is nonsingular and therefore system (21) has a unique solution
given by ˆ x = Q¡1b.
(b) Solution ˆ x is the global minimum point for function ½(x).
Proof
(a) From the assumption m · n ¡ 2, it follows that Q is strictly diag-
onally dominant 1,
Pm
j=1j6=i jqi;jj < m · n ¡ 2 = jqi;ij for all i. A
strictly diagonally dominant matrix is nonsingular (theorem of Levy –
Desplanques) and therefore invertible. Then system (21) has a unique
solution given by ˆ x = Q¡1b, i.e. the unique stationary point of ½(x).
The ﬁrst part of the theorem is then proved.
(b) From the deﬁnition of qhk, it follows that qhk = qkh. Then Q is a
symmetric matrix, strictly diagonally dominant, with all the diagonal
elements positive; this is suﬃcient to conclude that Q is positive def-
inite. The hessian matrix of ½(x) is itself positive deﬁnite, being a
positive multiple of Q. Then ½(x) is a strictly convex function and the
stationary point ˆ x is its global minimum point.
As in the previous cases, when the available judgements are seriously
inconsistent, it may happen that ˆ x = 2 [0;1]m. Also in this case the minimum
point in [0;1]m can be obtained by solving a quadratic programming problem.
The possibility of obtaining a numerical result not belonging to the a
priori chosen feasible set of values is well known and unavoidable when deal-
ing with inconsistency and a bounded scale. Clearly the problem does not
exist when an open scale is used [2]. On the other hand, despite the ele-
gant mathematical results, every unbounded scale yields serious drawbacks
in practical applications, but we do not want to dwell deeper on this issue.
Example
1A square m£m matrix A = [aij] is called diagonally dominant if jaiij ¸
P
j6=i jaijj; i =
1;:::;m. The matrix is called strictly diagonally dominant if strict inequality holds.
12As the notation required by the general p–dimensional case described
above is rather complex, we try to clarify the preceding issues by the following
example. Let us consider a case with nine alternatives fA1;A2;:::;A9g; we
do not take into account the known entries in the 9 £9 matrix and we focus
on the following ﬁve MCs with their corresponding variables
missing comparison variable k
fA1;A5g r15 = x1 1
fA1;A9g r19 = x2 2
fA3;A5g r35 = x3 3
fA5;A7g r57 = x4 4
fA5;A9g r59 = x5 5


















1 ¡ r15 1 ¡ r35 r57 r59
1 ¡ r57
















The l.h.s. part of system (21) becomes
8
> > > > <
> > > > :
7r15 ¡r19 ¡r35 +r57 +r59 = ¢¢¢
¡r15 7r19 0 0 ¡r59 = ¢¢¢
¡r15 0 7r35 +r57 +r59 = ¢¢¢
r15 0 +r35 +7r57 ¡r59 = ¢¢¢
r15 ¡r19 +r35 ¡r57 +7r59 = ¢¢¢
(24)
Clearly, we cannot write the vector b on the r.h.s. of the system unless we








7 ¡1 ¡1 1 1
¡1 7 0 0 ¡1
¡1 0 7 1 1
1 0 1 7 ¡1








13which is symmetric, positive deﬁnite and therefore nonsingular. With the
help of the known entries of PCM R (whatever they are) is then possible
to calculate vector b, so that the solution of the system (24) is given by
ˆ x = Q¡1b.
4 Numerical results
We propose some numerical experiences on a problem, concerning the choice
of a job, which has been proposed and studied by T. Saaty in [18], page 85.
The pairwise comparison matrix obtained by Saaty is transformed, by means










0:5 0:5 0:5 0:8155 0:5 0:3423
0:5 0:5 0:6577 :81550 0:5 0:3423
0:5 0:3423 0:5 0:8662 0:75 0:3423
0:1845 0:1845 0:1338 0:5 0:25 0:25
0:5 0:5 0:25 0:75 0:5 0:25










The inconsistency index (10) of R is ½ = 3:78. Now, let us assume that the
decision maker is not able to perform the comparison between alternatives
A2 and A3. Then R is incomplete, as the two elements r23 and r32 = 1 ¡ r23
are unknown. We complete R using our method, i.e. by minimizing ½(r23),
as explained in section 3.1. We obtain r23 = 0:4248 and the inconsistency
index of R becomes ½ = 2:478. If, in addition to fA2;A3g, the comparison
fA3;A5g is missing as well, we analogously calculate the optimal values of r23
and r35 by solving (15). The obtained values are r23 = 0:4726 and r35 = 0:559
with the inconsistency decreased to ½ = 1:6577. Finally, if we consider as
missing also a third comparison fA4;A6g, we have to solve the system (21) to
calculate the optimal values of the three variables, obtaining: r23 = 0:4726,
r35 = 0:559 and r46 = 0:0074. The matrix R, completed with these values,
is very close to consistency, being ½ = 0:245. Note that in all the cases
mentioned above the obtained values belong to [0;1].
5 Conclusions and ﬁnal remarks
We think that our proposal is a natural way to solve the problem of missing
data in pairwise comparison. We propose to complete the PCM coherently
with the available judgements by directly referring to the deﬁnition (3) of
14consistency. From the computational point of view our method is simple: in
order to calculate the optimal values, we only have to solve a nonsingular
linear system. Our future research eﬀort will be directed at comparing our
method with other approaches by suitable numerical experiments in order to
highlight diﬀerent properties / characteristics.
By means of (10) we deﬁne the global inconsistency index ½ of a PCM R
simply by summing all the local inconsistency contributions Lijh. If we are
interested in deﬁning an index independent from the order n of the matrix,
it is clearly possible to apply the necessary normalization. By taking into
account only the non trivial elements in (10) and dividing by their number, a






, which is the suitable
order independent inconsistency index.
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