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ABSTRACT
The School of Graduate Studies
The University of Alabama in Huntsville
Degree

Doctor of Philosophy

Name of Candidate

College/Dept. Engineering/Mechanical and
Aerospace Engineering

John R. Willard

.

Title A Numerical Investigation of Heat Transfer and Fluid Structures in the Wake of a
Single Confined Bubble

Presented here is a numerical investigation of a single highly confined bubble
moving through a millimeter scale channel without phase change. The underlying flow is
laminar and is driven by a pressure gradient, characteristic of a horizontal channel flow.
The bubble is confined in the vertical direction, between a heated upper plate and a lower
adiabatic surface. The simulation is accomplished in ANSYS Fluent using the Volume of
Fluid method to determine the phase boundary. A Lagrangian formulation of the
numerical domain is used to simulate a channel of arbitrary length. The dimensions of the
channel are 1.25mm in the confinement direction (height), 20mm in the cross-stream
direction (width) and 30mm in the streamwise direction (length). Three bubble diameters,
and three Peclet numbers were simulated. Observed in the flow field near the bubble are a
complex set of fluid structures which produce the fluid mixing responsible for the heat
transfer enhancement in the wake of the bubble. Most significant of these structures are a
pair of twin channel-spanning vortices that serve to move cold fluid from the bottom of
the channel up to the heated upper surface. Also observed are a pair of lateral jets that
exist at the sides of the bubbles. These jets have a secondary enhancement effect and are
responsible for lateral motion observed in the bubble. Three regions of wake heat transfer
response were identified. Active mixing produced by the near-field structures defined the
first region. In the second region, Nusselt number exhibited power-law decay. In the third
region the heat transfer rate exhibits an asymptotic return to the precursor value. A twodimensional reduced-order model of the wake heat transfer is also presented. Boundary
conditions are applied that capture the near-field mixing immediately behind the bubble.
The model results are contrasted with the wake behavior seen in the full simulation.
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Chapter 1

Introduction

Two-phase flows are a subject of substantial interest to the field of heat transfer.
These flows provide effective solution to cool high heat flux systems. Two-phase flows
are often categorized by the size of the containing geometry as well as the nature of the
force propelling the bubbles. Three geometry categories are often quoted based on the
hydraulic diameter of the channel/duct/pipe in question: large ducts, minichannels and
microchannels. Ducts with hydraulic diameters on the order of one millimeter are often
referred to as minichannels. While other sources of bubble motion have been
documented, the two primary propulsive forces in two-phase flows at the millimenter
scale are buoyancy, where gravity drives upward bubble motion, and pressure, where
liquid velocity in horizontal channels drives bubble motion. Minichannels are of specific
interest as it has been shown that for bubbly flows, the smaller channels confine the
bubbles near the walls and thereby produce larger heat transfer enhancement as the
bubbles slide along the heated wall(s). Minichannels also display a significant range of
two-phase taxonomy so that a variety of flow fields may be achieved. This is in contrast
to true microchannels for which bubbly flows are difficult to maintain and slug flow
(train of liquid slug/vapor slug) is the ubiquitous flow category. Within the realm of
1

minichannels, pressure-driven flows are of interest as the flow speeds can be actively
controlled rather than relying of gravitational effects. This combination of ease of control
and high heat transfer makes pressure-driven bubbly flows in minichannels of special
engineering importance. This engineering interest has driven studies of this category of
flow, however these studies have been almost entirely experimental in nature and focus
on bubble fields and the overall heat transfer enhancement produced by such fields. The
work presented here seeks to demonstrate that enhancement for a single bubble and to
document the detailed flow structures responsible through the use of computational
simulations.

Motivations and Goals
The effect of bubbles on heat transfer has been well documented over the last
several decades. Many studies have confirmed that sliding bubbles substantially increase
the heat transfer through the surface on which they slide. The precise mechanisms of the
enhancement have been the focus of more recent work. The experimental investigation
immediately preceding the present work Albahloul (2015) showed that in horizontal
minichannels, injected air bubbles were as effective as naturally nucleated vapor bubbles
in enhancing heat transfer. This result suggests that outside of the vapor production
associated with the nucleation and bubble growth, the source of heat transfer
enhancement is localized mixing of the liquid due to bubble motion.
This observation, that the dominant enhancement mechanism is the local mixing,
has led to interest in the precise nature of this mixing. Difficulties of isolating these
mechanisms in experimental settings prompted the present attempt to identify these
mechanisms using computer simulations. Computational fluid dynamics (CFD) software
2

has been shown to be an extremely useful tool for understanding the physics of complex
flow phenomenon. The goal is to create a three-dimensional simulation of a single highly
confined bubble traversing a laminar-flow rectangular minichannel which is heated via its
upper wall. The heat transfer enhancement and the fluid structures associated with that
enhancement will be documented, and all observables, that have experimental
counterparts, will be compared to experiment as a means of documenting the simulations.
To facilitate this goal, the following detailed objectives have been identified:


Produce numerical simulations of a single highly confined (channel spanning)
bubble in a horizontal minichannel of arbitrary length with a fully developed
precursor flow. In order to accomplish this goal, the simulations will be done
in a Lagrangian coordinate system attached to the bubble. The result is a
computational domain of limited streamwise extent that progresses down the
channel such that the bubble remains relatively stationary within the domain.
This arrangement is a central feature of this investigation and an innovative
approach to three dimensional simulations of highly confined two-phase
flows.



Show that numerical simulations can accurately reproduce the experimental
measurements of bubble velocity and bubble morphology, and support the
experimental results that non-vapor gas bubbles significantly increase heat
transfer.



Identify the flow structures responsible for the heat transfer enhancement, and
attempt to correlate the enhancement to observable parameters.

3



Explore the results of the full simulation through the creation of a reducedorder model of the wake heat transfer that seeks to identify and retain the
salient physics of the wake recovery to the precursor flow.

Organization of the Dissertation
Chapter 2 reviews the relevant literature on highly confined flows in minichannels
and on simulations of two-phase flows in small channels.

Chapter 3 describes the

approach taken to creating and validating the simulations and includes the boundary
conditions necessary to facilitate the Lagragian reference frame. Chapter 4 discusses the
results of the full simulations including observations of flow structures and attempts to
correlate the wake heat transfer. Chapter 5 discusses the reduced-order model and the
observations taken from that exercise. Finally, Chapter 6 provides a recapitulation of the
results and offers directions for future work. Included are a number of appendices which
provide a more complete documentation of the results to accompany the narrative in the
chapters.
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Chapter 2

Literature Review

Heat transfer enhancement of highly confined bubbly flows in millimeter scale
channels has been the focus of many studies in recent history. Most work in this area
focuses on buoyancy-driven flows producing motion of the bubbles. Pressure-driven
flows have been studied as well, however the work has almost exclusively been
experimental in nature. Numerical simulations of these pressure-driven bubbly flows are
essentially non-existent, especially for millimeter-scale channels. This focus on
experimental work has provided a foundation upon which numerical work could greatly
expand the understanding of the heat transfer mechanisms involved.
As an expansion to the experimental work, models of these flows have been
devised. Several types of these models have been suggested over the years as potential
simplified representations of the physics involved. Due to the conjugate nature of the
boundary conditions, models have been proposed that approach these boundary
conditions in various ways.
As a whole, numerical simulations of multi-phase flows are relatively common.
In addition to exploring the physics of such flows, these simulations provide insights into
the numerical tools used in modeling individual components of these types of flows. One
5

of the most contentious disagreements relates to the methods used to simulate phase
interfaces. Several numerical models of phase interaction have been produced and tested
with each providing different benefits over one another.
Based on the introduction above, three primary libraries of work have been
considered here: experimental measurements of heat transfer enhancement of bubbles in
pressure-driven millimeter scale channels, simple modeling of the heat transfer
enhancement of these bubbly flows, and full numerical simulations of multi-phase flows
and the numerical methods used to simulate the physics present in these flows.

Heat Transfer Enhancement due to Sliding Bubbles
A comprehensive review by Kandlikar (2002) collected information relating to
the fundamentals of millimeter and micrometer scale channels. He also suggested a
classification of channels by hydraulic diameter. With conventional channels having Dh >
3mm, minichannels with 200 μm < Dh < 3 mm, and microchannels having 10 μm < Dh <
200 μm. The secondary differentiation is the thermal state of the liquid in the channel.
Where the channel is described as saturated if the bulk temperature of the fluid is at the
saturation temperature and the channel is described as subcooled if the temperature is
below saturation.
Any early work that sought to understand the mechanics behind confined bubbles
was published by Ishibashi and Nishikawa (1969). They attempted to identify and predict
the primary mechanisms involved in heat transfer enhancement due to sliding bubbles.
They worked with a vertical system that focused on sliding vapor bubbles on a heated
surface. A significant conclusion was that 70% of energy transferred went into the liquid
phase rather than into the phase change itself. This conclusion challenged the entrenched
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belief that the heat transfer enhancement seen in multi-phase flows is due primarily to
production of vapor. This work produced a steady-state correlation for Nu and provided
the first attempt at modeling this heat transfer enhancement of sliding confined bubbles.
Several other studies went on to observe that bubbles created in one location
would provide heat transfer enhancement as they slide by other locations. This was seen
in multi-tube bundles by Nakashima (1978) as well as by Cornwell et al. (1980). These
works also suggested that the enhancement came from evaporation in a liquid microlayer.
This microlayer evaporation explanation was again suggested as the source of the
enhancement by Cornwell and Schuller (1982). Cooper and Lloyd (1969) were able to
show experimentally that a liquid microlayer did in fact exist between the heated flat
plate and the bubble. Koffman and Plesset (1983) also confirmed the existence of the
microlayer but concluded that evaporation therein did not fully account for the heat
transfer enhancement.
Narrow vertical spaces with confined bubbles were explored by Kusuda et al.
(1981).

This work measured temperature changes on the walls of narrow vertical

channels (1 – 5 mm). The walls were electrically heated and confined the bubbles
between the heated plate and an insulated surface. It was found that the temperature of
the heated surface dropped substantially behind the sliding bubble. They also proposed a
model of the heat transfer enhancement based on a semi-infinite solid conduction
formulation representing the liquid microlayer. To expand on this modeling, Monde
(1988) applied the model from Kusuda et al. (1981) to constant heat flux and uniform
temperature boundary conditions without evaporation. Monde and Mitsutake (1989)
published another work observing smaller bubbles in the same geometry used previously.
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This work also showed the limitations of the previous model as it produced results 2-3
times higher than experimental observations.
Houston and Cornwell (1996) performed boiling experiments in vertical columns
with horizontal tubes, using refrigerants as the working fluid. They also looked at the
effect of sliding bubbles on the heat transfer rate. They were able to provide evidence that
the evaporation was not the primary reason for heat transfer enhancement. While
evaporation was a significant portion of the energy transferred, it was not more than the
enhancement due to convective transport. This work was able to show that the convective
mechanisms due to bubbly flows were more significant to heat transfer enhancement than
evaporation in the microlayer.
Lie and Lin (2006) explored the effect of channel size on heat transfer. Their
work used a horizontal duct with subcooled R-134a as the working fluid. The channel
used was a narrow annular duct with gap size of 1 and 2 mm. They noted that the heat
transfer coefficient increased with decreasing gap size. Similar results were found by
Soupremanien et al. (2011) and they found that for high heat flux, increasing channel
aspect ratio produced higher heat transfer coefficients.
Thorncroft and Klausner (1999) looked at the individual mechanisms of heat
transfer enhancement behind sliding bubbles. They identified three components of the
heat transfer. The first was the heat transfer due to the single-phase convection. A second
that was the heat transfer due to phase change and bubble growth. The third was the heat
transfer due to sliding. This sliding heat transfer was suggested to be a combination of the
latent heat and the turbulent effects of the sliding bubble itself.
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This series of studies helped to build a picture that, in high-aspect-ratio
minichannels, a significant amount of heat transfer enhancement could be attributed to
the presence of sliding bubbles. This was the focus of the work by Ozer (2010-2012)
which explored steady response of fields of bubbles in high-aspect-ratio channels. This
work introduced the use of liquid crystal thermography as a way to measure temperature
distribution on the upper heated surface in minichannels. While this work focused on the
steady-state response of the system, a secondary focus of the work was to catalog bubble
diameter occurring in the fields of bubbles. Introduced in this work was a transient
conduction model of heat transfer behind a bubble inspired by the work of Ishibashi and
Nishikawa (1969) and Kusuda et al. (1981). Ozer was able to observe that in the twophase region of the flow heat transfer enhancement was 2-5 times that of the single phase
convective heat transfer.
A substantial follow-on to Ozer’s work was produced by Albahloul et al. (20142015). Albahloul sought to further understand the effect of sliding bubbles, in the absence
of phase change, on the enhancement of heat transfer. This work used subcooled flow of
Novec-649 with injected air bubbles, rather than vapor bubbles. The use of air bubbles
allowed for measurements of only the effect of bubble presence on heat transfer, without
the influence of phase change. It was confirmed that even in the absence of phase change
in the channel, heat transfer enhancement of 3-5 times that of the single-phase heat
transfer was produced by sliding air bubbles.

In addition to the heat transfer

measurements, Albahloul and Hollingsworth (2014) was able to show a strong
relationship between bubble diameter and speed of the bubble relative to the underlying
channel flow speed. A plot showing this relationship is shown in Fig. 2.1.

9

His

observation that the bubbles moved slower than highest (centerline) speed in the channel
created highly complex flow structure near the bubbles such as wakes extending both
upstream and downstream of the bubble. Albahloul (2015) also produced the first set of
in-situ images taken from within the channel of sliding bubbles in horizontal
minichannels. These images show the profile of the bubble and they complement more
traditional plan view images taken through the transparent lower channel wall.

These

two, simultaneous, views of the bubble were used to produce a relationship between
bubble diameter and the level of bubble confinement (the ratio of bubble height to
channel height), suggesting that bubble diameter could be used as a single free parameter
when describing bubble morphology.

Figure 2.1: Plot of experimental measurements of bubble speed versus diameter
ratio from Albahloul (2015)
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Modeling of Heat Transfer due to Sliding Bubbles
A simple model of the heat transfer due to sliding bubbles was produced by
Ishibashi and Nishikawa (1969). They made the assumption that due to mixing behind the
sliding bubble, a stagnant region of isothermal fluid would be produced. This region
could then be treated as a semi-infinite solid with a constant temperature boundary
condition. The two significant assumptions in the model were of constant temperature
and that the region of isothermal fluid was generated instantly. The model when
compared to experimental measurements was found to underestimate the measured heat
transfer. They compensated by introducing an evaporation term to the model.
Kusuda et al. (1981) developed a model based on transient conduction with the
significant addition of a liquid microlayer between the bubble and the heated surface.
This model included a varying wall temperature but was still based on one-dimensional
conduction into an isothermal region. Expanding on the previous model Monde (1988)
investigated the effects of the thickness of the previously introduced microlayer on the
heat transfer enhancement. This was done for both constant temperature and constant flux
boundary conditions.
Significant

disagreement

persisted

between

the

proposed

models

and

experimental measurements. To remedy this, Monde and Mitsutake (1989) proposed an
addition to the model that included the latent heat of evaporation, which significantly
increased the accuracy of the model. They did note that the model underestimated
experimental results for high heat fluxes and suggested that the absence of advective
transport near the wall could explain the discrepancy.
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Several models have subdivided the heat transfer into several parts based on the
dominant mechanisms present near a bubble. A review by Warrier and Dhir (2006)
looked at many of these and cataloged the two primary different types of models. These
groups were the empirical correlation based models and the mechanistic models. Many of
the correlation based studies (Bowring (1962), Rouhani and Axelsson (1970), Dix (1971),
Lahey (1978) and Zeiton (1994)) subdivided the heat transfer regions in two different
zones. The first of which is dominated by single-phase and evaporation heat transfer.
The second of which includes a third component of heat transfer referred to as “agitation
heat flux.” In addition to the correlation-based models, several of the mechanistic models
identified that several different regions exist in the flow depending on the stage of
evolution in bubble growth. Models proposed by Del Valle and Kenning (1985), Kurul
and Podowski (1990) and Basu et al. (2005), all partition the heat transfer into separate
parts. These models consider the single-phase heat transfer, evaporation heat transfer and
transient heat transfer due to bubble motion.
The work by Basu et al. (2005) developed a model that considered two separate
portions of the heat transfer process. They suggested that in the region where bubble
growth is small, the primary heat transfer enhancement over the single-phase background
is accomplished by convective mixing due to the bubble presence. After the region of
little or no bubble growth, the bubbles enter a region where bubbles grow and eventually
lift off from the nucleating surface. In this region, they modeled the heat transfer with
three components:

the heat flux due to evaporation, the heat flux due to forced

convection, and a term for the transient conduction in the region behind the bubble. They
assumed that the movement of the bubble would disrupt the boundary layer, and a region
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of cold liquid would fill the recently evacuated region left by the bubble. This transient
conduction term was modeled as a semi-infinite solid with constant temperature
boundary condition. The model was validated in a part II of the work published by Basu
et al. (2005) by comparing to experimental work on vertical flows.
Experimental work by Ozer et al. (2010 -2012) of bubbles in horizontal
minichannels led to an adaptation of the transient conduction model. This version of the
model sought to incorporate the response of the heated surface into the model. It also
introduced a mixed-depth representation of the initial conditions. This mixed depth
initialization assumed that a portion of the fluid near the wall and behind the bubble was
sufficiently mixed that it could be modeled as isothermal at the velocity-weighted
average temperature. The depth of this mixed region, the “mixed-depth”, was included as
a model parameter which could be correlated to experimental observables such as bubble
diameter. Because the observations made by Ozer et al. (2010 -2012) were for fields of
bubbles, the model was used recurrently as a new bubble passed a location in the channel.
Each occurrence used the temperature field produced by the previous bubble as the initial
conditions for the present bubble. This model was validated against the subcooled
boiling measurements made by Ozer et al. (2012).
Observations of injected air bubbles in horizontal minichannels by Albahluol et
al. (2014-2015) continued to evolve the transient conduction model. The model was
applied to flows of air bubbles in highly subcooled liquid. The model adapted the mixeddepth approach used by Ozer et al. (2010 – 2012) by incorporating a background
advective transport term to include the heat transfer rate produced by the precursor
single-phase flow. As was done in previous work, the model was used to determine the
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steady response of the system due to fields of bubbles by repeatedly applying the model
for multiple bubble passages. This model was validated against experimental
observations by Albahloul et al. (2014 - 2015) of injected air bubbles.
These attempts at modeling have reinforced the idea that that the mechanisms
associated with mixing due to bubble passage is a substantial cause of the enhancement
of heat transfer in highly confining geometries. Most recently, work by Albahloul (2015)
provided evidence that for horizontal confined bubbly flows this mixing effect accounts
for most, if not all of the measured enhancement effect.

Numerical Simulations of bubbly flows
Two-phase flows present challenges specific to the field to detailed computational
simulations. As technology has improved “full physics” simulations of bubbles have
been produced, typically using commercial or custom computational fluid dynamics
(CFD) software. A large body of work exists exploring buoyancy driven flows and pool
boiling. While there is a dearth of studies looking at horizontal pressure driven flows,
some insights are available from the simulations of multiphase flows in other geometries.
Buoyancy driven flows
A study by Dhir et al. (2007) simulated the growth of bubbles and the heat
transfer as those bubbles slid along an inclined plate. This study used the level-set
method to simulate the bubble interface. Dhir is the chief proponent of the level-set
method in academic research, and he and his graduates have applied it to a number of
problems in boiling and two-phase flows. Bubbles slid along a 75o inclined plate and the
heated surface on which the bubble slid was assumed to be at constant temperature. They
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concluded that the temperature gradient behind the sliding bubble increased greatly and
drove increases in the heat transfer in the wake of the bubble.
A significant two-dimensional work was done by Senthil Kumar (2009). He
simulated variations of sliding air bubbles rising along a heated inclined plate. This study
used the volume-of-fluid (VOF) method to model the bubbles.

Several important

conclusions were drawn from the work. First, VOF was useful for predicting the bubble
dynamics and its interaction with the inclined plate. The VOF method was deemed
especially good for modeling the effects of surface tension and buoyancy. This twodimensional simulation produced results that overall agreed with experimental results,
but it was noted that conduction in the third dimension could be important to the accuracy
of a simulation. Discrepancy with experimental results was highest for the temperature
of the heated surface. Heat transfer enhancement was seen in the simulation and was
attributed to the vortex shedding produced by the sliding bubble.
A three-dimensional work by Akhtar et al. (2015) used VOF method to simulate
bubbles impacting against an included surface. The bubbles simulated used a localized
grid refinement technique to increase simulation accuracy at the interface. This
simulation generated bubbles at a location away from the wall before allowing them to
rise and impact against the inclined surface. They concluded that the methods used to
simulate the bubbles reproduced experimental observations of similar bubbles well.
Zu et al. (2011) performed a 3-D simulation using the VOF method in ANSYS
Fluent of a sliding bubble rising along an inclined surface. Rather than simulate the
growth of the bubble, the simulation injected a pre-formed bubble into the channel which
was then coded to grow at a rate taken from experimental measurements. It was observed
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that the bubble increased the heat transfer as it slid along the surface. This increase was
largest just behind and to the sides of the bubble. The authors specifically noted that
vortices were seen near the bubble that enhanced mixing and therefore the heat transfer.
Pool Boiling
To study the effects of bubble merger and heat transfer in pool boiling, a
simulation was performed by Mukherjee and Dhir (2004). Modeling the phase interfaces
using the level-set method, they simulated the merger of bubbles during pool boiling.
They concluded that the heat transfer would increase during the merger of these bubbles.
A study of single bubble nucleation in pool boiling was performed by Mukherjee and
Kandlikar (2007). The study focused on the effects of contact angle on bubble growth. It
also simulated the growth of bubbles on a horizontal heated surface using the level-set
method.
Simulation of pool boiling using the VOF method was done by Kunkelmann and
Stephan (2009). They found that the VOF method when coupled with level-set method
was very accurate at predicting the bubble interface. This method also reduced the
required mesh refinement in the region near the nucleation site. They also found that
larger diameter bubbles increased the heat transfer at the wall as the larger bubbles
generated more mixing in the surrounding fluid. The VOF method was again used by
Kunkelmann et al. (2012), where they explored the interaction of the three phases (gas,
liquid and solid) at the heated surface. The study also made special note that one of the
primary heat transfer enhancement mechanisms was transient conduction in the liquid
after bubble departure.
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Son and Dhir (1999) studied the growth and departure of vapor bubbles in pool
boiling on a horizontal heated surface. They used a modification of the level-set method
to model the phase interfaces. They concluded that the numerical simulation of the
bubbles agreed well with experimental measurements of heat transfer. It was found that
for the bubbles, the microlayer evaporation accounted for only about 20% of the total
heat transfer on the surface.
Horizontal Flows
Exploring the effects of bubbles in microtubes, Fukagata et al. (2007) simulated a
two-dimensional axisymmetric 10 μm radius tube. The simulation used water and air as
the two phases and the phase interfaces were tracked using the level-set method. They
observed large increases in local Nusselt number near the bubble. These increases were
attributed to the circulation of the liquid near the bubbles.
Gupta et al. (2010) produced a two-dimensional, numerical simulation of Taylor
flow bubbles in a 0.5 mm horizontal channel. The simulation used VOF and level-set
separately to simulate the bubbles in the channel. They found that the two interface
tracking techniques produced equivalent results for the shape and size of the bubbles. It
was also shown that the bubbles produced as much as 2.5 times the heat transfer of the
single-phase flow for both boundary conditions. They noted the presence of significant
increases in liquid mixing behind the bubbles.
A 2-D simulation was performed by He et al. (2010) to explore the effect of gas
bubbles contained within fluid slugs in microchannels. To simulate the phase interface a
technique known as the phase-field method was employed. They were able to show that
the heat transfer enhancement effect of the gas bubbles was as much as 2.4 times the
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single-phase heat transfer. The simulation also showed that inside the fluid slug the
presence of a bubble greatly increased the mixing.
Another microchannel Taylor flow simulation was performed by Asadolahi et al.
(2011) who studied the interaction between water and nitrogen bubbles. The simulation
was of a 2-D axisymmetric flow using the VOF method to track the phase interface. The
group sought to hold the bubble stationary and applied boundaries to the domain to
simulate a moving reference frame. The boundaries contained both inflow and outflow
velocities. The effect of these boundaries is that bubbles were held stationary while the
wall “slid” past them. A primary function of this study was to determine whether or not
this moving reference frame approach was a more efficient technique rather than
modeling entire large channels. The group performed simulations of the flows using both
a large fixed reference frame domain and a smaller moving reference frame domain.
They noted the significant increase in efficient use of computational resources when
simulating a moving reference frame. It was concluded that the use of a moving reference
frame did not decrease the accuracy of results while allowing for larger effective domain
then would otherwise be possible.
Effects of bubbles on pressure drop were studied by Talimi et al. (2012). They
simulated bubbles in slug flows in microtubes using the VOF method. The simulation
was two-dimensional and employed the use of a moving reference frame to allow for
simulations of arbitrary-length flows in addition to a stationary numerical domain. They
concluded that the use of the moving reference frame overpredicted the pressure drop
because of high wall shear stress.
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A numerical study by Natesh (2012) attempted to model a single cylindrical
bubble in a heated horizontal minichannel. The simulation was designed to complement
the experimental work of Ozer et al. (2012). This work is the predecessor of the present
investigation. Natesh used ANSYS Fluent as the computational solver and used the VOF
method to model the bubble. To overcome the computationally expensive nature of the
simulation Natesh (2012) also used a moving reference frame which held the bubble
stationary within the channel. This involved a numerical representation of the
experimental channel from Ozer with boundary conditions that apply the Lagrangian
framework. He initialized the bubble as a cylinder that spans the height of the channel
and operated the VOF solver so as to maintain that shape. The bubble had a fixed 90o
contact angle with the top and bottom walls. A rendering of the bubble used by Natesh is
shown in Fig. 2.2. The simplified bubble shape was suggested as the primary reason that
the work was not able to reproduce Ozer’s experimental results of bubble speed.
Natesh (2012) was able to show that the presence of a bubble, even in the absence
of phase change, would significantly increase the heat transfer in a minichannel and
significantly reduced the temperature of the heated surface long after the bubble had
passed. His results also suggested that the “mixed length” model of transient conduction
predicted the effect of one bubble to reasonable accuracy.
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Figure 2.2: A rendering of the bubble used by Natesh (2012). Color represents the
volume fraction of cells, with green being 0.5, the accepted location of the interface.

Numerical Methods
Many techniques exist to simulate fluid flows. Collectively referred to as
computational fluid dynamics (CFD), many of the models have been packaged as
commercial flow solvers. These commercial packages include the ability to produce
simulations that contain several models all working together. While many numerical
methods have been accepted for general practice some disagreement remains around the
use of others. The choice of interface tracking method, for example, which is used to
model the motion of phase interface locations, is debated extensively.
Interface Tracking Methods
Several modeling techniques have been proposed to simulate the physics of twophases flows. A significant review work by Kharangate and Mudawar (2017) discussed
much of the substantial body of work surrounding numerical simulations of boiling and
condensation. Importantly they discussed the various methods used to simulate multi-
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phase flows. The work highlighted that no single method of interface tracking can be
used for all cases.
Level Set Method
A common and well-known method for phase interface handling is called the
Level-Set method. Originally introduced by M. Sussman et al. (1994), this method uses a
global function that has the value defining the distance to the interface. The method
defines the phases themselves using the sign (+ or -) on the value of the distance function.
By extension, the interface itself exists at a location where the value of the location
function is equal to zero. When using this method, the location of the interface is known
implicitly and is therefore able to capture complicated surfaces easily. However, the
implicit nature of the method means special care must be taken to assure mass
conservation, especially in directions not parallel to coordinates axes. Level-set does not
inherently contain a method to determine fluid properties for multi-fluid cells and must
be used accordingly.
Front Tracking
A class of methods referred to as front-tracking methods use two sets of
numerical grids to track the interface between phases. This is done using a Eulerian
(fixed) grid to solve the fluid equations in the phases and a moving marker grid to track
the phase interface. This was method developed by Tryggvason et al. (2001) and,
Unverdi and Tryggvason (1992). To solve the motion in the interface, the velocities at the
location of the interface are used to solve an interface advection equation which is then
used to update the location of the interface. Due the nature of the separate grid being used
to track the interface, the method cannot be used for coalescence of bubbles or droplets
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without special implementations. However, this property of the method can be useful for
simulation of swarms of bubbles as the bubbles will not combine.
Volume of Fluid
The Volume-of-Fluid method is based on a foundational work by Hirt and
Nichols (1981). This technique uses a color function (equal to volume fraction) from 0 to
1, where 0 represents a cell containing entirely one phase and a 1 representing a cell
containing only the other phase. This means that any cell with a color value between 0
and 1 is a cell containing an interface between the phases. Any cells with an interface
color value have their properties determined by weighted average based on color value.
The VOF model itself does not contain a way to construct an interface because it
produces cells with physical properties that lie between the phases; however, several
techniques have been proposed to build such an interface.
As an addition to the underlying method for VOF, Hirt and Nichols (1981) also
provided a basic interface handling technique referred to as the donor-acceptor scheme.
This method did not actually construct a phase interface, but instead works by simply
extending the use of the color function to all cells with values between 0 and 1 as the
interface location. Another method not requiring the actual construction of a interface
during simulations is known as the compressive interface capturing scheme for arbitrary
meshes (CISCAM) presented by Ubbink and Issa (1999). This method is used to make
sharp interfaces, unlike donor-acceptor, without requiring the interface to be constructed.
A widely used interface construction called piecewise linear interface
construction (PLIC), was originally proposed by Youngs (1982). This method uses
information about the color value in surrounding cells to produce a surface vector
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representing the interface in the cell. This results in an infinitely thin representation of
the interface plane in each interface cell which, when combined, results in a full phase
interface. This method is considered robust and natively includes interface direction
vectors, but is computationally expensive as it must solve for the plane in every interface
cell.
Another interface construction technique which couples a solver discretization
scheme with the interface construction technique is known as High Resolution Interface
Construction (HRIC). This method was introduced by Muzaferija et al. (1998) and
provides a technique which produces a high quality phase interface and allows for easier
use of upwind discretization schemes.
A method originally detailed by Sussman and Puckett (2000), and extended by
Enright et al. (2002), seeks to overcome some of the disadvantages on the level-set and
VOF methods by combining them. This is done by using the VOF advection equation to
solve the color function and track the phases. Then the method solves the level-set
advection equation for the distance values. A modified version of the method by Sun and
Tao (2010) involves only solving the advection equation for VOF and using geometric
interpolation to solve the level-set interface location function. The level-set distance is
then used to construct the interface similar to other interface construction techniques used
by the VOF method.
Surface Tension Modeling
A work by Brackbill et al. (1992) proposed a model for surface tension between
fluid phases. This method called Continuum Surface Force (CSF) model, incorporates the
surface tension force into the momentum equations and individually solves for the force
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present in each phase interface cell. To calculate the surface tension, the CSF method
uses the curvature of the interface surface. For VOF interfaces this is found using the
normal vector of the surface, either taken from the interface construction solver or
determined directly by the color value of the cell. This method is also used to model wall
adhesion and replaces the calculated normal vector with one based on the contact angle
specified with the wall.
Lafaurie et al. (1994) proposed an approach to remove the difficulties and
computational expense associated with calculating the curvature of the surface used in the
CSF model. Called the Continuum Surface Stress model, this method is inherently
conservative unlike the CSF model. This conservative formulation and the lack of a
required surface curvature makes it more useful for flows that deal with variable surface
tension and sharp corners.
Pressure Velocity Coupling
The SIMPLE (Semi-implicit Method for Pressure Linked Equations) algorithm
used to couple pressure and velocity is based on work by Patankar and Spalding (1972).
This is the primary solver process employed by the Fluent solver. This process is
typically repeated several times during each time step (called iterations) until the
correction factors become negligibly small. It works by iterating through the following
simplified version of the process:
1. Assemble values from previous time step
2. Compute gradients present in the field
3. Solve momentum equations
4. Solve the pressure-correction equation with relaxation terms
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5. Correct velocities and pressures
6. Return to step 3 unless corrections are negligible
7. Advance to next time step
This process forms the backbone for the iterative solver. While other techniques do exist
for solving the iterative process, SIMPLE is considered the most robust although this
comes at the expense of computational resources and convergence times.
A modification of the SIMPLE algorithm known as SIMPLEC is also commonly
used. This version developed by Doormaal and Raithby (1984) seeks to simplify the
correction step by using a less complex formulation of the term. A further refinement of
the SIMPLE process was proposed by Patankar (1980), which restricts the correction to
only the velocity field. A final method known as PISO, developed by Ubbink and Issa
(1999), turns the correction step into an iterative process. Because of the inclusion of this
sub-iterative process it is sometime possible to reduce the total number of iterations
required for the overall solver algorithm.

Conclusions
It can be seen from the above, that while a large body of experimental work has
been performed to explore the mechanisms of heat transfer enhancement due to sliding
bubbles, no known work exists that simulates a confined gas bubble in a pressure-driven
horizontal minichannel. While many simulations of bubbles and fields of bubbles in
other geometries have been explored, there is no high-fidelity three-dimensional
simulation of a highly confined single bubble in a horizontal pressure-driven
minichannel. There is the proof-of-concept work by Natesh (2012) from this research
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group, but it involves a nonphysical and unchanging bubble shape. The absence of such
a simulation, and the insight into the details of the heat transfer mechanisms it would
provide, has prompted the work presented in this dissertation.
Arising from the complications of simulating a complex two-phase flow, other
works (Asadolahi et al. (2011) has one of the most detailed presentations) have used the
technique of a moving reference, or Lagrangian, framework. However, simulations
employing this reference frame have been limited to two-dimensional simulations of
Taylor bubbles and slug flow. The work presented here expands on this technique to
apply it to a full three-dimensional simulation of a bubble in a minichannel.
Over the history of research into the heat transfer enhancement due to sliding
bubbles, a single style of reduced-order model, the semi-infinite solid approach, has been
used. This approach began with the work of Ishibashi and Nishikawa in 1969 and has
been modified and tweaked to make it fall in line with experimental observations, but the
underlying construction remains unchanged. The model relies on treating the fluid in the
region behind the bubble as though it were a solid experiencing transient conduction. The
work presented here seeks to develop a reduced-order model of the physics based on
advection and diffusion of thermal energy and informed by observations of the flow
structures found in the full simulations.
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Chapter 3

Numerical Domain, Methods, Setup and Validation

Numerical Methods
The primary driving factor for domain sizing and structure was to provide a
numerical representation of the flow channel used in the previously completed
experimental work. While several experimental studies have shown the capacity of
confined bubbles in horizontal flows to increase heat transfer, numerical simulations of
that type of problem are essentially non-existent. As a response to the lack of numerical
simulations of this type of problem, the goal of this work was to produce a full numerical
simulation of a single bubble in such a flow. The simulation itself is a full and direct
numerical simulation of a laminar flow field and the two-phase interactions were
modeled using the volume of fluid method. To deal with the computational difficulties of
this type of problem, a Lagrangian framework was developed to simulate a relatively
small computational domain, that would move with respect to the bubble and, as a result,
hold the bubble approximately stationary in the simulation. This Lagrangian framework
allowed for a substantially smaller computational domain to simulate an arbitrarily long
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channel. The following is an explanation of the numerical methods used to develop and
simulate this problem.

Governing Equations
The governing equations for the simulation are the continuity equation, and the
incompressible Navier-Stokes and energy equations. These provide the foundation for the
solver. It should be noted that surface tension and gravity forces are included as these
𝜕𝜌
+ 𝜵 ∙ (𝜌𝒖) = 0
forces are significant within the𝜕𝑡problem. Equations 3.1 and 3.2 are the most top-level
representation of the continuity and momentum equations solved in the simulation,
respectively,
Eq. 3.2

𝜕(𝜌𝒖)
+ 𝜵 ∙ (𝜌𝒖𝒖) =
𝜕𝑡

Eq. 3.1

−𝜵𝑝 + 𝜵 ∙ (𝜇(𝜵𝒖 + 𝜵𝑻 𝒖)) + 𝑭𝒔𝒗 + 𝜌𝒈 .

Equation 3.2 contains the terms, u, the velocity vector, ρ, the density, μ, the
viscosity, g, acceleration due to gravity, and Fsv, the surface tension force which appears
at phase interfaces when they are constructed. This surface tension force is from the
continuum surface force model from Brackbill et al. (1992) and is given as

̂.
𝑭𝒔𝒗 = 𝜎𝑘𝒏
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Eq. 3.3

The surface tension model includes the surface tension coefficient, σ, the curvature of the
̂ . The surface tension model provides the
surface, k, and the surface normal vector, 𝒏
solver with pressure coupling between the gas and liquid phases in the simulation in order
to allow the phases to interact with one another.
As the problem also includes conjugate convective and diffusive heat transfer an energy
equation is necessary to describe this behavior. The most top-level version of the energy
equation used in the simulation is

𝜕(𝜌𝐸)
+ 𝜵 ∙ (𝜌𝐸) = 𝜵 ∙ (𝑘𝜵𝑇) + 𝑄,̇
𝜕𝑡

Eq. 3.4

where E is the internal energy per unit mass, T is the temperature, k is the thermal
conductivity and 𝑄̇ is internal energy generation per unit volume. The internal generation
term is included here as the primary energy source for the simulation and the reason a
true steady solution would not be possible for this problem. More specifically the energy
generation term in the equation models the electrical resistive generation in the plate that
provides energy to the system in the laboratory.

Volume of Fluid Model
The Volume of Fluid (VOF) model developed by Hirt and Nichols (1981) is a
computational method for modeling the interaction of two immiscible and incompressible
fluids. Because of the nature of the model it does not allow for chemical mixing of the
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fluids and the volume of the fluids within the domain must be conserved. All cells in the
domain are assigned volume fraction values indicating the amount of each fluid contained
in every cell. At every time step the simulation calculates the mass flux for each fluid into
and out the cell and recalculates the volume fraction accordingly. The functioning of the
VOF model can be seen in a simplified 2-D version in Fig. 3.1,

New volume
after Δ𝑡

Flux out of cell
𝐮𝜌𝐴Δ𝑡

Figure 3.1: 2-D Illustration of VOF Method of phase interface tracking

To allow the fluids to exchange momentum information an interface between
them must be introduced. This can be done in various ways by the solver. For this work
the interface reconstruction model is a “plane-based full geometric reconstruction.” This
interface model works by solving for a plane in each non-unity, non-zero volume fraction
cell based upon neighboring cell volume fractions and its own volume fraction. The result
of this interface construction appears as large numbers of flat surfaces that together make
up the overall interface between the fluids. Properties in the cells are calculated using
volume ratios of the interface cells. The physical interaction of the two fluids is handled
via a pressure matching across the interface. This allows for both the inclusion of surface
tension effects into the flow as well as pressure gradients that cause the two fluids to
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physically react to each other’s presence. The VoF model was chosen for this work
because of its robust nature and the pressure coupling that links the fluids strongly
together physically.
Lagrangian Framework
An important component of this work is the use of a Lagrangian reference frame.
The domain moves with the bubble as though it was sliding through an infinitely long
channel. This method significantly reduces the required computational resources. Over
the course of the simulation, the domain traverses a streamwise distance equal to several
times the domain length. If a channel of this length was meshed and solved in its entirety
the computation could easily become untenable for the available computational
resources. The other significant benefit of the Lagrangian frame is that the bubble appears
stationary in the simulation which in turn makes analysis of the results simpler and allows
spatial comparisons between different time realizations. From the solver’s point of view
the use of a lagrangian frame is identical to a non-moving domain and the primary
changes made to incorporate this new framework are to the boundary conditions. One
significant solver related requirement is that the solid domain comprised of the heated
upper wall must move in the simulation. This is done in Fluent using the Moving
Reference Frame model provided within the software.
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Mean flow direction
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Time t0+∆t
Mean flow direction
Bubble

Simulation Domain

Figure 3.2: Illustration of the Lagrangian framework of the simulation domain.

Software and Solver Setup
The software suite used in this series of simulations is ANSYS Fluent. This
software provides a large number of tools to allow the implementation of a simulation
such as this without substantial additional custom written code. This was highly desirable
as the primary focus of this work was not to develop the necessary software required.
Domain setup and meshing was done outside of the Fluent software using
additional tools provided by ANSYS as part of the Fluent package. The solid modeling of
the domain was done using the ANSYS Design Modeler tool. The domain was meshed
using the ANSYS Meshing tool. The mesh of the domain is made up entirely of
hexahedral cells that align with the cardinal direction of the domain. The hexahedral
shape was chosen specifically to reduce potential errors associated with the VOF model.
The two subdomains in the simulation domain (plate and liquid), were meshed used
different sized cells in the vertical direction (z). This cell size mismatch allowed the cell
size in the fluid subdomain to be freely changed to perform grid independence analysis
while the thin plate could remain as a single cell thickness without changing the actual
thickness of the plate. The cell size in the other two directions was maintained between
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the plate and fluid subdomains. This was done so that the nodes of the interface cells
between subdomains would always be aligned preventing the need for any interpolation
based coupling between the subdomains. Because of the use of the VOF model special
consideration was given to the aspect ratio of the cells and a strict limit was five to one
was never exceeded while meshing the domain. High aspect ratio cells increase the
potential for numerical errors while using the VOF model.
The simulation was setup to run, in Fluent, at double precision across 12
processors. The solution was computed on desktop form factor machines and was
computed using both CentOS Linux and Windows 7 OS environments. The
preconstructed mesh from the meshing software was imported into Fluent prior to making
final setup adjustments. In order to include various physics in a simulation, Fluent
requires the operator to select which models to include and setup. For the purposes of this
work the models used were: Flow, Heat Transfer, Solid Motion (Moving Reference
Frame) and Volume of Fluid. Flagging these models for the software allows the setup of
boundary and domain conditions using those models. Heat transfer and flow physics are
required for the simulation of a convective flow. The VOF model was used to simulate
the inclusion of an air bubble within the liquid flow of the channel. Volume of Fluid is a
two-phase model that provides models to simulate the interaction of two immiscible
fluids and is most commonly used to model free-surface flows. The solid motion model
was used to simulate the motion of the solid plate sliding past the bubble. This model is a
proprietary part of Fluent, but the primary underlying basis for this model in that at each
time step source terms are added to the cells in the “moving” domain. This functions to
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provide a simulation of a sliding plate that advects some of its energy through the
domain.

Domain Size and Shape
As illustrated in Fig. 3.3, the computational domain is 1.25 mm high x 20 mm
wide x 30 mm long section that translates down a channel of indeterminate length at the
longitudinal speed of the bubble. These dimensions were inspired by the facility used by
Ozer et al. and Albahloul et al.: 1.0 – 1.48 mm high x 23 mm wide x 357 mm long. The
height of the simulated channel (H = 1.25 mm) was chosen to be the quarter unit nearest
the average of the channel heights used by Albahloul and Ozer.

The width and

corresponding boundary condition of the numerical domain were chosen to simulate a
section of a channel flow with minimal side-wall effects. While similar in size to the
experimental channel, this dimension was chosen to be as small as possible while
producing no observable effect on the flow around the bubble. The length difference
between experimental and simulated channels is due to the Lagrangian motion of the
numerical domain. The computational domain traverses a much longer channel in the
streamwise direction as shown in Fig. 3.2. The domain moves at the bubble speed so that
the bubble remains approximately stationary in the domain.
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Figure 3.3: Schematic (not to scale) of the domain use for the simulation.

The Lagrangian approach obviates the need, as in an Eulerian approach, to
simulate an enormous number of cells present in the channel but not substantively
involved in the bubble dynamics. This arrangement allows for a simulation of higher
spatial resolution and longer simulation times using the same computational resources.
The use of the Lagrangian domain is a key and rather unique feature of this investigation.
The width and length of the domain were chosen so that the gas phase region and
the resulting flow structures in the liquid phase were sufficiently far away from side walls
so as to not interfere with these walls. The domain is divided into two subdomains: the
thin metal plate that makes up the top of the channel and a fluid subdomain that contains
the two fluid phases used in the simulation.

Boundary and Domain Conditions
The terms “leading” and “following” boundary are chosen, respectively, for the
boundary ahead of the bubble (facing the part of the channel yet to be visited by the
bubble) and the boundary behind the bubble (facing the part of the channel already
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traversed by the bubble). The nature of the Lagrangian domain means that from a
laboratory perspective the domain is continuously moving into new, undisturbed portions
of channel. The simulation enforces the characteristic parabolic profile for channel flow
at both these boundaries. The Lagrangian shift means that, as shown in Fig. 3.4, the
velocity must cross a zero point and reverse direction. A full summary of the boundary
conditions used in the simulation can be found in Appendix C.

The temperature

boundary conditions, to be discussed in detail later, simulate the movement of the domain
into a channel whose mixing cup temperature is rising in the downstream direction.

Leading

Following

Figure 3.4: Illustration of the leading and following boundaries and the velocity
(upper) and temperature (lower) profiles at those boundaries.

The solid subdomain simulates an electrically heated Hastealloy foil used in
experiments as the heat source for the channel and as the upper wall of the channel. The
foil, with a thickness of 75 m, is represented as a single layer of cells. The properties of
the heated foil plate are that of Hastealloy C-276: ρ = 8970 kg/m3, Cp = 397 j/kg-K and k
= 8.9 W/m-K. This is the foil used in experiments and as such has been constructed for
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the simulation to be as close as possible to the equivalent foil that would have been used
in an equivalent experiment. This subdomain is bounded on its top surface by an
adiabatic boundary, and the internal generation rate (a simulation of the ohmic heating
supplied in the experiment) is set at 25.6 mW/mm3 at every cell. The boundaries of the
leading and following edges of the solid subdomain are handled differently from one
another. The following edge is a simple adiabatic boundary. This adiabatic boundary
serves to prevent spurious heat flux that may occur to a boundary temperature that is
greatly overpredicted, which would be the case for boundaries that use precursor values
for the boundary. The leading edge of the plate domain has a boundary condition of
specified temperature based upon the Eulerian location of the leading edge at the current
simulation time,

"
𝑞𝑤
𝑇(𝑡) = 𝑇𝑖𝑛𝑖 + {(
) ∗ (𝐿 + 𝑢𝑝 𝑡)} .
𝜌𝑓 𝐶𝑝𝑓 𝑢𝑙 𝐻

Eq. 3.5

Equation 3.5 gives the plate temperature at the leading edge of the simulation
domain as the domain translates into an undisturbed portion of the channel in laboratory
coordinates. A custom function was written to take the current simulation time, compute
the domain’s Eulerian location and then apply the appropriate temperature. The structure
of the plate moves through the cells of the solid subdomain from the leading to the
following solid boundary as the computational domain follows the streamwise
progression of the bubble. The lower, or wetted, boundary of the solid subdomain is
attached to the fluid subdomain and is thermally coupled by equating the heat flux at
adjoining cells across the subdomain interface. This coupling is done within the solver
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and iterates the coupled sides of the boundary such that the temperature at the interface
from either side is consistent. So while the heat flux in the plate and first cell of the fluid
may be different the temperature at the interface of the domains does not change between
domains.
The fluid subdomain is comprised of the liquid and gas phases. The liquid phase
has the properties of the engineered fluid, 3M Novec 649™, used in the experiments.
This is a refrigerant developed by 3M that had favorable boiling temperatures for the use
in experiments that used thermochromic liquid crystals as temperature sensors. Also
following the experiments, the gas phase has the properties of atmospheric air. Those
experiments were purposely conducted at temperatures too low to support significant
phase change. In keeping with the experiments preformed Albahloul on subcooled flows,
the simulation is for a liquid/air system with no phase change.
The phase interactions within the fluid domain are simulated using the Volumeof-Fluid (VOF) method implemented as a module provided with Fluent®. The VOF
method is used in conjunction with the “full geometric reconstruction” method of
representing the interface. This reconstruction is the most straightforward and accurate
representation of the interface, but is done at the expense of computational resources.
The full geometric reconstruction method uses the volume fraction and the volume
fraction of neighboring cells to draw a plane surface through the cell representing the
interface. This method of surface reconstruction tends to produces less smooth looking
surfaces, however is far more accurate with regard to force balance in this simulation
than other surface models. The continuum method (Brackbill et al. (1992)) is used to
model the surface tension between the fluids, and a fixed contact angle of 12 degrees is
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used at all solid/liquid/gas interface contact lines. This angle was determined from
observations of bubble shapes using front-on photographs of bubbles of various sizes
taken by Albahloul (2015). This combination of models simulates a physical bubble and
interface that bears the closest resemblance to observations and results from experiments.
The boundaries at the side walls (see Fig. 3.3) are zero-shear boundaries without
penetration. These boundaries were selected to simulate a central section of a wider
channel. As stated previously the side walls of the channel were a simple representation
of side walls meant to have as little interaction with the bubble and heat transfer as
possible. The boundaries at the top and bottom of the fluid subdomain are no-slip
boundaries with a specified speed equal and opposite to the Lagrangian velocity of the
domain such that the foil upper wall and the solid lower wall are stationary in the
laboratory frame. The streamwise velocity at the leading and following boundaries of the
fluid domain are specified as

𝑧
𝑧 2
𝑢(𝑧) = 6 𝑢𝑙 {( ) − ( ) } − 𝑢𝑝 .
𝐻
𝐻

Eq. 3.6

The liquid velocity profile, a parabolic velocity distribution along the z-axis,
simulates a fully developed, pressure driven, channel flow at both the leading and
following boundaries. The specified velocity at the two boundaries also serves to
maintain the mass balance of the system.
The side walls and the bottom of the fluid subdomain (see Fig. 3.3) are adiabatic.
The bottom of the fluid domain is simulating a thick sheet of plexiglass that is considered
to be approximately adiabatic. The shear-free side walls are assumed to be adiabatic. The
39

upper boundary of the fluid subdomain is coupled to the solid (foil) subdomain, linking
the heat transfer between the fluid and solid plate.
The leading and following boundaries (Fig. 3.4) are constructed to implement the
Lagragnian motion of the domain. The leading boundary is set to a specified temperature
profile based upon the temperature profile of a parallel-planes channel with one heated
and one adiabatic wall,

"
𝑞𝑤
𝑇(𝑡, 𝑧) = 𝑇𝑖𝑛𝑖 + {(
) ∗ (𝐿 + 𝑢𝑝 𝑡)}
𝜌𝑓 𝐶𝑝𝑓 𝑢𝑙 𝐻
"
𝑞𝑤
∗

−

𝐷𝐻⁄
2

Eq. 3.7
4

1
𝑧
𝑧
𝑧
∗ [ (1 − ) − (1 − ) + (1 − )] .
2
𝐻
𝐻
𝐻

𝑘𝑓
{(

3

}

)

The enthalpy content and thereby the general level of the fluid temperature is
increasing at this boundary as simulation time advances (equivalent to the computational
domain translating down the channel). In essence, the leading boundaries of the plate and
fluid subdomains set the general temperature level for the computational domain as they
are the only boundaries that are not influenced by the values solved for in the simulation.
The following boundary is set to a profile which is dynamically calculated at every
instance the boundary conditions are applied in the course of the simulation. The solver
uses results from the previous time step when calculating the values for this boundary.
This dynamic calculation fits a fully developed temperature profile to the plate
temperature at every transverse (y) location along the following boundary,
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"
𝑞𝑤
𝑇(𝑦, 𝑡, 𝑧) = 𝑇𝑤𝑎𝑙𝑙 (𝑦) + {(
) ∗ (𝑢𝑝 𝑡)}
𝜌𝑓 𝐶𝑝𝑓 𝑢𝑙 𝐻
𝐷
"
𝑞𝑤
∗ 𝐻⁄2
1
𝑧 4
𝑧 3
𝑧
−
∗ [ (1 − ) − (1 − ) + (1 − )] .
𝑘𝑓
2
𝐻
𝐻
𝐻

{(

Eq. 3.8

}

)

In this formulation, Twall(y) is the heated plate temperature at the following
boundary that results from the previous time step in the simulation.

This wall

temperature is not necessarily the wall temperature that would obtain at that location in
an undisturbed flow because the wall temperature depression created by the bubble often
extends to the end of the computational domain. The discrepancy between these two
values produced large erroneous heat flux values in the solid domain just at the boundary
in early versions of the simulation. Those errors were greatly reduced with the use of
Twall(y). Also, this boundary condition forces the Nusselt number of the plate at the
boundary to be equal to Nu0.

Initialization
To initialize the simulation, a velocity field and temperature field must be defined
within the domain. The flow field and the thermal field are calculated using Eqs. 3.5-3.8
based on an arbitrary zero point in Eulerian space, this is equivalent to time t0 in the
Lagrangian simulation. This replicates a fully developed channel with the given initial
temperature. To generate the initial phase state, a cylinder of atmospheric air with the
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height of the domain and with the volume of the final desired bubble size is patched into
the domain (Fig. 3.5).

Figure 3.5: Rendering of the phase interface surface for the VOF initialization of the
simulation

Prior to any solved time steps, the solver makes an initial pass of the phase
interface by assigning the fluid properties at those cells to be the gas phase and
performing the initial construction of the phase interface. By assigning the desired final
volume of the bubble but not the shape, the intent is to use the solver to replicate the
bubble shape via force balance within the simulation. This VOF initialization was shown
to allow the simulation physics to arrive at the shape of the final bubble consistent with
the given contact angle.

Simulation Parameter Space
Results are discussed for three bubble volumes each at two liquid flow rates and
for three bubble volumes at the lower liquid flow rate at a significantly increased thermal
conductivity in the liquid. The increased thermal conductivity fluid was used to simulate
a liquid with Pr = 1, a value approximately an order of magnitude smaller than that of the
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reference liquid. As phase change is not allowed in these simulations, the vapor volume
remains constant. The two flow rates produced average liquid speeds of 27 mm/s (Re =
169) and 54 mm/s (Re = 338). Table 3.1 below summarizes the parameter space of the
simulations.
The initialized bubble volumes were chosen to produce diameter ratios, Db/H,
similar to those observed in the previous experiments.

The nominal values of the

resulting ratios were 1.1, 2.0 and 3.3, and each of the initial bubble volumes produced the
same Db/H at each of the liquid flow rates. To compute these ratios, the bubble diameter,
Db, is taken as the average of the maximum bubble width in the streamwise and spanwise
directions after the bubble has reached its quasi-steady state. This range of Db/H allows
an examination of the effect of bubble confinement upon the response of the system.

Table 3.1: Summary of Simulation Parameters
nominal
Db/H

Re

Average Liquid
Speed (mm/s)

Pr

1.1

169

27

12

2.0

169

27

12

3.3

169

27

12

1.1

338

54

12

2.0

338

54

12

3.3

338

54

12

1.1

169

27

1

2.0

169

27

1

3.3

169

27

1
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The smallest bubble, Db/H = 1.1, is too small to span the channel and therefore
has several cells of liquid between the lowest point of the bubble interface and the bottom
of the channel. As a result the smallest bubble is the most spherical in shape of the
simulated bubbles. The medium bubble, Db/H = 2.0, is slightly above the ratio considered
to be fully confined. The shape of the medium bubble is slightly influenced by the bottom
and top of the channel, and as such looks somewhat “smashed” by the channel. The
larger bubble is highly confined at Db/H = 3.3 as its shape affected by both the top and
bottom of the channel. Because the size of the large bubble is significantly influenced by
the size of the channel, it takes on a quite “flattened” look. Figure 3.6 shows renderings
of the VOF interface for each of the bubble diameter ratios at Re = 169. Images of
bubbles are shown from the experiments of Albahloul (2015) for comparison. The
medium bubble with Db/H = 2.0, Re = 169 and Pr = 12 was used to qualify the system
and provides the baseline data for the discussion of results.

a)

b)

c)

d)

e)

f)

Figure 3.6: Renderings of a) Db/H = 3.3, b) Db/H = 2.0 and c) Db/H = 1.1; d), e), and
f) Photographs of similar Db/H taken in-situ from Albahloul (2015).
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Qualifying and Grid Independence
As with any numerical simulation, the results must be shown to be consistent with
reality. When possible, comparisons are made to experiments that create the phenomenon
in question or to analytical solutions for a related, simpler process where a closed-form
solution exits.
These simulations were designed to mirror the geometry and conditions of runs
selected from the steady bubbly flows documented by Ozer (2010) and Albahloul (2015).
Unfortunately those studies did not provide single-bubble cases in fully developed
channel conditions which could be used to qualify this numerical investigation.
However, even in the absence of direct heat transfer comparisons, certain aspects of the
simulation can be directly compared to experimental results in channels containing many
bubbles. One aspect is the bubble morphology comparisons presented in Fig. 3.6 and
discussed above. A second aspect is bubble speed. Figure 3.7 shows a plot developed by
Albahloul, cataloging measurements of bubble speed as a function of bubble diameter.
The six cases from the current study lie between the two correlations suggested by
Albahloul and follow the trend established by those correlations. This provides strong
evidence that the balance of fluid forces applied to the simulated bubble mirrors that of
the natural phenomena. The reproduction of the fully developed precursor flow, the
bubble morphology and the bubble speed provide the meaningful comparisons to theory
and to the currently available experimental data.
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Simulated
Bubbles

Figure 3.7: Plot of experimental data from Albahloul (2015) correlating bubble
speed and diameter. Simulated bubbles are called out.

An important part of the qualifying of the numerical results was the ability of the
simulation to reproduce the precursor values for a channel without the introduction of a
bubble. The results of a one second simulation of the channel without a bubble are shown
in Figure 3.8. This plot is a comparison between the simulated results and the temperature
profile and velocity provided by Heaton et al. (1964).
A high degree of agreement between simulation and theory can be seen in Fig.
3.8. This provides significant evidence of the ability of the simulation to reproduce
expected results in the undisturbed case. Being able to reproduce the precursor has
additional importance in that the simulation is capable of returning to precursor values
without a bubble. This indicates that the recovery of the system due to the passage of the
bubble has reasonable predictive power.
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Figure 3.8: Comparison of simulated undisturbed channel values at the center of the
domain and theoretical values at t = 1 s.

Quasi-steady convergence in time
This simulation should converge to a quasi-steady state driven by the movement
of the bubble downstream into ever warmer sections of the channel and by the unsteady
fluid mechanics around the bubble. Because the bubble is patched in at time zero, there
also exist nonphysical transients associated with the adjustment of the liquid phase to the
presence of the bubble and to the evolution of the bubble to its final state. To present
physically meaningful results, it is necessary to demonstrate that these nonphysical
transients have ceased at some point in the simulation time. Three square regions of the
domain immediately behind the bubble as shown in Fig. 3.9 were observed to establish
convergence to a quasi-steady state as simulation time increased. The length of the side
of each square equals the bubble diameter, Db. The bubble diameter is measured at the
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position along the cross section of the fully developed bubble shape that produces the
largest diameter.

Direction of Lagrangian Plate Motion

Db

Db

Db

Phase Interface Contact Line
y

x

Figure 3.9: Top view of simulation domain, illustrating the regions used for
validation.

Figure 3.10 is a graph of Nu along the centerline behind the bubble at seven times
from the start of the simulation. The region directly behind the bubble remains unsteady
even at very long simulation times. However, regions of the wake further from the
bubble approach a steady value of Nu independent of the downstream evolution of the
bubble. The behavior in these regions shows that a quasi-steady state has been achieved
after approximately 1 second of simulation time for this bubble, Db/H = 2.0, and Re =
169. For this case, the mean bubble speed, and therefore the Lagrangian velocity of the
30-mm long domain is 29 mm/s. Therefore, the time required for a bubble to traverse a
section of channel equal to the domain length is about 1 second, and this time can be used
as a characteristic time scale for the simulation. A dimensionless time, t*, can be defined
with reference to this characteristic time.

The results in Fig. 3.10 show that a quasi48

steady state is achieved for t* > 1. For all cases presented in this study, data are shown
for t* > 1.
50

0.107s
0.249s
0.513s

40

Boundary of
anaylsis regions

0.775s

1.036s
1.3s
1.92s

30
Nu

Precursor

20

10

Increasing time

0
-10

-9

-8

-7

-6

-5

-4

-3

-2

-1

xb[mm]

Figure 3.10: Nu plotted along centerline of channel showing convergence in time.

Time step size (dt) was controlled dynamically by the simulation code. The step
size was calculated based upon a VOF flux-based Courant number of 0.25. This number
was chosen to provide a reasonable balance between solution speed and prevention of
VOF cell overrun: a circumstance in which the volume fraction in a single cell changes
too rapidly in a single time step. This time step size, which was consistently of the order
10-5 seconds, is several orders of magnitude below Courant-based stability criteria for the
flow and temperature fields. The flow and temperature fields are therefore considered to
be independent of time step.
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Grid Density Convergence
To verify independence respect to grid density, the simulation was repeated with
no other parameters changed for grid sizes from 1.1 million cells to 5.1 million cells. The
two results used to test grid convergence were the bubble speed (Fig 3.11) and the areaaveraged Nu in the rearward bubble wake (Fig. 3.12). The bubble speed was calculated
as the Lagrangian speed of the domain plus any change in the bubble speed as observed
within the domain. That speed change was computed by measuring the change in
position of the forward most edge of the phase interface over approximately 0.5 seconds
after temporal convergence has been achieved. This calculated bubble speed is shown in
Fig. 3.11 for each of the grid densities tested. Included is a line showing the bubble
speed from a correlation representing the experimental data provided by Albahloul
(2015) for a bubble of diameter Db/H = 2.0.
The three-square area defined in Fig. 3.9 covers a significant portion of the wake
where the largest changes to heat transfer occur. An area-average Nu was calculated for
each square at various simulation times as shown in Fig. 3.12. Results are shown for the
square nearest the bubble and for the average of all three squares.

While the area-

averaged Nu for the unsteady first square region show no clear trend, the average Nu
across all three regions converges for the 3.4 million cell density simulation.
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Figure 3.11: Eulerian bubble speed showing convergence in grid density.
Correlation for bubble speed from Albahloul (2015)
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Figure 3.12: Plot of cell averaged Nu for both a one-square and three-square region
behind the bubble. A convergence trend can be seen in the three-square region plot.
A qualitative assessment of bubble shape was also used to evaluate the grid
density and overall applicability of the simulation after time convergence. Bubble shape
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was compared to photographs from Albahloul (2015) experiments for a bubble of similar
diameter. This comparison is shown in Fig. 3.13 for a grid density of 4.4 million cells.
The large-scale features such as the location of the “shoulder” of the bubble and the
surface curvature compare well between the simulated and photographed bubble. This
observation and the result for bubble speed provide confidence that the chosen grid
density is capable of simulating the bubble in a physically significant way. All three of
the criteria used to evaluate the grid densities show convergence has taken place for the
4.4-million-cell grid, this is the grid, therefore, that was used for further study and to
produce the final results of the work.

(b)

(a)

Figure 3.13: Comparison of experimental and numerical bubble surface. A) surface
plot rendering of phase volume fraction = 0.5. B) photograph taken in-situ from
Albahloul (2015).

The combination of several qualifying techniques, grid independence,
reproduction of theory for undisturbed results and the reproduction of experimental
measurements of bubble speed culminate in assurance that the numerical simulation has a
high degree of predictability and produces physically meaningful results.
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Chapter 4

Results and Analysis

Introduction
The results of simulations of the highly confined single bubble flow are discussed
in this chapter. The parameter space for these simulations is given in Table 3.1 and
discussed in chapter 3. This parameter space includes the three bubble volumes, two
liquid flow speeds and two liquid thermal conductivities. The most significant effect on
Nu was produced by the change in Pr created in this work by two different thermal
conductivities. This difference produces two fluids: the actual fluid, Novec-649 with Pr
=12, and a fictional fluid sharing all properties with Novec-649 except for thermal
conductivity, which has been increased such that Pr = 1.
The significant takeaways from this work are the importance of the thermal
response of the heated foil that forms the top of the simulated channel, and the
description of the flow structures in the near-field of the bubble that mix the fluid in the
region near the bubble. The Nu in the bubble wake and correlations developed to capture
that response are explored. The flow structures seen near the bubble are the drivers of the
mixing in the channel.
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Observations in the Flow Field
An important component of this work is the identification of the flow structures
responsible for the increase in heat transfer behind a bubble. These structures, while
quasi-steady, display consistent morphology for all configurations.

To find the

“boundary” of the vortices that make up these structures, iso-surfaces of invariant-Q,
defined as,

𝑄≡

1 2
(𝒖 − 𝒖𝑖,𝑗 𝒖𝑗,𝑖 ),
2 𝑖,𝑖

Eq. 4.1

were plotted in the near field of the bubble. Invariant–Q is the second invariant of the
velocity gradient tensor, and its use in viscous fluid mechanics and its limitations are
discussed in Jeong and Hussain (1995). This technique of using invariant-Q is common in
identifying the boundaries of vortices when analyzing turbulent flow. While the flow in
question here is highly laminar the technique remains a useful tool for identifying flow
structures near the bubble. When positive in magnitude and near a local pressure
minimum, invariant–Q identifies the presence of a vortex.
A rendering of the invariant-Q surfaces for Db/H = 2.0 and Re = 169 is shown in
Fig. 4-1, and is a representative sample of the structures seen in the flow.

These

renderings allow an initial identification of the size and location of the dominant vortex
structures. The renderings of the iso-surfaces of invariant-Q are the first step in the
process of identifying and classifying the structures present in the flow. Some of the
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large-scale features were visible using this technique such as the twin vortical structures
seen at the trailing edge of the bubble.

Direction of bubble motion

Figure 4.1: Isometric rendering of invariant-Q iso-zero surfaces near a Db/H = 2.0
bubble
The identification of the boundaries of these structures had to be combined with
additional information to obtain a full realization of the structures in question. The
primary data used in conjunction with the invariant-Q is the temperature of the fluid field.
Using time varying data of the temperature field in the fluid, illustrated the relative size
and shape of the structures. The time-varying data had the additional result of showing
the small changes in velocity that provide the distinctive shapes to each of these
structures. The final set of data used to observe and categorize the flow field was the
injection of virtual massless particles into the simulation to track the virtual fluid particles
as they move through the domain over time. Massless particle injection is a feature built
into the Fluent solver. In addition to the tracking of fluid motion, the particles can be
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used as visual markers of temperature and thereby provide a three-dimensional visual
rendering of the distribution of fluid temperature near the bubble.
Identified Flow Field Structures
The primary way the flow structures were identified was by analyzing many
renderings of the temperature field near the bubbles. While the structures varied
somewhat between the bubbles depending on bubble size and flow speed the overall
location and apparent effect on the fluid and surface temperature fields are shared by all
simulated bubbles. A representative sample of the renderings is shown in Fig. 4.2, which
is the flow field around all three bubble sizes for the slow speed (Re = 169) and the Pr =
12 base flow. All of the images are rendered at approximately the same simulation time,
t. A full catalog of these renderings is available in Appendix E.
In this Lagrangian reference frame the flow near the bubble forms a pattern of
inflows and outflows. These structures exist for all bubbles simulated, they do however
change in size and shape depending on the size of the bubble and the speed of the fluid. A
large outflow at the front of the bubble recirculates hot liquid close to the heated plate.
This process insulates the plate, and a corresponding increase in plate temperature is
observed in that location. To the sides of the front facing outflow are inflow regions that
bring cold fluid from lower in the channel up to the plate and produce localized regions
of heat transfer enhancement. These regions can be seen as cooler twin structures to the
sides and in front of the bubble. All of the inflow/upwelling regions in the front and the
rear of the bubble are of similar temperature, however the front facing structures are
much smaller and do not extend beyond the diameter of the bubble.
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c)

b)

a)

y
x

Direction of channel flow

Figure 4.2: Temperature in the fluid phases at planes located at 0.75H (top row) and
0.5H (bottom row) for (a) Db/H = 3.3, (b) Db/H = 2.0, and (c) Db/H = 1.1. The bubble
surface in also shown in gray, the diameter of the bubble at the location of the
section plane as well as the contact line where the bubble meets the plate can be
seen. The images do not share the same scale so that flow structures are more easily
seen. Overlaid on the temperature field are representations of prevailing velocity
vectors at that location.

The structures identified using invariant-Q include a pair of relatively vertical
vortices that sit immediately behind the bubble. These structures are identified in Fig. 4.3
and are partially obscured in the image. These pillars have a common outflow region
between them. They function in conjunction with the large horizontal structures to either
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side of the pair to move colder fluid from near the centerline and below the centerline up
toward the plate. A portion of this flow is redirected and exits in the common outflow
between the pillars. This motion produces a high-speed outflow of colder fluid near the
heated upper wall. The steep near-wall temperature gradient thus formed is the location
of greatest heat transfer enhancement and is the genesis of the heat transfer wake of the
bubble. The asymmetry in this flow pattern (preferential inflow from nearer the bottom
of the channel and outflow at the top) is caused by the asymmetry in the bubble shape
under the influence of gravity. Additional structures at the rear of the bubble can be seen
in Figure 4.3. The most prominent are the flow re-alignment structures where the highspeed outflow behind the bubble is beginning its return to the precursor velocity profile.
Re-alignment also indicates the exit of the active mixing region behind the bubble.

Vertical vortex
pillars

Lateral horizontal structure

Flow Re-alignment Zones

z
y

Figure 4.3: Rendering of Invariant-Q surfaces behind bubble. Velocity vectors
overlaid on surfaces of flow structures. Location is in immediate rear of the bubble,
looking in positive x-direction.
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A visually striking set of structures that can be seen in Fig. 4.2 at the mid-plane (z
= 0.5H): a pair of high-velocity jets issuing in the transverse direction, one on each side
of the bubble. These jets form large areas of near-bulk-temperature fluid that are swept
downstream by the high-speed liquid in the center of the channel. They appear to form a
set of wings that extend forward of the bubble. These outflows are present at z = 0.75H
as well but are less clearly defined in the images. This is most evident for the channel
spanning bubbles, Db/H = 3.3 and Db/H = 2.0, but a smaller, similar structure can still be
seen in the smallest bubble. For the two larger Db, the jets are initially angled slightly
toward the rear of the bubble, whereas the smaller bubble produces jets that are directed
approximately orthogonal to the bubble flow direction. The jets are fed by inflows near
the bubble surface immediately to either side of each jet. The jets continuously introduce
cooler liquid to the heated plate and carry away warmer liquid. For the spanning bubbles,
fluid temperature increases at the mid-plane can be seen as many as 3Db away from the
bubble. Lobes of higher Nu are caused by these jets and extend as far as 2Db to either side
of the bubble and its central wake.
The relative difference between the instantaneous velocities in these strong
transverse outflows appears to drive transverse motion of the bubble. A repeating growth
and decay of the jets can be observed in the simulation. This transverse velocity
difference is especially apparent in the simulation of the Db/H = 1.1 bubble. This small
bubble was observed to wander in the transverse direction about the channel centerline
throughout the simulation. The beginning of such an event can be seen in mid-plane
image in Fig. 4.2(b). The transverse jet in the lower part of the image is significantly
smaller than the corresponding structure on upper side of the bubble and the front and
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rear outflows are no longer perpendicular to the bubble surface. The result of this event
will be the movement of the bubble towards the side of the less energetic structure.
As can be seen in Fig. 4.2, the dominant features remain regardless of the flow
rate and bubble size. The general effect on the thermal field is also maintained in that
there is a concentration of hot fluid at the front of the bubble at both z locations (both
rows) and cooler fluid at the back of the bubble and near the wall (upper row). The
significant similarity in the structures suggests that the mechanism of increased heat
transfer due to bubble passage is shared between confined bubbles both at different flow
rates and sizes.
The thermal response of the plate has significant connection to the structures
discussed here. A two-dimensional rendering of the Nu and the temperature of the plate is
shown in Figure 4.4. Each of the structures discussed here produces, either directly or
indirectly a response in the plate that can be seen in Fig. 4.4. The rear outflow region is
responsible for the primary wake that extends out directly behind the bubble. The large
wake is a consequence of the rear outflow region forcing a stream of near-bulktemperature fluid into the wall. This cooler fluid must be heated to a temperature of the
precursor value before the plate can return to it precursor Nu. This slow re-heating of the
fluid for the Pr = 12 cases produces the long wake seen behind the bubble.
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(a)

(b)
Approximate location of bubble

Figure 4.4: Two-dimensional renderings of (a) Nusselt number and (b) Plate
temperature. The Nu shading is scaled logarithmically to highlight secondary areas
of lesser but significant Nu increase. For (b) the white transition is set at the
temperature of the following edge of the plate in an undisturbed channel. Note the
temperature minimum occurs about 2Db behind the trailing edge of the bubble.
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In addition to the primary wake directly behind the bubble, a set of twin
secondary wakes can be seen to the sides of the bubble. These secondary wakes are of
significantly smaller enhancement than the primary rear wake but do produce a response
in the plate. The side wakes are driven by the lateral outflows at the side of the bubbles.
These outflows are fed by colder fluid from lower in the channel and as such provide a
continuous re-introduction of cold fluid to the plate. This area of colder fluid is far more
diffuse than the rear wake and as a result produces a greatly reduced heat transfer
enhancement. The final large-scale structure seen in the flow is the re-circulation zone at
the front of the bubble. Because this area does not introduce a large temperature gradient
near the plate it is not readily visible in the renderings shown in Fig. 4.4, however an
indirect response can be seen in the Nu response of the plate. There exists a small pair of
recirculation zones in front of the bubble. These small areas of Nu enhancement are lowspeed inflows that sit to either side of the recirculation zone and feed its low-speed
outflow. The fluid in the inflows is cooler than the surrounding fluid and as such
produces the small areas of enhancement in front of the bubble. The response of the plate
due to these flow structures is readily visible in the rendering of Nu; however, the effect
is more difficult to see in the temperature field.

Particle Tracking
To confirm the location and size of the time-varying structures seen using the
temperatures-based rendering, simulations were performed that included massless
particles in the flow field. These particles were used to produce pathlines in the flow and
to be able to track how a single “fluid particle” would move through the domain. The
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pathlines produced this way provide additional evidence for the fluid structures seen in
renderings like those in Fig. 4.2. Figure 4.5 is a rendering of the pathlines of particles
injected into the flow moving toward the bubble and approximately one Db behind the
bubble. The resulting image is restricted to only the upper half of the channel and
pathlines below 0.5H are not shown.

Figure 4.5: Upper half of channel showing fluid particle pathlines colored with
temperature. Significant structures are circled.

The particle renderings, in addition to highlighting fluid structures also carry
temperature information and secondarily highlight the location where lower temperature
fluid from the bottom of the channel is shuttled upwards, thereby increasing the heat
transfer in that area. This lower temperature fluid exchange, from lower in the channel,
can be seen in Figure 4.5, especially near the lateral jets. The rear of the bubble contains
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the region responsible for the largest enhancement of heat transfer in the system. This is
driven by a relatively high velocity outflow at the rear of the bubble. This area can be
clearly seen in the temperature renderings of the flow field, and is also visible in the
particle renderings.
Figure 4.6 includes a somewhat uncommon event, which is a sporadic collapse of
the one of the twin vortical structures behind the bubble. Much like the collapse of one of
the lateral jets this produces an asymmetry in the flow around the bubble and appears to
be linked to the occasional lateral motion seen in the bubbles. While this sporadic
behavior appears to have limited effects on the thermal response of the system, this type
of behavior seems to influence the small-scale time-varying behavior observable in the
data of a single realization in time. Small-scale unsteady behavior is the reason a timeaverage realization is used to compare data between simulations.

Collapsed Vortex Pillar

Vertical Vortex Pillar

Figure 4.6: Close up view of the rear of the bubble and showing the local fluid
structure. Rendered during a re-organization events and only one of the vortical
structures is visible.
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Data Reduction
These simulations have produced several terabytes of data. A process is required
for reducing the size of the data set while accurately representing the results seen in the
simulation. For example, the time-independence study, discussed in Chapter 3,
established that non-physical transients in the system remained until about t* =1, which is
approximately 1 second for the Re=169 simulations. No data from times before then was
considered for results.
After the non-physical transients had left the system, some smaller-scale
perturbations remained due to the occasional side-to-side motion of the bubbles. This
motion was observed in all simulations; however, the smaller bubbles produced more
lateral motion than their larger counterparts. This lateral motion was an obstacle to
analyzing the thermal response in the far wake of the bubble. To address this issue, data
are presented only for periods during which the bubble was centered within the channel
and the wake was directly behind the bubble’s current location. Because of the quasisteady nature of the results, when the bubble is centered in the channel observed
structures are representative of the structures present at any other time.
Small transients in the structures near the bubble produced small changes to the
thermal response in the heated plate. These changes had no notable effect on the largescale heat transfer in the system. To address these transients, the average of three
realizations, irregularly occurring in time to prevent inclusion of any unnoticed periodic
effects, were used to produce the spatial distributions of heated-plate temperature and
heat flux used in the final data analysis.
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The final reduction step taken was to spatially average the wake results. This was
done in the lateral (y) direction only and was done at each streamwise location behind the
bubble. The lateral row of cells that fell within rectangle the width of the bubble, behind
the bubble, are averaged together to give a single value for that x-location. This process
is illustrated in Fig. 4.7.

y
Xb

i1
i
i1

Figure 4.7: Illustration of the spatial averaging and dimensions used for data
reduction.

Definition of Terms used in Analysis
Several important terms are used to describe and categorize the simulation results.
Both dimensional and non-dimensional values are used to describe the heat transfer
behavior. The spatial and temporal averaging removes many of the fluctuations seen in
the centerline data in Fig. 3.10. The dynamical structures in the near field of the bubble
are somewhat unsteady, and this unsteadiness leads to the fluctuations seen in the surface
data. The average data for the plate (three time realizations plus laterally within the wake)
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was used to calculate a heat transfer coefficient, hx, for each streamwise location behind
the bubble as
ℎ𝑥 ≡

𝑞"𝑤
(𝑇𝑤 − 𝑇𝑏 )

Eq. 4.2

where Tw is the heated plate temperature, qw is the heat flux and Tb is the bulk fluid
temperature at that streamwise location. The bulk or mixing-cup temperature, Tb, is
calculated using the precursor values of velocity and temperature found in an undisturbed
channel, formulated as

𝑇𝑏 (𝑥) =

∫ 𝑢𝑏 (𝑧) ∗ 𝑇(𝑥, 𝑧)𝑑𝑧
.
∫ 𝑢𝑏 (𝑧)𝑑𝑧

Eq. 4.3

The rise in Tb in the streamwise direction, computed in this manner, is used as the
reference temperature in the computation of hx for all of the results presented here. For
this boundary condition, this is a constant-slope streamwise increase of approximately a
0.032 K/mm, or 0.96 K along the 30 mm domain for the low-speed simulations.
Two types of Reynolds numbers are defined for this analysis. The first is the
standard channel Reynolds number, defined as

𝑅𝑒 ≡

𝑢𝑏 ⋅ 𝐷𝐻
.
𝜈

67

Eq. 4.4

The second Reynolds number is specific to this work and is defined based
difference between the bubble speed and the maximum liquid velocity, and the bubble
diameter as length scale,

𝑅𝑒𝑏𝑢𝑏𝑏𝑙𝑒 ≡

𝑢Δ 𝐷𝑏
,
𝜐

Eq. 4.5

Where the velocity scale,

𝑢Δ ≡ 𝑢℄ − 𝑢𝑏 ,

Eq. 4.6

which is the relative velocity of the bubble with respect to the precursor flow speed as
represented by the centerline velocity. Values for 𝑅𝑒𝑏𝑢𝑏𝑏𝑙𝑒 are in the range of 60 – 150
and are consistent with laminar flow around an obstruction represented by a bubble of
diameter Db.
A dimensionless x-location behind the bubble is proposed as having the form of
the traditional x* used in developing laminar duct flows with inclusion of a dimensionless
group that captures bubble confinement. Additionally, the appropriate definition of the
Reynolds number and the exponents applied to both the Reynolds and Prandtl numbers
are left open for the moment. The resulting equation is
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𝑥∗ ≡

𝑃𝑟𝑙

𝑥𝑏 ⁄𝐷𝐻
(𝐻𝑏 ⁄𝐻 )𝑚 .
(𝑅𝑒𝑏𝑢𝑏𝑏𝑙𝑒 )𝑛

Eq. 4.7

Equation 4.7 includes representation of the three length scales in the problem:
channel spacing, H or DH, and the two bubble scales, Hb, bubble height, and Db, bubble
diameter. It also includes three free exponents. Here, (𝐻𝑏 ⁄𝐻 ) is a measure of the
confinement of the bubble where a maximum value of 1 describes a fully confined bubble
between top and bottom of the channel. A dependence on confinement has been
demonstrated by Albahloul (2015) and Ozer (2010).

Thermal Response of the Plate
For practical usage as well as comparison to experiment the thermal response in
the heated upper plate is of utmost importance to this work. As such, a significant
portion of this work was dedicated to the analysis of the thermal field in the plate and the
steady response of the plate to a bubble passage. The Pr = 12 results are considered most
informative as they represent the actual properties of Novec-649 and simulations at this
Pr were completed for all three bubble volumes and both flow speeds.
The first results presented here are the dimensional reduced data for Pr =12 where
the convection coefficient, hx, in the trailing wake of the bubble is plotted against the
distance behind the bubble, xb. Recall that hx is defined using the spatial and temporal
averaging process described for Eq. 4.2. This data can be seen in Fig. 4.8, which is a loglog plot. This log axis plot shows a similar evolution in hx in the trailing wake regardless
of bubble size or speed. Apparent in this plot is the consistent shape of the curves which
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resembles a power law relationship of approximately ℎ~𝑥 −1/2 between heat transfer
and distance behind the bubble. The four curves show some separation, especially in the
midfield, which indicates that a dimensionless casting of these results based on,

𝑁𝑢𝑥 ≡

ℎ𝑥 𝐷𝐻
.
𝑘𝑓

Eq. 4.8

A dimensionless casting of distance behind the bubble captures the remaining
dependence on bubble size and speed, level of confinement, and liquid flow speed. Figure
4.8 shows that a reasonable fit to the data in the form of Nux can be obtained with

𝑥∗ ≡

𝑥𝑏 ⁄𝐷𝐻
(𝐻𝑏 ⁄𝐻 )0.6 .
𝑃𝑟 (𝑅𝑒𝑏𝑢𝑏𝑏𝑙𝑒 )0.45

Eq. 4.9

While Pr does not change between any of the curves shown in Fig. 4.8, it remains
in the form of dimensionless distance defined by Eq. 4.9. This comparison will be later
extended to the second Pr, and that analysis indicates 𝑃𝑟 −1 will collapse data from both
values of Pr. Therefore, that value for the exponent on Pr will be introduced here.
Compared to the hx (xb) representation shown in Fig. 4.8, these curves show an improved
collapse throughout the range of the data except for the larger bubble, Db/H = 3.3,
operating at the lower Re (channel) of 169. In fact, the improvement in the collection of
the data made possible by Eq. 4.9 serves to highlight the deviation in the midfield of the
wake for this latter case. It is unclear why this deviation occurs, however, it may be
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caused by a small difference in the re-organization of the fluid after the bubble passage
compared to the other bubble volumes.
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Figure 4.8: Convection coefficient versus distance behind bubble for Pr = 12 liquid.

Figure 4.9 demonstrates that Nux depends on (x*)-1/2 over the mid and far wake. It
is expected all these curves to approach the undisturbed value of Nu0 = 5.4 with
increasing x or x*. All the data at this Pr exhibit an approach to the limiting value,
however the computational domain restricts the maximum x* to values that do not
demonstrate an asymptotic behavior. It can also be seen in Fig. 4.9 that the thermal
response can be divided into three approximate sections. The first being immediately
71

after the bubble passage, 𝑥 ∗ < 0.001, where Nux is relatively uniform. This is the area
where the fluid is being re-introduced to the plate immediately after bubble passage and
the near-field structures are actively mixing the fluid.
100
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x* = xb/(DH Pr Rebubble0.45) (Hb/H)0.6

Figure 4.9: Nu versus x* plotted with log-log axes for Pr = 12 liquid. Precursor value
marked with horizontal line.

The second section is the power law region where Nux very closely follows the
(x*)-1/2 relationship. The power law region is located after the end of the active mixing
region behind the bubble, where the flow reorganizes into a developed channel flow.
This region is a candidate for reduced-order modeling work to potentially elucidate the
reason for the well-formed power law curve.
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The third region of the thermal response of the heated surface is the return to
precursor. While it’s arguable that the high Pr data includes this section or if the
inflection is the result of interaction with the following boundary, it is expected that the
thermal response must return to the precursor at some point. The curves must then
include an inflection point at which they deviate from the power law relationship and
begin to asymptoticly approach the precursor value.
Low Pr Liquid Thermal Results
Simulations for Pr = 1 were performed for all three bubble volumes and a single
liquid velocity and as such all share the same channel Re. The dimensional results of the
plate convection coefficient versus the distance from the bubble are shown in Fig. 4.10.
Much like the behavior for the high Pr liquid, these three curves are similar in values and
trends. This agreement is strongest in the far-field as would be expected for curves that
share a common asymptote. For runs with the same DH and kf , the precursor asymptote
in Nux implies a common asymptote in hx. Separation is apparent in the near- and midfield, particularly for the larger bubble. Using the same dimensionless casting as was
employed for the high Pr liquid simulations produces the plot shown in Fig. 4.11. It
should be noted that the separation of the large bubble in the mid-field is highlighted in
this casting much as it was in the high Pr liquid simulation. After bubble passage, the
recovery of the temperature field across the channel is more complete at a given
dimensional streamwise distance for the Pr = 1 liquid. This is represented by the
inclusion of Pr in Eq. 4.7. Therefore, a greater dimensionless streamwise distance, x*, is
obtained by the Pr = 1 liquid at the end of the computational domain.
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The three regions of the curves discussed previously, with the exception of the far
field region, are significantly more difficult to identify. There are no data for x* < 0.001,
so the uniform Nux in the near-field is suggested by these data, but not clearly seen. The
power-law region middle region seen in Fig. 4.9 is not clearly present in Fig 4.11.
However, the third region, asymptotic approach to the precursor for Nux, which was not
present in Fig. 4.9 due to domain length, is clearly seen in Fig 4.11. The precursor value
of Nu0 is identified in Fig. 4.11 and all three curves approach it asymptotically.

hx [W/m2*K]

10000

1000

Db/H
1.1
2.0

Pr = 1 Re = 169

3.3

100
0.00001

0.0001

0.001

0.01

0.1

Xb [m]

Figure 4.10: Convection coefficient versus distance behind bubble for Pr = 1 liquid.
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These data indicate that as the Pr decreases, the temperature recovery of the wake
shortens in dimensional space (xb). This reduction occurs in the middle (power law)
region. The active mixing region is controlled by multi-directional advective motion and
is little influenced by diffusion. The third region, the recovery, is unlimited in length as it
includes the asymptotic return to precursor values. Therefore any shortening in the
overall recovery process must come from a foreshortening of the middle region.
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Figure 4.11: Nu versus x* plotted with log-log axes for Pr = 1 Liquid. Precursor
value marked with horizontal line.
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Combined Prandtl Number Results
Shown in Fig. 4.12 is the dimensional convection coefficient versus the distance
behind the bubble for both values of Pr. The results of the low Pr liquid are as much as
an order of magnitude greater that their high Pr counterparts. This Pr separation is
reflective of the significant increase in thermal conductivity in the liquid that provides the
new value of Pr. As expected this separation is removed when the data are cast as Nux in
Fig. 4.13 as the ratio hx/kf is becomes the important quantity.
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Figure 4.12: Convection coefficient versus distance behind bubble for both liquids.

Something of note is that the approximate size, in terms of dimensional distance
behind the bubble, of the near-field region of the curves is similar for all simulations as
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seen in Fig. 4.12. This observation implies that the mixing region behind these bubbles
does not scale on channel height or directly on fluid conductivity. Results one might
expect as an organized, diffusivity-driven recovery of the thermal field has not yet been
initiated. Finally, the results shown in Fig. 4.13, excluding the near-field region, show
the Nux evolution of the Pr = 1 cases to be a reasonable extension in x* of the evolution
seen in the Pr = 12 cases. This is as expected if the same physics is governing the
recovery of the temperature field for both values of Pr.
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Figure 4.13: Nu versus x* plotted with log-log axes for both liquids. Precursor value
marked with horizontal line.
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Conclusions
The passage of a confined bubble produces a complex set of flow structures
which in turn produce a significant thermal response in both the fluid and heated surface.
Flow structures produced by the bubble fall into two primary categories, those directly
behind the bubble and those at the sides of the bubble. Side structures are high velocity
lateral jets that contribute to both the heat transfer and lateral motion of the bubble itself.
The other set of structures at the rear of the bubble are responsible for fluid exchange
within the channel which is linked to the majority of the heat transfer enhancement due to
bubble passage.
The heat transfer response of the bubble passage in the plate can be divided into
three regions. This first region where the flow is being actively mixed by the flow
structures near the bubble and produces a flat Nu response. The second most region,
which is readily seen in the Pr = 12 simulations, decays in Nu as a power law response of
the form, Nu ∝ (x*)-0.5. The power law region appears to scale on the diffusivity of the
fluid and as such is not visible for the Pr = 1 simulations. The third region is where the
heated plate begins to recover its precursor values. This region is where the heat
generation in the plate overcomes the convective heat transfer and the Nu returns,
asymptotically, to its precursor value. It should be noted that the steady-state
enhancement values of Nu seen by Ozer (2011) and Albahloul (2014) were between three
times (Nu ≈ 15) and five times (Nu ≈ 25) higher than single phase heat transfer, which
equivalent to values of Nu seen in the power law region of the simulation results.
The flow structures and the subsequent heat transfer in the wake of a confined
bubble have been explored through simulations. The important flow structures have been
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identified and categorized and the heat transfer response in the heated surface has been
correlated with non-dimensional distance behind the bubble. Altogether, this work has
illuminated many of the less well understood mechanisms of two phase heat transfer
enhancement in pressure-driven, confined, bubbly flows in horizontal channels.
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Chapter 5

Reduced Order Model

Motivation
As an integral part of this work, there was a strong desire to produce a simpler
reduced-order representation of the full simulations. The motivation is to determine if the
wake heat transfer evolution can be replicated by a two-dimensional model that captures
the salient properties of the wake physics. If so, a better understanding of the wake heat
transfer, and perhaps a simpler predictive capability for its evolution, can be obtained.

Assumptions and Governing Equations
The reduced-order approach is built on the following assumptions:


The wake is simulated as a two-dimensional (x-z) plane.



The simulation is steady in the Lagrangian framework, that is, we adopt the
observation from the full simulations that the wake fluid mechanics is quasisteady.



The model does not solve the momentum equations; instead, we assume that
the precursor velocity profile is fully reestablished in the wake. That profile is
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established as boundary conditions at the “leading” and “following”
boundaries of the domain.


The bubble is replaced by a fluid column at the rear of the bubble that is
thermally mixed (to a degree to be discussed later) by the bubble passage.
This fluid column forms the “leading edge” thermal boundary condition. This
assumption, and the one immediately previous, remove the near-field mixing
region from this model as the leading edge boundary is stationed after the
mixing has occurred and after the momentum field has reorganized to the
precursor profile.



The thermal response of the heated upper plate is modeled and is part of the
solution process in the reduced-order model.

The lower channel wall is

thermally insulated.


The “trailing edge” thermal boundary condition is the same modified
condition used in the full simulations so that the near-wall wake can exit the
domain smoothly.

Because the plate and bulk temperature increase as the bubble moves down the
channel, the equations are formulated using dimensionless variables scaled to the
precursor plate-to-bulk temperature difference. The governing equation for the thermal
field in the fluid is the convection-diffusion equation. This equation is shown in its most
general, steady-state, form is,

∇ ∙ (𝒗𝑇) = ∇ ∙ (α∇𝑇) + 𝐺,
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Eq. 5.1

where, T is the fluid temperature, v is the velocity vector, α, is thermal diffusivity, and G,
is the volumetric heat generation. Given the assumed precursor velocity field, the only
non-zero velocity component is the streamwise, or, x direction. This gives the final form
of the energy equation used for this simulation,

𝑢

𝜕
𝜕2
𝜕2
𝑇 = 𝛼 ( 2 𝑇 + 2 𝑇) + 𝐺 .
𝜕𝑥
𝜕𝑥
𝜕𝑧

Eq. 5.2

Equation 5.2 was discretized to produce the finite difference nodal equations used for
both the fluid domain and the heated upper wall.
The precursor velocity is made dimensionless by scaling to the maximum velocity
difference in the channel, between the centerline velocity and the plate (Lagrangian)
velocity. This choice produces the dimensionless velocity shown in Eq. 5.3,

𝑢∗ ≡

𝑢
.
𝑢℄ − 𝑢𝑝

Eq. 5.3

The dimensionless temperature, θ, is scaled on ΔTpre, the streamwise-uniform plate-tobulk temperature difference expected in the precursor flow. The resulting form is

𝜃≡

𝑇(𝑥, 𝑧) − 𝑇𝑏
,
Δ𝑇𝑝𝑟𝑒
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Eq. 5.4

where T(x,z) is the local temperature and Tb is the bulk temperature. When a dimensional
bulk temperature is chosen it sets the time/location of the dimensional results extracted
from the model. The dimensionless forms of the spatial variables are defined with respect
to the channel height, H as

𝑥∗ ≡

𝑥
, and
𝐻

Eq. 5.5

𝑧
.
𝐻

Eq. 5.6

𝑧∗ ≡

Substituting Eqs. 5.3 through 5.6 into Eq. 5.2, gives the initial non-dimensional
form of the governing equation,

𝑞 ′′′ 𝑉 ∙ 𝐻
𝜕
𝛼
𝜕2
𝜕2
𝑢
𝜃=
𝜃 + ∗ 𝜃) +
.
(
𝜕𝑥 ∗
𝜕𝑧
𝜌𝐶𝑝 (𝑢℄ − 𝑢𝑝 )Δ𝑇𝑝𝑟𝑒
(𝑢℄ − 𝑢𝑝 )𝐻 𝜕𝑥 ∗
∗

Eq. 5.7

To simplify the diffusivity term a Peclet number is introduced,

𝑃𝑒 ≡

(𝑢℄ − 𝑢𝑝 )2𝐻
.
𝛼
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Eq. 5.8

Substituting back into Eq. 5-7 gives the final form of the governing equation,

𝑢∗

𝑞 ′′′ 𝑉 ∙ 𝐻
𝜕
2 𝜕2
𝜕2
𝜃
=
𝜃
+
𝜃)
+
.
(
𝜕𝑥 ∗
𝑃𝑒 𝜕𝑥 ∗
𝜕𝑧 ∗
𝜌𝐶𝑝 (𝑢℄ − 𝑢𝑝 )Δ𝑇𝑝𝑟𝑒

Eq. 5.9

Discretization
This reduced-order model uses the finite difference formulation for discretizing
the derivatives in the governing equation. The use of the finite difference formulation
over a two-dimensional rectangular domain allows for Microsoft Excel to be the solver
backbone of the model. Figure 5.1 shows the basic elements of the domain.

Domain Interface
Mixing Region

Solid Domain

Fluid Domain

Rear of Bubble

Leading Boundary

Following Boundary

Figure 5.1: Computational domain for the reduced-order model.
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To increase the accuracy of the model and improve the stability of the solver,
higher-order discretization was chosen for the derivatives. This resulted in a third-order
upwind discretization for the first-order derivatives and fourth-order central discretization
for the second-order derivatives. The third-order upwind discretization of the derivatives
took the following form,

𝜕
2𝜑𝑖+1 + 3𝜑𝑖 − 6𝜑𝑖−1 + 𝜑𝑖−2
𝜑=
.
𝜕𝑥
6Δ𝑥

Eq. 5.10

Where φ, is the variable of interest, in this case temperature, and Δx, is the grid
spacing, assuming it’s uniform. The higher-order derivatives were discretized at fourth
order as

𝜕2
−𝜑𝑖+2 + 16𝜑𝑖+1 − 30𝜑𝑖 + 16𝜑𝑖−1 − 𝜑𝑖−2
𝜑=
.
2
𝜕𝑥
12(Δ𝑥)2

Eq. 5.11

These two discretized derivatives can then be substituted into the governing
equation to provide the final discretized forms of that equation needed for the various
positions in the domain: the fluid field, the heated plate, and the elements on the domain
boundaries.

Two of the final equations are shown in Eqs. 5.12 and 5.15. A

comprehensive list can be found in Appendix G. Equations 5.12 and 5.15 are the final
governing equations for the plate and the fluid, respectively. The equations for the plate
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and the fluid are near identical. By setting the generation term to zero, as the electrical
generation only exists in the plate, the equation for the fluid is produced.

𝜃𝑖,𝑗 = [3 + 15𝛤 (

−1
1
1
+
)]
(Δ𝑥 ∗ )2 (Δ𝑧 ∗ )2

Eq. 5.12

∙ [−2𝜃𝑖+1 + 6𝜃𝑖−1 − 𝜃𝑖−2 + 𝜁𝑝
−𝜃𝑗+2 + 16𝜃𝑗+1 + 16𝜃𝑗−1 − 𝜃𝑗−2
+ 1⁄2 Γ (
(Δ𝑧 ∗ )2
−𝜃𝑖+2 + 16𝜃𝑖+1 + 16𝜃𝑖−1 − 𝜃𝑖−2
+
)]
(Δ𝑥 ∗ )2
With
𝛤 ≡

𝜁𝑝 ≡

𝜃𝑖,𝑗

2Δ𝑥 ∗
𝑃𝑒 𝑢∗

𝑞 ′′′ 𝑉 ∙ 𝐻Δ𝑥 ∗
2𝜌𝐶𝑝 (𝑢℄ − 𝑢𝑝 )𝑢∗ Δ𝑇𝑝𝑟𝑒

Eq. 5.13

Eq. 5.14

−1
1
1
= [3 + 15𝛤 (
+
)]
(Δ𝑥 ∗ )2 (Δ𝑧 ∗ )2

∙ [−2𝜃𝑖+1 + 6𝜃𝑖−1 − 𝜃𝑖−2
−𝜃𝑗+2 + 16𝜃𝑗+1 + 16𝜃𝑗−1 − 𝜃𝑗−2
+ 1⁄2 Γ (
(Δ𝑧 ∗ )2
−𝜃𝑖+2 + 16𝜃𝑖+1 + 16𝜃𝑖−1 − 𝜃𝑖−2
+
)]
(Δ𝑥 ∗ )2
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Eq. 5.15

Implementation
The discretized equations were solved using the iterative calculator built into
Microsoft Excel. This functionality is accessed using the manual worksheet solver in
Excel, as this setting allows for circular reference cells necessary for the calculation.
These circular references are best described as a cell that references its neighbor’s values
while they reference their neighbors, including the original cell. The circular reference
chain produces a functionally explicit solver within the spreadsheet. This coupled with
the inherent analytical functionality of Excel make it a reasonable solver for models of
limited scope.
The conjugate heat transfer, two-domain model provided unique challenges when
implemented in Excel. This necessitated the use of special versions of the node equation
at the interface between the two domains. The interface itself functions like a ghost node
for each respective domain, the goal of which is to couple the temperature calculated for
the interface between the two domains. This coupled interface is calculated using a
thermal-diffusivity-weighted average of the temperatures on the nearest node in either
domain. This implementation of the interface functioned well to ensure that the
temperature information was shared between the two domains.
A small-scale model of the Excel solver is shown in Figure 5.2 to demonstrate
how the model is set up in Excel and the nature of the interface. The diagram in Fig. 5.2
illustrates the connectivity between the nodes and the relatively disconnected interface
node. The diagram shows the first node of the fluid domain and a single node
representation of the plate.

The diffusion terms are fourth-order and centrally

differenced, this is shown by the arrows referencing the adjacent node and one more node
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away in all directions. The convective terms are slightly different, as they are using a
third-order upwind scheme. They reference the two nodes upstream of the node of
interest but only one node in the downstream direction. It should also be noted that the
interface node uses a thermal-conductivity-weighted average and only references the
node above and below it. This provides an intermediary node so that the domains need
not reference one another.

Adiabatic Boundary

Plate Domain

Interface Node

i-2

i-1

i+1

i+2

Fluid Domain
j-1

j-2

Figure 5.2: Diagram of connectivity in the reduced order model. References shown
as arrows. Black represents references used in diffusion terms and red for those
used in convective terms.
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Boundary Conditions
While the streamwise (x-direction) boundary conditions are somewhat
complicated the z-direction, cross-stream, boundaries are very simple. At the bottommost
location in the channel an adiabatic, zero flux, boundary is imposed. An adiabatic
boundary is also imposed on the topmost boundary above the plate. These boundaries are
shared between the reduced-order model and the full simulation.
The streamwise boundaries were constructed to account for the Lagragian
formulation of the problem as well as allowing the following boundary to be determined
dynamically based on the simulation results. This following boundary is almost identical
in formulation to that shown in chapter 3 (Eq. 3.8) as used in the full simulation. The
boundary condition fits a fourth-order temperature profile to the current temperature at
the interface. This condition was used successfully in the full simulation and discussed in
chapter 3.
The passage of the bubble in the reduced-order model is represented by a partially
mixed temperature profile at the leading boundary. The profile includes a simple step
function in the upper region of the flow near the heated wall. This step-function boundary
condition is very similar the “mixed region” model used in the semi-infinite solid models
created by both Albahloul (2015) and Ozer (2010). The step function sets the upper nearwall region of the flow to the bulk temperature of the flow at that streamwise location,
while using precursor values for the lower region of the curve. Due to the presence of the
structures at the rear of the bubble, cold fluid is drawn from the bottom and center of the
channel and is mixed such that the fluid temperature in the rear wake of the bubble is
approximately at the bulk temperature. A comparison between the precursor profile and
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the step-function boundary condition is shown in Fig. 5.3.

This use of boundary

condition was chosen because it reasonably represents the well mixed fluid seen in the
near wake of the full-scale simulation results and it is of similar construction to the initial
conditions used in the semi-infinite solid models of previous researchers.
1
0.8
Precursor

θ = (T(x,z)-Tb)/(Tw-Tb)

0.6

Step-Function Boundary

0.4
0.2
0
-0.2

1.2

1

0.8

0.6

0.4

0.2

0

-0.4
-0.6

-0.8
-1

z [mm]

Figure 5.3: Comparison between the non-dimensional temperature profiles of the
precursor and the step-function leading boundary condition.

The computational domain in Excel was arranged as 400 cells across the channel
(z-direction) and 3200 cells in the streamwise direction into the rear wake extending from
the end of the well-mixed region behind and near the bubble. The choice of the number
of streamwise cells was made to accommodate a large, but workable Excel worksheet
(1.4 million total cells); however, this choice limited the streamwise extent to 10 mm in
one sheet. To produce results for a longer section of the wake (something closer to the 30
mm domain used in the full simulation), three worksheets, or streamwise wake sections,
were chained together as follows. The first section was converged and the solution from
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the end of the first section was used as the leading-edge boundary condition for the
second section. This coupling was repeated for the third section. These three sections
together cover 26 mm of channel, which is more than sufficient to cover the entire range
of x* found in the full simulations.

Results and Analysis
To qualify the model, the boundaries were set to the dimensionless precursor
temperature profiles at the leading and trailing boundaries and the model was allowed to
converge. The results produced the temperature profiles in the interior of the domain
consistent with the boundary profiles. The model was then executed for the perturbed
temperature profile, as shown in Fig. 5.3 at the leading boundary created by the bubble
passage. The resulting evolution in temperature is shown in Fig. 5.4. The expected
physical outcome is that the sharp step function boundary in the liquid would propagate
in the positive x-direction and be heated from below by the undisturbed core-flow region
at the center of the channel.
It can be seen that immediately downstream of the leading boundary at x = 0, the
curves show quick damping of the sharp gradients in the boundary profile, as expected.
In earlier attempts at constructing this model, streamwise thermal diffusion within the
fluid had been neglected. This omission had allowed “phantom energy” to be generated
and stored near the two lines in the domain where the Lagrangian flow reverses direction
(above and below the core region). This problem was overcome in the build presented
here by a combination of including streamwise diffusion and increasing the cell count
across the channel.
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Figure 5.4: T(z) temperature profiles in the model. Leading edge, step-function,
boundary condition located at x = 0. Bulk temperature at the leading edge is
represented by θ = 0.

Figure 5.4 shows that all the temperature curves fall smoothly through the center
section of the flow with no internal energy collecting in mid channel. The drop in
temperature near z = 0.30 mm is due to the dynamic following boundary condition
lowering the incoming core flow temperature in response to the drop in plate temperature
as described in chapter 3. The reduction in temperature does not extend to the adiabatic
lower wall because the flow near that wall is introduced at the leading boundary and
carries thermal energy as determined by the leading boundary condition.
Figure 5.5 shows the results from the reduced order-model compared to the
results from the full simulations for Nu vs. x*. Figure 5.5 includes all of the Pr = 12
simulations and the three streamwise sections of the reduced-order model. The model
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parameters for the results shown are up = 29 mm/s (equivalent to the Db/H = 1.95 bubble),
Re = 169, Pr = 12. Note that a selection of Db/H and Re sets up and Rebubble as used in x*.
This set of parameters was chosen for two primary reasons. Firstly, it represents the set of
parameters for the most studied of the simulations in this work. This simulation was used
for much of the qualification work, and has therefore been explored with somewhat
higher granularity than the other simulation. Also, this set of parameters occupies the
“central” location of the parameter space, and should produce the “middle” of the data
set.
100

Nu = (h*DH)/kf

y ∝ x-1/2

10

Db/H
1.1
2.0

Re = 169

Nu0

3.3
1.1
2.0
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3.3
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1
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0.001
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X* = Xb/(Dh Pr Rebubble
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0.45)

1

(Hb/H)0.6

Figure 5.5: Nu vs. x* of all Pr =12 simulations with reduced-order model.
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The foremost observation of figure 5.5, is that the Nu results of the reduced-order
model are remarkably similar to that of the full simulation. Significant deviation exists
for low x*, however, that is expected, as this region still contains active mixing in the
full-scale simulation. The reduced-order model collapses very well for x* > 0.003, which
suggests a high degree of similarity after the first region of the response curve.
100

Nu = (h*DH)/kf

y ∝ x-1/2

Db/H

10

2.0

RO Model

1
0.01

0.1

1

10

100

Xb [mm]

Figure 5.6: Plot of Nu vs. xb of the reduced order model, shown with its
corresponding full simulation. (Db = 1.95, Re = 169, Pr = 12)

It can also be seen that the model curve falls below the others after approximately
x* > 0.03, and this low Nu remains until the curve begins to flatten at the third section of
the model curve. Note the short “restart” behavior where the sections of the model patch
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together. The model displays a clearer asymptotic behavior at this Pr because it covers
nearly 30 mm behind the bubble whereas the full simulations stop at or before 20 mm.
Highlighting the differences and similarities between the reduced-order model
and the full simulation, Figure 5.6 shows the model and only the curve from the
equivalent scale simulation (Db/H = 1.95, Re = 169, Pr = 12). As stated before, the Nu of
the model cannot match the simulation at the smallest x*. The model collapses reasonably
well in the middle, “power law” region of the curve before producing a somewhat lower
Nu in the far field. The reduced-order model curve fits an (x*)-0.6 curve while the full
simulation, as discussed previously, fits a (x*)-0.5 curve. This similarity is the most
significant takeaway from these results.
The difference in the power-law behavior for Nu of the model and the full
simulations appear to be due to a mismatch in the recovery of the plate temperature
between the model and the simulations. The evolution in plate temperature difference (Tw
– Tb(x)) for both is shown in Fig. 5.7. Note that the bulk mixing temperature is varying
with streamwise position. Figure 5.7 clearly shows that the plate in the full simulation
begins its temperature recovery after approximately 7 mm behind the bubble. This is
contrasted by the model temperature continuing to drop at this location.
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Figure 5.7: Wall temperature difference shown versus distance behind bubble.
Precursor temperature difference shown as solid line. Discontinuities in the RO
model curve are locations of domain boundaries.

The recovery in the model is difficult to see in Fig. 5.7, however the model plate
temperature recovers approximately 0.25K between 18 and 27 mm, so it appears that the
temperature minimum has been achieved within that interval. The second component of
the Nu is the heat flux at the wall. Linear and log-scale plots showing the comparison
between the model and the full simulation is shown in Fig. 5.8.
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Figure 5.8: Wall heat flux at the boundary between the plate and liquid. Plots are on
linear axes (a) and log-log axes (b).

Heat flux differences between the model and full simulation echo the behavior of
Nu. The local difference in the heat flux predictions is a slightly exaggerated version of
the Nu differences. The largest difference in heat flux at large values of x is
approximately 450 W/m2 or 23% below the simulation value. The wall temperature
difference predicted by the model at that location is about 12% lower than the simulation
value. These differences tend to offset and produce a difference in Nu of about 15%
below the simulation value at that location.
The difference in the evolution of the wall temperature difference is striking and
points to physics missing from the reduced-order model. The more rapid recovery in the
simulation appears to be due to lateral conduction in the plate – a feature not present in
the two-dimensional model. Energy is provided to the plate from two sources. The first
source is ohmic heating which is approximately 580 μW per cell volume using the plate
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cells in the full simulation. The second source of energy is conduction in the cross-stream
(y) direction. This y-direction conduction is location-dependent in the bubble wake. For
the simulation shown in Fig. 5.6 at xb ≈ 15mm, and for a plate thickness of 75 m, the
value of y-direction conduction is about 250 μW in the cells one bubble radius to either
side of the wake centerline. This means that there is approximately 830 μW of energy
entering the cells one bubble radius away from the centerline at this x-location.
This energy is removed by two mechanisms. Those being the energy given to the
fluid at the wall and the energy carried downstream by the moving wall in the Lagrangian
coordinate system. For the cell locations identified above, the energy carried away by the
moving wall is approximately 75 μW and the spatial-averaged energy lost to convection
in the wake is approximately 800 μW. The estimated cell totals in this example (875 μW
vs 830 μW) are approximately in balance; however, the message here is that the plate
energy balance in the wake includes a y conduction term at the periphery of the wake that
is 30% of the total incoming energy and a somewhat higher fraction of the energy lost to
convection. So, when that y-conduction term is set to zero, as is done in the model, the
energy input to the wake portion of the plate is significantly reduced and the recovery
time of the plate is greatly increased. For this reason the plate temperature difference as
predicted by the model in Fig. 5.7 recovers much more slowly with distance. This
difference constitutes the major shortcoming of the reduced-order model.

Conclusions
The most recent similar modeling effort was done by Ozer (2010) and later with
modifications by Albahloul (2015).

They compared their results to laboratory

measurements of many bubbles passing a point in the channel. They had no detailed data
98

for the effect of a single bubble. The governing equation for their model was a modified
version of the differential equation used in semi-infinite solid problems – that is the fluid
was treated as a fixed solid with the properties of the liquid phase. Alabhloul added a
term to the equation to simulate the background advective transport present in the
precursor flow. To initialize this model, a well-mixed region near the heated wall was
introduced and then the model tracked the return to the precursor in time at fixed position
in the channel. The step-function boundary condition used at the leading boundary in the
model presented here is very similar to the initial condition used by Ozer and Albahloul.
The Albahluol model used a uniform temperature based only on velocity-weightedaverage temperature in the assumed well-mixed region near the wall. The current stepfunction boundary condition used the overall channel bulk temperature as the uniform
near-wall temperature. This produces a cooler temperature fluid interacting with the plate
than was introduced by Albahloul.
The present model solves, not a one-dimensional solid conduction equation, but
rather a steady two-dimensional version of the convection equation itself. As such, the
present model contains much more of the physics of the problem, and the full simulation
results allow a level of comparison to the details of the physics not possible in previous
studies.
The reduced-order model was built to illuminate the important elements of wake
heat transfer. The results allow the following observations:


Due to the very low Re in these flows, a return to the precursor velocity profile
happens quickly and the assumption in the model of a fixed precursor velocity
field through the wake was a successful feature of the model,
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the near-wall mixing produced by the bubble passage was well-represented by
the leading-edge thermal boundary condition selected for the model,



the model predicts a power-law behavior in Nu and in heat flux similar to that
found by the full simulation and the model as executed over multiple
streamwise sections predicts a far-field asymptote,



the only significant caveat to the completeness of the model is the lack of the ydirection conduction present in the plate.
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Chapter 6

Summary and Conclusions

Summary
This work presents a numerical study of the flow field and heat transfer rate
produced by a single highly-confined bubble in a diabatic horizontal minichannel. The
simulated bubbles are atmospheric air contained within the engineered fluid Novec-649
and phase change is prohibited during the simulation. The liquid velocities place the
Reynolds numbers on order of 102, well within the realm of laminar flow. In addition to
the simulation of the liquid and gas phases, the heated upper plate of the channel is also
fully simulated, such that it can respond to the passage of the bubble. The simulations of
the bubbles in question was accomplished using ANSYS Fluent as the primary solver.
The bubble was modeled using the Volume-of-Fluid method for interface tracking. The
interface itself was reconstructed using an extension of the PLIC method known as Full
Geometric Reconstruction. The surface tension forces at the phase boundaries were
modeled using the Continuum Surface Force model and the contact angle was set using
measurements from experimental photographs of equivalent bubbles. These simulated
bubbles were placed a domain which by the nature of its boundary conditions simulation
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the domain moving around the bubble. This moving reference frame, or Lagrangian
formulation, allows the bubble to remain relatively stationary during the simulation. This
stationary behavior enables the simulation of arbitrary length channels using the same
relatively small numerical mesh. This technique allows the available computational
resources to be used much more efficiently.

The outcomes of this investigation can be summarized as follows:


Nine computational simulations were performed of a single bubble in a pressuredriven horizontal minichannel without phase change (three bubble volumes, each
at three Peclet numbers).



The use of the Volume of Fluid model with full geometric reconstruction of the
interface and the continuum-surface-force surface tension model produces
numerical bubbles that move at speeds consistent with experimental
measurements and are morphologically consistent with images from experiments
of equivalent bubbles.



Significant coherent structures in the dynamical field of the liquid phase were
identified including prominent jets issuing from the sides of the bubble and twin
vortex structures at the rear of the bubble. The lateral jets have velocities of
similar magnitude of the speed of the bubble and exhibit growth and decay cycles
that produce lateral motion in the bubbles. The vortex structures at the rear of the
bubble provide the mixing responsible for the primary heat transfer enhancement
in the bubble wake.
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The rear wake heat transfer for a single bubble was correlated to general flow
parameters and the morphology of the bubble.



Three distinct regions of heat transfer enhancement in the rear wake of the bubble
were identified. The first region is one of active mixing near the bubble. In the
second region, after the flow has realigned with a fully developed velocity profile,
the heat transfer decays with an approximately h ∝ x -0.5 relationship after bubble
passage. In the third region the heat transfer rate asymptotically returns the
precursor value as most clearly shown in the Pr = 1 simulations.



A reduced-order model of the heat transfer in the rear wake of the bubble was
explored. This model predicts the heat transfer in the “power law region” behind
the bubble well. The model under-predicts the temperature response of the plate
due to the absence of lateral conduction in the heated upper channel wall.

Significant Contributions to the field
This author can identify no prior numerical simulation of the heat transfer
produced by a highly confined air bubble in a horizontal diabatic minichannel. Previous
experimental work has demonstrated the importance of understanding the heat transfer
mechanisms associated with non-evaporating gas bubbles. The difficulties involved in
isolating and analyzing a single bubble in experimental settings has prompted the use of
numerical methods to elucidate the precise nature of the heat transfer enhancement. The
overall contributions to the field are:
(1) The first published laminar-flow full simulation of a single highly confined air
bubble in a diabatic pressure-driven horizontal minichannel has been completed.
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The simulation reproduces experimental measurements of bubble velocity and
morphology.
(2) The use of a Lagrangian coordinate system that moves at the bubble velocity as a
computational

framework

for

said

simulation

has

been

successfully

demonstrated.

Recommendations for Future Work
Conclusions from this work have identified potential directions for future work as
follows:


Although computationally expensive, a construction of the numerical domain that
is long enough to observe the complete recovery of the heated surface for the Pr =
12 base case would provide addition insight into the heat transfer regions seen in
the rear wake.



Expansion of the parameter space of the simulations could test the understanding
demonstrated here and expand the predictive capability developed here. Such
expansion would include larger and smaller bubble diameters additional fluids.
Also, the Pr parameter space could be expanded to determine if the Pr and/or the
thermal diffusivity sets the size of the “power law” region in the rear wake.



Exploration of the time dependent data for near field structures. Looking at the
growth and decay cycles of the lateral jets and the vertical vortical structures.
Performing analysis to potentially identify any fundamental frequencies in such
cycles.
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Further exploration of the interplay between liquid velocity and bubble shape and
specifically the relatively smaller mid-region Nu seen for Db/H = 3.3, Re = 169,
and Pr = 12.



This work focused on the effects of a single bubble. Further work could model
the interactions of fields of bubbles or chains of bubbles. The goal would be to
demonstrate a prediction of the steady heat transfer enhancement observed in the
laboratory frame by experiments.



A new experimental investigation may be undertaken to identify the most
dominant flow structures seen in the numerical simulation. Specifically, the use of
techniques such as particle image velocimetry may identify either the twin
vortical structures seen at the rear of the bubble or the lateral jets observed at the
sides of the bubble.



Further refinement of the reduced-order model including lateral conduction in the
heated plate could bring the plate temperature prediction more in line with the full
simulations.

Additional leading-edge temperature boundary conditions as

inspired by the full simulations can also be explored.


The success of the reduced-order model suggests that the mid and far wake can be
modeled without simulating the actual bubble. The very expensive Volume-ofFluid model would not be needed in such a simulation. A three-dimensional
numerical simulation using two-dimensional versions of the boundary conditions
used in the reduced-order model could be used to address far longer wakes and
include a model of lateral heat flow in the heated plate.
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Appendix A
Material Properties
Table A.1 Thermophysical Properties of Materials

Hastealloy® C-276

3MTM Novec-649

Atmospheric Air

Density
(ρ) kg/m3

8970

1600

1.225

Specific Heat Capacity
(Cp) J/kg-K

397

1103

1006

Thermal Conductivity
(k) W/m-K

8.9

0.059
0.706 (Pr = 1)

0.0242

N/A

4.0

146.1

Absolute Viscosity
(μ) 10-4 kg/m-s

N/A

6.4

0.179

Surface Tension
(σ) N/m

N/A

0.0108
(with Air)

N/A

Material Property

Kinematic Viscosity
(ν) 10-7m2/s

106

Appendix B
User Defined Functions
The following is the list of user defined functions used by Fluent during the solution
process. Further discussion of the implementation of the boundary conditions and initialization
can be found in Chapter 3

/**********************************************************************
UDF
**********************************************************************/
#include "udf.h"
/**********************************************************************
Channel Dimensional Constants
**********************************************************************/
#define FLOW_CHANNEL_HEIGHT 0.00125
#define FLOW_CHANNEL_WIDTH 0.02
#define FLOW_CHANNEL_LENGTH 0.03
#define PLATE_THICKNESS 0.000075
#define MEAN_FLOW_VELOCITY 0.027
#define LAGRANGIAN_VELOCITY 0.029
#define CELL_SIZE_X 0.000125
#define CELL_SIZE_Y 0.000125
#define CELL_SIZE_Z 0.00003125
/*********************************************************************
Channel Thermal Constants
**********************************************************************/
#define PLATE_INTIAL_TEMPERATURE 327.0
#define PLATE_OVERALL_NUSSELT_NUMBER 5.4
#define PLATE_HEAT_FLUX 1920
/**********************************************************************
Material Property Constants
**********************************************************************/
#define
#define
#define
#define

LIQUID_SPECIFIC_HEAT 1103.0
LIQUID_THERMAL_CONDUCTIVITY 0.059
LIQUID_DENSITY 1600.0
LIQUID_PRANDTL 12.0

/**********************************************************************
Global Variables
**********************************************************************/
int
int
int
int

previousTimeStep
NUMBER_CELLS_X =
NUMBER_CELLS_Y =
NUMBER_CELLS_Z =

= 0;
FLOW_CHANNEL_LENGTH / CELL_SIZE_X;
FLOW_CHANNEL_WIDTH / CELL_SIZE_Y;
FLOW_CHANNEL_HEIGHT / CELL_SIZE_Z;

int haveWallTemperature = 0;
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/**********************************************************************
Velocity Boundaries Leading and Following
**********************************************************************/
DEFINE_PROFILE(Boundary_VelocityProfile,t,i)
{
real position[ND_ND];
/* holds the position vector */
real x;
/* holds x-location */
real y;
/* holds y-location */
real z;
/* holds z-location */
real time;
/* holds flow time */
real velocity;
/* holds centroid velocity */
real hstar;
/* holds non-dimensional z-location */
face_t f;
/* holds current boundary face */
time=CURRENT_TIME;

/* gets flow time from solver */

begin_f_loop(f,t)
/* begins loop of all faces in boundary */
{
F_CENTROID(position,f,t);/*gets face location from solver*/
x = position[0];
y = position[1];
z = position[2];
hstar = (z/FLOW_CHANNEL_HEIGHT);
/* calculates non-dimensional height */
velocity = (6 * MEAN_FLOW_VELOCITY * ( hstar - ( hstar *
hstar ))) - LAGRANGIAN_VELOCITY;
/* calculates centroid velocity for given location */
F_PROFILE(f,t,i) = velocity; /* returns value to solver */
}
end_f_loop(f,t)
}
/**********************************************************************
Temperature Boundary for Leading Edge (Precursor)
**********************************************************************/
DEFINE_PROFILE(Boundary_TemperatureProfile,t,i)
{
real position[ND_ND];
/* holds the position vector */
real x;
/* holds x-location */
real y;
/* holds y-location */
real z;
/* holds z-location */
real time;
/* holds flow time */
real temperature = 0.0; /* holds centroid temperature */
real hstar_temp;
/* holds non-dimensional z-location */
real hydraulicDiameter; /* holds hydraulic diameter */
face_t f;
/* holds current boundary face */
time = CURRENT_TIME;

/* gets flow time from solver */

begin_f_loop(f,t)
/* begins loop of all faces in boundary */
{
F_CENTROID(position,f,t);
x = position[0] + (time*LAGRANGIAN_VELOCITY);
/* sets lagrangian position */
y = position[1];
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z = position[2];
hstar_temp = ( 1 - ( z / FLOW_CHANNEL_HEIGHT ) );
/* calculates non-dimensional height */
hydraulicDiameter = ( 2 * FLOW_CHANNEL_HEIGHT );
/* calculates hydraulic diameter */
if(hstar_temp > 0){
/* Checks if current location is in fluid or plate*/
temperature = PLATE_INTIAL_TEMPERATURE + ((
PLATE_HEAT_FLUX / ( LIQUID_DENSITY *
LIQUID_SPECIFIC_HEAT * MEAN_FLOW_VELOCITY *
FLOW_CHANNEL_HEIGHT )) * ( x )) (((PLATE_HEAT_FLUX * (hydraulicDiameter / 2)) /
(LIQUID_THERMAL_CONDUCTIVITY)) *
((0.5 * (hstar_temp * hstar_temp * hstar_temp *
hstar_temp)) - (hstar_temp * hstar_temp *
hstar_temp) + (hstar_temp)));
}
else if( hstar_temp <= 0 ){ /*if face is on the plate*/
temperature = PLATE_INTIAL_TEMPERATURE +
(PLATE_HEAT_FLUX / (LIQUID_DENSITY*
LIQUID_SPECIFIC_HEAT * MEAN_FLOW_VELOCITY *
FLOW_CHANNEL_HEIGHT)) * x;
}
F_PROFILE(f,t,i) = temperature; /* returns value to solver */
}
end_f_loop(f,t)
}
/**********************************************************************
Temperature Boundary for Following Boundary (Curve Fit)
**********************************************************************/
DEFINE_PROFILE(Following_TemperatureProfile,t,i)
{
real position[ND_ND];
/* holds the position vector */
real cellPosition[ND_ND]; /* Cell Position Vector*/
real x;
/* holds x-location */
real y;
/* holds y-location */
real z;
/* holds z-location */
real time;
/* holds flow time */
real temperature = 0.0;
/* holds centroid temperature */
real hstar_temp;
/* holds non-dimensional z-location */
real hydraulicDiameter;
/* holds hydraulic diameter */
int timeStepNumber = 0;
/* holds current time step */
real wallTemperature[NUMBER_CELLS_Y];
/* holds array of wall temperature values*/
int validWallTemperature[NUMBER_CELLS_Y];
/* holds array of flags denoting if solver has data for a cell*/
int iter;
/* holds iterator for loops */
face_t f;
/* holds current boundary face */
cell_t c;
/* holds current cell */
Thread *c_thread;
/* cell thread pointer */
Domain *domain;
/* domain pointer */
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time = CURRENT_TIME;
/* gets flow time from solver */
timeStepNumber = N_TIME; /* gets time step from solver */
for(iter=0; iter<NUMBER_CELLS_Y; iter++){
/* Initialize valid data flag array */
validWallTemperature[iter] = 0;
}
if(timeStepNumber > 1){ /* check solver is past initialization */
domain = Get_Domain(4);
/*assigns domain id for plate domain (4) */
thread_loop_c(c_thread, domain){ /* begins loop of cell threads */
begin_c_loop(c,c_thread){ /* begins loop of cells for thread */
if(Data_Valid_P()){ /* asks solver if it has valid data */
C_CENTROID(cellPosition,c,c_thread);
/* gets current cell location */
if(cellPosition[0] <= ((0.0) + (CELL_SIZE_X/2.0)) &&
cellPosition[2] >= FLOW_CHANNEL_HEIGHT){
/* checks if cell is on following plate boundary */
int cellNumberY = (int)(cellPosition[1] / CELL_SIZE_Y);
/* calculate relative position of wall cell */
wallTemperature[cellNumberY] = C_T(c,c_thread);
/* add temperature value to array */
validWallTemperature[cellNumberY] = 1;
/* flag data as valid */
}
}
}
end_c_loop(c,c_thread)
}
}
begin_f_loop(f,t){
/* begins loop of all faces in boundary */
F_CENTROID(position,f,t); /* get face location */
x = position[0];
y = position[1];
z = position[2];
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int cellNumberY = (int)(position[1] / CELL_SIZE_Y);
/* calculate relative position of boundary face */
hstar_temp = ( 1 - ( z / FLOW_CHANNEL_HEIGHT ) );
/* calculates non-dimensional height */
hydraulicDiameter = ( 2 * FLOW_CHANNEL_HEIGHT );
/* calculates hydraulic diameter */
if( validWallTemperature[cellNumberY] == 1){
/* checks for valid flag */
real currentWallTemperature = wallTemperature[cellNumberY];
/* get temperature for current cell */
temperature = currentWallTemperature - (((PLATE_HEAT_FLUX *
(hydraulicDiameter / 2)) / (LIQUID_THERMAL_CONDUCTIVITY))*
((0.5 * (hstar_temp * hstar_temp * hstar_temp *
hstar_temp)) - (hstar_temp * hstar_temp * hstar_temp) +
(hstar_temp)));
}
else{
/* lack of valid data reverts to precursor values */
if(hstar_temp > 0){
temperature = PLATE_INTIAL_TEMPERATURE + (( PLATE_HEAT_FLUX
/ ( LIQUID_DENSITY * LIQUID_SPECIFIC_HEAT *
MEAN_FLOW_VELOCITY *
FLOW_CHANNEL_HEIGHT )) * ( x )) - (((PLATE_HEAT_FLUX
* (hydraulicDiameter / 2)) /
(LIQUID_THERMAL_CONDUCTIVITY)) *
((0.5 * (hstar_temp * hstar_temp * hstar_temp *
hstar_temp)) - (hstar_temp * hstar_temp * hstar_temp)
+ (hstar_temp)));
}
else if( hstar_temp <= 0 ){
temperature = PLATE_INTIAL_TEMPERATURE + (PLATE_HEAT_FLUX /
(LIQUID_DENSITY*
LIQUID_SPECIFIC_HEAT * MEAN_FLOW_VELOCITY *
FLOW_CHANNEL_HEIGHT)) * x;
}
}
F_PROFILE(f,t,i) = temperature;

/* returns value to solver */

}
end_f_loop(f,t)
}
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/**********************************************************************
Temperature and Velocity Initialization of Domains
**********************************************************************/
DEFINE_INIT(Initialize_Domains, domain)
{
Thread *t;
/* holds cell thread pointer */
Thread **pt;
/* holds array of thread pointers */
cell_t c;
/* holds current cell */
face_t f;
/* holds current face */
real position[ND_ND];
/* holds position vector */
real x;
/* holds x location */
real y;
/* holds y location */
real z;
/* holds z location */
real temperature;
/* holds temperature */
real velocity;
/* holds velocity */
real hstar_temp;
/* holds non-dimensional height */
real hstar_veloc;
/* holds non-dimensional height */
real hydraulicDiameter = (2 * FLOW_CHANNEL_HEIGHT);
/* holds and calculates hydraulic diameter */
thread_loop_c (t,domain){
/* begins loop of cell threads in domain*/
if (!FLUID_THREAD_P(t)) /* checks if cells are solid */{
begin_c_loop_all(c,t){
/* loop over all cells in thread */
C_CENTROID(position,c,t);
x = position[0];
temperature = PLATE_INTIAL_TEMPERATURE +
((PLATE_HEAT_FLUX / (LIQUID_DENSITY *
LIQUID_SPECIFIC_HEAT * MEAN_FLOW_VELOCITY
* FLOW_CHANNEL_HEIGHT)) * x);
C_T(c,t) = temperature;
}
end_c_loop_all(c,t)
}
else if (FLUID_THREAD_P(t)){ /* checks for fluid cells */
begin_c_loop_all(c,t){
/* loop over all cells in thread */
C_CENTROID(position,c,t);
x = position[0];
z = position[2];
y = position[1];
hstar_temp = ( 1 - (z / FLOW_CHANNEL_HEIGHT) );
/* calculate non-dimensional height */
temperature = PLATE_INTIAL_TEMPERATURE + ((
PLATE_HEAT_FLUX / ( LIQUID_DENSITY *
LIQUID_SPECIFIC_HEAT * MEAN_FLOW_VELOCITY
* FLOW_CHANNEL_HEIGHT )) * ( x )) (((PLATE_HEAT_FLUX * (hydraulicDiameter /
2)) / (LIQUID_THERMAL_CONDUCTIVITY)) *
((0.5 * (hstar_temp * hstar_temp *
hstar_temp * hstar_temp)) - (hstar_temp *
hstar_temp * hstar_temp) +
(hstar_temp)));
C_T(c,t) = temperature; /* set temperature */
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hstar_veloc = (z / FLOW_CHANNEL_HEIGHT);
/* calculate non-dimensional height */
velocity = (6 * MEAN_FLOW_VELOCITY * (
hstar_veloc - ( hstar_veloc * hstar_veloc
))) - LAGRANGIAN_VELOCITY;
C_U(c,t) = velocity; /* set velocity */
}
end_c_loop_all(c,t)
}
}
}
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Appendix C
Summary of Boundary Conditions
Table C.1 Table of thermal boundary conditions
Plate Leading Edge
"
𝑞𝑤
𝑇(𝑡) = 𝑇𝑖𝑛𝑖 + {(
) ∗ (𝐿 + 𝑢𝑝 𝑡)}
𝜌𝑓 𝐶𝑝𝑓 𝑢𝑙 𝐻

Plate Following Edge
𝜕𝑇
=0
𝜕𝑥 𝑥=0

Plate Side Walls
𝜕𝑇
=0
𝜕𝑦 𝑦=0,𝑊

Top of Plate

𝜕𝑇
=0
𝜕𝑧 𝑧=𝐻+𝑡𝑝
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Plate Fluid Interface
𝑇𝑝𝑙𝑎𝑡𝑒 = 𝑇𝑓𝑙𝑢𝑖𝑑

Channel Side Walls
𝜕𝑇
=0
𝜕𝑦 𝑦=0, 𝑊

Channel Leading Edge

"
𝑞𝑤
𝑇(𝑡, 𝑧) = 𝑇𝑖𝑛𝑖 + {(
) + (𝐿 + 𝑢𝑝 𝑡)}
𝜌𝑓 𝐶𝑝𝑓 𝑢𝑙 𝐻
"
𝑞𝑤
𝐷𝐻
− {(
)
2𝑘𝑓

1
𝑧 4
𝑧 3
𝑧
∗ [ (1 − ) − (1 − ) + (1 − )]}
2
𝐻
𝐻
𝐻

Channel Following Edge

"
𝑞𝑤
𝑇(𝑦, 𝑡, 𝑧) = 𝑇𝑤𝑎𝑙𝑙 (𝑦) + {(
) ∗ (𝐿 + 𝑢𝑝 𝑡)}
𝜌𝑓 𝐶𝑝𝑓 𝑢𝑙 𝐻
"
𝑞𝑤
𝐷𝐻
− {(
)
2𝑘𝑓

1
𝑧 4
𝑧 3
𝑧
∗ [ (1 − ) − (1 − ) + (1 − )]}
2
𝐻
𝐻
𝐻
Channel Bottom
𝜕𝑇
=0
𝜕𝑧 𝑧=0
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Table C.2 Table of flow boundary conditions
Channel Leading Edge
𝑧
𝑧 2
𝑢(𝑧) = 6 𝑢𝑙 {( ) − ( ) } − 𝑢𝑝 .
𝐻
𝐻

Channel Side Walls
𝜕𝜏
=0
𝜕𝑦𝑦=0,𝑊

Channel Following Edge
𝑧
𝑧 2
𝑢(𝑧) = 6 𝑢𝑙 {( ) − ( ) } − 𝑢𝑝 .
𝐻
𝐻

Channel Bottom
𝑢(𝑧 = 0) = −𝑢𝑝

Plate Fluid Interface
𝑢(𝑧 = 𝐻) = −𝑢𝑝
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Appendix D
Summary of Solver Settings
The following is a summary list of solver settings used within Ansys Fluent to produce the
simulations in this work. This list outlines the non-standard settings used by the solver.


Multi-Phase Model Settings
o



Volume of Fluid Method


Explicit Formulation



Sharp Interface Modeling



Implicit Body Force Formulation



Volume Fraction Cutoff = 10-6



Sub-Timestep CFL = 0.25



Continuum Surface Force Surface tension



Full Geometric Reconstruction (Modified PLIC) of interface

Boundary and Cell Zone Settings
o

Plate Domain


Volumetric Energy Generation Source Term



Moving Reference Frame Formulation


o



Appropriate Lagrangian Velocity for bubble being simulated

Plate – Fluid Interface


Node Matched Boundary



Thermal Coupling enabled

Discretization and solver algorithm
o

SIMPLE algorithm for pressure-velocity coupling

o

Least Squares Cell Based Gradient Discretization

o

PRESTO Pressure Discretization

o

Second Order Upwind Momentum Discretization

o

Second Order Upwind Energy Discretization

o

First Order Implicit Transient Time Stepping

o

Adaptive Time Stepping


Flow CFL max = 1
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Appendix E
Additional Flow Structure Images

Presented here are a series of images showing how the fluid moves in the area
near the bubbles. A full discussion regarding these images is available in Chapter 4. The
images are renderings of fluid temperature. The topmost images in each of the image
pairings is taken at the 0.75H location in the channel. This location is the vertical location
in the channel where the fluid velocity is approximately zero in the frame of the bubble.
The second image in the pairings is taken at the midpoint of the channel (0.5H), which is
the location of highest fluid velocity, which is at the centerline.
Overlaid on top of the temperature renderings are arrows showing the motion in
the fluid. This motion is determined using animations and particle tracking, as well as
instantaneous fluid velocity, of the near field fluid flow. The arrows highlight the most
important of the fluid structures, especially those that directly contribute to heat transfer
enhancement. Renderings have been produced for every simulation completed, for both
Re, all three Db and both Pr.
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Figure E.1: Db = 1.1 Re = 338 Pr = 12
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Figure E.2: Db = 1.1 Re = 169 Pr = 12
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Figure E.3: Db = 2.0 Re = 338 Pr = 12
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Figure E.4: Db = 2.0 Re = 169 Pr = 12
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Figure E.5: Db = 3.3 Re = 338 Pr = 12
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Figure E.6: Db = 3.3 Re = 169 Pr = 12
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Figure E.7: Db = 1.1 Re = 169 Pr = 1
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Figure E.8: Db = 2.0 Re = 169 Pr = 1
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Figure E.9: Db = 3.3 Re = 169 Pr = 1
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Appendix F
Additional Images of Plate Temperature and Nu

The following is the full library of quasi-steady plate response for each simulation.

Figure F.1: Re = 169 Db = 1.1 Pr = 12
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Figure F.2: Re = 169 Db = 2.0 Pr = 12
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Figure F.3: Re = 169 Db = 3.3 Pr = 12
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Figure F.4: Re = 338 Db = 1.1 Pr = 12
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Figure F.5: Re = 338 Db = 2.0 Pr = 12
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Figure F.6: Re = 338 Db = 3.3 Pr = 12
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Figure F.7: Re = 169 Db = 1.1 Pr = 1
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Figure F.8: Re = 169 Db = 2.0 Pr = 1
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Figure F.9: Re = 169 Db = 3.3 Pr = 1
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Appendix G
Summary of Reduced-Order Model Equations
Table G.1 Constants Used in Equations
ΔTpre

Δ𝑇𝑝𝑟𝑒 ≡ 𝑇𝑝 − 𝑇𝑏𝑢𝑙𝑘

Δx*

𝛥𝑥 ∗ ≡

𝛥𝑥
𝐻

Δz*

𝛥𝑧 ∗ ≡

𝛥𝑧
𝐻

Pe

𝑃𝑒 ≡

2(𝑢℄ − 𝑢𝑏 )𝐻
𝛼𝑓𝑙𝑢𝑖𝑑

Pep

𝑃𝑒𝑝 ≡

2(𝑢℄ − 𝑢𝑏 )𝐻
𝛼𝑝𝑙𝑎𝑡𝑒

ζp

𝜁𝑝 ≡
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𝑞 ′′′ 𝑉 ∙ 𝐻Δ𝑥 ∗
2𝜌𝐶𝑝 (𝑢℄ − 𝑢𝑝 )𝑢∗ Δ𝑇𝑝𝑟𝑒

Table G.2 Discretized Equations for Plate Cells
−1
2
4
𝜃𝑖,𝑗 = [1 + 𝛤 (
+
)]
(Δ𝑥 ∗ )2 (Δ𝑧 ∗ )2

∙ [𝜃𝑖−1 + 1⁄6 𝜁𝑝

Plate Lower Corners

𝜃𝑖,𝑗

𝜃𝑗+1 + 1⁄2 𝜃𝑗−1 𝜃𝑖+1 + 𝜃𝑖−1
+ Γ𝑝 (
+
)]
3⁄ (Δ𝑧 ∗ )2
(Δ𝑥 ∗ )2
8
−1
1
1
= [3 + 12𝛤 (
+
)]
(Δ𝑥 ∗ )2 (Δ𝑧 ∗ )2
∙ [−2𝜃𝑖+1 + 6𝜃𝑖−1 − 𝜃𝑖−2 + 𝜁𝑝

Plate Upper Boundary

−𝜃𝑗+2 + 16𝜃𝑗+1 + 16𝜃𝑗−1 − 𝜃𝑗−2
(Δ𝑧 ∗ )2
−𝜃𝑖+2 + 16𝜃𝑖+1 + 16𝜃𝑖−1 − 𝜃𝑖−2
+
)]
(Δ𝑥 ∗ )2
−1
12
24
= [3 + 𝛤 (
+
)]
(Δ𝑥 ∗ )2 (Δ𝑧 ∗ )2
+ 6Γ𝑝 (

𝜃𝑖,𝑗

Plate Lower Boundary

Plate Sides
(Leading/Following)

Plate Interior

∙ [−2𝜃𝑖+1 + 6𝜃𝑖−1 − 𝜃𝑖−2 + 𝜁𝑝
𝜃𝑗+1 + 1⁄2 𝜃𝑗−1 𝜃𝑖+1 + 𝜃𝑖−1
+ Γ𝑝 (
+
)]
3⁄ (Δ𝑧 ∗ )2
(Δ𝑥 ∗ )2
8
−1
1
1
𝜃𝑖,𝑗 = [1 + 2𝛤 (
+
)]
(Δ𝑥 ∗ )2 (Δ𝑧 ∗ )2
𝜃𝑗+1 + 𝜃𝑗−1 𝜃𝑖+1 + 𝜃𝑖+2
∙ [𝜃𝑖−1 + 𝜁𝑝 + Γ𝑝 (
+
)]
(Δ𝑧 ∗ )2
(Δ𝑥 ∗ )2
−1
1
1
𝜃𝑖,𝑗 = [3 + 15𝛤 (
+
)]
(Δ𝑥 ∗ )2 (Δ𝑧 ∗ )2
∙ [−2𝜃𝑖+1 + 6𝜃𝑖−1 − 𝜃𝑖−2 + 𝜁𝑝
−𝜃𝑗+2 + 16𝜃𝑗+1 + 16𝜃𝑗−1 − 𝜃𝑗−2
+ 1⁄2 Γ𝑝 (
(Δ𝑧 ∗ )2
−𝜃𝑖+2 + 16𝜃𝑖+1 + 16𝜃𝑖+2 − 𝜃𝑖−2
+
)]
(Δ𝑥 ∗ )2
2Δ𝑥 ∗
𝛤𝑝 ≡
𝑢
𝑃𝑒𝑝 𝑢 −𝑏𝑢
℄
𝑏

Gamma Plate
Plate-Fluid Interface

𝜃𝑗 =
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𝑘𝑝𝑙𝑎𝑡𝑒 𝜃𝑗+1 + 𝑘𝑓𝑙𝑢𝑖𝑑 𝜃𝑗−1
𝑘𝑝𝑙𝑎𝑡𝑒 + 𝑘𝑓𝑙𝑢𝑖𝑑

Table G.3 Discretization Equations for Fluid Cells

Fluid Corners

𝜃𝑖,𝑗 = [3 + 𝛤 (

𝜃𝑖,𝑗

Fluid Upper Boundary

−1
2
4
+
)]
(Δ𝑥 ∗ )2 (Δ𝑧 ∗ )2
1⁄ 𝜃
𝜃𝑖+1 + 𝜃𝑖−1
𝑗+1 + 𝜃𝑗−1
∙ [𝜃𝑖−1 + 6Γ ( 2
+
)]
3⁄ (Δ𝑧 ∗ )2
(Δ𝑥 ∗ )2
8

−1
12
24
= [3 + 𝛤 (
+
)]
(Δ𝑥 ∗ )2 (Δ𝑧 ∗ )2

∙ [−2𝜃𝑖+1 + 6𝜃𝑖−1 − 𝜃𝑖−2
1⁄ 𝜃
𝜃𝑖+1 + 𝜃𝑖−1
𝑗+1 + 𝜃𝑗−1
+ 6Γ ( 2
+
)]
3⁄ (Δ𝑧 ∗ )2
(Δ𝑥 ∗ )2
8
−1
1
1
𝜃𝑖,𝑗 = [3 + 12𝛤 (
+
)]
(Δ𝑥 ∗ )2 (Δ𝑧 ∗ )2

Fluid Lower Boundary

∙ [−2𝜃𝑖+1 + 6𝜃𝑖−1 − 𝜃𝑖−2
𝜃𝑗+1 + 𝜃𝑗−1 𝜃𝑖+1 + 𝜃𝑖−1
+ 6Γ (
+
)]
(Δ𝑧 ∗ )2
(Δ𝑥 ∗ )2

Fluid Sides
(Leading/Following)

−1
1
1
𝜃𝑖,𝑗 = [1 + 2𝛤 (
+
)]
(Δ𝑥 ∗ )2 (Δ𝑧 ∗ )2
𝜃𝑗+1 + 𝜃𝑗−1 𝜃𝑖+1 + 𝜃𝑖−1
∙ [𝜃𝑖−1 + Γ (
+
)]
(Δ𝑧 ∗ )2
(Δ𝑥 ∗ )2

𝜃𝑖,𝑗 = [3 + 15𝛤 (

Fluid Interior

Gamma Fluid

−1
1
1
+
)]
(Δ𝑥 ∗ )2 (Δ𝑧 ∗ )2

∙ [−2𝜃𝑖+1 + 6𝜃𝑖−1 − 𝜃𝑖−2
−𝜃𝑗+2 + 16𝜃𝑗+1 + 16𝜃𝑗−1 − 𝜃𝑗−2
+ 1⁄2 Γ (
(Δ𝑧 ∗ )2
−𝜃𝑖+2 + 16𝜃𝑖+1 + 16𝜃𝑖−1 − 𝜃𝑖−2
+
)]
(Δ𝑥 ∗ )2

𝛤(𝑧) ≡
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2Δ𝑥 ∗
𝑢(𝑧)
𝑃𝑒
𝑢℄ − 𝑢(𝑧)

Appendix H
Database File Structure
Table H.1 Table of folder names for each simulation

Db
1.1
2.0
3.3
1.1
2.0
3.3
1.1
2.0
3.3

Re
169
169
169
338
338
338
169
169
169

Pr
12
12
12
12
12
12
1
1
1

File Location
\Database\Simulations\Pr = 12\Re = 169\Db = 1.1\
\Database\Simulations\Pr = 12\Re = 169\Db = 2.0\
\Database\Simulations\Pr = 12\Re = 169\Db = 3.3\
\Database\Simulations\Pr = 12\Re = 338\Db = 1.1\
\Database\Simulations\Pr = 12\Re = 338\Db = 2.0\
\Database\Simulations\Pr = 12\Re = 338\Db = 3.3\
\Database\Simulations\Pr = 1\Re = 169\Db = 1.1\
\Database\Simulations\Pr = 1\Re = 169\Db = 2.0\
\Database\Simulations\Pr = 1\Re = 169\Db = 3.3\

Table H.2 Table of folder names for validation simulations and ancillary files

File Description

File Location

Heaton Validation Run

\Database\Additional Files\Heaton Validation\

Grid Independence Simulations

\Database\Additional Files\Grid Independence\

User Defined Functions Source
Code C99 Version

\Database\Additional Files\UDF Source\

Analysis Spreadsheets

\Database\Additional Files\Analysis\

Sample Reduced Order Model
Solver

\Database\Additional Files\Model\
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