Adaptive time-stepping methods based on the Monte Carlo Euler method for weak approximation of Itô stochastic differential equations are developed. The main result is new expansions of the computational error, with computable leading-order term in a posteriori form, based on stochastic flows and discrete dual backward problems. The expansions lead to efficient and accurate computation of error estimates. Adaptive algorithms for either stochastic time steps or deterministic time steps are described. Numerical examples illustrate when stochastic and deterministic adaptive time steps are superior to constant time steps and when adaptive stochastic steps are superior to adaptive deterministic steps. Stochastic time steps use Brownian bridges and require more work for a given number of time steps. Deterministic time steps may yield more time steps but require less work; for example, in the limit of vanishing error tolerance, the ratio of the computational error and its computable estimate tends to 1 with negligible additional work to determine the adaptive deterministic time steps.
Introduction to the Monte Carlo Euler Method
This work develops adaptive methods and proves a posteriori error expansions, with a computable leading-order term, for weak approximations of Itô stochastic differential equations d X k (t) = a k (t, X (t))dt + where (X (t; ω)) is a stochastic process in R d , with randomness generated by the independent Wiener processes W (t; ω), = 1, 2, . . . , 0 on R; cf. [18, 26] The goal is to construct approximations to the expected value E[g(X (T ))] by a Monte Carlo method for a given function g. Examples of such Monte Carlo simulations are to compute option prices in mathematical finance or to simulate stochastic dynamics; cf. [18, 19, 26] . The Monte Carlo method approximates the unknown process X by the Euler method X (t n ) (cf. [19, 20] ), which is a time discretization based on the nodes 0 = t 0 < t 1 < t 2 < · · · < t N = T , with
The aim is to choose the size of the time steps t n ≡ t n+1 − t n and the number M of independent identically distributed samples X (·; ω j ), j = 1, 2, . . . , M, such that for a given tolerance TOL,
with high probability and as few time steps and realizations as possible. We study two algorithms for determining the time steps t n . In the first simpler algorithm, the size of the time steps t n may vary in time but are deterministic; i.e., the mesh is fixed for all samples. This is useful for solutions with singularities, or approximate singularities, at deterministic times or for problems with small noise. The second algorithm uses time steps that may vary for different realizations of the solution X . These steps yield optimal time steps in the sense that the expected number of final steps is minimal for this error density and a given global error. Stochastic time steps are advantageous for problems with singularities at random times. The optimal stochastic steps depend on the whole solution X (t), 0 < t < T ; in particular, the step t (t) at time t depends also on W (τ ), τ > t. In stochastic analysis the concept adapted to W means that a process at time t only depends on events generated by {W (s) : s < t}. In numerical analysis, an adaptive method means that the approximate solution is used to control the error, e.g., to determine the time steps. Our stochastic steps are in this sense adaptive nonadapted, since t (t) depends on W (τ ), τ > t.
For a fixed number of time steps, the algorithm with deterministic steps requires less work than the algorithm with stochastic steps. The number of realizations needed to determine the deterministic time steps is asymptotically at most O(TOL −1 ), while the number of realizations for the Monte Carlo method to approximate E[g(X (T ))] is O(TOL −2 ). Therefore, the additional work to determine optimal deterministic time steps becomes negligible as the error tolerance tends to zero. Section 4 compares deterministic with stochastic time steps. The computational error naturally separates into the two parts,
The time steps for the trajectories X are determined from statistical approximations of the time discretization error E T . The number of realizations, M of X , are determined from the statistical error E S . Therefore, the number of realizations can be asymptotically determined by the central limit theorem
where the stochastic variable χ has the normal distribution, with mean zero and variance Var[g(X (T ))]. Efficient adaptive time stepping methods, with theoretical basis, use a posteriori error information, since the a priori knowledge usually cannot be as precise as the a posteriori. This work develops adaptive time-stepping methods by proving in Theorems 2.2 and 3.3 error estimates of E T with leading-order terms in computable a posteriori form. Theorem 2.2 uses deterministic time steps, while Theorem 3.3 also holds for stochastic time steps, which are not adapted.
The main inspiration of Theorems 2.2 and 3.3 is the work by Talay and Tubaro in [32] . They proved that for uniform deterministic time steps t = T /N , ( 
1.4a) E g(X (T )) − g(X (T )) =
is based on the definition of the conditional expectation
u(t, x) ≡ E[g(X (T )) | X (t) = x]
and the notation
with the summation convention; i.e., if the same subscript appears twice in a term, the term denotes the sum over the range of this subscript, e.g.,
For a derivative ∂ α , the notation |α| is its order. The proof of Talay and Tubaro extends directly to nonuniform deterministic time steps. The difference between the expansion in (2.5) of Theorem 2.2 and (1.4) is in the leading-order terms of the expansion. In (2.5) the leading terms are directly computable known variables and involve computed stochastic flow approximations of only up to second derivatives of u (t, x) . On the other hand, the expansion (1.4) is an a priori estimate based on the unknown exact solution X and the unknown derivatives ∂ α u up to fourth order.
An adaptive time-stepping algorithm can, of course, use only computed variables. Suppose that X (t) ∈ R d and that the Jacobians of the fluxes a and b are sparse; i.e., #{ j : ∂ j a i t + b j W = 0} is independent of the dimension d. Then these reductions decrease the work to evaluate the error estimate for one realization and one time step to the order O(d 2 ) in Theorem 2.2 compared to the work of order O(d 4 ) for evaluating all fourth-order derivatives. Kloeden and Platen [19] extend the results of Talay and Tubaro on the existence of leading-order error expansion in a priori form, for first-and second-order schemes, to general weak approximations of higher order. Extensions of [32] to approximation of nonsmooth functions g and the probability density of X are studied in [3, 4] .
The main new idea here is the efficient use of stochastic flows and dual functions to obtain the error expansion with computable leading-order term in Theorems 2.2 and 3.3, also including nonadapted adaptive time steps. The use of dual functions is standard in optimal control theory and in particular for adaptive mesh control for ordinary and partial differential equations; see [2, 5, 7, 16, 17] . The authors are not aware of other error expansions in a posteriori form or adaptive algorithms for weak approximation of stochastic differential equations. In particular, error estimates with stochastic nonadapted time steps do not seem to have been studied before.
Asymptotical optimal adapted adaptive methods for strong approximation of stochastic differential equations are analyzed in [15, 24] , which include the hard problem of obtaining lower error bounds for any method based on the number of evaluations of W and requires roughly the L 2 -norm in time of the diffusion max i d ii to be positive pathwise. The work [11] treats a first study on strong adaptive approximation.
Theorem 2.2 describes the basis of an adaptive algorithm, with deterministic time steps, to estimate the computational error; the time steps are then chosen by
where ρ(t n , ω) t n is the function defined by the sum of the terms inside of the two square brackets in (2.5) based on the weight functions ϕ and ϕ defined in (2.7) and (2.9). Provided the path X (t n ), n = 0, 1, . . . , N , is stored, the leading-order error bound can be evaluated by solving, step by step, the two backward problems (2.7) and (2.9). The backward evolutions (2.7) and (2.9) of the weight functions ϕ and ϕ avoid solving for the two variables t and s present in ∂ X (t)/∂ x(s), which appears in the forward t-evolution equation for 
which can also be used for stochastic time steps. The leading-order terms of the expansion have less variance compared to the expansion in Theorem 2.2 but use up to the third variation, which requires more computational work per realization. The optimal time steps, which for given error tolerance and error density minimize the expected number of time steps, are then obtained by adapting the step sizes to each individual realization X (·, ω) by choosing
The constant is the same for all realizations. Here the evaluation of a realization of the Wiener process W (·, ω) for the Euler method is constructed by successive Brownian bridges; cf. [18] in order to adaptively increase the resolution of W . These optimal steps depend on the whole path W . The focus in the paper is on error estimates for weak convergence of stochastic differential equations. However, the estimates in Theorems 2.2 and 3.3 also work without noise, and they give a contribution to the analysis of a posteriori error estimates and adaptive methods for deterministic ordinary differential equations. A posteriori error estimates for deterministic differential equations are usually based on linearization around the solution path (cf. [5, 8, 14, 16, 17] ). Linearization in the classical sense by directly comparing two different solution trajectories is not relevant for weak convergence, i.e., convergence in distribution, since the trajectories might not be close. The technique used here is based on the transition probability density and Kolmogorov's backward equation, which was developed in [30, 31] to analyze uniqueness and dependence on initial conditions for weak solutions of stochastic differential equations. The analogous technique for deterministic equations was introduced in [1, 12] . The deterministic restriction of Theorem 2.2 is extended to general higher-order methods for ordinary and partial differential equations in [22, 23] . Section 2 proves error estimates for deterministic time steps. Section 3 derives an alternative error expansion with less statistical error but more computational work, which also works for stochastic time steps. Section 4 compares deterministic step size control with stochastic time steps, which can be better when the noise is not small. Section 5 presents implementations of adaptive algorithms and numerical experiments.
An Error Estimate with Deterministic Time Steps
This section first proves an error expansion for deterministic time steps in Theorem 2.2. The starting point for the analysis is Lemma 2.1. It uses the fact that the Euler method can be extended, for theoretical purposes only, to t ∈ [t n , t n+1 ) by
where a and b are the piecewise constant approximations
The dependence of the noise ω j is often omitted in the notation. We also use the space 
and a and b are bounded in
3)
Lemma 2.1 is combined with stochastic flows to derive the a posteriori error expansion in Theorem 2.2. Theorem 2.2 is based on the variations of the processes X and X . For a process X , the first variation of a function F(X (T )) with respect to a perturbation in the initial location of the path X at time s is denoted by
The proof of Theorem 2.2 uses mainly that the error in replacing g(X (T )) in Lemma 2.1 by g(X (T )) in the representation (2.4) of ∂ α u yields the small deterministic remainder term
2 )dt in (2.5) of Theorem 2.2, which is analogous to the O(1/N 2 ) term in (1.4), and needs some a priori estimate to be controlled. Lemma 2.1 can be applied to estimate this error.
The second important ingredient in the proof is the Markov property of X . Let the standard σ -algebra generated by {W (s) : 
then the function ϕ is defined by the dual backward problem
and its first variation 
respectively.
PROOF OF LEMMA 2.1: A standard energy estimate, using the regularity assumptions on a, b, and g, can be combined with the Sobolev inequality to show that there exists a unique solution u ∈ C 1,6
satisfying the polynomial growth condition
for some positive k and C; cf. [10] . The Feynman-Kac formula without potential (cf. [18] ) implies that u can be represented by the expected value
The Itô formula
combined with the Kolmogorov equation (2.12) to eliminate
(2.14)
The expected value of the last integral is zero, by the martingale property of Itô integrals, and the construction of u in (2.13) shows that
Therefore, the expected value of equality (2.14) implies the result (2.3). 
will be replaced by the corresponding derivatives of
based on the known approximate solution X . This proof is divided into the three steps of Lemmas 2.3 through 2.5: The first lemma estimates the quadrature error; the second lemma shows the error in replacing ∂ α u by ∂ αū ; and the third lemma derives the representation of ∂ αū by the dual functions ϕ and ϕ solving the backward evolution problems (2.7) and (2.9). The lemmas are prepared by first deriving the representation of ∂ α u and ∂ αū in terms of expected values of stochastic flows, i.e., first and higher variations of X and X , respectively.
In the theorem, the derivatives ∂ αū are computed by means of the discrete dual functions ϕ and ϕ , defined in (2.6)-(2.9). In this first step, ∂ α u and its approximation ∂ αū are evaluated by expected values of stochastic flows of X and X , respectively. Lemma 2.3 then relates the duals and the stochastic flows, which have the following equations. Recall the definition of the variation of a process Y : The first variation of a function F(Y (T )) with respect to a perturbation in the initial location of the path Y at time s is denoted by 18) and similarly the fourth variation,
imply the representation with expected values of stochastic flows, cf. [28, 29] ,
Furthermore, rewrite the representation (2.20)-(2.23) as
24) with piecewise constant drift and diffusion fluxes
defined as in (2.1), yields the following error of the expected value:
An important consequence of the Euler method is that the first variation of Y 0 ≡ X is in fact equal to the function Y 1 in Y . The expected value has, by Lemma 2.1, the
to be used in Lemmas 2.3 through 2.5, where
The next steps in the proof are the three lemmas.
LEMMA 2.3
Suppose that the assumptions in Lemma 2.1 hold. Then the quadrature error satisfies
Then the quadrature error satisfies
and E[f (t)] is the linear nodal projection of the smooth function E[ f (t, X (t))] in the interval
Therefore, a standard interpolation estimate yields (2.28)
Itô's formula shows that
where
which combined with (2.28) proves the estimate of the diffusion terms in the lemma. The estimate of the drift terms follows analogously.
LEMMA 2.4 Let the standard σ -algebra generated by {W (s) : s ≤ t n } be F t n , and let the piecewise constant mesh function t be defined by
Suppose that the assumptions in Lemma 2.1 hold. Then the discretization errors of the stochastic flows satisfy, for t n ≤ t < t n+1 ,
and 
Introduce the notation
Then Itô's formula implies, as in (2.29) , that
which combined with (2.33) proves (2.30). The estimate (2.32) follows similarly by defining
Then the Itô's formula shows as in (2.28) and (2.29)
The final step to prove (2.32) is to establish
The function Lf splits into the two types of terms 
with smooth functions v of (s, X (s)). The Itô formula again shows that
(2.36) PROOF: Equations (2.1), (2.16), and (2.20) show that the first variation of the Euler approximation X is in fact equal to the Euler approximation of the first variation X and consequently
where X ji (s; t), s > t, is the Euler approximation (2.26) of X with initial data X ji (t; t) = δ ji . Let ϕ be the solution of (2.7). Then (2.26) implies
Therefore, the initial conditions of (2.7) and (2.26), in (2.24), yield
which proves (2.34). Equality (2.37) implies that
The next step is to verify that the first variation of ϕ,
satisfies the backward recursive equation (2.9). First, differentiate equation (2.7) for ϕ to obtain
Then the linear backward equation (2.7) shows that ϕ(t n+1 ) depends only on the point values
Finally, the definitions of X and c in (2.1) and (2.6) imply
which combined with (2.39) and (2.40) prove that ϕ satisfies recursive equation (2.9). The measurability of
and a similar argument for the diffusion term proves (2.36).
The proof of Theorem 2.2 is now concluded by combining Lemmas 2.3-2.5 and the central limit theorem to estimate I M and I I M .
This section ends with three remarks on higher-order methods, the variance in the error bound, and general expected values.
Remark 2.6 (Higher-Order Methods). Talay and Tubaro point out in [32] that expansion (1.4) justifies Romberg extrapolation to obtain second-order accuracy provided the statistical error is sufficiently small. By Theorems 2.2 and 3.3, Romberg extrapolation also works for variable time steps if every time step is halved. However, the error density for this second-order method is not known in the computation and therefore a choice of time steps would be suboptimal.
Let us compare the computational work for ordinary and stochastic differential equations approximated by p th -order accurate methods. Assume that the solution of a deterministic ordinary differential equation is smooth and bounded so that to approximate it with accuracy TOL requires the work O( pTOL −1/ p ) for a p th -order method. To approximate the expected value E[g(X (T ))] with accuracy TOL by a p th -order method requires the additional work of O(TOL −2 ) realizations; therefore the total work for the Monte Carlo method is O( pTOL −2−1/ p ). With these assumptions, the optimal choice of the order is p = log TOL −1 for both deterministic and stochastic problems.
However, if we compare, for fixed work, the gain in accuracy to do high-order methods instead of first-order, the result is as follows: For a deterministic differential equation, a first-order method with error TOL requires the same work as the optimal higher-order method with error O(e −TOL −1 ), while for a stochastic differential equation a first-order method with error TOL requires the same work as the optimal higher-order method with error slightly larger than TOL 3/2 . Hence the maximal gain in accuracy to use higher-order methods is much less in the stochastic case and in a sense comparable with the improvement to use a third-order instead of a second-order accurate method in the deterministic case provided Var[g(X (T ))] TOL 2 . The opposite with negligible noise, satisfying Var[g(X (T ))] ≤ TOL 2 , behaves like the deterministic case. The work [21] assumes small noise to construct new, simplified higher-order methods for weak approximations of stochastic differential equations.
Remark 2.7 (Variance of the Error Bound). The number of realizations to determine a reliable error estimate is in general much smaller than the number of realizations to approximate E[g(X (T ))], which is proportional to TOL −2 . Let us now study how many realizations M are needed for the error estimate. Write the sum of the leading-order term in (2.5), i.e., the sum of the terms inside of the two square brackets, as
where M is the number of realizations to evaluate the error estimate. The stochastic variable ξ has mean T 0 O( t)dt and, by (2.10) and (2.11), variance
and consequently
Estimates (2.10) and (2.11) imply that a good approximation of the density
, with statistical error , which can be more demanding than (2.43) for a nonuniform mesh. A remedy for this is to use approximate ergodicity and local averages in time to obtain a statistically good approximation of the density with M based on (2.43); see Section 5 and the appendix.
In Theorem 3.3 an alternative error expansion with leading-order term
is given, which has the same mean but a smaller variance (
is enough in this case. However, the estimate in Theorem 3.3 requires more computational work per realization. 
h(t, X (t))dt + g(X (T ))
by introducing the additional variable X d+1 and equation d X d+1 = h(t, X (t))dt to (1.1). By eliminating the additional variables in X and ϕ, (2.7) is replaced by
and (2.9) by
An Error Estimate with Stochastic Time Steps
This section derives error estimates with time steps that are stochastic and determined individually for each realization by the whole solution path X . The analysis will use the Malliavin derivative, ∂ W (t) Y , which is the first variation of a process Y with respect to a perturbation dW (t) at time t of the Wiener process; cf. [25] . The Malliavin derivative for a stochastic integral X is related to the first variation ∂ x(t) X for a perturbation of the position at time t by
We shall restrict the analysis to time steps that are constructed by the refinement criterion
for some natural number n = n(t, ω) ,
with an approximate error density function ρ satisfying, for s ∈ [0, T ], t ∈ [0, T ], and all outcomes ω, the uniform upper and lower bounds
for some positive functions c and C, with TOL/c(TOL) → 0 as TOL → 0. For each realization successive subdivisions of the steps yield the largest time steps satisfying (3.2). The corresponding stochastic increments W will have the correct distribution, with the necessary independence, if the increments W related to the new steps are generated by Brownian bridges (cf. [18] Step 3:
2 and let for all t 
W n with step size h, which is the forward Euler method with time steps
For the case b(x) = x, the relation (3.4) becomes t n = h/(1 − W n ) 2 and
, which violates the requirement that the noise
The stochastic time step algorithm generates the noise W with the correct distribution through Brownian bridges, although the time steps may depend on the future. Here W are random variables with distribution close to the normal N (0, h) but with compact support, so that the backward Euler method makes sense. We want to exclude such inconsistent time steps (3.4), since the backward Euler method converges to a different limit than the Itô stochastic integrals generated by limits of the forward Euler method with adapted steps; cf. [19] . Lemma 3.1 and Theorem 3.3 below show that although the steps generated by (3.2) and (3.3) through the algorithm above are not adapted, the method indeed converges to the correct limit as the forward Euler method with adapted time steps. 
as TOL → 0, where t sup ≡ sup n,ω t n (ω).
PROOF: The standard proof of strong convergence of the Euler method with adapted time steps, cf. [20] , can be modified to include the adaptive nonadapted steps by first verifying that X (t n ) is essentially independent of the increments
is sufficiently small and t n < t.
Let us now derive this independence claim. The refinement algorithm can be formulated: Refine a time step t n if r n ≥ δ, where r n ≡ t 2 n |ρ(t n , ω)| and the constant δ is an approximation of TOL/E[N s ]. Here E[N s ] is the expected number of steps for the method, which has to be guessed at the beginning of the algorithm. Consequently, for each final acceptable time discretization, the minimum min n (δ − r n ) is positive for each realization. The approximate solution X (s) depends on dW (t), for s < t, only through changes in the mesh. Let us use the notation t for a small but finite time increment, withˆ t t and its corresponding stochastic incrementˆ W . We shall show that, providedˆ t is sufficiently small and conditioned on the σ -algebra M(t,ˆ t) generated by {dW (τ ) : τ < t or τ > t +ˆ t}, the probability to change the mesh by a change in onlyˆ W (t) is arbitrarily small; thus X (s) will be essentially independent ofˆ W (t) for s < t. Conditioned
] denote the dependence of the error indicator r n on the noiseˆ W . The Malliavin derivative and Taylor's formula imply
The mesh generated by r · (ˆ W ) and r · (0) is the same provided
Therefore, (3.5a) and (3.5b) hold ifˆ W · r n < (ω). Leť
Consequently, the following independence claim holds:
and the probability of having different meshes with r · (0) or r · (ˆ W (t)) is, for sufficiently smallˆ t, bounded by
LetX be a forward Euler approximation of X with uniform time stepsˆ t on a much finer grid than t so that {nˆ t : n = 0, 1, . . . ,N } includes the time steps {t m } for X andˆ t (t, ω) ≤ˆ t ≤ t (t, ω). The standard proof of strong convergence for the Euler method starts by writing t =nˆ t and
Therefore, 
Let us define the σ -algebra G i ≡ M(i ˆ t,ˆ t 1 ) and introduce the simplifying notation β ≡ i b jˆ W i i b j . The conclusions (3.6a) and (3.6b) give 
A similar argument shows
Summation therefore implies
From this step there is no change in the simple standard proof, cf. [20] , which does not require Doob's inequality. Using the global Lipschitz continuity of a and b, the proof continues by the estimate
Similar estimates for the other terms in (3.7) and a final application of Grönwall's lemma prove the first equality in the theorem. We have inf |ρ|( t sup ) 2 ≤ TOL/E[N ] ≤ TOL t sup /T , so that the assumption inf |ρ| ≥ c(TOL) implies t sup ≤ TOL/(T c(TOL)), which by assumption tends to zero as TOL tends to zero and verifies the last equality in the theorem.
LEMMA 3.1 Suppose the assumptions of Lemmas 2.1 and 3.1 hold, and let p be an even integer
as TOL → 0.
PROOF: To prove the last estimate, consider the incrementsˆ X = aˆ t + bˆ W , following the notation in Lemma 3.1. Then
The proof of Lemma 3.1 shows
We know from the assumptions in Lemma 2.1 that E[ f p ] ≤ C p ; therefore an application of Grönwall's lemma proves the last estimate in Lemma 3.1 . The first estimate in the lemma follows analogously by replacing X above with the error X − X , which has the increments aˆ t + bˆ W following Lemma 3.
, which implies the first estimate in the lemma.
In addition to the dual functions ϕ and ϕ in Theorem 2.2, the new error expansion for stochastic time steps in Theorem 3.3 below also uses the discrete dual variation
which satisfies the following: LEMMA 3.2 Let c, ϕ, ϕ , and ϕ be defined by (2.6)-(2.9) and (3.9); then 
prove as in (2.38)-(2.41) that ϕ satisfies (3.10). Here, (3.11) holds since the linear system of (2.7) and (2.9) for the variable (ϕ(t n+1 ), ϕ (t n+1 )) depends only on the point values {X (t m ) : t n+1 ≤ t m ≤ T }.
The following theorem derives an error estimate applicable both to adaptive deterministic time steps and to the stochastic time step algorithm. The assumptions and the proof of the theorem focus on stochastic steps; however, a modification to deterministic time steps is straightforward. The computable error density |ρ| of this error estimate can then be cut off for small and large values to satisfy (3.3); see Remark 5.1.
THEOREM 3.3 Suppose that a, b, g, and X satisfy the assumptions in Lemma 2.1 and that X is constructed by the forward Euler method with step sizes t n satisfying (3.2)-(3.3) and the corresponding W n are generated by Brownian bridges, following the stochastic time step algorithm in Lemma 3.1. Assume also that X (0) = X (0) and E[|X
(0)| k 0 ] ≤ C for some k 0 ≥ 16
. Then the time discretization error has the following expansion based on both the drift and diffusion fluxes and the discrete dual functions ϕ, ϕ , and ϕ given in (2.6)-(2.9) and (3.10), with computable leading-order terms E g(X (T )) − g(X (T ))
= E N −1 n=0ρ (t n , X )( t n ) 2 + O TOL c(TOL) C(TOL) c(TOL) 8/k 0 E N −1 n=0 ( t n ) 2 , (3.12a) whereρ (t n , X ) ≡ 1 2 ∂ ∂t a k + ∂ j a k a j + ∂ i j a k d i j ϕ k (t n+1 ) + ∂ ∂t d km + ∂ j d km a j + ∂ i j d km d i j + 2∂ j a k d jm ϕ km (t n+1 ) + 2∂ j d km d jr ϕ kmr (t n+1 ) ,(3.
12b)
and the terms in the sum of (3.12b) are evaluated at the a posteriori known points (t n , X (t n )), i.e.,
denote one step with the Euler method following (2.6) and similarly write one step with the exact solution
Introduce the notation X n ≡ X (t n ) and X n ≡ X (t n ). The proof has two steps. The first step is to verify the representation
where the weight functions are defined recursively bỹ
The next step is to use the Malliavin derivative to analyze the expectation of the representation (3.14) by studying the dependence of X andφ on a small increment dW . To verify (3.14), observe that telescoping cancellation gives
Use the definitions (3.13) and split the first term in the sum of (3.16) into
The two first terms above and the last term in the sum of (3.16) combine to zero by (3.15):
which proves (3.14) .
To analyze the expectation of the representation, we use the local exact solutioñ X satisfying
Ito's formula gives
Let us study the last term in (3.19), inserted into (3.14), separately, and write it in short form as Let us also use the notationˆ t for a small but finite time increment, withˆ t t and corresponding stochastic incrementˆ W , following the proof of strong convergence in Lemma 3.1. Conditioned on the σ -algebra M(t,ˆ t) generated by {dW (s) : s < t or s > t +ˆ t}, conclusion (3.6) 
shows that X (t n ) is independent ofˆ W (t) conditioned on |ˆ W (t)| <ˇ and t n < t. Letφ(ˆ W (s),ˆ W (t)) denote the dependence of the weightφ on the noise (ˆ W (s),ˆ W (t)). Use the Malliavin derivative and Taylor's formula to get
Following (3.8) in the proof of Lemma 3.1, this Taylor expansion gives
+ E[o(ˆ sˆ t)] = E[α(s, t)∂ W r (s) ∂ W (t)φ (0)]E[ˆ s]E[ˆ t] + E[o(ˆ sˆ t)] .
(3.21)
Therefore, taking the limit in the expected value of the sum of terms from (3.20)
The other terms in (3.17)-(3.19) can be estimated similarly to obtain
E[g(X (T )) − g(X (T ))] = O( t sup ) .
The final step in the proof is to use the strong convergence of Lemma 3.1 to give an expansion of the integrals in (3.22) and relate the Malliavin derivative to the variations ϕ and ϕ . Relation (2.37) shows that ϕ k (t n+1 ) = ∂ i g(X (T ))∂ k X i (T ; t n+1 ), and hence for t n < s < t < t n+1 
To obtain similar estimates ofφ i − f i and its variations, it is useful to introduce the functionX determined by the linear equation 25) and compareX with the analogous linear equation (2.16) for X , which is linearized around X (s). Consider (3.25) as a perturbation of the linear equation (2.16) . Then the errorX − X has an integral representation following Duhamel's principle; cf. (8.5) in [19] (which follows from a variant of (3.14)). The integral representation combined with Lemmas 3.1 and 3.1 and their proofs yield
, which requires 8 p ≤ k 0 . Consequently, the functionsφ
and
and their derivatives can be estimated by
Lemmas 3.1 and 3.1 imply (E[|X
, which together with the combination (3.24) and (3.26) show that the functions
. This pathwise error estimate and (3.23) imply, with 2 ≤ p ≤ k 0 /8 and 1/ p + 1/q = 1,
Consequently,
which together with similar estimates of the other terms in the expected value of (3.14) and (3.17)-(3.19) prove the theorem.
Stochastic or Deterministic Time Steps?
To simplify the comparison between deterministic and stochastic step size control, we assume in this section that the stochastic error density functionρ ≡ ρ n (ω) in (2.42), (3.12), (5.2), and (5.3) is nonnegative.
Within the class of deterministic time steps, the minimal number of steps is 
with the constraint E[g(X (T ))−g(X (T ))] = TOL, which is achieved by choosing E[ρ(t)]( t)
This yields the minimal expected number of time steps
As a further comparison, a constant time step with the constraint E[g(X (T )) − g(X (T ))] = TOL yields the number of time steps
The following basic relation between the three time-stepping methods is obtained by applying Jensen's inequality,
It would be interesting to have more precise information on the relation between the work E[N S ], N D , and N C in order to compare the different methods of time stepping. For instance, if the error density function satisfies
in particular, C → 1 as b → 0. Therefore, adaptive deterministic steps seem reasonable for small noise.
To motivate adaptive time steps, consider first the special case of integration of deterministic functions, i.e., a(t, x) = a(t) ∈ R, b(t, x) = 0. Choose the number of steps N a for an optimal adaptive Euler method and the number of steps N u for the Euler method with uniform steps such that the global integration error on (0, 1) for both methods is TOL. Then TOLN a → a L 1/2 (0,1) and TOLN u → a L 1 (0,1) as TOL → 0. Therefore adaptive integration is more efficient for functions with singularities, such as a(t so that restricting to deterministic steps is advantageous, since the more complicated stochastic steps do not give a reduction in the number of steps. In particular, Example 2 in Section 5 with
If the singularity occurs at random times, stochastic steps are more efficient. Example 3 in Section 5 shows TOL
where the random variable α is uniformly distributed on a subset of (0, T ) and independent of W .
Remark 4.1. Lemma 2.1 also leads to an error representation for stochastic time steps based on the density with ϕ, ϕ , ϕ in (3.12) replaced by u x , u x x , u x x x . However, this density requires very expensive computations of u x , u x x , u x x x , and therefore it does not seem useful for adaptive algorithms, although it yields adapted time steps. On the other hand, the alternative density shows that the error density (3.12) is not unique and hence the final number of steps N S , based on (3.12), may not be optimal when compared to all possible error densities.
Adaptive Algorithms and Numerical Experiments
This section describes adaptive algorithms and some numerical experiments for the computational problem (1.3). These algorithms adaptively choose the number of realizations and the time steps to bound the approximation error by a given tolerance. The heart of the matter is to estimate, in an a posteriori way, the statistical and the time discretization error. 
Control of the Statistical Error
1/2 and consider the random variable
and its cumulative distribution function
1/3 /σ < ∞ ; then the Berry-Esseen theorem (cf. [6, p. 126]) gives the following estimate in the central limit theorem:
for the rate of convergence of F Z M to the cumulative distribution function of a normally distributed random variable with mean zero and variance one. Since in the examples below M is sufficiently large, i.e., M 36λ 6 , the statistical error
satisfies, by the Berry-Esseen theorem, the following probability approximations:
In practice, choose some c 0 ≥ 1.
√ M with probability close to 1, which involves the additional step to approximate σ by S(M; Y ); cf. [9] . Thus, in the computations the deviation E S (M, Y ) is a good approximation of the statistical error E S (M, Y ). For a given TOL > 0, the goal is to find M such that E S (M, Y ) ≤ TOL. The following algorithm adaptively finds M to compute the sample average A(M; Y ) as an approximation to E [Y ] . With large probability, depending on c 0 , the statistical error in the approximation is then bounded by TOL.
routine Monte-Carlo(TOL,
, and the deviation
Here M 0 is a given initial value for M, and MCH > 1 is a positive integer parameter introduced to avoid a large new number of realizations due to a possible inaccurate sample standard deviation. Indeed,
Control of the Time Discretization Error with Deterministic Time Steps
For a given partition {t n } N n=0 of the time interval [0, T ], let the piecewise constant mesh function t be defined by
Consider the piecewise constant function ρ, which measures the density of the time discretization error, defined by
in the case of Theorem 2.2 or
in the case of Theorem 3.3.
Remark 5.1. In order to guarantee that t sup → 0 as TOL → 0, we need to ensure a uniform lower bound of the error density. This requirement is needed both in the deterministic and stochastic time-stepping algorithms. Thus, a modified error densityρ(t) ≡ sign(ρ(t)) max(|ρ(t)|, √ TOL) should be used instead of ρ. A similar cutoff can be applied to ensure that the error density is uniformly bounded above by, e.g., exp(1/TOL).
Following Theorems 2.2 and 3.3, the time discretization error
is approximated by sample averages of the expansion E N −1 n=0 ( t n ) 2 ρ n with computable terms. Hence, it follows that
with probability close to 1, where
The time discretization error is then approximated a posteriori as the sum of the quantities in (5.4), i.e., To use the refinement procedure, first compute the approximate error density N t where K[k] is the feasible set
t is positive and piecewise constant
is the number of steps of the partition t. A standard application of a Lagrange multiplier shows that the minimizer of problem (5.5) is 
m n subintervals and, by its construction, . It is possible to construct an algorithm that also allows the merging of time steps; see [22] . The dividing and merging algorithm uses more information about the asymptotic behavior of the error density in order to ensure finite termination. The advantage with merging and dividing is that the algorithm can be proven to stop with the optimal number of time steps up to a problem-independent factor. As pointed out in Remark 2.7, the error density ρ based on (5.2) has a pointwise statistical error, cf. (2.43), which may be larger than the statistical error in the time discretization error estimate (5.4) as the mesh is refined. Unless the number of realizations is based on the pointwise statistical error of the error density, the adaptive mesh specified via (5.6) becomes inaccurate with undesirable oscillations. A remedy to obtain an accurate mesh function, keeping the number of realizations based on the statistical error of the error bound by (2.43), is to filter the sampled error density function. The appendix describes a filtered error density to determine the new mesh by (5.6) . This error density is a local L 2 projection of ρ onto piecewise constant or piecewise linear functions on a mesh determined by minimizing the sum of the pointwise statistical and the approximation errors.
The Adaptive Algorithm with Deterministic Time Steps
The statistical and time discretization errors are combined in order to bound the computational error
which is estimated, a posteriori, by the sum of discretization and statistical errors in (5.4) and (5.1), i.e.,
To bound the three parts of the computational error by a specified tolerance, the adaptive algorithm, with deterministic time steps, combines the techniques described in the previous subsections related to the control of the statistical and the time discretization error. In particular, in the first loop below it uses the procedures refine t and change M to determine the mesh with N steps and the number of realizations M T by iteratively increasing M T and N until the time discretization error is below the tolerance. Then, in the second loop, where the mesh is fixed, it increases the number M C of realizations of the Euler method (1.2) using only the procedure change M until the statistical error while
Compute sample averages and error estimates by calling Euler.
Accept Eg as an approximation of E[g(X (T ))] since the computational error is bounded by TOL.
Although values for the parameter c 0 have been suggested in the description of the algorithm, the actual value can be set by the user depending on the confidence level required on the computation. The following subroutine completes the description of the algorithm.
routine 
The Adaptive Algorithm with Stochastic Time Steps
An adaptive, nonadapted time-stepping algorithm based on (3.2)-(3.3) has a structure similar to the Monte-Carlo routine. Its outer loop computes batches of realizations of, for example, X , with increasing size until an estimate for the statistical error is below a given tolerance. For each fixed realization, a given initial time partition t[0] is successively refined until an error indicator is below a tolerance for all time steps. This procedure needs to sample the Wiener process W on finer partitions, given its values on coarser ones. Therefore, the use of Brownian bridges is natural to preserve the required independence between the Wiener increments.
Initialize . (M[m]; N ) , where the random variable N is the final number of time steps on each realization, and increase m by 1. end while Accept Eg as an approximation of E[g(X (T ))] since the computational error is bounded by TOL.
Numerical Results
This section presents results of numerical examples from the implementation of the adaptive algorithms described above. Example 1 shows the performance of the deterministic time-stepping algorithm, while Examples 2, 3, and 4 illustrate the behavior of the adaptive deterministic and stochastic time-stepping algorithms.
In what follows, the adaptive algorithm with deterministic time steps is called Algorithm D 1 when formula (5.2) is applied, and Algorithm D 2 when formula (5.3) is used. The computational error E c is approximated by means of (5.7). The algorithm with stochastic time steps, based on the error density (5.3), is called Algorithm S. Example 1 uses double-precision FORTRAN 77 and simulates the increments of the 0 -independent Wiener processes by a pseudorandom-number generator. In particular, the program applies a double-precision modification of the functions ran1 and gasdev proposed in [27] , provided with an initial seed iseed, which must be a negative integer. Examples 2, 3, and 4 use MATLAB version 5.3 implementations. In order to diminish the computational effort, we use antithetic variates (see [13] ) to reduce the variance in all the computations of Examples 2, 3, and 4.
Example 1
Consider the following Itô stochastic differential equation (1.1) proposed in [32] , where d = 2, 0 = 2,
and the initial condition is Algorithms D 1 and D 2 are applied with uniform partitions of [0, T ] into N subintervals. The number of realizations M is sufficiently large so that the total statistical error is small compared to the discretization error. As predicted by Theorems 2.2 and 3.3, Table 5 .1 then shows that the ratio of the computational error E c and its computable approximation tends to 1 as N increases. Table 5 Finally, Table 5 .3 displays the proportion of computational time used to determine the mesh compared to the total execution time of the program. In this comparison we apply Algorithm D 1 for decreasing values of the tolerance. Each entry corresponds to six runs with different values of iseed. The additional work to determine the time steps by computing the backward problems (2.7) and (2.9) becomes negligible as the tolerance decreases. 
Example 2
Let us consider a real constant α ∈ (0, T ) and the linear stochastic differential equation 9) with the unique solution X (t) = exp(W (t) − yielding a higher-order perturbation O(TOL 2 ) in the computed result and not affecting the size of the optimal time steps. Due to the time discontinuity of the drift function and to ensure optimal convergence of the adaptive algorithms, we modify the Euler method by (5.11) X n+1 − X n = a(t, X n ) t n + X n W n , n = 0, 1, . . . ,
where we choose the stochastic evaluation timet ∈ {t n , t n+1 } by |a(t, X n )| = max(|a(t n , X n )|, |a(t n+1 , X n )|). Observe that the use oft does not change the adapted nature of the Euler method. We compare both algorithms, the adaptive adapted deterministic time stepping and the adaptive with stochastic time steps. In this example they both select the time steps in a very similar way, since there is no remarkable influence from the stochastic term X (t)dW (t) in the dynamics of (5.9). However, the smaller number of realizations in the stochastic time-stepping Table 5 .4 displays results from this example using TOL = 2.5 × 10 −2 .
Example 3
Now we change (5.9) taking α no longer a constant but a uniformly distributed random variable independent of the Wiener process, i.e., α ∼ U (α,ᾱ) with α = 1/22 andᾱ = 1 − 1/22, for T = 1. The conditional expectation E[X (T ) | α] = exp( √ T − α) can be used to compute
which is now the functional to approximate. Since the position of the drift singularity is stochastic, the deterministic time-stepping algorithm D 2 gives the approximation error O( t sup ), and the stochastic time-stepping algorithm has a clear advantage, using on average much fewer final time steps, as Table 5 .5 shows; cf. Section 4. On the other hand, a fairer comparison including the total number of steps and the computer time shows that our recursive refinement algorithms have potential for improvements. Here both algorithms use a similar number of realizations since the sample variances are almost the same. This numerical experiment also uses TOL = 2.5 × 10 −2 , the regularization (5.10), and the stochastic evaluation timet from (5.11).
Example 4
Finally, we include an example where the stochastic time-stepping algorithm uses a different number of time steps for different realizations, the only source of the noise is the Wiener process, and the adaptivity is not caused by a singularity in time, in contrast to the previous example.
Thus 2 ) ≈ 1.31, yielding a computational error E c ≈ 3 × 10 −2 . The time discretization error estimate is E T ≈ 1.5 × 10 −2 , while the statistical error estimate, using c 0 = 1.65, is E S ≈ 3 × 10 −2 . These estimates yield a total error estimate 4.5 × 10 −2 , which is consistent with the observed computational error. With respect to the time partition, the sample mean value of the number of time steps is A(M; N ) = 2.4 × 10 2 , while the sample standard deviation is S(M; N ) = 2.1 × 10 3 , indicating a large variation of time steps between different realizations.
Appendix: Filtered Error Density
The filtering procedure for the density function ρ based on (5.2) uses a local average procedure to compute an approximation ρ F , which replaces ρ in the construction of the new partition of the time interval. The algorithm to define ρ 
