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Resumen del proyecto. 
Este trabajo  de f in  de grado combina el  estudio teórico,  la  
programación y la comparación de los resultados obtenidos en la  cancelación 
de ruido acústico empleando dos técnicas  de contro l  act ivo de ruido (CAR) 
diferentes:  un algor itmo clásico como es el  Fi ltered-x Least-Mean-Square 
(FxLMS) y una estrategia más innovadora,  los algor itmos genét icos (AG).   
El  trabajo incluye una breve revisión bibl iográf ica,  una segunda etapa 
de programación de las estrategias  de control  en entorno MATLAB y una 
últ ima fase de comparación de prestaciones en términos de diferentes 
parámetros (rapidez,  coste computacional ,  n ivel  de cancelación, robustez,  
etc.)  
El  problema al  que nos enfrentamos con ambas estrategias de 
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1.- Palabras clave. 
Ruido acúst ico.  
Algor itmo Adaptativo (AA).  
Algor itmos Genéticos (AG).  
Control  Act ivo del  Audio (CAR).  
Fi ltered-x Least-Mean-Square (FxLMS).  
Camino Primario (()) .  
Camino Secundario (()) .  
Probabi l idad de cruce () .  
Probabi l idad de mutación () .  
 
2.- Objetivos del trabajo. 
•  Estudiar  el  algor itmo adaptat ivo tradicional de CAR Fi ltered-x  Least-
Mean-Square(FxLMS).   
•  Simular un sistema de CAR basado en el  FxLMS mediante la  
programación del  a lgoritmo en entorno MATLAB.  
•  Anal izar los problemas potenciales de esta estrategia de control .  
•  Estudiar  las técnicas  de control  basadas en AG y adaptar las  al  contexto 
de CAR.  
•  Simular en entorno MATLAB un s istema de CAR basado en AG.  
•  Comparar los resultados obtenidos con las dos alternat ivas y obtener 
las conclus iones f inales.  
 
 




3.- Ruido acústico: técnicas activas 
de control de ruido. 
3.1.-Introducción. 
El ruido acúst ico es una sensación audit iva no deseada, generalmente 
desagradable que se propaga a través del  aire en forma de ondas de pres ión 
sonora. Dado su carácter no deseado, el  ruido interfiere en la comunicación 
entre las personas o en sus act iv idades,  generando inc luso molest ias graves s i  
la intensidad supera ciertos l ímites de seguridad.  
Poder medir con precisión el  ruido y los niveles de atenuación 
mediante las técnicas pasivas tradicionales,  basadas en cerramientos o 
paredes construidas con materiales ais lantes y/o absorbentes es una tarea 
compleja que ocupa a los profes ionales de la  acúst ica.  
Los métodos de control  activo que se presentan en este  trabajo ,  van 
más al lá y  proponen la apl icación del  princ ipio de superposición para atenuar 
el  ruido indeseado.  
 
3.1.1.-  Necesidad. 
El control  activo del  ruido (CAR) surge como una técnica 
complementaria  al  control  pasivo del  ruido cuando se quieren cancelar las  
frecuencias bajas.  Esto es debido a que en este intervalo de frecuencias,  los 
materiales  absorbentes y ais lantes,  las  barreras ant i  ruido y los f i ltros 









3.1.2.-  Medidas. 
Para poder medir y  cuantif icar e l  ruido se necesita entender e l  sonido 
y como analizar lo.  E l  sonido se def ine como ondas de pres ión que se 
propagan a través del  aire,  pudiéndose emitir  estas ondas tanto de forma 
natural  como art if ic ia l  y  que son generadas por el  movimiento de un art i lugio 
vibrator io.  Esta  presión es mínima y los seres humanos somos incapaces de 
anal izarlas s in la ayuda de micrófonos,  a l tavoces y sonómetros,  utensi l ios 
uti l izados para captar y medir dichas ondas de pres ión.  
Esta fuerza ejerc ida por un movimiento osci latorio se uti l i za  para 
conocer los umbrales de sonido. Dentro de dichos umbrales se encuentra la  
zona que nosotros somos capaces de oír  de forma natural .  
Dicha presión se mide en pascales,  pero dado que hay mucha 
diferencia entre los dos extremos (200 Pa y 20 µPa),  se uti l i za una escala 
logarítmica,  denominada Decibelios y a la cual  se l lega a través de la  
s iguiente ecuación:  
L = 20 log   [1 ]  
donde  es la  media cuadrática de la pres ión sonora instantánea y  es la 
presión de referencia con un valor de 20 µPa.  
 
 





I l ustr ac i ón  1 . -  C om para c i ón  n i ve les  de  pres ió n.  
 
E l  nivel  de presión sonora determina la intensidad del  sonido que 
genera la  presión y se mide en decibel ios,  donde 0  dB es e l  umbral  de 
audición y 120 dB e l  denominado umbral  del  dolor.  
El  n ivel  de presión sonora t iene la ventaja  de ser  una medida objetiva y 
bastante cómoda de la intensidad del  sonido, pero t iene la desventaja de 
estar lejos de representar con precisión lo que realmente percibe el  oído 
humano.  Esto es debido a que la sensibi l idad de nuestro oído depende en a lto 
grado de la frecuencia,  por ejemplo, un sonido de 1 kHz y 0 dB es audible 
mientras que para un sonido de 100 Hz se necesita un nivel  de 37 dB para 
poder escuchar lo,  esto también sucede con los sonidos que superan los 16 
kHz.  
Al  no haber l ineal idad entre la frecuencia y el  nivel  de pres ión sonora,  
se pensaba que uti l izando una red de f i ltrado o ponderación de frecuencia 
adecuada, sería posible medir esa sensación de forma objetiva.  Esta red de 
f i ltrado tendría que atenuar las bajas y las muy altas frecuencias  dejando las  
medias frecuencias inalteradas.  
 
 





I l ustr ac i ón  2 . -Cur va s  de  p on dera c ió n de  F let c her  y  M uns o n 1 933  ( 1) .  
 
Sin embargo, había  algunas di f icultades para implementar  tal  
instrumento o sistema de medición. El  más obvio era que e l  oído se comporta 
de forma diferente para dist intos niveles  f ís icos del  sonido. Por  ejemplo, a 
muy bajos niveles,  solo los sonidos de frecuencias  medias  son audibles ,  
mientras que a a ltos  niveles todas las frecuencias se escuchan con una 
sonoridad s imilar.  Por otro lado el  oído es selectivo y en general  t iene un 
comportamiento paso-banda, es decir ,  escucha en menor nivel  las frecuencias 
bajas y altas.  Ese comportamiento select ivo en frecuencia depende del nivel  
de pres ión del  sonido.  Por lo tanto,  parecía razonable diseñar unas curvas de 
ponderación de frecuencia  para los diferentes niveles de intensidad 40, 70 y 
100 dB, l lamadas A,  B y C,  respectivamente. Donde la curva A se ut i l i zará para 
niveles bajos,  B para altos y C para niveles  altos.  Como se puede ver en la  
i lustración 3.  
 
 





I l ustr ac i ón  3 . -  C urv as  de  po nd era ci ó n A,  B  y  C .  
 
La curva de ponderación A es la que mejor caracter iza la repuesta 
frecuencia l  a niveles bajos.  Es la más usada porque s imula al  comportamiento 
del  oído humano. Se mide en decibeles A,  abreviado dBA.  
 
3.1.3.-  Límites de seguridad. 
El entorno que nos rodea es cada vez más ruidoso, por lo que se  
precisa f i jar unos niveles de seguridad, para no sobrepasar los  y evitar la 
apar ición de enfermedades audit ivas o psicológicas,  provocadas por una larga 
exposición a un ruido o por un ruido puntual con una intensidad insoportable 
para nuestro organismo. Ver i lustración 4.  
 
I l ustr ac i ón  4 . -  L ím ite s  de  seg ur id ad.  
 
 






La idea del  CAR basada en la interferencia destructiva entre el  campo 
primario del  ruido,  y  uno secundario,  generado electrónicamente en 
contrafase,  se remonta a 1936, cuando Paul Lueg (2)  registró  la primera 
patente de un sistema de control  del  ruido.  
La patente representada en la  i lustración 5,  expl ica cómo conseguir la  
cancelación del  ruido en el  interior de un conducto.  
 
I l ustr ac i ón  5 .  Pa ten te  P au l  L ueg .1 936  ( 2) .  
 
Más adelante,  en 1956, Harry F.  Olson (3)  ideó un sistema de control  
activo del  ruido para atenuar interferencias  alrededor del  reposacabezas del  
pasajero de un avión o un automóvil .  As í  consiguió un espacio esférico sin 
dicho ruido, ver i lustración 6.  
 
I l ustr ac i ón  6 .  Pa ten te  Har ry  F .  O l so n.  19 56 (3 ) .  
 
 





El  s istema consiste,  como se observa en la imagen, en un micrófono,  
un ampl if icador y un altavoz. El  altavoz y el  micrófono, s ituados en el  
reposacabezas,  están muy próximos entre  sí .  De este  modo, e l  micrófono 
recibe e l  sonido que pasa a través del  amplif icador,  el  cual  se encuentra 
discretamente escondido bajo del  s i l lón. Éste amplif ica e invierte de fase 
dicha señal para que a través del  a ltavoz produzca unas ondas de presión y 
que as í  se superponga de forma destruct iva a la señal ex istente.  
En otro ámbito,  Conover (4)  quiso anular e l  ruido que se generaba en 
las estaciones eléctr icas por culpa de los generadores de alta  potencia,  donde 
éstos generaban un ruido puramente per iódico. Su idea era generar ondas 
sinusoidales de las mismas frecuencias que emitía el  t ransformador y variar 
amplitud y fase,  para así  conseguir la mayor reducción de pres ión acústica en 
una determinada dirección, véase i lustrac ión 7. 
 
I l ustr ac i ón  7 .  Pa ten te  C on ov er .  195 7 (4 ) .  
 
En aquel los t iempos no tenían los avances tecnológicos necesarios para 
l levar a cabo estas ideas,  por lo que se quedaron en standby. Más adelante 
en los años 60 y 70,  se empezaron a desarrol lar las primeras herramientas de 
procesado de señal,  más concretamente el  procesado adaptativo  de señales.  
En los años 70 Widrow (5),  presentó una herramienta que podía emplearse 
para anular ruidos no periódicos y variantes  en el  t iempo.  
 
 




En estos últ imos años,  donde los procesadores son capaces de real izar  
mil lones de operaciones por  segundo, se  están comercial izando DSP (Digital  




El control  act ivo del  ruido es una técnica por la cual  se atenúa el  ruido 
primario existente en cualquier medio,  generando una señal de anti  ruido de 
igual  amplitud y frecuencia pero con fase opuesta ( interferencia destructiva),  
para así  conseguir una "zona de si lencio" centrada en el  punto P (6),  véase la  
i lustración 8.  
 
I l ustr ac i ón  8 .  I nter fere n ci as  d estr uc t iv as ,  de  on das  s i nus o id a les  c on ig ua l  
amp l it ud  y  f re cue n ci a .  
 
La técnica de contro l  a emplear permit irá s ituar estas "zonas de 
si lencio",  más o menos numerosas y de mayor o menor tamaño. El  s istema 
está constituido por  los s iguientes elementos:  un sensor (micrófono) de 
referencia acústica,  un controlador encargado de modif icar las característ icas  
de la señal de referencia,  un actuador (altavoz) que genere las ondas de 
presión calculadas por el  controlador y un sensor (micrófono) de 
real imentación que sirva al  controlador para modif icar su funcionamiento y 
conseguir disminuciones de presión acústica justo donde se haya colocado 
dicho sensor (6),  ver i lustrac ión 9.  
 
 





I l ustr ac i ón  9 . D iag ra ma de l  s is tema  C AR.  
 
Con estos elementos se pretende disminuir el  nivel  de presión acústica  
en nuestra zona de si lencio.  E l  tamaño de esta zona de si lencio depende de la 
longitud de onda del  ruido a cancelar .  A medida que aumenta la frecuencia de 
la onda, la longitud de onda es menor y debido a  esto,  la zona de si lencio 
será más pequeña que si  trabajásemos con frecuencias bajas (6).  
Este sistema se puede usar para crear más zonas de s i lencio,  s iendo 
necesar ios tantos sensores de error y actuadores como zonas a s i lenciar .  La  
complej idad del  controlador aumentará sensiblemente al  aumentar  la  
cantidad de zonas de si lencio que se  precisen,  ya que hay que tener  en 
cuenta la influencia de todas las fuentes secundarias en todos los micrófonos 










Un f i ltro digita l  es un s istema en t iempo discreto que a ltera la  
amplitud y  la fase de las componentes frecuenciales de una señal de entrada 
de acuerdo con un patrón preestablecido. Para visual izar el  efecto del 
f i ltrado, habitualmente se empleará la Transformada Rápida de Fourier (FFT,  
de sus s ig las en inglés).  El  f i ltrado de la señal de entrada, es uti l i zado para 
atenuar,  modif icar o simplemente mejorar la cal idad de la señal  de entrada 
produciendo una sal ida con mejores característ icas.  
Dentro de los f i lt ros digitales hay muchos t ipos,  de los cuales para este 
trabajo nos interesan los f i ltros de fase l ineal  general izada, es decir,  cuando 
el  retardo de grupo es constante,  de forma que todas las  frecuencias estarán 
retrasadas e l  mismo de t iempo a su paso por el  s istema.  
 
4.2.- Filtros Digitales. 
4.2.1.-  Fi ltro FIR. 
Los f i ltros FIR (de respuesta impulsional  f inita)  garantizan que su 
función de transferencia es de fase l ineal.  Esto nos dice,  que cuando 
excitamos el  s istema con un impulso,  a la sal ida tendremos un número 














I l ustr ac i ón  10 . -  F i l t r o  d ig i ta l  F IR .  
 
Para obtener la sa l ida sólo interesan las  entradas actuales y  
anteriores.  Su expresión en el  dominio temporal   es:  
En la expresión anterior  − 1 es e l  orden del  f i l tro,  def inido como la  
cantidad de t iempo que retrasa e l  s istema.  por tanto es e l  número de 
términos no nulos y el  número de coeficientes del  f i ltro.  Los coeficientes son !"#$#%&'.  
Cuando al  f i lt ro se le  apl ica un impulso ((),  se obtiene la respuesta 
impuls ional.  La  sal ida se puede expresar como la convolución entre la entrada )() y  la respuesta a impulso ℎ(): 
,() = -() ∗ /() = 0 ℎ#)( − 1)&'#%  [3 ]  
Apl icándole la transformada Z a la expresión anter ior y  despejando la  
función de transferencia del  s istema FIR resultar ía así:  
2() = 0 "#)( − 1)&'#%  [2 ]  
 
 




3() = 4()5() = ∑ "#'#7#%1 = 8()1  [4 ]  
Al no presentar polos en la  función de transferencia,  e l  s istema resulta  
estable.  
 
4.2.2.-  Fi ltro I IR. 
Un fi ltro I IR (de respuesta impulsional infinita)  como su nombre indica 
ante una entrada impulsional presenta una sal ida que nunca l lega a atenuarse 
completamente.  
 
I l ustr ac i ón  11 . -  F i l t r o  I I R .  
Al igual  que el  f i ltro  FIR,  para este también se usan las entradas  
actuales y pasadas,  además de las sal idas  en instantes anteriores.  Esto se  
consigue mediante el  uso de real imentación en la sal ida 
,() = ")9 + ") + ∙ ∙ ∙  +";)9'; − <29'<=29'= − ∙ ∙ ∙  −<>29'> [5 ]  
donde !<#$#%>  y  !"#$#%;  son los coeficientes de denominador y  
numerador,  respectivamente. El  orden del  s istema es el  máximo entre los 
valores de ? y  ,  estos son los términos que determinan la cant idad de polos  
y ceros que hay en la función de transferencia,  que una vez se apl ica la 
transformada Z a la expresión anterior,  quedaría de la s iguiente forma (7):  
 
 




3() = ∑ "#'#;#%1 + ∑ <#'#>#%  [6 ]  
Al presentar polos en el  denominador,  habrá determinadas frecuencias  
en las que se comporte de forma inestable.  Debido a esto y que su longitud 
es f inita,  es  lo que hace al  F IR es  la  mejor elecc ión a  la  hora de hacer e l  
f i ltrado.  
 
4.2.3.-  Algoritmo adaptativo. 
Un fi lt ro adaptivo es un disposit ivo que intenta modelar la relación 
entre señales en t iempo real  de forma iterativa.  Estos se di ferencian de los  
anteriores,  en que,  mientras  los f i lt ros digitales convencionales mantienen 
sus coeficientes constantes en el  t iempo, los adaptativos cambian la forma de 
actuar cambiando sus  coeficientes de acuerdo con un a lgor itmo adaptativo. 
De hecho, los  coeficientes del  f i ltro no se  conocen cuando se diseña, dado 
que estos se  calculan cuando se implementa y se  reajusta automáticamente 
en cada iteración mientras dura su fase de aprendizaje y acaba convergiendo.  
 
I l ustr ac i ón  12 . -  F i l t r o  a da pta t i v o.  
Este es un sistema al  que l legan dos señales:  )() y  @() donde la 
últ ima, es la señal de error,  que se hal la a  través de la resta entre la señal 
deseada d(n) y  la sal ida del  f i ltro y(n) .  Los coeficientes del  f i lt ro son 
denominados w(n) ,  que son los encargados de modif icar la señal de entrada.  
,() = -() ∗ A() [7 ]  
 
 




@() = B() − 2() [8 ]  
 
E l  objet ivo de este a lgoritmo, es conseguir que la señal  de entrada -() 
sea lo más parecida a la señal deseada B().  Para esto tenemos un f i ltro  
adaptativo A(),  es decir,  este f i lt ro se  va a estar actual izando 
constantemente. Para actual izar  A() tenemos el  error.  Este  error nos da la 
función de coste,  uti l i zada para encontrar de forma más rápida los 
coeficientes del  f i ltro  que mejor minimizan el  error.  La función de coste se 
puede hal lar  de dos formas y el  objetivo es minimizarla  al  máximo: 
C = D!@=()$ [9 ]  
C = @=() [10 ]  
La ecuación [9] representa la obtención del  error cuadrát ico medio,  mientras 
que la [10] muestra la  potencia del  error instantáneo. Con la función de coste 
y los coeficientes del  f i ltro se crea un espacio EF + 1 dimensional .   
 








En la i lustración 13, ε  es la función de coste,  la cual  es ut i l i zada para 
l legar de forma más rápida a la solución óptima, que es la  que se encuentra 
en el  punto más bajo de la "copa".  Será donde se encuentren los coeficientes  
que generan menos error.  
Para actual izar los coeficientes del  f i ltro se uti l iza la s iguiente 
expresión:  
A( + 1) = A() + G2 (−∇C) [11 ]  
Esta ecuación nos indica que el  próximo coeficiente será el  resultado de la 
suma del coeficiente actual  con el  producto entre la tasa de ajuste 
I= y  el 
gradiente descendiente del  error.  A partir  de aquí se introducen las funciones 
de coste vistas en la ecuación [9] y  [10].  Para conseguir dos algoritmos 
diferentes.  
 
4.2.3.1.-  Algoritmo de descenso de máxima pendiente. 
Desarrol lando la ecuación [9] da este resultado: 
C = DJ@=K = DJB=()K − 2 ∙ LM ∙ A + AM ∙ N ∙ A [12 ]  
Para obtener el  gradiente del  mismo, se deriva la ecuación, obteniendo as í  el  
vector gradiente de la  superfic ie de error:  
OC = PCPA = 2 ∙ N ∙ A − 2 ∙ L [13 ]  
Con este desarrol lo de la ecuación de MSE y sustituyendo en la ecuación [11] 
se consigue la s iguiente expres ión, la cual  define e l  a lgoritmo de descenso de 
máxima pendiente:  
A( + 1) = A() + G(L − N ∙ A()) [14 ]  
este algoritmo usa matrices de corre lación cruzada entre la señal deseada y 
la señal de entrada L = DJ)()B()K y  la autocorrelac ión de la señal de entrada N- = DJ)9)9Q] .  Estas operaciones son muy complicadas y  aunque nos dé como 
 
 




resultado un f i ltro muy eficaz,  t iene un t iempo de respuesta muy grande por 
lo que no nos interesa. F í jese,  que e l  punto de convergencia del  algor itmo es 
cuando L() = NR ∙ A() por lo tanto el  algoritmo se detiene cuando alcanza la  
solución óptima.  Para asegurar  la convergencia de este algoritmo se precisa  
un valor de µ  suf icientemente pequeño.  
 
4.2.3.2.-  Algoritmo LMS. 
El algor itmo LMS es posiblemente el  algoritmo adaptat ivo más 
conocido y usado en implementaciones reales.  Dada su simplicidad y buenas 
prestac iones sirve como referencia para comparar nuevas técnicas basadas en 
AA. Propuesto,  en 1971, por Widrow (5),  el  algoritmo LMS es una 
simpli f icac ión del  método de descenso de máxima pendiente. La  diferencia  es  
que usamos la potencia instantánea [10] del  error en vez del  erro cuadrát ico 
medio [9].  Quedando la ecuación de esta forma: 
A( + 1) = A() + G ∙ @() ∙ -() [15 ]  
siendo así  mucho más fáci l  de implementar en una computadora.  
El  algoritmo LMS es  una vers ión s impli f icada, teniendo así  una función 
de coste más senci l la y  menos ambic iosa que nos otorga un coste 
computacional menor y compensa la escasa ambición de la misma.  
Los beneficios de este algor itmo son que se prescinde de los grandes 
cálculos que precisan las funciones de correlación y autocorrelación, ya que 
estas operaciones prolongar ían los t iempos de procesado del algoritmo. 
Un f i lt ro es un proceso mediante el  cual  a  una señal  cualquiera se le  
modif ica su contenido espectral.  E l  algoritmo LMS es un algoritmo de f i l trado 
l ineal  adaptativo que, en general ,  consta de dos procesos básicos:  
1.  Un proceso de f i ltrado lo conforman:  
•  Un cómputo de la sa l ida de un f i ltro l ineal  en respuesta a  una 
señal de entrada.  
•  La generación de una est imación del  error mediante la  
comparación de esta sal ida con la señal deseada.  
 
 




2.  Un proceso adaptat ivo,  formado por el  ajuste automático de los  
parámetros del  f i ltro de acuerdo al  error estimado.  
 
4.3.- Algoritmo de entrada filtrada (FxLMS). 
En las secciones previas se describe un sistema simplif icado de CAR en 
un entorno ideal .  Las  caracter íst icas de todos y cada uno de los elementos 
que conforman el  s istema influyen en el  funcionamiento óptimo del s istema 
de control.  La l ineal idad de los subsistemas y transductores (micrófonos y 
altavoces),  así  como la correcta ubicac ión en el  espacio de estos últ imos,  son 
de vital  importancia para conseguir la máxima atenuación del  nivel  de pres ión 
acústica.  E l  LMS no es apl icable al  CAR por la existencia de una función de 
transferencia () tras el  f i ltro adaptativo.  Como se puede ver en la  
i lustración 16.  
 
I l ustr ac i ón  14 . -  A lg or it mo  LM S c on  en tra da f i l t ra da  (F xLM S ).  
 
En la  i lustrac ión 14 se  t ienen tres  nuevos bloques añadidos a l  
a lgor itmo LMS.  Son e l  camino pr imario  (),  y  secundario  (),  y  la  
est imación del  secundario  S().  E l  camino pr imario  representa todo e l  
camino que recorre  el  ruido,  desde la  fuente del  mismo hasta e l  receptor  o 
micrófono de error,  inc luyendo paredes,  v ehículos,  barreras  de  sonido.  E l  
camino secundario  es  e l  encargado de emit ir  las  señales  ant i  ruido con e l  f in 
 
 




de cancelar  e l  ruido,  mientras  que la  est imación es  una vers ión prev iamente 
modelada del  camino secundario .  
 
I l ustr ac i ón  15 . -  E leme nt o s  e le c tro ac úst i c os  e n un  a lgor it mo  F xLM S.  
 
En la  i lustrac ión  15 se  t ienen los  di ferentes  e lementos 
e lectroacúst icos  haciendo referencia  a  la  i lustrac ión 14.  
La  est imación del  secundario  se  real iza  a  través  de un s istema de 
ident i f icac ión,  consis tente en un a ltavoz y  micrófono conectados a  un 
contro lador.  Se  emite  una seña l  a  través  de un a ltavoz,  la  cual  l lega  a l  
micrófono de error.  Este  micrófono l leva la  señal  hasta e l  contro lador S(),  
e l  cual  procesa la  señal  y  modif ica  su sal ida i terat ivamente hasta conseguir  
que e l  error  sea cero.  Cuando este  error  es  cero  se  habrá conseguido la  una 
est imación del  camino secundario .  
 
 





I l ustr ac i ón  16 . -  Es t ima c ió n of f l i ne  de l  cam i no  se cu nd ar i o  T(	). 
 
E l  f i l t ro  FxLMS se r ige  por  la  ecuación 15, en la  cual  la  vers ión del  
f i l t ro  en la  i terac ión  + 1 se  re lac iona con A() que corresponde con los 
coef ic ientes  del  f i l t ro  anter ior .  A éste se  le  suma la  tasa de error  
convolucionado con la  entrada f i l t rada -′() y  µ es  e l  factor  de convergencia  
(o  tamaño de paso)  que contro la  e l  compromiso entre  la  estabi l idad del  
a lgor itmo y  la  rapidez en a lcanzar  e l  punto deseado.  
A( + 1) = A() + G ∙ @() ∙ -V() [16 ]  
Donde -V() resulta  del  convolución de la  señal  de entrada con la  est imación 
del  secundario:  
)V() = )() ∗ S() [17 ]  
La ecuación [15]  será as í  desarro l lada de fo rma matr ic ia l :  
W F( + 1)F( + 1)⋮FYZ'( + 1)[ = W
F()F()⋮FYZ'()[ + G ∙ @() W









5.- Camino primario y secundario: 
modelos lineales y no lineales. 
Para modelizar  correctamente un s istema de CAR tenemos que tener  
en cuenta el  camino primario y secundario que componen el  s istema. 
 
I l ustr ac i ón  17 . -  S is t ema  C AR ,  ca mi n o pr i mar io  y  se c un dar i o.  
El camino primario es aquel que atraviesa la señal de ruido, en él  
abarcamos todos los obstáculos que pueda encontrarse hasta su l legada al  
micrófono de error,  incluyendo muros,  ventanas,. . . .  El  camino secundario 
está constituido por el  altavoz emisor de la señal ant i  ruido, amplif icadores  
de potencia,  conversores analógico-digitales ,  micrófono de error,  etcétera.  
 
 






5.1.2.-  Camino no l ineal.  
Para que sea un s istema l ineal  t iene que cumpl ir  e l  principio de 
superposic ión, s ignif ica que cuando la entrada de un sistema es mult ipl icada 
por un factor,  la sa l ida del  s istema también será mult ipl icada por el  mismo 
factor.  Este principio  también implica que si  la entrada es resultado de la 
suma de dos entradas,  la sal ida será la suma de las sal idas que producían las 
entradas individualmente.  
 
 
I l ustr ac i ón  18 . -  S is t ema  l i nea l .  
 
5.1.2.-  Camino No Lineal.  
Un sistema no l ineal  es aquel que no cumple el  principio de 
superposic ión, es decir,  la respuesta a dos entradas no puede calcularse  
manipulando cada una a la vez y sumando los resultados. Como se puede 
observar en la f igura siguiente,  es diferente la suma de los cuadrados de la  
entrada que el  cuadrado de la suma.  
 
 





I l ustr ac i ón  19 . -  Pr i n c i p io  de  s uper p os ic i ón ,  ca m in o no  l i nea l .  
Si  el  s istema fuese l ineal  respondería de la s iguiente forma: 
 
I l ustr ac i ón  20 . -  Res pue sta  s i s tem a l ine al .  
Un sistema l ineal  al  que se le apl ica una entrada con una determinada 
frecuencia,  a su sal ida tendrá la misma frecuencia.  Sólo habrá variado su 
amplitud o fase,  pero nunca la frecuencia.  Mientras que un s istema no l ineal,  
modif ica la frecuencia de esta entrada, pudiendo anular y/o desplazar esa 
frecuencia que se está estudiando.  
 
I l ustr ac i ón  21 . -  S is t ema  n o l i nea l .  
Anal izando gráf icamente el  s istema expuesto en la i lustración 20, 
tenemos las gráficas representadas abajo.  La izquierda representa la  entrada, 
con un tono en la frecuencia  \.  A la derecha aparece la sal ida,  donde 
 
 




tenemos repetidos dos tonos en los múlt iplos de la frecuencia fundamental   \,  denominados armónicos.  Comprobando de esta forma el  efecto de la no 
l ineal idad de un s istema. 
 
 
I l ustr ac i ón  22 . -  Gr áf ic a  re prese nta t i v a ,  s is te ma no  l ine a l .  
 
E l  s istema no l ineal  no t iene función de transferencia,  debido a  esto,  se usan 
estimaciones basadas en un sistema l ineal .  Para as í  poder acercarnos en la  
medida de lo posible a  la real idad.  
5.2.- Situaciones. 
Una vez explicada la l ineal idad del  s istema, aparecen di ferentes 
configuraciones de CAR. Por lo tanto, se  han tenido que preparar unas 
estimaciones y planteamientos para los diferentes caminos.  
El  camino primario l ineal  se  modela s iguiendo la  s iguiente ecuación,  
(8):  
Y]9^_`() = 'a − 0.3'c + 0.2'd [19 ]  
Cuando se precise el  camino secundario en su versión l ineal  será descrito por  
la s iguiente ecuación:  
 
 




Y]9^_`() = '= + 1.5'f − 'g [20 ]  
El exponente que aparece acompañando a ,  nos indica el  retraso que 
introduce el  s istema en la señal  de sal ida.  
Cuando se uti l iza un camino primario no l ineal .  La señal deseada B() 
es generada por estas  dos ecuaciones [21] y  [22],  que sirven para sustituir  al  
camino pr imario l ineal  v isto previamente:  
h() = )( − 3) − 0.3)( − 4) + 0.2)( − 5) [21 ]  
B() = h( − 2) + 0.08Jh( − 2)K= − 0.04Jh( − 2)Kf [22 ]  
donde )() es la señal de entrada.  
Por otra parte para conseguir la señal de anti  ruido 2′(),  se necesita k() para generar el  camino secundario no l ineal :  
k() =  0.66 tanh(1.52()) [23 ]  
2V() = k( − 2) + 1.5k( − 3) − k( + 4) [24 ]  
donde 2() se refiere a la sal ida del  f i ltro.  
La l ineal idad o no de un sistema no depende del programador,  s i  no de 
la naturaleza de los  ruidos o señales.  Debido a esto,  se han creado las 
diferentes posibi l idades o conjugaciones entre los caminos:  
1.  Camino pr imario l ineal  y  secundario l ineal.  
2.  Camino pr imario l ineal  y  secundario no l ineal.  
3.  Camino pr imario no l ineal  y  secundario l ineal.  
4.  Camino pr imario no l ineal  y  secundario no l ineal .  
Cuando se hagan los cambios pert inentes para añadir e l  s istema secundario 
no l ineal ,  se  tendrá que intervenir  en su estimación y sust ituir la  por  la  











6.- Algoritmos genéticos. 
6.1.- Introducción. 
Los algoritmos genéticos (AG) son métodos adaptativos,  usados 
generalmente para la  solución de problemas de búsqueda y opt imizac ión de 
parámetros,  basados en la reproducción sexual  y  en la  elecc ión del  candidato 
más apto para dicha reproducción.  
Para lograr encontrar una solución a estos problemas, se parte de una 
cantidad inicia l  de individuos,  denominada poblac ión, generada teniendo en 
cuenta los parámetros que se quieren mejorar.  Cada uno de estos indiv iduos 
es una posible soluc ión al  problema inicia l .  Estos individuos evolucionarán 
siguiendo los esquemas que propuso Darwin en 1859 sobre la selección 
natural,  y  se adaptaran a medida que evolucionen las generaciones (9).  
A grandes rasgos,  un algoritmo genét ico consiste en una población de 
soluciones codif icadas como si  fueran cromosomas, los cuales  reciben un 
valor de f itness,  de aptitud y al  f in  y a l  cabo se cuant if ica la val ía de este  
individuo para solucionar el  problema (10).  
Este sistema se r ige por el  s iguiente diagrama de bloques,  el  cual  se  
explica en las s iguientes paginas.  
 
 





I l ustr ac i ón  23 . -  D iag ra ma de  f lu j o  AG.  (8 )  
 
6.2.- Selección de población. 
En este proyecto se uti l iza  una población creada por nosotros,  estos 
individuos han sido creados para los  requerimientos que se han f i jado con 
anterior idad y como lo que se busca es cancelar un ruido tonal en 200 Hz,  se 
ha generado una población que parte de 100 y termina en 300 Hz. El  objetivo 
es conseguir  señales periódicas.  A esto se l lega creando señales  senoidales,  
con forma de diente de sierra y cuadradas,  para así  conseguir diferentes 
anchos de banda. Para que la señal no fuese periódica y terminase en algún 
momento, se le ha añadido una componente exponencia l  negativa,  para as í  
poder tener un punto que sea cero. Esta exponencial  @'9 q⁄  t iene un factor s 









I l ustr ac i ón  24 . -  A lg or it mo  Gené t i c o Ad ap tat i v o (AG A) .  
 
Este es e l  d iagrama de bloques que sigue e l  algoritmo para real izar la 
selección. Todos los f i ltros,  señales o individuos creados se denominan W(z) y  




xF(0, )F(1, ) ⋯ F(EF − 1, )F=(0, )F=(1, ) ⋯ F=(EF − 1, )    ⋮                 ⋮          ⋮               ⋮       Fy(0, )Fy(1, ) ⋯ Fy(EF − 1, )z{{
| ∙ W )())( − 1)⋮)( − EF + 1)[ [25 ]  
La sal ida de este f i ltrado se compara con la señal deseada o lo que es 




x2(0, )2(1, ) ⋯ 2(EF − 1, )2=(0, )2=(1, ) ⋯ 2=(EF − 1, )    ⋮                 ⋮        ⋮               ⋮       2y(0, )2y(1, ) ⋯ 2y(EF − 1, )z{{
| ∙ W ~()~( − 1)⋮~( − EF + 1)[ [26 ]  
Una vez real izados estos procesos de f i lt rado, y  con la comparación 
entre B() y  2′(),  se obt iene la señal de error @(), esta  señal  de error es la 
que nos ayudará a seleccionar los individuos mejor cual if icados.  
@() = B() − 2V(),       = 1, . . . . ,  [27 ]  
De este error,  se escoge el  máximo: 
 
 





x<)(|@()|, |@( − 1)|, . . . , |@( − E + 1)|)<)(|@=()|, |@=( − 1)|, . . . , |@=( − E + 1)|)⋮<)(@y(), @y( − 1), . . . , @y( − E + 1))z{{
|
 [28 ]  
Con este valor se real iza la función de f itness o función de aptitud, la  
que nos ayuda a elegir  al  mejor candidato:  
\ = 1 ,      = 1, . . . ,  [29 ]  
La función de f itness es uti l i zada para dar le  un valor o una cal if icación 
a cada uno de los f i l tros usados. Esta cal i f icación es en función del  error  
conseguido.  
6.3.- Selección por ruleta. 
Para real izar la selección de los padres se  precisa un sistema que se  
denomina selección por ruleta.   
Primero se debe normalizar la función de f itness (),  s iendo  = 1, . . . , .  
 = \∑ \y%  [30 ]  
Para asegurarnos que la función de f itness está bien normalizada y los 
cálculos bien hechos,  la suma de todos los valores de () debe de ser  1.  
0  = 1.y%  [31 ]  
 
A cada uno de los individuos de la población le ha sido asignado una 
parte proporc ional \() a su a juste  en una ruleta,  de esta forma se justif ica el  
sumatorio de la ecuación [31] .  As í ,  los mejores individuos recibirán una 
porción mayor de la ruleta que la  recibida por los peores.  Generalmente,  la  
poblac ión esta ordenada en base al  ajuste por lo que las porciones más 
grandes suelen encontrarse a l  inic io de la ruleta.  Para seleccionar  un 
individuo, basta con generar un número aleatorio en el  intervalo [0..1] y  s i  
 
 




este es menor que una tasa de cruce  definida previamente, el  individuo 
que se  encuentre  en esa zona de la  ruleta será elegido. Esta tasa  ha sido 
descrita previamente con unos valores t ípicos menores de 0.5.  
 




Ahora que ya se han seleccionado los indiv iduos más aptos,  estos se 
recombinarán para producir una descendencia que se insertará en la 
s iguiente generación. Tal  y  como se ha expl icado anteriormente,  el  cruce es 
una estrategia de reproducción sexual .  Esta se puede l levar a cabo por dos 
métodos diferentes:  
 -Cruce de 1 punto.  
 -Cruce de 2 puntos.  
Cruce de 1 punto:  Es la forma más senci l la .  Una vez seleccionados los 
dos individuos a cruzar,  se el ige un punto al  azar ,  el  cual  cortará a los 
cromosomas en dos,  generando as í  dos segmentos diferentes  en cada uno de 
el los,  l lamados cabeza y cola,  esta ult ima será la que se intercambie entre 
el los para generar dos hi jos nuevos,  teniendo de esta forma dos hi jos con 
información de los dos padres.  
 
 





I l ustr ac i ón  26 . -  Cr u ce  de  un p un to .  
 
Cruce de 2 puntos:  Es  el  método que se usa en este trabajo. En vez de 
cortar por un punto como en el  caso anterior,  se real izan dos cortes.  Se debe 
tener precaución para que no corte en el  borde del  cromosoma y de esta 
forma resulten tres  segmentos. Para generar la descendencia se escoge e l  
segmento central  de uno de los padres y los segmentos laterales del  otro.  
 
I l ustr ac i ón  27 . -  Cr u ce  de  dos  p u nt os .  
 
Una vez se tenga claro el  t ipo de cruzamiento que se va a ut i l i zar 
(Cruce de dos puntos),  hay que decidir  cuál  de todos los individuos 
seleccionados es el  que se reproduce, y  esto se resuelve con una ruleta de 
selección para real izar lo de forma estocást ica.  
6.5.-Mutaciones. 
La mutación es una parte muy importante de los algoritmos genéticos,  
en este se  genera de forma aleatoria.  De tal  forma que se establece una tasa 
de mutación  la cual  t iene unos valores muy bajos.  Después a  cada uno de 
los individuos,  se les  asigna un valor aleatorio y s i  este  es menor que ,  
será elegido para mutar.  
 
 




Una vez selecc ionado el  f i ltro a mutar,  de forma totalmente aleatoria,  
se escogerá a un coeficiente y se le practicara una de las operaciones 
descritas a continuación:  
•  Multipl icando el  valor  del  coefic iente por -1 .  
•  Sust ituyendo el  valor de coeficiente por 0  
•  Duplicando el  valor del  coeficiente.  
•  Multipl icando por 0'5.  









7.- Resultados obtenidos en la 
cancelación de ruidos periódicos. 
En este  apartado se  real izan las  comparativas entre los dist intos  
sistemas que se  han creado para conseguir corregir  todos los  posible ruidos a  
cancelar.   
En este trabajo se genera un ruido tonal  de 200 Hz. Este se podría 




7.1.1.-  Camino Primario Lineal y Secundario Lineal.  
La gráfica  resultante de la  programación de un sistema CAR basado en 
un algor itmo FxLMS, para un ruido tonal con una frecuencia de 200 Hz resulta 
como se puede observar en la s iguiente f igura:  
 
I l ustr ac i ón  28 . -  S is t ema  C AR  b asa do  en  F xLM S:  (	) L i n eal  y  (	) l i nea l .  
 




























En azul  aparece la señal a cancelar,  el  ruido, que como se ha expl icado 
previamente es un tono en la frecuencia de 200 Hz,  la cual  está  totalmente 
atenuada,  como se puede apreciar en la l ínea roja,  que representa la señal  de 
error con el  s istema CAR activo.  
7.1.2.-  Camino Primario Lineal y Secundario No Lineal.  
En este punto del  programa se cambia el  camino secundario l ineal,  y  
usa el  camino no l ineal,  cambiando obl igatoriamente la estimación del  mismo 
para tener unas señales lo mas s imilares y que no sur jan problemas en la 
ejecución del  f i lt ro.  
 
I l ustr ac i ón  29 . -  S is t ema  C AR  b asa do  en  F xLM S:  (	) L i n eal  y  (	) no l i nea l .  
 
En este caso también se consigue una buena atenuación simi lar al  
ejemplo anterior,  aunque t iene el  inconveniente de ser no l ineal  y  por lo  
tanto,  aparecen otros  tonos en sus  armónicos,  como se puede observar en la  
imagen a la a ltura de los 400 Hz.  
 
7.1.3.-  Camino Primario No Lineal y Secundario Lineal.  
Para emplear el  camino primario no l ineal,  se sustituye el  uti l izado en 
los dos ejemplos anteriores y se uti l iza  la función h(),  la cual  está 




























convolucionada con la  señal de entrada y da como resultado la señal deseada B().  
 
I l ustr ac i ón  30 . -  S is t ema  C AR  b asa do  en  F xLM S:  (	) n o l ine a l  y  (	) l ine a l .  
 
Se pueden apreciar las dos replicas que se crean tanto en frecuencia 0  
Hz como en 400 Hz,  repit iéndose en los múlt iplos de 200.  
La cancelación de este ejemplo es s imilar a los anteriores.  E l  mayor 
inconveniente es la repetición de los armónicos,  puesto que no hay forma de 
cancelarlos .  
 
7.1.4.-  Camino Primario No Lineal y Secundario No Lineal.  
Ahora se uti l izan los dos caminos no l ineales.  Para lograrlo se uti l iza el  
mismo método que se ha usado en los anteriores:  Cambiamos el  camino 
primario por  el  vector  que genera la  ecuación [21]  para as í  conseguir la señal  
deseada descrita  en la ecuación J22K Para conseguir e l  secundario,  se 
sustituye la ecuación [20] por el  vector que aparece en la expresión [23]  
consiguiendo as í  la sal ida f i lt rada 2V().  





























I l ustr ac i ón  31 . -  S is t ema  C AR  c o n FxLM S:  (	) n o l in ea l  y  (	) n o l i ne al .  
 
Al  ut i l izar los dos caminos no l ineales se hace evidente e l  problema en 
cuanto a los armónicos.  
7.2.- Algoritmo Genético. 
Una vez opt imizada la programación de un sistema CAR basada en 
algoritmos genéticos,  se t ienen diferentes variantes del  programa. Estas  
versiones dependen, como se ha explicado anteriormente,  de la l ineal idad de 
los caminos primario y secundario.  
7.2.1.-  Camino Primario Lineal y Secundario Lineal.  
En este caso se expone la cancelación resultante de un ruido tonal de 
200 Hz,  como en los ensayos anteriores,  para conseguir unos resultados que 
puedan ser contrastados. 
Para este ejemplo se uti l iza  el  camino primario y secundario con fase 
l ineal,  ut i l i zando para el lo las ecuaciones definidas  anteriormente [19] y  [20].  
Se puede observar el  resultado en la i lustrac ión 33:  




























I l ustr ac i ón  32 . -  S is t ema  C AR  b asa do  en  A G:  (	) L i nea l  y  (	) L i nea l .  
 
Se puede observar una caída elevada de la magnitud del ruido, también 
se puede apreciar la no repetic ión de ningún armónico en ninguna de sus 
frecuencia  fundamentales,  con lo que se define e l  s istema como notable  a la 
hora de atenuar el  ruido tonal a l  que se ha expuesto.  
Para real izar esta cancelación del  ruido, se  han tenido que modif icar 
las probabil idades de cruce y de mutación para conseguir un f i lt rado óptimo, 
teniendo estos valores respect ivamente:  0,3 y 0,15. 
 
7.2.2.-  Camino Primario Lineal y Secundario No Lineal.  
Usando el  programa base, se sust ituye el  camino secundario l ineal  
usado en e l  capítulo anterior por el  vector k() de la ecuación [22] para 
conseguir que la sal ida de los f i lt ros de la poblac ión tengan carácter  no 
l ineal,  para hacer después el  f i ltrado del  ruido. En la i lustración siguiente se 
observa el  f i ltrado correspondiente a esta combinación:  
 
 





I l ustr ac i ón  33 . -  S is t ema  C AR  b asa do  en  A G:  (	) L i nea l  y  (	) n o L ine a l .  
 
Como en el  caso del  algoritmo FxLMS, se puede ver que el  armónico se 
repite en 400 Hz debido al  retraso que produce la no l ineal idad del  s istema. 
Se puede comparar con la primera prueba del  CAR que el  n ivel  de ruido a la  
sal ida es  mucho mayor cuando e l  camino es  no l ineal,  s iendo aun así  un buen 
resultado de f i lt rado ya que se consigue cancelar el  ruido tonal de 200 Hz,  s in 
embargo, este mismo fi ltro introduce un armónico que podría resultar 
molesto. 
 
7.2.3.-  Camino Primario No Lineal y Secundario Lineal.  
En este caso, la no l ineal idad del  camino primario no consigue cancelar  
el  ruido de forma efectiva,  debido a las frecuencias múlt iplos de la frecuencia 
fundamental  que aún atenuando el  tono generado en 200 Hz,  no consigue 
cancelarlo de la forma que se desearía  para este trabajo. Véase en la 
i lustración 34.  
 
 





I l ustr ac i ón  34 . -  S is t ema  C AR  b asa do  en  A G:  (	) no  L ine al  y  (	) L ine al .  
 
Al  no poder cancelar los armónicos que aparecen, este sería un sistema 
que no funciona correctamente para nosotros.  
 
7.2.4.-  Camino Primario No Lineal y Secundario No Lineal.  
Cuando se usan los dos caminos no l ineales,  se hace notable esa no 
l ineal idad, generando armónicos en todos los múlt iplos de 200 HZ.  Obsérvese 
en la i lustración 35, en las frecuencias 0 y 400 Hz,  donde se t iene un pico de 
nivel  s imilar al  que se produce a la  altura del  tono a cancelar .  
 
I l ustr ac i ón  35 . -  S is t ema  C AR  b asa do  en  A G:  (	) no  L ine al  y  (	) no L i nea l .  




























7.3.- Algoritmo FxLMS Vs. AG. 
Para poder comparar  la efect iv idad del  AG se ha creado e l  s istema 
FxLMS para tenerlo como control  y  para así  extraer una conclusión. Para 
l legar a esta deducción se analizan y compararan los dos a lgor itmos y se 
pondrán a prueba característ icas como: 
•  Velocidad de convergencia (t iempo de respuesta)  
•  Potencia del  error residual (desajuste)  
•  El coste computacional.  
Para real izar una comparación exacta e igual,  se han se leccionado los 
algoritmos que poseen los caminos () y () en su versión l ineal.  
 
I l ustr ac i ón  36 . -  C o nverg e nc ia  F xLM S y  AG .  
 
En la i lustrac ión 36 se aprecia la velocidad de convergencia que t ienen 
los dos a lgoritmos.  La  diferencia es notable  en cuanto a la potencia del  error 
instantáneo y dado que el  t iempo de respuesta es  s imilar  en los dos casos,  
esta característ ica no nos otorga la capacidad de discernir  entre uno y otro. 
Para conseguir un t iempo de respuesta mejor en el  AG se debe de 
cambiar  variables ta les como las iteraciones,  real izac iones y  cantidad de 
individuos necesarios para real izar el  cruce o mutación entre e l los,  pero esto 
implicaría perder efectiv idad en cuanto a cancelac ión se refiere.  
 
 




Otro elemento a  observar para poder determinar  la  cal idad de el  
algoritmo presentado es la evoluc ión del  error res idual  o desajuste cuando 
este se encuentra en estado estacionario,  como se puede apreciar en la  
s iguiente i lustración:  
I l ustr ac i ón  37 . -  C ur va  de  apre nd iza je  de  F xLM S y  A G.  
En la i lustración anter ior se t ienen las dos curvas de aprendizaje de los  
dos algoritmos usados para cancelar el  ruido. En el  eje X se representan las  
iteraciones las cuales  nos indican las veces  que se ejecuta el  a lgoritmo para 
conseguir la solución óptima, esto es,  cuantas más iteraciones mejor será el  
resultado, pero mayor será el  t iempo de ejecución del  mismo.  
En la gráf ica se aprecia como el  FxLMS necesita de menos iterac iones 
para l legar a una potencia instantánea del  error cerca de cero (1.4703 ∗ 10'g) ,  
mientras que el  AG necesita más iteraciones para conseguirlo,  resulta un 
error promedio mucho menor 1.0711 ∗ 10'a,  lo  que da lugar a una gran ventaja  
a favor del  AG.  
El  coste computacional es el  que se produce en los pasos u operaciones 
que el  algor itmo t iene que l levar a cabo y se mide el  t iempo que cuesta  
real izar e l  bucle y las operaciones necesarias para el lo.  
Las operaciones son las s iguientes:   
•  ⊗  Indica un producto.  
•  ⊕  Define a una suma.  
•  ÷  Como divisor.  
•  -  Indica una resta.  
 
 




•  C Representa una comparación entre coeficientes,  normalmente 
usada para comparar lo con otros o con una tasa previamente 
f i jada.  
•  Concatenar,  es la acción de unir dos vectores,  sust ituyendo 
algunos de sus coeficientes por otros de un vector diferente.  
También se ha hecho uso de unos términos abreviados para la  mejor 
comprensión del  mismo, son los s iguientes:  
•  Pobl.:  Refir iéndose a la población del  AG ut i l izada en el  proceso.  
•  Nº Cruces:  Son los cruces propuestos necesarios para obtener un 
f i ltro apto.  






I l ustr ac i ón  38 . -  C om par at i va  c oste  c om pu ta c io na l  F xLM S y  AG.  
El AG t iene un mayor t iempo de ejecución debido a que la población 
elegida es muy elevada, entonces t iene muchas operaciones básicas a 
real izar .  Mientras que el  otro algoritmo presenta un t iempo menor,  las 
ecuaciones y cálculos que t iene que real izar  son más complicados,  dado que 
t iene mayor cant idad de convoluciones entre vectores.  
Las operaciones que más t iempo cuesta ejecutar en e l  AG son las de 
selección por ruleta y cruzamiento, las cuales t ienen la  complicac ión de 









A lo largo del  trabajo se explican los dos estrategias que pueden 
emplearse para la cancelac ión del  ruido, centrándose en el  f i lt ro basado en 
AG que es al  que se le  dedica este trabajo.  
Se ha uti l izado el  algoritmo FxLMS como guía o  como sistema de 
referencia para poder comparar  el  AG. Para el lo,  se programan las diferentes 
situaciones que puedan aparecer en la  v ida real,  debido a  que se está 
trabajando en un entorno ideal  y  hay que tener en cuenta las variantes que 
puedan exist ir  en cuanto este sistema se vaya a implementar,  sobre todo, la 
más importante de el las,  la l ineal idad de los elementos electroacústicos y 
conversores y como estos pueden afectar a la l ineal idad de las ondas.  
Debido a  la l ineal idad, se han creado los di ferentes  escenarios  que se  
encuentran en la v ida real,  estos escenarios son las 4 variantes del  AG y en la 
que solo se a ltera la af irmación de si  los caminos que recorren las señales  
son o no l ineales.  A través de estas variantes se han comparado los 
resultados obtenidos con los adquiridos del  s istema de control ,  el  cual  es 
muy robusto y eficaz.  
La programación del  AG con todas sus variantes ha sido una tarea 
ardua, se real izaron muchas variantes del  programa para conseguir una 
solución óptima para la cancelación del  ruido. 
Anal izando los resultados obtenidos de las 4 variantes posibles,  se 
concluye que se ha conseguido un algor itmo rápido y robusto,  que nos 
concede una cancelac ión o atenuación de un ruido tonal muy buena. Ésta 
t iene un t iempo de respuesta muy corto,  y  a su vez desciende de forma 
considerable el  nivel  de ruido.  
Para conseguir esta  cancelac ión del  ruido, se ha programado 
íntegramente en entorno de programación MATLAB, el  cual  permite una 
elevada capacidad de cálculo y unos resultados similares a los conseguidos en 
un laborator io.  
 
 




Haber real izado este Trabajo de Fin de Grado de la mano de Pedro, ha 
sido un placer,  porque me ha enseñado a entender un mundo muy 
interesante y que t iene muchas proyecciones de futuro por  todas las 
apl icaciones que t iene. 
8.1.- Trabajo futuro. 
Las apl icac iones del  AG son infinitas,  a escala general  se puede usar  
para encontrar soluciones óptimas para la inversión en la bolsa,  para colocar 
en el  mejor  punto los altavoces y micrófonos para cancelar un ruido,  una de 
sus apl icaciones es también la de la opt imizac ión del  hormigón para la 
construcc ión de puentes,  edi f ic ios,  etc.  
En cuanto a la cancelación del  ruido, se puede continuar estudiando 
los ruidos de banda ancha, dado que en este trabajo la falta de t iempo ha 
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