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Résumé
Dans cette thèse, on s’intéresse de donner les conditions necessaires et
suffiasantes, pour qu’une équation d’opérateurs de type Sylvester généralisé
AXB −CXD = E admet une solution dans l’algèbre d’opérateurs bornés sur
un espace de Hilbert complexe et séparable de dimension infinie, sous certaines
conditions faibles telles que la sous normalité des opérateurs A,B,C,D et E
et la propriété de Fuglède-Putnam.
Mots clés. Opérateur sous normal, équations de Sylvester, propriété de
Fuglède-Putnam, extension normale.
Abstract
In this thesis, we focus to give the necessary and sufficient conditions for
operators equations of generalized Sylvester type AXB − CXD = E have a
solution in algebra of bounded operators on a complex Hilbert space which is
separable and infinite dimension, under some weak conditions as
subnormality of A,B,C,D and E and Fuglede-Putnam property.
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Les équations d’opérateurs ont plusieur et différentes applications, telles que
dans la théorie de contrôle, l’optimisation, les systèmes dynamiques et dans la
mécanique quantique.
Rosenblum [37] a étudier systèmatiquement l’équation δA,BX = AX−XB, où
A et B sont des opérateurs bornés sur un espace de Hilbert complexe séparable,
il a prouvé que le spectre de δA,B est contenu dans σ(A)− σ(B), où
σ(A)− σ(B) = {λ1 − λ2, λ1 ∈ σ(A), λ2 ∈ σ(B)}.
La condition σ(A) ∩ σ(B) = ∅ implique que pour chaque opérateur borné Y
dans H il existe un opérateur borné unique X verifie AX −XB = Y .
Mais ce dernier résultat ne résoout pas complètement le problème de solvabi-
lité´de l’équation AX−XB = Y . Si A est l’adjoint du shift uniléteral et B = 0
alors l’équation admet une solution pour chaque Y alors que σ(B) ⊂ σ(A).
Pour voir l’importance d’équations d’opérateurs, on peut prendre par exemple
les travaux de Wintner [47] si A B sont des opérateurs non bornés qui repre-
sentent le moment et la position satisfaisant la relation
AB −BA = (−ıh
2pi
)I, (Principe de Heisenberg)
où h la constante de Planck et I l’identité.
Roth [40] a prouvé (dans le cas de dimension finie) que l’équation AX−XB =







milaires. Schweinsberg [41] a montré que ce résultat reste vaie dans le cas de
dimension infinie avec A et B normaux et bornés.
Dans cette thèse on va améliorer et introduire quelques résultats concernant les
équations de type Sylvester, pour des opérateurs sous normaux combinés avec
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la propriété de Fuglède-Putnam dans un espace de Hilbert complexe séparable
de dimension infinie.
Cette thèse est organisée comme suit.
Le premier chapitre est consacré aux quelques définitions et des éléments ba-
siques qui sont indispensables et utiles au long de notre travail. Plus particu-
lièrement, on présente dans ce chapitre :
- Les opérateurs linéaires bornés et leurs propriétés, l’adjoint, l’inverse et le
spectre.
- la propriété de Fuglède-Putnam.
- Quelques classes d’opérateurs bornés, normaux, quasi normaux et hyponor-
maux.
- Certains types d’équations d’opérateurs, équations de Sylvester, équations
de type Lyapunov et équations de type Stein.
Dans le deuxième chapitre, on va présenter des notions des opérateurs sous
normaux et leurs propriétés, telles que l’extension norlmale, la comparaison
avec les autres types d’opérateurs et les spactres des opérateurs sous normaux.
On va developper aussi quelques théorèmes qui expriment les caractrisations
des opérateurs sous normaux ansi que leurs spectres et la cmparaison avec les
spectres des extensions normalrs.
Dans le troisième chapitre, on va détailler nos travaux [?] et [23], plus précisé-
ment :
1. Le papier [?] contient quelques théorèmes d’existence pour les équations
de type Sylvester AX − XB = C, où A est sous normal et B,C sont
bornés seulement. Ansi quelques conséquences dans le cas où C = a⊗ b
le produit tensenriel des deux vecteurs de H.
2. Dans le papier [23], on a étudié les équations de type Sylvester dans le
9
Introduction L.Hariz Bekkar
cas des opérateurs sous normaux.
Le dernier chapitre est reservé à notre travail [24], où on va étudier des
équations de type AXB − CXD = CE.
Premièrement, on s’intéresse à l’étude d’un cas particulier AXB −XD = E,
en effet pour des opérateurs sous normaux A,B,D et E avec certains hypo-
thèses de commutativité sur leurs exetensions normales ainsi que la propriété
de Fuglède-Putnam, on obtient quelques résutats partiels d’existence des solu-
tions bornées.
Le deuxième résultat obtenu concernant un théorème d’existence des solutions
pour une équation plus générale, i.e., une équation de type AXB − CXD =
CE, où A,B,C,D et E sont des opérateurs sous normaux avec la commuta-
tivité des opérateurs NA et NC , ainsi que NB et ND sont commutatives, où
NA, NB, NC , ND sont des exensions de A,B,C et D.
10
Notations
H : Espace de Hilbert complexe séparable de dimension infinie.
B(H) : L’espace d’opérateurs linéaires bornés définies sur H.
B2(H) : L’espace d’opérateurs de Hilbert Schmidt.
T−1 : L’inverse d’opérateur T .
T ∗ : L’adjoint d’opérateur T .
Im(T ) : L’image d’opérateur T .
Ker(T ) : Le noyon d’opérateur T .
σ(T ) : Le spectre d’opérateur T .
σp(T ) : Le spectre ponctuel d’opérateur T .
σc(T ) : Le spectre continu d’opérateur T .
σr(T ) : Le spectre résidual d’opérateur T .
σa(T ) : Le spectre approché d’opérateur T .
r(T ) : Le rayon spectral.
(FP )B(H) : La prépriété de Fuglède-Putnam.




1.1 Généralités sur les opérateurs linéaires bor-
nés
1.1.1 Définitions
Définition 1.1 Soit S un opérateur de H dans H, S est dit linéaire si et
seulement si
1. pour tout x, y ∈ H, S(x+ y) = S(x) + S(y).
2. pour tout α ∈ C, x ∈ H, S(αx) = αS(x).
Définition 1.2 Soit S un opérateur linéaire sur H, on dit que S est borné si
et seulement s’il existe c > 0 tel que ‖S(x)‖ ≤ c‖x‖, pour tout x ∈ H.
‖S‖ est la norme de l’opérateur S et est définie par
‖S‖ = inf{c > 0, ‖Sx‖ ≤ c‖x‖, pour tout x ∈ H}.
Définition 1.3 Un opérateur S est inférieurement borné si et seulement s’il
12
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existe un constant k > 0, tel que
‖Sx‖ ≥ k‖x‖,
pour tout x ∈ H.
Théorème 1.1 Pour tout opérateur linéeaire S sur un espace de Hilbert H,
on a
‖S‖ = sup{‖Sx‖, x ∈ H, ‖x‖ = 1}.
Preuve. On démontre les inégalités´pour les deux sens.
1. Posons a = sup{‖Sx‖, x ∈ H, ‖x‖ = 1}, si l’opérateur S est borné, alors
‖Sx‖ ≤ ‖S‖‖x‖ = ‖S‖, pour ‖x‖ = 1
donc a ≤ ‖S‖ d’après la définition de ‖S‖.
2. Pour tout vecteur x ∈ H, on a
‖Sx‖ = ‖S(‖x‖ x‖x‖)‖ = ‖S(
x
‖x‖)‖‖x‖ ≤ a‖x‖,
d’où ‖S‖ ≤ a = sup{‖Sx‖, x ∈ H, ‖x‖ = 1}.
En combinant les deux inégalités dans (i) et (ii) on obtient l’égalité désirée.
Théorème 1.2 Pour tout opérateur linéaire S sur un espace de Hilbert H, les
assertions suivantes sont equivalentes
1. S est borné.
2. S est continu sur l’espace H.




Soit x0 vecteur quelconque de H et (xn) une suite dans H. Comme
‖Sxn − Sx0‖ = ‖S(xn − x0)‖ ≤ ‖S‖‖xn − x0‖,
on a donc Sxn → Sx0 quand xn → x0, d’où la continuité de S.
L’implication (2)⇒ (3) est claire.
(3)⇒ (1)
Soit S un opérateur linéaire sur H, continu en x0 ∈ H, supposons le contraire,
( S soit non borné). Alors pour tout n ∈ N, il existe un vecteur non nul xn ∈ H
tel que ‖Sxn‖ ≥ n‖xn‖. Si on pose yn = xnn‖xn‖ , alors ‖yn‖ = 1n .
Or yn → 0, donc yn + x0 → x0, mais




donc S n’est pas continu en x0 d’où la contradiction, et par conséquent S est
borné.
1.2 L’adjoint d’un opérateur
Définition 1.4 Soit T un opérateur de B(H), l’adjoint de T et on note T ∗
est défini par
〈x, T ∗y〉 = 〈y, Tx〉, pour tout x, y ∈ H.
Pour les opérateurs S et T dans B(H), on a les propeiétés suivantes.
1. (S + T )∗ = S∗ + T ∗
2. (αT )∗ = αT ∗, pour tout α ∈ C.
3. (T ∗)∗ = T .
4. Si T est invertible, (T ∗)−1 = (T−1)∗.
14
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5. ‖T ∗‖ = ‖T‖
6. ‖T ∗T‖ = ‖T‖2.
7. (ST )∗ = T ∗S∗.
Proposition 1.1 Soit T un opérateur dans B(H), T est auto-adjoint si et
seulement si le produit scalaire 〈Tx, x〉 est un nombre réel pour tout x ∈ H.
Preuve. Soit S un opérateur dans B(H), alors on a
〈S∗x, x〉 = 〈x, Tx〉
= 〈Tx, x〉 = 〈Tx, x〉.
Ce qui implique S∗ = S.
Corollaire 1.1 Tout opérateur T dans B(H) qui est positif est auto-adjoint.
Proposition 1.2 Si H1 et H2 sont deux espaces de Hilbert et T ∈ B(H1, H2),
alors R(T ) = (Ker(T ∗))⊥ si et seulement si ker(T ∗) = (R(T ))⊥, où R(T )
l’image de T et ker(T ) le noyeau de T .
L’image numérique
Définition 1.5 Soit S ∈ B(H), on appelle l’image numérique de S l’ensemble
défini par
W (S) = {〈Tx, x〉, x ∈ H, ‖x‖ = 1}.
1.2.1 Similarité, équivalence
Définition 1.6 [35] Deux opérateurs S et T sont dites similaire si et seule-
ment s’il exists un opérateur invertible Q tel que T = QSQ−1.
15
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Lemme 1.1 Soient S et T deux opérateurs dans B(H), Rλ(S) et Rλ(T ) leurs
applications resolvantes respectivement, alors Rλ(S) et Rλ(T ) sont similaires
si et seulement si S et T les sont.
Preuve. Soient S et T deux opérateurs similaires dans B(H), alors il existe
un opérateur inversible Q tel que T = QSQ−1. On a
Rλ(T ) = Rλ(QSQ
−1)
= (QSQ−1 − λI)−1 = ((QS − λQ)−1)−1
= Q(QS − λQ)−1 = Q(Q(S − λI))−1
=
(
Q(QS − λQ)−1)−1 = QRλ(S)Q−1.
D’où la similarite de Rλ(S) et Rλ(T ). Pour la réciproque, on passe aux
inverses dans l’égalité précédente.
Définition 1.8 Deux triplets (T1, T2, T3) et (S1, S2, S3) d’opérateurs dans B(H)
sont dits équivalents si et seulement s’il existe des opérateurs inversibles U, V






1.3 L’inverse d’un opérateur
Définition 1.9 On dit qu’un opérateur S est inversible sur l’espace de Hil-
bert H, s’il existe un opérateur S−1 qui vérifie SS−1 = S−1S = I, où I est
l’opérateur identité dans B(H).
1.4 Propriété de Fuglede-Putnam
Définition 1.10 Soient S et T des opérateurs dans B(H), la paire (S, T )
est dit satisfait la propriété Fuglede-Punam si et seulement pour un opérateur
X ∈ B(H) si SX = XT , alors S∗X = XT ∗.
Théorème 1.3 Soient S et T deux opérateurs dans B(H) avec T est normal.
Si ST = TS, alors ST ∗ = T ∗S.
Lemme 1.2 Soit S un opérateur auto-adjoint dans B(H). Alors les deux opé-
rateurs eiS et e−iS sont des opérateurs unitaires.




D’autre part on a
(eiS)∗eiS = e−iSeiS = I
et
eiS(eiS)∗ = eiSe−iS = I.
Donc eiS et e−iS sont des opérateurs unitaires.
Théorème 1.4 Soient S et T deux opérateurs normaux dans B(H), si SX =
XT pour un opérateur X ∈ B(H), alors S∗X = XT ∗.
17
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Preuve. Soient S et T deux opérateurs normaux dans B(H) et X ∈ B(H),
tels que SX = XT , alors on a
XT 2 = S2X.
Donc on peut démontrer par recurence que pour tout n ≥ 1 ; XY n = SnX.
Posons P (S) = Sn et P (T ) = T n. Alors pour chaque nombre complexe λ il
existe une suite polynome (Pn) telle que
Pn(S) = e





X = e−iλSXeiλT .
On définit une fonction












Alors U est unitaire et ‖U‖ = 1, V est aussi unitaire et sa norme égale à 1.
Donc
‖F (λ)‖ ≤ ‖X‖
La fonction F est analytique et bornée, donc elle est constante sur C et sa
dérivée donc nule. Pour λ = 0, on a F ′(0) = 0 et
S∗X = XT ∗.
18
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Corollaire 1.2 Si deux opérateurs normaux sont similaires, alors ils sont uni-
tairement équivalents.
Preuve. Soient S , T deux opérateurs normaux et M un opérateur inversible
borné avec SM = MT , alors d’après le théorème de Fuglede-Putnam on a
S∗M = MT ∗, ce qui équivalent à
M−1S∗M = T ∗






Par conséquent, sur Im(S) MM∗ est l’opérateur identité. On peut prolonger
MM∗ sur ker(S). Par normalité de S on a MM∗ = I.
De méme façon on trouve M∗M . Ce qui montre que M est unitaire.
Corollaire 1.3 La somme de deux opérateurs normaux commutants est un
opérateur normal.
Preuve.
On a SM = MT . Alors
(S + T )(S + T )∗ = SS∗ + ST ∗ + TS∗ + TT ∗
D’autre part
(S + T )∗(S + T ) = S∗S + S∗T + T ∗S + T ∗T.
19
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Utilisant la propriété de Fuglède-Putnam on trouve S∗T = TS∗ et T ∗S = ST ∗.
Puisque S et T sont normaux, alors
(S + T )(S + T )∗ = (S + T )∗(S + T ).
1.5 Quelques classes d’opérateurs
Définition 1.11 Soit S un opérateur dans B(H), S et dit
1. projection orthogonale si S2 = S = S∗.
2. unitaire si et seulement si S∗S = SS∗ = I.
3. isométrie si S∗S = I.
4. compact si l’image de boule fermée d’unité et relativement compacte.
5. auto adjoint si S∗ = S.
6. normal s’il commute avec son adjoint, i.e., SS∗ = S∗S.
7. quasi normal s’il commute avec S∗S, i.e. S(S∗S) = (S∗S)S.
8. hyponormal si S∗S ≥ SS∗, ou bien ‖Sx‖ ≥ ‖S∗‖.
9. opérateur à trace s’il existe une base {en} telle que
∑〈|S|en, en〉 <∞.
10. de Hilbert-Schmidt si |S|2 est à trace.
11. Semi-normal, si T ou T ∗ est hyponormal.
12. k-quasihyponormal, si T ∗k(T ∗T − TT ∗)T k ≥ 0,∀k ∈ N.
Définition 1.12 Soient T ∈ B(H) et M un sous-espace vectoriel fermé de
H.
– M est dit invariant par T si T (M) ⊆M.
20
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– M est dit réduisant pour T si T (M) ⊆M et T (M⊥) ⊆M⊥.
On note B2(H) l’ensemble d’opérateurs de Hilbert-Schmidt.





2 , pour toute base {en}.
2. ‖S∗‖2 = ‖S‖2.
3. ‖S‖ ≤ ‖S‖2.
4. Si T ∈ B2(H), alors ST ∈ B2(H) et TS ∈ B2(H). De plus ona ‖ST‖2 ≤
‖T‖‖S‖2 et ‖TS‖2 ≤ ‖T‖‖S‖2.
Corollaire 1.4 Tout opérateur de Hilbert Schmidt est compact.
1.5.1 Opérateurs positifs
Définition 1.13 Un élément T ∈ B(H) est appelé positif et on note T ≥ 0 si
pour tout x ∈ H, 〈Tx, x〉 ≥ 0.
Théorème 1.5 Tout opérateur positif T admet un unique opérateur positif S
tel que T = S2. De plus, S commute avec tout opérateur qui commute avec T.
On appelle S la racine carré de T et on note par T
1
2 .
Définition 1.14 Un opérateur T ∈ B(H) est appelé isométrie partielle si
‖T (x)‖ = ‖x‖ pour tout x ∈ Ker(T )⊥.
Proposition 1.4 Un opérateur T ∈ B(H) est une isométrie partielle si et
seulement si T ∗T est une projection orthogonale.
21
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Preuve. Supposons que T est une isométrie partielle.
On a alors
(T ∗T )∗ = T ∗T et (TT ∗)∗ = TT ∗.
Il reste donc à prouver que
(T ∗T )2 = T ∗T et (TT ∗)2 = TT ∗.
Comme H = Ker(T )⊥ ⊕Ker(T ), on a pour tout x ∈ H
T ∗Tx = T ∗Tx1 ∈ Ker(T )⊥
où x1 ∈ Ker(T )⊥ vérifiant (x− x1) ∈ Ker(T ).
Il résulte de ‖Tx1‖ = ‖x1‖ que 〈T ∗Tx1, x1〉 = 〈x1, x1〉 , puis de l’identité de
polarisation T ∗Tx1 = x1, On a donc (T ∗T )2x = T ∗Tx.
Montrons la réciproque :
Comme T ∗T est une projection orthogonale, on a
‖T ∗Tx‖2 = 〈T ∗Tx, x〉 = ‖Tx‖2.
On en déduit alors que Ker(T ∗T ) = Ker(T ) et donc T ∗T est une projection
orthogonale sur Ker(T )⊥. D’où, pour tout x ∈ Ker(T )⊥
‖Tx‖2 = 〈T ∗Tx, x〉 = ‖x‖2.
Proposition 1.5 Soit S un opérateur borné, S est positif si et seulement si
S est auto adjoint et σ(S) ⊂ [0,+∞).




Réciproquement, si S est auto adjoint et σ(S) ⊂ [0,+∞), alors pour tout
a > 0, on a : a ∈ σ(S), utilisant le résultat classique
‖Rλ‖ ≤ 1
d(λ, σ(S))




‖(S + a)u‖ ≥ a‖u‖.
Cela implique
a2‖u‖2 ≤ ‖(S + a)u‖ ≤ a‖u‖ ≤ ‖Su‖2 + 2a〈Su, u〉+ a2‖u‖2.
D’où
〈Su, u〉 ≥ −(2u)−1‖Su‖2
qui est valable pour tout a > 0, donc S est positif.
Proposition 1.6 [46] Si S est un opérateur normal, alors S∗ et S + λI les
sont aussi.
Proposition 1.7 [46] Si T est un opérateur normal et injectif sur un espace
de Hilbert H, alors T ∗ est injectif et T−1 est normal.
1.5.2 Racine carée d’un opérateur positif
Définition 1.15 Soit T ∈ B(H), on dit que S est une racine carrée de T si
S2 = T .
Proposition 1.8 [46] Si T ≥ 0, alors il existe une fonction continue α 7→ Tα
de R dans B(H) telle que
TαT β = Tα+β,
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pour tout α, β ∈ R et T 1 = T .
En particulier, si α = 1
2
on obtient la racine carée positive de T .
Corollaire 1.5 Tout opérateur positif a une racine positif unique.
1.5.3 Décomposition polaire d’un opérateur
Définition 1.16 Soit S un opérateur dans B(H), On appelle module de S
l’opérateur |S| défini par :
|S| = (S∗S) 12 .
Théorème 1.6 Soit S ∈ B(H), Posons | S |= (S∗S) 12 .
Il existe une isométrie partielle U telle que T = U | T |. En outre, U est
unique si on impose la condition KerU = KerT .
Preuve. Remarquons qu’on a
‖ Tx ‖2=‖| T | x ‖2,∀x ∈ H (1.1)
En particulier, on en déduit que Ker(| T |) = Ker(T ) et que
| T | x =| T | y =⇒ Tx = Ty.
On définit alors l’application
V : Ran(| T |) −→ Ran(T )
| T | x 7−→ Tx.
V est isométrique grâce à (1.1). Elle s’étend donc par continuité à une isométrie
de Ran(| T |) vers Ran(T ), qu’on note encore par V .
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En posant U = V P avec P la projection orthogonale sur Ker(T )⊥, on obtient
une isométrie partielle sur H vérifiant la propriété énoncée.
Unicité : Si U1 et U2 sont deux isométries partielles vérifiant
U1 | T |= U2 | T | alors U1 = U2 sur Ran(| T |).
De plus comme Ran(| T |)⊥ = Ker(T ), la condition :
Ker(U1) = Ker(U2) = Ker(T ), implique que U1 = U2 sur H.
Lemme 1.3 Soit U un opérateur dans B(H), alors U est unitaire si et seule-
ment si U est surjectif et isométrie.
Théorème 1.7 Pour tout opétateur inversible S ∈ B(H), on peut l’écrire sous
la forme S = UR, où U est un opérateur quelconque et R est positif.
Preuve. Puisque S est inversible, alors S∗ est aussi inversible, donc S∗S est
inversible.
Comme S∗S > 0, alors |S| = S(SS∗) 12 existe et inversible. Posons R = (SS∗) 12
et U = SR−1. On va montrer que U est unitaire, en effet
U∗U = (SR−1)∗(SR−1) = (R−1)∗S∗SR−1
= (R−1(S∗S)R−1 = I.
Ce qui implique, U est surjectif et isométrie. Donc unitaire.
1.6 Spectre d’un opérateur
Soit S un opérateur dans B(H).
Définition 1.17 Le spectre de S est l’ensemble
σ(S) = {λ ∈ C, S − λIn’est pas invertible}.
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L’ensemble resolvant de S est le complementaire de σ(S) par rapport C et on
note ρ(S), i.e.,
%(S) = C/σ(S).
La fonction λ 7→ (λI − S)−1 est appelée résolvante de S.
Théorème 1.8 Soit S ∈ B(H). L’ensemble résolvante ρ(S) est ouvert. Aussi
la fonction résolvante est analytique dans ρ(S).
Preuve. Soit λ un point fixé dans ρ(S) et µ est un nombre complexe avec
|µ| < ‖λI − S‖−1. Montrons que λ+ µ ∈ ρ(S).




Puisque ‖µ(λI − S)−1‖ < 1, alors la série converge pour la norme de B(H).
Désignons sa somme par S(µ), alors
[(λ+ µ)I − S]S(µ) = (λI − S)P (µ) = (λI − S)P (µ) + µP (µ) = I
P (µ)[(λ+ µ)I − S] = P (µ)(λI − S) + µP (µ) = I
Il en résulte que (λ + µ) ∈ ρ(S) et la fonction µ 7→ P (µ) = [(λ + µ)I − S]−1
est analytique au point µ = 0.
Corollaire 1.6 Soit S ∈ B(H), Si d(λ) est la distance du point λ au spectre
σ(S) alors
‖(λI − S)−1‖ ≥ 1
d(λ)
, λ ∈ σ(S)
et ‖(λI−S)−1‖ → ∞ quand d(λ)→ 0, et l’ensemble résolvante est le domaine
naturel d’analyticité de la résolvante.
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Définition 1.18 Le rayon spectral de S est le scalaire
r(S) = sup{|λ|, λ ∈ σ(S)} = lim
n→
‖S‖ 1n .
Le spectre ponctuel de S est l’ensemble
σp(S) = {λ ∈ C, S − λI n’est pas injectif}.
Le spectre approché de S est l’ensemble
σa(S) = {λ ∈ C, S − λIil existe xn ⊂ H, ‖xn‖ = 1, lim
n→∞
(S − λI)xn = 0}.
le spectre résiduel de S est l’ensemble
σr(S) = {λ ∈ C, S − λI est injectif mais (λI − S)X 6= X}.
Il est clair que σc(S), σp(S) et σr(S) sont disjoints et σ(S) = σc(S)∪σr(p)∪
σr(S).
Théorème 1.9 Le spectre de tout opérateur S dans B(H) est un compact dans
C
Preuve. Le spetre σ(S) est borné, car pour λ ∈ C tel que |λ| > ‖S‖, alors
S − λI est inversible.
En effet si |λ| > ‖S‖, alors 1 > ‖λ−1S‖, donc I − λS est invertible.
Maintenant, montrons σ(S) est fermé. Définissons une fonction F de C dans
B(H), tel que pour tout λ ∈ C, F (λ) = λI − S. Il est clair que S est continu
et isométrie, car pour λ, µ ∈ C, on a
‖F (λ)− F (µ)‖ = ‖(λ− µ)I‖ = |λ− µ|.
Soit Bi(H) l’ensemble d’opérateurs invertibles.




Donc σ(S) est fermé.


















Si |λ| > ‖S‖, alors la série de Neumann est convergente, donc si |λ| →
∞,Rλ → 0. Si σ(S) est vide, alors Rλ est une fonction bornée analytique donc
d’après le théorème de Liouville Rλ = 0, ceci une contrdiction.
Définition 1.19 Soit S ∈ B(H), S − λI est inversible si et seulement si
1. S − λI est injectif.
2. S − λI est surjectif. item (S − λI)−1 est borné.
Lemme 1.4 Soit S ∈ B(H), alors
σ(S∗) = {λ, λ ∈ σ(S)}.
Preuve. Si λ ∈ σ(S), alors S − λI est inversible, donc
(S − λI)∗ = λI − S∗
est inversible, ce qui implique λ ∈ σ(S∗).‘
Si on remplace S par S∗, on trouve λ ∈ σ(S∗) implique λ ∈ σ(S).
1.6.1 Projection spectrale
Définition 1.20 Soit E = ⊕ci. Soit Pi la projection sur le sous-espace carac-
téristique ci parallélement à la somme des autres sous-espaces caract´eristiques.




Les projecteurs Pi vérifiant
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1. P1 + P2 + ... = I
2. P 2i = Pi.
3. Pipj = 0, pour i 6= j.
1.7 Commutateurs
Soit E un espace véctoriel normé complexe de dimension finie.
Définition 1.21 Un élément X de B(E) est appelé commutateur s’il existe
deux opérateurs A et B dans B(E), tels que X = AB −BA.
Le commutant X de A ∈ B(H) est l’ensemble défini par
{A}′ = {B ∈ B(E), AB = BA}.
Le bicommutant de A ∈ B(E) est l’ensemble défini par
{A}′′ = {C ∈ B(E), BC = CB, ∀B ∈ {A}′}.





2. {A}′ est une sous-algèbre de B(E).
3. {A}′′ est une sous-algèbre commutative de B(E).
4. Tout polynôme de A appartient à {A}′′
1.8 Quelques types d’équations d’opérateurs
Avant traiter quelques types d’équations d’opérateurs on va donner la défi-




Définition 1.22 Soit Λ une algèbre sur un corps commutatif K. Une dériva-
tion δ sur Λ est une application linéaire continue de Λ dans Λ qui satisfait la
propriété suivante
δ (XY ) = δ (X)Y +Xδ (Y ) pour tout X, Y ∈ Λ
Remarque 1.1 1. Soit A ∈ Λ, l’application de Λ dans Λ qui associe á tout
élément X de Λ son image
δA (X) = AX −XA.
est une dérivation sur Λ et est appelée dérivation intérieure induite par
A.
2. l’application de Λ dans Λ qui associe á tout élément X de Λ son image
δA,B (X) = AX −XB.
où A et B sont des élémnts de Λ, est aussi une dérivation sur Λ et est
appelée dérivation généralisée induite par A et B.
Théorème 1.10 Soient A,B ∈ B(H) les trois assertions suivantes sont équi-
valentes
1. ∃X ∈ B(H);AX −XB = I.
2. ∃Y ∈ B(H), inversible tel que Y ∈ {A}′ ∪ {B}′, et Y ∈ R(δA,B).
3. R(δA,B) contient l’ensemble des opérateurs inversibles dans B(H) qui
commutent avec A ou B.




(2)⇒ (1) : Soit Y ∈ B(H), inversible tel que Y ∈ {A}′ ∪ {B}′
(supposons que Y ∈ {A}′ )
Y ∈ R(δA,B)⇒ ∃X ∈ B(H), tel que AX −XB = Y.
Posons Z = Y −1X (i.e X = Y Z ), alors A(Y Z) − (Y Z)B = Y. Comme
Y ∈ A′, alors on obtient
Y (AZ − ZB) = Y,
et par conséquent
AZ − ZB = I.
(1)⇒ (3) :
Soit X ∈ B(H);AX − Y B = I, Y est inversible dans B(H) et commute avec
B.
Posons Z = XY (i.e. X = ZY −1 , alors
AX −XB = I ⇒ A(ZY −1)− (ZY −1)B = I
⇒ (AZ − ZB)Y −1 = I = Y Y −1,
d’oú
AZ − ZB = Y,
et par conséquent Y ∈ R(δA,B).
1.8.2 Equations de type Sylvester
Définition 1.23 Soit A,B et C des opérateurs dans B(H), on appelle équa-
tion d’opérateurs de type Sylvester toute équation qui s’écrit sous la forme
AX −XB = C. (1.2)






L’ équation (4.4) a été étudier dans le cas de dimension fini par Roth [40], il
a donné le résultat suivant.
Théorème 1.11 [40] Soient A,B et C des opérateurs bornés sur un espace








Schweinsberg [41] a montré que ce résultat reste vaie dans le cas de dimension
infinie avec A et B normaux et bornés.
Le cas où A,B et C sont des matrices finies a été étudier par Sylvester et
plusieur auteurs ont étudié ce tpye, Jameson [25] a donné une solution dans
le cas de dimension finie, par contre le cas dimension infinie a été discuté par
Rosenblum [35]. Lan [27] a trouvé un critère de solvabilité de cette équations
dans le ca où A,B et C sont non bornés.
Bhatia [?] a donné la forme explicite de la solution de l’éqution (4.3) dans le
théorème suivant.
Théorème 1.12 Si A et B sont des opérateurs bornés sur un espace de Hil-
bert, tel que σ(B) ⊂ {z, |z| < ρ} et σ(A) ⊂ {z, |z| ≥ ρ} où ρ est un nombre
réel strictement positif. Alors pour tout opérateur C dans B(H) une solution





Une autre forme de la solution qui a été donné dans le théorème suivant.
Théorème 1.13 Soient A et B deux opérateurs dans B(H), tels que σ(A)
contenu dans le demi-plan ouvert droit, et σ(B) contenu dans le demi-plan







1.8.3 Equations de type Lyapunov
Définition 1.24 Soient A et B deux opérateurs sur un espace de Hilbert H.
On appelle équation de Lyapunov toute équation s’écrit sous la forme
AX +XA∗ = −B.
Si A est stable, alors l’équation admet une solution donnée par :






où A,B et X sont des matrices respectivement de taille n × n, n × s, n × n
avec s << n.
l’équation matricielle de Lyapunov suivante
AX +XAT +BBT = 0
admet une solution si se seulement si λ1(A) + λj(A) 6= 0 pour tout i, j =
1, 2, ..., n.
Smith [42] a montré que si l’équation de Lyapunov admet une solution alors








où p est le degré du polynôme minimal de A pour la matrice B(P (A)B = 0)
et la matrice T = (γi,j)1≤i,j≤p est la solution d’une équation matricielle de
Lyapnuov de petite taille.
1.8.4 Equations de type Stein
Définition 1.25 On appelle équation de Stein non symétrique toute équation
s’écrit sous la forme
AXB −X + EF T = 0, (1.3)
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où A et B sont des matrices carrées de taille n×n et s×s, respectivement. Les
matrices E et F sont de dimension n× r et r× s respectivement. Les matrices
A et B sont supposées creuses de très grande taille r << n; s.
Les méthodes directes pour résoudre l’équation matricielle de Stein non symé-
trique ont été donneé dans [2, 3, 30]. Ces méthodes sont intéressantes lorsque
les matrices Aet B sont de petite taille.
Lancaster et al. [29] ont prouvé le résutét suivant
Théorème 1.14 [29] L’équation matricielle de Stein non symétrique admet
une solution unique si et seulement si λi(A)λj(B) 6= 1 pour tout i = 1, 2, ..., n
et j = 1, 2, ..., s, où λi(A) est la i-ème valeur propre de la matrice A. En
particulier, si r(A) < 1 et r(B) < 1, où r(A) désigne le rayon spectral de la
matrice A, alors l’équation (1.3) admet une solution unique X. De plus, elle





1.8.5 Equations de type AXB − CXD = E
Ce type des équations est plus général et couvre plusieurs type, par exemple
si C = D = I, on obtient l’équation de Stein et si B est inversible avec de
condition sur DB−1 on obtient une équation de type Sylvester.
Des travaux ont été fait afin de donner les conditions necessaires et suffiasantes
qui affirment l’existence et l’unicité de la solution pour ce type des équations, on
trouve la technique de penceil qui a été utilisé par certains auteurs, notamment
le résultat de
Théorème 1.15 Si les pencils A + λC , B + λD sont reguliers, l’équaion
AXB − CXD = E a une solution si et seulement s’il existe µ ∈ C tel que
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 (C − µA)−1 (C − µA)E(B + µD)−1
0 −D(B + µD)−1
 et
 (C − µA)−1 0
0 −D(B + µD)−1

sont similaires, où | − µA+ C| 6= 0 et |B + µD| 6= 0.
Recemment, Mansour [33] a donné quelques résultats d’existence des solutions
dans le cas d’ opérateurs normaux.
Théorème 1.16 [33] Soient A,B et D des opérateurs normaux dans B(H),
tels que BD = DB. L’équation AXB −XD = E admet une solution X dans













sont équivalentes dans B(H ⊕H).
Théorème 1.17 [33] Soient A,B et D des opérateurs normaux dans B(H),
tels que BD = DB, AXB −XD = E, AC = CA. Si C est injectif et ImA ⊂
ImC, alors l’équation AXB − CXD = E admet une solution X dans B(H)


















2.1 Opérateur sous normal
Définition 2.1 Soit S un opérateur dans B(H), S est dit sous normal s’il
existe un espace de Hilbert K tel que H ⊆ K et une extension normale NS ∈
B(K), c’est à dire N/H = S.
Autrement dit, S est sous normal s’il existe un space de Hilbert K tel que
H ⊆ K et il existe un opérateur normal NS ∈ B(K) qui s’écrit, selon la





où S1 : H⊥ → H et S2 est défini sur H⊥.
Exemple 2.1 (l’opérateur de Bergman )
Soit G un ouvert borné de C, L2a(G) l’espace des fonctions analytiques appar-
tenant à L2(G).
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L’opérateur S défini sur L2a(G) par (Sf)(z) = zf(z), pour tout f dans L2a(G)
et z ∈ G.
Si N : L2(G) −→ L2(G), est un opérateur défini par (Nf)(z) = zf(z), pour
tout f dans L2(G). Alors N est normal et est une extension de S, d’où S est
sous normal.
Lemme 2.1 [45] Soit S un opérateur sous normal sur un espace de Hilbert,
alors αS + βS∗ est sous normal, où α, β sons des nombres complexes.
Preuve. Soit NS une exetension minimale normale de S et T = αS + βS∗.
Alors
T ∗T − TT ∗ = (|α|2 − |β|2)(N∗SNS −NN∗S).
Donc T = αNS + βN∗S est une extension normale de αS + βS∗.
Proposition 2.1 Si S est un opérateur sous normal, tel que T = αS + βS∗,
pour deux nombres complexes différents α, β avec |α| 6= β est un opérateur
polynôme compact, alors S est un opérateur normal.
Preuve. Par hypothèse, il existe un polynome p(λ) tel que p(T ) est compact.
Comme le spectre σ(p(T )) est presque par tout dénombrable, il devient d’après
le théorème spectral que σ(T ) est presque par tout dénombrable.
Théorème 2.1 Tout opérateur sous-normal se décompose en somme directe
d’un opérateur normal et un opérateur sous-normal pur.
Proposition 2.2 Tout opérateur quasi normal est sous bnormal.
Preuve.
Cas 1 : supposons que KerS = 0 si S = UA est la décomposition polaire de
S alors U est ce que forcement une isométrie. Soit E = UU∗ alors E est la
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projection sur l’espace final de U ainsi E⊥U = U∗E⊥ = 0, (ici E⊥ = I − E),

















il s’ensuit que N laisse H = H ⊕ 0 invariant et N |H= S.
Cas 2 : Supposons maintenant que KerS 6= (0). ici KerS = L ⊆ KerS∗,
comme S∗ = AU∗ = U∗A. Si S1 = S |L⊥ et S = S1 ⊕ 0 sur L⊥ ⊕ L = H,
S∗S = S∗1S⊕ (0) et il est facile de voir que S1 est quasi normal. par le premier
cas, S1 est sous normal. Donc S est sous normal.
Proposition 2.3 Tout opérateur sous normal est hyponormal
Preuve. Soit S un opérateur sous normal et N son extension minimale
normale.
On a
0 = N∗N −NN∗ =
 S∗S S∗X
X∗S X∗X + TT ∗
−
 SS∗ +XX∗ XT
T ∗X∗ T ∗T
 .
Par conséquent
0 = S∗S − SS∗ −XX∗, ou S∗S − SS∗ = XX∗ ≥ 0.
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2.2 Carectrisation de sous normalité
Théorème 2.2 [13] Si S ∈ B(H), alors les assertions suivantes sont équiva-
lentes
1. S est sous normal
2. S est une extension d’un opérateur quasinormal






〉 ≥ 0 (2.1)














4. Pour chaque f0, ..., fn ∈ H, (2.1) est valable.






〉 ≥ 0. (2.3)




∗kSjBk ≥ 0. (2.4)
Preuve.
– (1)⇐⇒ (2) : (Clair).
– (1) =⇒ (3) : Soit N un opérateur normale sur K avec H ⊆ K et N |H =
S et P la projection de K sur H, il est facile de voir que pour f dans
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H, S∗nf = PN∗nf, n ≥ 1.








































ainsi (2.1) est vérifiée.
En mettant gk = Sfk, et pour chaque fk dans les équations précédentes










































d’où (2.2) est vérifiée avec c = ‖N‖2 .
– (3) =⇒ (4) : Clair
– (4) =⇒ (5) : Si hk = Skfk alors
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alors (2.3) est vérifiée.















alors (2.4) est vérifiée.
Théorème 2.3 [13] Soit S ∈ B(H), les assertions suivantes sont équivalentes.
1. S est sous normal.
2. Il existe un opérateur unitaire U ∈ B(H), tel que pour n = 0, 1, ...,
S∗n = PHUnSn, où PH est la projection orthogonale de H ⊕ H sur
H ⊕ 0.




Sn où Q est une mesure des opéra-
teurs positifs définie sur le bord du disque de l’unité ∂D.
4. Il existe une suite d’opérateurs {Kn}n ∈ N ∈ B(H) satisfaisant S∗n =
KnS
n ; pour n ∈ N
En outre, si nous définissons
Ln =
 Kn n ≥ 0K∗n n < 0
Alors pour tout ensemble fini {x0, x1, ..., xn} contenu dans H∑
j,k≥0
〈Lj−kxj, xk〉 ≥ 0.
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5. Il existe une suite d’opérateurs Kn ∈ B(H) satisfaisant S∗n = KnSn
pour n ∈ N. En outre, si nous définissons.
Ln =
 Kn n ≥ 0K∗n n < 0




Soit N une extension normale de S agissant sur H ⊕ H. Comme le noyau
de N réduit N on peut écrire N = N1 + 0 agissant sur (kerN)⊥ ⊕ (kerN)
où N1 est normal et bijectif. Puisque N1 est normal, si N1 = U1|N1| est une
décomposition polaire de N1, alors U1 est unitaire. Soit V1 un opérateur un
unitaire dans B(kerN) et U = U1 ⊕ V1. Ainsi N = U |N | où U ∈ B(H ⊕H)
est unitaire. Par la normalité U1 commute avec N1 ainsi U commute avec N .
On calcule
N∗n = (U |N |)∗n
= U∗n|N |n
= U∗n(U |N |)n
=
= (U∗2)nNn.
En projectant sur H ⊕ 0 on voit que l’assertion(2) est vérifiée.
(2)⇒ (3).




eintdE(t), n est un nombre entier.
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Pour une mesure d’une valeur de projection E définie sur ∂D. Ainsi pour
n ∈ N∗





où Q(t) = PHE(t)PH est une mesure des opérateurs positifs sur ∂D. (3) =⇒
(4).

















eintdQ(t), pour tout entier n
Pour toute partie finie {x0, ..., xM} de H. Soit {∆p}np=1 une partition de ∂D et
choisissons eitp ∈ ∆p. Alors pour tout p fixe
M∑
j,k≥0
















ei(j−k)tp 〈Q(∆p)xj, xk〉 ≥ 0.









ei(j−k)td 〈Q(t)xj, xk〉 ≥ 0.
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(4) =⇒ (5).
Pour tout x dans H et un sous-ensemble fini {t0, ..., tM} des nombres com-
plexes, on désigné tjx par xj et on applique (4) on trouve (5).
(5) =⇒ (4) Par suite de Herglotz (voir [22]), l’hypothèse dit que {〈Lnx, x〉}∞n=−∞
est une suite de moment trigonométrique pour une mesure de Borel positif µx
sur ∂D, dont la variation totale est





eintdµx(t), n = 0, 1, ... (2.5)






On peut étendre cette forme à une forme bilinéaire sur H par polarisation. La
forme bilinéaire est donc borné. l’opérateur positif Q(∆) est défini dans B(H).





pour x, y dans H. Ainsi
〈T ∗nx, y〉 = 〈LnT nx, y〉 =
∫
∂D
eintd 〈Q(t)T nx, y〉 .
Ainsi (3) est verifiée et ainsi (4) doit.




Lj−kT jxj, T kxk
〉 ≥ 0.
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Maintenant si k − j ≥ 0
〈
































Il en résulte de ce critère (Bram-Halmos) que T est sous normal [7].
Corollaire 2.1 L’opérateur S est sous normal si et seulement si pour tout
x dans une variété linéaire dense dans H, la restriction de S à Hx est sous
normal
Preuve. La nécessité de la condition est triviale.
Si D dénote la variété linéaire dense dans H donnée dans les hypothèses et
S|Hx dénote la restriction de S à Hx.
Si S|Hx est sous normal pour tout x ∈ D, il en est de même (λ− S)|Hx.
Ainsi, sans perte de généralité, nous supposons que S est inversible et
(S|Hx)−1 = S−1|Hx .
Fixons x dans D, comme S|Hx est sous normal, il existe des contractions Bn
dans B(Hx) de telles sorte que
PHxS
∗n|Hx = BnSn|Hx , n = 0, 1, ...
Alors
PHxS
∗nS−n|Hx = Bn, n = 0, 1, ...
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j,k≥0 est dfinie positive
pour n ∈ N, Mais S∗n = (S∗nS−n)Sn, donc (5) du théorème 2.1 montre que
S est sous normal.
2.3 Extension normale d’un opérateur sous nor-
mal
Lemme 2.2 [34] Soit S un opérateur sous normal dans B(H), l’extension
normale NS peut étre s’écrire sous la forme
NS =
 S (S∗S − SS∗) 12
0 Q∗S(Q∗)−1,

où Q = (S∗S − SS∗) 12 .
Preuve. Soit S ∈ B(H) un opérateur sous normal et NS sa extension normale,




































Q∗S Q∗Q+ T ∗T
 .
Ce qui implique 
QQ∗ = S∗S − SS∗
S∗Q = QT ∗
Q∗Q+ T ∗T = TT ∗
Donc 
|Q∗| = S∗S − SS∗
S∗Q = QT ∗
Q∗Q = TT ∗ − T ∗T
,
où |Q∗| = (Q∗Q) 12 .
Si on écrit Q sous sa décomposition polaire, Q∗ = U |Q∗|, où U est un opérateur
unitaire, alors on obtient
Q∗ = U(|S∗S − SS∗|) 12
On peut choisir U = I (l’identité), on obtient Q∗ = (|S∗S − SS∗|) 12 .
Passant à l’ajoint, on trouve
Q = (S∗S − SS∗) 12 .
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Définition 2.2 Soit S ∈ B(H) un opérateur sous-normal dextension normale
NS ∈ B(K). On dit que NS est une extension normale minimale de S si
K = V ectfN∗kx;x ∈ H, k ∈ N.
L’unicité de l’extension normale minimale d’un opérateur sous-normal est as-
surée par le théorème suivant.
Théorème 2.4 Soient S1 ∈ B(K1) et S2 ∈ B(K2) deux extensions normales
minimales d’un opérateur sous-normal S ∈ B(H), alors il existe une applica-
tion unitaire U : K1 → K2 telle que S1 = U−1S2U .
Preuve. Soient S, T deux opérateurs sous normaux dans B(H1) et B(H2)
(resp) et U ∈ B(H1, H2) un opérateur unitaire tel que US = TU . Supposons
que NS ∈ B(K1) et NT ∈ B(K2) soient les extensions normales minimales de
S et T resp. Posons pour chaque i = 1, 2,Mi = V ect{N∗ki hi, hi ∈ Hi, k ∈ N}.
Considérons l’application f définie par f(N∗kh1) = N∗k2 Uh2. Il est bien clair































〈N∗nk1 hk, N∗nj1 hj〉
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Ceci montre que f est une application linéaire isométrique de M1 dans M2.
Le fait que M1 et M2 sont denses, respectivement, dans K1 et K2 entraîne que
l’application f se prolonge en un isomorphisme U de K1 dans K2 vérifiant
N1 = U
−1N′1U .
Proposition 2.4 si S est sous normal sur H et N est l’extension normale
sur K alors N est une extension minimale normale de S si et seulement si
K = {N∗ix : x ∈ H et i ≥ 0}
Preuve. Si L = {N∗ix : x ∈ H et i ≥ 0}. alors L réduit N et H ⊆ L. si
N est une extension minimale normale de S et K = L. Aussi, siM est un sous
espace de réduction pour N qui contient H, alors N∗nx ∈ M pour chaque
x ∈ H et n ≥ 0 c’est-à- L ⊆ M si L = K,N est une extension minimale
normale de S.
Proposition 2.5 Pour k = 1, 2, soit Sk un opérateur sous normal sur Hk et
Nk une extension normale minimale de Sk sur l’espace de Hilbert Kk.
Si U : H1 → H2 est un isomorphisme de telle sorte que US1U∗ = S2, alors il
est un isomorphisme V : K1 → K2 tel que
V |H1 = U et V N1V ∗ = N2.
Preuve. L’idée ici est de définir V sur K1 par
V N∗n1 f1 = N
∗n
2 Uf1, f1 ∈ H1, et n ≥ 0.
Il doit être démontré que célà définit en effet un opérateur qui est un isomor-
phisme.
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est un opérateur bien défini et une isométrie de quelque variétés linéairs de K1
en K2.
Par la proposition (2.4) et le fait que N1 et N2 sont les extensions minimales
normales de S1 et S2, V est donc bien défini et s’étend à un isomorphisme
V : K1 → K2.
Il s’en suit facilement de (2.6) que
V |H1 = U et V N1V ∗ = N2.
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2.4 Spectre d’un opérateur sous normal
Proposition 2.6 [12] Soit S est sous normal et NS est une extension normale
de S, alors
σ(NS) ⊂ σ(S) et σa(S) ⊂ σ(NS).
Preuve.
1. On va voir si S est inversible, alors NS est inversible
En effet, si NS =
∫
zdE(z) la décmposition spectrale de NS, soit ε > 0
et M = E(B(0, ε))K, alors montrons que
‖NkSf‖ ≤ εk‖f‖ : pour k = 1, 2, 3... etf ∈M




où φ = zχ4.
Donc on a
‖NE(4)‖ = ‖φ(NS)‖ ≤ ‖φ‖ = sup |φ(z)| = {sup |z|, z ∈ 4} ≤ ε
D’où si f ∈M et h ∈ H, on a
|〈f, h〉| = |〈f, SkS−kh〉| = |〈f,NkSS−kh〉|
= |〈f,N∗kS S−kh〉| ≤ ‖N∗kS f‖‖S−kh‖ ≤ εk‖f‖‖S−k‖ ≤ εk‖S−1‖k‖f‖‖h‖.
Passant à la limite k →∞, on obtient




〈f, h〉 = 0,
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d’où H ⊆M⊥. Puisque est espace induit de NS, alors N/M⊥ est normal.
Comme NS est minimale, alors M⊥ = {0} et donc NS est inversible, car
NS = Nϕ et |ϕ(x)| ≥ ε.
2. Remarquons que λ ∈ σap(S), implique qu’il existe des vecteurs unitaires
hn ∈ H, tels que
‖(λ− S)hn‖ → 0.
Mais
(λ− S)hn = (λ−NS)hn
D’où
σa(S) ⊆ σap(NS) = σ(NS) = σn(S).
λ ∈ ∂σ(S) implique λ ∈ σap(S), donc λ ∈ σn(S), d’où λ ∈ intσn(S),
donc λ ∈ ∂σn(S).
3. Soit F une composante bornée de (σn(S))c, posons
F+ = F/σn(S) et F− = F ∩ σn(S).
Donc
F = F+ ∪ F−
et
F+ ∩ F− = ∅
et F+ est ouvert.
D’après (2), F− = F ∩ int(σn(S)), d’où F− est ouvert. Puisque F est
connexe, alors F+ = ∅ ou F− = ∅.
Corollaire 2.2 Si S est un opérateur sous normal son extension minimal
normale est NS, alors
r(S) = ‖S‖ = ‖NS = r(NS).
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Preuve. Comme r(S) ≤ ‖S‖ ≤ ‖NS‖ = r(NS), alors l’inégalté est un résultat
direct de la proposition précédente.
Proposition 2.7 [12] Si S un opérateur sous normal, alors les propriétés sui-
vantes sont verifiées :
1. σn(S) ⊆ σ(S) (Helmos 1952).
2. σap(S) ⊆ σn(S) et ∂σ(A) ⊆ ∂σn(S).
3. Si F est une partie bornée de C/σn, alors F ∩ σ(S) = ∅, ou F ⊆ σ(S).
2.5 Théorème de Fuglède-Putnam généralisé
Théorème 2.5 [20] Soient S et T ∗ des opérateurs sous normaux et X un
opérateur quelconque tels que AX = XB, alors S∗X = XT ∗.





L’extension normal de T ∗ dans un espace de Hilbert K∗ est donnée par
NT ∗ =
 T ∗ T11
0 T22
 .
Cosidérons l’opérateur sur (K∗ 	H)⊕H
L =
 T ∗22 T ∗12
0 T
 .
Puisque NT ∗ est normal, alors L est normal aussi. Considérons X˜, S˜ qui sont
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définis sur H ⊕ (K 	H)⊕ (K∗ 	H)⊕H comme suit.
S˜ =

S S12 0 0
0 S22 0 0
0 0 T22 T12




0 0 0 X
0 0 0 0
0 0 0 0
0 0 0 0

,
il est clair que S˜ est normal et S˜X˜ = X˜S˜ par l’hypothèse SX = XT , alors
S˜∗X˜ = X˜S˜∗X. Donc on a S∗X = TX∗, S∗12X = 0 et XT12) = 0.
Remarque 2.1 Comme l’adjoint de tout opérateur sous normal est sous nor-
mal, on peut déduire le résultat suivant.
Si S et T sont des opérateurs sous normaux dans B(H), tels que pour tout
X ∈ B(H) on a AX = XB, alors S∗X = XT ∗..
Lemme 2.3 [20] Soient S, T ∗, R et Q des opérateurs sous normaux, tels que
NS commute avec NQ et NQ∗ commute avec NT ∗,où NS, NQ, NT ∗ et NT ∗ de-
notent les extensions minimales de S,R,Q∗ et B∗ respectivement. Si pour un
opérateur X ∈ B(H) SXQ = RXT , alors S∗XQ∗ = R∗XT ∗.
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Chapitre 3
Equations de type Sylvester
AX −XB = C
Dans ce chapitre on va détailler nos travaux [?] et [23] concernant :
1. Quelques théorèmes d’existence des solutions pour l’équation de Sylvester
sous différentes conditions et comme une conséquence on a présenté un
résultat pour les opérateurs sous normaux.
2. Certains résultats d’existence des solutions pour l’équation de Sylvester,
dans le cas des opérateurs sous normaux.
3.1 Solution explicite de l’équation de Sylvester
Théorème 3.1 Soit H un espace de Hilbert de dimension infinie, et soit A et
B deux opérateurs dans B(H) tel que A est invensible. Supposons qu’il existe
une suite (an) dans R∗+, si pour tout x ∈ H la série de la terme générale
an‖A∗(−n−1)x‖2 et a−1n ‖B∗x‖2 sont convergentes faiblement. Alors pour tout
y ∈ B(H) la série ∑∞0 a−n−1Y Bn est convergente faiblement dans B(H), de
plus la limite est une solution de l’équation de Sylvester AX −XB = Y .
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−n−1Y Bk est convergente par rapport à la topologie faible ∗ de
B(H).
Théorème 3.2 Soit H un espace de Hilbert de dimension infinie, et soit A
et B des opérateurs dans B(H). Supposons qu’il existe une fonction mesurable







‖etBx‖2f(t)dt sont convergentes, pour tout x ∈ H. Alors pour tout Y ∈
B(H), l’opérateur X =
∫∞
0































‖etBx‖2×f(t)dt sont convergentes pour tout
x ∈ H. Alors l’intégrale ∫∞
0
e−tAY etBdt est bien définie pour tout x ∈ H.
Maintenant, on verifie que cette intégrale est une solution de l’équation AX −
XB = Y . On a















= [−e−tAY etB]∞0 = Y.
Donc X est une solution de l’équation AX −XB = Y .
Théorème 3.3 Soient A et B deux opérateurs normaux et A = A1 + iA2,
B = B1 + iB2, où A1 et A2 sont commutants et auto adjoints la même chose






s1 + is2 ∈ σ(A)− σ(B).







Preuve. On a A = Ai + iA2, alors
A∗ = A∗1 − iA∗2 = A1 − iA2.
Au = αu, donc
A∗u = αu = (α1 − iα2)u
57
Equations de Sylvester AX −XB = C L.Hariz Bekkar
et Bv = λv d’où
B∗v = (λ1 − iα2)v.
Par ailleurs, on a








〈u,Ae−i(t1A2+t2A2)Y ei(t1B1+t2B2)v〉 = 〈ei(t11A1+t2A2)A∗u, Y ei(t11B1+t2B2)v〉
= e(t1A1+t2A2−t1B1−t2B2)(α1 + iα2)〈u, yv〉
〈u, e−i(t1A1+t2A2)Y ei(t1B1+t2B2)Bv〉 = e(t1A1+t2A2−t1B1−t2B2)(λ1 + iλ2)〈u, yv〉






= 〈(α1 − λ1) + i(α2 − λ2)〈u, Y v〉f˜(s1, s2) = 〈(α1 − λ1) + i(alpha2 − λ2)〈u, Y v〉
〈u, Y v〉.
Donc AX −XB = Y .
Corollaire 3.1 Si Y un opérateur de rang 1, i,e., Y = u⊗v, alors la solution





Dans le cas Y = a⊗ b, A et B sont normaux, on aura le résultat suivant
Théorème 3.4 Soient A et B deux opérateurs normaux dans B(H) tels que









AX −XB = a⊗ b, (3.1)
58
Equations de Sylvester AX −XB = C L.Hariz Bekkar
admet une solution dans B(H) si et seulement si les conditions suivantes sont
satisfaites.








où ∆1 = {α ∈ σp(A), Pα 6= 0} et ∆2 = {β ∈ σp(B), Qβ 6= 0}.










Preuve. Supposons (1) et (2) sont satisfaites et considérons Ya = [Yα,β),



















où Yαi,βj = 0 si αi = Bi ∈ σp(A) ∩ σp(B).
Alors Yαi,βj peut être écrire sous la forme
Yα,β = PαiY Qβj =
1
αi − βiPαi(a)Qβi(b).
On va démontrer Y est borné. Supposons que x, y sont des vecteurs dans H,
Alors on a












αi − βi 〈Pαi(a)⊗Qβj(b)x, z〉
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|〈Y x, z〉| ≤ ‖M‖(|〈‖(z, uαi〉)αi∈∆1‖‖(x, vβj〉)αi∈∆2‖ = ‖M‖‖z‖‖x‖.
Puisque l’ensemble de vecteurs est dense dans H, ce qui implique Y est borné.
D’autre part, on a
PαiAY Qβi − PαiABQβi = (αi − βi)PαiY Qβi
=
 0, αi = βiPαi(a)⊗Qβi(b), αi 6= βi














































ce qui implique que
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Corollaire 3.2 Soit A une matrice diagonalizable, (Pα)α∈σp(A) l’ensemble des
projections spectrales de A et a, b deux vecteurs dans H. Alors l’équation AX−
XA = a ⊗ b admet une solution dans B(H) si et seulement si Pαa = 0 or
P ∗αa = 0, for α ∈ σ(A).

































Alors A est normal.
Les valeurs propres de A sont λ1 = 1− i, λ2 = 1+ i, d’où σ(A) = {1− i, 1+ i}.
Les projecteurs spectraux satisfaisant P1 + P2 = I2,(1− i)P1 + (1 + i)P2 = A,















 on a P1a = 0, d’après le corollaire 3.2 l’équation AX −




de l’équation AX −XA = a⊗ b.
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3.1.1 Conséquences aux opérateurs sous normaux
Soient A,B et C des opérateurs dans B(H), sachant que A est sous normal.





i,e, pour X ∈ H, on a X˜ = X ⊕ 0 ∈ K,










D’après le lemme 2.2 l’extension de A sur K peut être écrire sous la sorme
NA =
 A (A∗A− AA∗) 12
0 Q∗A(Q∗)−1
 ,
où Q = (A∗A− AA∗) 12 .
Considérons les deux équations :
AX −XB = C, (3.2)
et
NAX˜ − X˜B˜ = C˜, (3.3)
où B˜, C˜ ∈ B(K).
Lemme 3.1 Un élément X ∈ B(H) est une solution de l’équation (3.2) si et
seulement si X˜ est une solution de (3.3).
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Preuve. Si X˜ est une solution de (3.2), alors on a
NAX˜ − X˜B˜ = C˜,













Donc AX −XB = C.
Réciproquement, si X est une solution de l’équation (3.2), alors on a
AX −XB = C,
Par ailleurs, en utilisant la décomposition de A, on obtient
NAX˜ =












NAX˜ − B˜X˜ =






En combinant le Lemme 3.1 et le théorème 2.1 dans [34], on obtient le
résultat suivant :
Théorème 3.5 Soit A un opérateur sous normal, B et C dans B(H). Suppo-
sons la paire (NA, B˜) satisfait la propriété de Fuglède-Putnam, alors l’équation
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Preuve. Puisque l’opérateur NA est normal, alors la paire (B˜, NA) satisfait la







alors toutes les hypothèses du théorème verifiés. Donc l’équation (4.7) admet
une solution unique X˜ dans B(K) donnée par :
X˜ = (S∗S +Q∗Q)−1(Q∗R + S∗T ),










Par conséquent et d’après le Lemme 3.1, l’équation (4.7) admet une solution
X dans B(H) donné par :
X ⊕ 0 = (S∗S +Q∗Q)−1(Q∗R + S∗T ).
Applications aux systèmes dynamiques
Considérons le système linéaire continu et invariant x˙(t) = Ax(t) +Bu(t), x(t0) = x0y(t) = Cx(t), (3.4)
où x ∈ Rn es le vecteur d’état, y ∈ Rp est le vecteur d’entré ( la commande)
et u ∈ Rm le vecteur de sortie. Les matrices de temps invariant sont A ∈
Rn×n, B ∈ Rn×m et C ∈ Rp×n.
Définition 3.1 Un observeur d’état est une fonction z : [0,∞)→ Rn satifai-





Equations de Sylvester AX −XB = C L.Hariz Bekkar
Définition 3.2 La paire (A,B) (dans (3.4)) est dite controlable si pour tout
état initial x(0) = x0 et tout état final x1, il existe un entré qui transfère x0 à
x1 dans temps fini.
La paire (A,B) est un observable si la paire (AT , BT ) est controlable.
Luenberger [31] a donné une méthode pour construire un obseveur état qui a
basée à trouver un autre système dynamique
z˙(t) = Hz(t) + Fy(t) +Gu(t), (3.5)
If (A,C) is observable et (H,F ) est controllable, alors une solution d’éqution
de Sylvester d’unique rang complet et un observeur d’équation
HX −XA+ FC = 0
existe et avec G := XB, la solution z(t) de (3.5) est un observeur pour chacun
valeurs unitiales x0, z(0), et chaque fonction d’entré u(t).
Théorème 3.6 Le système (3.5) est un observeur d’état du système (3.4) si
la matrice F est stable et X une solution de l’équation FX − XA = −GC,
avec G = XB.
Remarque 3.1 Pour résoudre l’équation FX − XA = −GC, on applique le
théorème 3.4.
3.2 Cas des opérateurs sous normaux
Dans cette section on va détailler nos résultats [?] qui concernent quelques
théorèmes d’existence des solutions pour l’équation AX −XB = C dans le cas
où A un opéateur sous normal et B et C sont desopéaeurs quelconques.
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Soit A,B et C des opérateurs dans B(H), tels que A est sous normal. On
considére l’équation.
AX −XB = C, (3.6)
Théorème 3.7 Soient A un operateur sous normal et B,C sont des opé-
rateurs dans B(H). Supposons que la paire (A,B) satisfait la propriété de

















































d’où  AQ AR
BS BT
 =
 QA QC +RB
SA SC + TB
 .
Donc on obtient AQ = QA.
Puisque A est sous normal, d’après le Lemme 2.1 A∗ est sous normal et le
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BT − TB = SC.
Comme la paire (B,A) satisfait la propriété de Fuglède-Putnam et SA =
BS, alors B∗S = SA∗.
Puisque A commute avec Q et Q∗, alors il commute avec Q∗Q.




Comme BS = SA, alors
S∗BS = S∗SA,
mais S∗B = AS∗, d’où
AS∗S = S∗SA,
ce qui implique A commute avec S∗S, donc il commute avec la somme S∗S +
SS∗.
Donc on a
(S∗S +Q∗Q)C = S∗SC +Q∗QC
= S∗B(BT − TB) +Q∗(AR−RB)
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= Q∗(AR−RB) + S∗(BT − TB)
= Q∗AR−Q∗RB + S∗BT − S∗TB.
Comme AQ∗ = Q∗A et S∗B = AS∗, on obtient
(S∗S +Q∗Q)C = AQ∗R−Q∗RB + AS∗T − S∗TB
= A(Q∗SR + S∗T )− (Q∗SR + S∗T )B,
Puisque S∗S +Q∗Q est inversible (d’après le lemme 2.1), alors
C = A(S∗S +Q∗Q)−1(Q∗R + S∗T )− (S∗S +Q∗Q)−1(Q∗R + S∗T )B
Par conséquent, la solution de l’équation (3.6) est donnée par
X = (S∗S +Q∗Q)−1(Q∗R + S∗T ).
Remarque 3.2 Comme tout opérateur normal est sous normal, alors le théo-
rème 1 dans [41] devient un corollaire ici.
Corollaire 3.3 Soit A et B deux opérateurs sous normaaux dans B(H) et
C ∈ B(H). Alors l’équation (3.6) a une solution dans B(H) si et seulement si A 0
0 B




Preuve. Il suffit de voir que si A et B sont sous normaux (d’après le théorème
2.5), alors la paire (B,A) satisfait la propriété de Fuglède-Putnam.
Corollaire 3.4 Soit A un opérateur sous normal et borné sur un espace de
Hilbert complexe H et B,C ∈ B(H), supposons que la paire (B∗, A∗) satisfait
le théorème de Fuglède-Putnam. Alors l’équation B∗X − XA∗ = C admet






































Donc AX −XB = C∗, passant l’adjoint, on oobtient
X∗A∗ −B∗X∗ = C
d’où
B∗(−X∗)− (X∗)A∗ = C.
Corollaire 3.5 Soit A un opérateur borné sous normal sur un espace de Hil-
bert complexe H et B,C ∈ B(H). Supposons que la paire (B∗, A∗) satisfait
la propriété de Fuglède-Putnam. Alors l’équation A−1X − XB−1 = C admet














 sont similaires, alors leurs
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=






Donc A−1X −XB−1 = C.
Si A = B, on obtient le résultat suivant.
Théorème 3.8 Soit A un opérateur sous normal dans B(H) et soit C un





 sont similaires si et seulement si C est inclu
dans l’image de la dérivation δA (δA = AX −XA).
Pour le cas d’opérateurs de rang 1, i.e., C = a ⊗ b, où a et b sont deux
vecteurs dans H.
Théorème 3.9 Soit A un opérateur sous normal borné et soit B,C deux opé-
rateurs dans B(H) tels que (A,B) satisfaisant la propriété de Fuglède-Ptnam.
Alors l’équation AX − XB = a ⊗ b admet une solution si et seulement si A 0
0 B
 est similaire à





Equations AXB − CXD = E
Dans ce chapitre on va donner certains théorèmes d’existence d’une solution
pour l’équations AXB − XD = E et l’équation AXB − CXD = CE, où
A,B,C et D sont des opérateurs sous normaux, en utilisant la propriété de
Fuglède-Putnam et sous certaines conditions.
4.1 Equation AXB −XD = E
Dans cette section on va étudier l’équation générale AXB−CXD = E dans
le cas où C = I ( l’identité). Donc on va présenter un théorème d’existence de
la solution pour l’équation AXB − XD = E, où les opérateurs A,B,C et E
sont sous normaux, en appliquant aussi la propriété de Fuglède-Putnam.
D’abord, on présente la proposition suivante :
Proposition 4.1 Soient S et T des opérateurs sous normaux dans B(H) et
NS, NT leurs extensions minimales (resp). Si NS commute avec NT , alors S
et T commutent
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NSNT = NTNS, implique ST ST1 + S1T2
0 S2T2
 =
 TS TS1 + T1S2
0 T2S2
 .
Ce qui donne ST = TS.
Théorème 4.1 Soient A,B,D et E des opérateurs sous normaux dans B(H)
tels que NB commute avec ND, où NB est ND l’extensions normales minimales
de B et D respectivement. alors l’équation
AXB −XD = E, (4.1)


















































ce qui implique que X est une solution de l’équation



















 et V =
 Q′ R′
S ′ T ′









S ′ T ′









S ′ T ′
 .
D’où
AQ′ = QA, QE +RD = AR′ et SA = DS ′
SE + TD = DT ′, Q = Q′et RB = R′
S = BS ′ et‘ TB = BT ′.
Puisque Q = Q′ et QA = AQ′, d’après le Lemme 2.1 et le théoreéme 2.5 ( la
propriété de Fuglède-Putnam généralisée), on a
QA∗ = A∗Q
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En passant à l’adjoint on obtient
AQ∗ = Q∗A.
en suite
Q∗QE = Q∗AR′ −Q∗RD
= Q∗ARB = Q∗RD,
qui donne
Q∗QE = A(Q∗R)B − (Q∗R)D, (4.2)
alors il résulte
S∗SE = S∗DT ′ − S∗TD, (4.3)
mais
BSA = BDS ′ = DBS ′ = DS,
puisque NBND = NDNB, d’après la proposition 4.1 on a BD = DB et
ainsi en utilisant le lemme 2.1, on obtient
B∗SA∗ = D∗S.
Passant à l’adjoint on obtient
AS∗B = S∗D.
d’après (4.3), il devient
S∗SE = AS∗BT ′ − S∗TD = A(S∗T )B − (S∗T )D
(4.2) et (4.3) donnent
(Q∗Q+ S∗S)E = A(Q∗R + S∗T )B − (Q∗R + S∗T ).D
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puisque (Q∗Q+ S∗S) est inversible, alors il commute avec A, il s’ensuit
E = A(Q∗Q+ S∗)S−1(Q∗R + S∗T )B − (Q∗Q+ S∗)S−1(Q∗R + S∗T )D.
alors
X = (Q∗Q+ S∗S)−1(Q∗R + S∗T ).
4.2 Equation AXB − CXD = CE
Le contenu de cette section concerne une généralisation du résultat donné
dans la section précédente, où on va prouver l’existence d’une solution pour
l’équation AXB − CXD = CE, avec A,B,D et E sont de opérateurs sous
normaux et des certaines conditions de commutativité sur leurs extensions nor-
males.
Théorème 4.2 Soient A,B,C,D et E des opérateurs sous normaux dans
B(H). Supposons que
1. NA commute avec NC.
2. NB commute avec ND,
où NA, NB, NC et ND sont les extensions normales minimales de A,B,C et D
respectivement. Alors l’équation
AXB − CXD = CE, (4.4)













































































































S ′′ T ′′
 ,


















S ′′ T ′′

et  Q′′ R′′







S ′ T ′
 ,
ce qui implique que QA QE +RD
SA SE + TD
 =
 AQ′ AR′






S ′′ T ′′

et  Q′′ R′′B
S ′′ T ′′B
 =
 Q′ R′
BS ′ BT ′

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Par conséquent, nous obtenons
AQ′ = QA, QE +RD = AR′
SA = DS ′, SE + TD = DT ′
QC = CQ′′, R = CR′′
SC = S ′′, T = T ′′
Q′′ = Q′, R′′B = R′
S ′′ = BS ′, T ′′B = BT ′.
On a alors
QE +RD = AR′,
d’où
QE = AR′ −RD,
multiplier par Q∗, il devient
Q∗QE = Q∗AR′ −Q∗RD, . (4.5)
Par ailleurs on a
QA = AQ′.
En multipliant par C, il devient
CQA = CAQ′.
puisque NA commute avec NC, d’après la proposition 4.1, on a AC = CA
et par conséquent
CQA = ACQ′ = AQC.
Du lemme 2.1 et le théorème 2.5 (propriété de Fuglède-Putnam generalisée),
on trouve
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C∗QA∗ = A∗QC∗.
En prenant l’adjoint on obtient
AQ∗C = CQ∗A.
Retournons à (4.5), on a
Q∗QE = Q∗AR′ −Q∗RD
CQ∗QE = CQ∗AR′ − CQ∗RD
= AQ∗CR′ − CQ∗RD.
puisque CR′ = RB, il vient
CQ∗QE = A(Q∗R)B − C(Q∗R)D, . (4.6)
puisque SA = DS ′ et BD = DB ( proposition 4.1 et hypothèse (2)), on a
BSA = BDS ′ = DBS ′ = DS ′′ = DSC
.
D’après le lemme 2.1 et le théorème 2.5 ( propriété de Fuglède-Putnam
generalisée), on obtient
B∗SA∗ = D∗SC∗.
En prenant l’adjoint, on obtient
AS∗B = CS∗D.
On a
SE = DT ′ − TD.
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En multipliant par CS∗, il devient
CS∗SE = CS∗DT ′ − CS∗TD
= AS∗BT ′ − CS∗TD.
D’autre part
T ′′B = BT ′ = TB.
Par conséquent
CS∗SE = A(S∗T )B − C(S∗T )D, . (4.7)
D’après (4.6) et (4.7), on obtient
C(Q∗Q+ S∗S)E = A(Q∗R + S∗T )B − C(Q∗R + S∗T )D
puisque (Q∗Q+ S∗S) est inversible et commute avec A et C, on obtient
CE = A(Q∗Q+ S∗S)−1(Q∗R + S∗T )B − C(Q∗Q+ S∗S)−1(Q∗R + S∗T )D,
Ce implique
X = (Q∗Q+ S∗S)−1(Q∗R + S∗T ).
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Conclusion générale et perspectives
Dans ce travail nous avons étudié les équations d’opérateurs du type Sylvester
généralisé
AXB − CXD = E
et nous avons validé des résultats, sur la sous normalité d’opérateurs qui vé-
rifient la propriété de Fuglède-Putnam, et avons démontré l’existence de la
solution d’équation
AXB − CXD = E
ce type d’opérateurs est intégré pour la première fois aux solution des équations
d’opérateurs. Et nous avons developpé un article envers ce sujet dont on parle
qui peut pousser la recherche scientifique.
Ce travail donne des perspectives en termes d’améliorations et d’approfondis-
sements.
1. Si l’opérateur A est (n, k) normal hyponormal, paranormal et la pair
(A,B) vérifie la propriété de (FP )B(H), quelles sont l es conditions pour
que l’équation AX −XD = E admet une solution ?.
2. Peut-on généraliser sur l’équation AXB − CXD = E.
3. On considère que les opérateurs A et C sont auto-adjoint, l’équation
AX + XA∗ = C admet une solution X = X∗. Quelles seront les condi-
tions pour que la solution soit normal, sous normal ou hyponormal c’est
parole sur l’équation de type AXB − CXD = E.
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