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Abstract
Asymptotic estimates of the norms of orbits of certain operators that commute with the classical Volterra operator V acting on
Lp[0,1], with 1  p ∞, are obtained. The results apply not only to the Riemann–Liouville operator V r and to I + V r with
r > 0, but also to operators of the form φ(V ), where φ is a holomorphic function at zero. The method to obtain the estimates is
based on the fact that the Riemann–Liouville operator as well as the Volterra operator can be related to the Levin–Pfluger theory
of holomorphic functions of completely regular growth. Different methods, such as the Denjoy–Carleman theorem, are needed to
analyze the behavior of the orbits of I − cV , where c > 0. The results are applied to the study of cyclic properties of φ(V ), where
φ is a holomorphic function at 0.
© 2007 Elsevier Masson SAS. All rights reserved.
Résumé
Dans cet article on obtient des estimations asymptotiques de la norme de certains opérateurs qui commutent avec l’opérateur
classique de Volterra V définis sur l’espace Lp[0,1], avec 1 p ∞. Les résultats établis ici restent valables non seulement pour
l’opérateur de Riemann–Liouville V r et I +V r avec r > 0, maisole plus pour les opérateurs de la forme φ(V ), où φ est une fonction
holomorphe en zéro. La méthode d’obtention de ces estimations repose sur le fait que l’opérateur de Riemann–Liouville, de même
que l’opérateur de Volterra, peut être relié á la théorie de Levin–Pfluger sur les fonctions holomorphes à croissance complètement
régulière. On utilise différentes techniques, comme le théorème de Denjoy–Carleman, pour analyser le comportement des orbites
de I − cV , avec c > 0. On applique ces résultats à l’étude des propriétés cycliques de l’opérateur φ(V ), φ étant une fonction
holomorphe à l’origine.
© 2007 Elsevier Masson SAS. All rights reserved.
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For each f ∈ Lp[0,1], 1 p ∞, the Riemann–Liouville operator of order r > 0 is defined by
(V rf )(x) = 1
(r)
x∫
0
(x − t)r−1f (t)dt,
where  denotes Euler’s gamma function. It is not difficult to show that V r with r > 0 acts boundedly on Lp[0,1]
for 1 p ∞. Observe that V 1 is just the classical Volterra operator, which we simply denote by V . The Riemann–
Liouville operator, which is one of the fundamental objects of study in fractional calculus, allows to define certain
special functions and solve certain ordinary differential equations. It already appeared in the classical work of Riemann
and Liouville, see [16,21,22,27] for instance.
One of the many concerns about the Volterra operator in the last few years has been to estimate the norms of V n.
Solving a conjecture of Lao and Whitley [17], Kershaw [15] found sharp estimates for ‖V n‖2. Then Little and Reade
[20] gave a simpler proof of Kershaw’s result. Most recently, Eveson [7] and [8], has obtained sharp estimates on
the Lp[0,1] norm for the powers of certain Volterra kernel operators and in particular for the Volterra operator. Also
Sánchez, Zemánek and the second named author [24] have obtained sharp estimates of ‖(I −V )n‖p , with 1 p ∞.
For p = 1, these estimates were known and due to Hille [12].
The asymptotic behavior of the norm of the orbits {‖T nf ‖}n0, where T is a bounded linear operator acting
on a Banach space B and f ∈ B, is one of the classical problems in operator theory. It comprises the roots of the
local spectral theory and applies to many different branches of mathematics, as stability of the solutions of linear
differential equations. While for normal operators T on Hilbert spaces the Spectral Theorem allows to obtain easily
the asymptotic behavior of ‖T nf ‖, the problem for non-normal operators turns out to be much more difficult. Even
the easier problem of determining the asymptotic behavior ‖T n‖ is difficult, especially when the spectrum of T is
small, which is the case of any analytic function of the Volterra operator.
The third named author [32] found sharp estimates on the asymptotic behavior of ‖V rf ‖p as r → ∞, where
f ∈ Lp[0,1], 1 p ∞. Let μ denote the Lebesgue measure and recall that for each complex Lebesgue measurable
function f defined on [0,1], its support is:
supp(f ) = {x ∈ [0,1]: μ{y ∈ (x − ε, x + ε)∩ [0,1]: f (y) = 0}> 0 for each ε > 0}.
If f (x) = 0 a.e. on [0,1], we write inf supp(f ) = 1. Theorem 3 in [32] states that if f is in Lp[0,1], 1 p ∞,
then
lim
r→∞
(
(r)‖V rf ‖p
)1/r = 1 − inf supp(f ).
In particular, the limit does exist.
In this work, we are concerned with two classes of operators that commute with V . The first one consists of
operators of the form T = V r(I +W), where r > 0 and W is a bounded quasinilpotent operator that commutes with
V . We will prove the following theorem that provides the asymptotic behavior of ‖T nf ‖1/np for each f ∈ Lp[0,1].
Theorem 1.1. Let V r , r > 0, be the Riemann–Liouville operator and let W be a bounded quasinilpotent operator
acting on Lp[0,1] with 1 p ∞, that commutes with the Volterra operator and consider T = V r(I + W). Then,
for each f ∈ Lp[0,1], we have:
lim
n→∞
(
(rn)‖T nf ‖p
)1/n = (1 − inf supp(f ))r . (1.1)
In addition,
lim
n→∞
(
(rn)‖T n‖p
)1/n = 1. (1.2)
The second class of operators will be of the form I + V r(λI + W), where W is a bounded quasinilpotent op-
erator that commutes with the Volterra operator, r > 0 and λ is a non-zero complex number. For these operators,
it can be proved a different and more precise result. For a real function ψ defined on a real interval, we denote
ψ+(x) = max{0,ψ(x)}. Also, for a complex number λ = 0, we denote by argλ the continuous branch of the argu-
ment which takes values on (−π,π].
S. Bermudo et al. / J. Math. Pures Appl. 89 (2008) 145–173 147Theorem 1.2. Let V r , r > 0, be the Riemann–Liouville operator and let W be a bounded quasinilpotent operator
acting on Lp[0,1] with 1  p ∞, that commutes with the Volterra operator and consider T = I + V r(λI + W),
where λ is any non-zero complex number. Then, for each f ∈ Lp[0,1], we have:
lim
n→∞
ln‖T nf ‖p
n1/(r+1)
= (r + 1)r−r/(r+1)|λ|1/(r+1)(1 − inf supp(f ))r/(r+1) cos+
(
argλ
r + 1
)
. (1.3)
In addition,
lim
n→∞
ln‖T n‖p
n1/(r+1)
= (r + 1)r−r/(r+1)|λ|1/(r+1) cos+
(
argλ
r + 1
)
. (1.4)
We stress here that for | argλ| < π(r+1)/2 the right-hand side of the equality (1.3) is positive and thus Theorem 1.2
provides satisfactory upper and lower estimates for the norms of the orbits ‖T nf ‖p . This contrasts with the case
π(r + 1)/2 | argλ| π in which the limit in (1.3) is zero. We consider the most interesting case of this particular
situation. We will provide a sharp analysis of the behavior of the orbits of the functions under the operator I − cV for
each positive c > 0.
Theorem 1.3. Let V be the Volterra operator acting on Lp[0,1] with 1  p ∞, and assume that c > 0. Let X
denote the set of positive decreasing sequences {an}n1 such that
∞∑
n=1
lnan
n3/2
> −∞.
Then for each non-zero f in Lp[0,1], there exists {an}n1 in X for which an  ‖(I − cV )nf ‖p for each positive
integer n. Conversely, for any {an}n1 in X there exists a non-zero f in Lp[0,1] for which ‖(I − cV )nf ‖p  an
for each positive integer n. Furthermore, if 1  p < ∞, then the set of functions f in Lp[0,1] for which
‖(I − cV )nf ‖p = O(an) is dense in Lp[0,1].
As an application of Theorems 1.1, 1.2 and 1.3, we will deal with different cyclic properties of these operators. In
particular, the results will apply to the operators ϕ(V ), where ϕ is holomorphic at zero.
In Section 2, we survey some results about holomorphic functions in an angle which have completely regular
growth. These results are fundamental to our work in the following sections. Except for a few results, whose proofs
are provided, most of the section can be found in the book of Levin [18].
In Section 3, we collect some basic facts about the Riemann–Liouville operator. We will also provide a character-
ization of the commutant of the Volterra operator which is more suitable to our purposes than the functional-analytic
one due to Sarason [31].
In Section 4, we prove Theorem 1.1. The main idea of the proof consists of, using the commutant characterization
of the Volterra operator, reducing the general problem to a particular case of Theorem 1.3 in [32].
In Section 5, which is the core of this work, the proof of Theorem 1.2, much longer and involved than the one
of Theorem 1.1, will be provided. For instance, we need to determine the order of growth and type of certain entire
functions. It will also be required the use of a theorem due to Szegö in which he obtained sharp estimates of the
asymptotic behavior of certain polynomials [12]. We also need to use a recent result in [25], whose proof is based on
Gaussian cylindrical measures.
In Section 6, we prove Theorem 1.3, which is the deepest and most difficult result in this work. The proof requires
the use of powerful tools of real and complex analysis. In the proof we will see how the behavior of the orbits under
I − cV , with c > 0, has connections with the Denjoy–Carleman theorem that characterizes quasianalytic classes and
Paley–Wiener theorems along the characterization of the boundary values of functions in the Hardy space of the upper
half-plane.
Finally, in Section 7, we apply the results of the preceding sections to determine the cyclic behavior of our operators.
As a consequence of Theorems 1.1, 1.2 and 1.3, it will be proved that each operator considered in them is not
supercyclic, as for the Volterra operator, see [10]. Also the more recent concepts of antisupercyclicity and weak
supercyclicity will be considered, extending the results on antisupercyclicity in [32] and weak supercyclicity in [25]
about the Volterra operator to many of the operators considered in Theorems 1.1, 1.2 and 1.3. In particular, it will
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1 <p < ∞, antisupercyclic.
2. Functions of completely regular growth
This section is devoted to reviewing some basic facts about functions holomorphic in an angle and, in particular,
those which have completely regular growth. Most of the material is known and can be found in Levin’s book [18].
For those statements not contained in the latter reference, complete proofs are provided.
For each pair of real numbers θ1 and θ2, with 0 < θ2 − θ1  2π , the angle-shaped region that they determine is
denoted by:
A(θ1, θ2) = {reiθ : θ1 < θ < θ2, r > 0}.
Let H(θ1, θ2) be the space of functions holomorphic on A(θ1, θ2) that extend continuously to its closure A(θ1, θ2).
Observe that for θ2 − θ1 = 2π , the space H(θ1, θ2) consists of all entire functions. Recall that, for f ∈H(θ1, θ2), the
maximum modulus function,
Mf (R) = max|z|R
z∈A(θ1,θ2)
∣∣f (z)∣∣, R  0,
is increasing. The order of f ∈H(θ1, θ2) is:
ρ = ρ(f ) = lim
R→∞
ln lnMf (R)
lnR
.
If 0 < r < ∞, the r-type of f is:
τr = τr (f ) = lim
R→∞
lnMf (R)
Rr
.
If the order ρ = ρ(f ) is finite and positive, the type of f is τ(f ) = τρ(f ).
For 0 < r < ∞, the symbol Hr (θ1, θ2) stands for the space of functions having finite r-type, that is, functions
having either order r and finite type or order less than r . The functions of finite 1-type are usually called functions of
exponential type. For f ∈Hρ(θ1, θ2) we may also consider the Phragmen–Lindelöff indicator function defined as
hf (θ) = lim
r→∞
ln|f (reiθ )|
rρ
for θ1  θ  θ2,
which takes values on [−∞,∞). The following proposition summarizes some elementary well known facts about the
behavior of indicator functions.
Proposition 2.1. Let θ1 and θ2 be real numbers with 0 < θ2 − θ1  2π . Assume that f ∈Hρ(θ1, θ2) with 0 < ρ < ∞.
Then
(i) The indicator function hf (θ) is continuous and
τρ(f ) = max
θ1θθ2
hf (θ).
(ii) If α1, α2 and α3 are real, with θ1  α1  α2  α3  θ2 and α3 − α1 < π/ρ, then
hf (α1) sin
(
ρ(α2 − α3)
)+ hf (α2) sin(ρ(α3 − α1))+ hf (α3) sin(ρ(α1 − α2)) 0.
(iii) If hf attains a local extremum at θ0 ∈ (θ1, θ2), then
hf (θ) hf (θ0) cos
(
ρ(θ − θ0)
) for θ1  θ  θ2 with |θ − θ0| π/ρ.
The above proposition is contained in [18]. Part (i) follows from Theorem 30 in [18, p. 72]. The fact that hf is
continuous is proved in [18, p. 54]. Part (ii) is exactly Theorem 23 in [18, p. 53] and (iii) is proved in [18, p. 56].
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whenever hf (θ) > −∞ and there is an open set E contained in (0,∞) such that
lim
x→∞
μ(E ∩ [0, x])
x
= 0 and lim
r→∞
r /∈E
ln|f (reiθ )|
rρ
= hf (θ).
The previous definition is clearly equivalent to the fact that
lim
x→∞
μ(Eε ∩ [0, x])
x
= 0
for each ε > 0, where
Eε =
{
y > 0 such that ln
∣∣f (yeiθ )∣∣< (hf (θ)− ε)yρ}. (2.1)
The following result is a Cartwright’s theorem [4], for a different proof see [18, Theorem 7, p. 243].
Proposition 2.2. Assume that f ∈H1(−π/2,π/2) with hf (0) > −∞, and
∞∫
−∞
ln+|f (iy)|
1 + y2 dy < ∞.
Then hf (θ) = hf (0) cos θ and f is of completely regular growth in the direction of each θ with −π/2 < θ < π/2.
The following result can be found as Theorem 6 in [18, p. 164].
Proposition 2.3. Assume that 0 < ρ < ∞ and f ∈Hρ(θ1, θ2) has sinusoidal indicator function, that is, there are real
numbers a and b such that hf (θ) = a cos(ρθ) + b sin(ρθ) for θ1  θ  θ2. If there is θ0 ∈ (θ1, θ2) such that f is of
completely regular growth in the direction θ0, then so is in each direction θ for θ1 < θ < θ2.
Next proposition provides a characterization of the completely regular growth in terms of sequences.
Proposition 2.4. Assume that 0 < ρ < ∞ and f ∈ Hρ(θ1, θ2). Given θ ∈ (θ1, θ2), the function f is of completely
regular growth in the direction θ if and only if there is a sequence {rn}n0 of positive numbers strictly increasing to
∞ with rn+1 − rn = o(rn) as n tends to ∞, and
lim
n→∞
ln|f (rneiθ )|
r
ρ
n
= hf (θ). (2.2)
Proof. First we prove that the condition is necessary. Thus suppose f is of completely regular growth in the direc-
tion θ . Therefore, there is an open set E contained in (0,∞) such that
lim
x→∞
μ(E ∩ [0, x])
x
= 0 and lim
r→∞
r /∈E
ln|f (reiθ )|
rρ
= hf (θ). (2.3)
The sequence {rn} is defined by induction. We choose r0 ∈ (0,∞) \ E and for n  1 we set rn+1 = inf([rn +
1,+∞) \ E). The first part of (2.3) implies that for each x > 0 the set [x,∞) \ E is not empty and, therefore,
the sequence {rn} is well defined and it is strictly increasing to ∞. Since the sequence {rn} does not meet E, the
second equality in (2.3) implies that
lim
n→∞
ln|f (rneiθ )|
r
ρ
n
= hf (θ).
Now, if rn+1 − rn = o(rn), then there is ε > 0 and a strictly increasing sequence {nk} of positive integers such
that rnk+1 − rnk  εrnk > 1 for each positive integer k. By definition of rn we have (rnk + 1, (1 + ε)rnk ) ⊂
(rnk + 1, rnk+1) ⊂ E. Therefore,
μ(E ∩ [0, (1 + ε)rnk ])  εrnk − 1 → ε as k → ∞,
(1 + ε)rnk (1 + ε)rnk ε + 1
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Conversely, suppose that there is a sequence {rn}n0 increasing to ∞ with rn+1 − rn = o(n) and satisfying (2.2).
Let ε > 0 be fixed and let Eε be as in (2.1). If 0 <ω < 1, then, by Bernstein’s theorem [18, Theorem 31, p. 73], there
is δ > 0 such that
μ
([
rn, rn(1 + δ)
]∩Eε)<ωδrn,
for n large enough. The above inequality along the fact that rn+1 − rn = o(rn) implies that μ([x, x(1 + δ)] ∩ Eε) <
ωδx + o(x) as x → ∞ and, therefore,
lim
x→∞
μ(Eε ∩ [0, x])
x
w.
Since 0 <ω < 1 is arbitrary, it follows that
lim
n→∞
μ(Eε ∩ [0, x])
x
= 0,
which means that f has completely regular growth in the direction θ and the result is proved. 
Let {ak} be an increasing sequence of positive numbers and n(x) be the number of terms not exceeding x > 0.
If there exists
lim
x→∞
n(x)
x
,
then it is called the density of {ak}. The following proposition is exactly Theorem 16 in [18, p. 208].
Proposition 2.5. Assume that f ∈H1(−π/2,π/2). Assume also that {ak}k0 is a sequence of positive integers such
that infk0(ak+1 − ak) > 0 and with density D satisfying 2πD > hf (π/2)+ hf (−π/2). Then
hf (0) = lim
x→∞
ln|f (x)|
x
= lim
k→∞
ln|f (ak)|
ak
.
Lemma 2.6. Assume that 0 < ρ < 1 and f ∈Hρ(−π,π), then
hf (θ) = lim
n→∞
ln|f (neiθ )|
nρ
for each θ ∈ R.
Proof. Without loss of generality, we may assume that θ = 0. The proof will be accomplished by applying Propo-
sition 2.5. We take the branch of z1/ρ which is holomorphic on C \ (−∞,0] and is positive for positive z. Thus
F(z) = f (z1/ρ) belongs to H1(−π/2,π/2). Set Δ = (hF (π/2)+ hF (−π/2))/(2π) and take d > 0 so that 1/d >Δ.
Since ρ < 1, we may choose a strictly increasing sequence {nk}k0 of positive integers such that nρk = kd + o(1) as k
tends to ∞. For each non-negative integer k, we set ak = nρk . Then infk0(ak+1 − ak) > 0 and {ak} has density 1/d .
Upon applying Proposition 2.5, we have:
hF (0) = lim
x→∞
ln|F(x)|
x
= lim
k→∞
ln|F(ak)|
ak
.
Upon performing the substitutions x = xρ and ak = nρk , we obtain:
lim
x→∞
ln|f (x)|
xρ
= lim
k→∞
ln|f (nk)|
n
ρ
k
.
Hence,
hf (0) = lim
n→∞
ln|f (n)|
nρ
,
which is the desired result. 
Lemma 2.7. Assume that f ∈ Hρ(−θ0, θ0) with 0 < θ0  π and 0 < ρ < π/θ0 and τ = τρ(f ). Assume also that
max{hf (θ0), hf (−θ0)} τ cos(ρθ0). Then hf (θ) = τ cos(ρθ) for |θ | θ0.
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|θ1| < θ0 such that hf (θ1) = τ . Since θ1 is a local extremum of hf and π/ρ > θ0, Proposition 2.1 (iii) implies that
hf (θ) τ cos(ρ(θ −θ1)) whenever θ ∈ [θ1 −θ0, θ1 +θ0]∩[−θ0, θ0]. If θ1 = 0, we set α = min{θ0 −θ1, θ0 +θ1} < θ0.
Clearly, we have:
max
{
hf (θ0), hf (−θ0)
}
 τ cos(ρα) > τ cos(ρθ0)max
{
hf (θ0), hf (−θ0)
}
,
which is a contradiction. Thus θ1 = 0 and, therefore, hf (0) = τ and hf (θ)  τ cos(ρθ) whenever |θ |  θ0, which
along the hypothesis implies that hf (θ0) = hf (−θ0) = τ cos(ρθ0). Now, if 0  θ  θ0, taking α1 = 0, α2 = θ and
α3 = θ0 in Proposition 2.1 (ii), we have:
hf (θ) sin(ρθ0) hf (0) sin
(
ρ(θ0 − θ)
)+ hf (θ0) sin(ρθ).
Upon substituting the values of hf (0) and hf (θ0), we find that
hf (θ) τ
cos(ρθ0) sin(ρθ)+ sin
(
ρ(θ0 − θ)
)
sin(ρθ0)
= τ cos(ρθ).
Similarly, using Proposition 2.1 (ii) again for α1 = −θ0, α2 = θ and α3 = 0, we see that hf (θ)  τ cos(ρθ) for
−θ0  θ  0. Thus hf (θ) τ cos(ρθ) and, therefore, hf (θ) = τ cos(ρθ) whenever |θ | θ0. The result is proved. 
3. The commutant of V
In this still preliminary section we collect some elementary facts about the Riemann–Liouville operator V r , r  0.
Further along this work we will maintain the following agreement.
Quote 1. If −∞ a  c < d  b ∞, then we will always consider that Lp[a, b], 1 p ∞, contains Lp[c, d],
1 p ∞, by just defining the functions of the latter space identically zero outside of [c, d].
Recall that the convolution of f and g in L1(R), see [28], is also in L1(R) and is defined as
(f ∗ g)(x) =
∞∫
−∞
f (t)g(x − t)dt, x ∈ R.
Now, for f and g in L1[0,1], we may define:
(f  g)(x) =
x∫
0
f (t)g(x − t)dt, 0 x  1. (3.1)
Thus, f  g is just the restriction to [0,1] of f ∗ g. Therefore, from the well known properties of the convolution,
it easily follows that f  g belongs to L1[0,1] and the operation  defined in (3.1) is commutative and associative.
It also follows that if f ∈ L1[0,1] and g ∈ Lp[0,1] for 1 p ∞, then f  g ∈ Lp[0,1], and
‖f  g‖p  ‖f ‖1‖g‖p. (3.2)
The next proposition is well known. If T is any bounded operator, then T 0 will denote the identity operator.
Proposition 3.1. For each r  0, the Riemann–Liouville operator V r is bounded on Lp[0,1], 1 p ∞, and
‖V r‖p  1
(r + 1) .
In addition, {V r : r  0} is a semigroup, that is, V r+s = V rV s for 0 r, s < ∞.
In [26] the following description of bounded linear operators on Lp[0,1] commuting with the Volterra operator is
presented.
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(a  f )′ ∈ Lp[0,1] for each f ∈ Lp[0,1]. Then
Waf = (a  f )′, f ∈ Lp[0,1],
defines a bounded linear operator on Lp[0,1] and WaV = VWa . Furthermore, a bounded linear operator W acting
on Lp[0,1] commutes with V if and only if there is a ∈ L1[0,1] absolutely continuous and (a  f )′ ∈ Lp[0,1] for
each f ∈ Lp[0,1] such that W = Wa .
Remark 1. The description of the commutator provided by Proposition 3.2 is not very manageable. However, in [26]
it is used to obtain a handleable description of the commutator in L∞[0,1], which was previously unknown.
The following corollary will be one of the key points in the proofs of Theorems 1.1 and 1.2.
Corollary 3.3. If two bounded linear operators on Lp[0,1] commute with V , then they commute with each other. In
particular, if a bounded operator on Lp[0,1] commutes with V , then so does with V r for each r  0. Furthermore,
Lp[α,1], 0 α  1, is invariant under each operator that commutes with V .
Proof. Let T and S be two bounded operators on Lp[0,1] commuting with V . By Proposition 3.2, there are a and
b in L1[0,1] such that V Tf = a  f and V Sf = b  f for each f ∈ Lp[0,1]. Therefore, for each f ∈ Lp[0,1], we
have:
V 2T Sf = V T V Sf = a  b  f = b  a  f = V SV Tf = V 2STf.
Since V 2 is one-to-one, it follows that T Sf = STf for each f ∈ Lp[0,1]. Thus T and S commute.
Finally, according to Proposition 3.2, if W is a bounded operator on Lp[0,1] that commutes with V , then there is
a ∈ L1[0,1] absolutely continuous and with (a f )′ ∈ Lp[0,1] for each f ∈ Lp[0,1] such that Wf = (a f )′ for each
f ∈ Lp[0,1]. But if f belongs to Lp[α,1], 0 α  1, then so does a  f , and therefore, (a  f )′ = Wf ∈ Lp[α,1].
Hence, Lp[α,1], 0 α  1, is invariant under W . The result is proved. 
Note that the first statement of the above lemma for 1 p < ∞ was previously proved by J. Erdös [6].
The following proposition will be needed to prove Theorem 1.3.
Proposition 3.4. Assume that a ∈ L1[0,1] and 1 p ∞. Then the operator Ta defined by Taf = a  f is bounded
on Lp[0,1] and commutes with V . Furthermore, Ta is one-to-one if and only if inf supp(a) = 0 and, for 1 p < ∞,
Ta has dense range if and only if inf supp(a) = 0.
Proof. The fact that Ta is bounded and commutes with V follows immediately from Proposition 3.2. Now, if
inf supp(a) = ε > 0, then the range of Ta is contained in the space Lp[ε,1] and the kernel of Ta contains Lp[1 − ε,1]
and, therefore, the range of Ta is not dense in Lp[0,1] and Ta is not one-to-one. Suppose now that inf supp(a) = 0.
By the Titchmarsh Convolution Theorem (see, for instance, [19, §16.2]) inf supp(Tag) = inf supp(g) for each
g ∈ Lp[0,1]. Hence Ta is one-to-one. In addition, if 1  p < ∞, then the adjoint T a , acting on Lq [0,1] with
1/p+1/q = 1, is one-to-one, since T a = UTaU , where (Ug)(x) = g(1−x) is an isometric automorphism of Lq [0,1].
Therefore, Ta has dense range and the result is proved. 
4. Orbits of V r
This section is devoted to proving Theorem 1.1. We begin with a lemma which, except for the part of the statement
which refers to sequences, is contained in [32].
Lemma 4.1. Let f ∈ L1[0,1] be such that inf supp(f ) = 0. Then
Φ(z) =
1∫
f (t)(1 − t)z dt (4.1)0
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lim
x→∞
ln|Φ(x)|
x
= 0. (4.2)
Furthermore, for each sequence {an}n0 of positive numbers with infn0(an+1 − an) > 0 and positive density, we
have:
lim
n→∞
ln|Φ(an)|
an
= 0.
Proof. It is clear that Φ ∈ H(−π/2,π/2). Indeed, |Φ(z)|  ‖f ‖1 for each complex number z with z  0.
The equality (4.1) follows from Lemma 6 in [32]. Using the fact that Φ is bounded, we can easily verify that
hΦ(π/2) = hΦ(−π/2) = 0 and the rest of the statement of the theorem follows immediately from Proposition 2.5. 
The following lemma is a particular case of the statement of Theorem 3 in [32].
Lemma 4.2. Let V r , r > 0, be the Riemann–Liouville operator and let f ∈ Lp[0,1], 1  p  ∞, be such that
inf supp(f ) = 0. Then
lim
r→∞
(
(r)‖V rf ‖p
)1/r = 1.
We still need a further lemma about operators similar to V r . Its proof is straightforward and thus it is omitted.
Recall that χ[a,b] denotes the characteristic function of the interval [a, b]. Recall also our agreement in Quote 1.
Lemma 4.3. Let V r , r > 0, be the Riemann–Liouville operator acting on Lp[0,1], 1  p ∞. For 0 ε < δ  1,
let Tε,δ :Lp[ε, δ] → Lp[0,1] be defined by (Tε,δf )(x) = (δ − ε)1/pf (ε + (δ − ε)x) and let Pδ :Lp[0,1] → Lp[0, δ]
be defined by Pδf = f χ[0,δ]. Finally, let V rε,δ :Lp[ε, δ] → Lp[ε, δ] be defined by V rε,δf = PδV rf . Then Tε,δ is an
isometric isomorphism and Tε,δV rε,δT
−1
ε,δ = (δ − ε)rV r .
We are in position to prove Theorem 1.1. Recall that the spectral radius R of an operator T on a Banach space B
satisfies:
R = lim
n→∞‖T
n‖1/n.
Proof of Theorem 1.1. First we prove that (1.1) holds. The result is trivial for f equals to zero. Thus suppose
0  ε = inf supp(f ) < 1. Let V rε,1 and Tε,1 be the operators furnished by Lemma 4.3. Since, by Corollary 3.3, the
space Lp[ε,1] is invariant under W , we may consider the restriction Wε of W to Lp[ε,1] and S = Tε,1WεT −1ε,1 . One
easily checks that S is a bounded quasinilpotent operator on Lp[0,1] that commutes with V . Since inf suppf = ε, by
Lemma 4.3, we have:
T nf = V rnε,1(I +Wε)nf = (1 − ε)rnT −1ε,1 V rn(I + S)nTε,1f,
and
‖T nf ‖p = (1 − ε)rn
∥∥(I + S)nV rng∥∥
p
,
where g = Tε,1f . Thus,
(1 − ε)rn∥∥(I + S)−n∥∥−1
p
‖V rng‖p  ‖T nf ‖p  (1 − ε)rn
∥∥(I + S)n∥∥
p
‖V rng‖p.
Since S is quasinilpotent, the spectral radius of I + S as well as the one of (I + S)−1 is 1. Therefore, ‖(I + S)n‖1/n
tends to 1 as |n| tends to ∞ with n ∈ Z, or equivalently, ln‖(I + S)±n‖ = o(n) as n tends to ∞. Hence,
ln
(
(rn)‖T nf ‖p
)= rnln(1 − ε)+ ln((rn)‖V rng‖p)+ o(n).
Thus dividing by n and exponentiating, we have:(
(rn)‖T nf ‖p
)1/n = (1 − ε)r((rn)‖V rng‖p)1/n(1 + o(1)) as n → ∞.
154 S. Bermudo et al. / J. Math. Pures Appl. 89 (2008) 145–173Since inf supp(g) = 0, we can apply Lemma 4.2 to obtain,
lim
n→∞
(
(rn)‖T nf ‖p
)1/n = (1 − ε)r ,
and thus (1.1) is proved.
To prove (1.2), first observe that the above display immediately implies that
lim
r→∞
(
(rn)‖T n‖p
)1/n  1.
On the other hand, by Proposition 3.1, we have:
‖T n‖p  ‖V rn‖p
∥∥(I +W)n∥∥
p
 ‖(I +W)
n‖p
(rn+ 1) .
From the above display it immediately follows that limn→∞((rn)‖T n‖p)1/n  1, since the spectral radius of I +W
is equal to 1. Hence (1.2) is also proved and the proof of Theorem 1.1 is complete. 
5. Orbits of I −V r
In this section we will prove Theorem 1.2. In order to do this, it is necessary to determine the order and the type of
a family of entire functions, which is closely related to the iterates of I + V rW , where W is a bounded operator that
commutes with V .
5.1. A family of entire functions
We will need the following easy lemma, whose proof, which is omitted, follows immediately from Stirling’s
formula.
Lemma 5.1. The following asymptotic formulas hold.
(i) For each 0 β < 1, we have:
ln
(
x + O(xβ))= ln(x)+ O(xβ lnx) as x → ∞.
(ii) For each α > 0 and each 0 β < 1, we have:
ln
(
αx + O(xβ))= αxlnx + α(lnα − 1)x + O(xβ lnx) as x → ∞.
The following theorem is fundamental in all the work that follows in this section.
Theorem 5.2. Let {cn} be a sequence of complex numbers. If limn→∞ |cn|1/n = c < ∞, then, for each r > 0, the
series,
F(z) =
∞∑
n=1
cn
z(z − 1) · · · (z − n+ 1)
n!(rn) ,
converges uniformly on compact subsets of the complex plane, and
limR→∞
lnMF(R)
Rρ
= τ, (5.1)
where ρ = (r + 1)−1 and τ = (r + 1)r−rρcρ . In particular, if c > 0, then F has order ρ and type τ . Furthermore, if
|cn|1/n → c as n tends to ∞, then
lim
R→∞
lnMF(R)
Rρ
= τ. (5.2)
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formula. To prove (5.1), we need upper estimates on MF(R). To this end, we fix a > c. Then there is a positive integer
N such that |cn| an for nN . Thus
MF(R)
∞∑
n=1
|cn|R(R + 1) · · · (R + n− 1)
n!(rn)

∞∑
n=1
anR(R + 1) · · · (R + n− 1)
n!(rn) + O(R
N−1),
as R tends to ∞. Let αn be the general term of the last series above. Then
MF(R) S1 + S2 + O(RN−1) as R → ∞, (5.3)
where
S1 =
∑
n2R/r
αn and S2 =
∑
1n<2R/r
αn.
Now, observe that for n 2R/r and R  1, we have:
S1 =
∑
n2R/r
an(R + n)
(R)n!(rn) <
∑
n2R/r
an((1 + r/2)n)
n!(rn) .
Since the last series is the remainder of a convergent one, it follows that S1 = o(1) as R tends to ∞.
To estimate S2, we consider:
ψ(n) = αn+1
αn
= a(R + n)(rn)
(n+ 1)(rn+ r) .
If we replace n by real x, we find that ψ(x) is strictly decreasing on (0,∞) for each R  0. Since ψ(x) → +∞ as
x → 0 and ψ(x) → 0 as x → ∞, for each R  0, there is a unique ν = ν(R) > 0 such that ψ(ν) = 1. Using Stirling’s
formula, we find that aRr−r = νr+1 + O(νβ) as R → ∞, where β = max{1, r}. From this asymptotic formula, we
obtain:
ν = ηRρ + O(R(β−r)ρ) as R → ∞ and where η = aρr−ρr . (5.4)
Since αn+1/αn > 1 for n < ν and αn+1/αn < 1 for n > ν, it follows that max{αn} = αm, where m is the smallest
positive integer bigger than or equal to ν. Therefore,
S2 
2R
r
αm = 2Ra
m(R +m)
r(R)(m+ 1)(rm) .
Using (5.4) and the fact that ν  m < ν + 1, we may conclude that there is γ : (0,∞) → (0,∞) such that
γ (R) = O(R(β−r)ρ) as R tends to ∞, and
S2 
RaηR
ρ+γ (R)(R + ηRρ + γ (R))
r(R)(ηRρ − γ (R))(rηRρ − γ (R)) .
Using Lemma 5.1 (i), (5.3) and that S1 is bounded, we have lnMF(R) is less than or equal to,
(lna)ηRρ + ln(R + ηRρ)− ln(R)− ln(ηRρ)− ln(rηRρ)+ O(R(β−r)ρ lnR),
as R tends to ∞. Upon using Lemma 5.1 (ii) and simplifying, we see that
lnMF(R) (R + ηRρ) ln(R + ηRρ)−R lnR − ηRρ lnR + ηrRρ + O(R(β−r)ρ lnR)
as R tends to ∞. Since
(R + ηRρ) ln(R + ηRρ) = R lnR + ηRρ lnR + ηRρ + O(R2ρ−1) as R → ∞,
we obtain:
lnMF(R) (r + 1)r−ρrapRρ + O
(
R(β−r)ρ ln(R)+R2ρ−1) as R → ∞.
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desired upper estimate:
lim
R→∞
lnMF(R)
Rρ
 (r + 1)r−ρrcρ = τ. (5.5)
To prove the lower estimate, first observe that if c = 0, then (5.1) and (5.2) follow from the upper estimate. Thus
from now on we may assume that c > 0. Next we consider any positive integer n < R. Then
1
2π i
∫
|ξ |=R
F(ξ)dξ
ξ(ξ − 1) · · · (ξ − n) =
∞∑
k=1
ck
2π ik!(rk)
∫
|ξ |=R
ξ(ξ − 1) · · · (ξ − k + 1)dξ
ξ(ξ − 1) · · · (ξ − n) .
Upon applying Cauchy’s integral formula, we see that
1
2π i
∫
|ξ |=R
F(ξ)dξ
ξ(ξ − 1) · · · (ξ − n) =
cn
n!(rn) .
The Mean Integral Value Theorem implies that there is z0 with |z0| = R such that
R|F(z0)|
|z0(z0 − 1) · · · (z0 − n)| =
|cn|
n!(rn) .
Hence,
MF(R) = max|z|=R
∣∣F(z)∣∣ |cn|(R − 1) · · · (R − n)
n!(rn) =
|cn|(R)
(n+ 1)(rn)(R − n),
whenever n < R. Let n(R) denote the integer part of ωRρ , where ω = cρr−ρr . Since 0 < ρ < 1, we find that n(R),
for large enough R, is a positive integer and n(R) < R. Thus using the above display for n = n(R) and large enough
R, we obtain:
MF(R)
|cn(R)|(R)
(ωRρ + 1)(rωRρ)(R −ωRρ) .
Taking logarithms and applying Lemma 5.1 (i), we obtain:
lnMF(R) ln|cn(R)| + ln(R)− ln(R −ωRρ)− ln(ωRρ)− ln(rωRρ)+ O(lnR).
Simplifying, we see that
lnMF(R) ln|cn(R)| − (R −ωRρ) ln(R −ωRρ)+R lnR +ωRρ(r − ln c)+ O(lnR),
as R tends to ∞. Since limn→∞|cn|1/n = c and n(R) is the integer part of ωRρ , there is an unbounded set S contained
in (0,∞) such that ln|cn(R)| = ω(ln c)Rρ + o(Rρ) as R tends to ∞ and R ∈ S. Moreover, if |cn|1/n → c, then
ln|cn(R)| = ω(lnc)Rρ + o(Rρ) as R tends to ∞. Taking into account that
(R −ωRρ) ln(R −ωRρ) = R lnR −ωRρ lnR −ωRρ + O(R2ρ−1) as R → ∞,
we conclude that
lnMF(R) (r + 1)r−ρrcρRρ + o(Rρ) = τRρ + o(Rρ) as R → ∞,
and R in S, or just as R tends to ∞ if |cn|1/n → c. Hence
lim
R→∞
lnMF(R)
Rρ
 τ, or lim
R→∞
lnMF(R)
Rρ
 τ if |cn|1/n → c,
which along with (5.5) implies (5.1), or (5.2) if |cn|1/n → c. The proof is complete. 
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Proposition 5.3. Let V r , r > 0, be the Riemann–Liouville operator and let W be a bounded operator acting on
Lp[0,1], 1 p ∞, that commutes with V . Then
lim|z|→∞
ln‖(I + V rW)z‖p
|z|1/(r+1)  (r + 1)r
−r/(r+1)R1/(r+1),
where R is the spectral radius of W .
Proof. First observe that for any complex number z, the function ϕ(w) = (1 + w)z is analytic, at least, on the disk
|w| < 1. Thus, since V rW is quasinilpotent, it makes sense to consider (I +V rW)z. The Taylor series of ϕ along the
fact that {V t : t  0} is a semigroup yields:
(I + V rW)z = I +
∞∑
n=1
z(z − 1) · · · (z − n+ 1)
n! W
nV rn.
Using Proposition 3.1, we have:
∥∥(I + V rW)z∥∥
p
 1 +
∞∑
n=1
|z(z − 1)· · ·(z − n+ 1)|
n!(rn+ 1) ‖W
n‖p  1 + F
(−|z|) 1 +MF (|z|),
where F(z) is the function that appears in Theorem 5.2 with cn = (−1)n‖Wn‖p/(rn) for each positive integer n.
Therefore, Theorem 5.2 along the fact |cn|1/n → R implies that
lim|z|→∞
ln‖(I + V rW)z‖p
|z|1/(r+1)  lim|z|→∞
lnMF(|z|)
|z|1/(r+1) = (r + 1)r
−r/(r+1)R1/(r+1),
which is the desired inequality. 
The following step to prove Theorem 1.2 is to compare ‖T z‖ with the norm of more manageable operators.
Lemma 5.4. Let V r , r > 0, be the Riemann–Liouville operator and let W be a bounded quasinilpotent operator on
Lp[0,1] with 1  p ∞, that commutes with V and set ρ = 1/(r + 1). Then for each complex number λ = 0 and
each f in Lp[0,1], we have:
ln
∥∥(I + V r(λI +W))z∥∥
p
= ln∥∥(I + V r)λz∥∥
p
+ o(|z|ρ)= ln∥∥(I − V r)−λz∥∥
p
+ o(|z|ρ),
ln
∥∥(I + V r(λI +W))zf ∥∥
p
= ln∥∥(I + V r)λzf ∥∥
p
+ o(|z|ρ)= ln∥∥(I − V r)−λzf ∥∥
p
+ o(|z|ρ),
as |z| → ∞.
Proof. First observe that I + V r(λI +W) = (I + V r)λT1 = (I − V r)−λT2, where
T1 = (I + V r)−λ
(
I + V r(λ+W)) and T2 = (I − V r)λ(I + V r(λ+W)).
By means of Corollary 3.3, one easily sees that Tj = I + WjV r , where Wj , j = 1,2, is a bounded quasinilpotent
operator acting on Lp[0,1] that commutes with V . This implies that the operators T1 and T2 are invertible. Since
(I + V r(λ+W))z = T z1 (I + V r)λz = T z2 (I − V r)−λz, we see that
‖T −z1 ‖−1p
∥∥(I + V r)λz∥∥
p

∥∥(I + V r(λ+W))z∥∥
p
 ‖T z1 ‖p
∥∥(I + V r)λz∥∥
p
and
‖T −z2 ‖−1p
∥∥(I − V r)−λz∥∥
p

∥∥(I + V r(λ+W))z∥∥
p
 ‖T z2 ‖p
∥∥(I − V r)−λz∥∥
p
,
for each complex number z. Since W1 and W2 are quasinilpotent, it follows from Proposition 5.3, that
ln‖T ±zj ‖p = o(|z|ρ) as z → ∞ for j = 1,2. Thus the first statement of the lemma is proved. The proof of the
second statement is similar. 
158 S. Bermudo et al. / J. Math. Pures Appl. 89 (2008) 145–1735.3. The operator I − V r . Upper estimates
We begin by obtaining upper estimates of ‖(I − V r)−z‖p . We need the following lemma due to Szegö, see
[12, p. 267], which provides sharp estimates for certain functions related to I − V r .
Lemma 5.5. Assume that r > 0 and consider the functions:
P rn (u) =
n∑
j=1
(−1)j n!u
jr−1
j !(n− j)!(jr) for n 1.
Then for fixed ω > 0 and n−1/r < x < ω, we have:
P rn (x) =
√
2
πρ
(nr)ρ/2x−(ρ+1)/2
[(
1 + o(1)) exp
(
iπρ/2 + n
k∑
j=1
νjη
j
)]
,
as n → ∞, where ρ = (r + 1)−1, k is the integer part of 1 + 1/r , η = (x/n)rρ and νj , 1 j  k, depends only on r
with ν1 = (r + 1)r−ρreiπρ .
Proposition 5.6. Let V r , r > 0, be the Riemann–Liouville operator acting on Lp[0,1], 1  p  ∞. Then, for
−π  β  π , we have:
lim
x→∞
ln‖(I − V r)−xeiβ‖p
x1/(r+1)
 (r + 1)r−r/(r+1) cos+
(
β/(r + 1)).
Proof. Set ρ = 1/(r + 1) and τ = (r + 1)r−r/(r+1) and for each complex number z consider Fz : [0,1] → C
defined by:
Fz(u) =
∞∑
n=1
z(z + 1) · · · (z + n− 1)urn−1
n!(rn) .
The key point of the proof is that the above function is related to the operator Tz = (I − V r)−z − I in the following
way:
Tzf = f  Fz for each f ∈ Lp[0,1],
which is easily checked. According to (3.2), we have ‖Tz‖p  ‖Fz‖1 for each complex number z, and thus∥∥(I − V r)−xeiβ∥∥
p
 ‖Txeiβ‖p + 1 ‖Fxeiβ‖1 + 1 for each x > 0.
Therefore, the required estimate will be proved once we have shown that
lim
x→∞
ln‖Fxeiβ‖1
xρ
 τ cos+(ρβ).
We can ignore the constant 1 because the right-hand side above is non-negative. Proceeding by contradiction,
if the above estimate fails to be true, then there is δ > τ cos+(ρβ) and a sequence {xn}n0 of positive num-
bers strictly increasing to ∞ such that e−δxρn ‖Fxneiβ‖1 → ∞ as n → ∞. For each 0  a  1 and ε > 0, we set
Ja,ε = [0,1] ∩ [a − ε, a + ε]. Since the sequence {e−δxρn ‖Fxneiβ‖1} is not bounded, a standard argument shows that
there is 0 a  1 such that for each ε > 0 the sequence {e−δxρn ‖Fxneiβ‖L1(Ja,ε)} is not bounded. We will distinguish
two cases:
Case a = 0. In this case, we clearly have:
‖Fz‖L1[0,ε] 
∞∑ |z|(|z| + 1) · · · (|z| + n− 1)εrn
n!(rn)rn = F
(−|z|)= MF (|z|),n=1
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F(z) =
∞∑
n=1
(−εr)nz(z − 1) · · · (z− n+ 1)
n!(rn)rn .
Upon applying Theorem 5.2, we see that F has order ρ and type τεrρ . Thus if we take 0 < ε < 1 with τερr < δ, then,
since ‖Fz‖L1[0,ε] MF(|z|), the sequence {e−δx
ρ
n ‖Fxneiβ‖L1[0,ε]} tends to zero, which is a contradiction.
Case a > 0. Upon applying the Banach–Steinhaus theorem [29], we see that for each ε > 0, there is
g ∈ L∞[0,1] such that supp(g) is contained in Ja,ε and the sequence {e−δxρn 〈Fxneiβ , g〉} is not bounded. We set
γ = sup supp(g) a + ε and consider:
F(z) = 〈Fz,g〉 =
∞∑
n=1
cnz(z + 1) · · · (z+ n− 1)
n!(rn) where cn =
γ∫
0
g(u)urn−1 du.
The linear change of variables t = 1 − u/γ in the integral above yields:
cn = γ rn
1∫
0
h(t)(1 − t)rn−1 dt,
where h(t) = g(γ −γ t). It is clear that inf supp(h) = 0. Thus using the sequential part of Lemma 4.1 with an = rn−1,
we find that limn→∞|cn|1/n = γ r . Upon applying Theorem 5.2 again, we see that F has order ρ and type τγ rρ .
Now observe that F−n(t) = P rn (t), where P rn (t) are the functions in Lemma 5.5. In particular, for 0 < ε < a,
it follows that
ln‖F−n‖L1(J (a,ε))  τ cos(πρ)rρnρ + o(nρ) as n → ∞,
where
 =
{
a + ε, if r  1;
a − ε, if r < 1.
Therefore, from the fact that |F(−n)| ‖g‖∞‖F−n‖L1(Ja,ε), it follows that
lim
n→∞
ln|F(−n)|
nρ
 τrρ cos(πρ)
and, by Lemma 2.6, we have hF (π)  τrρ cos(πρ). Using Proposition 2.1 (ii) for α1 = 0, α2 = β and α3 = π if
β  0 and α1 = −π , α2 = β and α3 = 0 if β < 0, we see that
hF (β)
hF (π) sin(ρ|β|)+ hF (0) sin(ρ(π − |β|))
sin(πρ)
.
Therefore, since hF (π) τrρ cos(πρ) and hF (0) τγ rρ cos(πρ), we obtain:
hF (β) τ
rρ sin(ρ|β|)+ γ rρ sin(ρ(π − |β|))
sin(πρ)
.
As ε tends to zero, γ and  tend to a and, therefore, hF (β)  τarρ cos(ρβ) + o(1). Since 0 < a  1
and δ > τ cos+(ρβ), we find that for ε small enough hF (β) < δ, which contradicts the unboundedness of
{e−δxρn F (xneiβ)} = {e−δxρn 〈Fxneiβ , g〉}. The result is proved. 
5.4. The operator I − V r . Lower estimates
Obtaining the lower estimate for ‖(I −V r)−z‖p is considerably subtler than obtaining the upper one. We need the
following theorem by K. Ball, see [2].
Ball’s theorem. Let {xn}n0 be a sequence in a Banach space B and let {an}0 be a summable sequence of non-
negative numbers. Then, given ε > 0 there exists g ∈ B such that ‖g‖  ε +∑∞n=0 an and |〈g,xn〉|  an‖xn‖ for
each n 0.
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then there is g ∈ Lq [0,1] with 1/p + 1/q = 1, such that
lim
n→∞
(
(rn)
∣∣〈V rnf,g〉∣∣)1/n = 1 and (5.6)
∣∣〈(I − V r)nf, g〉∣∣ ‖(I − V r)nf ‖p
(|n| + 1)2 for each n ∈ Z. (5.7)
Proof. By Lemma 4.2,
lim
n→∞
(
(rn)‖V rnf ‖p
)1/n = 1. (5.8)
By Ball’s theorem, there is g in Lq [0,1] such that∣∣〈V rnf,g〉∣∣ (n+ 1)−2‖V rnf ‖p for n 0,∣∣〈(I − V r)nf,h〉∣∣ (|n| + 1)−2∥∥(I − V r)nf ∥∥
p
for n ∈ Z. (5.9)
The above display implies that (5.7) holds. In addition, observe that (5.8) and (5.9) imply that
lim
n→∞
(
(rn)
∣∣〈V rnf,g〉∣∣)1/n  1.
On the other hand, since |〈V rnf,g〉| ‖V rn‖p‖f ‖p‖g‖q , it follows from Proposition 3.1 that
lim
n→∞
(
(rn)
∣∣〈V rnf,g〉∣∣)1/n  1,
which completes the proof. 
Next lemma provides a preliminary lower estimate for ‖(I − V r)z‖p .
Lemma 5.8. Let V r , r > 0, be the Riemann–Liouville operator. If f ∈ Lp[0,1], 1  p ∞, is different from zero,
then
lim
|z|→∞
ln‖(I − V r)zf ‖p
|z|ρ  0.
Proof. Clearly, 0  ε = inf supp(f ) < 1. Take ε < δ < 1 and consider the operators Tε,δ , Pδ and V rε,δ furnished by
Lemma 4.3 and set h = Tε,δPδf , which clearly belongs to Lp[0,1] and is different from zero, since inf supp(h) = 0.
By Lemma 4.3, for each complex number z, we have:
(I − V rε,δ)zf = T −1ε,δ
(
I − (δ − ε)rV r)zTε,δf.
Since Tε,δ is an isometric isomorphism from Lp[ε, δ] onto Lp[0,1], we have:∥∥(I − V r)zf ∥∥
p

∥∥(I − V rε,δ)zf ∥∥Lp[ε,δ] = ∥∥(I − (δ − ε)rV r)zh∥∥p. (5.10)
We set ρ = (r + 1)−1 and take g ∈ Lq [0,1], 1/p + 1/q = 1, with |〈h,g〉| = 1. Now, observe that under the isometry
(Uf )(x) = f (1 − x) the adjoint V r = (V r) is similar to V r acting on Lq [0,1]. Thus, by Proposition 5.3 with
W = −(δ − ε)rI , we obtain:
lim|z|→∞
ln‖(I − (δ − ε)rV r )−zg‖q
|z|ρ  (r + 1)r
ρr (δ − ε)ρr .
By denoting the last quantity by σ , we see that ‖(I − (δ − ε)rV r )−zg‖q  e2σ |z|ρ for large enough |z|. Therefore,
using Hölder’s inequality in the second inequality below, for large enough |z|, we have:
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= |〈h, (I − (δ − ε)
rV r)z(I − (δ − ε)rV r)−zg〉|
‖(I − (δ − ε)rV r)−zg‖q
= |〈(I − (δ − ε)
rV r)zh, (I − (δ − ε)rV r )−zg〉|
‖(I − (δ − ε)rV r )−zg‖q
 ‖(I − (δ − ε)rV r)zh‖p,
which along (5.10) shows that
lim
|z|→∞
ln‖(I − V r)zf ‖p
|z|ρ −2σ.
Since σ tends to zero as δ tends to ε, the desired result follows. 
The following theorem is like a particular case of Theorem 1.2.
Theorem 5.9. Let V r , r > 0, be the Riemann–Liouville operator. If f ∈ Lp[0,1], 1 p ∞, with inf supp(f ) = 0,
then for −π  β  π , we have:
lim
x→∞
ln‖(I − V r)−xeiβ f ‖p
x1/(r+1)
= (r + 1)r−r/(r+1) cos+
(
β/(r + 1)).
Proof. In view of Proposition 5.6, we need only prove that
lim
x→∞
ln‖(I − V r)−xeiβ f ‖p
x1/(r+1)
 (r + 1)r−r/(r+1) cos+
(
β/(r + 1)).
In order to prove the above inequality, it suffices to show that it is satisfied for p = 1, that is,
lim
x→∞
ln‖(I − V r)−xeiβ f ‖1
x1/(r+1)
 (r + 1)r−r/(r+1) cos+
(
β/(r + 1)). (5.11)
To this end, let g ∈ L∞[0,1] be the function furnished by Lemma 5.7. Then, we consider the entire function,
F(z) = 〈(I − V r)−zf, g〉, (5.12)
whose series expansion is:
F(z) = 〈f,g〉 +
∞∑
n=1
cn
z(z + 1) · · · (z + n− 1)
n!(rn) , where cn = (rn)〈V
rnf,g〉.
First of all, we will determine the indicator function hF . As usual we set ρ = (r + 1)−1 and τ = (r + 1)r−rρ .
By Lemma 5.7, we have |cn|1/n → 1 and, therefore, by Theorem 5.2 applied to F(−z), we find that F has order ρ
and type τ , and moreover
lim
R→∞
lnMF(R)
Rρ
= τ.
From (5.12), the Cauchy–Schwarz inequality along with Proposition 5.6 implies that
hF (θ) τ cos+(ρθ) for |θ | π. (5.13)
If we set θ0 = min{π,π(r + 1)/2}, then Lemma 2.7 along formula above shows that
hF (θ) = τ cos(ρθ) for |θ | θ0. (5.14)
If r  1, we have θ0 = π and, therefore, the indicator function hF is determined by the formula above. If r < 1, we can
apply Lemmas 5.8 and 5.7, see (5.7), to see that
lim
ln|F(−n)|
ρ
 0. (5.15)n→∞ n
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Therefore, by Proposition 2.1 (iii), we find that hF (θ) 0 for each 0 θ  2π . Thus because of (5.13) and (5.14), it
follows that
hF (θ) = τ cos+(ρθ) for |θ | π. (5.16)
Therefore, it must be limn→∞ ln|F(−n)|/nρ = 0 = hF (π) whenever r < 1 and, by Proposition 2.4, we have that F
is of completely regular growth in the direction of θ = π whenever r < 1.
Now, we will show that F is of completely regular growth in the direction of θ = 0. To this end, for each x > 0,
we take a point zx in the disk |z| x at which |F(z)| attains its maximum, that is, |F(zx)| = MF(x) and, of course,
|zx | = x. In particular,
lim
x→∞
ln|F(zx)|
xρ
= τ. (5.17)
We claim that |zx − x| = o(x) as x → ∞. Indeed, if this is not the case, then there is a sequence {xn} increasing to
∞ and 0 < θ  π such that zxn belongs to the angle A(θ,2π − θ). Using (5.14) or (5.16) and Proposition 2.1 (i), the
type of F in the angle A(θ,2π − θ) equals to τ cos(ρθ). Hence
lim
n→∞
ln|F(zxn)|
x
ρ
n
 τ cos(ρθ) < τ,
which contradicts (5.17) and thus |zz − x| = o(x) as x → ∞. By Proposition 5.3, we have ln‖(I − V r)x−zx f ‖1 =
o(xρ) as x → ∞. Consequently,
ln
∥∥(I − V r)−zx f ∥∥1  ln∥∥(I − V r)−xf ∥∥1 + ln∥∥(I − V r)x−zx∥∥1
= ln∥∥(I − V r)−xf ∥∥1 + o(xρ) as x → ∞.
Since from (5.12) we have |F(zx)| ‖g‖∞‖(I − V r)−zx f ‖1, it follows from (5.17) that
lim
x→∞
ln‖(I − V r)−xf ‖1
xρ
 τ,
which along Proposition 5.6 shows that the above inequality is in fact an equality, that is,
lim
x→∞
ln‖(I − V r)−xf ‖1
xρ
= τ.
Using (5.12) and Lemma 5.7, (5.7), one easily sees that limn→∞ ln|F(n)|/nρ = τ , which shows, by Proposition 2.4,
that F is of completely regular growth in the direction θ = 0. In particular, we have from Proposition 2.3 that F is
of completely regular growth in each direction θ ∈ (−θ0, θ0) and in any direction θ ∈ (−π,−θ0) ∪ (θo,π) whenever
r < 1, that is, θ0 < π . We will distinguish two cases:
Case β = θ0. As already shown, F is of completely regular growth in the direction θ = β . By Proposition 2.4 and
(5.16), there is a sequence {rn} of positive numbers strictly increasing to ∞ with rn+1 − rn = o(rn) as n → ∞ such
that
lim
n→∞
ln|F(rneiβ)|
r
ρ
n
= τ cos+(ρβ).
Now for x > 0, we set ϕ(x) = infrnx{rn}. Clearly, ϕ(x) x for each x > 0, limx→∞ ϕ(x)/x = 1, and
lim
x→∞
ln|F(ϕ(x)eiβ)|
xρ
= τ cos+(ρβ). (5.18)
On the other hand, we have:∣∣F (ϕ(x)eiβ)∣∣ ‖g‖∞∥∥(I − V r)−ϕ(x)eiβ f ∥∥1
 ‖g‖∞
∥∥(I − V r)(x−ϕ(x))eiβ∥∥1∥∥(I − V r)−xeiβ f ∥∥1.
Since ϕ(x)−x = o(x) as x → ∞, by Proposition 5.3 we have ln‖(I −V r)(x−ϕ(x))eiβ‖1 = o(xρ) as x → ∞. Therefore,
the last display and (5.18) implies that
lim
ln‖(I − V r)−xeiβ f ‖1
ρ
 τ cos+(ρβ),x→∞ x
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Case |β| = θ0. We take ε > 0 and −π ψ  π with |ψ | = θ0 and |eiψ − eiβ | < ε. Then Proposition 5.3 shows that
lim
x→∞
ln‖(I − V r)x(eiβ−eiψ)‖1
xρ
 τ |eiβ − eiψ | τε.
Since ψ is under the conditions of the previous case, we find that
lim
x→∞
ln‖(I − V r)−xeiψ f ‖1
xρ
= τ cos+(ρψ).
Therefore, using that ‖(I − V r)−xeiψ f ‖1  ‖(I − V r)x(eiβ−eiψ)‖1‖(I − V r)−xeiβ f ‖1, one easily obtains:
lim
x→∞
ln‖(I − V r)−xeiβ f ‖1
xρ
 τ cos+(ρψ)− τε.
Since ε was arbitrary, the desired inequality (5.11) follows. 
5.5. Proof of Theorem 1.2
We are in position to prove Theorem 1.2.
Proof of Theorem 1.2. First we prove (1.3). As usual we set ρ = (r + 1)−1. We may suppose that f = 0, that is,
0  ε = inf supp(f ) < 1. Let V rε,1 and Tε,1 be the operators furnished by Lemma 4.3. By Corollary 3.3, the space
Lp[ε,1] is invariant under W . Let Wε denote the restriction of W to Lp[ε,1] and S = (1 − ε)−rTε,1WεT −1ε,1 . It is
easy to check that S is a bounded quasinilpotent operator on Lp[0,1] that commutes with V . By Lemma 4.3, for each
non-negative n, we have:
T nf = (I + V rε,1(λI +Wε))nf = T −1ε,1 (I + V r(λ(1 − ε)r + S))ng,
where g = Tε,1f , which clearly satisfies inf supp(g) = 0. Since Tε,1 is an isometric isomorphism, we find that
‖T nf ‖p = ‖(I + V r(λ(1 − ε)r + S))ng‖p for each non-negative n. Upon applying Lemma 5.4, we obtain:
ln‖T nf ‖p = ln
∥∥(I − V r)−λn(1−ε)r g∥∥
p
+ o(nρ) as n → ∞.
If we set β = argλ, then Theorem 5.9 yields
lim
n→∞
ln‖T nf ‖p
nρ
= lim
n→∞
ln‖(I − V r)−λn(1−ε)r g‖p
nρ
= |λ|ρ(1 − ε)rρ lim
x→∞
ln‖(I − V r)−xeiβ g‖p
xρ
= |λ|ρ(1 − ε)rρ(r + 1)r−rρ cos+(ρβ),
which proves (1.3).
To prove (1.4) observe that (1.3) immediately shows that
lim
n→∞
ln‖T n‖p
nρ
 (r + 1)|λ|ρr−rρ cos+
(
β/(r + 1)).
On the other hand, applying Lemma 5.4 and Theorem 5.9, we obtain:
lim
n→∞
ln‖T n‖p
nρ
= lim
n→∞
ln‖(I − V r)−λn‖p
nρ
 |λ|ρ lim
x→∞
ln‖(I − V r)−xeiβ‖p
xρ
 (r + 1)|λ|ρr−rρ cos+
(
β/(r + 1)).
The proof of Theorem 1.2 is now complete. 
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In some sense Theorem 1.3 provides finer estimates on the norms of the orbits, which will be reflected in the more
delicate arguments of its proof.
For each positive integer k and 1  p ∞, we denote by Wp,k0 [0,1] the space of functions f in Ck−1[0,1]
such that f (k−1) is absolutely continuous, f (k) ∈ Lp[0,1] and f (j)(0) = 0 for 0 j < k. We also set Wp,∞0 [0,1] =⋂∞
k=1Wp,k0 [0,1]. In the following two propositions the agreement k + 1 = ∞ when k = ∞ is used.
Proposition 6.1. Assume that g is in L1[0,1] and f is inWp,k0 [0,1] with 1 p ∞, where k is a positive integer or
∞. Then f g is inWp,k0 [0,1]. Furthermore, (f g)(j) = f (j) g and ‖(f g)(j)‖p  ‖g‖1‖f (j)‖p for 0 j < k+1.
Proof. If h is absolutely continuous on [0,1], then the chain rule shows that
h  g(x) =
x∫
0
h(x − t)g(t)dt,
is absolutely continuous and
(h  g)′(x) = h(0)g(x)+
x∫
0
h′(x − t)g(t)dt = h(0)g(x)+ (h′  g)(x).
The result follows easily from the previous observation and (3.2). 
The Laguerre polynomials are closely related to the iterates (I − cV )n. Recall that the Laguerre polynomial
L
(α)
n (x), see [33, p. 100], of index α > −1 and degree n can be defined as
L(α)n (x) =
n∑
ν=0
(
n+ α
n− ν
)
(−x)ν
ν! . (6.1)
They also satisfy:
∞∫
0
e−xxα
(
L(α)n (x)
)2 dx = (α + 1)(n+ α
α
)
for n 0 (6.2)
for each α > −1, see [33, p. 100]. The Laguerre polynomials are the key to prove the next result that relates the growth
of the norm of the iterates (I − cV )nf to that of the norms of the derivatives of f .
Proposition 6.2. Let V be the Volterra operator and assume that c > 0. If f is in W2,k0 [0,1], where k is a positive
integer or ∞, then∥∥V (I − cV )nf ∥∥2  ec/2c−(j+1)/2n−j/2‖f (j)‖2, for 0 j < k + 1 and n 0.
Proof. Using (6.1), one easily checks that
V (I − cV )nf = V j+1(I − cV )nf (j) = (V j (L(0)n (cx)))  f (j) (6.3)
for 0 j < k + 1 and each non-negative integer n. A linear change of variables shows that∥∥V j (L(0)n (cx))∥∥2 = c−j−1/2∥∥V j (L(0)n (x))∥∥L2[0,c].
Thus applying Proposition 6.1 to (6.3), we see that the result will be proved as soon as we show that ‖V jL(0)n ‖L2[0,c] =
‖V j (L(0)n (x))‖L2[0,c]  ec/2ck/2n−k/2. Using (6.1), one easily sees that
(V jL(0)n )(x) =
xjn!
L
(j)
n (x) for n, j  0.(n+ j)!
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(
(n+ j)!
n!
)2
‖V jL(0)n ‖2L2[0,c] =
c∫
0
x2j
(
L
(j)
n (x)
)2 dx  eccj
c∫
0
xj e−x
(
L
(j)
n (x)
)2 dx.
Using (6.2), we have:
‖V jL(0)n ‖2L2[0,c] < eccj
(
n!
(n+ j)!
)2 ∞∫
0
xje−x
(
L
(j)
n (x)
)2 dx = eccjn!
(n+ j)!  e
ccjn−j .
Thus, the required estimate on ‖V jL(0)n ‖L2[0,l] holds and the result is proved. 
Remark 2. One might think that the inequality ‖V jL(0)n ‖L2[0,c]  ec/2cj/2n−j/2, provided in the proof of
Proposition 6.2, could be obtained from asymptotic estimates for the Laguerre polynomials, see [33, Chapter 8],
but in such a case there would appear an undetermined constant depending on j , even for c = 1.
Proposition 6.3. Let V be the Volterra operator. For each c > 0 and each non-zero f in L2[0,1], the function
‖(I + cV )−xf ‖2, x ∈ R, is strictly decreasing.
Proof. It is enough to check that the derivative of G(x) = 〈(I + cV )xf, (I + cV )xf 〉 is always positive. We have:
G′(x) = 〈ln(I + cV )g,g〉+ 〈g, ln(I + cV )g〉= 〈T g,g〉,
where g = (I + cV )xf and T = ln(I + cV ) + ln(I + cV ). Since T is self-adjoint, it is enough to prove that T is a
strictly positive operator. The Taylor expansion of ln(1 + t) shows that
T =
∞∑
n=1
(−1)n−1cn(V n + V ∗n)
n
,
which along the formula
(
(V n + V ∗n)h)(x) = 1
(n− 1)!
1∫
0
|x − y|n−1h(y)dt, h ∈ L2[0,1],
and an easy computation yields:
(T h)(x) =
1∫
0
ϕ
(
c(x − y))h(y)dy,
where ϕ(t) = (1 − e−|t |)/|t |. Now, it is elementary to check that the inverse Fourier transform of ϕ is given by:
ψ(t) = 1
2π
∞∫
−∞
ϕ(x)eitx dx = 1
2π
ln
t2 + 1
t2
,
which is strictly positive for each t ∈ R \ {0}. Taking into account that
ϕ(x) =
∞∫
ψ(t)e−ixt dt for each x ∈ R,
−∞
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〈T h,h〉 =
1∫
0
1∫
0
h(x)h(y)ϕ
(
c(x − y))dx dy
=
1∫
0
1∫
0
∞∫
−∞
h(x)h(y)e−ict (x−y)ψ(t)dt dx dy.
Fubini’s theorem shows that
〈T h,h〉 =
∞∫
−∞
ψ(t)
1∫
0
h(x)e−ictx dx
1∫
0
h(y)eicty dy dt
=
∞∫
−∞
ψ(t)
∣∣∣∣∣
1∫
0
h(x)e−ictx dx
∣∣∣∣∣
2
dt,
which is positive for h different from zero, since ψ is positive. The result is proved. 
The formula,
e−x
x∫
0
et f (t)dt =
∞∑
n=0
x∫
0
(t − x)n
n! f (t)dt
=
∞∑
n=1
(−1)n−1(V nf )(x)
= (I − (I + V )−1)f (x),
due to Pedersen [1, p. 15], shows that I − V = M−1(I + V )−1M , where M is the operator of multiplication by e−x .
The result can be generalized as follows.
Proposition 6.4. Assume that c > 0 and z is a complex number. Then
(I − cV )z = Mc(I + cV )−zM−1c ,
where Mc is the operator of multiplication by e−cx . Furthermore,
e−c
∥∥(I + cV )−zf ∥∥
p

∥∥(I − cV )zf ∥∥
p
 ec
∥∥(I + cV )−zf ∥∥
p
for f ∈ Lp[0,1]. (6.4)
Proof. Clearly an analogous argument as the one for z = c = 1 also works for z = 1 and c > 0. Consequently,
Tz = (I − cV )z and Sz = Mc(I + cV )−zM−1c coincide whenever z is an integer. In addition, by Proposition 5.3, the
operator valued entire functions z → Tz and z → Sz have order at most 1/2. Since there is only such an entire function
taking prescribed values on the integers, the first statement of the proposition follows. Finally, the inequalities in (6.4)
follow from the trivial equalities ‖Mc‖p = 1 and ‖M−1c ‖p = ec. 
The following lemma about sequences is crucial in the proof of Theorem 1.3.
Lemma 6.5. For each positive decreasing sequence {an}∞n=1 for which
∞∑
n=1
lnan
n3/2
> −∞, (6.5)
there corresponds a sequence {Mn}∞ of positive numbers satisfying:n=0
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(ii) ∑∞n=0 MnMn+1 < ∞,
(iii) γn = O(an), where γn = mink0 Mkn(k+1)/2 for n 0.
Proof. Without loss of generality, we may assume that a1 < 1. For real x let [x] denote its integer part. For each
positive integer k, set nk = [− log2 a4k+2 ] + 1. First define {αk}k0 as follows:
αk =
{
2−1 if 0 k  n1,
2−j if
∑j−1
l=1 nl  k <
∑j
l=1 nl and j  2.
(6.6)
We shall prove that
Mn =
n∏
k=0
α−1k ,
satisfy (i) through (iii).
First, (i) follows immediately, since MnMn+2/M2n+1 = αn+1/αn+2  1.
Since Mn/Mn+1 = αn+1, to show that (ii) is satisfied, it is enough to show that
∞∑
k=1
αk =
∞∑
k=1
nk
2k
< ∞
or, what is the same,
∞∑
k=1
|log2 a4k+2 |
2k
< ∞. (6.7)
Since {an} is decreasing, using (6.5), we have:
∞ >
∞∑
n=1
|log2 an|
n3/2
>
∞∑
k=1
4k+3∑
n=4k+2+1
|log2 an|
n3/2
>
∞∑
k=1
4k+3∑
n=4k+2+1
|log2 a4k+3 |
(4k+3)3/2
=
∞∑
k=1
3 · 4k+2|log2 a4k+3 |
(4k+3)3/2
= 3
16
∞∑
k=1
|log2 a4k+3 |
2k+1
,
which proves (6.7) and, therefore, (ii) is satisfied.
It remains to prove that (iii) holds. Let n be a positive integer and set βk(n) = Mk/n(k+1)/2 for each non-negative
integer k. Then, we have:
βk(n)
βk−1(n)
= Mk√
nMk−1
= 1
αk
√
n
for k  1.
Let k(n) be the maximum non-negative integer k for which αk  n−1/2. Then βk(n)/βk−1(n)  1 for k  k(n) and
βk(n)/βk−1(n) > 1 for k > k(n). In other words, Mk/n(k+1)/2 attains its minimum at k(n), that is,
γn = min Mk(k+1)/2 =
Mk(n)
(k(n)+1)/2 . (6.8)k0 n n
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k(n) = −1 +
j∑
l=1
nl for 4j  n < 4j+1 and j  1.
Therefore, from (6.8), we have:
γn = n−(n1+···+nj )/2
n1+···+nj−1∏
l=0
1
αl
for 4j  n < 4j+1 and j  1.
Using (6.6) again, for 4j  n < 4j+1 and each positive integer j , we obtain:
γn = n−(n1+···+nj )/22n1+2n2+···+jnj  2(1−j)n1+(2−j)n2+···+(−1)nj−1  2−nj−1 .
Since nj−1 > − log2 a4j+1 , we find that
γn  2−nj−1  a4j+1  an for 4j  n < 4j+1 and j  1.
Therefore, it follows that (iii) is also satisfied and the result is proved. 
We will also need a result about the Hardy space of the upper half-plane. Recall that the Hardy space of the upper
half-plane H2(Π) consists of those functions f analytic on the upper half plane Π for which the norm,
‖f ‖2H2(Π) = sup
y>0
∞∫
−∞
∣∣f (x + iy)∣∣2 dx,
is finite, see [28, p. 372]. The boundary values of a function in H2(Π) cannot vanish on a set of positive Lebesgue
measure, without being the zero function. The following proposition, [5, Chap. 11] or [14, p. 133], is well known.
Proposition 6.6. If f ∈H2(Π) is different from 0, then
∞∫
−∞
ln|f (x)|
1 + x2 dx > −∞.
We have all the tools at hand to prove Theorem 1.3.
Proof of Theorem 1.3. Recall that X denotes the set of decreasing sequences {an} of positive numbers satisfying
(6.5). First, consider a non-zero f in Lp[0,1]. We have to find a sequence {an} in X satisfying an  ‖(I − cV )nf ‖p
for each positive integer n. To this end, consider the entire function F defined by:
F(z) = 〈(I + cV )−z2(I + cV )−z2V 3f,V 3f 〉
L2[0,1].
Since |F(z)| ‖V 3f ‖22‖(I + cV )−z
2‖22, Proposition 5.3 implies that F has finite exponential type. Clearly,∣∣F(x)∣∣= ∥∥(I + cV )−x2V 3f ∥∥22 for x ∈ R.
From Propositions 6.4 and 6.2, for k = 1, we see that
F(
√
n ) = ∥∥(I + cV )−nV 3f ∥∥22  e2c∥∥(I − cV )nV 3f ∥∥22  e3cc−2∥∥(V 2f )′∥∥22n−1.
Therefore, it follows that F(
√
n ) = O(n−1). Since F is even and, by Proposition 6.3, decreasing on [0,+∞), it fol-
lows that F(x) = O(x−2) as |x| → ∞. Hence, F ∈ L2(R). Since, as already observed, F has finite exponential type,
a theorem of Paley–Wiener, see [28, p. 375], implies that the Fourier transform of F has bounded support. Thus, we
may choose a > 0 in such a way that the support of the Fourier transform G(x) = eiaxF(x) is contained in [0,+∞).
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half-plane. Thus we may apply Proposition 6.6 to conclude that
∞∫
−∞
lnF(x)
1 + x2 dx =
∞∫
−∞
ln|G(x)|
1 + x2 dx > −∞.
Upon performing the change of variables x2 = y, we obtain:
∞∫
0
lnF(√y )√
y (1 + y) dy > −∞.
Since F is decreasing on [0,+∞), we have:
∞ >
∞∫
1
− lnF(√y )√
y(1 + y) dy =
∞∑
n=1
n+1∫
n
− lnF(√y )√
y(1 + y) dy >
∞∑
n=1
− lnF(√n )√
n+ 1(n+ 2) .
Therefore,
∞∑
n=1
lnan
n3/2
> −∞,
where an = e−c
√
F(
√
n ) = e−c‖(I + cV )−nV 3f ‖2. Clearly, {an} belongs to X. In addition, using Proposition 6.4 in
the second inequality below, we have:
an = e−c
∥∥(I + cV )−nV 3f ∥∥2
 e−c
∥∥(I + cV )−nVf ∥∥2

∥∥(I − cV )nVf ∥∥2

∥∥(I − cV )nf ∥∥
p
.
Thus, {an} is the required sequence in X.
Conversely, suppose now that {an} is a sequence in X. By Lemma 6.5, there is a sequence {Mn} of positive numbers,
satisfying (i) through (iii). Upon applying the Denjoy–Carleman theorem, see [24, p. 380], there is a non-zero function
g ∈ C∞(R) with compact support, such that ‖g(k)‖∞  ck/2Mk . Without loss of generality, we may assume that
inf supp(g) = 0. Let f be the restriction of g to [0,1]. Using Proposition 6.2, we obtain:∥∥(I − cV )nV 3f ∥∥
p

∥∥(I − cV )nV 2f ∥∥2
 ec/2 inf
k1
c−(k+1)/2 ‖(Vf )
(k)‖2
nk/2
= c−1ec/2 inf
k0
c−k/2 ‖f
(k)‖2
n(k+1)/2
 c−1ec/2 inf
k0
Mk
n(k+1)/2
.
Therefore, by Lemma 6.5 (iii), we obtain ‖(I −cV )nV 3f ‖p  Can for some constant C. Hence ‖(I −cV )nh‖p  an,
where h = V 3f/C = 0. Finally, by Proposition 6.1,∥∥(I − cV )n(h  g)∥∥
p
 ‖g‖1
∥∥(I − cV )nh∥∥
p
= O(an) for each g ∈ L1[0,1].
In particular, ‖(I − cV )nψ‖p = O(an) for any ψ in the range of the operator Thg = h  g acting on Lp[0,1]. By
Proposition 3.4, we find that Th has dense range in Lp[0,1] if p < ∞, which completes the proof of Theorem 1.3. 
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In this final section, we will apply the results in the previous sections to study the cyclicity of the operators in
Theorems 1.1, 1.2 and 1.3. Recall that an operator T acting on a Banach space B is cyclic if there is a vector x,
also called cyclic, such that the linear span of {T nx}n0 is dense in B. For instance, the Volterra operator is cyclic
with cyclic vector the constant function 1. The same is true for the Riemann–Liouville operator V r for each r > 0.
A stronger concept than cyclicity is supercyclicity, introduced by Hilden and Wallen [11]. An operator is said to
be supercyclic if there is x in B such that {λT nx: λ ∈ C, n = 0,1,2, . . .} is dense in B, see [23] for a survey on
supercyclic operators. If the density is considered with respect to the weak topology, then the operator is called weakly
supercyclic. Bayart and Matheron [3] have recently proved that even unitary operators, which are never supercyclic,
can be in fact weakly supercyclic. In [10], solving a question by Salas [30], it is proved that V is not supercyclic.
In [32], the last result is strengthened by introducing the new concept of antisupercyclicity. An operator T acting on
a Banach space B is antisupercyclic if for each x ∈ B either T nx = 0 for some positive integer n or the normalized
sequence {T nf/‖T n‖} tends weakly to zero. In particular, in [32, Theorem 3], it is proved that the Volterra operator
is antisupercyclic. Finally, in [25], it is proved that the Volterra operator is not even weakly supercyclic. Here we will
see that these results extend to most of the operators in Theorem 1.1, 1.2 and 1.3 and in particular to all operators of
the form ϕ(V ), where ϕ is a holomorphic function at zero.
The work in this section will rely heavily on the following theorem that provides sufficient conditions that ensure
that an operator fails to be weakly supercyclic and whose proof can be found in [25], see also [26].
Non-Weakly Supercyclicity Theorem. Let T be a bounded operator acting on a Banach space B. Assume that for
each non-zero f in B either T nf = 0 for some non-negative integer or there is a non-zero g ∈ B such that
∞∑
n=0
‖T ng‖1/2B
‖T nf ‖1/2B
< ∞.
Then T is not weakly supercyclic.
Theorem 7.1. Let V r , r > 0, be the Riemann–Liouville operator and assume that W is a bounded quasinilpotent
operator acting on Lp[0,1], 1 p < ∞, that commutes with V . Let T be equal to V r(I + W) or I + V r(λI + W),
where λ is a non-zero complex number with | argλ| < π(r + 1)/2. Then
(i) For 1 p < ∞, the operator T is not weakly supercyclic.
(ii) For 1 <p < ∞, the operator T is antisupercyclic.
Proof. As usual we set ρ = (r+1)−1. To prove (i), consider the isometric isomorphism Uf (x) = f (1−x) on the dual
space Lq [0,1], with 1/p + 1/q = 1, of Lp[0,1] and observe that (V r) = UV rU . Therefore, applying Theorems 1.1
and 1.2, for g ∈ Lq [0,1], we have:
lim
n→∞
(
(rn)
∥∥(V r(I +W))ng∥∥
q
)1/n = (sup supp(g))r ,
lim
n→∞
ln‖(I + V r(λI +W))ng‖q
nρ
= (r + 1)|λ|ρr−rρ(sup supp(g))rρ cos+(ρ argλ).
Let f ∈ Lp[0,1], with 1  p < ∞, be different from zero. It follows from Theorems 1.1 and 1.2 and the above
displays that it is enough to choose g ∈ Lq [0,1] such that sup supp(g) < 1 − inf supp(f ) to have that the summability
condition in the Non-Weakly Supercyclicity Theorem is satisfied. Therefore, (i) is proved.
To prove (ii), let f ∈ Lp[0,1], with 1 < p < ∞, be different from zero. Take g ∈ Lq [0,1], where 1/p + 1/q = 1,
with sup supp(g) < 1. We set ε = inf supp(f ) and take ε < δ < 1 with δ > sup supp(g). Let S be the compression
of T to Lp[ε, δ], that is, Sf = PδT = PδT Pδ , where Pδ is the projection defined in Lemma 4.3. Since f ∈ Lp[ε,1]
and g ∈ Lq [0, δ], we find that 〈T nf,g〉 = 〈Snf,g〉 and, therefore, |〈T nf,g〉| ‖f ‖p‖g‖q‖Sn‖ for each non-negative
integer. Applying Lemma 4.3, we find that S is isometrically similar to (δ − ε)rV r(I + W1) acting on Lp[0,1] if
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is a bounded quasinilpotent operator that commutes with V . Upon applying Theorem 1.1 or 1.2, we obtain:
lim
n→∞
∣∣(rn)〈T nf,g〉∣∣1/n  (δ − ε)r if T = V r(I +W),
limn→∞
ln|〈T nf,g〉|
nρ
 (r + 1)|λ|
ρ
rrρ(δ − ε)−rρ cos+(ρ argλ), if T = I + V
r(λI +W).
From Theorems 1.1 and 1.2 we see that, in any case 〈T nf,g〉 = o(‖T nf ‖p) as n → ∞. Therefore, 〈T nf/‖T nf ‖p, g〉
tends to zero as n goes to ∞ whenever g ∈ Lq [0,1] with sup supp(g) < 1. Since 1 < q < ∞, the set of the functions g
satisfying the latter property is dense in Lq [0,1]. Hence {T nf/‖T nf ‖p} tends weakly to zero, which proves (ii). 
Remark 1. Observe that the condition |argλ| < π(r + 1)/2 is needed to ensure that the right-hand side in (7.1) is
greater than the corresponding right-hand side in (1.3), otherwise both of them are zero.
Remark 2. In [32, Theorem 3], it is proved that the Volterra operator V acting on L1[0,1] is not antisupercyclic.
As a corollary of Theorem 7.1, we find that the operators in Theorem 1.1 and 1.2 are not supercyclic.
Corollary 7.2. Let V r , r > 0, be the Riemann–Liouville operator and assume that W is a bounded quasinilpotent
operator acting on Lp[0,1], 1 p < ∞, that commutes with V . Let T be equal to V r(I + W) or I + V r(λI + W),
where λ is a non-zero complex number. Then T is not supercyclic.
Proof. If T = V r(I + W) or T = I + V r(λI + W) with | argλ| < π(r + 1)/2, then T is even not weakly super-
cyclic by Theorem 7.1. Thus suppose that T = I + V r(λI + W) with λ = 0 and π  |argλ|  π(r + 1)/2. Then
T −1 = I + V r(−λI + W1) for some bounded quasinilpotent operator W1 that commutes with V . But now
arg−λ < (r + 1)/2π . Hence, by Theorem 7.1 again we see that T −1 is not weakly supercyclic and, therefore,
non-supercyclic. Since an invertible bounded operator on a Banach space is supercyclic if and only if its inverse
is, [13], we obtain that T is not supercyclic. 
The following sufficient condition for a convolution operator acting on L2[0,1] to be similar to the Riemann–
Liouville operator V r is due to Frankfurt and Rovnyak [9, Theorem 10]. It will be very useful for our last result. As
usual, [r] denotes the integer part of the real number r .
Frankfurt–Rovniak’s theorem. Let V r , r > 0, be the Riemann–Liouville operator. If g ∈ Cn[0,1] with g(0) = 1,
where n = [r] + 1, then the convolution operator Thf = h  f acting on L2[0,1], where h(x) = xr−1g(x)/(r), is
similar to V r .
Lemma 7.3. Let ϕ be a function holomorphic at zero with ϕ(0) = 0 and ϕ′(0) = 1. Then the Volterra operator V and
ϕ(V ) acting on L2[0,1] are similar.
Proof. Using the Taylor expansion ϕ(z) = z +∑∞n=2 anzn, one easily sees that ϕ(V ) coincides with the convolution
operator Thf = h  f , where h(x) = 1 + ∑∞n=1 an+1xn/n!. Since h is entire and h(0) = 1, Frankfurt–Rovniak’s
theorem implies the desired result. 
Theorem 7.4. Let V be the Volterra operator and let ϕ be a holomorphic function at zero. Then ϕ(V ) acting on
Lp[0,1], with 1 p < ∞, is not weakly supercyclic. In addition, if 1 <p < ∞, then ϕ(V ) is antisupercyclic.
Proof. If ϕ is constant the result is trivial. If ϕ(0) = 0, then ϕ(V ) = λV k(I +W), where k is a positive integer, λ is a
complex number different from 0 and W is a bounded quasinilpotent operator that commutes with V . Thus λ−1ϕ(V )
satisfies the hypotheses of Theorem 7.1. If ϕ(0) = 0, then ϕ(V ) = ϕ(0)(I +V k(λI +W)), where k is the first integer
for which ϕ(k)(0) = 0, λ = ϕ(k)(0)/(ϕ(0)k!) and W is a bounded quasinilpotent operator that commutes with V . If
ϕ′(0) = 0, then k > 1 and ϕ(V ) satisfies the hypotheses of Theorem 7.1. If ϕ′(0) = 0, then k = 1 and λ = ϕ′(0)/ϕ(0).
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λ = −c, where c > 0. Without loss of generality, we may assume that ϕ(0) = 1, that is, ϕ(V ) = I − cψ(V ), where
ψ is holomorphic at 0, ψ(0) = 0 and ψ ′(0) = 1. According to Lemma 7.3, there is an invertible operator S acting on
L2[0,1] such that ψ(V ) = S−1V S.
Let f be in Lp[0,1] different from 0. By Theorem 1.3 there is a sequence {an} in the set X defined in Theorem 1.3,
such that ‖(I − cV )nSVf ‖2  an for each positive integer n. Then∥∥ϕ(V )nf ∥∥
p

∥∥ϕ(V )nVf ∥∥2
= ∥∥S−1(I − cV )nSVf ∥∥2
 ‖(I − cV )
nSVf ‖2
‖S‖2
 an‖S‖2 .
Applying Theorem 1.3 once again, we see that there exists a non-zero function h ∈ L2[0,1] such that
‖(I −cV )nSh‖2  ann−3 for each positive integer n. Set g(x) = (V h)(1−x). Then g ∈ Lq [0,1] with 1/p+1/q = 1.
Since ϕ(V ) = Uϕ(V )U , where (UF)(x) = F(1 − x), we obtain that ‖ϕ(V )ng‖q = ‖ϕ(V )nV h‖q for each positive
integer n. Therefore, ∥∥ϕ(V )ng∥∥
q

∥∥ϕ(V )nh∥∥2
= ∥∥S−1(I − cV )nSh∥∥2

∥∥S−1‖2‖(I − cV )nSh∥∥2
 ann−3.
It follows that ‖T ∗ng‖q/‖T nf ‖p = O(n−3) and we are under the hypotheses of the Non-Weakly Supercyclicity
Theorem, which proves that T is not weakly supercyclic.
Suppose now that 1 < p < ∞. By Theorem 1.3 the set Ω of functions h in L2[0,1] for which ‖(I − cV )nSh‖2 =
O(ann−1) is dense in L2[0,1]. Since V (L2[0,1]) is dense in Lq [0,1] with 1/p+ 1/q = 1, we see that Ω1 = VU(Ω)
is also dense in Lq [0,1]. Estimating as above, we find that ‖T ng‖q/‖T nf ‖p = O(n−1) for each g ∈ Ω1. Hence,
|〈T nf,g〉|
‖T nf ‖p =
|〈f,T ∗ng〉|
‖T nf ‖p 
‖f ‖p‖T ∗ng‖q
‖T nf ‖p → 0 as n → ∞ for each g ∈ Ω1.
Therefore, we have 〈T nf/‖T nf ‖p, g〉 tends to zero for each g ∈ Ω1. Since the sequence {T nf/‖T nf ‖p} is bounded
and Ω1 is dense in Lq [0,1] = (Lp[0,1]), we obtain that the sequence {T nf/‖T nf ‖p} converges weakly to zero,
that is, T is antisupercyclic. 
The following proposition is proved in [25].
Proposition 7.5. Let T be a bounded linear operator on a Banach space B. Then T ⊕ T  acting on B ⊕ B is not
cyclic. Moreover, if there exists a bounded linear operator S :B→ B with dense range such that ST = T S, then
T ⊕ T acting on B⊕B is not cyclic.
The above proposition also works for operators commuting with the Volterra operator.
Proposition 7.6. Let T be a bounded linear operator on Lp[0,1], 2 p < ∞, commuting with V . Then T ⊕ T is not
cyclic.
Proof. Since p  2, we have q  p, where 1/p + 1/q = 1. Consequently, the map J :Lp[0,1] → Lq [0,1] =
(Lp[0,1]), defined by the formula (Jf )(x) = f (1 − x) is a bounded linear operator with dense range. According
to Proposition 3.2, there exists a ∈ L1[0,1], such that Tf = (a  f )′ for each f ∈ Lp[0,1]. Using this description
of T one easily checks that the Banach space adjoint T  acting on Lq [0,1] satisfies T J = JT . It remains to apply
Proposition 7.5. 
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boundedly on each Lp[0,1] for 1 p ∞. Suppose additionally that there is a positive integer n and z ∈ C such that
(T − zI)n(L1[0,1]) ⊆ L2[0,1]. Then Proposition 7.6 actually implies that T ⊕ T is not cyclic on each Lp[0,1] for
1 p < ∞. The last assumption holds true for all operators from Theorems 1.1 and 1.2. Nevertheless, the question
whether p  2 in Proposition 7.6 is necessary or not remains open.
Corollary 7.7. Let 2 p < ∞ and T be a bounded linear operator on Lp[0,1], commuting with V . Then T does not
satisfy the supercyclicity criterion.
Remark 2. One can show that if p  2 and T is a bounded linear operator on Lp[0,1], commuting with V and
preserving the set of real-valued functions, then T is not supercyclic. The question whether there is a supercyclic (or
at least weakly supercyclic) operator, commuting with V , remains open.
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