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ABSTRACT
EXPERIMENTAL OBSERVATION OF THE RELATIONSHIP BETWEEN THE PRESSURE
DROP AND FLOW RATE OF RADIAL FLOW THROUGH POROUS MEDIA
Matthew W. Okruch
November 29, 2016
This research experimentally observed the relationship between pressure drop and flow
rate for high velocity, radial flow through porous media. The criterion for what represents high
velocity is a function of the Reynold’s number of the flow. Pressure drop – flow rate curves were
developed by flowing air and water through the porous carbon block samples. Each sample’s
permeability was calculated from on the air test results. Each sample’s porosity was determined
through digital microscope image analysis. Darcy’s Law, the Forchheimer equation, and the
Ergun equation were converted to the radial flow domain and compared to the experimental data.
The modified Forchheimer equation appeared to be the most accurate predictor of a component of
the physical results, although further geometric analysis is necessary to determine the form drag
coefficient and end effects. Obtaining these values will allow for a full pressure drop – flow rate
relationship prediction.
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INTRODUCTION

Water Filtration Background
Water filtration is an industry that has a significant economic presence beyond the United
States. The global market for water treatment and supplies, which includes everything from large
commercial process water treatment to single home filtration systems, was worth nearly $50
billion in 2012. This market is projected to continue to grow as the world’s population increases
and becomes more urbanized. The United States exported $1.8 billion worth of water filtration
and purification parts and equipment in 2011, generating $548 million in surplus (David, 2012).
The scale of this business is such that any significant steps forward in understanding the physics
behind the filters’ performance will have a major impact around the world.
Water filters are commonly used to treat water in a variety of applications, ranging from
municipal wastewater to household drinking water. Water contaminants that are typically
targeted by water filters include particulate matter, micro-organisms, volatile organic compounds
(VOC’s), heavy metals, and pharmaceuticals. Removing these contaminants often improve the
taste and odor of the water, which are two key factors when treating potable water. These
contaminants are all different sizes and can require various sizes of water filters.
Water contamination can occur anywhere from the water source to the municipal
treatment plant to the pipes in someone’s home. Flint, Michigan, a city with a population of
98,310 in 2015, experienced on of the largest epidemics of water contamination on record in 2015
(U.S. Census Bureau, 2015). The Flint water crisis occurred when the city changed water
supplies from Lake Huron to the Flint River. The Flint River is over 19 times more corrosive
than Lake Huron. During this transition, the high corrosiveness of the water caused lead from the
1

aging city pipes to leach into the water supply. Tests from citizens’ homes indicated lead levels
were 880 times above the EPA’s allowable limits for drinking water, or more than twice the limit
for what is considered “hazardous waste” (CNN, 2016).
While this is an extreme case of contamination, a similar phenomenon can happen on a
much smaller scale in someone’s home without their knowledge. The EPA does not require
homeowners to disclose if they have lead pipes to potential buyers or renters (Reagor, 2016). A
household water filter is the last line of defense before human consumption.
A household water filter must balance the ability to allow water to flow through it at a
flow rate that is sufficient for the given application, and to filter out contaminants present in the
water at that same rate. Particulate contaminants are suspended in the water and are removed
mechanically by the filter. Simply, if the particle is larger than the pore size of the filter, the
particle cannot flow through and is filtered from the water. Figure 1 illustrates the relative scale
of various contaminants and filtration technologies (EPA, 2003). Some of the most harmful
contaminants - cysts, bacteria, and viruses - are also some of the smallest particulates that
challenge a cartridge-style water filter. As filter pore sizes are reduced in an effort to remove
these contaminants, the filter’s flow rate is also reduced at the same pressure. The opposite is
also true. As filter pore sizes are increased in an effort to increase flow rate, the amount of small
particles allowed to pass through the filter increases. The filter designer must work with these
two competing factors to come to a design that satisfies both needs.

2

Figure 1 – Particle size distribution of common contaminants and associated filtration
technology (EPA, 2003)

3

Chemical adsorption and catalytic reactions also play an important role in household
water filtration, particularly when the targeted contaminant is smaller than the pore size of the
filter or is dissolved in the water. One of the best materials that support these reactions is
activated carbon. Many filters, including those to be analyzed in this research, are composed of
activated carbon powder held together with a binder resin. As the powder particle size decreases,
the block’s pore size decreases and available surface area of carbon increases for a given overall
volume of filter. This increases the filter’s ability to remove VOC’s and other contaminants from
the water. Similar to particulate filtration, as pore size is reduced, filtration performance
increases.
While performance increases as the pore size of a water filter decreases, it also requires
more back pressure to achieve the same flow rate through the filter. This effect is shown in
Figure 2 (Sutherland, 2008). For homes with low water pressure or in other low pressure
applications, a filter with too large of a pressure drop will result in drastically reduced flow rates.
When the operating environment of a filter only supplies a certain amount of pressure, the ability
to predict the pressure drop through a given geometry of filter becomes an important design
consideration. Numerous relations already exist to predict pressure drop through pipes, valves
and other water system components. There also exist numerous relations to predict pressure drop
through porous media with various flow conditions, which will be discussed in the next section.
The pressure drop across a porous media filter in radial flow conditions at a high flow rate is not
one of these readily available relations (Harrison, 2004).
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Figure 2 – Illustration demonstrating the impact increasing pore size has on the
relationship between flow rate and pressure drop (Sutherland, 2008).
Existing Porous Media Equations
There are multiple existing relationships that describe pressure drop across porous media
as a function of flow rate. The first is Darcy’s Law, seen in Equation 1. Darcy’s Law is a linear
relationship between the fluid flow rate and the pressure drop across the porous media. Darcy’s
Law is valid for small pressure differentials (Scheidegger, 1974).
𝑄=

𝜅𝐴(𝑃1 − 𝑃2 )
𝑄𝜇𝐿
; ∆𝑃 =
µ𝐿
𝜅𝐴

(1)

In Darcy’s Law, ∆P is the pressure drop of a fluid with viscosity, µ, flowing at a
volumetric flow rate, Q, over a bed of porous media of a given length, L, cross-sectional area, A,
and permeability, κ. The high-side and low-side pressures are represented by 𝑃1 and 𝑃2 ,
respectively.
At high velocities, Darcy’s law becomes invalid for both gas and liquid flows. The
definition of the cutoff point for flow that deviates from Darcy’s Law has been debated and
discussed in the past. One view has been to characterize this critical value as a Reynold’s
number, defined in Equation 2. Reynold’s number, Re, is defined as of fluid density, ρ, particle
diameter, 𝐷𝑝 , and fluid velocity, V, to the fluid viscosity, μ.
𝑅𝑒 =

𝜌𝐷𝑝 𝑉
𝜇
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(2)

The opposing view has been to characterize the critical value as Forchheimer number,
Fo, as defined in Equation 3. The Forchheimer number is defined as a ratio of the permeability,
κ, non-Darcy coefficient, β, fluid density, and fluid velocity to the fluid viscosity.
𝐹𝑜 =

𝜅𝛽𝜌𝑉
𝜇

(3)

The range of critical values for non-Darcy flow using Reynold’s number is much wider
and more contested than the range of Forchheimer numbers. Cutoff values using Reynold’s
number have been measured anywhere from 0.4-1000. As described by Zeng, the critical limit of
Forchheimer number for non-Darcy flow is dependent on the amount of deviation from Darcy’s
Law that is required before the flow is termed “non-Darcy.” The other challenge of using
Forchheimer number is that the values of permeability and non-Darcy coefficient must be
experimentally determined (Zeng, 2006). This experiment will be looking at experimental data
rather than attempting to predict the critical point for which flow becomes non-Darcy. For this
reason, we do not need to settle on a criteria and predict the non-Darcy behavior prior to
performing the experiment.
Regardless of the defined cutoff criteria, past research has validated that as fluid velocity
increases, it deviates from Darcy’s Law and can be described by other equations (Sedghi-Asl,
2014).
One of these, an extension of the Darcy equation, is the Forchheimer equation, or HazenDupuit-Darcy equation, seen in Equation 4. The Forchheimer equation further describes the flow
as the increasing fluid velocity causes the flow to deviate from Darcy’s Law. The fluid velocity
could also be represented by a ratio of the flow rate, Q, to the cross sectional area of the flow
path.
∆𝑃 =

𝜇
𝑉 + 𝜌𝐶𝑉 2
𝜅
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(4)

Another equation that could be useful in describing this flow is the Ergun equation,
which is seen in Equation 5. This equation is built upon the Forchheimer equation by defining
the form drag coefficient, C, and permeability as terms of the porous media geometry.
Similar to Darcy’s Law and the Forchheimer equation, the Ergun equation was developed
for flow through a packed media bed, assuming the bed is made up of spherical particles with
diameter of 𝐷𝑝 . The porosity of the bed is represented by 𝜖.
∆𝑃 =

150µ𝐿 (1 − 𝜖)2
1.75 𝐿𝜌 (1 − 𝜖) 2
𝑉+
𝑉
2
3
𝜖
𝐷𝑝
𝜖3
𝐷𝑝

The packed beds analyzed by Darcy’s Law, the Forchheimer equation, and the Ergun
equation all assume longitudinal flow paths, while many existing household water filters,
including those of this research, utilize radial flow paths. It is understood that flow in different
domains (longitudinal and radial) will result in different pressure drops for a given flow rate.
Longitudinal and radial flow paths are pictured in Figure 3 (McGowan, 2000).

Figure 3 – 2-D cross-section views of radial and longitudinal flow paths (McGowan, 2000).
7

(5)

Darcy’s Law has been extensively studied in radial flow in the petroleum industry. The
flow of oil into wells is modeled as a radial flow condition (Engler, 2010). Darcy’s Law in radial
flow describes the pressure drop of flow through a cylinder with height, h, outer radius, 𝑟𝑜 , and
inner radius, 𝑟𝑖 . This relationship is shown in Equation 6.
∆𝑃 =

𝑄𝜇
𝑟𝑜
ln( )
2𝜋𝜅ℎ 𝑟𝑖

(6)

Existing data from testing of water filters show that the relationship between pressure
drop and liquid flow rate is quadratic, rather than linear. Figure 4 depicts the pressure drop of a
Harmsco WB 5x170FL filter housing with a 20 micron filter cartridge (Harmsco). This indicates
that the Forchheimer and Ergun equations are a better starting point when trying to develop a
relationship between flow and pressure drop across radial flow porous media.

Figure 4 – Illustration of the pressure vs. flow curve of a Harmsco WB 5x170FL filter housing
with a 20 micron filter cartridge (Harmsco)
Darcy’s Law, the Forchheimer equation, and the Ergun equation all assume identical
spherical particles make up the porous media. If this assumption holds true, the theoretical
porosity can fall between 25.95-47.64%. As more sizes of spheres are added, the theoretical
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porosity can reach as low as 3.9% (White, 1937). The application of interest of this research
consists of activated carbon (AC) particles held together with a binder resin. Activated carbon
particles are not spherical. The true shape of these particles has an unknown impact on the
accuracy of the Darcy, Forchheimer, and Ergun equations. Particle shape also affects the possible
porosity values. As the shape of the particle moves from a sphere to an ellipse to a cube, the
porosity of the densest packing configuration moves to 0% (Torquato, 2012).
Whether or not the binder resin affects the pressure drop over an identical radial bed of
carbon also remains to be seen. Prior studies have shown that when considering fibrous air
filters, the binder needs to be included in any CFD models if it is present in that filter (Zhou,
2009). It is possible that the hydrophobicity of the binder used could contribute to a pressure
drop that deviates from that of a binder-less block with otherwise identical properties. The
amount of binder that must be present for this effect to become significant is still unknown.
Activated Carbon
While AC is used at the forefront of filtration technology, it is not a new material. The
use of charcoal as a purification agent dates back to 1550 B.C. when it was utilized in ancient
Egyptian medicine. Its adsorptive properties were first scientifically recognized in 1773 when
Scheele experimented with gas purification. A few years later, in 1785, Lowitz discovered its
ability to act as a decolorizing agent. This then led to its use in sugar purification during the
1800s. In the mid-1800’s, charcoal began to be used in the fields that activated carbon is most
prevalent today – air and water purification (Hassler, 1974).
Activated carbon is a commonly used material in water filters. It has an extremely high
surface area per unit mass, 500-2500 𝑚2 /𝑔, giving it extraordinary adsorptive capabilities. This
surface area is a product of the high porosity of AC. Anotoine-Alexandre-Brutus Bussy, a French
chemist, is credited as the first to scientifically suggest that porosity was the driving force behind
AC’s adsorptive powers. (Achaw, 2012). These pores are classified as either macropores, those
which are greater than 1000Å, or micropores, those which are 10-1000Å. Smaller micropores are
9

able to adsorb smaller adsorbate molecules than the larger macropores. Depending on the size of
the chemical contaminants in the water, some areas of porosity may not be available to provide
adsorption. Figure 5 illustrates this effect (Cheremisinoff, 1978).

Figure 5 – Artist’s conception of molecular discrimination effects of carbon pores
(Cheremisinoff, 1978).
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The production of activated carbon has been extensively studied in the past. The
following background of the process is a summary of the information presented in Hassler’s 1974
work, Purification with Activated Carbon.
Activated carbon can be manufactured from any carbon-based material, the most
common of which are coal, coconut shell, and sawdust. Activated carbon is produced in two
steps, carbonization and activation. Carbonization can be performed physically or chemically. In
this step, the base material, in absence of air, is heated to temperatures ranging from 400-900C,
depending on the method being used. Chemical carbonization uses a chemical, typically a strong
acid, base, or salt, as a catalyst to reduce the process time and allow a lower process temperature .
After the material undergoes carbonization, it must be activated. Activation re-introduces
an oxidative agent to the material while it is still at high temperature. Examples of oxidation
agents include air, steam, or carbon dioxide. It is during this step that the material gains its
porosity, high specific surface area, and adsorptive capabilities.
After it is activated, one batch of AC consisting of base material A cannot be chemically
distinguished from another batch of AC consisting of base material B. The differentiation points
between batches are their adsorptive and catalytic properties.
Today, the determination of these differentiating properties can be done in multiple
different ways. If the target contaminant is known, developing adsorption isotherms for this
specific contaminant is the most direct method to differentiate between carbons. This is a labor
intensive test procedure that involves exposing a varying amount of carbon to a known level of
contaminant and measuring the residual contaminant level after a specified amount of time
(Hassler, 1974).
A quicker test method for differentiating between carbons is described by Nowicki as an
AC tester. In this test method, given amounts of AC and mineral oil are mixed together. The
resulting reaction between the two is an exothermic reaction. A thermometer is used to measure
the heat-of-immersion (HOI) temperature rise resulting from this exothermic reaction. A larger
11

HOI temperature rise indicates that a sample of AC has a larger surface area available for
adsorption than a different AC with a lower HOI temperature rise (Nowicki 2009). This method
does not require any specialized equipment to measure chemical concentrations, greatly reducing
the complexity of the test. The result of this test is more general than a specific adsorption
isotherm, making this procedure favorable for generic comparisons, or comparing one batch to
itself over its useful life.
Past Research
Numerous experiments have been conducted in the past that can provide guidance for this
research. While not all are directly related to activated carbon blocks or porous media with highvelocity radial flow, the applicable topics are described in this section.
Past research has been completed to determine the effect of a sample’s length on porousflow parameters. For very thin samples of porous media, the drag coefficient and permeability of
the porous material are measured to be a function of the thickness of the sample. These
permeability and drag coefficient values are important parts of the Darcy and Forchheimer
equations. Hence, pressure drop will also be a function of sample thickness in these ranges.
Entrance and exit effects are negligible if the sample’s length is equal to or greater than one
hundred times the pore size of the media (Dukhan, 2011). Assuming this same value can be
applied to radial flow, only samples that fit this thickness requirement will be studied in this
research.
Characterizing the geometry of the samples to be measured presents a challenge. While
overall geometry of the block, such as outer diameter, inner diameter, and length, are easy to
measure, measuring porosity can be difficult. Mercury porosimetry is the standard defined by
ASTM to take this measurement, but it requires specialized equipment and a lab capable of
handling mercury (ASTM D4404-10). Past experiments have used a scanning electron
microscope (SEM) or a digital microscope to image small sections of the sample (Wang 2008).
These images can be analyzed to determine the local porosity of that cross-section.
12

A 2007 study found that the technique used to capture the image, the user analyzing the
images, and the thresholding technique used all played a significant role in the final determination
of porosity value. They determined that SEM images produce the most contrast and, therefore,
produce the most accurate porosity values when analyzed. When microscopes take images, they
rely on the diffusion of light, creating less contrast than SEM images. This causes pores to
appear smaller in the image than they are in the physical sample. This effect is most pronounced
when very small pores are being investigated. The differences are minimized when the pores of
interest are all very large (Marcelino, 2007). This effect emphasizes the importance of choosing
the correct magnification level before capturing the pictures to be analyzed.
When SEM is not practical, a resin can be injected into the material to fill the vacant
space of the pores. This produces increased contrast, a critical item when analyzing images taken
with a digital camera or microscope. This technique is commonly used when studying fibrous air
filters (Jaganathan, 2008). The major drawback of this technique is its destructive nature. After
the resin is injected into the filter, it is not possible to evaluate pressure drop or other performance
characteristics of the sample.
Depending on the porosity distribution within the sample, this local porosity may or may
not be able to represent the overall porosity of the sample. This will need further study in this
research. Past research has indicated that inhomogeneity of the filter structure general results in
lower pressure drops than a homogeneous models suggest (Straub, 2009). Considering this fact,
consistency within the samples to be examined becomes paramount. Evaluating this consistency
is one of the first steps that will need to take place during sample preparation.
Extremely detailed porosity measurements of fibrous air filters have been taken in three
dimensions using MRI technology (Hoferer, 2006). This method provides very high resolution
measurements of porosity and filter structure, is a non-invasive procedure, and provides full detail
of all inconsistencies within the sample, but it is very expensive. This method is considered to be
too costly for the scope of this project.
13

Another challenge is determining the particle diameter, 𝐷𝑝 , of the samples in the study.
Past research has used digital image analysis of pictures taken with a DSLR camera to determine
particle diameter (Pathapati, 2009). While suitable for applications which study nominal sizes of
2 to 5 mm, a DSLR camera will not be suitable for studying powdered AC which can be smaller
than .04 mm. It is possible that analysis of the SEM or microscope images taken for porosity
analysis will also be useful in determining particle diameter. It is also possible that the
dimensions of the powder can be determined prior to being formed into the test samples using
sieve analysis.
Planned Work
The goal of this research is to experimentally observe the relationship between pressure
drop and flow rate for high velocity radial flow through porous media. The ideal outcome would
be to derive an Ergun-type equation that uses geometric properties of the media to describe this
relationship. This experiment will be conducted using carbon block water filter cartridges as the
porous media of interest.
Test samples of carbon blocks will be made with the two most commonly used
production methods – compression molding and extrusion. Each carbon block will be evaluated
for porosity using image analysis software to evaluate images captured with a digital microscope.
The produced carbon block samples will be tested to determine their relationships
between pressure drop and flow rate. The scope of this project will be limited to the pressure
drop across the entire block. No evaluation of the pressure differentials within the block will be
performed.
The goal of this work is to determine an equation that can be used during the early design
stages of new water filter designs to predict the flow rate or pressure drop of a given block. This
equation will allow future engineers to more quickly come to a design that will work within the
constraints of their application.
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MATERIALS AND METHODS

Materials
The carbon blocks used in this experiment are made of a mixture of carbon powder,
binder powder, and a process aide. The process aid is critical to ensuring the mixture is
homogeneous. If the mixture is not homogeneous the finished product will not be consistent.
Three different carbons were used in this experiment. The carbons, all manufactured
with the same method using the coconut shell as the base material, are different size particles.
The material batches are designated by their nominal mesh sizes. MC20X50 is a batch that has
particles that should fall between the ASTM mesh sizes 20 and 50. These meshes correspond to
841 and 297 μm, respectively. MC40X200 is a batch that has particles between ASTM mesh
sizes 40 and 200, or 425 and 75 μm, respectively. MC80X325 is a batch that has particles
between ASTM mesh sizes 80 and 325, or 180 and 45 μm, respectively.
The particle sizes of each material batch were determined using a Verder AS200 sieve
shaker. The sieve stack included sieves with mesh sizes 40, 60, 80, 100, 140, 200, 270, 325, and
400. The mesh sizes correspond to 425, 250, 180, 150, 106, 75, 53, 45, and 38 μm, respectively.
A 150 gram sample of each material batch was loaded into the 40 sieve. The shaker ran for 10
minutes with 20 second intervals and a 0.60 mm amplitude. After passing through the sieves, the
amount of powder that remains between each sieve pair is weighed and recorded to determine a
particle size distribution. A weighted average of this data can estimate the average particle size
for each material.
The binder material used for these blocks is Microthene FN51000 low-density
polyethylene. This material conglomerates with its own particles very well. This is less than
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ideal when attempting to mix powders into a homogenous blend. To get around this issue, a
small amount of M5 fumed silica is added to the mix to disperse these particles.
When preparing to produce a carbon block sample, the first step is to mix the powders
together. For this experiment, each material batch was prepared with 1400 grams of the carbon of
interest, 340 grams of binder, and 15 grams of M5 fumed silica. After measuring and combining
these ingredients, the mixture is run through a Waring 1 gallon blender for 1 minute. Blending is
another factor that affects the homogeneity of the material to ensure a consistent product. The
high shear force from the blender blades completely disperses the binder and process aid within
the carbon. Images of the material before and after blending are shown in Figure 6. After
blending, the material is ready to be processed into carbon block.

Figure 6 - Carbon and binder mixture before and after blending, left and right,
respectively.
Block Manufacturing Methods
The samples for this research were prepared using the two most common carbon block
manufacturing methods – compression molding and extrusion. Both methods utilize a mixture of
carbon and binder powder, as discussed in the previous section.
Extrusion is a much faster method of production for carbon blocks. This research used a
pilot carbon block extruder purchased from KT Corporation to create the test samples. This
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extruder consists of a material hopper, screw, barrel, die, heater, and cooling jacket. All of these
components are shown and labeled in Figure 7.

Figure 7 - Layout of carbon block extruder components.
The material to be extruded is fed into the material hopper. From there, the screw gathers
the material and carries it through the barrel. The screw is controlled by a variable speed motor.
Adjusting the speed of this motor will affect the rate of extrusion and the porosity of the blocks.
For this experiment, all samples were extruded with the motor set to run at 6 Hz. The diameter of
the base of the screw also serves to control the ID of the extrusion.
After the material works through the barrel, it enters the die. The size of the die controls
the OD of the extrusion. The die is heated by the heater. This heat allows the binder in the
powder mixture to solidify and form a carbon matrix. The heat from the heater must be sufficient
to bring the binder at the screw surface to a temperature that can hold the material in a solid
block. If the die is not hot enough, the block will not have a solid surface at the inner diameter.
This will result in a non-uniform cross section, not suitable for this research. Figure 8 shows an
example of both a good and bad product from the extruder. In this experiment, the temperature is
set to 165°C or 175°C, depending on the OD of the extrusion. The thicker OD extrusion requires
a higher temperature to fully set throughout the entire block’s thickness.
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Figure 8 - Examples of a fully-formed carbon block, left, and a block that was not
sufficiently heated and formed, right.
After leaving the die, the block travels through the cooling jacket. This jacket is watercooled using a 20 gallon tank of water. It is important that the block spends enough time in this
jacket to solidify, or else the matrix will fall apart as it leaves the tool. This limits the extrusion
rate. Any attempts to increase the extrusion rate above this limit would require a larger cooling
jacket.
This experiment used three different die and screw combinations to produce three
different OD and ID combinations. These values are listed in Table 1.
Cross-Section
OD (in)
ID (in)
M
1.200
0.375
R
1.200
0.825
K
1.900
0.750
Table 1 - Dimensions of the extruder dies and screws used to produce samples.
After the extrusion process is complete, the long rod is cut off of the extruder using a
hacksaw. This long rod is then cut to their final length using a Stanley Adjustable Angle
Clamping Mitre Box Saw. The sample lengths to be used in this experiment are 1.5”, 2.25”, 3”
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and 5”. Three samples of each length were cut out of each batch of extrusion, along the full
length of each batch.
Compression molding is similar to injection molding. There are two mold halves and an
insert to create the hollow block. The insert is placed between the two mold halves and the
halves are bolted together. The carbon mixture is dispensed into the mold cavity, the top is put
onto the mold and compression is applied. This assembled mold is then placed in a high
temperature environment, which allows the powder mixture to form into a hard matrix block.
Figure 9 illustrates a simple mold design. This design was milled from aluminum during
the initial stages of this experiment. The cycle time to produce one sample with this mold was
around 4 hours. Due to this high cycle time, and the cost associated with milling multiple molds,
this production technique was not investigated further during this research.
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Figure 9 - Cross-section view of compression mold used to produce carbon block
samples.
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Porosity Measurement
The porosity of each of the samples was calculated by analyzing 2-D images of the
sample surface taken with a Hirox KH-8700 digital microscope. This microscope was equipped
with a MXG-5040RZ mount and a AD-5040SS lens. All images were taken with the shade on
the lens extended fully down. The light control on the microscope mount was set to the middle
level,

. The brightness level of the microscope was set to 128. Each image was captured in a

JPG-1 format with the “Standard Size (1200 x 1600 pixels)” option selected. An example of an
image is shown in Figure 10.

Figure 10 - Image of the surface of a carbon block taken with a digital microscope at
200X zoom. This image is serialized 01-02-004.
The samples produced with the MC40X200 carbon and the MC80X325 carbons were
imaged with a 200X magnification. The samples produced with the MC20X50 carbon were
imaged with a 100X magnification. If the MC20X50 samples were imaged at 200X
magnification, the field of view was so limited that it could be filled with one or two pores or
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particles. This would produce a porosity measurement that is not representative of the sample as
a whole.
The samples that had a 1.2” outer diameter were imaged with one single image per test
point. The samples that had a 1.9” outer diameter were too large to fit in the sample holder
beneath the microscope. Due to this, they had to be hand-aligned underneath the lens. To
remove as much user error from the alignment and focus procedure as possible, these samples
were imaged using the microscope’s tiling feature. An upper and lower limit on the lens height
was given to the filter, above and below the focus point, respectively. The microscope would
step through this range of lens heights, taking pictures at each step. At the end of the range, the
microscope would tile these images together to create a single in-focus image. The inputs used
for each of these values are listed in Table 2.
Zoom
100X
200X

Upper Lens
Lower Lens
Lens Height
ΔHeight per
# of Steps
Height (μm) Height (μm)
Range (μm)
Step (μm)
5880
4121
1759
8
219.875
5467
4704
763
8
95.375
Table 2 - Settings for tiling feature when imaging 1.9” OD samples

Each image was analyzed in MATLAB using tools from the Image Processing Toolbox
in a custom function. The function, named “ImageAnalysis_Oct10”, is written in full in Figure
36 in the Appendix.
After receiving input from the user, this code reads the image, converts it to black and
white and removes the scale from the bottom of the image. The images collected with the tiling
process do not include a scale, so line 8 is removed when analyzing these files. Next, the
program generates a histogram of all of the pixel’s brightness values. This histogram is the key to
determining the difference between a pore and a particle.
Thresholding converts grayscale images to black and white images by comparing each
pixel’s intensity value to a threshold limit. Any value below the limit is converted to a 0. Any
value above the limit is converted to a 1. The result is a binary image that represents two distinct
items, particles and pores in this case. This threshold limit is set by examining the shape of the
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image histogram. Bimodal distributions, or distributions with two distinct peaks, are easiest to
analyze because the threshold limit is at the minimum value between these two peaks.
Lines 16-50 in the code perform the task of setting the threshold limit by locating the
peaks and valleys in the histogram, determining the location of the 2nd large peak, and finding the
local minimum, or valley, between the start and the 2nd peak.
Note, on line 43, the location of the 2nd peak is determined by finding the first peak taller
than at least 20 pixel values to the left and 20 pixel values to the right. This value was
determined after running through multiple images of the carbon blocks. Some image histograms
did not have this distinct of a peak, and this value was reduced until a peak was located.
After the image is converted to a binary image, lines 53-55 remove some of the noise in
the image, or “pores” that are smaller than 3 pixels. Given the zoom levels at which the images
were captured, any binary values smaller than 3 pixels are lighting anomalies and not true pores.
To calculate the porosity, the code counts the number of black pixels and white pixels in
the thresholded image. The black pixels represent the pores and the white pixels represent the
particles. A ratio of the black pixel count to the total pixel count gives a porosity value. It is
important to note that this calculation assumes that the porosity is isotropic with respect to the
radial position within the block. Any anisotropic effects are not considered in this analysis.
After this analysis is complete, the code outputs three items – a porosity value, a
thresholding limit, and a graphical summary of the analysis. The graphical summary of the
analysis, as shown in Figure 11, displays the original image, the grayscale image with the scale
removed (if necessary), the histogram of the grayscale image, and the black and white image that
represents pores and particles.
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Figure 11 - Graphical summary output of “ImageAnalysis_Oct10” after analyzing image
01-02-004, also shown in Figure 10.
Each graphical summary was examined to determine the validity of the analysis. A
number of the summaries displayed histograms that were not bimodal. They only displayed one
peak, making it difficult to set a threshold limit. The porosity values for these images were not
considered in this analysis. Any further calculations performed using porosity values instead
utilized block or batch averages.
There were also some samples that had more than two peaks that were relatively close in
intensity. An example of such a situation is shown in Figure 12. In these cases, another code was
written that prompted the user to set a custom threshold input. This input value was determined
by examining the original analysis and finding the first minimum between the peaks.
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Figure 12 - Graphical summary output of “ImageAnalysis_Oct10_ManualThresh” after
analyzing image 01-11-007 with a user-given threshold limit.
Carbon Block Finishing
After each block is produced and evaluated for porosity, it is finished in three steps.
First, its height is measured with a pair of Mitutoyo digital calipers and recorded. Next, its
weight is measured with a Weigh-Tronix digital scale. These values are used to calculate each
block’s density. This density should provide good information about the consistency of the
production process within each batch of extrusion.
Finally, each block receives two end caps. Both end caps serve to prevent the fluid from
flowing around the block and force radial flow. The top end cap mates with a manifold. The top
end cap also has a hollow center that allows fluid at the interior of the carbon block to flow out of
the manifold. Each end cap is held onto the carbon block using Loctite Hysol 232 hot melt
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adhesive. The end caps were produced out of ABS using 3D-printed prototype injection molding
tools and a Morgan Press.
Air Test Method
The first test performed on the finished blocks is an air test. In this test, a vacuum pump
pulls air out of the center of the carbon block. A diagram of this flow path is shown in Figure 13.
The air flow is adjusted using a small control valve. The air flow rate is measured and displayed
with an Aalborg GFM17 flowmeter. The pressure drop is measured by an Omega PX277-30D5V
digital pressure transmitter. The pressure transmitter, which has field selectable ranges, was
programmed to output 0-10V, which corresponds to 0-1875 Pa. An Agilent DAQ program
monitors the output of the pressure transmitter.
During this test, each sample is installed onto the manifold and subjected to 0.2, 0.4, 0.6,
0.8, and 1.0 L/min airflow. The pressure drop at each point is recorded by the user in an Excel
spreadsheet for future analysis.
Water Test Method
After undergoing the air test, the samples are put through a water test. The concept is
similar to the air test – each sample is subjected to various flow rates of the fluid and the pressure
drop at each point is observed. There are a number of small differences between each test,
however.
The first difference is the physical method by which the pressure differential is created.
In the air test, the vacuum pump pulls air from the OD of the block to the ID. In the water test,
the pressure line is plumbed to the OD of the block and the ID is exposed to atmospheric
pressure. While the fluid still flows in the same direction, OD to ID, this difference should be
noted. A diagram of the water flow path is shown in Figure 13. This figure also shows the
geometry of the end caps and manifold used to hold the block in place. Note, the o-rings between
the end cap and the manifold are not shown.
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Figure 13 - Layout of carbon block sample assembled with end caps and manifold for
water test. Arrows signify direction of water flow.
The equipment used to measure the flow and pressure ais also different between the two
tests. Rather than recording data by hand, a Prosense SPT-10-10-0300A pressure transmitter is
used in this test. The flow rate is controlled by a King Instruments adjustable flowmeter. This
flow rate is measured digitally by a Digmesa S38-7556/03 flowmeter.
The flowmeter and pressure transducer outputs are measured with an Arduino Nano.
This Arduino monitors the data, outputs it to an LCD screen, and records the data to Excel when
the user pushes a button on the breadboard. A copy of the Arduino code is included in the
Appendix in Figure 37.
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RESULTS AND DISCUSSION

Particle Size Distribution
Before any material was extruded, a sieve analysis was performed on each size of carbon
powder. The results from this analysis are shown in Figure 14. Using a weighted average, the
average particle size for each material can be determined. The results of these calculations are
shown in Table 3. The raw data from the sieve analysis can be found in the Appendix in Table
13.
From this data it is clear that there are three distinct particle sizes in the different
materials. Note that the distribution of the MC20X50 carbon, referred to as Material 1, is not as
normal as the other two. This is due to the fact that the sieves used in this analysis only go up to
mesh size 40. Everything that falls between mesh sizes 20 and 40 fell into the same sieve.

Table 3 - Material designations and average particle sizes.
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Figure 14 - Particle size distributions for each material, as determined by sieve analysis.
Each combination of Cross-Section and Material was extruded in a batch. These batches
were labeled with the order in which they were extruded (Batch 1, Batch 2, etc.). These batch
numbers and their corresponding characteristics are defined in Table 4. Refer back to Table 1 for
cross-section dimensions.
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Table 4 - Batch numbers and the corresponding cross-section and material configurations.
Each Batch consists of 12 blocks, three samples of each length (1.5”, 2.25”, 3”, 5”),
except for Batches 8 & 9. Due to the speed of extrusion, these batches only yielded enough to
produce three samples of each of the three shortest lengths (1.5”, 2.25”, 3”), for a total of nine
samples per batch.
Density Calculations
The first results obtained from each block are the density calculations based on the
weight, w, and height measurements. The raw data from these measurements can be found in the
Appendix in Table 14. The calculation for the density of each block is shown in Equation 7.
𝜌𝑏𝑙𝑜𝑐𝑘 =

𝑤

(7)

2

𝑂𝐷
𝐼𝐷 2
[𝜋 ( ) − 𝜋 ( ) ] ℎ
2
2

A propagation of uncertainty calculation can be performed to determine how the
uncertainties in the weight and height calculations affect the density results. This propagation is
shown in Equation 8. The OD and ID dimensions are not factored into this uncertainty because
they are controlled by the die/screw and were not hand measured.

𝛥𝜌𝑏𝑙𝑜𝑐𝑘

𝛿𝜌 2
𝛿𝜌 2 2
2
√
= ( ) ∆𝑤 + ( ) ∆ℎ
𝛿𝑤
𝛿ℎ

The weights of each block, measured on a Weigh-Tronix scale in grams, had an
uncertainty of +/- 2 g. The heights of each block, measured with Mitutoyo calipers, had an
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(8)

uncertainty of +/- .0005”. Using these error values, the propagation of uncertainty was performed.
The results of this calculation were used to generate error bars on the density results graphs for
each batch. The results graph of Batch 1 is shown in Figure 15.

Figure 15 - Calculated density of each sample extruded in Batch 1, with error bars
included.
The first item of note in this graph is that, although the nominal density has some small
fluctuations from block to block, each data point is well centered within the error bars throughout
the entire batch. This shows that the process was very stable when these samples were produced.
Without this consistency, it would be very difficult to compare different samples with each other.
The majority of the batches have very similar consistency to this example.
Batch 2 was not quite as consistent as Batch 1. These density values are shown in Figure
16. The first block has a nominal density that is lower than the rest of the batch. This typically
signifies that the sample was taken too close to the front-end of the extrusion, before the back
pressure fully developed in the system and a steady state extrusion process was achieved. While
all of the error bars have overlap, the nominal points are not as well-centered in this data. This
will need to be considered as further results are developed. Batch 9 also follows a similar pattern
to this example, although it is not as large of a difference. The graphs summarizing this data for
all Batches can be found in the Appendix in Figure 38.
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Figure 16 - Calculated density of each sample extruded in Batch 2, with error bars
included.
The average nominal results for each batch are shown in Table 5. The densities for all
materials are higher in the “K” cross-section. These are the cross-sections with the thinnest walls.
It is likely that running the extruder at the same speed through these thin cross-sections produce
more back pressure in the die, yielding a denser product. This table also shows a general density
increase as the material moves from coarse to fine.

Table 5 - Average nominal density for each batch of extruded samples.
Porosity Analysis
The next step in the analysis was to determine a porosity value for each of the blocks.
The first blocks were analyzed using three images per block. This did not yield a porosity that
converged to one value. These blocks were re-imaged and 8-10 images were analyzed per block.
The porosity values and threshold values were recorded in tables, examples of which can be seen
in Tables 6 and 7. Complete porosity data can be found in the Appendix in Table 15.
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Table 6 - Calculated porosity values from analysis of Batch 9 block images.

Table 7 - Threshold values used to analyze Batch 9 block images.
The colored numbers in Table 7 represent the analysis technique used when calculating
the porosity values. The yellow cells used a user-input threshold value, which was obtained from
manual observation and analysis of the image’s histogram. The red cell did not produce a
porosity value because the histogram was not bimodal and a threshold could not be determined.
The orange cells were analyzed with a program that looked for smaller peaks in the histogram,
but still automatically determined the location of the threshold between the two peaks with the
same method as the original program..
These porosity values can be graphed similar to the density to determine consistency
within the batch. The data from Table 6 is also shown in Figure 17. A similar graph for each
Batch is found in Figure 37.
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Figure 17 - Calculated porosity of each sample extruded in Batch 9.
The porosity data from Batch 9 was very consistent from sample to sample. There were a
number of sets that did not exhibit this same consistency. The most extreme case of this was
Batch 5. This data is shown in Figure 18. It is not known what caused this difference. The three
distinct bands could signify that there was some change in the process at certain points during the
extrusion, but nothing was noted at the time of production. The threshold values for these images
have more variance than the rest of the images. Examining the histograms of each image does
not yield any obvious errors that could cause the porosity variation. Further observation of the
pressure drop data will likely indicate whether or not this is a real variation, or it is related to the
image analysis process.

Figure 18 - Calculated porosity of each sample extruded in Batch 5.
The average porosity values for each batch are shown in Table 8. This data shows two
trends. First, it is clear that as the cross-section moves from cross-section “M” to cross-section
“K”, or thick-wall to thin-wall, porosity is reduced. Producing two different cross-sections with

34

the same material and same porosity would require a change in the extrusion settings. Second, as
the powder size moves from the fine to medium powder, the porosity increases. This trend does
not continue when the powder changes to coarse powder, but there is also a change in the Zoom
Level of the microscope. This zoom level could be the cause for this trend change. As the zoom
level changes, the diffusion of the light into the lens also changes. This could affect the location
of the appearance of edges between pore and particle, also affecting the final porosity calculation.

Table 8 - Average porosity for each batch of extruded samples.
The porosity values were compared to the density values of each block. The scatter
charts of this relationship are shown in Figure 19. It is understood that as the block density
increases, the block porosity decreases. Material 2 demonstrates this concept very clearly. This
also holds true in the “R” and “K” cross-sections for all materials. The “M” cross-section
samples were measured with the tiling feature of the digital microscope, as described in the
Materials and Methods section. It is possible that the difference in image capture techniques
caused a deviation in the porosity values. This could explain why it does not follow the same
trend in Materials 1 & 3.
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Figure 19 - Comparison of density and porosity for each material and cross-section combination.
Air Test
After the porosity evaluation is complete each sample is assembled with two end caps,
preparing for the pressure drop testing. The first of these tests is the air test.
As previously stated, the goal is to collect the pressure drops across each test sample with
air flow rates of 0.2, 0.4, 0.6, 0.8, and 1.0 L/min. These flow rates were selected because they fall
in the normal operating range of the vacuum pump and flow meter used in the test. Some of the
test samples had pressure drops that fell outside of the measurable range of the pressure sensor
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used in this setup at some of these flow rates. In these cases, a pressure drop was not recorded. A
minimum of two data points was collected for each filter. This required going up to 1.2 L/min for
some of the higher porosity samples.
An example of the raw data compiled in this test is shown in Table 9. This data is then
summarized in Figure 20. Raw data for each sample is listed in the Appendix in Table 16. The
graphical summaries of this data are also in the Appendix, in Figure 38.

Table 9 - Raw data collected from air test for Batch 1

Figure 20 - Graphical summary of Batch 1 air test data, also shown in Table 9.
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The air test data was very linear. Linear curve fits maintained a coefficient of
determination above 0.9 for six of the nine batches. Four of the nine batches have 𝑅 2 values that
remain above 0.95 for all samples. These values are shown in Figure 21.

Figure 21 - 𝑅 2 values for linear trendline between flow rate and pressure drop for air
test results.
Permeability Calculations
These linear results suggest that Darcy’s Law is applicable in this regime. Darcy’s Law
in radial flow was previously described in Equation 6. This equation can be arranged to solve for
the permeability of each of the samples, as shown in Equation 9. The flow rate and pressure drop
are each measured in the air test. The viscosity of air at room temperature is a known value,
1.81 ∗ 10−5

𝑘𝑔
𝑚𝑠

. The OD and ID values were set by the screw and die combination used in the

extrusion process. That leaves the permeability, κ, as the only unknown in the equation.
𝜅 =

𝑄𝜇
𝑟𝑜
ln( )
2𝜋𝛥𝑃ℎ 𝑟𝑖

(9)

When solving this equation for permeability, each block has a permeability value for each
air flow rate. Note, this block should be solved in Darcy units. The conversion from Darcy to
square meters is shown in Equation 10. An example of these calculation results is shown in Table
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10. Permeability, an intrinsic property of the geometry, should remain constant when the flow
rate is varying.
1 𝐷𝑎𝑟𝑐𝑦 = 9.869233 ∗ 10−13 𝑚2

(10)

Table 10 - Calculated permeability values for each sample and air flow rate in Batch 1.
The data shows that at the lowest pressure readings, the permeability values diverge from
the relative consistency of the other values. This is due to the accuracy of the pressure gauge.
The gauge has a maximum range of 0-7500 Pa. The full scale error is +/- 1%, or +/- 75 Pa. The
highlighted cells in Table 10 are the permeability values that correspond to a pressure reading
below this limit. When calculating the average permeability for each block, these highlighted
values were not included. These averages are summarized in Figure 22.
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Figure 22 - Permeability values for each block calculated from results of the air test.
Batch 6 and Batch 4 have the highest permeability of the group, which suggests they will
have the lowest pressure drops for a given flow rate. However, it does not appear that there is a
direct correlation between the previously calculated porosity values for each block and the
corresponding permeability values.
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Figure 23 - Permeability values for each block compared to the corresponding porosity
values.
The best way to observe trends in this data is by examining the different cross-sections
made with the same material. Figure 24 shows this relationship. The “R” cross-section has the
highest permeability. While “R” and “M” cross-sections had similar density and porosity values,
the thinner wall of the “R” cross-section allows the permeability to increase. The “K” crosssection has the highest density and lowest porosity values of the three cross-sections. Even
though it has the thinnest wall, the density and porosity differences are enough to make these
samples have the lowest permeability values.
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Figure 24 - Permeability values for each block compared to the corresponding material
and cross-section.
Figure 24 also shows that, for a given cross-section, as the carbon powder’s nominal
particle size increases, the permeability will increase.
Water Test
After undergoing the air test, each sample moved to the water test. Each sample was
exposed to six different flow rates, ranging from 1.3 to 0.3 GPM. The lower limit on this range,
0.3 GPM, was determined by the linearity of the flowmeter. The upper limit of this range was set
by the capability of the water line that was plumbed into the test setup.
The data from each sample was collected and stored in a table, as shown in Table 11.
The complete data set is in the Appendix in Table 18. This data was graphed and two trendlines
were added, one linear and one quadratic. These trendlines serve to demonstrate how well the
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data follows Darcy’s Law, a linear relationship, or the Forchheimer/Ergun equations, quadratic
relationships. The 𝑅 2 values and coefficients of each trendline are also documented in the data
table. An example of this graph is shown in Figure 25. It is important to note, after collecting the
raw pressure and flow data in psi and GPM, it was converted into standard metric units for ease
of analysis. This will change the values of the trendline coefficients, C1 and C2. The 𝑅 2values
for each trendline remain constant, regardless of the units used.

Table 11 - Experimental data collected from water test on Batch 6, Block 7.

Figure 25 - Experimental pressure vs. flow curve obtained from Batch 6, Block 7.
From this data, it is clear that the data follows the quadratic trendline more closely than
the linear trendline, suggesting that the flow is outside of the Darcy regime. This trend follows
for all samples that were tested, although the amount of divergence varies from sample to sample.
This means that some samples, such as the one shown in Figure 25, are well into non-Darcy flow
and others, such as the one shown in Figure 26, are closer to the transition from Darcy to nonDarcy flow.
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Figure 26 - Experimental pressure vs. flow curve obtained from Batch 5, Block 7.
Given that Darcy’s Law is applicable at low flow rates, it follows that there would be a
strong linear correlation at the data. As the flow continues to increase and move further into the
non-Darcy regime, it is expected that the difference in the trendlines to also increase. A simple
way to characterize this value is by calculating the difference between the R2 values for each
trendline. A larger difference means the flow is further into the non-Darcy regime. Figure 27
compares the difference between the linear and quadratic fits with the permeability of the sample.

Figure 27 - Difference of the linear and quadratic trendline 𝑅 2values, relative to the
sample permeability.
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At low permeability values, there is not a large difference between the quadratic and
linear fits. As the permeability increases, the difference between the fit of the trendlines also
increases. This suggests that the higher permeability samples enter the non-Darcy flow more
easily than the low permeability samples.
Beyond simply examining the R2 values for each trendline, the linear and quadratic
constants for the trendline can also be examined. When the flow is still close to the Darcy
regime, the linear coefficient, C2, will be much larger than the quadratic coefficient¸ C1. It is
important to ensure that the data being analyzed is in the same units when evaluating C1 and C2,
especially when comparing multiple data sets.
After each sample in a batch goes through the water test, the complete batch’s data is
graphed according to sample length. This graph is shown in Figure 28 using the data from Batch
1. This figure demonstrates the differences between the performances of samples with varying
lengths. It is very clear that there is distinction between the four different lengths in the data, and
the samples within these groups are relatively consistent.

Figure 28 - Experimental pressure vs. flow curves for all samples in Batch 1.
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Some of the other batches have slightly more overlap between samples of different
lengths. This can generally be attributed back to the permeability values for the individual
blocks. The clearest example of this is found in Batch 2. The front-end of Batch 2 demonstrated
a possible difference in density and porosity and a certain increase in permeability. These
physical differences produce the overlap in the pressure drop data, shown in Figure 29.

Figure 29 - Experimental pressure vs. flow curves for all samples in Batch 2.
One of the first steps in finding a correlation between flow rate and pressure drop is to
attempt to fit the experimental data to the existing Forchheimer and Ergun equations. The first
step to checking these equations is to change the equations from the linear domain to the radial
domain. In the Forchheimer equation, the average velocity, V, is the ratio of volumetric flow rate,
Q, to the cross-sectional area, A. In longitudinal flow, the volumetric flow rate and cross
sectional area are constants. In radial flow, the cross-sectional area changes with the radial
position, as defined in Equation 11.
𝑉(𝑟) =

𝑄
𝑄
=
𝐴 2𝜋𝑟ℎ

(11)

From this relationship, the average velocity throughout the wall thickness can be found as
demonstrated in Equations 12 - 14.
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𝑟𝑜
1
∫ 𝑉(𝑟) 𝑑𝑟
𝑟𝑜 − 𝑟𝑖 𝑟𝑖

(12)

𝑟𝑜
𝑄
1
∫
𝑑𝑟
2𝜋ℎ(𝑟𝑜 − 𝑟𝑖 ) 𝑟𝑖 𝑟

(13)

𝑄
𝑟𝑜
ln( )
2𝜋ℎ(𝑟𝑜 − 𝑟𝑖 )
𝑟𝑖

(14)

𝑉̅ =

𝑉̅ =

𝑉̅ =

Substituting Equation 14 for the velocity term in Darcy’s Law for longitudinal flow,
previously shown in Equation 1, yields the same value as Darcy’s Law for radial flow.
Substituting Equation 14 for the velocity term in the Forchheimer equation yields Equation 15, a
quadratic equation, referred to here as the modified Forchheimer equation.
𝑄
𝑟𝑜
µ
𝑄
𝑟𝑜
𝛥𝑃 = 𝜌𝐶[
ln( )]2 + [
ln( )] = 𝐶1 ∗ 𝑉̅ 2 + 𝐶2 ∗ 𝑉̅
2𝜋ℎ(𝑟𝑜 − 𝑟𝑖 )
𝑟𝑖
𝜅 2𝜋ℎ(𝑟𝑜 − 𝑟𝑖 )
𝑟𝑖

(15)

The modified Forchheimer equation suggests that the C2 term should be linear with
respect to the inverse of the sample permeability. The C2 values from the experimental data were
plotted against the inverse of sample permeability in Figure 30. While there are plenty of
outliers, there is also a clear linear trend at the base of the data. The spread of this data increases
as the inverse of the permeability increases. This suggests that the modified Forchheimer
equation is more accurate at high permeability values.
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Figure 30 - Relationship between experimental C2 values and inverse sample
permeabilities.
The fluid viscosity, µ, is a known value and the permeability, κ, for each block was
determined from the air test results. Using these two values, it is possible to calculate the
theoretical linear coefficient as defined by the Forchheimer equation. Comparing the theoretical
linear coefficient with the experimental data, a percent error was calculated for each block. These
errors are plotted relative to each block’s permeability in Figure 31. From this chart, it is clear
that at high permeability values, this formula serves to accurately predict the linear coefficient.
Above 6 Darcy, the theoretical and experimental values are all within 12% error. This further
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validates the observation that the modified Forchheimer equation is more accurate at higher
permeability values.

Figure 31 - Experimental error between theoretical and experimental values for
Forchheimer linear coefficient compared to the sample permeability.
Figure 31 depicts what appears to be random error with the upper bound constrained by a
function of the permeability. Had the error followed a singular path, linear or otherwise, a
correction factor could have been determined to account for low permeability error. Instead this
data suggests a lower limit for sample permeability in order to achieve a desired percent error
when predicting this C2 value. For instance, the data suggests that the linear component of the
physical behavior can be predicted within 25% using the modified Forchheimer equation if the
sample permeability is above 3.5 Darcy.
The other significant trend from this data is shown by charting the percent error against
the sample length, shown in Figure 32. As the length of the sample increases, the amount of error
decreases. This suggests that there are some end effects that are more significant at lower sample
lengths. The definition of these end effects, and the critical limits of the sample geometry that
produces them, should be explored in further study.
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Figure 32 - Experimental error between theoretical and experimental values for
Forchheimer linear coefficient compared to the sample length.
The other prediction method that can be made using the average velocity value calculated
in Equation 14 is a modified Ergun prediction. Substituting this value in to Equation 5 modifies
the Ergun equation for radial flow, as described in Equation 16.
∆𝑃 =

150µ(𝑟𝑜 − 𝑟𝑖 ) (1 − 𝜖)2
𝑄
𝑟𝑜
ln( )
2
3
𝜖
2𝜋ℎ(𝑟𝑜 − 𝑟𝑖 )
𝑟𝑖
𝐷𝑝
+

(16)

1.75 (𝑟𝑜 − 𝑟𝑖 )𝜌 (1 − 𝜖)
𝑄
𝑟𝑜
[
ln ( )]2
3
𝐷𝑝
𝜖
2𝜋ℎ(𝑟𝑜 − 𝑟𝑖 )
𝑟𝑖

Every independent variable in Equation 16 is known. Using these known values, a
prediction for the pressure drop can be calculated for each block and each data point. These
theoretical, modified Ergun predictions can be compared to the experimental data and a percent
error can be calculated. An example of this data is shown in Table 12. Figure 33 shows the
percent error when comparing the theoretical and experimental data graphed against the
Reynold’s number, as calculated by Ergun. This Reynold’s number is described in Equation 17.
In this equation, the velocity is shown as the intrinsic velocity, u, or the true velocity of the fluid
inside the pores. During Ergun’s experiments, he found that the flow began to become nonDarcy at a critical Reynold’s number of 3-10. Zeng also describes numerous other researchers
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who calculated the Reynold’s number in different ways and observed critical Reynold’s numbers
in different ranges (Zeng 2006).
𝑅𝑒 =

𝜌𝐷𝑝 𝑢
1
∗
𝜇
1−𝜖

(17)

Table 12 - Modified Ergun pressure drop prediction and comparison to experimental data for
Batch 1, Blocks 1 & 2.
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Figure 33 - Error between experimental pressure drop data and modified Ergun pressure
drop prediction.
From this chart, it is clear that there is no strong correlation between the modified Ergun
equation and the experimental data. The theoretical and experimental data are off by over a
factor of 15 in some cases.
The lack of a clear trend provides a roadblock when attempting to modify this equation
further to match the experimental data. There are a number of factors that could be supplying
error to this equation, in addition those which have already been discussed for the modified
Forchheimer equation. The original Ergun equation was derived from experiments with spherical
particles. The carbon powder particles in this application are not spherical. It is possible that the
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particle shape needs to be considered and applied in the equation as some form of correction
factor.
The simplest way to determine this correction factor is to force fit the linear and quadratic
coefficients to the equation. The coefficient of the linear portion of the Ergun equation (150) was
experimentally derived. By rearranging the linear term of this equation the linear coefficient, X2,
can be calculated for each sample and observed for trends. This calculation is shown in
Equations 18 and 19. Figure 34 shows this coefficient for each block in Batch 1. All batches
demonstrate this same inconsistency. When comparing the coefficients to the Reynold’s number,
as shown in Figure 35, there is no clear trend either. This suggests that the relationship is not
valid in either low- or high-flow conditions. These observations further suggest that the modified
Ergun equation needs to be further modified in order to be valid in this flow regime.
∆𝑃 = 𝐶1 ∗ 𝑉̅ 2 + 𝐶2 ∗ 𝑉̅ ; 𝐶2 =

𝑋2 =

𝑋2 ∗ µ ∗ (𝑟𝑜 − 𝑟𝑖 ) (1 − 𝜖)2
𝜖3
𝐷𝑝2

𝐶2 ∗ 𝐷𝑝2 ∗ 𝜖 3
µ ∗ (𝑟𝑜 − 𝑟𝑖 ) ∗ (1 − 𝜖)2

(18)

(19)

Figure 34 – Linear coefficient of modified Ergun equation for each block in Batch _.
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Figure 35 – Linear coefficient of modified Ergun equation for all samples tested.
The uncertainty in the porosity measurements is also a larger factor in the modified Ergun
equation. The modified Forchheimer equation does not directly incorporate the porosity into the
calculations. It only considers the porosity in the permeability value, which was experimentally
measured. The modified Ergun equation relies on the porosity value to directly calculate the
pressure drop prediction.
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SUMMARY AND CONCLUSIONS

There are two main takeaways from this research. First, similar to longitudinal flow, as
the flow velocity and Reynold’s number increase in the radial regime, the flow behavior begins to
deviate from Darcy’s Law. Second, the permeability of each sample can be used to partially
predict the pressure drop using the modified Forchheimer equation. This prediction is limited in
accuracy by the permeability value of the sample. The modified Forchheimer equation should
continue to be developed, as it demonstrated the most promise for the ability to fully predict flow
behavior in this regime.
While these valuable observations were made as a result of this research, there are still a
number of areas to investigate before a single relationship can be drawn between pressure drop
and flow rate in this flow regime. Future work can build upon this research by focusing on some
of its shortcomings.
One aspect of this experiment that could be easily improved is the pressure range at
which the samples are tested. It is clear from the data presented in this paper that the samples
were not exposed to extreme non-Darcy flow conditions. Being limited to the transitional regime
between Darcy and non-Darcy flow may have masked additional observations that could be made
from the same tests at higher Reynold’s numbers. Making this improvement is as simple as
obtaining more powerful pumps and sensors capable of producing and sensing larger pressure
gradients.
The linear coefficient of the modified Forchheimer equation began to converge to the
theoretical value as the length of the sample increased and as the permeability increased. At low
permeabilities and short sample lengths, there was greater error. Future researchers should take
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care to ensure that they consider any end effects or low permeability effects when they are in
these areas. It would also be beneficial to produce samples that exceed the length and
permeability of those in this study to determine if the observed trends continue.
One of the next steps in building off the work is to find a method of predicting the form
drag coefficient for a sample. More detailed evaluation of the powder particle geometry and
extruded block geometry will be necessary to characterize these values. However, once
complete, this will allow a full theoretical prediction of pressure drop in radial flow using the
modified Forchheimer equation.
One of the clearest items of uncertainty in this work is the determination of porosity
within each of the samples. Future researchers would do well to attempt to experimentally
validate their porosity values by using calibration samples that undergo both visual inspection and
mercury porosimetry, or other direct porosity measurements. Perhaps as more accurate porosity
numbers are obtained, the structure and coefficients of the modified Ergun coefficient could be
optimized to obtain a relationship capable of accurate pressure drop predictions.
The modified Forchheimer and Ergun equations, along with the data found in this paper,
can be used as foundations as future researchers continue to attempt to find a singular, direct
relationship between pressure drop and flow rate in this flow regime.
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APPENDIX
1
2
3
4
5
6
7
8
9
10
11
12
13
14
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16
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20
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22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49

function [ por ] = ImageAnalysis_Oct10()
%UNTITLED Summary of this function goes here
% Detailed explanation goes here
prompt = 'What is the file name you wish to analyze?';
pic = input(prompt,'s');
a = imread(pic);
a_gray2 = rgb2gray(a);
a_gray=a_gray2(1:1020, :);
d=imhist(a_gray);
peakright=zeros(1, 256);
peakleft=zeros(1,256);
peak=zeros(1,256);
valleyright=zeros(1,256);
valleyleft=zeros(1,256);
%Determine location of peaks and valleys in histogram
for x=1:256
x;
y=1;
z=1;
v=1;
w=1;
while x+y < 255 & d(x)>d(x+y)
y = y+1;
peakright(x) = (y-1);
end
while x-z > 0 & d(x)>d(x-z)
z = z + 1;
peakleft(x)=(z-1);
end
while x+v < 255 & d(x)<d(x+v)
v=v+1;
valleyright(x)=(v-1);
end
while x-w > 0 & d(x)<d(x-w)
w = w+1;
valleyleft(x)=(w-1);
end
peak(x)=min(peakright(x),peakleft(x));
valley(x)=min(valleyright(x),valleyleft(x));
end
%Determine location of 2nd peak in image histogram
u = 1;
while peak(u) < 20;
u = u+1;
end
%Set threshold at largest valley between start and 2nd peak in hist.
check=valley(1:u);
[M, thresh_level] = max(check);
thresh_level
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71
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73

thresh=thresh_level/256;
%Threshold gray image to BW
bw = im2bw(a_gray,thresh);
%Remove noise from threshold image
se=strel('disk',3);
bw_close=imclose(bw,se);
%Determine # of pixels in image
c = size(a_gray);
pix = c(1)*c(2);
%Determine # of black pixels (pores) in image
bpix = pix - sum(sum(bw_close));
%Calculate porosity
por = bpix/pix;
pic1=pic(1:(end-4));
savename=strcat(pic1,'-analyzed');
delete(findall(0,'Type','Figure'));
subplot(2,2,1),imshow(a), title(pic1);
subplot(2,2,2),imshow(a_gray), title('Grayscale Image');
subplot(2,2,3),imhist(a_gray), title('Grayscale Histogram');
subplot(2,2,4),imshow(bw_close), title('Thresholded Image');
print(savename,'-dpng');
figure
subplot(1,2,1),plot(valley),title('Valley');
subplot(1,2,2),plot(peak),title('Peak');

Figure 36 - MATLAB code “ImageAnalysis-Oct10” used to analyze digital microscope images
for porosity.
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Figure 37 - Arduino code “matt_arduino_rev_1” used to capture and record flow rate and
pressure data in the water flow test.

Table 13 - Raw particle size data from sieve analysis for each material.
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Table 14 - Raw height and weight data used to calculate density of each sample.
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Figure 38 - Calculated density graphs for each batch of extruded samples.
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Table 15 - Raw height and weight data used to calculate density of each sample.
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Figure 39 - Calculated porosity graphs for each batch of extruded samples.

75

76

77

Table 16 - Raw data collected from the air test for each batch of extruded samples.
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Figure 40 - Graphical summaries of air test data for each batch of extruded samples.
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Table 17 - Calculated permeability values for each sample and air flow rate in each batch of
extruded samples. Highlighted cells indicate values that were not considered in block average
due to pressure gauge error.
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Table 18 - Experimental pressure drop and flow rate data from water testing of all extruded
samples.
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Figure 41 - Experimental pressure vs. flow curves from the water test for all Batches of
samples.
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LIST OF SYMBOLS AND ABBREVIATIONS
A – Cross-sectional area

Q – Volumetric flow rate

Β – Non-Darcy coefficient

Re – Reynold’s number

C – Form drag coefficient

𝑟𝑖 – Inner radius

C1 & C2 – Trendline coefficients

𝑟𝑜 – Outer radius

AC – Activated carbon

SEM – Scanning electron microscope

𝐷𝑃 – Particle diameter

V – Superficial fluid velocity

Fo – Forchheimer number

VOC – Volatile organic compound

h – Height

U – Intrinsic fluid velocity

HOI – Heat of immersion

w – Weight

ID – Inner diameter

X2 – Modified Ergun coefficient

L – Length

𝜖 – Porosity

OD – Outer diameter

κ – Permeability

∆𝑃 – Pressure drop

μ – Viscosity

𝑃1 – High-side pressure

ρ – Fluid density

𝑃2 – Low-side pressure
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