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Abstract
In the previous paper (J. Combin. Theory Ser. B 79 (2000) 211) we introduced the retracing
method for distance-regular graphs and gave some applications. In this paper, we give other
applications of this method. In particular, we prove the following result:
Theorem. Let Γ be a distance-regular graph of diameter d with r = |{i | (ci , ai , bi ) = (c1, a1, b1)}|
≥ 2 and cr+1 ≥ 2. Let m, s and t be positive integers with s ≤ m, m + t ≤ d and (s, t) = (1, 1).
Suppose bm−s+1 = · · · = bm = 1 + bm+1, cm+1 = · · · = cm+t = 1 + cm and am−s+2 = · · · =
am+t−1 = 0. Then the following hold.
(1) If bm+1 ≥ 2, then t ≤ r − 2[s/3].
(2) If cm ≥ 2, then s ≤ r − 2[t/3].
© 2004 Elsevier Ltd. All rights reserved.
1. Introduction
All graphs considered in this paper are undirected finite simple graphs. Let Γ be a
connected graph with the usual shortest path distance ∂Γ . We identify Γ with the set of
vertices. The diameter of Γ , denoted by d , is the maximal distance of two vertices in Γ .
Let u ∈ Γ . We denote by Γ j (u) the set of vertices which are at distance j from u.
For two vertices u and v in Γ at distance j , let
C(u, v) := Γ j−1(u) ∩ Γ1(v),
A(u, v) := Γ j (u) ∩ Γ1(v),
B(u, v) := Γ j+1(u) ∩ Γ1(v).
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A graph Γ is said to be distance-regular if there are integers c j , a j and b j (0 ≤ j ≤ d)
which satisfy c j = |C(x, y)|, a j = |A(x, y)| and b j = |B(x, y)| for any two vertices x
and y in Γ at distance j . Then Γ is a regular graph of valency k := b0.
The numbers c j , a j and b j are called the intersection numbers of Γ . Let
r = r(Γ ) := |{i | (ci , ai , bi ) = (c1, a1, b1)}|.
The reader is referred to [2] for a more detailed description of distance-regular graphs.
In the rest of this paper Γ denotes a distance-regular graph of diameter d ≥ 2 and
valency k ≥ 3. Let X and Y be subsets of vertices and (v0, v1, . . . , vt ) be a path of
length t in Γ . The retracing method (or retracing argument) for X and Y with respect
to the path (v0, v1, . . . , vt ) is the following method: we write down the distance relations
between the vertices of X and the edge (v0, v1), which are called the profile of X with
respect to (v0, v1). Derive the profile of X with respect to the next edge (v1, v2) by
using the intersection diagram. We continue this procedure along the path (v0, v1, . . . , vt ).
Next we determine the profile of Y with respect to (vt−1, vt ) using the information of
the profile of X . Again we determine the profile of Y with respect to (vt−2, vt−1) and
continue this procedure along the path (vt , vt−1, . . . , v0) to obtain some information on the
graph Γ .
In the previous paper [5] we introduced this method and exhibited some applications.
The retracing method has many applications. We have obtained several good results for
distance-regular graphs by using this method (see [6, 7]). The purpose of this paper is
to give other applications of the retracing method and to show the idea of this method.
This paper will help the reader to understand further complicated applications of this
method.
The author believes that this sort of combinatorial method should become one of the
significant methods used to study distance-regular graphs.
For any real number n, we denote by [n] the maximal integer m such that m ≤ n.
The following are our main results.
Theorem 1.1. LetΓ be a distance-regular graph of diameter d with r = |{i | (ci , ai , bi ) =
(c1, a1, b1)}| ≥ 2 and cr+1 ≥ 2. Let m, s and t be positive integers with s ≤ m, m + t ≤ d
and (s, t) = (1, 1). Suppose bm−s+1 = · · · = bm = 1 + bm+1, cm+1 = · · · = cm+t =
1 + cm and am−s+2 = · · · = am+t−1 = 0. Then the following hold.
(1) If bm+1 ≥ 2, then t ≤ r − 2[s/3].
(2) If cm ≥ 2, then s ≤ r − 2[t/3].
The following array may be helpful for grasping the scenario of the theorem.
where c′ = c + 1 and b′ = b − 1.
As direct consequences of our theorem we have the following corollaries.
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Corollary 1.2. Under the assumption of Theorem 1.1, the following hold.
(1) If r = t and bm+1 ≥ 2, then s ≤ 2.
(2) If r = s and cm ≥ 2, then t ≤ 2.
Corollary 1.3. Let Γ be a distance-regular graph of valency k ≥ 3 with c1 = · · · = cr
= 1, cr+1 = · · · = cr+t = 2 and a1 = · · · = ar+t−1 = 0.
(1) If k ≥ 4, then t ≤ r − 2[r/3].
(2) If 2 ≤ t = r , then Γ is either the Odd graph, or the doubled Odd graph.
(3) If 2 ≤ t = r − 1, then Γ is the Foster graph.
The reader is referred to [2, Sections 9.1.D and 13.2 A] for detailed descriptions of the
Odd graph, the doubled Odd graph and the Foster graph.
This paper is organized as follows. In Section 2 we recall the intersection diagram with
respect to an edge and several known results. In Section 3 we demonstrate the retracing
method and prove some special cases of Theorem 1.1. In Section 4 we give the proofs of
our main results.
2. Preliminaries
In this paper we use the intersection diagram for our tool.
Let Γ be a distance-regular graph of diameter d ≥ 2 and valency k ≥ 3. Let (u, v)
be an edge in Γ , and set Dij = Dij (u, v) := Γi (u) ∩ Γ j (v). The intersection diagram
with respect to (u, v), the (u, v)-diagram for short, is the collection {Dij }0≤i, j≤d with lines
between them such that if there is no line between Dij and Dst , then there is no edge (x, y)
with x ∈ Dij and y ∈ Dst . Also if we know that Dij is the empty set, then we erase it from
the diagram.
Then the (u, v)-diagram in general has the shape shown in Fig. 1.
Fig. 1.
Recall that if ci = ci+1, then there are no edges between any two of {Di+1i , Dii , Dii+1},
and hence we can erase the lines among them. If bi = bi+1, then there are no edges between
any two of {Di+1i , Di+1i+1 , Dii+1}, and thus we can erase the lines among them. If ai = 0,
then Dii is the empty set, and so we can erase it from the diagram.
More information on the intersection diagram can be found in [3, 5, 9].
Next we recall several known results for a distance-regular graph Γ .
720 A. Hiraki / European Journal of Combinatorics 26 (2005) 717–727
Lemma 2.1. Let (α, β) and (x, y) be edges in Γ . Let m be a positive integer.
(1) Suppose cm < cm+1 and am = 0. If x ∈ Dm+2m+1(α, β) and y ∈ Dm+1m (α, β), then
there exists γ ∈ Γ1(β) such that x ∈ Dm+1m (β, γ ) and y ∈ Dmm+1(β, γ ).
(2) Suppose bm > bm+1 and am+1 = 0. If x ∈ Dm−1m (α, β) and y ∈ Dmm+1(α, β), then
there exists δ ∈ Γ1(β) such that x ∈ Dmm+1(β, δ) and y ∈ Dm+1m (β, δ).
Proof. (1) We remark that ∂Γ (x, y) = 1, ∂Γ (x, β) = m + 1 and ∂Γ (y, β) = m. Since
cm+1 − cm > 0, there exists γ ∈ C(x, β) − C(y, β). The assertion follows from am = 0.
(2) Note that ∂Γ (x, y) = 1, ∂Γ (x, β) = m and ∂Γ (y, β) = m + 1. Since bm − bm+1 > 0,
there exists δ ∈ B(x, β) − B(y, β). The assertion follows from am+1 = 0. 
Lemma 2.2. Let Γ be a distance-regular graph as in Theorem 1.1. Then the following
hold.
(1) a1 = · · · = ar = 0.
(2) t ≤ r and s ≤ r .
Proof. (1) We may assume Γ is not bipartite. Then [2, Proposition 5.5.7] shows that there
are numbers i1 and i2 such that a j = 0 iff i1 ≤ j ≤ i2. Moreover d ≤ i1 + i2 holds.
Suppose a1 = 0. Then i1 = 1, and hence d − 1 ≤ i2. This contradicts our assumption.
Hence the desired result is proved.
(2) Since c1 = · · · = cr = 1 < cr+1 and a1 = · · · = ar = 0, we have
c j − b j−1 ≥ c j−r − b j−r−1 + 2 for all r + 1 ≤ j ≤ d
from [11, Theorem 2.2] (see also [2, Theorem 5.2.5]). Hence s ≤ r and t ≤ r on putting
j = m + 1 and j = m + t , respectively. The lemma is proved. 
To close this section we introduce the following result proved by Ray-Chaudhuri and
Sprague [10], Cuypers [4] and Koolen [8].
Proposition 2.3. Let Γ be a distance-regular graph with c1 = c2 = 1 and c3 = c4 = 2.
(1) If Γ is bipartite, then Γ is the doubled Odd graph.
(2) If Γ is not bipartite with a1 = a2 = a3 = 0, then Γ is the Odd graph.
Proof. See [4, Theorems 4.6–4.7] and [8, Theorem 16]. 
This result implies that a distance-regular graph as in Corollary 1.3 with r = t = 2 has
to be either the Odd graph or the doubled Odd graph.
3. The retracing method
In this section Γ denotes a distance-regular graph as in Theorem 1.1. We demonstrate
the retracing method and prove some special cases of Theorem 1.1.
Proposition 3.1. If (r, s) = (8, 6) and bm+1 ≥ 2, then t ≤ 4.
Proof. Suppose t ≥ 5 to derive a contradiction. Let (α, β) be an edge in Γ and set
Dij := Dij (α, β). The (α, β)-diagram has the shape shown in Fig. 2.
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Fig. 2.
Take a path X := (x0, x1, . . . , x9) of length 9 such that
x0 ∈ Dm+1m , x1 ∈ Dmm+1, x2 ∈ Dm+1m+2 , x3 ∈ Dmm+1, x4 ∈ Dm+1m+2 ,
x5 ∈ Dm+2m+3 , x6 ∈ Dm+1m+2 , x7 ∈ Dm+2m+3, x8 ∈ Dm+3m+4 , x9 ∈ Dm+4m+5 .
Since bm+1 ≥ 2, such a path exists. Let v0 = α and v1 = β. Then the profile of X with
respect to (v0, v1), we say the (v0, v1)-profile of X for short, is as follows:
For lack of space, we write the above profile as follows.
The right figure displays the locations of vertices of X in the (v0, v1)-diagram, where
the circle indicates the location of Dm+1m .
Take any v2 ∈ C(x0, v1) and consider the (v1, v2)-diagram. Then x0 ∈ Dmm−1(v1, v2).
Since x1 ∈ Γ1(x0) ∩ Γm+1(v1), x1 must be in Dm+1m (v1, v2). Similarly we have
x2 ∈ Dm+2m+1(v1, v2), x3 ∈ Dm+1m (v1, v2), x4 ∈ Dm+2m+1(v1, v2),
x5 ∈ Dm+3m+2(v1, v2), x6 ∈ Dm+2m+1(v1, v2), x7 ∈ Dm+3m+2(v1, v2),
x8 ∈ Dm+4m+3(v1, v2), x9 ∈ Dm+5m+4(v1, v2).
Hence the (v1, v2)-profile of X is as follows.
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Since x2 ∈ Dm+2m+1(v1, v2) and x3 ∈ Dm+1m (v1, v2), there exists v3 ∈ Γ1(v2) such that
x2 ∈ Dm+1m (v2, v3) and x3 ∈ Dmm+1(v2, v3) from Lemma 2.1(1).
Consider the (v2, v3)-diagram. Since x1 ∈ C(v2, x2) and {x3} = Dmm+1(v2, v3) ∩
Γ1(x2), we have x1 ∈ Dmm−1(v2, v3) and thus x0 ∈ Dm−1m−2(v2, v3). Similarly we have
x4 ∈ Dm+1m+2(v2, v3), and the locations of vertices of X in (v2, v3)-diagram are uniquely
determined. Thus the (v2, v3)-profile of X is as follows.
Take any v4 ∈ C(x0, v3) and consider the (v3, v4)-diagram. Arguing as above, the
locations of the vertices of X in the (v3, v4)-diagram are uniquely determined. Then the
(v3, v4)-profile of X is as follows.
Take any v5 ∈ C(x0, v4) and consider the (v4, v5)-diagram. Then the (v4, v5)-profile of
X is as follows.
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Note that x5 ∈ Dm+2m+1(v4, v5) and x6 ∈ Dm+1m (v4, v5). Lemma 2.1(1) implies that there
exists v6 ∈ Γ1(v5) such that x5 ∈ Dm+1m (v5, v6) and x6 ∈ Dmm+1(v5, v6). Consider the
(v5, v6)-diagram. The (v5, v6)-profile of X is as follows.
Since ∂Γ (x0, x9) = 9 and c9 ≥ 2, there exists y1 ∈ C(x9, x0) − {x1}. Let y0 := x0 and
(y1, y2, . . . , y8, y9 = x9) be the unique shortest path connecting y1 and x9.
We remark that y0 ∈ Dm−4m−5(v5, v6) and y9 ∈ Dm+3m+4(v5, v6). The locations of the yi ’s in
the (v5, v6)-diagram are uniquely determined by the shape of the (v5, v6)-diagram. Then
the (v5, v6)-profile of Y := (y0, y1, . . . , y9) is the same as the (v5, v6)-profile of X .
Next we consider the (v4, v5)-diagram. Since y9 ∈ Dm+4m+3(v4, v5) and ∂Γ (v5, y8) =
m + 2, we have y8 ∈ Dm+3m+2(v4, v5). Similarly we have y7 ∈ Dm+2m+1(v4, v5) and y6 ∈
Dm+1m (v4, v5). Since y0 ∈ Dm−3m−4(v4, v5) and ∂Γ (v5, yi ) = m + i − 4 for all 1 ≤ i ≤ 5,
we have yi ∈ Dm+i−3m+i−4 (v4, v5) for all 1 ≤ i ≤ 4 and y5 ∈ Dmm+1(v4, v5)∪ Dm+2m+1(v4, v5). If
y5 ∈ Dmm+1(v4, v5), then {y4, y6} ⊆ C(v5, y5)−C(v4, y5) which contradicts cm+1 − cm =
1. Thus we have y5 ∈ Dm+2m+1(v4, v5). Then the (v4, v5)-profile of Y is the same as the
(v4, v5)-profile of X .
Inductively we consider the (v5−i , v6−i )-diagram, and find that the (v5−i , v6−i )-profile
of Y is the same as the (v5−i , v6−i )-profile of X for all 1 ≤ i ≤ 5.
In the (v0, v1)-diagram we have
{x1, y1} ⊆ Dmm+1(v0, v1) ∩ Γ1(x0),
which is a contradiction as |Dmm+1(v0, v1) ∩ Γ1(x0)| = |C(v0, x0) − C(v1, x0)| =
cm+1 − cm = 1. Hence the proposition is proved. 
Next we prove the following result.
Proposition 3.2. If (r, t) = (4, 4) and cm ≥ 2, then s ≤ 2.
Proof. Suppose s ≥ 3 to derive a contradiction.
The (α, β)-diagram has the shape shown in Fig. 3 for any edge (α, β) in Γ .
Let (v0, v1) be an edge in Γ and consider the (v0, v1)-diagram. Since cm ≥ 2, there
exists a path X := (x0, x1, . . . , x5) of length 5 such that
x0 ∈ Dmm+1, x1 ∈ Dm+1m , x2 ∈ Dmm−1,
x3 ∈ Dm+1m , x4 ∈ Dmm−1, x5 ∈ Dm−1m−2 .
Similarly to the proof of Proposition 3.1 we write the above profile as follows, where the
circle indicates the location of Dmm+1.
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Fig. 3.
Take v2 ∈ B(x0, v1). Then the (v1, v2)-profile of X is uniquely determined as follows.
Since x2 ∈ Dm−1m (v1, v2) and x3 ∈ Dmm+1(v1, v2), there exists v3 ∈ Γ1(v2) such that
x2 ∈ Dmm+1(v2, v3) and x3 ∈ Dm+1m (v2, v3) from Lemma 2.1(2). Then the (v2, v3)-profile
of X is as follows.
Since ∂Γ (x0, x5) = 5 and c5 ≥ 2, there exists y1 ∈ C(x5, x0) − {x1}. Let y0 := x0
and (y1, y2, y3, y4, y5 = x5) be the unique shortest path connecting y1 and x5. Then by
using the retracing method for X and Y := (y0, y1, y2, y3, y4, y5) with respect to the path
(v0, v1, v2, v3) we obtain that the (v2−i , v3−i )-profile of Y is the same as the (v2−i , v3−i )-
profile of X for all 0 ≤ i ≤ 2.
In the (v0, v1)-diagram we have
{x1, y1} ⊆ Dm+1m (v0, v1) ∩ Γ1(x0)
which is a contradiction as cm+1 − cm = 1. The proposition is proved. 
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4. Proof of the theorem
In this section we prove our main results.
Proof of Theorem 1.1. We have t ≤ r and s ≤ r from Lemma 2.2(2). We remark that the
minimal length of circuits in Γ is 2r + 2 from Lemma 2.2(1). For any edge (α, β) in Γ the
(α, β)-diagram has the shape shown in Fig. 4, where  = m − s + 1 and n = m + t .
Fig. 4.
(1) Since t ≤ r , we may assume s ≥ 3. Let σ := [s/3] ≥ 1. Then 3σ ≤ s ≤ r .
Suppose t ≥ r + 1 − 2σ to derive a contradiction.
Let (v0, v1) be an edge in Γ and consider the (v0, v1)-diagram. Let X =
(x0, x1, . . . , xr+1) be a path of length r + 1 such that x0 ∈ Dm+1m (v0, v1), x3i−2, x3i ∈
Dm+i−1m+i (v0, v1), x3i−1 ∈ Dm+im+i+1(v0, v1) for all 1 ≤ i ≤ σ , and x j ∈ Dm−2σ+ j−1m−2σ+ j (v0, v1)
for all 3σ + 1 ≤ j ≤ r + 1. We can take such a path from our assumption. Note that
xr+1 ∈ Dm+r−2σm+r−2σ+1(v0, v1) and m + r − 2σ + 1 ≤ m + t = n.
Take v2 ∈ C(x0, v1) and consider the (v1, v2)-diagram. Then we have x0 ∈
Dmm−1(v1, v2), x3i−2, x3i ∈ Dm+im+i−1(v1, v2), x3i−1 ∈ Dm+i+1m+i (v1, v2) for all 1 ≤ i ≤ σ
and x j ∈ Dm−2σ+ jm−2σ+ j−1(v1, v2) for all 3σ + 1 ≤ j ≤ r + 1.
Since x2 ∈ Dm+2m+1(v1, v2) and x3 ∈ Dm+1m (v1, v2), there exists v3 ∈ Γ1(v2) such that
x2 ∈ Dm+1m (v2, v3) and x3 ∈ Dmm+1(v2, v3) from Lemma 2.1(1). Then we have x0 ∈
Dm−1m−2(v2, v3), x1 ∈ Dmm−1(v2, v3), x3i−2, x3i ∈ Dm+i−1m+i (v2, v3), x3i−1 ∈ Dm+im+i+1(v2, v3)
for all 2 ≤ i ≤ σ and x j ∈ Dm−2σ+ j−1m−2σ+ j (v2, v3) for all 3σ + 1 ≤ j ≤ r + 1.
We take a path (v0, v1, . . . , v3σ ) via the following inductive procedure:
For all 2 ≤ h ≤ σ take v3h−2 ∈ C(x0, v3h−3) and v3h−1 ∈ C(x0, v3h−2). Then
we have x3h−1 ∈ Dm+2m+1(v3h−2, v3h−1) and x3h ∈ Dm+1m (v3h−2, v3h−1). There exists
v3h ∈ Γ1(v3h−1) such that x3h−1 ∈ Dm+1m (v3h−1, v3h) and x3h ∈ Dmm+1(v3h−1, v3h) from
Lemma 2.1(1).
Then in the (v3σ−1, v3σ )-diagram we have
xi ∈ Dm−3σ+i+2m−3σ+i+1 (v3σ−1, v3σ ) for all 0 ≤ i ≤ 3σ − 1
and
x j ∈ Dm−3σ+ jm−3σ+ j+1(v3σ−1, v3σ ) for all 3σ ≤ j ≤ r + 1.
We remark that x0 ∈ Dm−3σ+2m−3σ+1(v3σ−1, v3σ ) and m − 3σ + 1 ≥ m − s + 1 = .
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Since cr+1 ≥ 2, there exists y1 ∈ C(xr+1, x0) −{x1}. Let (y1, y2, . . . , yr+1 = xr+1) be
the unique shortest path connecting y1 and xr+1. Let y0 := x0.
By using the retracing method for X and Y := (y0, y1, . . . , yr+1) with respect to
the path (v0, v1, . . . , v3σ ) we obtain that the (v3σ−i , v3σ−i+1)-profile of Y is the same
as the (v3σ−i , v3σ−i+1)-profile of X for all i = 1, 2, . . . , 3σ , similarly to the proof of
Proposition 3.1. Considering the (v0, v1)-diagram we have
{x1, y1} ⊆ Dmm+1(v0, v1) ∩ Γ1(x0),
which is a contradiction as cm+1 − cm = 1. The desired result is proved.
(2) Since s ≤ r , we may assume t ≥ 3. Let τ := [t/3] ≥ 1. Then 3τ ≤ t ≤ r .
Suppose s ≥ r + 1 − 2τ to derive a contradiction.
Let (v0, v1) be an edge in Γ and consider the (v0, v1)-diagram. Let X :=
(x0, x1, . . . , xr+1) be a path of length r + 1 such that x0 ∈ Dmm+1(v0, v1), x3i−2, x3i ∈
Dm−i+2m−i+1 (v0, v1), x3i−1 ∈ Dm−i+1m−i (v0, v1) for all 1 ≤ i ≤ τ , and x j ∈ Dm+2τ− j+2m+2τ− j+1(v0, v1)
for all 3τ + 1 ≤ j ≤ r + 1. We can take such a path from our assumption. Note that
xr+1 ∈ Dm+2τ−r+1m+2τ−r (v0, v1) and m + 2τ − r ≥ m − s + 1 = .
Take v2 ∈ B(x0, v1). Then x2 ∈ Dm−1m (v1, v2) and x3 ∈ Dmm+1(v1, v2). There exists
v3 ∈ Γ1(v2) such that x2 ∈ Dmm+1(v2, v3) and x3 ∈ Dm+1m (v2, v3) from Lemma 2.1(2).
We take a path (v0, v1, . . . , v3τ ) by the following inductive procedure:
For all 2 ≤ h ≤ τ take v3h−2 ∈ B(x0, v3h−3) and v3h−1 ∈ B(x0, v3h−2). Then
we have x3h−1 ∈ Dm−1m (v3h−2, v3h−1) and x3h ∈ Dmm+1(v3h−2, v3h−1). There exists
v3h ∈ Γ1(v3h−1) such that x3h−1 ∈ Dmm+1(v3h−1, v3h) and x3h ∈ Dm+1m (v3h−1, v3h) from
Lemma 2.1(2).
Then in the (v3τ−1, v3τ )-diagram we have
xi ∈ Dm+3τ−i−1m+3τ−i (v3τ−1, v3τ ) for all 0 ≤ i ≤ 3τ − 1
and
x j ∈ Dm+3τ− j+1m+3τ− j (v3τ−1, v3τ ) for all 3τ ≤ j ≤ r + 1.
We remark that x0 ∈ Dm+3τ−1m+3τ (v3τ−1, v3τ ) and m + 3τ ≥ m + t = n.
Since cr+1 ≥ 2, there exists y1 ∈ C(xr+1, x0) −{x1}. Let (y1, y2, . . . , yr+1 = xr+1) be
the unique shortest path connecting y1 and xr+1. Let y0 := x0.
By using the retracing method for X and Y = (y0, y1, . . . , yr+1) with respect to
the path (v0, v1, . . . , v3τ ) we obtain that the (v3τ−i , v3τ−i+1)-profile of Y is the same
as the (v3τ−i , v3τ−i+1)-profile of X for all i = 1, 2, . . . , 3τ , similarly to the proof of
Proposition 3.2. Considering the (v0, v1)-diagram we have
{x1, y1} ⊆ Dm+1m (v0, v1) ∩ Γ1(x0),
which is a contradiction. This concludes the proof of the theorem. 
Proof of Corollary 1.2. These are direct consequences of Theorem 1.1. 
Proof of Corollary 1.3. (1) This follows by putting s = m = r in Theorem 1.1(1).
(2)(3) When k = 3 the assertions are true by the classification of cubic distance-regular
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graphs [1]. So we may assume that k ≥ 4. Then we have r − 1 ≤ t ≤ r − 2[r/3] from (1).
This implies that r = t = 2 holds. The desired result follows from Proposition 2.3. 
Remarks. (1) The retracing method can be applied to other classes of graphs. For example
applying the same argument in the proof of Theorem 1.1 to distance-biregular graphs, we
obtain similar bounds for parameters.
(2) Corollary 1.3 gives us the strong condition for characterizing the Odd graphs and
the doubled Odd graphs. In the next paper [6] we will give a variety of conditions for
characterizing the Odd graphs and the doubled Odd graphs by only a few of the intersection
numbers.
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