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SUMMARY
The objective of this research work is to develop reliable and power-efficient syn-
chronization algorithms for continuous phase modulation (CPM). CPM is a bandwidth and
power efficient signaling scheme suitable for wireless and mobile communications. Due to
phase continuity and constant modulus, CPM signals exhibit a narrow spectral mainlobe
and low sidelobes, and allow nonlinear power amplifiers to operate efficiently. Binary CPM
schemes have been widely used in many commercial and military systems. CPM with multi-
level symbol inputs, i.e., M-ary CPM, can achieve a higher data rate than binary CPM.
However, the use of M-ary CPM has been limited due to receiver complexity and synchro-
nization problems. In the last decade, serially concatenated CPM (SCCPM) has drawn more
attention since this “turbo-like” coded scheme can achieve near Shannon-limit performance
by performing iterative demodulation/decoding. Note that SCCPM typically operates at
a low signal-to-noise ratio, which makes reliable and power-efficient synchronization more
challenging.
In this thesis, we propose a novel timing and phase recovery technique for CPM, based
on Kalman filtering and an approximate representation of CPM signals with nonorthog-
onal exponential expansions. Compared to existing maximum-likelihood estimators, the
proposed data-aided synchronizer can achieve a better acquisition performance when a
preamble is short or channel model errors are present. Extending this synchronizer to its
decision-directed version is also possible. However, to ensure reliable parameter tracking,
we entail to pilot-symbols and periodically perform pilot-assisted estimation during the
decision-directed synchronization. The resulting mixed synchronizer exhibits an excellent
performance in tracking time-variant phase and time errors.
We also propose a novel adaptive soft-input soft-output (A-SISO) module for iterative
detection with parameter uncertainty. In contrast to the existing A-SISO algorithms using
linear prediction, the parameter estimation in the proposed structure is performed in a
xii
more general least-squares sense. Based on this scheme, a family of fixed-interval A-SISO
algorithms are utilized to implement blind iterative phase synchronization for SCCPM.
By exploiting inherent rotational invariance of CPM trellis structure, it is shown that the
proposed iterative receivers are robust over channels of high and random phase dynamics.
Moreover, the convergence characteristics of iterative phase synchronization and detection
are analyzed by means of density evolution. Particularly, an oscillatory convergence behav-
ior is observed when cycle slips occur during phase tracking. In order to reduce performance
degradation due to this convergence fluctuation, design issues, including delay depth of the
proposed algorithms, iteration-stopping criteria and interleaver size, are also discussed.
Finally, for completeness of the study on phase synchronization, we investigate the error
probability performance of noncoherently detected full-response CPM, which does not re-
quire channel (or phase) estimation. This analysis explicitly indicates how the performance
of noncoherent detection is affected by detector complexity, fading rate and operating signal-
to-noise ratio. Furthermore, using this result, we propose a hybrid system which switches
between a noncoherent detector and a coherent detector with imperfect channel estimates,
in order to optimize the overall system performance in terms of service quality, receiver




Continuous phase modulation (CPM) is a bandwidth and power efficient signaling scheme
suitable for wireless and mobile communications [1]-[4]. Compared to linear modulation
schemes with abrupt phase changes, such as M-ary phase-shift-keying (PSK) and quadra-
ture amplitude modulation (QAM), CPM signals exhibit a narrower spectral mainlobe and
lower sidelobes due to their phase continuity. The resulting compact spectrum enables effi-
cient CPM signal multiplexing. CPM waveforms also have a constant envelope, which allows
nonlinear power amplifiers to operate efficiently at saturation. Additional CPM power effi-
ciency enhancement also results from the inherent memory structure of CPM signals, i.e.,
phase continuity, which increases minimum Euclidean distance between possible transmit-
ting signals. Binary CPM schemes have been widely used in commercial systems, such as
Gaussian frequency-shift-keying (GFSK) in Bluetooth and Gaussian minimum-shift-keying
(GMSK) in Global System for Mobile communication (GSM) [5]. CPM with multi-level
symbol inputs, i.e., M-ary CPM, can achieve a higher data rate than binary CPM. How-
ever, the use of M-ary CPM has been limited due to receiver complexity and synchro-
nization problems, including timing recovery, frequency offset and carrier phase estimation
[6]. In the last decade, serially concatenated CPM (SCCPM) has drawn more attention
since this “turbo-like” coded scheme can achieve near Shannon-limit performance by per-
forming iterative demodulation/decoding [7],[8]. Note that SCCPM typically operates at
a low signal-to-noise ratio (SNR), which makes reliable and power-efficient synchronization
more challenging. In this thesis, we design and analyze synchronization algorithms for both
uncoded and coded CPM systems. For completeness, we also investigate noncoherent CPM
demodulation, which does not require carrier phase recovery.
1
1.1 Synchronization for Uncoded CPM
Synchronization can be generalized as a typical parameter estimation problem, which can
be tackled by using data-aided (DA), decision-directed (DD) or non-data-aided (NDA)
techniques [6]. Using the DA method, a parameter estimator is driven by known data
symbols, e.g., a training sequence placed at the beginning of data transmission or a set of
pilot symbols periodically inserted into a data information sequence. In the DD method,
no data information is available at receiver and a set of tentative data decisions are used to
aid parameter estimation in the same way as the training or pilot symbols do. For a NDA
synchronizer, neither known data symbols or tentative decisions are needed and unknown
parameters are estimated by exploiting the high-order statistics or other special nonlinear
features of received signals. Normally, among them, the DA method can achieve the best
estimation performance, including hangup-free, fast convergence and Cramer-Rao-Bound-
approaching mean-square-error (MSE), although they yield the lowest data rate or power
efficiency due to training overhead. Apparently, a DD or NDA estimator allows for a higher
data rate than a DA synchronizer; however, a DD estimator is usually more complex and
might experience hangup problems in certain circumstances, and the MSE performance of a
NDA estimator is poor. In practice, the combination of these methods might be considered
to improve overall system performance.
In most practical applications, a timing error and a frequency offset vary much more
slowly than a carrier phase. In particular, the frequency offset can thus be presented by a
phase ramp over one or a few data frames, which can always be recovered by a well-designed
phase estimator, e.g., a second-order phase lock loop (PLL) [9]. In this thesis, for simplicity
of design and analysis, we ignore frequency offset estimation, hereafter, and consider only
time and phase recovery, which can be either processed individually in a sequential order
or jointly at the same time. Typically, separate parameter estimation is less complex;
however, it requires that the estimation of the first parameter must be robust when the
other is unknown.
In the scenario of separate estimation for CPM, the carrier phase with a large initial
error is first acquired with clockless NDA phase estimation [6]. Then CPM timing recovery
2
is performed with the aid of the previously obtained coarse phase estimate. Once the time
error is acquired, fine clock-aided phase acquisition is further processed to provide a more
accurate phase estimate for followed coherent CPM demodulation. Then another round of
fine timing recovery can also be executed if necessary. On the other hand, it is also possible
to first perform clock recovery without the knowledge of the carrier phase [10], and then
the rest of the synchronization procedure is similar to the case in which the phase offset is
first estimated.
Both clock-aided phase acquisition or phase-aided timing recovery can be implemented
in either a DD, DA or NDA fashion, depending on the choice of an application. The fun-
damental design rule for single parameter estimation is similar and can be summarized as
follows. The DA method derived from a maximum-likelihood (ML) criterion is an adhoc
approach requiring a feedback or closed-loop structure, and extending it to its DD coun-
terpart is straightforward except that the DD estimation must be processed jointly with
CPM demodulation, leading to a complex receiver. By taking average on data information,
the DA-ML estimation simply reduces to the NDA-ML estimation, which can be imple-
mented in either a feedback or a feedforward fashion although both suffer from a poor MSE
performance. However, the NDA-ML feedforward estimator spends less time to achieve re-
liable acquisition than other feedback schemes. Practical ML-based estimation algorithms
can be found in [6], [11] and [12] for CPM phase recovery and [6], [13], [14] and [15] for
CPM timing recovery. Moreover, the non-ML-based estimation exploiting special features
of CPM signals is also available and is usually designed in a NDA feedforward fashion. A
robust non-ML phase estimator can be found in [6], while two non-ML time error estima-
tors were proposed in [16] and [17] though both work well only for CPM modulation of a
minimum-shift-keying (MSK) signal type1.
The primary difference between the ML-based individual phase acquisition and time
recovery is that an additional set of derivative matched filters is required for any-type
timing recovery method when generating appropriate sufficient statistics, because the log-
likelihood function of CPM signals is nonlinear in a time offset. To reduce the complexity,
1The MSK-type modulation refers to binary CPM with the modulation index h = 1/2.
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two possible approaches are considered in the literature [6]: 1) approximating derivative
matched filtering with finite difference of outputs from standard matched filters sampled at
the symbol rate; 2) linearizing the nonlinear log-likelihood function directly by assuming a
sufficiently small timing error. Both methods perform poorly, especially when the initial
timing error is significant or when the M-ary partial-response CPM is considered.
For joint CPM time and phase recovery, the ML-based DA method has been well-studied
since the invention of CPM [4], [18], [19]. However, extending these DA synchronizers to
their DD counterparts is not trivial as in single parameter estimation, because multiple
stable local optima exist in the likelihood function. It has been reported in [20] that the ML-
DD joint time and phase recovery cannot synchronize M-ary partial-response CPM signals
due to false locks in a timing loop, although it performs well for other CPM signals. In
order to overcome this dilemma, a false lock detector and an auxiliary acquisition unit must
be carefully devised to detect and push a ML-DD synchronizer away from false equilibria
[20], [21]. These additional processes increase receiver complexity, and a long acquisition
time is normally required to relock synchronization.
Another impediment for the widespread use of CPM is receiver complexity, which is
determined not only by the complexity of a demodulator but also by the complexity of
the front-end processor (FEP) that is used to generate sufficient statistics for parameter
estimation and data detection. An optimal coherent CPM demodulator requires a maxi-
mum likelihood sequence detector, which is especially complex for M-ary partial-response
CPM [4]. Suboptimal detectors, such as linear minimum mean-square-error (MMSE) de-
tectors [22] and reduced-state sequence detectors [23], [24], have been devised to reduce
the complexity. To reduce the complexity of the FEP, one can approximate CPM signals
with a small set of basis functions. The accuracy and efficiency of the signal approximation
depends on the selection of basis functions. Laurent’s expansion was the earliest attempt
toward this end, although the corresponding basis functions usually have a complicated
partial-response form [25]. Other sets of basis functions having simpler forms were sub-
sequently proposed, including exponential functions [26], sinc(·) functions [27] and Walsh
functions [28]. However, all of these approaches are near-optimal only in preserving the
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minimum distance property of CPM ML detection, but not in approximating CPM signals
themselves.
In this thesis, we propose a novel DA joint timing and phase recovery method that
requires a simple FEP and is able to achieve fast and reliable parameter acquisition for
all CPM systems. Using the fact that timing information can be easily extracted from
exponential waveforms without requiring derivative matched filtering, we devise a new set
of exponential basis functions that is more accurate and efficient in approximating CPM
signals than the exponential bases used in [26]. Based on the proposed signal expansion,
we build a discrete-time state-space model for received CPM signals. Extracting timing
and phase information directly from this model incurs a nonlinear problem that requires
extended Kalman filtering, which usually suffers from false locks and divergence. Instead of
using this direct method, we first estimate a state vector that conveys the complete timing
and phase information, and then update the desired parameter estimates from the estimate
of this state vector. A similar approach has been well-studied for phase synchronization [29].
However, its extension to joint timing and phase synchronization is non-trivial, being feasible
only when modulated signals can be accurately approximated with exponential expansions.
Compared to the traditional ML-DA estimators with derivative matched filters [20], the pro-
posed synchronizer has a less complex FEP and can achieve better acquisition performance,
especially with a short length preamble. Based on the concept of uniform observability, we
also show that the proposed synchronizer is stable on time-variant channels and exponen-
tially stable on time-invariant channels.2 Moreover, several modeling parameters, such as
the variance of channel noise, the variances of parameter jitters and the initial state error
covariance, are required to design the proposed synchronizer. However, they are known
only approximately in practice. Hence, we also investigate the effect of the modeling errors
on the synchronizer convergence. The selection of suboptimal exponential bases and the
design of triple-initialized Kalman filters are also discussed. Our simulation results show
that the proposed synchronizer has an excellent performance in acquiring and tracking both
2An estimator is stable if its estimate error variance is bounded; an estimator is exponentially stable if its
estimate error variance converges exponentially to zero [30].
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the time shift and phase offset on either time-invariant or time-variant channels.
The extension of the proposed DA synchronizer to its decision-directed version is also
possible. However, to effectively prevent the occurrence of false locks, we insert pilot-
symbols into a data sequence and periodically perform pilot-assisted estimation during the
DD synchronization to ensure a timing loop is correctly locked. Based on the combination
of both DA and DD concepts, this mixed method exhibits an excellent performance in
tracking time-variant phase and time errors.
1.2 Iterative Synchronization for Coded CPM
The serial concatenation of a convolutional code, a random interleaver and a CPM modu-
lator yields a type of serially concatenated convolutional codes, called a ”turbo-like” code
[31], [32]. As the inner code of this turbo-coded system, CPM has a recursive trellis struc-
ture and, thus, a near Shannon-limit performance can be achieved by performing iterative
demodulation/decoding [7], [33]. However, this system typically operates at a low SNR
and, therefore, reliable synchronization is challenging, especially in burst mode transmis-
sion allowing only a short preamble. Furthermore, for a turbo-coded scheme, using a longer
data frame yields a larger interleaving gain. Nevertheless, the consequence using a long
data frame is that one cannot simply assume a parameter is constant over an entire frame
even when it has low dynamics. In such a case, parameter time-variations must be tracked
approximately during iterative detection. In most practical applications, the carrier phase
varies more rapidly than the timing error. Ignoring phase time-variations over data trans-
mission may significantly degrade the performance of CPM coherent detection. Although
not common, the timing dynamics also need to be tracked in some extreme circumstances.
In this thesis, we first focus on iterative phase synchronization and then move to turbo
synchronization for joint time and phase recovery.
The pilot-assisted CPM demodulation methods proposed in [34] and [35] are robust in
acquiring and tracking a time-variant carrier phase, but their power efficiency is poor on
fast fading channels because of a high training overhead. To improve power efficiency while
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retaining good synchronization performance, joint phase estimation and CPM demodulation
is a promising alternative. An early attempt toward this end was presented in [11], where
linear prediction of flat fading was processed along with trellis-based CPM detection in a DD
manner. The basic idea therein was later developed into a general solution, i.e., per-survivor
processing (PSP), for hard-output sequence detection with unknown parameters [36], [37].
Unfortunately, PSP is not directly suitable for the soft-input soft-output (SISO) maximum a
posteriori (MAP) symbol detectors [38], [39] , which are typically used in iterative receivers.
For this reason, a family of adaptive SISO (A-SISO) algorithms were proposed in [40] for
MAP-type iterative detection, based on an extension of PSP. Also, in [41], a set of fixed-
interval A-SISO (FI-A-SISO) algorithms are developed for carrier phase tracking in turbo-
coded quadrature phase-shift keying (QPSK) modulated systems. More recently, in [42],
a set of sliding-window A-SISO (SW-A-SISO) algorithms were applied to SCCPM systems
over unknown flat fading channels. Other applications of A-SISO algorithms for timing
recovery and channel state estimation can also be found in [43]-[47]. In the literature,
the A-SISO algorithms fall into two categories, the forward-only and forward-backward A-
SISO algorithms. Within the forward-only A-SISO algorithms, parameter prediction is
processed only in the forward direction; for the forward-backward A-SISO algorithms, both
forward and backward linear prediction are required [48]. Simulation results in [41] and [42]
show that the performance of the forward-only A-SISO algorithms is inferior to but closely
approaches that of the forward-backward A-SISO algorithms.
In this thesis, we propose a novel A-SISO module that combines MAP symbol detection
with innovations-based parameter estimation. Furthermore, a class of suboptimal reduced-
complexity A-SISO algorithms are derived in a PSP fashion. In contrast to the existing
A-SISO algorithms that use linear predicted estimates, the proposed scheme employs a set
of more general linear least-squares estimates (LLSEs), including smoothed, filtered and
predicted estimates, in metric recursions. The “innovations-based” notion herein follows
from the fact that the LLSEs can be recursively updated by using a set of innovations
processes. Note that the “innovations-based” estimation scheme in both [49] and [50] is
essentially equivalent to linear prediction, which is one special case of the proposed structure.
7
Based on the proposed methodology, a family of FI-A-SISO algorithms are developed
for iterative phase synchronization on SCCPM receivers. Compared to the SW-A-SISO
algorithms in [42], the FI-A-SISO algorithms can achieve lower bit-error-rate (BER) with
less complexity, but require more memory. The forward-only FI-A-SISO algorithms are
shown, surprisingly, to outperform the forward-backward FI-A-SISO algorithms in acquiring
and tracking a time-variant phase, especially at a low SNR. The reason has to do with
rotational invariance of CPM signals. This result can be extended to any rotationally
invariant convolutional (RIC) coded system.
RIC codes were invented by Wei in 1984 [51, 52]. By careful design, RIC codes can
tolerate discrete phase ambiguities by ensuring that a phase-rotated code sequence is also
a valid code sequence and carries the same information bits as the original code sequence.
This property is particularly valuable for phase synchronization, since the performance
degradation due to false lock, cycle slip and hangup can be easily avoided or reduced. In
his pioneered work, Wei proposed the basic concepts and design rules for RIC codes by
viewing them as as a special realization of trellis-coded modulation (TCM). Many new RIC
codes were later found by using either synthesis methods [53, 54] or exhaustive searches
[55]. The typical examples of RIC codes include differential codes and CPM. In [56], based
on graph theory, a theoretical framework underlying RIC codes was presented together with
necessary and sufficient conditions for a code to be rotationally invariant. It was also shown
in [57] that a sufficient condition for a turbo-like code to be rotationally invariant is that
its inner code is rotationally invariant. More general design rules and performance analysis
for turbo-like codes with rotational invariance can be found in [58].
For SCCPM operating at a low SNR, reliable phase synchronization is a challenging
task. When radio channels have high and random dynamics, accurate phase tracking is far
more difficult. In these circumstances, phase synchronization is subject to frequent cycle
slipping, false-lock and hang-up [9]. Although SCCPM has a strong robustness to these
phase ambiguities because of rotational invariance of its inner code, the effect of imperfect
phase synchronization on the convergence of iterative demodulation/decoding is still of
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interest. It was first reported in [59] that iterative detection of rotationally invariant turbo-
like codes does not consistently converge through iterations when discrete phase rotations
exist. When carrier phase is rapidly time-varying, an oscillatory convergence behavior was
observed at iterative receivers that use DD phase-tracking. This thesis provides a semi-
theoretical analysis on this surprising convergence behavior. To facilitate our analysis, we
first present a simplified phase model to differentiate the effects of small phase disturbances
and discrete phase ambiguities. With this model we show that: 1) the phase disturbance
does not cause convergence fluctuations and its effect can be simply viewed as an equivalent
power reduction; 2) the oscillatory convergence behavior results from phase ambiguities in
phase-tracking.
As indicated earlier, the practical DD algorithms in the context of MAP symbol detec-
tion (MAPSD) are usually implemented in a PSP fashion, where multiple tentative param-
eter estimates are generated at each symbol interval and used for metric recursions. The
single-estimator processing (SEP) [60] retaining only one parameter estimate is thought of
as a simplified PSP technique. It was shown in [41] that the PSP-based A-SISO algorithms
outperform their SEP-based counterparts on both phase tracking and detection when cy-
cle slipping, false-lock, and hang-up do not occur. However, our analysis implies that in
the presence of cycle slipping, false-lock and hang-up, the SEP-based A-SISO algorithms
can achieve a better convergence performance. This conjecture is confirmed by simulation
results. Due to crucial effects of cycle slipping on convergence of iterative phase synchroniza-
tion, we also provide an approximate method to evaluate the mean time of cycle slipping
on fading channels. Moreover, design issues such as decision depth in the SEP method,
iteration-stopping criteria, and effects of interleaver size on convergence, are discussed.
In this thesis, we also provide a turbo synchronization scheme to implement joint time
and phase recovery for SCCPM. To prevent the false locks usually appearing in a timing




Maximum likelihood sequence detection can be implemented either coherently or noncoher-
ently once the knowledge of timing and frequency offset is available. Coherent detection
requires an estimate of the carrier phase, more strictly speaking, an estimate of a complex
channel gain on flat fading channels3, while noncoherent detection does not. The perfor-
mance of a channel estimator generally degrades with increasing channel dynamics, and will
eventually limit the performance of coherent detection. Noncoherent detection was origi-
nally proposed for time-invariant channels, where its BER performance closely approaches
that of coherent detection. When the channel is time-varying, the performance of non-
coherent detection degrades. A comparison between noncoherent and coherent detection
on time-variant fading channels with optimal/suboptimal channel estimation, in terms of
complexity and performance, remains an open problem.
Past research has evaluated coherent detection with imperfect channel knowledge using
BER, cutoff rate or mutual information. In [61]-[65], the effects of channel estimation
errors on BER were investigated for different scenarios, including frequency selective and
non-selective Rayleigh and Rician fading channels, antenna diversity, and uncoded or coded
modulation. Moreover, data-aided training strategies that optimized pilot placement and
power allocation were proposed for transmission on time-variant flat fading channels, in
the sense of minimizing uncoded BER in [66] or cutoff rate in [67]. Considering imperfect
channel knowledge, an information-theoretic analysis on mutual information has also been
provided for i.i.d multiple-input multiple-output flat fading channels in [68], i.i.d multipath
block fading channels in [69], and temporally correlated flat fading channels in [70]. From
different perspectives, the above literature consistently shows that the performance gap
between coherent detection with and without ideal channel information is irreducible and
dependent on the fading rate.
Research on noncoherent detection was initiated with robust receiver design for con-
tinuous phase frequency shift-keying (CPFSK) modulation in the 1960’s [71], [72], and
3To align with the terminology referred in the literature, we use ”channel” in stead of ”phase” in the
remainder of the thesis when comparing coherent and noncoherent detection.
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then was extended to general TCM in the 1990’s [74], [75], and most recently to capacity-
approaching serial concatenated coded systems [33], [76]. The optimal input distribution,
code, and constellation design for efficient noncoherent detection can be found in [77]-[79].
Previous simulation results have shown that the performance of noncoherent detection on
time-invariant fading channels consistently improves with increasing detector complexity
[80]-[83], while on time-variant channels the performance varies depending on both the de-
tector complexity and the channel fading rate [84], [85]. Meanwhile, a significant effort
has also been undertaken to derive error probabilities for noncoherent detection on fading
channels; however, most existing results contain at least one integral function and defy a
simple solution. Moreover, the existing analytical results fail to explain how the detector
performance is affected by detector complexity, fading rate, and operating SNR.
In this thesis, we compare noncoherent and coherent detection on Rayleigh flat fading
channels. By using a first-order Gauss-Markov channel model, we first derive a simple,
closed-form, expression for error probabilities of noncoherently detected full-response CPM
and differential phase-shift-keying (DPSK) modulation, on both time-invariant and time-
variant fading channels. Our results explicitly show how to design optimal noncoherent
detectors under different channel conditions. One of our more surprising conclusions is that
a less complex noncoherent detector may achieve a better BER performance on fast fading
channels than a more complex detector. Based on our analysis, we propose a hybrid system
which switches modes between noncoherent detection and coherent detection with opti-
mal/suboptimal channel estimation, in order to optimize the overall system performance,
in terms of service quality, receiver complexity and power efficiency. The design issues, such
as the mode switching criterion and the selection of a noncoherent detector with appropriate
complexity, are also discussed.
1.4 Outline of the Thesis
The remainder of this thesis is organized as follows. In Chapter II, we propose a novel joint
time and phase synchronizer for uncoded CPM, which requires a less complex front-end
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processor and converges more rapidly as compared to existing ML-based estimators. In
Chapter III, we devise a family of adaptive iterative algorithms to implement joint phase
synchronization and CPM demodulation for coded CPM, i.e., SCCPM. By revisiting the
rotational invariance of CPM signals, we further investigate the convergence behavior of
the proposed iterative receivers with imperfect phase estimation in Chapter IV. Integrating
the concepts of both data-aided and decision directed techniques, in Chapter V, we propose
a turbo synchronization scheme for joint timing and phase recovery at iterative SCCPM
receiver. In Chapter VI, we study the performance of noncoherent sequence detection for
uncoded CPM. Chapter VII finally summarizes the contributions of the thesis and suggests
the direction of future work in the related areas.
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CHAPTER II
JOINT TIME AND PHASE RECOVERY FOR CPM
A brief review on existing representations of CPM signals is provided in this chapter, and
then a new representation format, called nonorthogonal exponential expansion (nOEE),
is proposed1 . Using nOEE, we devise a novel data-aided joint time and phase recovery
method based on Kalman filtering. Compared to existing ML-based estimators, the pro-
posed synchronizer requires a less complex FEP and can achieve much more reliable acqui-
sition performance with a short preamble. The asymptotic stability and convergence of the
proposed synchronizer is also analyzed, including the effect of statistical channel modeling
errors on the convergence characteristics. Moreover, the selection of suboptimal nOEEs and
the design of triple-initialized Kalman filters are discussed. Both theoretical and simulation
results show that the proposed synchronizer is robust in acquiring and tracking both time
shift and phase offset on either time-invariant or time-variant channels. The main results
in this chapter can also be found in [86].
2.1 Representation of CPM









, (k − 1)Ts 6 t 6 kTs, k = 1, · · · , Nu, (1)
where Es is the energy contained in each symbol interval Ts, u
k
1 = [u1, u2, · · · , uk] is the M-
ary information data sequence with elements chosen independently and with equal probabil-
ity from the alphabet U ={±1,±3, · · · ,±(M−1)}, and ϕ(t,uk1) is the excess phase carrying




uig(t− iTs + Ts),
where hidx =q/p is the rational modulation index, q and p are relatively prime, and g(t) is the
phase shaping pulse that is related to the frequency shaping pulse f(t) as g(t) =
∫ t
0 f(t)dt.
1Some abbreviations might be redefined in each chapter for clarity of reading.
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By convention, g(t) is causal and its final value is normalized to 1/2 after L symbol inter-
vals. The phase shaping pulse with L= 1 is called a full-response pulse, while those with
L>1 are partial-response pulses.









ui g(t− iTs + Ts)=ϕk+ϕL(t, uk−L+1, uk−L+2, · · · , uk). (2)
From (2), it is obvious that the modulated signal over the k-th interval can be specified once
the phase state ϕk = πhidx
∑k−L
i=1 ui and the most recent L symbols, i.e., uk−L+1, · · · , uk, are
known. Therefore, the nature of the phase evolution can be described by a finite-state ma-
chine, where each state is represented by an L-dimensional vector σk=[ϕk, uk−L+1,· · ·, uk−1].
From this viewpoint, the CPM modulator can be viewed as a recursive convolutional encoder
followed by a memoryless phase modulator [4].
2.1.1 Tilted-Phase Representation
The number of possible values for ϕk is 2p when q is odd, and p when q is even. When p is
odd, ϕk can assume p possible values in the k-th interval, while the remaining p values are
active in the k+1-st interval. Hence, the CPM modulator has a time-variant and periodic
state transition diagram with a period of 2Ts. To simplify such a structure, the tilted-phase
representation of CPM signals was proposed in [87], where the resulting state description
is time-invariant regardless of whether p is even or odd.
Under the tilted-phase representation, the CPM complex envelope becomes
x′(t,uk1) = x(t,u
k
1) exp {j (πhidx(M − 1)t/Ts)} , (3)
and the carrier frequency is shifted from fc to fc − hidx(M − 1)/(2Ts). After some algebra









u′i g(t− iTs + Ts) + πhidxC(t− kTs + Ts), (4)
where u′i=ui+M−1, u′i ∈ U ′={0, 2, · · · , 2(M − 1)}, and
C(t) = (M − 1) t
T




g(t+ iTs), 0 6 t 6 Ts (5)
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u′i has p possible values for p either even or odd. Consequently, under the tilted-
phase representation, the total number of transition states within a CPM encoder is pML−1,
and there are M branches starting from and merging into each state.
2.1.2 Laurent’s Expansion
Inherent nonlinearity of CPM signals causes tough challenges in analyzing signal charac-
teristics, such as autocorrelation and power spectrum densities, and designing practical
demodulators regarding to the issues of implementation complexity and synchronization.
In 1986, Laurent found that any binary CPM signal can be decomposed as the sum of a
few linearly modulated pulses [25]. Later, it was observed by Mengali and Morelli that
the same-type expansion was also valid for M-ary CPM signals [88]. With aid of this new
interpretation, many methodologies and tools developed for studying and devising linear
modulation systems can be applied to CPM schemes with proper modifications.
Under the Laurent expansion, a binary CPM signal can be expressed by superposition

































sin(2πhidxg(t))/ sin(πhidx), 0 6 t < LTs,
sin(πhidx − 2πhidxg(t− LTs))/ sin(πhidx), LTs 6 t < 2LTs,
(7c)
and βm,l is the l-th digit of the binary representation of the index m. For example, the
Laurent expansion of an MSK signal only has one component c1(t) = sin(πt/(2Ts)), which
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is a partial-response waveform and valid over [0, 2Ts). The Laurent expansion of an M-ary
CPM signal is more involved. The number of required PAM pulses is (M − 1)ML−1. Note
that CPM signal energy is unevenly distributed among all pulses, and the sum of few of
them usually conveys the most part of the signal energy.
2.1.3 Exponential Expansion
At the CPM receiver, a bank of matched filters is typically used to generated sufficient
statistics for optimal coherent detection, called front-end processing. For the CPM signals
with either the classical expression in (1) or the tilted-phase representation in (3), the number
of required matched filters is ML. With the Laurent expansion, this number reduces to
(M − 1)ML−1 and a further decrease is possible by approximating CPM signals by the few
most significant PAM waveforms. However, such waveforms are usually of complicated and
partial-response format, with which the corresponding signal reception is not easy.
In light of the Fourier series, the CPM signals can be approximately represented by





ak,i exp {j2πfi(t− kTs + Ts)} , (k − 1)Ts 6 t 6 kTs, (8)
where we consider the tilted-phase CPM signal without loss of generality, Nf is the number
of basis functions (assumed to be odd) and fi is the frequency of the i-th pulse with the
complex coefficient ak,i. The vector ak = [ak,1, ak,2, · · · , ak,Nf ]T can be computed as ak =
{RTρ }−1zk, where Rρ is the pulse-correlation matrix with the entry at the i-th row and l-th
column given by
{Rρ}i,l = ρi,l =
∫ Ts
0
exp{j2π(fi − fl)t}dt, (9a)





x′(t,uk1) exp{−j2πfi(t− kTs + Ts)}dt. (9b)
Setting fi = (i − dNf/2e)/Ts in (8) yields an orthogonal exponential expansion (OEE),
where d·e represents the ceil function.
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Table 1: Performance of different CPM signal exponential expansions.




NPulsesc 5 21 51 3 5 3 5
NMSEc 4.5×10−2 9.7×10−3 4.0×10−3 9.4×10−2 1.4×10−3 5.9×10−3 5.3×10−5
GMSK,
BTs =0.3
NPulsesc 5 21 51 3 5 3 5
NMSEc 4.1×10−2 9.7×10−3 4.0×10−3 7.3×10−4 1.2×10−6 1.8×10−4 1.5×10−8
a For SnOEE νopt is optimized by a coarse exhaustive search with grid spacing 4ν = 0.05.
b For nSnOEE fopt is estimated by a coarse exhaustive search with grid spacing 4fi = 0.05.
c NPulses and NMSE stand for number of pulses and normalized MSE, respectively.
To achieve sufficient accuracy, the OEE usually requires a large number of basis func-
tions. Huber and Liu [26] significantly reduced the required number of basis functions
by using a symmetric nonorthogonal exponential expansion (SnOEE), i.e., setting fi =
ν(i−dNf/2e)/Ts with 0 < ν < 1. Note that the frequency spacing parameter ν must be
optimized for each CPM scheme to minimize the mean-square-error between the actual and
approximate signals. The main disadvantage of SnOEE is that the approximation is not
sufficiently accurate for small values of Nf , even when the optimal νopt is selected.
To obtain a sufficiently accurate CPM signal representation with fewer basis functions,
we propose an alternative approach, called a nonsymmetric nonorthogonal exponential ex-
pansion (nSnOEE), where the symmetric constraint in SnOEE, i.e., equal frequency spacing,
is removed. Since the CPM signal power is typically concentrated in the frequency interval
[−1/Ts, 1/Ts], it is reasonable to assume −1/Ts 6 fi 6 1/Ts for 1 6 i 6 Nf in nSnOEE.
The optimal frequency set fopt = [f1,opt, f2,opt, · · · , fNf ,opt] is determined by the following
criterion,































Solving the above non-convex optimization problem requires an exhaustive search for each
candidate CPM scheme.
Table 1 compares the performance of OEE, SnOEE and nSnOEE in terms of the required
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number of basis functions and the approximation accuracy. Two typical CPM schemes are
considered, including GMSK with a 3 dB bandwidth BTs = 0.3, and 4 -ary, 3RC (L = 3
raised cosine) CPM with h=1/2. Table 1 shows that OEE requires at least 21 orthogonal
pulses to keep the normalized MSE on order of 10−3. The nonorthogonal exponential expan-
sions (nOEE) with suboptimal parameter sets can achieve a better approximation accuracy
with only 3 pulses. The required suboptimal parameter sets can be estimated by using
coarse exhaustive searches with the grid spacing 4ν = 0.05 for SnOEE, or 4fi = 0.05/Ts
for nSnOEE. Observe that nSnOEE provides a more accurate CPM signal representation
than SnOEE, since nSnOEE has fewer constraints.
2.2 Joint Timing and Phase Recovery
The received CPM signal with unknown time shift and carrier phase offset is given by
y(t) = exp{jφk}x(t− τk,uk1) + n(t), (k − 1)Ts − τk 6 t < kTs − τk (11)
where we assume both time shift τk and phase shift φk are fixed over each symbol interval,
and n(t) is the additive white Gaussian noise (AWGN) with two-sided power spectral density





ak,i exp{j(φk − 2πfiτk)} exp {j2πfi(t− kTs + Ts)} + n(t) + ζ(t), (12)
where ζ(t) is the residual error caused by the signal approximation. Let the front-end filters
be matched to the exponential basis waveforms. The output of the l-th matched filter,
sampled at the instant of τ ′k and compensated with the phase offset φ
′
k, is given by





ak,iρi,l exp{j(φk − φ′k − 2πfi(τk − τ ′k))} + nk,l + ζk,l + ξk,l, (13)




n(t) exp{−j(φ′k + 2πfl(t− kTs + Ts))}dt, (14a)
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ζ(t) exp{−j(φ′k + 2πfl(t− kTs + Ts))}dt, (14b)






ak,i exp{j(φk − φ′k − 2πfi(τk − τ ′k))}
∫ (k−1)Ts+τk
(k−1)Ts+τ ′k
exp{j2π(fi − fl)t}dt, (15)
by assuming τk >τ
′
k. Note that ξk,l vanishes when τk = τ
′
k. Without loss of generality, we
set l = 1 hereafter and drop the index l for simplicity. After some manipulations, (13) can
be rewritten in the matrix form
yk = skθk + vk, (16)
where the vector sk = [sk,1, sk,2, · · · , sk,Nf ] with sk,i = ak,iρi,1 exp{−j(φ′k− 2πfiτ ′k)} carries
both data and synchronization information, the state vector θk = [θk,1, θk,2, · · · , θk,Nf ]T
with θk,i = exp{j(φk − 2πfiτk)} conveys the complete information of the time shift and
phase offset, and vk = nk + ζk + ξk. The statistics of vk are difficult, if not impossible,
to be determined in practice because of the existence of ζk and ξk. However, because of
the randomness of transmitting signals and sampling instants, it is reasonable from both
analysis and practical aspects to assume that vk is a white noise with zero mean and
variance rv in the estimator design, although the real model of vk has to be considered in
simulations. The effect of this modeling error will be discussed in more detail in the section
2.3. Furthermore, when the considered exponential expansion is sufficiently accurate and
the CPM signal is approximately synchronized, ζk and ξk become negligible.
2.2.1 Robust Time and Phase Recovery on Time-invariant Channels
On time-invariant channels the state vector θk is fixed, i.e., θk = θ or [φk, τk]= [φ, τ ].
Moreover, we assume that the time shift and phase offset are independently and uniformly
distributed over [−Ts/2, Ts/2] and [−π, π], respectively. Therefore, the state vector θ has
zero-mean and its covariance matrix Rθ is
{Rθ}i,j = E{θiθ∗j} = sinc(π(fj − fi)Ts), (17)
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where sinc(x) = sin(x)/x and (·)∗ denotes conjugate transpose.
The received samples yk = [y1, y2, · · · , yk]T can be expressed as
zk = Skθ + vk, (18)




2 , · · · , sTk ]T is a k × Nf matrix, and vk = [v1, v2, · · · , vk]T is a k-
dimensional noise vector with covariance rvIk, and Ik is a k × k identity matrix. The








and its error covariance matrix Mk is
Mk = Cov(θ̂k) = Rθ − RθS∗k (SkRθS∗k + rvIk)−1 SkRθ. (20)
If reliable timing and phase information at the k-th epoch can be extracted from θ̂k as τ̂k
and φ̂k, respectively, the sampling instant τ
′
k+1 and the phase compensation φ
′
k+1 at the
k + 1-st epoch are adaptively set to τ̂k and φ̂k, respectively.
Let Φk = [∠θ̂k,1,∠θ̂k,2, · · · ,∠θ̂k,Nf ]T , where ∠(·) returns the phase of a complex variable
on the interval [−π, π]. If the unknown time shift and phase offset are sufficiently small
such that φk−2πfiτk lies on [−π, π] for 16 i6 Nf , then phase wrapping rarely occurs when
computing Φk. As a result, the estimates of τk and φk can be expressed as




[1,−2πf1]T , [1,−2πf2]T , · · · , [1,−2πfNf ]T
]T
. The time shift and phase offset
at the k-th epoch can be estimated as
[φ̂k τ̂k]
T = (GTG)−1GTΦk. (22)
When the time shift or phase offset is large, φk − 2πfiτk might fall outside the interval
[−π, π] and must be wrapped around into [−π, π] by introducing ±2π phase jumps. Hence,
(21) is no longer valid. Instead of estimating θ directly in (19), we propose to estimate
εk = [εk,1, · · · , εk,Nf ] = ΛP (θ̂∗k−1)θ, at the k-th time epoch , where εk,i = exp{j(φ− φ̂k−1 −
2πfi(τ − τ̂k−1))} and ΛP ([c1, c2, · · · , cNc ]T ) represents an Nc × Nc diagonal matrix with
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exp{j∠ci} as the i-th diagonal element. Denote the estimate of εk as ε̂k = [ε̂k,1, · · · , ε̂k,Nf ]
with εk,i = exp{j(φ̂k − φ̂k−1 − 2πfi(τ̂k − τ̂k−1))}. Provided θ̂k−1 is close to θ, the phase
of εk,i is small and, thus, no phase wrapping is necessary when computing ∠(ε̂k,i), i.e.,
∠(θ̂k,i) − ∠(θ̂k−1,i), even when the unknown time shift or phase offset is large. Letting
Fk=ΛP (ε̂
∗
k) and Hk=skΛP (θ̂k−1), we can express (16) in an alternative form by employing
a time-variant state-space model as follows:














yk = skθk + vk,
= skΛP (θ̂k−1)εk + vk,
= Hkεk + vk. (23b)
With Kalman Filtering [90], the filtered estimates of θk and εk are updated as follows:
ε̂k+1 = Fkε̂k + Kf,k+1(zk+1 − Hk+1Fkε̂k) (24a)











Cov(ε̂k+1) = Pk+1 = FkPkF
∗
k − re,k+1Kf,k+1K∗f,k+1, (24e)
where Kf,k is the Kalman filter gain and Pk is the error covariance matrix. The filter is
initialized at θ̂0 = [1, 1, · · · , 1] by assuming φ̂0 = 0 and τ̂0 = 0, ε̂1 = RθH∗1 z1/re,1, P1 =
Rθ−RθH∗1 H1Rθ/re,1, and re,1 = rv+H1RθH∗1 . Let 4Φk
∆
= [∠ε̂k,1,∠ε̂k,1, · · · ,∠ε̂k,Nf ]T .
Similar to (21), one can update the time and phase estimates as,
[φ̂k τ̂k]
T = [φ̂k−1 τ̂k−1]
T + βk(G
TG)−1GT4Φk, (25)
where the step size βk is set to 1, but one could also assume other values in order to adjust
the convergence rate of the proposed estimator.
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2.2.2 Robust Time and Phase Recovery on Time-variant Channels
We model time-variant channels as a standard Wiener process, i.e.,
τk+1 = τk + wτ,k, and, φk+1 = φk + wφ,k, (26)
where the initial time shift and phase offset, τ0 and φ0, lie in [−Ts/2, Ts/2] and [−π, π],
respectively as before, and wτ,k and wφ,k are the k-th timing and phase jitters, respectively.
Moreover, we assume that the parameter jitters are independent of the channel noise. Let-
ting γk
∆
= [γk,1, γk,2, · · · , γk,Nf ]T , where γk,i = exp{j(wφ,k − 2πfiwτ,k)}, the state transition
in (23a) is revised to fit time-variant channels as













= FkΛP (γk)εk, (27)
which falls in a class of state-space models with multiplicative noise. Pursuing the optimal
solution of this problem is generally difficult. However, when the time and phase jitters are
small at each symbol interval, a good approximation of (27) can be obtained by employing
a Taylor expansion on γk and assuming ε̂k ≈ εk,
εk+1 ≈ Fk
(
INf + ΛP (Gwk)
)
εk,
= Fkεk + ΛP (ε̂
∗
k)ΛP (εk)Gwk,
≈ Fkεk + Gwk, (28)
where wk = [jwφ,k jwτ,k]
T has covariance matrix Q. Under the assumption that [φk τk]
T
is uncorrelated with wk, εk is thus uncorrelated with wk, which ensures the optimality of
the Kalman filter in the MMSE sense. Therefore, for time-variant channels, the filtered
estimates of θk and εk can be updated in a similar way as in (24a) and (24b), except that













∗ − re,k+1Kf,k+1K∗f,k+1. (29c)
Finally, one can obtain estimates of the time shift and phase offset through (25).
2.3 Convergence Analysis of The Proposed Synchronizer
The proposed synchronizer on either time-invariant or time-variant channels is essentially
a Kalman filter derived from the set of time-variant state-space models given in (23) and
(28). However, the asymptotic stability of a Kalman filter is generally not guaranteed.
In this section, we first introduce a few known results on observability and stability of
dynamic linear systems, and then utilize them to analyze the convergence of the proposed
synchronizer. The effect of statistical modeling errors on the convergence is also discussed.
2.3.1 Asymptotic Behavior of The Proposed Synchronizer
The concept of uniform observability and a well-known result on the asymptotic behavior
of time-variant linear systems are summarized below. More details are available in [91] and
[92].
Definition 1: The sequence of the matrix pairs {[Fk,Hk]}+∞k=1 is uniformly observable
if for every k > 0 there exists a positive integer mk, such that the observability Gramian





T ∗F (i, k)H
∗
i HiTF (i, k) > 0, (30)
where TF (i, k) is the state transition matrix associated with the sequence of matrices
{Fk}+∞k=1 and defined as TF (k, k) = I and TF (i, k) = Fi−1TF (i − 1, k). If mk = m for all
k, the sequence {[Fk,Hk]}+∞k=1 is uniformly m-step observable. There are a few remarks on
Definition 1:
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1. The positive definiteness of Ok intuitively implies that if the trajectory of the state
vector does not decay (or converge to the origin), then the output signal can be
measured or observed.
2. Conversely, if the output signals decay to zero, the state variables are unobservable.
The associated Kalman filter is unable to accurately estimate unknown states.
Proposition 1: For a standard finite-dimensional state space model, if {[Fk,Hk]}+∞k=1 is
uniformly observable and all parameter matrices, including Fk, Hk,G and Q, are bounded,
then the Kalman filtered error covariance matrix Pk is also bounded ∀ k. In addition, if
the process noise wk is absent, i.e, wk ≡ 0 ∀ k, then Pk converges exponentially to zero
matrix as k → +∞.
Recall that for the proposed synchronizer, Fk = ΛP (θ̂k−1θ̂∗k ) and Hk = skΛP (θ̂k−1).
The vector sk= s̃kΛP (θ
′∗






k,2, · · · , θ′k,Nf ] with θ
′
k,i=exp{j(φ′k− 2πfiτ ′k)},
conveys the synchronization information, and s̃k carries the data information at the k-th
symbol interval. Before showing the uniform observability of the proposed estimator, we
prove the following lemma:
Lemma 1: For the proposed synchronizer defined by (23) and (28), the sequence {[Fk,Hk]}+∞k=1
is uniformly Nf -step observable with probability 1 if we set θ
′
k = θ̂k−1.



















Constructing the matrix Bk=[ΛP (θ̂k−1)s̃∗k , · · · ,ΛP (θ̂k+Nf−2)s̃∗k+Nf−1] with dimensionNf×




kΛP (θ̂k−1). Since ΛP (θ̂k−1) is a unitary matrix, the
sufficient and necessary condition for the positive definiteness of Ok is that Bk has full rank.
Given θ′k = θ̂k−1, Bk is thus a random matrix even when the data sequence, {s̃}
k+Nf−1
i=k ,
is known. Such randomness is caused by the feedback of the parameter estimates. Now
suppose the rank of Bk is l which is less than Nf . Without loss of generality, we further
assume that the first l column vectors in Bk are linearly independent. Hence, there exist
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k + · · · + αlΛP (θ̂∗k+l−2)s̃∗k+l−1ΛP (θ̂∗k+l−1)s̃∗k+l, (32)





k + · · · + α̃lΛP (θ̂∗k+l−2)s̃∗k+l−1
= ΛP ([exp{j2πf1τ̂k+l−1}, · · · , exp{j2πfNf τ̂k+l−1}]T )s̃∗k+l, (33)
where α̃i = αi exp{jφ̂k+l−1}. Given s̃k, · · · , s̃k+l and θ̂k−1, · · · , θ̂k+l−2, the l+1 unknown
coefficients, including α̃1, · · · , α̃l and τ̂k+l−1, must be determined from the Nf nonlinear
irreducible equations implied by (33). Specially, the solution for τ̂k+l−1 either does not
exist or could have a unique solution lying on [−Ts/2, Ts/2]. Because of randomness of
the timing estimate, the probability that τ̂k+l−1 satisfies (33) is infinitely small and so is
the probability that Bk is singular. Consequently, the proposed synchronizer is uniformly
Nf -step observable with probability 1.
If we do not update the sampling instant τ ′k and phase compensation φ
′
k at every symbol
interval, then the result in Lemma 1 may not hold. For example, if one updates the timing
and phase estimates every Nf symbol intervals, i.e, letting θ
′
k= · · ·=θ′k+Nf−1 = θ̂k−1, then
the positive definiteness of Ok is simply determined by the rank of B̃k=[s̃
∗
k , · · · , s̃∗k+Nf−1].
In this case, if the dimension of the employed exponential expansion is greater than the
dimension of the CPM signal space, i.e., Nf > M
L, then both B̃k and Ok are singular
and, thus, the proposed synchronizer is unobservable. Even if Nf 6 M
L, the uniform
Nf -step observability of the proposed synchronizer depends on whether or not any Nf
consecutive CPM signals are linearly independent. For data-aided synchronization, this
requirement imposes a strict constraint on the design of training sequences; for decision-
directed estimation, it is even worse since the randomly generated signals might impair the
observability of the Kalman filter.
Now one can establish the stability of the proposed synchronizer as follows:
Theorem 1: For the proposed synchronizer with the adaptively updated sampling in-
stants, the error variances of the timing and phase estimates are bounded on time-variant
channels, and converge exponentially to zero on time-invariant channels.
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Proof: The proof is immediate from Proposition 1 and Lemma 1. 
2.3.2 Effect of Modeling Errors on Convergence
For dynamic linear systems, optimal Kalman filtering requires perfect knowledge of the
initial error covariance matrix and the covariance matrices of the process noise and mea-
surement noise. However, in most practical applications, these covariances are known only
approximately. The effect of statistical modeling errors on the stability of Kalman filtering
has been studied extensively in literature. In this subsection, we will apply some known
results to the proposed synchronizer. Moreover, a new result is presented in case of the
absence of timing and phase jitters.
Consider the time-variant linear system defined in (23) and (28). Let r̄v, Q̄ and P̄1
be the incorrect modeling parameters which are used to design the proposed synchronizer.
The resulting Kalman gain, the variance of innovations and the error covariance are denoted
as K̄f,k, r̄e,k and P̄k, respectively, which are computed from (29). Substituting K̄f,k into
(24a), the actual estimate of εk is
¯̂εk+1 = Fk¯̂εk + K̄f,k+1(zk+1 − Hk+1Fk¯̂εk). (34)
Although ¯̂εk+1 is no longer the linear MMSE estimate, it is still unbiased. After some









with P̆1 = P̄1 and Āk+1 = INf − K̄f,k+1Hk+1. Note that for k > 2 P̆k is not equal to P̄k









A few observations on the actual error covariance P̆k are stated below:
1. It is shown in [93] that if {[Fk,Hk]}+∞k=1 is uniformly observable, and r̄v, Q̄ and P̄1
are bounded, then both P̆k and P̄k are bounded. This implies that, with statistical
modeling errors, the proposed synchronizer converges with probability 1.
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2. If r̄v 6 rv, Q̄ 6 Q and P̄1 6 P1, then P̄k 6 Pk 6 P̆k, ∀ k; if r̄v > rv, Q̄ > Q and
P̄1 > P1, then Pk 6 P̆k 6 P̄k, ∀ k [94].
3. If r̄v = αrv, Q̄ = αQ and P̄1 = αP1, it is shown in [95] that the Kalman filter is
completely insensitive to these scaling errors, i.e., K̄f,k=Kf,k and thus Pk= P̆k, ∀ k.
Recall that the initial error covariance for the proposed synchronizer is








where R1 is the covariance of θ1, and is normally assumed to be Rθ as defined in (17). In
practice, the disturbed P̄1 is derived from the incorrect noise variance r̄v and the incorrect
initial state variance R̄θ. In most cases, one cannot ensure that P̄1 satisfies the conditions
in [94] and [95], i.e, P̄1 ≶ P1 or P̄1 = αP1. Although it is known from [93] that the proposed
synchronizer is stable as long as P̄1 is bounded, the question still remains as to whether
or not the actual error covariance P̆k converges to the real error covariance Pk for any
P̄1 > 0. The following theorem establishes the convergence of the proposed synchronizer
with incorrect channel parameters.
Theorem 2: Consider the proposed synchronizer operating on time-invariant channels
with incorrect statistical modeling parameters r̄v, R̄θ and P̄1. If we assume that each
symbol is selected uniformly from the M-ary alphabet, the error variances of the time
and phase estimates converges in probability to the error variances of the time and phase
estimates obtained with correct statistical modeling parameters.
Proof: For time-invariant channels with wk = 0, estimating εk with the Kalman filter in
(24) is mathematically equivalent to estimating θ with the linear MMSE estimator in (22)
at the k-th time interval. Therefore, the error covariances of ε̂k and θ̂k are identical. This is
also true in case that the incorrect noise variance r̄v and the incorrect state covariance R̄θ
are used. Because of the difficulties in analyzing the convergence of the quadratic Riccati
equation in (35), we hereafter turn our attention to the linear MMSE estimator.












and the actual error covariance M̆k is
M̆k = E{|θ − ¯̂θk|2},





















































k − SkRθS∗kE∗k − EkSkRθS∗k + Ek (SkRθS∗k + rvIk) E∗k ,
= (Ik − Es) SkRθS∗k (Ik − E∗s ) + rvEsE∗s . (40)




k have at most Nf nonzero eigenvalues, which
are denoted as {λ1 >λ2 > · · ·> λNf } and {λ̄1 > λ̄2 > · · ·> λ̄Nf }, respectively. By using the
rightmost of the following inequalities [93]
λmin(A)trace(B)6trace(AB)6λmax(A)trace(B), ∀ B>0, (41)




k ) = trace (SkRθS
∗
k (Ik−E∗s ) (Ik−Es))+trace (rvEsE∗s ) ,























k , where Vk is a unitary matrix and D̄k is a
diagonal matrix with the diagonal entries being {λ̄1, · · · , λ̄Nf , 0, 0, · · · }. Hence, the matrix


























V ∗k . (43)
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Now the trace of EkE
∗
k can be computed as
trace (EkE
∗



















Similarly, the matrix Ik − Ek can be rewritten as
Ik − Ek = Vk
(
Ik − D̄k(D̄k + r̄vIk)−1
)
V ∗k ,
= r̄vVk(D̄k + r̄vIk)
−1V ∗k , (45)
and the trace of (Ik − Ek)(Ik − Ek)∗ is
trace
(















With (44) and (46), it is straightforward to arrive at (42).
If the sampling instant is adaptively updated at each time epoch, then Sk is full rank
with probability 1 for k > Nf ,






is the lower triangular square









= Rθ. Moreover, if we further assume that each of
the ML linearly independent CPM signals appears in Sk with equal probability, then S
∗
kSk
becomes a strictly diagonally dominant matrix with each diagonal increasing linearly in k,
as k is sufficiently large. As a result, there exist constants ds, dt ∈ (0,+∞) such that
lim
k→+∞
P({ds 6 µi/k 6 dt}) = 1, ∀ 16 i6Nf , (47)










. Note that µi = λi
for 16 i6Nf . Similarly, one can show that there exist constants d̄s, d̄t ∈ (0,+∞) such that
lim
k→+∞
P({d̄s 6 λ̄i/k 6 d̄t}) = 1, ∀ 16 i6Nf . (48)
2The argument for this claim is similar to the proof of Lemma 1.
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where C1 and C2 are two nonnegative constants determined by Nf , dt, ds, d̄t, rv and r̄v. By


































|var(¯̂θk,i) − var(θ̂k,i)| > ε
)
= 0, for 16 i6Nf . (52)
2.4 Numerical Results And Discussions
The performance of the proposed time and phase synchronization approach is evaluated
by computer simulation for a few specific CPM systems on time-invariant and time-variant
channels. The design issues, including the selection of frequency components in nOEEs
and the multiple initializations of the employed Kalman filter, are discussed. The effect of
incorrect channel modeling on the convergence of the proposed synchronizer is also inves-
tigated. Although it is possible to extend the proposed technique to its decision-directed
version, data-aided synchronization is considered in the following simulations. For each
system setup, both the MSE and symbol error rate (SER) are obtained by averaging over
100 runs, and a different training sequence is randomly generated in each run. Moreover,
we assume that frequency offset estimation has been perfectly achieved at the receiver.
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2.4.1 Synchronizer Design Issues
Recall that the essential reason that we estimate εk rather than θk within the proposed
synchronizer is to avoid phase wrapping when calculating τ̂k and φ̂k from θ̂k for large
timing shifts and phase offsets. The state vector εk carries only the synchronization errors
which are usually small and, thus, it seems unnecessary to consider the effects of phase
wrapping. However, the errors between estimates and true parameters are unavoidably
large when the synchronizer is initialized and, thus, phase wrapping still occurs. To solve
this problem, two measures are taken as follows:
1. The first exponential pulse of nOEE is devised to be the DC component, i.e., f1 = 0,
such that only the information of the phase offset remains in εk,1. Consequently, the
phase offset is decoupled from the time shift. Therefore, a reliable estimate of the
phase offset can be always obtained whenever phase wrapping occurs.
2. The frequency of the second pulse is forced to be a small value, such that phase
wrapping rarely occurs in ∠ε̂k,2 as long as φk − φ̂k is small. By using the timing
information extracted from ∠ε̂k,2, we can detect whether or not phase wrapping is
present in the remaining terms of ∆Φk, and make a correction if it does occur. Note
that f2 cannot be too small to obtain the reliable timing estimate from ∠ε̂k,2. Hence,
we require that f2 lie on [0.1Ts, 0.3Ts].
With the above additional constraints on the selection of exponential pulses, the result-
ing signal approximation accuracy is of interest. Table 2 shows the suboptimal frequency
sets obtained by the exhaustive search and the corresponding MSEs for both SnOEE and
nSnOEE with three pulses. Compared to the non-constrained nOEEs, the loss of accuracy
caused by the use of the constrained nOEEs is observed but is not significant. We will see
later that the joint time and phase synchronization will benefit greatly from the cost we
paid here. Note that even with the two additional constraints, the constrained nSnOEE is
still more accurate than the non-constrained SnOEE.
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Table 2: Performance of the 3-dimentional nOEEs and constrained nOEEs.




fopt/Ts [−0.9, 0.0, 0.9] [0.0, 0.3,−0.3] [0.25, 0.95, 1.0] [0.0, 0.3, 1.0]
NMSEc 9.4 × 10−2 1.6 × 10−1 5.9 × 10−3 1.8 × 10−2
GMSK,
BTs =0.3
fopt/Ts [−0.45, 0.0, 0.45] [0.0, 0.3,−0.3] [−0.05, 0.25, 0.55] [0.0, 0.25, 0.55]
NMSEc 7.3 × 10−4 1.3 × 10−3 1.8 × 10−4 1.9 × 10−4
a For SnOEE νopt is optimized by a coarse exhaustive search with grid spacing 4ν = 0.05.
b For nSnOEE fopt is estimated by a coarse exhaustive search with grid spacing 4fi = 0.05.
c NPulses and NMSE stand for number of pulses and normalized MSE, respectively.
Alert readers might realize that the estimate of the phase offset is still unreliable at the
very beginning of the synchronization even when using our phase-time-decoupled exponen-
tial expansions. As a result, one is still unable to detect and correct the harmful phase
wrapping within ∆Φ. An effective approach for overcoming this difficulty is to keep the
initial timing estimate unchanged during the first N1 symbol intervals until the estimate of
the phase offset becomes reliable. Afterwards, we reinitialize the Kalman filter by setting
P̄N1+1 = Rθ, and start to update the time shift and the phase offset simultaneously. We
call this method a double-initialized Kalman filtering. Note that at the second initializa-
tion, the incorrect initial state error covariance is employed, yielding a slower convergence
rate. In order to improve the convergence performance of the proposed synchronizer, we
reinitialize the Kalman filter again at the N2+1-st time epoch. Since both the timing and
phase information are usually quite reliable at this time, the corresponding actual error
variances are small. Therefore, it is reasonable to approximate PN2+1 with a more accurate
estimate αRRθ, where 0.016αR60.1.
Fig. 1 compares the performance of the double- and triple-initialized synchronizers. A
CPM system with 4-ary symbols, 3RC phase shaping pulse, and the modulation index hidx =
1/2 is considered on a time-invariant AWGN channel. The initial time shift and phase offset
are 0.4Ts and 0.6π, respectively. The double and triple initialization time epochs are N1 =40
and N2 = 80, respectively. For clarity, only the normalized MSE of the timing estimate
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4−ary 3RC h=1/2 
Es/No=30dB
Es/No=10dB
Figure 1: Normalized MSE performance of the proposed synchronizer with double- and
triple-initialized Kalman filtering. The constrained nSnOEE with 3 pulses is used. The
normalized time variance is defined as var(τ̂k)/T
2
s .
is plotted in Fig. 1. At different values of Es/No, both the double- and triple-initialized
synchronizers exhibit a robust performance in the presence of salient initial parameter errors,
while the triple-initialized synchronizer exhibits superior convergence performance. With an
increase in Es/No, the performance improvement from using the triple-initialized Kalman
filtering is more notable. This is expected since the effect of the incorrect initial error
covariance dominates the convergence performance when the channel noise diminishes. At
low or medium values of Es/No, the convergence rate is mainly determined by the channel
noise and, thus, the performance gain resulted from the adjustment in the initial error
covariance is smaller.
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Timing Syn. with nSnOEE
Timing Syn. with SnOEE
Timing Syn. with ML
CRB for Timing Syn.
Phase Syn. with nSnOEE
Phase Syn. with SnOEE
Phase Syn. with ML
CRB for Phase Syn.
Figure 2: Normalized MSE performance of the proposed synchronizer with constrained
SnOEE and nSnOEE for a 4-ary-3RC CPM system with hidx = 1/2. The training length
is Nu=200. A triple-initialized Kalman filter with N1 = 40 and N2 = 80 is employed. The




2.4.2 MSE Performance of the Proposed Synchronizer
The MSE performance of the proposed triple-initialized synchronizer with the constrained
3-dimensional SnOEE and nSnOEE is shown in Fig. 2 and 3 for the 4-ary-3RC CPM sys-
tem with hidx =1/2. The suboptimal frequency sets in Table II are used accordingly. The
length of training sequence is Nu=200 in Fig. 2 and Nu=20 in Fig. 3. The time-invariant
additive white Gaussian noise (AWGN) channel with the same setup as in Fig. 1 is consid-
ered. The performance of the data-aided ML synchronizer in [6] as well as the Cramer-Rao
bounds (CRB) of joint time and phase estimation [96],[97] are also shown for convenience
of comparison. For the ML synchronizer, we assume the full-complexity FEP in which
derivative matched filters are used. Within computation of CRBs, the unknown parameters
are assumed to be deterministic, which is statistically equivalent to the uniform a-priori
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Timing Syn. with nSnOEE
Timing Syn. with SnOEE
Timing Syn. with ML
CRB for Timing Syn.
Phase Syn. with nSnOEE
Phase Syn. with SnOEE
Phase Syn. with ML
CRB for Phase Syn.
Figure 3: Normalized MSE performance of the proposed synchronizer with constrained
SnOEE and nSnOEE for a 4-ary-3RC CPM system with hidx = 1/2. The training length
is Nu = 20. A triple-initialized Kalman filter with N1 = 5 and N2 = 12 is employed. The




assumption for timing and phase errors in the synchronizer design.
It is shown in Fig. 2 and 3 that the proposed synchronizer with the constrained nSnOEE
is able to acquire the unknown time and phase shift whenever Nu = 200 or Nu = 20. The
performance gap between the constrained nSnOEE and SnOEE is significant in both figures
because of the coarse signal approximation of the latter, and a noticeable error floor is
observed at the high Es/No when SnOEE is used. Since the traditional ML synchronizer
uses the full-complexity FEP, it performs slightly better than the proposed synchronizer
with its much less complex FEP, when sufficient training is available, e.g, Nu = 200. In
some applications, such as burst mode transmission, only a short preamble can be used
to acquire unknown parameters. In Fig. 3 it is shown that when Nu = 20 the parameter
acquisition fails with the traditional ML synchronizer, while it succeeds with the proposed
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Phase Syn. with nSnOEE
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GMSK 
Figure 4: Normalized MSE performance of the proposed synchronizer with constrained
SnOEE and nSnOEE for GMSK with BTs = 0.30. The training length is Nu = 200. A
triple-initialized Kalman filter with N1 = 40 and N2 = 80 is employed. The normalized




nSnOEE-based receiver owing to the fast converging Kalman filter.
The MSE performance of the proposed synchronizer for GMSK with BTs=0.3 is shown
in Fig. 4, when sufficient training is assumed, e.g., Nu=200. In contrast to 4-ary-3RC CPM,
the synchronizer performance with the two nOEEs differs only slightly for GMSK although
their signal approximation accuracies are considerably different. An intuitive explanation
for this phenomenon is that the synchronization performance is dominated by other factors,
such as interpolation errors, ISI or incorrect modeling, once the signal approximation is
sufficiently accurate. Our simulations have shown that the performance penalty resulted
from imperfect signal approximation of the nOEEs is negligible once the normalized MSE of
the approximate signals is less than 1×10−3. This observation implies that it is unnecessary
to invoke the nOEEs with more than three pulses to synchronize most CPM signals.
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Perfect Modeling with 200 Symbols
Incorrect Modeling with 200 Symbols
Incorrect Modeling with 500 Symbols
Incorrect Modeling with 1000 Symbols
4−ary 3RC h=1/2 
Figure 5: Normalized timing MSE performance of the proposed synchronizer with incorrect
modeling errors for a 4-ary-3RC CPM system with hidx = 1/2. A triple-initialized Kalman




2.4.3 Effect of Modeling Errors
The effect of statistical modeling errors on the performance of the proposed synchronizer is
investigated via simulations. Again the 4-ary-3RC CPM system with hidx =1/2 is considered
through this subsection. Fig. 5 shows the normalized time error variances of the proposed
synchronizer with incorrect channel modeling and with different data lengths. The following
scenario is assumed in the figure: 1) the unknown time and phase shift are time-invariant;
2) the probability distributions of the desired parameters are unknown and, thus, the co-
variance of the state vector θ is simply set to R̄θ = INf ; 3) the variance of measurement
noise rv is obtained from one shot estimation as r̄v = 0.3162Es, i.e., Es/No = 5 dB, and
then used for subsequent processing regardless of whether or not the actual noise variance
changes with time. When the actual Es/No is 5 dB, the performance penalty resulted from
modeling errors is essentially due to the incorrect state covariance R̄θ, and is negligible in
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Figure 6: Convergence performance of the proposed synchronizer with incorrect modeling
errors for a 4-ary-3RC CPM system with hidx = 1/2 on a time-invariant channel with
Es/No = 20 dB. A triple-initialized Kalman filter with N1 = 40 and N2 = 80 is employed.
The normalized time variance is defined as var(τ̂k)/T
2
s .
Fig. 5. Along with the increase of Es/No, the ratio of the assumed noise variance to the
actual noise variance rises correspondingly, and the resulting performance loss gets worse
until it flattens at 30 dB. However, the error floor can be significantly reduced by increasing
the training duration. Hence, on time-invariant channels the modeling errors do not yield
irreducible errors but only slow down the synchronizer convergence, which confirms the
conclusion of Theorem 2.
Fig. 6 suggests a different perspective to understand Theorem 2. As in Fig. 5, we still
assume R̄θ = INf and Es/No=5 dB, while the true Es/No is 20 dB. Although the MSE per-
formance of the synchronizer with incorrect modeling is worse than that of the synchronizer
with correct modeling, both of them converge gradually and the performance gap between
them diminishes with an increase of training length.
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Estimate Trajectory with Perfect Modeling
Estimate Trajectory with Incorrect Modeling
Real Parameter Trajectory
4−ary 3RC h=1/2 
Timing 
Phase
Figure 7: Estimate trajectories of the proposed synchronizer with correct and incorrect
modeling errors with Es/No = 15 dB. Triple-initialization with N1 = 40 and N2 = 80.
Fig. 7 demonstrates the robustness of the proposed synchronizer with or without mod-
eling errors on time-variant channels. The unknown time and phase jitters are generated
independently by two random walks with root-mean-squares of 0.05Ts and 5
o, respectively.
When the channel modeling is perfect, Fig. 7 shows that the proposed synchronizer is robust
in acquiring and tracking the rapidly time-varying parameters. Even when the modeling
errors appear as R̄θ =INf , r̄v=10rv, and Q̄=10Q, the proposed synchronizer is still robust
although a slight performance degradation is observed.
2.4.4 BER Performance
The performance of the proposed FEP and synchronizer is evaluated in Fig. 8 in terms
of BER. An AWGN channel with the time-invariant parameters τ = 0.4Ts and φ = 0.6π
is considered. When both timing and phase shifts are ideally known at the receiver, the
performance loss caused by the use of nSnOEE-based suboptimal FEP is negligible com-
pared to the receiver with full-complexity FEP. When the synchronization parameters are
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Known channel with full−complexity FEP
Known channel with nSnOEE−based FEP
Unknown channel with limited training
Figure 8: BER performance of the proposed receiver for a 4-ary-3RC CPM system with
hidx = 1/2. The nSnOEE-based FEP is used. A triple-initialized Kalman filter withN1 = 40
and N2 = 80 is employed.
unknown at the receiver, a preamble is used to acquire them, and the estimates obtained
at the end of acquisition are then used through the following demodulation as constants.
We assume in the simulation that the length of the preamble is 100 and the length of an
information sequence is 900. Hence the resulting power overhead due to parameter training
is 0.46 dB. It is shown in Fig. 8 that over time-invariant channels the total performance loss
due to the proposed data-aided synchronization is approximately 0.8 dB, 0.3 dB of which is
caused by imperfect parameter estimation.
Decision-directed synchronization is more power efficient than data-aided synchroniza-
tion and is particularly suitable when unknown parameters are time-variant. However,
it was reported in [18] that the decision-directed synchronizer cannot synchronize partial-
response CPM signals regardless of the format of applied time and phase estimators, because
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of the existence of false locks. The extension of the proposed synchronizer to its decision-
directed fashion is non-trivial and is tackled in Chapter V, where we introduce a mixed




ITERATIVE PHASE SYNCHRONIZATION FOR
SERIALLY CONCATENATED CPM
The serial concatenation of a convolutional code and a CPM modulator yields a type of
serially concatenated convolutional codes and, thus, near Shannon-limit performance can
be achieved by performing iterative demodulation/decoding [7],[8],[33]. However, these sys-
tems typically operate at a low SNR and, therefore, reliable synchronization is challenging,
especially for fast time-variant fading channels. In this chapter, we develop a novel adaptive
soft-input soft-output (A-SISO) module for MAP symbol detection with parameter uncer-
tainty. Based on this scheme, a family of fixed-interval A-SISO (FI-A-SISO) algorithms are
utilized to implement blind iterative phase synchronization for SCCPM. For SCCPM sys-
tems, the forward-only FI-A-SISO algorithms are shown to be much more robust than the
forward-backward FI-A-SISO algorithms in acquiring and tracking a time-varying carrier
phase. The reason has to do with rotational invariance of CPM signals. This result can be
extended to any rotationally invariant convolutional coded system with an unknown carrier
phase. The main results in this chapter can be found in [98] .
3.1 Innovations-Based MAP Estimation
3.1.1 A Near-Optimal Evaluation for Innovations-Based MAP Estimation
We assume that a length-Nu symbol sequence u
Nu
1 = [u1, u2, · · · , uNu ] is transmitted and
must be detected at a receiver. The criterion for MAP symbol detection is
ûk = arg max
ũk∈U
P (ũk|yNu1 ), (53)
where ũk and ûk represent the hypothesis and estimate of uk, respectively, y
Nu
1 = [y1,y2, · · · ,yNu ]
is a set of discrete observables at output of the front-end processor and consists of sufficient
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statistics for optimal detection2, P (ũk|yNu1 ) is the a-posteriori probability (APP) of the
tentative information symbol at the k-th time epoch3, and U is an M -ary symbol alpha-
bet. Applying Bayes’ rule and the principle of total probability, and omitting a normalizing
constant, the criterion in (53) can be rewritten as






p (yNu1 |ũNu1 )P (ũNu1 ), (54)
where (ũNu1 : ũk) indicates that the summation is over all possible symbol sequences with
the hypothesized symbol ũk at the k-th interval.
If unknown and random parameters exist, the conditional probability density function
p (yNu1 |ũNu1 ) in (54) can be computed by averaging as follows,
p (yNu1 |ũNu1 ) =
∫
Θ
p (yNu1 |ũNu1 , θ̃Nu1 )p (θ̃Nu1 )dθ̃Nu1 , (55)






2 , · · · ,θTNu ]T that
represents an unknown time-variant parameter sequence independent of the information
symbols, θi is a column vector with dimension Lθ and Lθ is the number of unknown pa-
rameters at each time interval. The evaluation of (55) requires knowledge of the a priori
statistics of θNu1 , which is unlikely to be available in practice. Further simplification can be
taken by assuming θNu1 is uniformly distributed. In this case, a reasonable approximation
of p (yNu1 |ũNu1 ) is
p (yNu1 |ũNu1 ) ≈ p
(







1 ) is an estimate of θ
Nu
1 given the observation record y
Nu
1 and each
sequence hypothesis ũNu1 . The combination of (54) and (56) suggests a two-step approx-
imate solution to the original problem in (53), i.e, first estimating unknown parameters
for each possible data sequence and then evaluating the APP of information symbols. In
this thesis, we shall focus on the linear least-squares estimates (LLSEs) of θNu1 . With a
2Note that multiple samples could be extracted in each symbol interval, i.e, yk = [yk,1, yk,2, · · · , yk,J ].
When unknown parameters exist, a proper frond-end processor is required to generate sufficient statistics
for optimal joint estimation and detection [101].
3In the rest of the thesis, P(·) is used to represent the probability mass function of a discrete random vari-
able/vector while p(·) representing the probability density function of a continuous random variable/vector.
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1 ) can be computed by using





1 ) with θ̂
Nu
1 .
Let θ̂i|Nu denote the LLSE of θi given the entire observation record y
Nu
1 . Moreover, let




1 , respectively. The computation of θ̂i|Nu ,
θ̂i|i and θ̂i|i−1 is called smoothing, forward filtering and forward prediction, respectively.





given the observation yNui and y
Nu
i+1, respectively. As shown in Appendix A, the smoothed
estimate can be represented as
θ̂i|Nu = θ̂i|i − Ci|i(Ci|i + Cbi|i+1)−1(θ̂i|i − θ̂bi|i+1), (57)
where Ci|i and C
b
i|i+1 are the covariance matrices of θ̂i|i−θi and θ̂bi|i+1−θi, respectively. Note
that the estimate θ̂i|i (or θ̂
b
i|i+1) can be computed by using a forward (or backward) Kalman
recursion. The estimation of θ̂i|i (or θ̂
b
i|i+1) is based on information extracted from the past
and present (or future) received signals. Furthermore, the smoothed estimate θ̂i|Nu can be
viewed as a linear combination of the forward filtered and backward predicted estimates,
such that all past, present and future information are included in the current parameter
update. As a result, the smoothed estimator always outperforms the forward (or backward)
predicted and filtered estimators in the sense of minimizing MSE.
Observe from (54) that the entire observation record is used to evaluate the APP of
a tentative information symbol at the k-th interval. Letting θ̂Nu1 = {θ̂i|Nu}Nui=1 suggests a
near-optimal solution to joint estimation and detection problems, since all information is
considered in both estimation and detection. Correspondingly, the MAP criterion becomes






p (yNu1 |ũNu1 , {θ̂i|Nu}Nui=1) P (ũNu1 ). (58)
The use of the LLSEs of θNu1 other than θ̂
Nu
1 {θ̂i|Nu}Nui=10 leads to a family of innovations-
based MAP estimation approaches.
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3.1.2 Suboptimal Algorithms for Innovations-Based MAP Estimation
Assume that the considered signaling scheme can be represented by a Markov chain. Define
S as a set of all possible transition states, and sk+1 as the ending state of a sequence uk1.
Let tk be the transition branch connecting states sk and sk+1. Then, with some simple
manipulations, we can rewrite (58) in the split form as follows,






























Replacing the smoothed LLSEs {θ̂i|Nu}Nui=1 in (59) with the predicted LLSEs {θ̂i|i−1}ki=1
and {θ̂bi|i+1}
Nu
i=k+1 yields the original forward-backward MAP estimation in [40]. However,
the linear predictor does not fully exploit available information in the entire observation
record. To remedy this, a correction term b(·), called a binding factor, is further introduced
to partially include the dependence of the past, present and future estimates in the current
symbol detection. The resulting MAP criterion is






























where b(·) is determined by the difference between the forward and backward estimates
of θk, and it vanishes when the two estimates are identical. The close-form expression
of b(·) can be found in [40] and [99]. When unknown parameters are fixed through the
entire observation, we can show in Appendix B that the MAP criteria in (59) and (60) are
equivalent although the different parameter estimates are used in the calculation of APP.
When unknown parameters are time-variant, the two criteria are no longer equivalent and
may lead to different decisions.
Another MAP estimation method, proposed in [100], can be viewed as an intermediate
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where the smoothed estimates are used to compute the APP of a truncated portion of
each hypothesized information sequence while the predicted estimates are used for the
remaining APP calculation, Q is called a completion parameter indicating the truncation
length, A=(ũk+Qk−Q :sk−Q, sk+Q, ũk) represents all possible data sequences starting from the
state sk−Q and ending at the state sk+Q and with the trial symbol ũk. With an increment
of Q, the criterion in (61) gradually approaches the criterion in (59). Also, letting Q = 0,
the criterion in (61) is approximately equal to the criterion in (60).
The exact evaluation of the above MAP criteria in (59)∼(61) requires an exhaustive
search among all possible symbol sequences. Given the size of the symbol alphabet, M ,
the computation complexity is of order O(MNu), which makes the detection impractical
even for a small alphabet size and a short data packet length. Hence reduced-complexity
suboptimal algorithms are needed.
Following similar tree pruning rules in the PSP approach [37], the two inner summations




























where α(sk) and β(sk) are the forward and backward state metrics, respectively, and
γ(sk, sk+1) = p (yk|sk, sk+1, θ̂k)P (sk+1|sk) is the branch metric. The approximation in
(62) results from survivor selection within parameter estimation recursions. The detailed
4The description of the MAP criterion in (61) is slightly different from its original representation in [100],
where a sliding observation window is applied on both estimation and detection.
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proof of (62) is presented in Appendix C. Given the number of transition states, |S|, the
complexity of this PSP-based implementation is of order O(M |S|Nu).
We denote the suboptimal A-SISO algorithms derived from the MAP criteria in (59)∼(61)
as A-SISO-Smooth, A-SISO-Bind, and A-SISO-Truncate, respectively. Recall that within
A-SISO-Bind and A-SISO-Truncate the predicted forward and backward estimates are used
in the forward and backward state metric recursions accordingly, while the smoothed es-
timates are used for both forward and backward metric recursions in A-SISO-Smooth. It
is noteworthy that in A-SISO-Smooth the refined statistics owing to linear smoothing are
propagated through the trellis, resulting in improved performance in both estimation and
detection. In the case of time-invariant unknown parameters, although the MAP criteria
in (59) and (60) are equivalent, using the smoothed estimates can lead to more reliable
survivor selection and, thus, the superiority of A-SISO-Smooth over A-SISO-Bind.
3.2 CPM and RIC Codes
3.2.1 Design of RIC Codes
RIC coding is a realization of trellis-coded modulation. Given a signal constellation, we
may construct a trellis having rotational invariance, such that symbol detection can tolerate
certain phase errors. The design rules for RIC codes presented [51], [52], [57] and [59], are
summarized as follows.
For each transition sk→sk+1, we denote the associated output signal set as U , in which
each signal element can be constructed from information symbols. We also assume there
exists a one-to-one function fS : S → S, such that the transition fS(sk)→fS(sk+1) is valid in
the given trellis. Let V be the signal set corresponding to the transition fS(sk)→fS(sk+1).
If V can also be obtained by rotating U by an angle ψ, we say that the trellis (or code) is
rotationally invariant to a phase shift of ψ. Let the signal element XU in U be the rotated
version of the signal element XV in V . If the two sets of input information symbols which
correspond to the matched signal element pair {XU ,XV } happen to be same, the symbols can
be correctly detected even when the phase error ψ exists. If a trellis is transparent to phase
































(c) A 4-state QPSK trellis
Figure 9: Trellis diagram of RIC codes.
must be determined.
For example, given the signal constellation in Fig. 9 (a), a 2-state QPSK trellis with
180◦ rotational invariance is shown in Fig. 9 (b). We assume that information symbols are
binary and the code rate is 1/2. Denote x mod y as mod(x, y). In accordance with the state
rotation function f180
◦
S (sk)=mod(sk+1, 2), the transition (0→0) under a 180◦ phase shift,
for instance, leads to the transition (1→1); the corresponding signal pair is {a, c} which are
signal points 180◦ apart while the corresponding information symbols are identical. Given
the same signal constellation, a more complicated 4-state QPSK trellis with 90◦, 180◦ and
270◦ rotational invariance is shown in Fig. 9 (c), where three state rotation functions are
defined as f90
◦
S (sk)=mod(sk+3, 4), f
180◦
S (sk)=mod(sk+2, 4) and f
270◦
S (sk)=mod(sk+1, 4),
respectively. For instance, the transition (0→ 0) under a 90◦ phase rotation yields the
transition (3→3); the corresponding signal pair is {a, d} which are signal points 90◦ apart
while the corresponding information symbols are identical.
3.2.2 Rotational Invariance of CPM Trellis
It is known that CPM exhibits rotational invariance about certain phase angles. However,
the relation between RIC codes and CPM is not well studied. Recall that a CPM modulator
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(b) 4-CPFSK (c) CPM with hidx =1/3,M=2,L=2
Figure 10: Rotational invariance of CPM trellis.
always feedback to a modulo-2π adder to yield the next phase state. There is an intuitive
relationship between the recursive structure of CPM and the required feedback structure
in RIC codes. By using three examples, we show that a CPM trellis with the modulation
index hidx =q/p can be viewed as a RIC code transparent to p−1 phase rotations including
{2π/p, 4π/p, · · · , 2π(p − 1)/p}. This property is particularly valuable for phase synchro-
nization, since the performance degradation owing to false lock, cycle slip and hangup can
be easily avoided or reduced.
The first example is the MSK system. The trellis in Fig. 10 (a) corresponds to a 2-state
RIC code with 180◦ phase rotational invariance. The state rotation function is f 180
◦
S (sk) =
mod(sk+π, 2π). For example, the transition (0 → 0) under a 180◦ phase rotation yields
the transition (π → π). The corresponding signal pair, i.e., x(t, ϕk = 0, uk = 0) and
x(t, ϕk = π, uk = 0), are 180
◦ from each other. As shown in Fig. 10 (b), the 4-ary continuous
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phase frequency-shift keying (CPFSK) system can be viewed as a 4-state RIC code with
90◦, 180◦ and 270◦ phase rotational invariance. The state rotation functions are defined
as f90
◦
S (sk) = mod(sk + 3π/2, 2π), f
180◦
S (sk) = mod(sk + π, 2π) and f
270◦
S (sk) = mod(sk +
π/2, 2π), respectively. In the last example shown in Fig. 10 (c), a CPM system with a
rectangular pulse is considered, where hidx = 1/3, M = 2 and L = 2. Its trellis has 120
◦
and 240◦ phase rotational invariance. In this case, the state sk is denoted as sk = [ϕk, uk−1].
The state rotation functions are f 120
◦
S ([ϕk, uk−1]) = [mod(ϕk + 4π/3, 2π),mod(uk−1 + 1, 2)]
and f240
◦
S (sk) = [mod(ϕk + 4π/3, 2π),mod(uk−1 + 1, 2)].
3.3 Adaptive Iterative Phase Synchronization for SCCPM
Systems
3.3.1 System Description
A SCCPM system is considered as shown in Fig. 11. At the transmitter, an uncoded bit
sequence is convolutionally encoded, then bit interleaved, and finally modulated by a CPM
modulator. At the receiver, a proper front-end processor is required to generate sufficient
statistics for MAP detection. The A-SISO CPM demodulator acts not only as an inner
decoder but also as a phase synchronizer. Typical of SCCPM iterative receivers [33], [?],
the soft information is exchanged iteratively between the A-SISO demodulator and a channel
decoder. We expect that both phase estimates and information bit decisions can be further
refined by this procedure.
We assume the modulated signal is propagated over a flat fading channel. The received
complex low-pass envelope is
y(t) = h(t)x(t,uNu1 ) + n(t), (k − 1)Ts 6 t 6 kTs, k=1, 2,· · ·, Nu, (63)
where h(t) = hI(t) + jhQ(t) is the time-varying complex fading gain. We also assume the
amplitude of h(t) is a Rayleigh-distributed process with average power normalized to unity,
and the carrier phase is uniformly distributed over [0, 2π]. When Doppler effects cannot
























Figure 11: Transmitter and receiver structure for SCCPM systems.




J0(2πτfm), and RhI ,hQ(τ)=0, (64)
in which fm is the maximum Doppler frequency shift, and J0(·) is the zeroth-order Bessel
function of the first kind. If an AWGN channel is considered, the complex channel gain
reduces to ejφ(t), where the carrier phase offset φ(t) usually can be represented by a phase
step or a phase ramp. When random phase jitter exists, we can model φ(t) as a standard
Wiener process.
When estimating unknown time-variant fading at the receiver, we simply assume that
the channel gain is fixed over each symbol duration [101]. The resulting front-end processing
is thus suboptimal in generating sufficient statistics for MAP detection. Assume we use
the tilted-phase representation in the reminder of this chapter for simplicity of notations.
Therefore, the total number of hypothesized signal waveforms within one symbol interval
is pML, yielding a front-end processor of pML matched filters (MFs). Note that if two
hypothesized signals only differ in the phase state, the outputs of the MFs are exactly same
except for a phase offset, which is the difference between the phase states. As a result, the
required number of MFs finally reduces to ML.
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3.3.2 Adaptive Iterative Phase Synchronization
Based on the innovations-based MAP estimation method, we employ a set of FI-A-SISO
algorithms to implement joint phase synchronization and CPM demodulation. Compared to
the SW-A-SISO algorithms with the truncation length D in [42], the FI-A-SISO algorithms
are 2D times less computationally complex, and can achieve lower BER. However, the SW-
A-SISO algorithms require less memory than our proposed FI-A-SISO algorithms for the
storage of the survived estimates, and the state and branch metrics.
To perform coherent CPM demodulation, the discretized carrier phase φk = φ((k −
1/2)Ts) must be acquired and tracked. The first-order forward digital phase-locked loop
(DPLL), equivalent to the least-mean-squares (LMS) algorithm, is given by [6]








where η is the closed-loop gain (stepsize) and Im(·) represents the imaginary part of a
complex variable. Since the carrier phase is the only unknown parameter, the vector θk









as shown in Appendix A. In the following, the notation of the fixed-interval, i.e, FI, is
dropped for simplicity. Besides A-SISO-Smooth and A-SISO-Bind, the forward-only A-
SISO algorithm (A-SISO-FO), is also implemented, in which the forward estimates {φ̂i|i}Nui=0
are used for both forward and backward state metric recursions.
3.3.3 Inherent Limitations of Bidirectional A-SISO Algorithms
Within the bidirectional A-SISO algorithms, including A-SISO-Bind and A-SISO-Smooth,
etc., survivor selection is independently performed in the two directions. For non-RIC codes,
the primary survivor in each direction, i.e., the path with maximum APP, always manages to
merge to the real path. Therefore, the forward and backward primary survivors are almost
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(b) Survivors for the forward-only FI-A-SISO algorithms.
Figure 12: Survivor paths within MSK trellis.
case of joint phase estimation and detection. The possible mismatches between the forward
and backward primary survivors can significantly degrade the detection performance of the
bidirectional A-SISO algorithms. We start our investigation with MSK.
Recall that the MSK trellis has 180◦ rotational invariance. Thus, a 180◦ phase error
does not cause a detection error. For example, let us consider the trellis in Fig. 12, where we
assume that an all-zeroes symbol sequence is transmitted and no additive noise is present.
Suppose that owing to some unexpected reason a 180o phase estimation error occurs at the
j−1-st epoch within the forward parameter estimation. Thereafter, the forward primary
survivor diverges from the true path. However, the information symbols which are associ-
ated with the mistakenly selected path are still correct owing to the rotational invariance of
the given trellis. We emphasize that if no further phase estimation error occurs, the selected
path will never merge to the real path.
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α(sk=0)γ(sk=0, sk+1 =π)β(sk+1 =π)+α(sk=π)γ(sk=π, sk+1 =0)β(sk+1 =0)
]
.(67)
If Γ(uk)>0, then uk=0; otherwise, uk=1. Recall that the forward state metric α(sk=s) is
the sum of the APPs of all possible symbol sequences ending with the state s at the k-th
symbol interval; and a similar argument is true for the backward state metric β(sk+1=s).
In Fig. 12 (a), the forward primary survivor ends with the state π for j6k6Nu and, thus,
the APP of the forward primary survivor is a dominant term in α(sk=π). Also, it is highly
possible that α(sk = π) is much greater than α(sk = 0) when j6k6Nu. If we assume that
no phase estimation errors occur in the backward estimation, then the backward primary
survivor is the same as the true path. Consequently, β(sk=0) is greater than β(sk=π)
with a high probability, for 16k6Nu. Based on the above discussions, it is highly possible
that the term α(sk = π)γ(sk=π, sk+1 = 0)β(sk+1 = 0) dominates the evaluation of Λ(uk)
and yields a wrong decision, i.e, ûk = 1, for j6k6Nu. In Fig. 12 (b), we assume that the
forward phase estimates will be used in the backward state metric recursion and, thus, the
forward and backward primary survivors are same. In this case, for j 6 k6 Nu, the term
α(sk=π)γ(sk=π, sk+1 =π)β(sk+1 =π) will dominate the evaluation of Γ(uk) with a high
probability, and lead to correct decisions.
Generally speaking, for the A-SISO algorithms, the APPs of the forward and backward
primary survivors provide a major contribution within the evaluation of the log-APP-ratios
of information symbols. Therefore, if a branch connecting with both forward and backward
primary survivors corresponds to an incorrect information symbol, then the final decision
at this time stage is wrong with a high probability. For RIC codes, once primary survivors
diverge from a true path, they will never come back if no further phase rotations occur. The
presence of the rotational invariance in a trellis results in different forward and backward
primary survivors in the forward-backward A-SISO algorithms, which makes them more
vulnerable to phase errors than the forward-only A-SISO algorithms. For non-RIC codes,
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primary survivors eventually merge into a true path even when a few phase rotations exist.
As a result, the forward and backward primary survivors are almost same everywhere and,
therefore, the forward-backward and forward-only A-SISO algorithms possess approximately
same robustness to phase errors.
3.4 Numerical Results And Discussions
The performance of the innovations-based FI-A-SISO algorithms have been evaluated by
extensive simulations. The serially concatenated MSK (SCMSK) system is cosnsidered.
The adaptive iterative receivers are compared in terms of BER, MSE of phase estimates,
and robustness to time-variant fading and phase jitter. In order to increase power efficiency,
no pilots are transmitted. In the DPLL, the closed-loop gain is optimized such that BER is
always minimized. At the transmitter, a pseudo-random interleaver is used, and a rate-1/2
convolutional code with generators [58, 78] is employed. Therefore, the bit energy Eb is
defined as Eb = 2Es/ log2M . Moreover, we assume for simplicity that frequency synchro-
nization, timing recovery and noise variance estimation have been perfectly achieved at the
receiver.
Because of constant modulus of CPM, the effect of inaccurate fading amplitude in turbo
decoding can be equivalently transformed to the famous SNR mismatch problem. It is
shown in [102] that performance loss owing to the SNR mismatch is negligible when the
Eb/No offset falls in [−3 dB, 6 dB]. For this reason we do not perform any estimation and
compensation of the fading amplitude at the receiver. This is equivalent to saying that
the estimate of fading amplitude is always unity although the actual fading amplitude is
a Rayleigh-distributed with unit average power. Our simulation results confirm that the
performance loss owing to this simplification is negligible on fading channels.
3.4.1 Performance of the FI-A-SISO Algorithms
The performance of the FI-A-SISO Algorithms is evaluated in this subsection. Note that A-
SISO-FO and A-SISO-Bind can be viewed as the equivalent counterparts of the forward-only
and binding FI-A-SISO algorithms in [41]; however, in [41] non-RIC codes are considered,
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m1: A−SISO−FO, Iter. #1
m2: A−SISO−FO, Iter. #2
m3: A−SISO−Smooth, Iter #1







Figure 13: MSE of phase estimates for the FI-A-SISO algorithms. An SCMSK system
operating on an AWGN channel with a phase step is considered. The iterative receiver
stops after 2 iterations. The interleaver size is Nu = 500.
and pilot symbols are used to track a slow time-varying carrier phase. For A-SISO-Smooth,
there is no equivalent counterpart in [40] and [41].
The MSE performance of the FI-A-SISO phase synchronizers is evaluated in Fig. 13.
An AWGN channel with an unknown phase step of π/4 is assumed, and Eb/No is set to
5 dB such that the carrier phase is accurately tracked and no phase rotation appears during
the tracking stage. Fig. 13 shows that the MSE of the phase estimates can be reduced
through iterations, although the performance improvement diminishes after 2 iterations.
Since more information is considered in the smoothed estimator, a smaller MSE is obtained
by using A-SISO-Smooth as compared to A-SISO-FO. Although not shown in Fig. 13, it is
noteworthy that A-SISO-Bind has the same MSE performance as A-SISO-FO, because the
binding factor only represents an adjustment on the APP of tentative transmitted symbols,
but not on the phase estimates directly.
Further BER results of the FI-A-SISO algorithms are given in Fig. 14. The performance
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Figure 14: BER performance of the FI-A-SISO algorithms for both noniterative and
iterative receivers. For iterative receivers the final decisions are made after 10 iterations.
The interleaver size is Nu = 500.
of the SISO algorithm with ideal phase information is generated and serves as a lower bound.
The same AWGN channel set in Fig. 13 is considered. At medium Eb/No, i.e., Eb/No>4 dB,
the lower bound for the noniterative receiver can be closely approached by using A-SISO-
Smooth. The performance gaps between A-SISO-Smooth, A-SISO-Bind and A-SISO-FO
are small but still cannot be ignored. For the iterative receiver, when Eb/No>3 dB, using
A-SISO-Smooth yields the best performance, although a fractional dB performance loss is
observed compared to the lower bound. The superiority of A-SISO-Smooth in the above
cases is due to the benefit of the smoothed estimation. Since Eb/No is high, the phase
estimates in both directions are reliable and the forward and backward primary survivors
are same almost everywhere. Without occurrence of phase rotations the MSK trellis acts
as a normal non-RIC code and, thus, A-SISO-Smooth performs the best. However, when
Eb/No < 3 dB, A-SISO-FO outperforms A-SISO-Smooth and A-SISO-Bind for both the
noniterative and iterative receivers. That is because the MSE of phase estimates is large at
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Figure 15: BER performance of the FI-A-SISO algorithms for an AWGN channel with a
phase ramp. The corresponding frequency offset is 0.05/Ts. A SCMSK system is considered.
The decisions are made after 10 iterations. The interleaver size is Nu = 500.
low Eb/No and, thus, phase rotations appear. For A-SISO-Smooth and A-SISO-Bind, the
forward and backward primary survivors are thus different, which causes detection errors
with a high probability. For A-SISO-FO, since the primary survivors are evaluated based on
the same set of phase estimates, they are identical almost everywhere, resulting in a lower
BER. Based on the above demonstration, we conclude that for RIC codes, the forward-
only FI-A-SISO algorithms are more robust than the bidirectional FI-A-SISO algorithms in
tracking an unknown carrier phase, especially at low Eb/No.
To further examine this interesting phenomenon, another example is considered where
an AWGN channel with an unknown phase ramp is assumed. For the first-order DPLL,
a phase ramp will result in larger steady state MSE than a phase step. Therefore, the
performance loss owing to the use of the bidirectional FI-A-SISO algorithms will be much
more significant in this case. The results in Fig. 15 confirm this conjecture. The iterative
receiver using A-SISO-FO exhibits at least a 3 dB power gain compared to the receiver using
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A-SISO-Smooth or A-SISO-Bind.
The outcome observed in Fig. 14 and 15 is not contradictory with the conclusion stated
in [42] that the forward-only SW-A-SISO algorithms are inferior to the bidirectional SW-A-
SISO algorithms for the SCMSK system. Within the SW-A-SISO algorithms, joint estima-
tion and detection for the k-th symbol interval are evaluated over the truncated observation
yk+Dk−D , where D is the truncation depth. The challenge therein is how to initialize the back-
ward phase estimate θ̂bk+D|k+D+1 in the k-th sliding window. The usual method is to set
θ̂bk+D|k+D+1 = θ̂k+D|k+D [48]. Since the backward estimation recursion starts with a forward
estimate, the backward and forward primary survivor would be identical with a high proba-
bility, especially when D is small. With an increase in D, there is a greater possibility that
the backward primary survivor differs from the forward primary survivor, which results in
a performance loss in detection.
3.4.2 Performance of the Forward-Only FI-A-SISO Algorithms
In practice, the forward-only FI-A-SISO algorithms are highly preferred because of their
simplicity and robustness. In this subsection, they are further examined on different chan-
nels, including correlated flat fading channels as well as AWGN channels with phase jitter
and a phase ramp.
A simplified version of A-SISO-FO, called A-SISO-Single, is also proposed. As shown
in Appendix C, within A-SISO-FO each state is associated with a survivor and, thus, the
phase estimation must be performed along multiple survivors. In A-SISO-Single, only the
survivor with maximum APP is retained. In this case, the complexity reduces to O(Nu).
The A-SISO-Single algorithm is also referred as to a SEP-based A-SISO algorithm, which
is discussed in more details in Chapter IV. Moreover, we note that the innovations-based
A-SISO algorithms are only one kind of A-SISO algorithms. The forward-only pilot-aided
FI-A-SISO algorithm (A-SISO-Pilot), presented in [35], is also considered as a comparison.
The value of Eb/No is normalized considering pilot overhead. The pilot-to-information-
ratio (PIR) is a ratio between the number of pilot symbols and the number of information
symbols.
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A−SISO−Pilot, σ=2.5o, PIR=1/5, #10
Figure 16: BER performance of the forward-only FI-A-SISO algorithms for an AWGN
channel with different random phase jitters. A SCMSK system is considered. The decisions
are made after 10 iterations. The interleaver size is Nu = 2048.
In Fig. 16, an AWGN channel with phase jitter is considered. Simulation results show
that A-SISO-FO outperforms A-SISO-Single and A-SISO-Pilot with PIR=1/5. Let σ2 be
the mean square of the phase jitter, i.e., the variance of phase increment at each symbol
interval. When σ = 2.5◦, the complexity reduction in A-SISO-Single results in a 0.5 dB
performance loss compared to A-SISO-FO, at a BER of 10−4. Also, because of the poor
tracking ability, A-SISO-Pilot exhibits an earlier onset of error floor at a BER of 10−5,
compared to A-SISO-FO and A-SISO-Single. In addition, for A-SISO-FO, the performance
losses when σ= 2.5◦, 5◦ and 7.5◦ are 0.5 dB, 0.7 dB and 1.0 dB, respectively, compared to
the lower bound at a BER of 10−4.
In Fig. 17, an AWGN channel with an unknown phase ramp is considered. The cor-
responding frequency offset is 0.05/Ts. A-SISO-FO is still better than A-SISO-Single or
A-SISO-Pilot with PIR=1/5. As for A-SISO-Pilot, at low Eb/No, it is totally corrupted
owing to its limited tracking ability to time-variant channels. In addition, it is observed
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Figure 17: BER performance of the forward-only FI-A-SISO algorithms for an AWGN
channel with a phase ramp. The corresponding frequency offset is 0.05/Ts. A SCMSK
system is considered. The decisions are made after 10 iterations. The interleaver size is
Nu = 2048.
for A-SISO-FO that the performance loss owing to imperfect synchronization with a phase
ramp is about 0.6 dB at a BER of 10−4, while the performance loss is less than 0.3 dB in
case of a phase step which is shown in Fig. 14.
For the correlated Rayleigh fading channel, the performance of the forward-only FI-A-
SISO algorithms is assessed in Fig. 18. The normalized maximum Doppler shift is fmTs=
0.001. In this case, although cycle slip, false lock and hangup occur, the forward-only
demodulators still work well because of rotational invariance of MSK signals. Among them,
A-SISO-FO achieves the best performance, which is less than 1.5 dB away from the lower
bound. Also, the performance of A-SISO-Single closely approaches that of A-SISO-FO. This
implies that A-SISO-Single is a good candidate for fading channels when computational
complexity of the receiver is of greater concern.
61





















Figure 18: BER performance of the forward-only FI-A-SISO algorithms for a correlated
Rayleigh fading channel. The normalized maximum Doppler shift is fmTs = 0.001. A
SCMSK system is considered. The decisions are made after 5 iterations. The interleaver
size is Nu = 8192.
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CHAPTER IV
CONVERGENCE BEHAVIOR OF ITERATIVE PHASE
SYNCHRONIZATION AND DETECTION
Serially concatenated trellis-coded modulation with rotational invariance (RI-SCTCM), in-
cluding SCCPM, can tolerate certain phase ambiguities and, therefore, for these systems
coherent detection is robust even when cycle slipping, false-lock and hangup exist during
phase synchronization. In this chapter, we present a semi-theoretical analysis on conver-
gence behavior of iterative phase synchronization and detection for such systems. In par-
ticular, an oscillatory convergence behavior caused by cycle slipping is explained by means
of density evolution. Based on our analysis, some issues regarding to practical iterative
receiver design are also discussed. The main results in this chapter can be found in [126].
4.1 Summary of Known Results
4.1.1 Serially Concatenated Trellis-coded Modulation with Rotational Invari-
ance
A typical SCTCM transmitter is shown in Fig. 19, in which b is an information binary
sequence, c and c′ are the code-bit and interleaved code-bit sequences, respectively, u is
the binary output at the inner encoder, and x is the modulating symbol sequence after
mapping. Let R be the overall SCTCM code rate and, thus, Es =REb, where Es and Eb
are the symbol and bit energy, respectively. For simplicity we still assume constant envelope
modulation, including CPM and PSK.
A sufficient condition for a SCTCM system to be rotationally invariant is that its inner
trellis-coded modulator is rotationally invariant [57]. The definition and design of RI-TCM
is already summarized in 3.2.1. For RI-SCTCM, in order to achieve an interleaving gain with
iterative demodulation/decoding, the inner code must be recursive. The accumulator codes
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Figure 19: Transmitter structure for SCTCM.
specified phase rotations. Differential encoded coherently detected M -ary PSK (DPSK) is a
class of rate-1 ACC M -ary codes, and it is transparent to M−1 phase rotations including
{2πM , 4πM , · · · ,
2π(M−1)
M } [105]. Moreover, it was already shown in 3.2.2 that CPM with a
rational modulation index hidx = q/p, where q and p are relatively prime integers, is also
a class of rate-1/p ACC codes that is rotationally invariant to p − 1 phase ambiguities
including {2πp , 4πp , · · · ,
2π(p−1)
p }. Both DPSK and CPM are good choices as an inner code of
RI-SCTCM. Fig. 20 shows the 2-state trellises of binary DPSK (DBPSK) and MSK systems.
The implementation and analysis of SCDPSK and SCCPM can be found in [33] and [105].
4.1.2 Adaptive Iterative Decoding Algorithms
The per-survivor-processing (PSP) method was originally proposed for hard-output maxi-
mum likelihood sequence detection (MLSD) with parametric uncertainty [37]. Typically, the
parameter estimation therein is embedded directly into the Viterbi algorithm, and unknown
parameters are adaptively updated along with selected survivors that can be obtained by
searching for paths having minimum cost. Unfortunately, the PSP principle is not directly
suitable for the BCJR algorithm that is used for soft-input soft-output (SISO) MAP sym-
bol detection (MAPSD). The BCJR algorithm searches for information symbols having the
best overall statistics rather than a symbol sequence with minimum cost and, therefore, no
survivor is defined and selected. To extend the PSP concept into the BCJR algorithm, sur-
vivors must be defined. In the existing PSP-based A-SISO algorithms [40], [41], the forward
survivor at each state is defined as the symbol sequence with maximum forward a-posteriori
probability among all symbol sequences ending at this state. The backward survivors are





























Figure 20: Two examples of RI-TCM systems
(SEP) principle can be treated as a simplified version of the PSP-based counterparts, in
which all trellis states at each time epoch share a pair of forward and backward survivors.
Both PSP-based and SEP-based A-SISO algorithms can be classified into two categories,
namely the forward-only and forward-backward A-SISO algorithms. Within the former,
parameter estimation is processed only in the forward direction; for the latter, both forward
and backward parameter estimation are required. It is shown in Chapter III that for RI-
SCTCM the forward-only A-SISO algorithms are more robust than the forward-backward
A-SISO algorithms in tracking a fast time-varying phase, because of rotational invariance of




















Figure 21: Iterative demodulation/decoding scheme for SCTCM.
4.1.3 Basics of Convergence Analysis
A typical iterative demodulation/decoding scheme for SCTCM is shown in Fig. 21. Con-
vergence of iterative decoding algorithms can be analyzed by investigating exchanging of
extrinsic information between constituent decoders [106],[107]. To quantify evolving relia-
bility of decisions through iterations, mutual information is used as a measure to describe
extrinsic information transfer (EXIT) characteristics [107]. Let a coded bit be a binary
random variable C taking on the values {−1,+1} with equal probability. Denote extrinsic
information by a random variable E and assume that its conditional density function is
symmetric, i.e., pE(E = λ|C = 1) = pE(E = −λ|C = −1). Then the mutual information





pE(λ|C = 1) × log2
2pE(λ|C = 1)
pE(λ|C = 1) + pE(λ|C = −1)
]
dλ. (68)
Under the further assumptions that the extrinsic information E conditioned on C is Gaus-
sian distributed with mean µE and variance σ
2
E , and it is also consistent, i.e., 2µE = σ
2
E ,
then the mutual information IE(E;C) is






For a sufficiently large and random interleaver, histogram measurements on pE(E|C) show
that the Guassian approximation and the assumption of consistency are accurate when µE
is not large. The mutual information between the a-priori information A and the coded bits
C can be computed in a similar way. Now we can define the extrinsic information transfer
function of a SISO decoder as
IE(E;C) = G(IA(A;C), Eb/No), (70)
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Figure 22: EXIT chart for SCMSK. Nx = 100000.
where the bit-energy-to-noise-density ratio Eb/No serves as a parameter on G(·). In the
following we will use the superscripts “o” and “i” to distinguish between the outer and
inner codes, respectively. Note that Go(·) is not parameterized on Eb/No since no channel
information is directly sent into the outer decoder.
Depicting Gi(·) and (Go)−1(·) in one diagram is referred as to the EXIT chart, in which
IiA and I
o




A are on the ordinate. The evolution of
reliability of decisions stops when the two curves intersect. Moreover, a wider separation
between the two curves indicates more rapid convergence. Fig. 22 shows the convergence
behavior of SCMSK with known carrier phase, where the full-complexity BCJR algorithm
is used. With the outer code being a rate-1/2 convolutional code with generators [58, 78],
the convergence threshold is 0.9 dB. At Eb/No = 1.5 dB, the decoding trajectory sneaks
through a tunnel region and converges after 8 iterations. Although not plotted in Fig. 22,
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SCDBPSK has the same convergence performance as SCMSK provided they have an iden-
tical outer code. The reason is that their inner codes have the same 2-state trellis and
free distance. Note that SCMSK is superior to SCDBPSK in bandwidth-efficiency. In the
following analysis we will use SCMSK and SCDBPSK alternatively.
4.2 Convergence of Iterative Phase Synchronization
Analyzing the convergence of iterative phase synchronization is rather difficult and compli-
cated for RI-SCTCM, because of existence of phase ambiguities. We introduce a simplified
phase model that makes it possible to separately evaluate the effects of phase rotations
and phase disturbance on convergence. Analysis on our phase model will yield valuable in-
sights on how the PSP and SEP phase tracking methods affect the convergence of iterative
receivers.
4.2.1 A Simplified Phase Model
As defined previously, the received complex envelope on a flat fading channel with additive





Hk exp{jθk}x(t,uNu1 ) + n(t), kTs 6 t 6 (k + 1)Ts, (71)
where we assume the fading gain is fixed over each symbol interval, Hk and θk are the
corresponding amplitude variation and phase offset owing to channel fading at the k-th
symbol interval, and n(t) is the AWGN with one-sided power spectral density No. In the
simplified phase model, the phase estimate θ̃k,l at the l-th state during the k-th interval is
described as
θ̃k,l=θk+φk,l+wk,l, l = 0, 1, · · · , |S|−1, φk,l∈ [0, 2π], (72)
where φk,l is an allowable phase ambiguity specified by the TCM structure, wk,l is the phase
disturbance introduced by a phase estimation procedure, and |S| is the number of trellis
states in the inner code. Any case where φk,l 6=0 indicates the occurrence of cycle slipping.
Let wk=[wk,0, · · · , wk,|S|−1] be a vector of phase disturbances at the k-th time interval.
The statistics of wk depend on the type of phase synchronizer, the channel model and
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the tree pruning rule within A-SISO algorithms and, therefore, they are unlikely to be
determined in practice. However, in the context of least-squares or minimum mean-square-
error estimation, the phase disturbance can be always viewed as a summation of a number
of noise terms. From the multivariate Central Limit Theory [108], wk can be approximated
as a joint Gaussian random vector with zero mean and covariance Wk. The phase estimates
obtained in both PSP and SEP methods can be generalized into this phase model. For the
PSP method, the elements of wk are correlated because the parameters are estimated based
on a common observation record. Within the SEP method the phase disturbance is same
for all states. Finally, it is worth noting that the phase disturbance resulting from adaptive
estimation is generally correlated in time.
4.2.2 Synchronization without Cycle Slipping
When the carrier phase is time-invariant or slow time-varying, the accuracy of phase tracking
is usually high and cycle slips rarely occur. Also, in some applications, pilot symbols are
inserted into data frames to prevent the occurrence of cycle slips [41]. More recently, non-
recursive phase estimation is shown to be an efficient approach to reduce the probability
of occurrence of cycle slipping [109]. In this subsection, the convergence of iterative phase
synchronization without cycle slipping is investigated. According to the phase model in
(72), we set φk,l=0 for all possible k and l.
For clarity, we start with SCDBPSK. Let x̃(t, T (l, l′), θ̃k,l) be the tentative detected
signal over the k-th symbol interval, which is associated with the phase estimate θ̃k,l and
transition T (l, l′) connecting the states l and l′. Assume that an all-zeroes sequence is
transmitted over AWGN channels with Hk = 1 for all k. Note that the existence of random
phase errors does not change the original trellis structure of an inner code. Therefore, for




‖y(t) − x̃(t, T (0, 0), θ̃k,0)‖2 + ‖y(t) − x̃(t, T (0, 0), θ̃k+1,0)‖2 >
‖y(t) − x̃(t, T (0, 1), θ̃k,0)‖2 + ‖y(t) − x̃(t, T (1, 0), θ̃k+1,1)‖2
)
, (73)










which can be further simplified as
Pe,DBPSK =P
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k =〈n(t), ỹ(t, T (l, l′), θ̃k,l)〉 and Var(n
(l,l′)
k )=EsNo. If linear parameter prediction
is employed, the estimate θ̃k,l is independent of channel noise n(t) at the present and future
time intervals. As a result, n
(0,0)


















The average error probability can be obtained by averaging on the phase disturbance. To










erfc−1 (2 Ew {Pe,DBPSK})
)2
, (76)
which can be computed numerically. Similarly, we can obtain the effective Eb/No for MSK,

















The performance loss owing to phase disturbance, defined as the difference between the
effective Eb/No and the real Eb/No, is accessed in Fig. 23 for both DBPSK and MSK. For
simplicity, we assume that wk = [wk,0, wk,1] is independent and identically distributed in
time. Let the variance of phase errors at each state be σ2w. Denote the correlation coefficient
between phase errors at two states as ρ. When ρ = 1 the corresponding phase model
represents estimates obtained by using the SEP method, while the case −16ρ<1 represents
the PSP method. Intuitively, the original signal constellation is alternated because of the
existence of phase estimation errors and variation of ρ, which further leads to a significant
change on decision region of maximum likelihood detection. For MSK, the performance
loss increases with ρ and reaches the largest value when ρ= 1. However, for DBPSK, the
performance loss decreases with ρ and reaches its lowest value when ρ = 1. This result
implies that using the PSP approach, i.e., using multiple phase estimates at each symbol
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Figure 23: Performance loss owing to phase disturbance. Eb/No = 3.0 dB
interval, does not always guarantee an improved performance. Fig. 23 also shows that both
DBPSK and MSK become less sensitive to the variation of ρ when the variance of random
phase errors diminishes. The performance difference caused by different values of ρ can
be ignored when σw< 10
o. It means that the performances of PSP and SEP methods are
approximately same when phase disturbance is small, which is confirmed by simulations in
[41] and the section 3.4.
Fig. 24 shows the effects of phase disturbance on convergence of PSP-based and SEP-
based A-SISO algorithms. The SCDBPSK system with Nx = 100000 operates at Eb/No =
3.0 dB. For convenience of comparison we manipulate the phase errors in the PSP-based
decoder such that ρ=−1 at all time stages. When σw=20o, the effective Eb/No are 2.42 dB
and 2.00 dB for the SEP and PSP decoders, respectively, from (75)-(77). When σw = 30
o,
the effective Eb/No for the SEP and PSP methods are 1.57 dB and 0.85 dB. In Fig. 24, the
solid lines are the EXIT characteristics of the DBPSK SISO decoder with perfect phase
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Figure 24: EXIT chart for SCDBPSK with phase disturbance. Nx = 100000.
information, and generated at above effective Eb/No values. These curves fit well with the
real convergence trajectories of iterative algorithms with corresponding phase disturbances.
As expected, the SEP-based A-SISO algorithm is more robust than the PSP-based algorithm
for SCDBPSK. Moreover, the results in Fig. 24 imply that without cycle slipping the effect
of random phase errors can be simply viewed as an equivalent power reduction, i.e., the
phase disturbance does not yield a convergence fluctuation.
4.2.3 Synchronization with Cycle Slipping
When the carrier phase has high and random dynamics, the accuracy of phase-tracking is
usually low and cycle slipping frequently occurs during phase synchronization. Even when
channels are time-invariant or slow time-varying, the instability of electronic devices may
still cause cycle slipping. In this subsection, we will investigate the effect of cycle slipping







































(b) Type-II cycle slipping
Figure 25: DBPSK trellis alternation owing to the occurrence of cycle slipping.
setting wk,l=0 for all possible k and l. Again, DBPSK is considered as an inner recursive
code.
First, we assume that cycle slipping occurs at the state 0 and the ko-th time epoch,
and phase-locking is recovered after Ncs symbol intervals. We also assume that the phase
estimate at the state 1 keeps locked during the entire observation. Note that the allowable
























π, k=ko,· · ·, ko+Ncs,
0, elsewhere;
θ̃k,1 =θk, for k = 0, 1, · · · , Nx−1.
(78)
We call this the Type-I cycle slipping phase model. As shown in Fig. 25 (a), the resulting
trellis over [koTs, (ko+Ncs)Ts] is totally different from the original structure and, thus, the
MAP detection fails on this interval. In order to correct the burst errors caused by Type-I
cycle slipping, the large interleaver is required. The evolution of the a-priori and extrinsic
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Figure 26: Evolution of mutual information at inner decoder of SCDBPSK with Type-I
cycle slipping. Eb/No = 3dB. Nx=100000.
information through iterations is shown in Fig. 26 for the inner decoder of SCDBPSK. At
Nx=100000, when the duration of false-lock is shorter than or equal to 3% of frame length,
i.e., Ncs 6 3%Nx, error-free detection can be achieved by iterative decoding; otherwise,
detection cannot survive the cycle slipping and a notable error floor exists. For smaller
interleavers, the convergence threshold ratio between Ncs and Nx also becomes smaller.
The Type-II cycle slipping phase model can be described as follows:








0, k=0,· · ·, ko−1,
π, k=ko,· · ·, Nx−1;
and l = 0, 1, (79)
where we assume that a phase rotation occurs at both states 0 and 1 at the ko-th time
epoch. The resulting trellis is shown in Fig. 25 (b), which can be obtained by flipping
the original structure. Owing to the inherent rotational invariance of DBPSK, detection
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does not fail when Type-II cycle slipping occurs. Moreover, if no further phase rotation
occurs, the false-lock remains in effect and the phase estimates will not be driven back
to the real carrier phase. The evolution of the a-priori and extrinsic information with
decoder iterations is shown in Fig. 27. In the first few iterations, the detector converges as
expected. However, after the mutual information closely approaches 1, the detector fails
and afterwards convergence is gradually regained. This process repeats and results in a
strange oscillatory convergence trajectory for SCDBPSK.
In order to explain this phenomenon, we refer to the standard BCJR algorithm. Denote a
set of discrete observables at output of front-end processing, i.e., yNx−10 = [y1,y2, · · · ,yNx−1]
as the required sufficient statistics for optimal MAPSD. At an inner decoder, the a-priori,
extrinsic and channel information for the k-th coded bit are defined as
La(k) = ln
P (uk = 0)
P (uk = 1)
, (80a)
Le(k) = ln
P (uk = 0|yNx−10 )
P (uk = 1|yNx−10 )
− La(k), (80b)
and Lc(k) = ln
P (yk|xk = h0)
P (yk|xk = h2)
, (80c)
respectively. Let αl(k) be the k-th forward state metric at the state l. For the 2-state
DBPSK trellis, the forward metric recursion with ideal knowledge of the carrier phase is
α0(k+1)=α0(k)P (uk=0)P (yk|xk=h0) + α1(k)P (uk=1)P (yk|xk=h0), (81a)
α1(k+1)=α0(k)P (uk=1)P (yk|xk=h2) + α1(k)P (uk=0)P (yk|xk=h2). (81b)
By introducing the log-ratio of forward state metrics, the forward recursion can be expressed








We can define and approximate the second term in (82) as
min∗(Lα(k), La(k)) = ln
eLα(k)+La(k)+1
eLα(k) + eLa(k)
≈ sign(Lα(k))sign(La(k)) min(|Lα(k)|, |La(k)|). (83)
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(a) Eb/No = 1.2 dB





























(b) Eb/No = 3.0 dB
Figure 27: Evolution of mutual information at inner decoder of SCDBPSK with Type-II
cycle slipping. Nx=100000
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where Lβ(k) is the log-ratio of backward state metrics at the k-th time stage. Under the
assumption that an all-zeroes sequence is transmitted, the mean of La(k), Le(k), Lα(k) and
Lβ(k) are all positive and grow gradually through iterations according to the concept of
density evolution [106]. But the mean of Lc(k) is fixed at all iterations and proportional to
Eb/No.
When Type-II cycle slipping occurs, the forward metric recursion after the ko-th time
stage becomes
α0(k+1) = α0(k)P (uk=0)P (yk|xk=h2) + α1(k)P (uk=1)P (yk|xk=h2), (86a)
α1(k+1) = α0(k)P (uk=1)P (yk|xk=h0) + α1(k)P (uk=0)P (yk|xk=h0). (86b)
As a result, its compact form in terms of log-ratio is,
Lα(k + 1) = −Lc(k) + min∗(Lα(k), La(k)). (87)





Since the trellis flips after the ko-th time epoch, the mean of La(k) is positive when k 6 ko
and the mean of Lβ(k) is negative when k > ko+1. In order to generate reliable extrinsic
information at k > ko+1, it is clear from (89) that Lα(k) and Lβ(k + 1)−Lc(k) must
have the same sign. Therefore, for k > ko+1, Lα(k) usually must be negative to guarantee
correct detection. Although Lα(ko) is usually positive, the mean of the channel information
becomes negative after the ko-th time stage, which guarantees that Lα(k) will gradually








by assuming that Lc(k) and La(k) are fixed over this duration and equal to their respective
means. In (90), d·e represents the ceil function. Similarly, for k 6 ko, a period is required






We call the duration [(ko−Nβ, err)Ts, (ko+Nα, err)Ts] the error neighborhood of cycle slipping
since during this period the extrinsic information is unreliable.
Now let us return to the oscillatory convergence in Fig. 27. At the first few iterations,
the reliability of the a-priori information is low and, thus the error neighborhood is narrow
from (90) and (91). Although the extrinsic information at output of inner decoder has
errors, thanks to the interleaver and outer decoder the reliability of extrinsic information at
output of outer decoder keeps improving. As a result, the mean of the a-priori information
at input of inner decoder also increases, and so does the size of the error neighborhood. Once
the effect of unreliable extrinsic information resulting from the error neighborhood exceeds
the error-correcting capability of outer code, the detector will consequently fail. Afterward,
the mean of the a-priori information at inner decoder drops back to a low value in the
following one or two iterations. From then on, the effect of the error neighborhood becomes
less dominant and, thus, convergence is regained. This procedure repeats and results in a
convergence fluctuation in Fig. 27. At a higher Eb/No, it usually takes less iterations for
the a priori information to converge, yielding an earlier onset of convergence oscillations.
Another explanation for the oscillatory convergence behavior can be drawn based on
the reformulation of the distribution of extrinsic information. Recall that with perfect syn-
chronization the conditional density function of extrinsic information pE(E|C) is Gaussian
and consistent. With Type-II cycle slipping these assumptions are still valid when the
conditional mean µE is low. However, when µE is large, pE(E|C) is neither Gaussian nor
consistent. Experimental results show that pE(E|C) at the inner decoder can be approxi-
mated as
pE(E = λ|C = +1) = (1 − 2κµg)N (µg, σ2g) + κµgH(−µg,+µg), (92)
where N (µg, σ2g) is the density function of a Gaussian random variable with mean µg and
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variance σ2g , H(−µg,+µg) is the density function of a random variable uniformly distributed
over [−µg,+µg], and κ is a constant depending on the structure of inner trellis and the size
of interleaver. Intuitively, the first term in (92) corresponds to reliable detection outside the
error neighborhood, while the second term in (92) is associated with the conditional density
of extrinsic information generated inside the error neighborhood. Although κ is usually very
small, e.g., κ ≈ 10−4 for DBPSK with Nx = 100000, the error tail of pE(E = λ|C = +1) on
the region of (−µg, 0] becomes notable when µg is large. As µg grows through iterations,
the effect of this tail keeps being enforced until the detection fails. Then, µg drops back, the
effect of the tail diminishes and convergence is regained. This procedure repeats as shown
in Fig. 27.
In summary, both Type-I and Type-II cycle slipping can significantly degrade the con-
vergence performance of RI-SCTCM, although in different ways. For a real iterative phase
synchronizer using the PSP approach, there usually exist both Type-I and Type-II cycle
slipping and, thus, both an error floor and a convergence oscillation might appear. For the
practical SEP-based A-SISO decoders, only Type-II cycle slipping occurs since all states
possess an identical parameter estimate. Therefore, in the SEP method the convergence of
joint synchronization and demodulation is always guaranteed if a proper iteration-stopping
criterion is used.
4.3 The Effect of Doppler Spread on Mean Time to Cycle
Slipping
Cycle slipping plays a crucial role on convergence of iterative phase synchronization. The
statistics of cycle slipping are therefore of interest. Among them, the mean time to the first
cycle slipping is an important characteristic and can be evaluated by solving the Fokker-
Planck equation [9]. However, solving this equation is not trivial even for the first-order
phase-locked loops (PLL) with noise-induced cycle slipping [111]. It is more difficult to
solve it in the presence of channel fading. In this section, we propose a numerical approach
to evaluate the effect of Doppler on the mean time to cycle slipping.












Figure 28: Structure of phase-locked loops.
with flat fading and AWGN is assumed in this section. The local reference r(t) is generated
by a voltage controlled oscillator (VCO), and the signal e(t; δ) contains the phase error δ(t).
The loop filter is a low-pass filter with transfer function F (s). Its output z(t; δ) can be
decomposed as
z(t; δ) = EnLP {z(t; δ)} + nLP (t; δ), (93)
where nLP (t; δ) is the zero mean low-pass filtered phase noise with power spectral density
GLP (δ)
6. Note that nLP (t; δ) does not need to be Gaussian. Here we only consider a first-




= K2K1 sin(δ) +K2nLP (t; δ), (94)
where K2 is the gain of the VCO, and K1 sin(δ) = EnLP {z(t; δ)}. Equation (94) is a typical
Fokker-Planck equation and its solution is a Markov process. We assume that the initial
phase error is δ(0)=0. Let the average time for δ(t) to reach −2π or 2π be the mean time








[D0 − U0(ζ)]eU(ζ)dζ dδ, (95)









6In PLLs, the bandwidth of loop filter is usually much smaller than the symbol rate. As a result, at the
vicinity of f = 0, the power spectral density of phase noise can be approximated as GLP (f ; δ)≈GLP (0; δ)=
GLP (δ).
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The functions K0(δ) and K00(δ) are called intensity coefficients and given by









where G′LP (δ) is the derivative of GLP (δ).
Determining GLP (δ) is critical for finding the mean time to cycle slipping. The exact
derivation of GLP (δ) is not available in the literature even for AWGN channels. Here
we present a simple method to approximate GLP (δ) for both AWGN and time-selective
fading channels. First, for simplicity, we disregard the phase-error dependence of GLP (δ)
by assuming that GLP (δ) is a constant. Then, we approximate the low-pass filtered phase
noise as















The normalized mean time to cycle slipping over AWGN and flat fading channels is
shown in Fig. 29, in which the power spectral density of nLP (t) is approximately computed
by using (99) and (100). Also we assume that the loop bandwidth BL is fixed for convenience
of comparison. It is shown in Fig. 29 that the presence of fading reduces the average time to
cycle slipping, and the greater Doppler spread, the less mean time required for cycle slipping.
Although the normalized mean time shown in Fig. 29 is rather optimistic compared practical
values (see [112] for example), it gives us the insights on how fading affects the robustness
of phase tracking.
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Figure 29: Mean time to cycle slipping over AWGN and time-selective fading channels.
4.4 Numerical Results And Discussions
The performance of iterative phase synchronization without the aid of pilot symbols has
been evaluated by extensive simulations for SCCPM systems. The design issues, includ-
ing iteration-stopping criteria, interleaver size, and decision depth of SEP-based A-SISO
algorithms, are discussed. At the transmitter, a pseudo-random interleaver and a rate-1/2
convolutional outer code with generators [58, 78] are employed. At the receiver, a first-order
digital PLL is considered within A-SISO demodulation, and its closed-loop gain is optimized
such that BER is always minimized. Moreover, we assume for simplicity that frequency syn-
chronization, timing recovery and noise variance estimation have been perfectly achieved at
the receiver.
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Eb/No=2.75dB, σ=5o, A−SISO−SEP (D=10)
Eb/No=2.75dB, σ=5o, A−SISO−SEP (D=5)
Eb/No=2.75dB, σ=5o, A−SISO−SEP (D=0)
Eb/No=7dB, σ=20o, A−SISO−PSP
Eb/No=7dB, σ=20o, A−SISO−SEP (D=10)
Eb/No=7dB, σ=20o, A−SISO−SEP (D=5)
Eb/No=7dB, σ=20o, A−SISO−SEP (D=0)
Figure 30: Effect of decision depth on the SEP-based A-SISO algorithms. SCMSK is
considered with Nx = 2048.
4.4.1 Effect Of Decision Depth for SEP-based A-SISO Algorithms
In the PSP method, no trace-back operation is required in selecting survivors, and parameter
estimates are processed in a decision-directed manner with zero delay. However, in the SEP
method, only one tentative decision is retained at each symbol interval and, therefore, a
trace-back operation is normally needed to increase decision reliability. For example, in
the SEP-based A-SISO algorithms [41], the k-th tentative decision is usually generated by a
backward recursion with decision depth D. Since no present and future parameter estimates
are available at the k-th time epoch, the (k−1)-th estimate is used in this D-lag backward
metric recursion running from the (k+D)-th to the k-th time stage. The complexity of
estimation procedure with the D-lag SEP method is on order of O((D + 1)Nx), while the
complexity of estimation in the PSP method is on order of O(NsNx), where Ns is the
number of survivors retained in the PSP method.
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The BER performance of SEP-based A-SISO algorithms with different decision depths
is shown in Fig. 30. The SCMSK system is considered over an AWGN channel with random
phase jitters that can be modelled as a standard Wiener process. When the channel has low
dynamics, e.g., the root-mean-square (rms) of phase jitters is σ = 5o, the accurate phase-
tracking can be achieved and usually no cycle slipping occurs. As a result, both SEP-based
and PSP-based A-SISO demodulator consistently converge through iterations. Moreover,
owing to the slow time-varying property of the channel, using obsolete estimates in the
trace-back recursion does not impair the decision reliability. As expected, it is found that
the BER performance of SEP-based A-SISO demodulators keeps improving with increasing
D, and can closely approach that of PSP-based A-SISO demodulators when D is large
enough.
However, when a channel has high dynamics, e.g., the rms of phase jitters is σ=20o, the
accurate phase-tracking becomes impossible and, thus, cycle slipping occurs. In the PSP-
based A-SISO demodulator, both Type-I and Type-II cycle slips occur with high probability.
Therefore, the PSP-based demodulator exhibits a notable error floor after an early conver-
gence. For the SEP-based demodulator, only Type-II cycle slips can occur, and, thus, an
oscillatory convergence behavior is observed. Since the channel is fast time-varying, employ-
ing obsolete estimates in the D-lag backward recursion reduces the reliability of tentative
decisions, and further degrades the robustness of future estimation and detection. It is
shown in Fig. 30 that the greater decision depth results in an earlier convergence fluctua-
tion and a higher error floor. The SEP-based demodulator with D = 0 is shown to be more
robust and less complex.
4.4.2 Selection of Iteration-stopping Criterion
As shown in Fig. 30, the convergence fluctuation is observed at both PSP-based and SEP-
based demodulators. An intuitive solution toward this end is to terminate iterative receivers
once detection starts to fluctuate. In [59], the average entropy of information bits is proposed
as a useful stopping criterion, in which the iteration is terminated once the average entropy
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where Nb is the length of the information bit sequence, and Lb(k) is the log a-posteriori
probability ratio of the k-th information bit and defined as,
Lb(k) = ln
P (bk = 0|rNx−10 )
P (bk = 1|rNx−10 )
. (102)
To guarantee computational stability, the equation (101b) rather than (101a) is used in
practice.
We propose a novel iteration-stopping criterion, based on the concept of density evo-
lution. Recall that extrinsic information at output of outer decoder can be treated as a
symmetric random variable Eo with conditional mean µEo and conditional variance σ
2
Eo . In
[106], an equivalent signal-to-noise ratio (SNR) of this random variable is defined as SNR
= µ2Eo/σ
2
Eo , not to be confuse with Eb/No. Typically, a higher value of SNR corresponds
to more reliable extrinsic information. As indicated in Section 4.2, the occurrence of cycle
slips results in a large tail in the conditional density function of Eo, which further leads to
an increase in σ2Eo and a corresponding decrease in SNR. Therefore, SNR could serve as
a good stopping measure for iterative phase synchronization and demodulation, in which
the detection procedure is terminated once SNR starts to reduce. Since the transmitted

















(|Loe(k)| − µ̃Eo)2, (103b)
where Loe(k) is the extrinsic information for the k-th code bit at output of outer decoder.
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Table 3: Performances of different iteration-stopping criteria.a
Stopping Criteria =⇒ Ideal SNR Entropy Entropy-L Fixed-Iter.
A-SISO-PSP
BER 8.0 × 10−4 1.2 × 10−3 5.2 × 10−3 5.5 × 10−3 3.2 × 10−3
Avg. Iters. 2.50 2.67 3.36 4.36 1.00
A-SISO-SEP
(D=0)
BER 1.1 × 10−4 3.6 × 10−4 4.8 × 10−4 1.1 × 10−3 2.6 × 10−4
Avg. Iters. 2.9 6.12 5.88 6.88 2.00
a SCMSK operates on a time-selective fading channel with fmTs = 0.01. Eb/No = 10 dB. Nx = 2048.
The performances of receivers using different iteration-stopping criteria are compared in
Table 3. The SCMSK system is considered over a fading channel with normalized Doppler
frequency fmTs=0.01. Besides the above stopping criteria based on the average entropy and
SNR, two other criteria are also considered for comparison. One is called the ideal iteration-
stopping criterion, in which the receiver stops once the number of decision errors increases.
Since information bits are a-priori unknown at the receiver, this criterion is actually unlikely
to be realized in practice. Another one is called the fixed-iteration stopping criterion, in
which turbo detection stops after a fixed number of iterations whenever convergence has
been achieved. With the current setup, the PSP-based detector achieves its minimum BER
at the first iteration, while the SEP-based detector at the second iteration. However, the
number of iterations required for the minimum BER varies with system configuration and
channel environments and, thus, it is impossible to predetermine it for a real receiver. For
the average-entropy, SNR or ideal stopping criterion, when detection is terminated, the
data decisions at the previous iteration, rather than at the present iteration, will be output
as final decisions. The reason is that the detection has already become unreliable when it
stops. The performance of the average-entropy criterion with final decisions generated at
the last iteration [59], denoted as Entropy-L, is also included as a comparison in Table 3.
It is shown that in terms of BER, the receiver using the SNR stopping criterion is superior
to the receiver using the average-entropy and fixed-iteration criteria, and slightly worse
than the receiver using the ideal stopping criterion. In terms of average number of required
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Figure 31: Effect of interleaver size over time-selective fading channels. The SEP-based
A-SISO demodulator with the SNR stopping criterion is employed. Eb/No = 10 dB.
iterations, the fixed-iteration criterion is the best among them, and the performances of the
SNR and average-entropy criteria are almost same.
4.4.3 Effects of Interleaver Size
It is a well-known fact that for turbo or “turbo-like” codes a larger interleaving gain can be
achieved by using a longer interleaver. Moreover, it is shown in [33] that the time-diversity
gain resulting from the use of interleaver on a fading channel grows with an increase in
the Doppler spread of channels. Fig. 31 shows the performances of A-SISO receivers with
different interleaver sizes, where fading channels with fmTs = 0.001 and fmTs = 0.01 are
considered. Since convergence oscillations occur over these channels, the SEP-based A-SISO
demodulator with the SNR iteration-stopping criterion is employed in simulations. When
the channel is slow time-variant, e.g., fmTs = 0.001, the interleaving gain is significant,
especially for receivers with large interleaver size. However, on a fast fading channel with
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SCCPM with quaternary−1REC (h=1/4)
SCCPM with binary−2REC (h=1/2)
Figure 32: Performances of different SCCPM systems on a fading channel with fmTs =
0.001. The SEP-based A-SISO demodulator with the SNR stopping criterion is employed.
Nx = 4096.
fmTs = 0.01, the mean time to cycle slipping is reduced significantly compared to slow
fading channels. Therefore, with an increase of interleaver size, the cycle slipping occurs
more frequently, and the effect of such phase rotations finally dominates the system perfor-
mance. As a result, the interleaving gain diminishes gradually as the interleaver size grows.
Furthermore, the time-diversity gain of fast fading channels can be effectively ignored.
Although not shown here, it is observed that convergence oscillations appear even when
the normalized Doppler frequency is less than 0.001, although a low BER performance
still can be achieved by using the SEP-based demodulator with the SNR iteration-stopping
criterion. Generally speaking, the appearance of convergence fluctuation not only depends
on channel dynamics but also on frame length (or interleaver length). For slow fading
channels with low phase dynamics, a larger interleaver may be preferred to combat burst
errors, which significantly increases the probability of occurrence of cycle slipping within
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each frame and further leads to convergence oscillations.
4.4.4 Performance of Different SCCPM Systems
The performance comparison of different SCCPM systems with unknown carrier phase
is shown in Fig. 32 and 33, where time-selective fading channels with fmTs = 0.001 and
fmTs = 0.01 are considered. Besides MSK, two CPM systems with multiple symbol levels
or partial response, i.e, quaternary 1REC with hidx =1/4 and binary 2REC with hidx =1/2,
are included, where LREC denotes a CPM scheme with rectangular frequency pulse having
length L. To implement iterative phase synchronization and detection, the SEP-based A-
SISO receiver with SNR stopping criterion is employed. At fmTs = 0.001, no error floor is
observed at a BER of 10−6 for the three systems. When fmTs = 0.01, carrier phase changes
rapidly and, thus, the performance loss owing to imperfect phase tracking is significant. An
error floor at a BER of 10−4 exists for all considered systems.
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SCCPM with quaternary−1REC (h=1/4)
SCCPM with binary−2REC (h=1/2)
Figure 33: Performances of different SCCPM systems on a fading channel with fmTs =




TURBO SYNCHRONIZATION FOR SERIALLY
CONCATENATED CPM
In Chapter II, we have proposed a data-aided joint time and phase synchronizer which
works well for all CPM schemes and requires less training compared to existing techniques.
However, for any CPM data-aided synchronization method, extending it into its decision-
directed counterpart is not trivial. Actually, it was reported in [18] and [20] that a decision-
directed synchronizer cannot synchronize partial-response CPM signals regardless of the
format of applied time and phase estimators because of the existence of false locks. In this
chapter, based on the combination of both data-aided and decision-directed techniques,
we introduce a mixed method for CPM synchronization, which can effectively prevent the
occurrence of false locks. Since we consider serially concatenated CPM and apply the A-
SISO algorithms in the iterative receiver, the resulting synchronization is therefore denoted
as turbo synchronization. Simulation results show that the proposed turbo synchronizer is
robust in acquiring and tracking both time-invariant and time-variant channels at very low
signal-to-noise-ratios. The main results in this chapter can be found in [113].
5.1 Turbo Synchronization for SCCPM
5.1.1 System Description
The proposed turbo synchronization scheme is compatible with any CPM FEP and any
CPM synchronization method. In this chapter we considered only the FEP based on non-
symmetric nonorthogonal exponential expansion (nSnOEE) and the joint timing and phase
recovery method presented in Chapter II, because of their superiority in terms of complexity
and performance. In the remainder of this chapter, we follows the same notations defined
in Chapter II. Recall that based on nSnOEE, the suboptimal FEP requires only Nf filters.
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Let αl(t) be the l-th exponential-shaping filter defined on [0, Ts]. With synchronized FEP,
the sampling rate is 1/Ts, and the output of l-th FEP filter at the k-th time epoch is
yl,k = exp{−jφ′k} ×
{
y(t) ⊗ α∗l (t)|t=kTs+τ ′k
}
, (104)
where τ ′k and φ
′
k are the sampling instant and phase compensation, respectively. The
observation record Yk = [y1,· · ·,yk] with yk = [y1,k,· · ·, yNf ,k]T consists of the immediate
suboptimal sufficient statistics for estimation and detection. With asynchronous FEP, an
fixed over-sampling rate Rs is typically used and the outputs of the l-th filter are
zl,m = y(t) ⊗ α∗l (t)|t=mTs/Rs . (105)
Construct the Nf×m matrix Zm = [z1,· · ·, zm], where zm = [z1,m,· · ·, zNf ,m]T . Given τ ′k
and φ′k, yk can be accurately constructed from Zm using appropriate interpolation tech-
niques [114], [115], [116]. The asynchronous FEP is particularly important when PSP-based
algorithms are used for joint synchronization and detection, which is elaborated in the next
subsection.
For turbo-coded systems, parameter estimation, including channel estimation and syn-
chronization, can be processed either inside or outside of an iterative detection loop. With
the inside-loop method, both the parameter estimates and the data decisions are refined
through successive iterations by exchanging soft information between the estimators and
decoders. With the outside-loop method, estimation is performed only once prior to itera-
tive detection. Typically, the inside-loop method outperforms its outside-loop counterpart
in terms of the MSE performance, since refined data decisions can be used for further train-
ing. Moreover, the inside-loop method allows to track the time-variant unknown parameters
while the latter does not.
In order to ensure robust acquisition and tracking, the proposed turbo synchronization
scheme uses the mixture of a preamble, pilots and tentative decisions to drive the time and
phase looked loops. The outside-loop data-aided parameter acquisition using the preamble
is first executed. Then the inside-loop synchronization is processed by the help of pilot
symbols and tentative decisions, using the A-SISO CPM demodulator.
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5.1.2 The A-SISO CPM Demodulator
The same iterative receiver as in Fig. 19 is used to implement joint synchronization and SISO
CPM demodulation in a PSP fashion. Within the PSP-based algorithms, parameter esti-
mation is performed along with each survivor. Therefore, multiple estimators are normally
processed in parallel and multiple tentative estimates are retained at each time epoch. In
the CPM tilted-phase trellis, denote the i-th forward survivor at the k-th interval as ũk1(i).
Note that given a initial start state in trellis encoding, each symbol sequence uniquely
corresponds to a continuously connected branch sequence. In the following, for notation
conciseness, we denote the survivor ũk1(i) as a sequence of survived/selected branches, and
bk(i) as the i-th survived branch at the k-th interval that is associated with one of possible
pML transmitting CPM signals. The i-th set of forward estimates at the k+1-st time epoch,
Φ̃fk+1(i) = [φ̃k+1(i), τ̃k+1(i)]





, i = 1, · · · , Ns, (106)
where ỹk(i) are the tentative sufficient statistics associated with the i-th forward survived
branch bk(i) and can be constructed from Zm with asynchronous FEP, Υk(·) is the param-
eter prediction function at the k-th interval denoting the equation (25) plus a Kalman filter
for computing ε̂k, and Ns is the number of survivors which is unity for the SEP method.
Note that if we use synchronous FEP to compute ỹk(i), the sampling device has to oper-
ate in a very high sampling rate, since the difference between multiple tentative sampling
instants for different survivors is usually quite small. The resulting synchronous FEP is
therefore prohibitively expensive.
Denote ek(i) as the ending state of bk(i). The entire set of forward branches at the










where {b :ek(j)} denotes the hypothesis branch b starting from the state ek(j), Γf (ek(j)) is
the forward state metric at the state ek(j), and P
(
ỹk+1(j), b|Φ̃fk+1(j)) is the branch metric
associated with the branch b. The operator arg multiMax returns the Ns survived branches
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with the Ns largest APPs. The forward state metric Γ
f (ek(j)) can be computed in a similar






ỹk(l), b |Φ̃fk(l)), (108)
where the branch set Bk(j) denotes all possible branches connecting the states ek−1(l) and
ek(j) with 1 6 l 6 Ns. Moreover, the backward survivors and estimates are updated in the
same way.
In (107) and (108), when updating the survived branch and state metric, it is assumed
that no data information is available and, thus, all possible branches associated with dif-
ferent information symbols must be considered. Recall that within the A-SISO CPM de-
modulator, the pilot symbols are used to prevent the false locks. In the CPM trellis, in
order to determine the transmitting signal in a specified symbol interval, not only must the
corresponding modulated information symbol be known, but also the ending trellis state at
the previous time stage must be known. Therefore, in the symbol intervals where pilots are
transmitted, it is impossible to uniquely determine the transmitting signal, i.e., the asso-
ciated trellis branch, owing to the uncertainty of the ending (or start) trellis state at the
previous (or present) symbol interval. As a result, the multiple branches associated with the
pilot have to be considered in the synchronizer. Similar to the PSP approach, the multiple
estimators are required to be processed in parallel in the pilot-aided CPM synchronizer. By
limiting the number of the estimators and considered branches to Ns, the similar procedure
described in (106), (107) and (108) can be used again. The only difference is that the fewer
hypothesis branches need to be considered in the survivor selection and metric recursion,
since a number of branches that do not correspond to the pilot symbol must be discarded.
The resulting computation is, thus, less complex.
5.2 Numerical Results And Discussions
The performance of turbo synchronizer, aided by the preamble and pilot symbols, has been
evaluated by simulations for SCCPM systems. The system setup is as follows. At the
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transmitter, a pseudorandom interleaver and a rate-1/2 convolutional outer code with gen-
erators [58, 78] are employed. Typical of M-ary response CPM systems, a 4-ary-3RC CPM
system is considered with the modulation index hidx = 1/2. Unless otherwise indicated, the
receiver uses nSnOEE-based FEP followed by an A-SISO module. For 4-ary-3RC CPM, a
three-dimensional nSnOEE is adopted with the frequencies of exponential shaping pulses
being f = 1/Ts × [0, 0.3, 1.0]. We also assume for simplicity that frequency offset has been
perfectly recovered at receiver.
Note that the PSP-based A-SISO algorithms can be classified into two categories,
namely, the forward-only and forward-backward A-SISO algorithms. According to known
results in [98], we adopt the forward-only A-SISO algorithm throughout this section because
it is more robust than the forward-backward A-SISO algorithms in tracking time-variant
parameters.
Finally, owing to the use of the preamble and pilot symbols, the power efficiency of the
SCCPM system with turbo synchronization is correspondingly reduced. Denote the ratio
between the length of the preamble and the length of data and pilot symbols as Rpre. Also
let the ratio between the number of the pilots and the length of data symbols be Rplt. The
total power loss owing to the overhead, i.e., Ploss (dB), is given by
Ploss = 10×
(
log10(1 +Rpre) + log10(1 +Rplt)
)
. (109)
5.2.1 BER Performance of Turbo Synchronization
Fig. 34 shows the BER performance of the proposed iterative SCCPM receiver with time-
invariant and time-variant timing and phase errors. An AWGN channel is considered.
The total number of modulated CPM symbols in a frame is set to 1000, among which
the length of preamble is 200 and the number of pilot symbols is 150. Correspondingly,
Rpre=Rplt=0.25 and, thus, the resulting power loss owing to the overhead is approximately
2.0 dB according to (109). For convenience of comparison, the performance of the SCCPM
iterative receiver with ideal knowledge of timing and phase information is also included in
Fig. 34, where no preamble and pilot symbol are used.
The two typical operating scenarios (OS) are considered for evaluating the performance
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Figure 34: BER performance of the proposed turbo synchronizer.
of turbo synchronization. In the first scenario, the unknown parameters are assumed con-
stant over a frame. In the second scenario, the time-variant parameter offsets are assumed
and are modeled as discrete-time Wiener processes. The rms of time and phase incre-
ments in each symbol interval are set as στ =0.001Ts and σφ=2
◦, respectively. Note that
στ >0.001Ts corresponds to severe operating conditions and is rarely observed in practice.
In both scenarios, the initial errors are set to be τ0 = 0.4Ts and φ0 = 0.6π in order to ex-
amine the acquisition performance in the worst-case. Fig. 34 shows that when the time and
phase offsets are perfectly known at the receiver, the performance loss owing to the use of
nSnOEE-based suboptimal FEP is negligible compared to the receiver with full-complexity
FEP. The performance of the ideal receivers is approximately 1.0 dB away from the Shan-
non limit [117]. When acquiring and tracking unknown time and phase information, the
performance loss owing to turbo synchronization is less than 2.4 dB in the first scenario,
and less than 3.5 dB in the second scenario. Note that in both scenarios, 2.0 dB out of the
total loss is due to the use of preamble and pilot symbols.
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In Chapter IV, for joint phase synchronization and CPM demodulation, an oscillatory
BER convergence behavior was observed on iterative receivers using the A-SISO algorithms,
because of the existence of cycle slips in phase-locked loops. However, in the proposed
timing and phase synchronizer, no such convergence fluctuation is found owing to the use
of preamble and pilot symbols, which effectively remove the cycle slips in both time/phase
locked loops.
5.2.2 Effects of Incorrect Modeling
In Fig. 34, perfect knowledge of the channel statistics, including the variance of channel
noise, the probability distribution and covariance of time and phase jitters, is assumed
within the turbo synchronizer. However, such information is known only approximately
in practice. It was shown in Chapter II that the nSnOEE-based noniterative data-aided
synchronizer is stable with an incorrect channel model. In particular, the variance of esti-
mate errors converges to zero on time-invariant channels, but at a slower convergence rate
when compared to the case of perfect channel modeling. In Fig. 35 we study the effect of
channel modeling errors on the proposed turbo synchronizer. The following scenario is con-
sidered: 1) a time-invariant channel with the initial time and phase errors being τ =0.4Ts
and φ=0.6π; 2) the estimate of noise power being N̂o=Eb no matter what the true value of
No is, i.e., Eb/No is always assumed to be 0 dB. Moreover, the frame length and the config-
uration of preamble and pilots are same as in Fig. 34. It is worth noting that the estimate
of noise variance is required for both metric computation in MAPSD and Kalman filtering
in synchronization. In order to isolate the effect of incorrect noise variance estimation on
synchronization from that on MAPSD, we simply assume the noise variance estimate used
in MAPSD is perfect. It was reported in [102] that the performance loss owing to the SNR
mismatch in MAPSD was negligible when the SNR offset fell in [−3 dB, 6 dB].
Fig. 35 shows that, for time-invariant channels, the effect of incorrect channel modeling is
negligible for the turbo synchronizer, while it is more significant for the noniterative receiver.
The reason is as follows. For a noniterative receiver, the equivalent length of training
sequence, including preamble, pilots and decisions, is limited by the frame length, and so
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Figure 35: The effects of incorrect channel modeling.
is the synchronization performance. Along with the increase of Eb/No from 0 dB to 7 dB,
the ratio of the assumed noise variance to the actual noise variance rises correspondingly
and, thus, the convergence rate of parameter estimation decreases significantly and so does
the BER performance. For the turbo receiver, synchronization is iteratively processed in
a decision-directed manner and, thus, the equivalent length of training sequence increases
proportionally through the iterations. As a result, the performance of the turbo synchronizer
improves though at a reduced convergence rate. Once the equivalent training sequence is
sufficiently long or the number of iterations is sufficiently large, the estimation errors are
small enough and have a negligible effect on MAPSD.
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CHAPTER VI
NONCOHERENT SEQUENCE DETECTION ON
RAYLEIGH FADING CHANNELS
In this chapter we compares noncoherent and coherent detection on Rayleigh flat fading
channels. Based on the first-order Gauss-Markov channel model, we derive the error prob-
abilities of noncoherent detection for full-response CPM and DPSK, on both time-invariant
and time-variant channels. This result explicitly shows how the performance of noncoherent
detection is affected by detector complexity, fading rate and operating SNR. Furthermore,
using this analysis, we propose a hybrid system which switches between a noncoherent
detector and a coherent detector with imperfect channel estimates, in order to optimize
the overall system performance, in terms of service quality, receiver complexity and power
efficiency. The main results in this chapter can be found in [118].
6.1 System Model and Problem Formulation
The received complex envelope on a flat Rayleigh fading channel is
yk = hkxk + nk, k = 1, 2, · · · , Nx, (110)
where xk is the transmitted symbol having energy Es and duration Ts, hk is the complex
channel gain, nk represents a zero-mean complex white Gaussian noise sample with variance
No, and Nx is the frame length. We assume that the complex channel gain hk is constant
over one symbol interval and has average power equal to E{hkh∗k} = Ωh. If the channel
actually varies over the symbol interval Ts, this assumption leads to suboptimal sufficient
statistics. Moreover, we assume that the transmitted signal xk, the channel hk and the
noise nk are jointly independent. Finally, we denote the modulation alphabet and its size
as X and |X |, respectively.
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Table 4: The practical values of the coefficient ρ on time-variant fading channels.
fm = 0.03 fm = 0.01 fm = 0.003 fm = 0.001
Mr = 2 ρ ≈ 0.9911 ρ ≈ 0.9990 ρ ≈ 0.9999 ρ > 0.9999
Mr = 3 ρ ≈ 0.9841 ρ ≈ 0.9982 ρ ≈ 0.9998 ρ > 0.9999
Mr = 4 ρ ≈ 0.9772 ρ ≈ 0.9975 ρ ≈ 0.9998 ρ ≈ 0.9999
Mr = 5 ρ ≈ 0.9704 ρ ≈ 0.9967 ρ ≈ 0.9997 ρ ≈ 0.9999
6.1.1 Channel Model
The channel fading dynamics are modelled as a first-order Gauss-Markov (GM) process1,
hk+1 = ρhk + vk, (111)
where the coefficient ρ ∈ [0, 1] characterizes the fading rate, and vk is a zero-mean white
complex Gaussian noise sample with variance Ωh(1−ρ2). Note that {h1, h2, · · · , hk} are
independent of vk, and {v1, · · · , vNx , n1, · · · , nNx} are jointly independent. Obviously, the
time variation of hk increases with increasing ρ. However, the practical range of ρ is still
an open question.
For a 2-D isotropic scattering environment, the time-variant fading channel gain hk has





where fm is the normalized maximum Doppler frequency and J0(·) is the zeroth-order Bessel
function of the first kind. However, with the simplified first-order GM model given in (111),








To determine the appropriate value of ρ for each Doppler frequency, a straightforward
1The first-order Gauss-Markov channel model has been widely used in the literature when analyzing
BER, cutoff rate or capacity of temporally correlated fading channels [66, 67, 70].
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criterion is adopted,











|J0(2πlfm) − ρl|2, (114)
where Mr determines the width of the sliding observation window. For a given fm, the
coefficient ρ varies with Mr. Table I shows the optimal values of ρ for different normalized
Doppler frequencies fmTs on the order of 10
−2 and 10−3, which are typically considered
to be rapidly time-invariant fading channels in most commercial and military applications.
More important, even when the channel is rapidly time-varying, the coefficient ρ is still
close to 1, typically lying in the interval [0.999, 0.99999]. This fact plays an important
role in the performance analysis of coherent and noncoherent sequence detection using the
first-order GM channel model, especially for practical values of Es/No lying in the interval
[10 dB, 30 dB]. More details are given in Subsection 6.1.3 and Section 6.2. Also note that in
the remainder of this chapter, we assume Ωh = 1 for simplicity of notation and derivation.
6.1.2 Coherent and Noncoherent Sequence Detection
In coherent detection, the channel gain must be estimated at the receiver. When the channel
gain is known perfectly at the receiver, the criterion for maximum likelihood coherent
sequence detection is [117]





‖yk − hkx̃k‖2. (115)
where y = [y1, · · · , yNx ]T spans the entire received signal record, and x̂ and x̃ represent
the estimate and hypothesis of the transmitted symbol sequence, respectively. In (115),
‖A‖2 is equal to the inner product 〈A,A〉; for discrete-time samples 〈A,B〉 =AB∗, while




When the channel gain is approximately known at receiver, the criterion in (115) is no
longer optimal in the sense of maximizing the likelihood function, since the channel esti-
mation error is colored. However, in practice the criterion in (115) is still widely used for
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coherent sequence detection with imperfect channel knowledge. The effect of this mistreat-
ment on the overall detection performance is discussed in the next subsection.
Noncoherent detection does not require an estimate of the channel gain at receiver.
Assuming perfect knowledge of the probability density function of the channel gain at the
receiver, the criterion for noncoherent sequence detection is














where HNx is an Nx-dimensional parameter space for the channel gain h = [h1, · · · , hNx ]T .
For a time-variant fading channel, the evaluation of the argument in (116) is extremely
complex, if not impossible, because an Nx-dimensional integral must be computed. When
the channel is time-invariant, i.e., h = h1 = · · · = hNx , the Nx-dimensional integral reduces

































where we further assume the phase information of h is uniformly distributed on [0, 2π]
and I0(·) is the zeroth-order modified Bessel function of the first kind. Since I0(·) is a
monotonically increasing function, the criterion in (117) simplifies to [75]

















We assume that all valid transmitted sequences appear with equal probability. For both
coherent and noncoherent sequence detection, the symbol or bit error probability is thus





where P(x̂|x) denotes the probability that x̂ is selected according to a decision criterion
while x is actually transmitted, and Wx̂ refers to the number of bit or symbol errors in
x̂. Typically, Pe is dominated by P(x̂free|x) with x̂free being the error sequences at the
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minimum (or free) Euclidean distance from the true symbol sequence, i.e.,
Pe ≈ KeP(x̂free|x), (120)
where Ke is a constant determined by the trellis structure. Therefore, in the remainder of
the chapter, we focus on the evaluation of P(x̂free|x) and denote it as Pd. Moreover, without
loss of generality, we assume that within any error sequence the first error occurs in the first
symbol interval. If the corresponding diverged trellis path merges with the true path after m
symbol intervals, the length-m error event is denoted as x̂ = [f1, · · · , fm, xm+1, · · · , xNx ]T ,
where fi is the symbol associated with the i-th epoch. Note that fi might be equal to
xi except at i= 1. For x̂free corresponding to a length-m error event, the pairwise error






















































Let McohNx and MncohNx denote the arguments in equations (115) and (118), respectively.
For coherent detection, McohNx can be recursively computed as McohNx = McohNx−1 +‖yNx −
hNx x̃Nx‖2. Therefore, by employing proper tree-pruning rules as in the Viterbi algorithm,
maximum likelihood sequence detection can be processed with a complexity that increases
linearly with the frame length, i.e., a complexity on the order O(Nx|X |). In contrast, the
computation of the metric MncohNx in noncoherent sequence detection cannot be processed
in a recursive fashion. Consequently, an exhaustive search must be performed to find the
optimal sequence and, thus, the computation complexity increases exponentially with the
frame length, i.e., a complexity on the order O(|X |Nx). If we consider a width-N sliding
observation block with m < N  Nx and perform the block-by-block noncoherent detec-
tion, the complexity of the resulting noncoherent detector is now on the order O(NxN |X |N ),
which is normally acceptable in practice by properly selecting the observation width N .
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6.1.3 Error Probability of Coherent Sequence Detection
For coherent sequence detection with either perfect or imperfect channel knowledge, the
pairwise error probability is well known and can be computed approximately by using
various approaches. In this subsection, we summarize existing main results and use them
as a baseline to compare with the performance of noncoherent sequence detection on both
time-invariant and time-variant fading channels. In the following review, we limit our
attention to modulation schemes having length-2 error events, including full-response CPM
and DPSK.
When the channel is known perfectly at receiver, the pairwise error probability of the










where D1 = x1−f1 and D2 = x2−f2. When ρ = 0, the full time-diversity of order 2 can be
achieved; otherwise, only a partial diversity gain is available on time-correlated channels.
For practical values of ρ, i.e., ρ ∈ [0.999, 1), the approximation in (125) is poor and the
pairwise error probability is more accurately computed as
Pd ≈
No(1 −Kρ(1 − ρ))
‖D1‖ + ‖D2‖2
, (126)
where Kρ is a positive constant determined by the signal constellation, and Kρ(1 − ρ) is
typically very small and can be simply ignored in computing Pd.
When the channel gain is known approximately at the receiver, the pairwise error prob-






where Ph is the variance of channel estimation error, No+PhEs is the spectral density of the
equivalent noise (h− ĥ)xk+nk, and the additional term KhPhEs is due to the suboptimality
of the decision criterion in (115) made by incorrectly assuming that the equivalent noise is
white. It is shown in Appendix D that 0≤Kh≤ 1, depending on the trellis structure and
signal constellation. For time-variant channels with ρ assuming values of practical interest,
the pairwise error probability Pd is the same as (127). In this case, Pd is related to ρ only
through the fact that the performance of the channel estimator, i.e., Ph, is influenced by the
fading rate. On time-invariant channels, Ph can be made arbitrarily small given sufficient
training; however, on time-variant channels, the performance of linear channel estimation








as shown in Appendix E.
In previous work, the performance of coherent detection was evaluated based on pilot-
assisted channel estimation, considering both optimal pilot placement and power allocation
[63], [66]-[68]. In this work, we focus on joint estimation and detection (JED) which yields
a higher power efficiency or data rate by eliminating training overhead. Note that using
JED makes a fair comparison between coherent and noncoherent detection, since both are
processed without training. Optimal maximum likelihood sequence estimation and detec-
tion can be implemented in a two-step procedure, i.e., first estimating unknown channel
gains for each possible data sequence and then selecting the data sequence and its asso-
ciated parameter estimates having maximum conditional likelihood as the final decision.
Unfortunately, the complexity of the resulting scheme is prohibitive. To reduce complexity,
decision-directed (DD) techniques are often used in practice, where the estimation is limited
to a small set of well-selected sequences (or tentative decisions) [60], [37]. Normally, the
estimation error variance using the DD method is greater than Ph in (128) due to possible
error propagation within decision feedback mechanism [124], [125]. Moreover, the evalua-
tion of Ph in (128) assumes ideal channel statistics at the linear MMSE channel estimator,
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including the initial error variance, noise power spectral density and the fading rate. How-
ever, in most practical applications these parameters are known only approximately, leading
to further performance degradation in the channel estimates [95], [126]. An exact analytical
evaluation of the effect of these nonidealities is difficult, if not impossible. In the remainder
of the paper, we set Kh = 1 for simplicity and assume that it includes all effects caused by
suboptimal channel estimation, although these effects are still underestimated as compared
to the simulation results in [95], [124]-[126]. This assumption normally yields a best-case
performance of coherent detection with practical channel estimation, and makes it possible
to conduct an analytical comparison between noncoherent and coherent detection.
6.2 Noncoherent Sequence Detection
Noncoherent sequence detection does not require explicit channel estimation, although its
computational complexity is relatively high. It is well known that, on time-invariant chan-
nels, the performance of noncoherent CPM detection can closely approach that of coherent
CPM detection provided that the sliding observation width, N , is long enough. However,
the effect of channel time-variation and a limited-width observation block on the perfor-
mance of noncoherent detection is an open problem, as is the design of modulation schemes
to optimize detection performance. The following analysis addresses answer these questions.
6.2.1 Distribution of Hermitian Quadratic Form
Computing the error probability in (123) is not straightforward. To facilitate the compu-
tation, we introduce two propositions, which were first derived by Turin to compute the
probability distribution of a random variable of Hermitian quadratic form [121]. The proofs
for the propositions are omitted here. The readers of interests can find them and some
interesting applications in [122], [123].
Proposition 1: For any random variable r with probability density function p(x) and
characteristic function ψr(z), the probability P(r < 0) can be computed as








where ε is an infinitely small positive number.
Proposition 2: If a random variable r has the Hermitian quadratic form x = aHAa,
where a is an Na-dimensional complex Gaussian random vector with zero mean and covari-












where λ1, · · · , λNa are the eigenvalues of ARa. Moreover, using Proposition 1, the proba-
bility P(r < 0) is



























where Res(f(z), α) denotes the residue of the function f(z) at the point α.
6.2.2 On Time-invariant Channels

















































where αk = 〈xk, fk〉/Es is the correlation between the signal xk and fk and, thus, Dk =
2Es(1−Re{αk}); n′k and n′′k are defined as n′k =nkx∗k and n′′k =nkf∗k , respectively, and the
variances of n′k and n
′′

























































































, and λ3 = 0, (135)
where B = (N −2)(1− 12Re{α1 +α2})+1− 14‖α1 +α2‖2. At high Es/No, BEs  NNo and
applying the approximation (t21 + t1t2)
1
2 ≈ t1 + 12 t2 given t1  t2 > 0, the pairwise error
probability Pd can be approximated as
Pd ≈
NNo
(N − 2)(4 − 2Re{α1+α2})Es + (4 − ‖α1 + α2‖2)Es
=
NNo
(N − 2)(‖D1‖2 + ‖D2‖2) + (4 − ‖α1 + α2‖2)Es
. (136)
Apparently, the performance gap between noncoherent and coherent sequence detection
diminishes with increasing N . Moreover, given the free distance of ‖D1‖2 +‖D2‖2, the error
probability is minimized at Im{α1 + α2} = 0. For both differential binary PSK (DBPSK)
and minimum shift-keying (MSK) modulation, ‖D1‖2+‖D2‖2 =4Es and α1 =−α2. Thus,
their error probabilities are same and equal to




which is a minimum among all trellis-based schemes with a length-2 error event and a free
distance of 4Es. Fig. 36 compares the pairwise error probabilities of MSK with noncoherent
detection and coherent detection having imperfect channel estimation. We consider both
coarse and fine channel estimation with Ph = 0.01 and Ph = 0.0001, respectively. With
coarse channel estimation, the detection performance is dominated by the poor channel
estimation performance and exhibits an error floor. However, the noncoherent detector does
not exhibit a noticeable error floor even at high Es/No and, with increase in the observation
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Figure 36: Performance of MSK noncoherent and coherent detection on time-invariant
fading channels.
The expression for Pd in (136) is also valid for any full-response CPM scheme. Recall
that for coherent detection of full-response CPM with a specific frequency shaping pulse,
the optimal modulation index hidx, in terms of maximizing free distance, is fixed provided
that the observation length is greater than 2 [4]. However, for noncoherent detection, it
was shown in [81] via simulations that the optimal modulation index varies with different
observation block widths. Based on (136), we confirm this observation in Fig. 37, where
the normalized equivalent free distance is defined as N−2N (4 − 2Re{α1 + α2}) +
4−‖α1+α2‖2
N
for noncoherent detection and 4 − 2Re{α1 + α2} for coherent detection, and a rectangular
frequency shaping pulse is considered. For example, the optimal modulation indices with
noncoherent detection are hidx = 0.763 at N=3 and hidx = 0.733 at N=5, yielding 2.03 dB
and 1.11 dB power loss, respectively, compared to coherent detection with perfect channel
information and the optimal modulation index hidx = 0.715.
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Figure 37: Optimal modulation indices of full-response CPM with rectangular frequency
shaping pulse for noncoherent and coherent detection on time-invariant fading channels.
6.2.3 On Time-variant Channels
Strictly speaking, the criterion for noncoherent sequence detection in (118) is optimal only
if the channel is time-invariant. However, no practical fading channel is absolutely constant
even over a short observation block. In such a case, the criterion in (118) is still used
because of the difficulty in computing the noncoherent detection metric for time-variant
fading channels. The resulting performance degradation is now investigated.





































































. For DBPSK and MSK, α1 = −α2
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1−ρ . The matrices
Q1,2 are exactly the same as in (134). The detailed derivations of (139) and the eigenvalues
of (Q1 − Q2)Ra are provided in Appendix F.
After straightforward but tedious manipulation, the pairwise error probability of DBPSK
and MSK at high values of Es/No can be approximated as







where the first term converges to the error probability with coherent detection when N
is sufficiently large. The second term is independent of Es/No and represents an error
floor at high Es/No, while its effect deteriorates with increasing fading rate or observation
width, N . Note that when deriving (140), we assume N(1− ρ)  1, which is certainly true
for practical noncoherent detectors and channel Doppler conditions. The proof of (140) is
shown in Appendix C.
Equation (140) reveals some valuable insights on the optimization of a noncoherent
detector under different channel conditions. For given channel characteristics, i.e., Es/No











where the operator [·]R rounds an argument to the nearest integer. When Es/No=20 dB
and ρ = 0.999, based on (141) we can compute Nopt = 5; while for Es/No = 30 dB and
ρ=0.999, Nopt =3. These results imply that, in contrast to time-invariant fading channels,
increasing the complexity of a noncoherent detector does not always guarantee a better
2In this subsection we limit our analysis to DBPSK and MSK in order to obtain the closed-form expression
for the pairwise error probability. Other modulation schemes can be evaluated numerically.
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Figure 38: Performance of MSK noncoherent and coherent detection on time-variant
fading channels.
detection performance on time-variant channels. Another interesting result is that, given
two noncoherent detectors of different complexities, i.e., different observation widths, we
can determine from (140) the channel conditions under which one is superior to the other.
For example, given two detectors with N = 3 and N = 5, we can predict that at ρ= 0.999
the detector with N = 3 is superior when Es/No > 22.7 dB, and vice versa. On the other
hand, if we fix Es/No=30 dB, the detector with N=5 is better when ρ>0.9998.
Fig. 38 shows the pairwise error probabilities of noncoherent MSK detectors having
different complexities. Two typical values of ρ are considered, i.e., ρ=0.99999 and ρ=0.999,
which correspond to slow and fast time-variant fading channels, respectively. When the
channel is slowly time-varying, the second term in (140) is negligible at Es/No values of
practical interests and, thus, the performance of noncoherent detection improves with an
































Figure 39: Performance of MSK noncoherent and coherent detection on time-variant
fading channels with Es/No=20 dB.
e.g., N = 20, noncoherent detection outperforms coherent detection with imperfect channel
knowledge in terms of error rate.
When the channel is rapidly time-varying, the second term in (140) begins to have
an observable effect on the error probability with an increase in Es/No. This results in
better performance with a lower rather than higher complexity noncoherent detector at
high Es/No. As shown in Fig. 38, the noncoherent detector with N =3 can achieve better
performance as compared to the detector withN=5, when Es/No is greater than 23 dB. It is
worth noting that both noncoherent detectors performs noticeably better than the coherent
sequence detector using linear MMSE channel estimates, since the estimation performance
is inevitably poor on fast fading channels. This observation raises an immediate question —
is it possible to design a hybrid system that switches between noncoherent and coherent





























Figure 40: Performance of MSK noncoherent and coherent detection on time-variant
fading channels with Es/No=30 dB.
(ρ), in order to optimize system overall performance in terms of service quality, receiver
complexity and power efficiency.
6.3 A Hybrid Scheme on Time-variant Channels
The essential idea of a hybrid scheme is to use a coherent detector for time-invariant and
slow time-variant channels, while using a noncoherent detector on relatively fast time-
variant channels. However, the question remains as to when or in what conditions to
trigger a detector switch, how to determine the optimal observation width for a noncoherent
detector when the fading coefficient ρ itself is time-varying, and how much power gain can
be achieved by using the hybrid system. Throughout this section we use MSK as an example
and consider its pairwise error probability performance.
Let us start with a closer look at the error rate performance of different detectors.
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Figure 41: Power efficiency of noncoherent and coherent detection given service quality.
Instead of varying Es/No while keeping ρ constant as in Fig. 38, in Figs. 39 and 40 we fix
the value of Es/No and vary the fading coefficient ρ over a wide range, e.g., [0.999, 0.99999].
For clarity, the abscissa in Figs. 39 and 40 indicates the variable ξ=1−ρ, which is denoted
as a pseudo fading rate, because a larger ξ indicates more rapid fading. In Fig. 39, Es/No
is set to 20 dB. We find that a less complex noncoherent detector is also less sensitive to
variations in the fading rate. In particular, the error probability curve of the noncoherent
detector with N =3 is almost flat from ξ=10−5 to ξ=10−3. This feature is very valuable
in practical system design, since no significant power boost is required to maintain service
quality when the fading rate increases, which eases requirements on the linear operating
range for RF devices3. In contrast, for coherent detection the transmitted power must be
boosted. In Fig. 40, Es/No is equal to 30 dB, and a similar phenomenon as in Fig. 39 is
3Different from the traditional concept of power control that is based on the observation of instantaneous
or average channel gain, the power boost hereof is made to compensate the performance degradation owing
to the channel variations given the fixed average channel gain.
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Figure 42: Optimal observation width of noncoherent detectors given service quality.
observed. Also, the noncoherent detector with N = 3 outperforms one with N = 5 when
ξ>2×10−4. From Figs. 39 and 40, we conclude that on fast fading channels it is preferable
to use noncoherent detectors with N ≤5 due to their moderate complexity and robustness
to the variation of fading rate.
Now let us consider an artificial scenario where, during the transmission of a data
frame, the channel exhibits either the pseudo fading rate ξ = 10−5 or ξ = 10−3. Over
entire observation period, we let Wfast denote the percentage of data frames transmitted
over the channel with ξ = 10−3. We also assume that the transmitter is aware of the
fading rate of the channel with zero-delay and can correspondingly adjust the transmitted
power to maintain a constant error probability performance, i.e., service quality. Fig. 41
shows the average Es/No required to maintain Pd = 0.001 for different detectors. When
Wfast<0.03, i.e., less than three percent of data frames are propagated over the channel with
ξ=10−3, the coherent detector requires less power to maintain the service quality compared
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to noncoherent detectors. When Wfast>0.03, the power efficiency of the coherent detector
significantly degrades. For example, the coherent detector requires 4 dB more power at
Wfast = 0.2 and 7 dB more power at Wfast = 0.5 to maintain the same service quality as
compared to a noncoherent detector with N = 3. This observation implies that coherent
detection on fast time-variant fading channels is not power-efficient, while it performs well
when ξ ≤ 10−5. As a result, we propose to use noncoherent detection when ξ > 10−5 and
use coherent detection when ξ≤10−5.
In practice, the pseudo fading rate varies in time. We denote its profile as P(ξ), indi-




P(ξ)dξ = 1. For example, the profile of ξ in Fig. 41 is Wfastδ(ξ−10−3)+(1−
Wfast)δ(ξ − 10−5), where δ(·) is the Delta function. Given the desired service quality, i.e.,
PQSd , and the trigger threshold ξth, the optimal observation width for noncoherent detection











N − 1 ·
P(ξ)
24PQSd − 4 ξN
dξ, (142)
where E(ξ, PQSd , N) is the required transmitting power given ξ, P
QS
d and N , which can be
computed from (140). In case that P(ξ) is not available, we simply assume ξ is uniformly
distributed over the region of interests. Fig. 42 shows the optimal observation widths for
different service qualities given P(ξ) uniformly distributed on the interval (0, 0.001) and
ξth =10
−5. The result is surprising that the complexity of the optimal noncoherent detector
reduces with increasing service quality. An intuitive explanation is that the noncoherent
detectors are required to operate at relatively high Es/No to meet the higher service qual-
ities, conditions under which the effect of the error-floor term in (140) is salient and the
detectors with a wider observation width may suffer from the early onset of an error floor.
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CHAPTER VII
CONCLUSIONS AND FUTURE WORK
7.1 Conclusions
This thesis addressed the problems in design and analysis of robust synchronization algo-
rithms for uncoded and coded CPM systems. For completeness of the study on phase recov-
ery, we also compared noncoherent and coherent detection on time-variant fading channels.
The primary contributions and conclusions of the thesis are summarized as follows.
In Chapter II, using carefully selected nonsymmetric nonorthogonal exponential ex-
pansions for CPM signals, we proposed a joint timing and phase recovery method, whose
acquisition performance is reliable on both time-invariant and time-variant channels, even
with a short preamble. Moreover, in the proposed scheme, the complexity of the required
front-end processor is significantly reduced without a salient sacrifice of accuracy, yielding
a negligible performance loss in both synchronization and demodulation.
In Chapter III, a decision-directed parameter estimation method is presented in a form
of combining linear least-squares estimation with MAP symbol detection in a PSP fash-
ion. The resulting adaptive iterative algorithms, i.e., A-SISO algorithms, are applied to
SCCPM systems to implement joint phase synchronization and CPM demodulation. We
noticed that CPM can be viewed as a subclass of RIC codes. Given a RIC trellis, it is
possible to reduce or remove the effects of cycle slip, false lock and hangup. However, for
SCCPM systems, especially at low SNRs, when the bidirectional A-SISO algorithms try
to take advantage of rotational invariance during phase estimation, the MAP-based CPM
demodulation procedure suffers a performance loss caused also by the rotational invariance.
Fortunately, by using the forward-only A-SISO algorithms, we can achieve a robust perfor-
mance in both synchronization and demodulation. When SNR is high and the carrier phase
is time-invariant, phase rotations rarely occur and, thus, CPM systems act as non-RIC
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codes. In this case, the bidirectional A-SISO algorithms outperform the forward-only A-
SISO algorithms, and the A-SISO algorithms using the smoothed phase estimates achieves
a near-optimal performance in both estimation and detection.
In Chapter IV, we further investigated the convergence characteristics of iterative phase
synchronization and detection for rotationally invariant turbo-like codes, including SCCPM.
Based on a semi-theoretical analysis, we show that the occurrence of cycle slips could result
in convergence oscillation during iterative detection, and more important, the convergence
performance of SEP-based A-SISO algorithms is more robust than that of the PSP-based
counterparts, when tracking a fast time-variant carrier phase.
Finally, a turbo synchronizer is devised in Chapter V for joint time and phase estima-
tion at iterative SCCPM receiver, by combining the noniterative synchronizer proposed in
Chapter II with the adaptive iterative structure proposed in Chapter III. Simulation results
show that the proposed synchronizer excels in both acquiring and tracking the time and
phase errors at low SNRs and it is robust even when incorrect channel modeling is present.
However, owing to the use of preamble and pilot symbols to prevent false locks, a significant
power loss is introduced.
In this thesis, we also computed the error probabilities of noncoherent detection in Chap-
ter VI for full-response CPM and DPSK, which clearly indicates how noncoherent detection
performance is affected by detector complexity, fading rate and SNR. We concluded that
on fast fading channels, noncoherent detection with properly selected block lengths outper-
forms coherent detection with practical channel estimation. Furthermore, a less rather than
more complex noncoherent detector might achieve a better error rate performance on fast
fading channels. To achieve an optimal system performance, we designed a hybrid system,
in which a coherent detector is activated on time-invariant and slow fading channels, while
a noncoherent detector is used when channels are fast time-varying.
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7.2 Future Work
The future work can proceed along the several lines as follows.
Within a turbo synchronizer for joint time and phase recovery, to prevent false locks,
we use a preamble to acquire the unknown parameters and also use pilot symbols to assist
decision-directed parameter tracking during iterative detection. However, the use of pream-
ble and pilots introduces a significant power loss. The problems remain open on how to
design a preamble sequence, how to place pilots, and how to distribute the power among
the preamble, pilots and data, in order for achieving optimal power efficiency.
Turbo-like codes with rotational invariance have been investigated in this thesis through
simulations and theoretical analysis. It is observed that when unreliable phase synchroniza-
tion is inevitable because of low operating SNR and high phase dynamics, these codes still
can achieve robust detection performance for well-designed receivers. Low density parity
check (LDPC) codes are another set of capacity-approaching codes, and are expected to
be resilient to strong phase noise. Therefore, the design and analysis of LDPC codes with
phase rotational invariance is of great practical interests, including code and constellation
design, development of complexity-reduced detection algorithms and convergence analysis
of iterative receivers.
We have studied the error probabilities of noncoherent detection for full-response CPM.
The extension to partial-response CPM is apparently necessary and valuable, although it
is not trivial. Moreover, the information-theoretic analysis, including both cutoff rate and
channel capacity, for noncoherent detection on fading channels is an open area and has
been paid little attention in the literature. This analysis could help understand the prin-
ciple of noncoherent data transmission, and construct new schemes combining noncoherent





The time-variant state-space model with state-vector θi can be modelled as follows,
θi+1 = Fiθi + Giwi, (A.1a)
yi = Hiθi + vi, 1 ≤ i ≤ Nu (A.1b)
where Fi, Gi and Hi are time-variant coefficient matrices with dimension Lθ×Lθ, Lθ×Lθ
and J×Lθ, respectively, wi and vi are zero-mean Gaussian-distributed random vectors with
dimension Lθ×1 and J×1, respectively. Note that wi is uncorrelated with vi and their
covariance matrices are Wi and Vi. Without loss of generality, we assume that θi is a
zero-mean random vector with dimension Lθ×1 and covariance matrix ξi.













−1 − ξ−1i . If no a priori information is available, then ξ−1i =0.
Using the matrix inversion lemma [90], we can rewrite (A.2) as
θ̂i|Nu = θ̂i|i − Ci|i(Ci|i + Cbi|i+1)−1(θ̂i|i − θ̂bi|i+1). (A.3)
When unknown parameters are deterministic, the state-space model in (A.1) is still
valid by assuming that the process noise wi vanishes. It has been shown in [103] that the
adaptive recursive-least-squares (RLS) algorithm is equivalent to the Kalman recursion by
letting Fi=λ·I, where λ is the forgetting factor in the RLS algorithm. Moreover, let λ=1
and let the Kalman gain be Kf,i=ηH
T
i . Then the forward Kalman filtering reduces to the
LMS algorithm, viz.,
θ̂i+1|i+1 = θ̂i|i + ηH
T
i+1(yi+1 − Hi+1θ̂i|i), (A.4)
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where η is the stepsize. If we further assume that Hi and Vi are fixed during the entire
observation, the inverses of covariance matrices Ci|i and C
b




−1 = (Nu − i)HTV −1H. (A.5)








which implies that the smoothed estimate θ̂i|Nu is a weighted average of θ̂i|i and θ̂
b
i , where




EQUIVALENCE OF (59) AND (60)
With the state-space model in (A.1), evaluating the APP of a hypothesized sequence is
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For simplicity, we assume B, Bfk and B
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where the first term in (B.6c) denoted as Λf (ũ
k
1) is the the minimized least-squares with
the present and past observation, the second term in (B.6c) denoted as Λb(ũ
Nu
k+1) is the
minimized least-squares with the future signal record, and the remaining part in (B.6c) is








which is the exact same as the binding factor defined in [99].
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APPENDIX C
PROOF OF THE EQUATION (62)
Define the forward survivor at state sk as the symbol sequence with the maximum APP
among all symbol sequences ending with state sk. Let θ̂
SF
k (sk) denote the forward survived
LLSE of θk at state sk, which can be obtained by running the forward linear estimator
along the forward survivor ending with state sk. Similarly, the backward survived LLSE of
θk associated with the state sk+1 is defined as θ̂
SB
k (sk+1). Moreover, we also denote θ̂
B
k (tk)
as the branch estimate of θk, which is used to update the metric of the branch tk connecting
sk and sk+1. Let θ̂
B
k be the collection of all branch estimates at the k-th time epoch. Note
that θ̂SFk (sk) and θ̂
B
k (tk) are not necessarily same, and neither are θ̂
SB
k (sk) and θ̂
B
k (tk). The
branch estimate θ̂Bk (tk) could be a refined version of θ̂
SF
k (sk) and θ̂
SF
k (sk) by considering
additional information extracted from the past/future observation. Of course, setting them
equal yields a simplified implementation but a performance degradation as well. Finally,
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where in (C.1a) we approximate θ̂k with the branch estimate θ̂
B
k (tk), and in (C.1b) we denote
the branch metric as γ(sk, sk+1) = p
(
yk|sk, sk+1, θ̂Bk (tk)
)
P (sk+1|sk). A similar derivation
can be shown for the second inner summation term in (59).
The remaining unsolved question is how to update survived estimates efficiently. Recall
that there are M branches starting from and merging into each state. Hence there are
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M candidate estimates competing for the forwward survived estimate at each state. The
criterion for the selection of θ̂SFk (sk), is













where tSFk−1(sk) is the forward survived branch ending with the state sk, and Υ(·) is the
parameter updating function. The selection of θ̂SBk (sk) is performed in a similar way. Note
that in (C.2) a single survived branch and, thus, a single survivor is chosen at each state.
However, it is not necessary to retain only one survivor at each state. With multiple
survivors at each state, a more reliable estimate can be achieved. However, this also causes
an unwanted complexity increase. The tradeoff between performance and complexity needs
further investigation in the future.
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APPENDIX D
PROOF OF THE EQUATION (127)














‖D1‖2 + ‖D2‖2 ≤ −2Re{〈D1, u1〉 + 〈D2, u2〉}
)
, (D.1)
where ui = (h−ĥ)xi+ni and we assume ‖ĥ‖2 =1−Ph≈1. Since u1 and u2 are correlated,
the variance of the term w = Re{〈D1, u1〉 + 〈D2, u2〉} is
Var(w) = 2(‖D1‖2+‖D2‖2)(No + PhEs) + 2Re{〈D1, D2〉}PhEs, (D.2)





PROOF OF THE EQUATION (128)
We assume the linear MMSE channel estimation is used. Given the first-order Gauss-
Markov channel model in (111), the the variance of estimation error at the i-th time epoch
can be computed recursively by the Riccati equation as following,
Ph,i+1 = ρ




Let the time index i go to infinity and assume Ph,i converges to Ph. Then the equation
(E.1) can be rewritten as
Ph = ρ




from which Ph can be easily obtained as in (128).
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APPENDIX F
PROOF OF THE EQUATIONS (139) AND (140)
Let ri,j be the element at the i-th row and j-th column of the matrix Ra. The computation




































































































s + (N−2)EsNo. (F.1c)
Let ρ = 1 − ξ and assume ξ  1 for fading channels of practical interests. Moreover, by
using Taylor’s expansion, A1,2,3 can be further approximated as
A1 ≈ 2(N − 2) −N(N − 2)ξ, (F.2a)
A2 ≈ −(N − 2)ξ, (F.2b)
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A3 ≈ (N − 2)2 −
1
3
(N − 1)(N − 2)(N − 3)ξ. (F.2c)





B2E2s +B3EsNo + 4(N−1)N2o , and λ3 = 0, (F.3)
where B1,2,3 are given by
B1 ≈ 2(N − 1) −N(N − 2)ξ − (1 + ‖α1‖2)ξ, (F.4a)
B2 ≈ 4(N − 1)2 + O(ξ), (F.4b)
B3 ≈ 4N(N − 1) − 2N(1 − ‖a‖2)ξ −
4
3
N(N − 1)(N − 2)ξ. (F.4c)
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