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Abstract
In this note, we extend work of Farkas and Rima´nyi on applying
quadric rank loci to finding divisors of small slope on the moduli space of
curves by instead considering all divisorial conditions on the hypersurfaces
of a fixed degree containing a projective curve. This gives rise to a large
family of virtual divisors on Mg. We determine explicitly which of these
divisors are candidate counterexamples to the Slope Conjecture. The po-
tential counterexamples exist on Mg, where the set of possible values of
g ∈ {1, . . . , N} has density Ω(log(N)−0.087) for N >> 0. Furthermore,
no divisorial condition defined using hypersurfaces of degree greater than
2 give counterexamples to the Slope Conjecture, and every divisor in our
family has slope at least 6 + 8
g+1
.
1 Introduction
There has been much interest in bounding the effective cone of the moduli
space of curvesMg. In the study of the effective cone, a fundamental invariant
ofMg is the slope s(Mg). Much work has been done in bounding s(Mg) from
above by exhibiting special effective divisors on Mg to show general typeness
[HM82, Har84, EH87, Far09a, LOiBZ18, JP18] and to find counterexamples
to the Slope Conjecture [HM90, Conjecture 0.1] stated by Harris and Morrison
[FP05, Far06, Far09b, FR18, Kho07]. Despite this, many basic questions are still
open. For example, we do not understand how s(Mg) behaves asymptotically
[CFM13, Problem 0.1].
In this note, we focus on extending the methods of Farkas and Rima´nyi
[FR18]. The authors fixed g, r, d so the Brill Noether number ρ = g−(r+1)(r−
d+ g) is 0 and asked for nondegenerate curves C → Pr of degree d and genus g
to either lie on a quadric of low rank or be contained in a degenerate pencil of
quadrics. When either of these two conditions is a divisorial condition on the
space of quadrics containing C, one gets a (virtual) divisor onMg. The authors
exhibited infinitely many examples of potential counterexamples to the Slope
Conjecture and verified the potential counterexamples were actual divisors in
small cases using Macaulay [FR18, Section 7].
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Our contribution is twofold. First, we show their argument can both be
easily simplified and generalized to apply to any divisorial condition on the
hypersurfaces of degree m ≥ 2 containing a curve (see Section 2). Second, we
use the formulas to deduce three results (see Theorem 1.1):
1. We show the slopes of all our divisors are all bounded below by 6 + 8
g+1 .
This gives evidence that s(Mg) approaches 6 as g →∞ in the context of
[CFM13, Problem 0.1].
2. Only divisors defined using quadrics (instead of hypersurfaces of higher
degree) can give counterexamples to the Slope Conjecture.
3. We give virtual divisors that are candidate counterexamples to the Slope
Conjecture on Mg for all g = (r + 1)s with
r2+1
3r−1 < s ≤
r
2 .
1.1 Statement of results
1.1.1 Definition of slope
We recall for g ≥ 3 [AC87, Theorem 1],
A•(Mg)⊗Q = Qλ⊕
⌊ g
2
⌋⊕
i=0
Qδi.
Given an effective divisor D = aλ−
∑⌊ g
2
⌋
i=0 biδi on Mg with a, bi > 0, define the
slope
s(D) =
a
min{bi : 0 ≤ i ≤ ⌊
g
2⌋}
.
If a, bi are not all positive, then we define s(D) = ∞. Define s(Mg) to be the
infimum of s(D) as D varies over all effective divisors.
Even though this is not standard, we will similarly define
s0(D) =
{
a
b0
if a, b0 > 0
∞ otherwise
s0(Mg) = inf{s0(D) : D is effective}.
Clearly, s0(D) ≤ s(D) and s0(Mg) ≤ s(Mg). Conjecturally, s0(Mg) =
s(Mg) [FP05, Conjecture 1.5], and this has been verified for g ≤ 23 [FP05,
Theorem 1.4]. For technical reasons (see Section 3.1), we will work with s0(D)
instead of s(D), which means our candidate counterexamples to the Slope Con-
jecture have only been checked with the coefficients of λ and δ0. However, lower
bounds for s0(D) clearly give lower bounds for s(D).
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1.1.2 Definition of the divisors
We will work with Mg as a Deligne-Mumford stack instead of a coarse moduli
space, but the distinction does not matter for the statement of Theorem 1.1. We
will work over C, but see Section 1.2.1 for more on characteristic assumptions on
the base field. Fix r, g, d such that ρ := g− (r+1)(g− d+ r) = 0. Equivalently,
we have s ≥ 1, r ≥ 1 such that g = (r + 1)s, d = (s + 1)r. Since we are
interested in the hypersurfaces containing a curve C → Pr, we also assume
r ≥ 3. Given an integer m ≥ 2 such that
(
r+m
m
)
≥ md − g + 1, fix a divisor
D ⊂ Hom(Symm Cr+1,Cmd−g+1) invariant under the action of GL(Cr+1) ×
GL(Cmd−g+1).
LetMirrg ⊂Mg denote the open substack parameterizing irreducible curves
of genus g. In Mirrg , consider the locus Z
m,r,s
g consisting of curves C for which
there exists a line bundle L of degree d mapping C → Pr such that the induced
map
H0(Pr,OPr(m))→ H
0(C,L⊗m)
is given by a map in D after choosing bases for H0(L) and H0(C,L⊗m). Since
D is invariant under GL(Cr+1)×GL(Cmd−g+1), this definition is independent
of choice of bases.
Now, take the closure of Zm,r,s in Mg to get Dm,r,s ⊂Mg. If Zm,r,s is not
dense, then Dm,r,s is a divisor and we can compute its slope. Otherwise, we only
know its slope as a virtual divisor, whose class can be defined using intersection
theory. In either case, we can define s(Dm,r,s) and s0(Dm,r,s) as above. Now,
we state our main theorem
Theorem 1.1. The slope s0(Dm,r,s) is independent of the choice of theGL(C
r+1)×
GL(Cmd−g+1)-invariant divisor D ⊂ Hom(SymmCr+1,Cmd−g+1) given m ≥
2, r ≥ 3, s ≥ 1. Furthermore
1. If m ≥ 3, s0(Dm,r,s) ≥ 6 +
12
g+1 , so considering hypersurfaces other than
quadrics will not yield counterexamples to the Slope Conjecture. Equality
holds if and only if (m, r, s) = (3, 3, 2).
2. We have s0(D2,r,s) > 6 +
8
g+1 .
3. We have s0(D2,r,s) < 6 +
12
g+1 if and only if
r2+1
3r−1 < s ≤
r
2 .
The density of the potential counterexamples in Theorem 1.1 is Θ( 1
log(g)δ log(log(x))
3
2
)
by [For08, Corollary 2], where δ = 1− 1+log(log(2))log(2) ≈ .086071.
One can always choose D by taking the closure of a suitably large family of
orbits as follows. Let e = md−g+1. If
(
r+m
m
)
= e, we choose D to be the linear
maps not of full rank. If
(
r+m
m
)
= e + 1, we can choose D to be linear maps
whose kernel defines a singular hypersurface in Pr. If
(
r+m
m
)
≥ e + 2, then one
can check dim(Hom(Symm Cr+1,Ce)) ≥ dim(GL(Cr+1)) + dim(GL(Ce)), so a
general orbit in Hom(Symm Cr+1,Ce) has codimension at least 1.
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The proof of Theorem 1.1 follows from Lemma 2.2, a generalization of [FR18,
Theorems 1.1 and 1.2] that can be proved easily using standard methods of
equivariant intersection theory, together with straightforward, but tedious, for-
mula manipulation using Mathematica.
1.2 Example cases and comparison to literature
Example 1.2. If
(
r+m
m
)
= md − g + 1, then the unique choice of invariant
divisor D ⊂ Hom(SymmCr+1,Cmd−g+1) consists of linear maps that are not of
full rank. This is the locus of curves contained in a degree m hypersurface. In
the case (r, g, d,m) = (4, 10, 12, 2) this is the first known counterexample to the
Slope Conjecture [FP05, Theorem 1.7(4)] and this was considered in general by
Khosla [Kho07, Section 3-B]. For the case of m = 2, it has been checked that
the coefficient of δi for i > 0 do not contribute to the slope [Far09b, Theorem
1.4].
Example 1.3. The case (r, g, d,m) = (5, 12, 15, 2) was considered in [FR18,
Section 8]. Given a general genus 12 curve C together with one of its finitely
many degree 15 embeddings C ⊂ P5, there is a pencil of quadrics containing it.
Pulling back the discriminant hypersurface of singular quadrics yields 6 points
(possible non-distinct) on P1. To illustrate the independence of the slope on the
choice of divisor D ⊂ Hom(Sym2C6,C19) in the statement of Theorem 1.1, the
following divisorial conditions on those 6 points yield virtual divisors on M12
with the same slopes, each contradicting the Slope Conjecture. To bound the
coefficients of δi for i > 0, one can use [FP05, Corollary 1.2].
1. 6 points on P1, where at least two points coincide. This was considered in
[FR18, Section 8] and shown to be an actual divisor using Macaulay.
2. 6 points on P1 with an involution.
3. 6 points on P1 such that 4 of them have a fixed choice of moduli.
4. 6 points on P1 that arise as the image of 6 points on P2 under a linear map
P2 99K P1. It is not necessary for the 6 points to be general, for example
it suffices for 5 of them to be in general linear position.
Example 1.4. Letm = 2. If r = 9ℓ−2 and s = 4ℓ−1, this recovers [FR18, The-
orem 7.1], and similarly if r = 8ℓ+3 and s = 3ℓ+1, this recovers [FR18, Theorem
7.2]. The authors state the result in terms of s(D2,9ℓ−2,4ℓ−1) and s(D2,8ℓ+3,3ℓ+1),
but they also only computed s0(D2,9ℓ−2,4ℓ−1) and s0(D2,8ℓ+3,3ℓ+1).
Example 1.5. The smallest case of Theorem 1.1 that is new to our knowledge is
when (g, r, d) is (27, 8, 32). Given a line bundle L of degree 32 mapping a genus
27 curve C → P8, we expect dim(Sym2H0(C,L)) = 45 and H0(C,L⊗2) = 38,
so we expect a P6 of quadrics containing C, and there to be
(93)(
10
2 )(
11
1 )
(10)(
3
1)(
5
2)
= 1386
quadrics of corank at least 3 [HT84, Proposition 12(b)]. We can choose D to be
the divisor where at least two of these points coincide.
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Example 1.6. If g = 10+6i for i ≥ 0, then [Far06, Theorem A] gives a virtual
counterexample to the Slope Conjecture, where the coefficients of δi for i > 0
are also checked. There are cases where Theorem 1.1 and [Far06, Theorem A]
overlap, and computing the slopes with Mathematica in small cases suggests
that the divisor computed in [Far06, Theorem A] will always have smaller slope
unless r = 12ℓ, s = 6ℓ, and
(
r+2
2
)
= 2d− g + 1. In this case, D corresponds to
curves lying on a quadric surface. This has been tested for all values of r < 1000.
Example 1.7. In the equality case of Part 1 of Theorem 1.1, we are looking at
genus 8 curves with a degree 9 map C → P3 contained in a cubic surface. This
set-theortically contains the Brill-Noether divisor of curves with a g27. Suppose
we have f : C → P2 whose image is a septic plane curve with 7 nodes. The
canonical divisor on the image is 4L, where L is the class of a line in P2. The
canonical divisor of C is then 4f∗L−
∑7
i=1 (pi + qi), where pi, qi are the preim-
ages of the 7 nodes. Pick one of the nodes, for example the node corresponding
to p7, q7. The lines through that node give a g
1
5 on C. Subtracting this g
1
5 from
the canonical on C gives 3f∗L−
∑6
i=1 (pi + qi), which is the cubics in P
2 passing
through the other 6 nodes of the image of C. This gives C → P2 99K P3 which
yields a degree 9 embedding of C into P3 contained in a cubic surface. The class
of C on the cubic surface is 7L− 2(E1 + · · ·+ E6). It is not immediately clear
to us, for example, whether curves corresponding to 9L − 3(E1 + · · · + E6) or
11L− 4(E1 + · · ·+ E6) could also contribute additional components to D3,3,2.
1.2.1 A note on characteristic assumptions
We will work over C for notational convenience, but our proofs are algebraic,
so everything automatically extends to when our base field is an algebraically
closed field of characteristic zero.
Section 2 holds independent of characteristic. To extend Theorem 1.1 to
positive characteristic, one would need to check that the setup in [Kho07] or
[Far09b, Section 2] to pushforward classes from the stack parameterizing curves
with a linear series to the moduli space of curves can be adapted to positive
characteristic. The Picard group Pic(Mg,n)⊗Q is unchanged in positive char-
acteristic [Mor01]. More seriously, when applying limit linear series arguments
in positive characteristic, we want to restrict ourselves to cases where ramifica-
tion is imposed at at most two points on each component [Oss14, Oss18]. For
example, since we only compute the coefficients of λ and δ0, [Kho07, Lemma
4.5] suffices for our use, but Khosla degenerates further to a comb of elliptic
curves with a rational backbone in the proof.
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2 Divisors from hypersurfaces
The goal of this section is to prove the following two lemmas that generalize
[FR18, Theorems 1.1 and 1.2].
Lemma 2.1. Let D ⊂ Hom(Ce, Symm Cf ) be a divisor, preserved under the
natural actions of GL(Ce) and GL(Cf ). Given vector bundles E and F of ranks
e and f respectively over a scheme X together with a map φ : E → Symm F ,
the class of the virtual divisor supported on points of X over which φ fiberwise
restricts to maps in D is a positive multiple of
mec1(F)− fc1(E).
Lemma 2.2. Let D ⊂ Hom(Symm Ce,Cf ) be a divisor, preserved under the
natural actions of GL(Ce) and GL(Cf ). Given vector bundles E and F of ranks
e and f respectively over a scheme X together with a map φ : Symm E → F ,
the class of the virtual divisor supported on points of X over which φ fiberwise
restricts to maps in D is a positive multiple of
ec1(F)−mfc1(E).
Lemmas 2.1 and 2.2 are stated in a form that is easier to apply, but they are
easier to prove in the language of equivariant intersection theory. Lemma 2.1
follows from Lemma 2.4 and Lemma 2.2 follows from Lemma 2.5 in Section 2.1
below. Finally, we note that we will be applying Lemma 2.2 in the case where X
is the Deligne-Mumford stack of the moduli space of curves. To do so, one either
pulls back to enough test curves or notes that the equivariant class computed in
Lemma 2.5 below implies Lemma 2.2 in the necessary generality (for example
the argument in [ST18, Section 2.2]).
2.1 Proof of Lemmas 2.1 and 2.2
Lemma 2.3. Let T be a torus acting on an affine space AN . Then, the equiv-
ariant Chow ring A•T (A
N ) ∼= Z[t1, . . . , tn], where t1, . . . , tn Z-linearly span the
character lattice of T .
If D ⊂ AN is a T -invariant divisor, then it is defined by a polynomial
F (x1, . . . , xN ) whose monomials have the same weight χ under the action of T .
The equivariant class [D] ∈ A•T (A
N ) is χ.
Proof. The statement on A•T (A
N ) ∼= Z[t1, . . . , tn] is standard [EG98, Section
3.1]. The statement on the class of [D] is used in [FR18, Theorem 5.1] and can
be proven for example by scaling the coordinates of AN to degenerate to the
case where D is defined by a monomial. Then, we reduce to the case where F
is simply a coordinate function of AN .
Lemma 2.4. If D ⊂ Hom(Ce, Symm Cf ) is a divisor, preserved under the
natural actions of GL(Ce) and GL(Cf ), then the equivariant class [D] in
A1GL(Ce)×GL(Cf)(Hom(C
e, Symm Cf ))
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is a positive multiple of
me
∑
βi − f
∑
αi,
where {αi} and {βi} are the standard characters of the standard maximal tori
of GL(Ce) and GL(Cf ) respectively.
Lemma 2.5. If D ⊂ Hom(Symm Ce,Cf ) is a divisor, preserved under the
natural actions of GL(Ce) and GL(Cf ), then the equivariant class [D] in
A1GL(Ce)×GL(Cf)(Hom(Sym
m Ce,Cf ))
is a positive multiple of
e
∑
βi −mf
∑
αi,
where {αi} and {βi} are the standard characters of the standard maximal tori
of GL(Ce) and GL(Cf ) respectively.
The proofs of Lemmas 2.4 and 2.5 follow easily from Lemma 2.3. For exam-
ple, we prove Lemma 2.5.
Proof of Lemma 2.5. Let Te and Tf be the standard maximal tori of GL(C
e)
and GL(Cf ) respectively. The restriction map
A1GL(Ce)×GL(Cf)(Hom(Sym
m Ce,Cf ))→ A1Te×Tf (Hom(Sym
m Ce,Cf ))
is injective [EG98, Proposition 6].
To determine [D] we apply Lemma 2.3. Let α1, . . . , αe be the standard
characters of Te and let β1, . . . , βf be the standard characters of Tf . Viewing
Hom(Symm Ce,Cf ) as the space of
(
e+1
m
)
× f matrices, Te and Tf act by the
characters {βi −
∑
j∈S αj} on the entries, where i ranges from 1 to f and S
ranges over multisets of {1, . . . , e} with size m. Each monomial term of the
hypersurface F defining D in Hom(Symm Ce,Cf ) has a certain weight χ.
Now, we use the fact that χ has to be invariant under permutation of the
characters αi and the characters βi, which means that it must be
e
∑
βi −mf
∑
αi
up to a power.
3 Application to Slopes of Mg
3.1 Setup
In addition to Lemma 2.2, we will need to pushforward classes from the moduli
stack parameterizing a genus g curve together with a grd. The key ingredients
were first written in [Kho07] and [Far09b, Section 2]. The details of the setup
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will not be used, and the same setup as already been utilized for computations
in [FR18, Kho07, Far09b, Cot12]. We will follow [Cot12, Section 5.1].
As a first approximation, we want a stack G˜rd parameterizing curves with a
choice of grd together with a proper map G˜
r
d →Mg. In order to be able to define
the universal line bundle and vector bundle corresponding to choice of sections
over G˜rd , we will work instead with Mg,1. (This is not strictly necessary, also
see the second page of [Far09b, Section 2].)
Recall for g ≥ 3 [AC87, Theorem 2],
A•(Mg,1)⊗ Q = Qλ⊕
g−1⊕
i=0
Qδi ⊕Qψ,
where δ0 is the class of the irreducible nodal curves ∆0 ⊂Mg,1, and δi for i ≥ 1
is the class of the closure of the reducible nodal curves ∆i ⊂ Mg,1 where the
component containing the marked point is genus i. Also, λ is the first chern
class of the Hodge bundle and ψ is the relative dualizing sheaf of Mg,1 →Mg.
We restrict to an open substack M˜g,1 ⊂ Mg,1 whose compliment is codi-
mension 2, so this step does not affect divisor calculations. Specifically, we first
let M˜g,1 be the complement of the closure of the locus of two smooth curves
intersecting transversely at two points.
There is a Deligne-Mumford stack Grd → M˜g,1 parameterizing the choice of
a curve C, a rank 1 torsion free sheaf L, and an r + 1-dimensional subspace of
the global sections of the sheaf. The torsion free sheaf L is restricted to have
degree d on the component of C containing the marked point and zero on the
unmarked components. Let π : Crd → G
r
d be the universal (quasi-stable) curve.
Equivalently, Crd → G
r
d is the pullback of the universal curve over M˜g under
Grd → M˜g,1 → M˜g.
On Crd, there is a universal sheaf L whose restriction to each fiber of π is a
torsion-free sheaf with degree d on the component with the marked point and
degree zero on the other components. Furthermore, L is normalized to be trivial
along the marked section of π. In addition, there is a subbundle V → π∗L that
restricts to the marked aspect of the (limit) linear series in each fiber.
We want to apply Lemma 2.2 in the case where E = V and F = π∗L
⊗m. To
do, we need c1(π∗L
⊗m) and we need to know π∗L
⊗m is locally free away from
a set of codimension 2.
Unfortunately, π∗L
⊗m jumps in rank over ∆i for i > 0. Therefore, we
restrict Grd → M˜g,1 to G
r,irr
d → M
irr
g,1, where M
irr
g,1 ⊂ M˜g,1 is the complement
of ∆i for i > 0 and G
r,irr
d is the inverse image of M
irr
g,1 in G
r
d .
Then, A•(Mirrg,1) ⊗ Q = Qλ ⊕ Qδ0 ⊕ Qψ, which means we cannot compute
the coefficients of δi for i > 0. Conjecturally this does not matter for computing
the slope of Mg [FP05, Conjecture 1.5].
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3.2 Computation
By an abuse of notation, let us also refer to the restriction Cr,irrd → G
r,irr
d of C
r
d →
Grd as π and let ω be the dualizing sheaf of π. Then, following [Kho07, Far09b],
we define
α = π∗(c1(L)
2) β = π∗(c1(L) ∩ c1(ω)) γ = c1(V),
where L and V are restricted to Cr,irrd and G
r,irr
d respectively. Let η be the map
Gr,irrd →M
irr
g,1.
In order to have ρ = g − (r + 1)(g − d + r) = 0, g needs to be s(r + 1) for
some s > 1. Solving for d, we have d = r(s + 1). Finally, for (C,L) ∈ Gr,irrd
general, we need dim(SymmH0(L)) ≥ dim(H0(L⊗m)). If C is general, then the
Geiseker-Petri theorem implies h1(L⊗2) = 0, so we must require(
r +m
m
)
≥ md− g + 1. (1)
The following lemma is already contained in [Kho07, Section 3A], but we
include it for completeness and to correct a typo in the proof.
Lemma 3.1. We have π∗L
⊗m is a vector bundle away from a set of codimension
at least 2 and c1(π∗L
⊗m) = m
2
2 α−
m
2 β + η
∗(λ).
Proof. We first claim that for (C,L) ∈ Gr,irrd , then h
1(L⊗m) = 0 for degree
reasons away from a set of codimension at least 2. This implies R1π∗L
⊗m = 0
and π∗L
⊗m is a vector bundle away from a set of codimension at least 2 by
Grauert’s theorem. First, suppose C is smooth. If m = 2, then 2d − 2g + 2 =
2(r− s+1). This is greater than zero as s ≤ r2 (which is equivalent to (1) when
m = 2). If m ≥ 3, we note
md− 2g− 2 ≥ 3rs+3r− 2rs− 2s+2 = rs+3r− 2s+2 = (r− 2)(s+3)+8 ≥ 0.
Now, if C is a general irreducible nodal curve, then [Far09b, Proposition 2.3]
says that L is locally free, and we can repeat the same argument above to see
h1(L⊗m) = 0.
To apply Grothendieck Riemann-Roch, we need the Todd class of π. This is
pulled back from the Todd class of Mg,1 →Mg, which is computed in [HM98,
page 158]. Applying Grothendieck Riemann-Roch yields
c1(π∗L
⊗m) = π∗
[
(1 +mc1(L) +
m2
2
c1(L)
2)(1 −
1
2
c1(ω) +
c1(ω)
2 + [Z]
12
]
2
=
m2
2
α−
m
2
β + η∗
π∗c1(ω)
2 + δ
12
where Z ⊂ Cr,irrd is the singular locus of π : C
r,irr
d → G
r,irr
d . At this point, we
use the fact that the universal curve π : Cr,irrd → G
r,irr
d is pulled back from
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Grd → M˜g,1 → M˜g. This means π∗c1(ω)
2 is the pullback of the κ divisor class
on M˜g under G
r
d → M˜g,1 → M˜g. Using the relation
κ+δ
12 = λ [HM98, page 158],
we have η∗ π∗c1(ω)
2+δ
12 = η
∗λ, resulting in the claimed formula in Lemma 3.1.
Theorem 3.2 ([Kho07, Theorem 2.11]). Choose g, r, d ≥ 1 integers such that
ρ = g − (r + 1)(g − d+ r) = 0. Then, pushing forward under η : Gr,irrd →M
irr
g,1,
we have
6(g − 1)(g − 2)
dN
η∗α =6(gd− 2g
2 + 8d− 8g + 4)λ+ (2g2 − gd+ 3g − 4d− 2)δ0
− 6d(g − 2)ψ
2(g − 1)
Nd
η∗β =12 ∗ λ− δ0 − 2(g − 1)ψ
2(g − 1)(g − 2)
N
η∗γ =((−(g + 3)ξ + 5r(r + 2))λ− d(r + 1)(g − 2)ψ+
1
6
((g + 1)ξ − 3r(r + 2))δ0),
where
N =
g!
∏r
i=1 i!∏r
i=0(g − d+ r + i)
(= deg(η))
ξ = 3(g − 1) +
(r − 1)(g + r + 1)(3g − 2d+ r − 3)
g − d+ 2r + 1
.
Proof of Theorem 1.1. Following the notation of Section 3.1, apply Lemma 2.2
in the case where E = V and F = π∗L
⊗k and π : Cr,irrd → G
r,irr
d . This yields a
positive multiple of
(r + 1)(
m2
2
a−
m
2
b+ σ∗λ) −m(md− g + 1)γ (2)
on Gr,irrd . Since we only care about the slope, we can scale by a constant factor
and work with (2). We push forward (2) via η : Gr,irrd →M
irr
g,1 using Theorem 3.2
to get a class aλ + b0δ0 + cψ. This yields c = 0 (as expected) and rather
complicated formulas for a and b0. Checking these formulas using Mathematica
yields the three statements of Theorem 1.1. For more details, the interested
reader can refer to Appendix A.
A Mathematica computation
Proof of Theorem 1.1 continued. Continuing the proof of Theorem 1.1, we find
a =
N
2(r + s+ 1)(rs+ s− 2)(rs+ s− 1)
(m2r5s4 −m2r5s2 + 3m2r4s4 +
5m2r4s3+m2r4s2−m2r4s+m2r3s4+12m2r3s3+13m2r3s2−2m2r3s−
10
4m2r3 − 3m2r2s4 − 5m2r2s3 +m2r2s2 + 3m2r2s− 2m2rs4 − 12m2rs3 −
14m2rs2+4m2r−mr5s4+mr5s2− 5mr4s4− 5mr4s3−mr4s2+mr4s−
9mr3s4 − 26mr3s3 − 13mr3s2 + 22mr3s+ 4mr3 − 7mr2s4 − 37mr2s3 −
5mr2s2 + 57mr2s− 2mrs4 − 16mrs3 + 6mrs2 + 40mrs− 4mr+ 2r4s2 +
2r3s3+8r3s2− 6r3s+6r2s3+6r2s2− 18r2s+4r2+6rs3− 4rs2− 14rs+
8r + 2s3 − 4s2 − 2s+ 4)
b0 = −
N
12(r + s+ 1)(rs+ s− 2)(rs+ s− 1)
mr(r + 1)(s + 1)(mr3s3 −
mr3s2+2mr2s3+mr2s2−mrs3+5mrs2+mrs− 2mr− 2ms3− 5ms2−
ms+ 2m− r3s3 + r3s2 − 4r2s3 + r2s2 − 5rs3 − 7rs2 + 7rs+ 2r − 2s3 −
7s2 + 17s− 2)
This yields − a
b0
as a complicated rational function F (m, r, s) for the slope
s0(Dm,r,s). We now prove each case individually. Recall in each case g = (r+1)s
and d = r(s+ 1).
Proof of Part 1 of Theorem 1.1. Consider F (m, r, s)− (6 + 12
g+1 ). This again is
a complicated rational function G(m, r, s) in m, r, s. To see G(m, r, s) ≥ 0 if
m ≥ 3, r ≥ 3, s ≥ 1 subject to the constraint
(
r+m
m
)
− (dm− g+1) ≥ 0, we first
note that
G(m+4, r+4, s+1) = (6(6+r+s)(3+r+5s+rs)(4+r+5s+rs)(156+
120m+ 24m2 + 110r + 78mr + 14m2r + 18r2 + 12mr2 + 2m2r2 + 2s +
36ms+12m2s+24rs+29mrs+7m2rs+6r2s+5mr2s+m2r2s))/((4 +
m)(4 + r)(5 + r)(2 + s)(6 + r + 5s + rs)(162 + 54m + 81r + 27mr +
9r2+3mr2+513s+207ms+330rs+120mrs+58r2s+20mr2s+3r3s+
mr3s+543s2+237ms2+410rs2+154mrs2+89r2s2+31mr2s2+6r3s2+
2mr3s2+210s3+90ms3+167rs3+63mrs3+40r2s3+14mr2s3+3r3s3+
mr3s3))
is clearly positive. To deal with the edge cases when m = 3 or r = 3, we first
find
G(3, r + 3, s+ 1) = (2(5 + r + s)(2 + r + 4s+ rs)(3 + r + 4s+ rs)(11 +
15r+ 4r2 − 11s− rs+ r2s))/((3 + r)(4 + r)(2 + s)(5 + r+ 4s+ rs)(30 +
21r + 3r2 + 66s+ 70rs+ 16r2s+ r3s+ 52s2 + 76rs2 + 23r2s2 + 2r3s2 +
20s3 + 29rs3 + 10r2s3 + r3s3)).
The only factor of G(3, r + 3, s + 1) that can be negative is (11 + 15r +
4r2 − 11s− rs + r2s). Now, we use the constraint
(
r+m
m
)
− (dm − g + 1) ≥ 0.
Substituting m→ 3 yields r
3
6 +r
2−2rs− 7r6 +s ≥ 0, so s ≤
r3+6r2−7r
6(2r−1) . Plugging
in s = (r+3)
3+6(r+3)2−7(r+3)
6(2(r+3)−1) − 1 into (11 + 15r + 4r
2 − 11s − rs + r2s) yields
r(r+1)(r+4)(r2+9r+17)
6(2r+5) , which is nonnegative. Furthermore, this is zero only when
r = 0. Therefore, we have G(3, r, s) ≥ 0 for r ≥ 3, s ≥ 1 and equality can hold
only if r = 3. In this case, s ≤ r
3+6r2−7r
6(2r−1) = 2. Plugging in s = 1, 2 yields
G(3, 3, 1) > 0 and G(3, 3, 2) = 0.
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Now, we are left with the case r = 3, m ≥ 4 and s ≥ 1. Note
G(m + 5, 3, s + 1) = ((5 + s)(1 + 2s)(3 + 4s)(65 + 39m + 6m2 + s +
12ms+3m2s))/((5+m)(2+s)(5+4s)(60+15m+172s+53ms+164s2+
56ms2 + 60s3 + 20ms3))
is clearly positive, so we are left with the case r = 3, m = 4 and s ≥ 1. Since(
3 + 4
4
)
− (4d− g + 1) ≥ 0⇔ 22− 8s ≥ 0,
so our remaining candidates are (m, r, s) = (4, 3, 1) or (4, 3, 2). We evaluate
G(4, 3, s+ 1) = −
2(s− 5)(s+ 4)(2s− 1)(4s− 1)
(s+ 1)(4s+ 1) (40s3 − 12s2 + 23s− 6)
and note that it is positive for s = 1, 2. Tracing through the cases, we find
G(m, r, s) ≥ 0 for m ≥ 3, r ≥ 3, s ≥ 1 subject to the constraint
(
r+m
m
)
− (dm−
g + 1) ≥ 0, and equality holds when (m, r, s) = (3, 3, 2).
Proof of Part 2 of Theorem 1.1. Define G(m, r, s) = F (m, r, s)− (6+ 8
g+1 ). We
want to see G(m, r, s) > 0 if m ≥ 2, r ≥ 3, s ≥ 1 subject to the constraint(
r+m
m
)
− (dm− g + 1) ≥ 0. First note
G(m + 2, r + 5, s + 1) = (2(30240 + 51240m + 26880m2 + 27168r +
48018mr+25176m2r+9774r2+17994mr2+9390m2r2+1770r3+3378mr3+
1746m2r3+162r4+318mr4+162m2r4+6r5+12mr5+6m2r5+76896s+
179100ms+102960m2s+79264rs+171950mrs+94152m2rs+31166r2s+
64661mr2s+34067m2r2s+5928r3s+11947mr3s+6101m2r3s+550r4s+
1087mr4s+541m2r4s+20r5s+39mr5s+19m2r5s+61560s2+213960ms2+
132360m2s2 + 79312rs2 + 211992mrs2 + 119522m2rs2 + 35270r2s2 +
81050mr2s2 + 42560m2r2s2 + 7224r3s2 + 15042mr3s2 + 7470m2r3s2 +
700r4s2 + 1360mr4s2 + 646m2r4s2 + 26r5s2 + 48mr5s2 + 22m2r5s2 +
21048s3+109500ms3+68280m2s3+36976rs3+112180mrs3+61426m2rs3+
18634r2s3+43891mr2s3+21769m2r2s3+4096r3s3+8282mr3s3+3798m2r3s3+
416r4s3 + 758mr4s3 + 326m2r4s3 + 16r5s3 + 27mr5s3 + 11m2r5s3 +
7056s4+24120ms4+12240m2s4+10200rs4+24564mrs4+11028m2rs4+
4828r2s4+9598mr2s4+3916m2r2s4+1034r3s4+1815mr3s4+685m2r3s4+
104r4s4 + 167mr4s4 + 59m2r4s4 + 4r5s4 + 6mr5s4 + 2m2r5s4))/((2 +
m)(5 + r)(6 + r)(2 + s)(7 + r + 6s + rs)(84 + 84m + 33r + 33mr +
3r2 +3mr2 +208s+348ms+129rs+163mrs+21r2s+23mr2s+ r3s+
mr3s+200s2+424ms2+162rs2+222mrs2+33r2s2+37mr2s2+2r3s2+
2mr3s2 +84s3+168ms3+68rs3 +94mrs3 +15r2s3 +17mr2s3 + r3s3 +
mr3s3)),
which is clearly positive. This leaves the cases when r = 3 and r = 4. To deal
with the case r = 4, we evaluate
12
G(m + 2, 4, s + 2) = (7560 + 31584m+ 20832m2 + 7561s+ 55078ms+
37970m2s + 2083s2 + 35878ms2 + 25162m2s2 + 335s3 + 10610ms3 +
7190m2s3+125s4+1250ms4+750m2s4)/(5(2+m)(3+ s)(11+5s)(84+
196m+ 109s+ 317ms+ 53s2 + 169ms2 + 10s3 + 30ms3))
G(m+ 2, 4, 1) =
2
(
11m2 + 21m+ 13
)
15(m+ 1)(m+ 2)
.
To deal with the case r = 3, we evaluate
G(m+3, 3, s+1) = (885+ 825m+210m2+2362s+2895ms+847m2s+
2007s2 + 3410ms2 + 1119m2s2 + 642s3 + 1640ms3 + 582m2s3 + 152s4 +
320ms4 + 104m2s4)/((3 +m)(2 + s)(5 + 4s)(30 + 15m+ 66s+ 53ms +
52s2 + 56ms2 + 20s3 + 20ms3)),
which reduces us to the case r = 3, m = 2. Now, we use the bound
(
3+2
2
)
−
(2d− g + 1) ≥ 0⇔ 3− 2s ≥ 0. Plugging in G(2, 3, 1) > 0 finishes this case.
Proof of Part 3 of Theorem 1.1. Define G(m, r, s) = F (m, r, s)− (6+ 12
g+1 ). We
want to see when G(m, r, s) < 0 if m = 2, r ≥ 3, s ≥ 1 subject to the constraint(
r+m
m
)
− (dm− g + 1) ≥ 0. First, note(
r +m
m
)
− (dm− g + 1) ≥ 0⇔ s ≤
r
2
,
which is one of the constraints claimed in Part 3 of Theorem 1.1. Next, we
evaluate
G(2, r, s) = (6(1 + r + s)(1 + r2 + s − 3rs)(−2 + s + rs)(−1 + s +
rs))/(r(1 + r)(1 + s)(1 + s + rs)(2 − 2r + 15s + 9rs − 17s2 + 3rs2 +
3r2s2 − r3s2 − 6s3 − 7rs3 + r3s3))
G(2, 3, s+ 1) =
(s+ 5)(2s+ 1)(4s− 1)(4s+ 3)
(s+ 2)(4s+ 5) (4s2 − 13s− 15)
G(2, r + 4, s+ 1) = (6(6 + r + s)(6 + 5r + r2 − 11s− 3rs)(3 + r + 5s +
rs)(4 + r + 5s+ rs))/((4 + r)(5 + r)(2 + s)(6 + r + 5s+ rs)(54 + 27r +
3r2 +99s+90rs+18r2s+ r3s+69s2+102rs2+27r2s2+2r3s2+30s3+
41rs3 + 12r2s3 + r3s3)).
Therefore, if r ≥ 4, then G(2, r, s) < 0 if and only if
1 + r2 + s− 3rs < 0⇔ s >
r2 + 1
3r − 1
.
If r = 3, then s ≤ 32 , so s = 1 and G(2, 3, 1) > 0.
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