Introduction
This report presents Sbire, a bilingual information retrieval system. Cross-lingual IR systems are useful to search and consult information in a foreign language (e.g. search a repository of Chinese text with English queries). Sbire is specifically designed to participate in the CLEF evaluation. Typically, the CLEF task consists in creating a query from a topic in a given language (query construction), sending the query to a search engine that index documents in another (or many other) language(s), and applying various refinement steps, like query expansion, to return the more relevant document possible. Sbire was designed for the CLEF task. Some modules are therefore not mandatory, or would be impractical, in a real-world information retrieval system. A central module of the cross-language IR task, however, is the translation module. It has no fixed place in the process since it can be use to translate the topics at the query time or to translate the entire document repository before indexation. In our experiments, we choose to use machine translation at query time.
Our approach to the CLEF event consists in the use of two commercial off-the-shelf (COTS) search engines which we use to perform boolean queries. We test many query construction techniques which vary the ways in which the terms are extracted from the topics. We then experiment with various approaches for querying the search engines by combining the terms using the boolean operators. We briefly explore a query expansion approach based on fuzzy logic. Finally, we investigate three different word-for-word translation methods.
The report is divided as follow: section 2 presents the CLEF conference and gives some insight on tasks and strategies used by participants in previous years. Section 3 shows the architecture schema of the Sbire prototype, tightly linked to the Java code. Section 4 to 8 detail the major strategies deployed in Sbire. Section 9 is a collection of comments written during the CLEF 2004 conference in Bath, UK. Finally, section 10 is the conclusion of this work.
The CLEF Conference
CLEF is an extension of the CLIR track (Cross Lingual Information Retrieval) that was held during the TREC 1 competition (Text Retrieval Conference) between 1997 and 1999. The track was spinned-off in 2000 and sponsored by organizations like DELOS 2 and the NIST 3 [Peters, 2002] .
CLEF is basically a competition between cross language information retrieval systems. It proposes a standard environment for participating systems to evaluate themselves. The methodology usually implies having a large corpora of text from which the participating system must extract the most relevant texts given a query. The relevance of sampled documents is noted by human judges.
The following sections go into more details, describing tasks that are proposed in a CLEF competition. Then, a section presents some of the strategies that were published by competitors.
CLEF Tasks
Many tasks are proposed in CLEF: multilingual, bilingual or monolingual retrieval, question answering, image retrieval, and more. Here are the two tasks (for 2004) that mainly interested us in the creationg of Sbire: 
CLEF Participant Strategies
Here's an overview of some strategies published in proceedings of the CLEF event. Far from a complete coverage, this section proposes to name the diverse strategies and their associated results. Emphasis is given on winners and recurrent strategies.
First let's make a distinction between A) Information Retrieval strategies and B) Translations strategies. Both are required for a successful system and are covered in the CLEF proceedings. However, in the context of SBIRE, translation strategies recover more importance. Indeed, the Information Retrieval task is to be serviced by a third-party system. The following sections present a short description of Information Retrieval Strategies and an in-deep description of Translation strategies.
Information Retrieval Strategies
Information Retrieval tools are somewhat complex systems that allow the indexation and retrieval of documents using queries. Here we look at two aspects of IR tools: the ranking algorithms and the morphological algorithms.
Ranking algorithms

Morphological algorithms
For the aim of cross-lingual retrieval, two morphological techniques emerge from the participant systems [Braschler, 2001] . Those techniques mainly allow systems to augment their recall:
1. Stemming: Consists in stripping word suffix to conflate word variants under the same root. It can be either done in a light manner with the handling of inflexional suffixes like singular, plural, feminine, masculine forms; or in a heavy manner with the handling of derivational suffixes like verbs and adverbs endings [Savoy, 2002a] .
2. Decompounding: Consist of splitting compound terms in their constituent parts. Applies to languages like German and Dutch.
Translation Strategies
For bilingual or multilingual Information retrieval three main strategies can be highlighted. The great difference between them has a crucial impact on the design of the system. The first strategy consists in directly translating the source documents and to apply classic information retrieval. The second strategy consists in translating the input query and searching documents in the original language. The last strategy consists in applying query expansion, mixed with any of the preceding approaches, to further specialize the search. Let's examine them:
1. Source Document Translation: This strategy consists in translating the source collection of documents and then applies classic information retrieval [Oard, 2001 ]. An alternative was also proposed where only key concepts of documents were translated [LopezOstenero, 2002] .
2. Query Translation: This is the strategy adopted by the majority of systems. Many variants exist. The idea is to translate the query to search the document collection in the target language:
Off-the-shelve Machine Translation [Jones,2002] , [Savoy, 2002a] Commercial systems like Systran (considered as the state of the art MT tool) can be use to provide the translation of the query.
Dictionary lookup (a.k.a. Word-by-Word translation) [Sadat, 2002] , [Savoy, 2002a] Bilingual dictionaries can be use to perform a word-by-word translation.
Parallel Corpora-based Translation [Cancedda, 2003] , [Nie, 2002] Parallel corpora can be use to gather statistics about aligned expressions that match the query.
Translated Terms Combination , [Savoy 2002a] Some systems combine two or many of the approaches above and either sends long queries (query expansion) or try to find the best translation by comparing outputs.
Corpus-based Disambiguation [Sadat, 2002] When query is an expression, a corpus can be use to find the best translation of polysemous words. Mutual information can be use to find best word pairs in the context.
Parallel Corpora-based Disambiguation [Boughanem, 2002] Parallel corpora can be use to find the best translation of query. If a query in the original language returns a given set of documents, the best translation should returns the corresponding set in the target language.
Bi-Directional Translation [Boughanem, 2002] , [Nie, 2002] For languages A and B, the best translation of the query from A B is the one for which the inverse translation from B A returns the original query.
Pivot Language [Kishida, 2003] , [Qu, 2003] In multilingual experiments, some systems uses a "pivot" language (e.g.: English) to perform the translation from a language to another. This is mainly due to the fact that MT systems often offer translation of every language to or from English.
Best-N Approach [Bertoldi, 2002] When many translations are possible for a query, N of them can be use for an initial retrieval and other mechanisms can allows an a posteriori ranking of documents.
Query Expansion:
Relevance Feedback [Bertoldi, 2002] , , [Sadat, 2002] , [Qu, 2003] Although many variants exist for relevance feedback, the core idea is to try to expand the original query by first retrieving relevant documents for it. Frequent co-occurent words within these documents can be added to the query (to help translation or to help final retrieval).
Domain Feedback [Sadat, 2002] Same idea than above but the query expansion is done by classifying the query in a domain and adding domain specific terms to the query thereafter.
The conclusion of the majority of researches propose that a combination of many techniques taken from one or many of the strategies above is the key for a winner system [Braschler, 2001 [Braschler, , 2002b , [Savoy, 2002a [Savoy, , 2002b , .
3 Sbire's Architecture
Input Parameters
Parameters are options the system has in hands to perform a full loop. For each option, one module must be chosen from the given alternatives. In our experiments, all combinations were tested to find the optional strategy. Parameters are the following 
P2 Language:
The search for relevant documents can be made either on French texts or on English Texts. In both cases, the topic file is the same and is in French. That mean the system can participate in (1) the French monolingual task and in (2) the French English task.
P3 Translation Module:
When running in bilingual mode (P2 = English), A translation module must be chosen. It allows translating the keywords extracted from the topic (see section 8). Modules are BagTrans, Babel Fish and Termium™.
P4 Query Term Selection:
There is various ways to extract keywords from the topic. The query construction module focuses on the fields used from the topics (see section 5).
P5 Query Strategy (also called Query Construction in Java code):
When it is the time to send a query to a search engine, one or many queries must be constructed using Boolean operators (see section 6).
P6 Search Engine:
The query is issued to a particular search engine. Each search engine has its own ranking algorithm and meta-data handling capabilities (see section 4). We used and compared Copernic and AltaVista.
P7 Query Expansion Module:
Once results are returned from the search engine, the best results can be use in a retroaction loop (see section 7).
Input DNA
At some places in the process, specialized set of parameters -called DNA -must be defined. DNA is usually a set of numeric parameters used as weight and thresholds in algorithms. Moreover, when evaluating the performance of Sbire, DNA can be set automatically using a genetic algorithm engine. It means that multiple loops are automatically performed, varying the DNA and trying to obtain an optimal score in a way that mimics natural selection process. Here are the three DNA of Sbire:
DNA1 Sbire:
NumQueryTerms: Maximal number of terms extracted from the topic.
MaxFrequency: Maximal frequency, on the corpus, allowed for a term. Terms with high frequencies are considered as stop words.
DNA2 BagTrans:
ContextWeight: When translating a term, the term under examination is considered as the "main" term while the other keywords in the query are the "context" terms. Context terms receive a fraction of this weight depending of their cardinality in the estimation of the correct translation. So, weight of a context term = (ContextWeight / Number of Context Terms). The main term has a weight of 1 -ContextWeight. The sum of all weights is 1.
BagTrans1Weight:
The 2 versions of BagTrans can be combined. In such a case, this is the weight of the first version.
BagTrans2Weight: This is simply 1 -BagTrans1Weight
DNA3 Pseudo-Thesaurus:
BestN : Number of documents taken from the top of the hit list to perform relevance feedback.
NumExpansion : Number of expansion to add to the original query.
MinFreqDeviation : This is an internal threshold of the pseudo-thesaurus algorithm.
MaxFreqQuotient: This is an internal threshold of the pseudo-thesaurus algorithm.
MinRelevance: This is an internal threshold of the pseudo-thesaurus algorithm.
Execution Sequence
The normal sequence is a trace in the schema shown at the beginning of section 3 from the start to the end. When using a year for which the relevance assessment was published, an evaluation loop is performed. The evaluation outputs the fitness of the current run, expressed in number of relevant documents found. Note that the Precision/Recall curve could be used for fitness. The later fitness can be use to feed the genetic learning loop or simply for the user to know the achieved performance.
The execution is launch using the Experiment method from the Sbire class. This method requires all the preceeding parameters and DNA to be given: SbireDNA(0.25, 15, 3, 9) );
System output
As expressed in the diagram, the system outputs "TREC-compliant results". There are two possible scenarios:
1. We are running on the current year. We must output results and send them to the CLEF staff, for evaluation.
2. We are testing ourselves on a previous year. We must visualize our performance and obtains a "fitness", for genetic learning.
In both cases, the system output is the same file. Each line starts with the number of the topic item, ex.: 201. It is followed by a legacy code "Q0" that is useless but kept by CLEF for backward compatibility. Then come the unique identifier of a document in the corpus, ex.: GH950503-000083. It is followed by the rank (0-based) we gave to this document. Then come the score [0-1] of this document. Finally, we find the name of the run, ex.: ltrcbifren1; in this particular example, the name means "LTRC bilingual French English 1".
In the first case, it is sent as is, since this is the formatting that CLEF requires.
In the second case, the file is passed to an external program called "trec_eval. This XML file is then pushed in the evaluation loop, where the fitness is easily accessible by the genetic algorithm (the fitness is the number from the field clef_result > experiment > queries > overall > retrieved_relevant.
It is rendered as HTML for visualization using the XSL and transformations. Here's a screenshot of the result of a run:
Sbire's result (red line) is always plotted against the best result that was achieved by a participant (blue line) in the given year.
Commercial Off-The-Shelf Search Engines
Two commercial search engines were used for our participation at CLEF. Both offer boolean query syntax rather than weighted queries. We realize that this may be a handicap in CLEF-like competitions. Researchers have found strict binary queries to be limiting (Cöster et al., 2003) , and most of the best results from previous years rely on systems where each term in a query can be assigned a weight. UC Berkeley performed very well at CLEF 2003 using such a search engine (Chen, 2002 ). Yet the availability and quality of commercial search engines make them interesting resources which we feel merit proper investigation.
The first search engine that we use is Copernic Enterprise Search (CES), a system which ranked third in the topic distillation task of the Text Retrieval Conference (TREC) held in 2003 (Craswell et al., 2003) . Copernic's ranking is based on term frequency, term adjacency and inclusion of terms in automatically generated document summaries and keywords. It performs stemming using a multilingual algorithm akin to Porter's (1980) . Copernic also has the ability to handle meta-data and to take it into consideration when performing its ranking calculations. In our experiments we provided CES with the title meta-data which is found in the TITLE, TI or HEADLINE tags depending on the corpus.
The second search engine used is AltaVista Enterprise Search (AVES) which implements algorithms from the renowned AltaVista company. AVES ranking is based on term frequencies and term adjacency. It performs stemming but the exact algorithm is not documented. Meta-data was not taken into consideration for the searches performed with AVES.
Copernic retrieves more relevant documents than AltaVista for the majority of the configurations which we tested on the 2003 data. This observation holds for the CLEF 2004 data. Figure 1 plots the precision-recall curves for both search engines using the 2004 Monolingual French data. The queries consist of a disjunction of the terms in the topic title. This simple strategy serves as our baseline. Our query strategies are explained in detail in the following sections. An analysis of the 2003 data allows us to observe that the use of the title meta-data, meaning that the search engine assigns a better score to documents in which query terms are found in the title, accounts for about 20% of the difference between the two systems. It is a reasonable assumption that the remaining 80% difference is due to the different ranking algorithms. Since CES and AVES are commercial products, we use them as black boxes and cannot explain the difference in detail.
A future work should include combining results of both search engines. This is a very popular topic at CLEF. If two algorithms return results that differ, then it is often the optimal choice to combine algorithms. Combining search engine results can be done with a simple round-robin method (take one hit per search engine and loop) and is known to be efficient.
Query Terms Selection
The query term selection step consists in extracting important keywords from the topic. Each topic consists of a title, a description and a narrative field. Here is an example of a French topic: We investigated various methods for exploiting these fields. Our research focused on the following strategies: S1. the use of the title in isolation (this is our baseline);
S2. the use of the description in isolation;
S3. the use of the combination of the title and the description;
S4. the use of Extractor (Turney, 2000) keyphrases extracted from all fields;
S5. the use of the title plus the best Extractor keyphrases.
In all cases we removed the words trouvez, documents, pertinents and informations from the French topics. These words are not stop words but are commonly used in CLEF topics. Stop words are later discarded as explained in the Query Construction section. Comparison of methods can be found in Figure 2 .
We have established that it is not efficient to use the narrative in isolation due to the presence of many unrelated words and because the narrative often contains a sentence explaining what not to find, for example "Les plans de réformes futures ne sont pas pertinents". More sophisticated natural language processing techniques are required to take advantage of these explanations.
Using the information contained in the topics, queries can consist of as little as two words, when using the title in isolation, or tens of words, when Extractor is used to select salient terms from the entire topic.
Exhaustive results are given in the next section but it is worth noting some interesting observations. First, the title in isolation performs well, even if it only contains a few words. Titles are indeed made of highly relevant words. All our best runs are obtained using the words in the title. Furthermore, Extractor is useful for selecting pertinent words from the description and narrative parts. The best term selection strategy we found is the use of title words combined with a number of Extractor keyphrases.
Extractor can select noun phrases from a text. In our experiments, a noun phrase containing n words is considered as n independent words instead of one lexical unit. It would be worthwhile to investigate if any gains can be obtained by searching for exact matches of these multi-word-units.
Clearly, Extractor phrases should be used for exact match searching and multiple-word translation. It was ignored this year due to a lack of time.
Query Construction
We perform three major tasks when building our queries.
(1) First, we remove stop words from the list of terms based on their frequency in the corresponding CLEF corpus. (2) Then, the terms are again sorted based on their frequency in order to create a query where the rarest word comes first. (3) Finally, we combine words using the boolean AND and OR operators. Some of our search strategies require several variants of the queries to be sent to the search engines. In this scenario, the first query usually returns a small number of documents. Then, a larger number of documents is obtained by appending the results of a second query, and so on.
Let's study the term filtering step in greater detail. First, the words that do not appear in the corpus are removed. Then, we remove terms that occur above a specified threshold. We determined this threshold, as a percentage of the total number of documents. For example, the very frequent French stop word "le" appears in about 95% of documents, while the less frequent stop word "avec" appears in about 47% of the documents. We trained our system using the 2003 CLEF data and tested it using the 2002 data. Using these corpora we set our threshold for the exclusion of terms in a query at about 25%.
The second step involves sorting the terms according to their frequencies in the corpora, from least frequent to most frequent. This decision is based on the TF-IDF idea (Salton & Buckley, 1988) which states that a rare, infrequent term is more informative that a common, frequent term. These informative terms allow obtaining precise results. Sorting is useful with the strategy described next.
The last step is to issue the query to the search engine. Here we experimented with two variants. The first, which we use as baseline, is a simple disjunction of all terms. The second, which we call Successive Constraint Relaxation (SCR) consists in sending successive queries to the search engine starting with a conjunction of all terms and ending with a disjunction of all terms. The constraints, which are represented by the conjunctions, are replaced with disjunctions term by term, starting by the last term, meaning the least informative, in the query. When necessary, a query containing the previously removed terms is issued to obtain a list of 1000 documents for our results. Here's a sample query for which the constraints are successively relaxed:
Given the following words with their frequency in the corpus: incendies (394) On Clef 2004 data, SCR produces 4% more relevant documents than a simple disjunction. Figure  2 shows the results of our query construction strategies using a disjunction of four to eight terms. Figure 3 shows the same experiments but using SCR. The results are plotted using the CLEF 2003 monolingual-French data. Precision is not plotted here, since experiment is conducted using a fixed (1000) number of documents. We developed our strategies and trained our system using the CLEF 2003 data. We tested all combinations of preceding approaches on the 2002 data. We identified the following methods as being the best query term selection and query construction strategy:
-Use terms from the title plus the three best Extractor keyphrases from the entire topic.
-Remove any words that appear in more than 25% of documents.
-Sort low-frequency first.
-Keep at most 8 terms.
-Issue queries using successive constraint relaxation.
In the bilingual track, all our runs use this combination of strategies.
Successive Constraint Relaxation has two major weaknesses. First, it heavily depends on the assumption that low frequency words are more pertinent. Second, the step between the last query and the precedent one in the succession is too large.
The problem with low frequency words in our algorithm is that results will be quite bias toward them. In the case were these words are not really pertinent, results will be bad. Consider, for instance, this example:
domestique AND (incendies OR causes OR maison)
Results in this case must include the word "domestique". Clearly, the topic talks about "incendies domestiques" but the term is restrictive. "maison" would have been a good replacement but it has not the same importance in the query because of its high frequency.
The second weakness of SCR is the too large difference of the last query compared to others. Using the same example, we see that all the first queries will have at most X results, where X is the frequency of the lowest-frequency word. The last query will return the union of all pages that contains any words. In some case, it is thousands of documents compared to less than ten.
Query Expansion
It has been reported that query expansion using pseudo-relevance feedback generally improves results for Information Retrieval (Buckey and Salton, 1995) and is very effective in CLEF-like settings ). In our experiments, our query expansion strategy relies on a Pseudo-Thesaurus construction approach (Miyamoto, 1990 ) making use of the fuzzy logic operator of max-min composition (Klir & Yuan, 1995) . The approach is to take the N-best search engine results (hereafter N-best corpus), to extend our initial query with other pertinent words from that corpus as determined by evaluating their fuzzy similarity to the query words.
Texts from N-best corpus are segmented into sentences and a term set (W) of single words is extracted after filtering prepositions, conjunctions and adverbs from the vocabulary of the DAFLES dictionary (Verlinde et al., 2003) . The number of occurrences per sentence for all words is determined. The association between every word pairs is then calculated using the following fuzzy similarity measure:
be the frequency of the word W w i ∈ in the sentence k from the N-best corpus.
Among all words, the closest ones to the original query terms were added to our query. We tried adding 1 to 10 terms when building the N-best corpus with 5, 10, 25 and 50 documents. This did not improve results, when tested on CLEF 2002 data. The same conclusion holds for 2004.
A possible explanation of the lack of improvement with our query expansion algorithm may be that search engines using only boolean queries may not be able to take advantage of these expanded terms. The extra words added to the queries can be unrelated to the topic, and should have a smaller weight than the initial query terms. The Pseudo-Thesaurus gives confidence levels for its expanded list of terms, but we were not able to incorporate this information into our final queries. More investigation is needed to understand why our query expansion attempt failed.
Interestingly enough, another group (Lioma et al., 2004) at CLEF 2004 reported bad results for query expansion in the monolingual task. They use the Rocchio's algorithm (Rocchio, 1971) known to be useful in most cases. The main point why a relevance feedback system is not efficient is the relevance of the best-N results used. In Sbire, emphasis should be given to returning highly relevant first 5 results. A Rocchio model could also be compared to the PseudoThesaurus approach.
Query Translation
A critical part of bilingual information retrieval is the translation of queries, or conversely the translation of the target documents. In our experiments we decided to translate the queries using three different methods. As a baseline we use the free Babel Fish translation service (Babel Fish, 2004) . We compare this to (1) an automatic translation method which relies on TERMIUM Plus ® (Termium, 2004) , an English-French-Spanish terminological knowledge base which contains more than 3 500 000 terms recommended by the Translation Bureau of Canada and (2) a statistical machine translation technique inspired by IBM Model 1 (Brown et al., 1993) , which we call BagTrans. BagTrans has been trained on part of the Europarl Corpus and the Canadian Hansard. The following sections present Termium, BagTrans and, finally, the results obtained by all systems.
The terms stored in Termium are arranged in records, each record containing all the information in the database pertaining to one concept, and each record dealing with only one concept alone (Leonhardt, 2004 ). Thus the translation task becomes one of word sense disambiguation, where a term must be matched to its most relevant record; this record in turn offers us standardized and alternative translations. A record contains a list of subject fields and entries, all of which are in English and French, and some of which are in Spanish as well. Entries include the main term, synonyms and abbreviations. The translation procedure attempts to find an overlap between the subject fields of the terms in the query so as to select the correct record of the word which is being translated. If none is found, then the most general term is selected. Generality is determined by the number of times a term appears across all records for a given word, or, if the records themselves do not provide adequate information, generality is determined by the term frequency in a terabyte-sized corpus of unlabeled text (Terra and Clarke, 2003) . When a word is not contained in Termium, then its translation is obtained using Babel Fish. More details about the translation procedure using Termium can be found in .
Given a French word, BagTrans assigns probabilities to individual English words that reflect their likelihood of being the translation of that word and then uses the most probable word in the English query. The probability of an English word e is then calculated as the average over all French tokens f in the query of the probability p(e|f) that e is the translation of f. Translation probabilities p(e|f) are derived from the standard bag-of-words translation IBM Model 1, and estimated from parallel corpora using the EM algorithm. Two different parallel corpora were used in our experiments: the Europarl corpus, containing approximately 1M sentence pairs and 60M words; and a segment of the Hansard corpus, containing approximately 150,000 sentence pairs and 6.5M words. Figure 4 shows the precision and recall curves for the three translation techniques as measured using the CLEF 2004 data. The automatic translations strategies with Babel Fish and BagTrans do not perform any word sense disambiguation, whereas the ones using Termium attempt to disambiguate the senses by determining the context from the other terms in the query. Note that Termium found more relevant documents than Babel Fish but its precision-recall curve is lower. There are many ways in which our Termium and BagTrans translation systems can be improved. None have been customized or trained in particular for this CLEF competition. Since our search engines use boolean operators, an incorrect translation can have a big impact on the results. As we do not take context into consideration when using Babel Fish or BagTrans, it is not surprising that the translations are often incorrect. Termium, on the other hand, is a governmental terminological database and it may contain only specific senses of a word, which might be more correct in some official sense, yet less popular. Termium suffers from being normative. We will continue to pursue automatic machine translation methods which can be trained on specific corpora like BagTrans and which take into account the correct word senses for our future participations at CLEF.
Precision-Recall Values for Three Translation Strategies
CLEF 2004
CLEF 2004 was held in Bath, UK. The conference main aim is to present comparative results for all teams and to have presentation from the best / most original submissions. Our team did not submit for an oral presentation but we presented a poster.
Overall, there are good news and bad news. The bad ones are that our submission in the bilingual French English track was not completely evaluated. Since human resources at CLEF are limited and since this was not the most important language pair, judges only look at our "BagTrans" submission. It biases results toward this system and is not fair for other, namely Babel Fish and Termium. Section 10.1 explains why.
The good news, though, is that our participation was noticed and organizers devoted a part of the conference on issues we bring. Our use of commercial systems as "black boxes" is novel and of interest. To quote Mr. Savoy, from U. Neufchâtel: "If you obtain comparable results using only boolean operators, you surely have something interesting. "
The next section gives details of judges' work. Then, highlights of each conference session are given.
More on Judges Work
Judges assess the relevance of documents returned by systems. If, for instance, a systems returns 1000 results, judges will look at all of them and determine their relevancy. Then, if a new system returns 1000 documents, comprising 500 already attested and 500 new, judges will look at the latter, and so on.
However, not all runs are judged. A selection is made to assess the relevance of a representative portion of runs, giving priority to originality of submissions, importance of language pair and finally, trying to assess at least one run for each team.
In our bilingual experiment, only BagTrans was assessed. So, Termium and BabelFish were judge for their capacity to retrieve relevant documents among those of BagTrans. This is quite an important bias.
Monolingual and Bilingual Tracks
Presentations were given for what is called the "ad hoc" task (monolingual, bilingual and multilingual). Interesting details were given about the best way to tune algorithms and some general strategies to deploy. Here are some remarks:
• The most popular topic language are English, French, Russian (possibly because it was new this year) and German.
• Machine Translation is almost an anonymous choice for bilingual or multilingual tracks, in comparison to dictionary lookup.
• The use of commercial off-the-shelves systems was noted as an interesting novelty.
• Query translation is unanimous instead of document translation. Reasons are however obscure. Some participant explain it is because if the translation algorithm changes, we need to translate again all documents. However, we feel it should not be a problem for a mature system. • There was an advantage for veterans groups. Like every year, newcomers were behind.
• The first step to be effective in multilingual track is to be effective in monolingual track.
• Use of light stemming (only for gender and number) was noted to be better.
• Those who use many MT tools found their best results in combining tools.
• Generally, a probabilistic Okapi is better than a simple TF-IDF.
• For compound languages (e.g.: Finnish & German) -n-gram search is better.
• The "winning team" uses a relevance feedback with 3 documents.
• A good "baseline" or theoretical maximum in bilingual track can be obtained in creating a run using manual translation of the topics.
• An American team uses the IBM-3 model for its fertility concept.
• A team tried, without real success, to use dictionary entry to find the right translation among a list of candidate in matching context words with definitions.
Invited Lecturer: Issues when building a system for CLEF
An invited lecturer, Gregor Thurmair from the company Linguatec, presents some issues to consider when building a system for cross-lingual information retrieval.
He starts by presenting "Apache Jakarta Lucene", an open source search engine in Java that is a real good start. He noted that a simple translation of input query and output document can form a reasonable cross-lingual IR system. In query translation, the main problem remains the multiword terms. For instance "money laundering" should not be translated word by word in "lavado de dinero".
He noted that the approach that consists in translating the entire corpus is not a good idea. In the case of changes of translation algorithm, it would require to translate again the corpus.
Finally, he gets deeper in ideas and advices that could help a cross-lingual IR system. However, he gave no evidences that such techniques work nor he presents experimentations:
• Text classification may be interesting to reduce search space. That is if a query is in a certain domain, simply search among documents in this domain.
• Named entities should be useful. (no explanation)
• Phonetic search may be useful for typos that are frequent when using a foreign language.
• Indexing one language per index is better. Do not mix languages because of possible confusion when words are shared.
• Single word analysis is bad (should consider phrases)
• Specialized resources (dictionary, thesaurus) are often too limited to be useful in general cases.
• A multilingual concept net could be useful to bridge languages.
Image & QA tracks
Two special tracks were presented at CLEF to handle image search and question answering. Both tracks were really popular.
QA consists in answering a question using the shortest string possible. It was presented as a mix of information retrieval and text summarization were the correct information must be found in mass of document and synthesize at its maximum.
Breakout session
To conclude the conference, it was confirmed that there will be a CLEF 2005. The "ad hoc" task will be back but more place will be given for ImageCLEF and QA since both are gaining popularity.
Some important facts are to be highlight:
• The Multilanguage task will be dropped. The emphasis will be putted on monolingual and bilingual tasks.
• Portuguese, Russian, Czech, Bulgarian will be the preferred languages to handle.
• There may be a new track where we can present work on past CLEF data. It means there would be no need to participate in the competition.
Final Note
CLEF 2004 was an enriching experience. Maybe on of the most profound impact is on what will be our future works. In our submitted paper, we say we should use "search engine which can perform weighted queries" in future participation. However, given the good comments and the potential advantages of using a strict boolean search engine, it would be interesting to push the idea further.
Conclusion
In our first participation in the Cross-Language Evaluation Forum (CLEF) we participated in the French monolingual and French to English bilingual tasks. We use two COTS search engines and implement various query strategies. The best setup we found consists in creating a query using all words of the topic title plus the 3 best keyphrases of Extractor. We filter stop words based on their frequency in the corpus. Then we sort terms from the rarest to the most frequent. We retrieved documents by issuing successive queries to the search engine, starting with a conjunction of all terms and gradually relaxing constraint by adding disjunction of terms. For the bilingual aspect, BagTrans, a statistical model based on IBM Model 1, yields the best results.
Two main points need more investigation. The first one is our unsuccessful use of the pseudorelevance feedback. We believe that a strict boolean search engine may be problematic for this kind of algorithm. Indeed, the insertion of only one irrelevant term may lead to irrelevant documents. A weighted query may be the key to smoothen the impact of those terms, especially when our pseudo-relevance feedback algorithm has the ability to output confidence values.
Another pending question is why Termium found many more documents than Babel Fish while the latter present a higher precision-recall curve. We believe it means that Termium did not rank the relevant documents as well as the other strategies did. The explanation, though, remains unclear.
For our next participation, we plan to use a search engine which can perform weighted queries. We'll concentrate on pseudo-relevance feedback, known to be useful at CLEF. We should also add a third language to our translation models to participate in another bilingual track.
For CLEF 2005, here are the main points to remember:
• In the genetic learning, P/R curve could be use for fitness;
• Copernic and AltaVista search engines could be combined;
• Extractor phrases should be taken into account for exact match searching and translation;
• Successive Constraint Relaxation has to be improved to cope with two major weaknesses;
• Emphasis should be given on returning high precision first 5 results for Query Expansion;
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