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Abstract
Let A be an exact C∗–algebra, let G be a locally compact group, and let (A, G, α)
be a C∗–dynamical system. Each automorphism αg induces a spatial automorphism
Adλg on the reduced crossed product A×α G. In this paper we examine the ques-
tion, first raised by E. Størmer, of when the topological entropies of αg and Adλg
coincide. This had been answered by N. Brown for the particular case of discrete
abelian groups. Using different methods, we extend his result to preservation of
entropy for αg when the subgroup of Aut(G) generated by the corresponding inner
automorphism Adg has compact closure. This property is satisfied by all elements of
a wide class of groups called locally [FIA]−. This class includes all abelian groups,
both discrete and continuous, as well as all compact groups.
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1 Introduction
In [22], Voiculescu introduced the topological entropy ht(α) of an automor-
phism α of a nuclear C∗–algebra, generalizing the classical notion for abelian
C∗–algebras. The definition, which we recall in Section 2, was based on the
theorem of Choi and Effros, [2], which characterized nuclear C∗–algebras as
those which admit approximate point norm completely positive factorizations
of the identity map through matrix algebras. Brown observed in [1] that the
definition could be extended to exact C∗–algebras A, by allowing the com-
pletely positive approximations to have range in any containing B(H) rather
than A itself. This was based on two results. Wassermann, [23], had shown
that the existence of such factorizations implies exactness and subsequently
Kirchberg, [6], proved that this property characterizes exact C∗–algebras. Any
automorphism α of A induces an action of Z on A, and then α is implemented
by an inner automorphism Adu on the crossed product A×αZ. In [20], Størmer
had posed the question of whether passing to the crossed product preserves
the entropy, the point being to replace an arbitrary automorphism by an inner
one which would be more amenable to analysis. Brown, [1], answered this pos-
itively for exact C∗–algebras. Since exactness is preserved by crossed products
of amenable groups, [5], Størmer’s question is relevant and interesting in this
wider context. In this paper we show that an affirmative answer can be given
for a large class of locally compact amenable groups.
Brown’s approach, stated for Z but valid for any discrete abelian group, was
based on work in [17], where completely positive factorizations of A through
A×αG were constructed for discrete groups. We do not know whether such fac-
torizations exist beyond the discrete case, but we were able to find completely
contractive factorizations of A through A ×α G for general locally compact
groups, [10]. In order to make use of this result, we have been led to introduce
a new entropy ht′(α) for an automorphism α involving complete contractions
rather than completely positive maps. The first goal of the paper is to show
that ht′(α) = ht(α) (see Theorem 3.7), and then the point of defining ht′(α) is
to have an equivalent formulation of ht(α) which is more suited to our context.
The proof of equality of these two entropies relies, in part, on techniques from
[18].
The second section reviews some background material and the third discusses
our new definition of entropy. The results of Section 5 ultimately depend on
non–abelian duality as developed in [4,21], and we state a modified version
of the Imai–Takai duality theorem in Theorem 4.1, essentially due to Quigg,
[16], in order to obtain extra information not available from [4]. Section 4 also
shows how entropy changes as automorphisms are lifted from A to the crossed
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product A×αG and then to the double crossed product (A×αG)×αˆG, using
the theory of coactions.
WhenA = C, the action is trivial and we have ht(αg) = 0. The crossed product
becomes C∗r (G) and λg is the lifting of the corresponding inner automorphism
of G to this C∗–algebra. If entropy is to be preserved, then these automor-
phisms of C∗r (G) must have zero entropy. This is clearly true for abelian groups
where the set of inner automorphisms reduces to a single point. A natural ex-
tension of this case is to impose a compactness requirement on the closure in
Aut(G) of the subgroup generated by the inner automorphism Adg for a single
group element g ∈ G. This leads us to consider some classes of groups which
are standard in the literature, [11]. Our results are proved in the context of
[SIN] groups and [FIA]− groups (see [11] for a detailed survey of classes of
locally compact groups). The first class is defined by the property of having
small invariant neighborhoods of the identity element e under the inner au-
tomorphisms, while the second class requires the closure of the set of inner
automorphisms to be compact in Aut(G) for its natural topology (see [15] for
a nice characterization of this). Groups in the second class are amenable and
both classes contain all abelian and all compact groups. In fact our results
are valid for a much larger class of groups which are amenable and satisfy a
condition which we call locally [FIA]−. The definition only requires that the
closure of the group generated by a single but arbitrary inner automorphism
should be compact in Aut(G). These matters are discussed in Section 5 which
contains our main results.
Throughout the paper we restrict C∗–algebras to be exact since, as pointed out
by Brown, [1], topological entropy only makes sense for this class. However,
an exactness hypothesis is only necessary in Section 2, Theorems 3.5 and 3.7,
and Section 5. All other results are valid in general.
We thank John Quigg for helpful correspondence concerning Theorem 4.1, and
also the referee for some enlightening comments.
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2 Preliminaries
In this section we give a brief review of crossed products and entropy of au-
tomorphisms. We will recall the completely contractive factorization property
(CCFP) from [10], and define a covariant version (CCCFP) which will be use-
ful subsequently. We will also introduce a new version of topological entropy,
using completely contractive maps rather than completely positive ones. We
will show that this version coincides with the standard definition, and the
point is to obtain a more flexible situation in which to work.
Let G be a locally compact group, let A be a C∗-algebra, and let α : G →
Aut(A) be a homomorphism such that the map t 7→ αt(a) is norm continuous
onG for each a ∈ A. Then the triple (A, G, α) is called a C∗-dynamical system.
The reduced crossed A×α,rG is constructed by taking a faithful representation
pi : A → B(H) and then defining a new representation p˜i : A → B(L2(G,H))
by
(p˜i(a)ξ)(t) = αt−1(a)(ξ(t)), a ∈ A, ξ ∈ L2(G,H). (2.1)
There is an associated unitary representation of the group given by
(λsξ)(t) = ξ(s
−1t), s ∈ G, ξ ∈ L2(G,H), (2.2)
and in this representation the action α is spatially implemented, as can be
seen from the easily established equation
λsp˜i(a)λs−1 = p˜i(αs(a)), a ∈ A, s ∈ G. (2.3)
The norm closed span of operators on L2(G,H) of the form∫
G
f(s)p˜i(a)λs ds, a ∈ A, f ∈ Cc(G), (2.4)
for a fixed left Haar measure ds, is a C∗-algebra called the reduced crossed
product. There is also a full crossed product, denoted A×α G, which will not
appear here. The groups considered will eventually be amenable, where the
two notions coincide. For this reason we will abuse the standard notation and
write A×αG for the reduced crossed product throughout. The construction is
independent of the representation pi, and so we may carry it out twice, if nec-
essary, so that we may always assume that the action is spatially implemented
by a unitary representation of G.
Let A and B be two C∗-algebras. If there exist nets of complete contractions
A Sλ−→ B Tλ−→ A (2.5)
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so that
lim
λ
‖Tλ(Sλ(a))− a‖ = 0, a ∈ A, (2.6)
then we say that the pair (A,B) has the completely contractive factorization
property (CCFP), [10]. We will also be considering a pair of automorphisms
α and β of A and B respectively. If the above nets can be chosen to satisfy
the additional requirement that
Sλα = βSλ, Tλβ = αTλ, (2.7)
then the pair (A, α), (B, β) is said to have the covariant CCFP (CCCFP).
In [22], Voiculescu introduced the notion of topological entropy for an auto-
morphism of a nuclear C∗-algebra, and this was extended by Brown to the
case of an exact C∗-algebra, [1]. We assume that A is concretely represented
on a Hilbert space H , and we fix an automorphism α of A. Given a finite
subset ω ⊆ A and δ > 0, rcc(ω, δ) denotes the smallest integer m for which
complete contractions
A φ−→ Mm ψ−→ B(H) (2.8)
can be found to satisfy
‖ψ(φ(a))− a‖ < δ, a ∈ ω. (2.9)
We then define successively
ht′(α, ω, δ) = lim sup
n→∞
1
n
log
(
rcc
(
n−1⋃
i=0
αi(ω), δ
))
, (2.10)
ht′(α, ω) = sup
δ>0
ht′(α, ω, δ), (2.11)
ht′(α) = sup
ω
ht′(α, ω). (2.12)
This last quantity is our version of the topological entropy ht(α) of α, origi-
nally defined as above using completely positive contractions throughout. The
term rcc(·) (derived from completely contractive rank) replaces the completely
positive rank rcp(·). Since positivity of maps is a more stringent requirement,
the entropy arising from the completely contractive framework is immediately
seen to satisfy
ht′(α) ≤ ht(α). (2.13)
We will prove equality in the next section, so ht′(α) is a temporary notation
soon to be replaced by ht(α). When confusion might arise, we will use the
notation htA(α) to indicate the algebra on which α acts. If α ∈ Aut(A) and
B is an α–invariant C∗–subalgebra, it may be the case that htA(α) 6= htB(α).
The following lemmas will be useful subsequently in comparing the entropies
of two automorphisms.
5
Lemma 2.1. Let α and β be automorphisms of exact C∗-algebras A and B
respectively.
(i) Suppose that, given an arbitrary finite subset ω ⊆ A and δ > 0, there exist
a finite subset ω′ ⊆ B and δ′ > 0 so that
ht′A(α, ω, δ) ≤ ht′B(β, ω′, δ′). (2.14)
Then ht′A(α) ≤ ht′B(β).
(ii) Suppose that there exists a function g : (0,∞)→ (0,∞) satisfying lim
δ→0
g(δ) =
0, and suppose that, given an arbitrary finite subset ω ⊆ A and δ > 0, there
exists a finite subset ω′ ⊆ B such that
ht′A(α, ω, g(δ)) ≤ ht′B(β, ω′, δ). (2.15)
Then ht′A(α) ≤ ht′B(β).
Proof. These are simple consequences of the definitions, after observing that
ht′(α, ω, δ) is a monotonically decreasing function of δ for fixed α and ω.
Lemma 2.2. Let α and β be respectively automorphisms of the exact C∗-
algebras A ⊆ B(H) and B ⊆ B(K), and suppose that the pair (A, α), (B, β)
has the CCCFP. Then ht′A(α) ≤ ht′B(β).
Proof. Let
A Sλ−→ B Tλ−→ A (2.16)
be nets of complete contractions satisfying (2.7). Fix a finite subset ω ⊆ A,
and δ > 0. Choose λ so that
‖Tλ(Sλ(a))− a‖ < δ, a ∈ ω, (2.17)
and let ω′ = Sλ(ω) ⊆ B. For each integer n, let rn be rcc
(
n−1⋃
i=0
βi(ω′), δ
)
. Then,
by definition, there exist complete contractions
B φn−→Mrn ψn−→ B(K) (2.18)
such that
‖ψnφn(b)− b‖ < δ, b ∈ βi(ω′), 0 ≤ i ≤ n− 1. (2.19)
By injectivity ofB(H), Tλ has a completely contractive extension T˜λ : B(K)→
B(H). Consider the diagram
A Sλ−→ B φn−→ Mrn ψn−→ B(K) T˜λ−→ B(H). (2.20)
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If a ∈ ω then
Sλα
i(a) = βi(Sλ(a)), Tλβ
i(Sλ(a)) = α
i(Tλ(Sλ(a))), (2.21)
and a simple approximation argument shows that rcc
(
n−1⋃
i=0
αi(ω), 2δ
)
≤ rn. It
follows that
ht′(α, ω, 2δ) ≤ ht′(β, ω′, δ). (2.22)
The result follows from Lemma 2.1 (ii) with g(δ) = 2δ.
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3 Completely contractive topological entropy
The objective in this section is to show that the two entropies ht(α) and
ht′(α) coincide. This will be accomplished in two stages. The first is to show
preservation of ht′(·) when lifting an automorphism from A to its unitization
A˜. The second is to show equality for automorphisms of unital C∗-algebras.
Throughout A is assumed to be exact, and so A˜ is also exact, [6]. Various
norm estimates and approximations will be needed and so we begin with
some technical lemmas. Many of the complications stem from allowing A to
be non–unital. These are unavoidable since crossed products inevitably take
us out of the category of unital C∗–algebras. Below, A+1 denotes the positive
part of the closed unit ball.
Lemma 3.1. Let a, p ∈ A+1 satisfy ‖a−ap‖ ≤ C for some C > 0. If 0 ≤ b ≤ a,
then ‖b− bp‖ ≤ √C.
Proof. This follows from the inequality
0 ≤ (1− p)b2(1− p) ≤ (1− p)b(1− p) ≤ (1− p)a(1− p) ≤ C1, (3.1)
which gives ‖b(1− p)‖2 ≤ C.
Lemma 3.2. If t ∈ B(H) satisfies
‖1 + eiθt‖ ≤ 1 + C, θ ∈ R, (3.2)
for some constant C > 0, then ‖t‖ ≤ 2C.
Proof. If φ is a state on B(H), then
|1 + eiθφ(t)| ≤ 1 + C, θ ∈ R. (3.3)
A suitable choice of θ shows that |φ(t)| ≤ C, so the numerical radius is at
most C, and the result follows.
Lemma 3.3. Let φ : A → B(H) be a complete contraction on a unital C∗-
algebra, and let t be the self-adjoint part of φ(1). Then there exists a completely
positive contraction ψ : A → B(H) such that
‖φ− ψ‖cb ≤
√
2‖1− t‖. (3.4)
Proof. From the representation theorem for completely bounded maps, [13],
there exist a representation pi : A → B(K) and contractions V1, V2 : H → K
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such that
φ(x) = V ∗1 pi(x)V2, x ∈ A. (3.5)
Then
0 ≤ (V1 − V2)∗(V1 − V2) = V ∗1 V1 + V ∗2 V2 − V ∗1 V2 − V ∗2 V1
≤ 2− 2t ≤ 2‖1− t‖, (3.6)
so ‖V1 − V2‖ ≤
√
2‖1− t‖. If we define ψ to be V ∗1 pi(·)V1, then (3.4) is imme-
diate.
Lemma 3.4. Let ω be a subset of As.a., let ε > 0, and let
A φ−→Mn ψ−→ B(H) (3.7)
be a diagram of complete contractions satisfying
‖ψ(φ(x))− x‖ < ε, x ∈ ω. (3.8)
Then there exist self-adjoint complete contractions
A φ˜−→ M2n ψ˜−→ B(H) (3.9)
satisfying
‖ψ˜(φ˜(x))− x‖ < ε, x ∈ ω. (3.10)
Proof. Following the methods of Paulsen, [13], we define φ˜ : A →M2n by
φ˜(a) =
 0 φ(a)
φ(a∗)∗ 0
 , a ∈ A, (3.11)
which is a self-adjoint complete contraction. The mapx y
z w
 7−→
0 y
z 0
 , x, y, z, w ∈Mn, (3.12)
is a complete contraction and so ψ˜ : M2n → B(H), defined by
ψ˜
x y
z w
 = (ψ(y) + ψ(z∗)∗)/2, x, y, z, w ∈Mn, (3.13)
is a self–adjoint complete contraction. Then
ψ˜(φ˜(a)) = (ψ(φ(a)) + ψ(φ(a∗))∗)/2, a ∈ A, (3.14)
and (3.10) follows for the self-adjoint elements x ∈ ω.
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We now show that entropy lifts from a C∗-algebra to its unitization.
Theorem 3.5. Let A be a non-unital C∗-algebra. If α is an automorphism
of A, then ht′A(α) = ht′A˜(α˜), where α˜ is the unique extension of α to the
unitization A˜.
Proof. IfA is faithfully represented on a Hilbert spaceH , then so too is A˜. The
inequality ht′A(α) ≤ ht′A˜(α˜) is then trivial. To prove the reverse inequality, we
may restrict attention to a finite subset ω of the positive open unit ball. The
group {αn}n∈Z gives an action of Z on A, so the crossed product construction
of the previous section allows us to assume that α is spatially implemented.
Thus we may regard α˜ as an automorphism of B(H), not just of A˜.
Fix δ ∈ (0, 1) and choose a ∈ A+, ‖a‖ < 1, such that x ≤ a for x ∈ ω, which
is possible since the positive part of the open unit ball of any C∗-algebra is
upward filtering, [9, Example 3.1.1]. Define fδ : [0, 1] → [0, 1] by fδ(t) = t/δ
for t ∈ [0, δ], and fδ(t) = 1 elsewhere. Let f = fδ(a) ∈ A, and let p ∈ B(H)
be the spectral projection of a for the interval [δ, 1]. The relations
fp = pf = p, ap = pa, ‖a− ap‖ ≤ δ (3.15)
are immediate from the functional calculus. Now enlarge ω by defining ω′ =
ω ∪ {f, a}, and fix an integer N . Then let n denote rcc
(
N−1⋃
i=0
αi(ω′), δ
)
. By
definition, there exist complete contractions
A φ−→Mn ψ−→ B(H) (3.16)
such that
‖ψ(φ(x))− x‖ < δ, x ∈
N−1⋃
i=0
αi(ω′). (3.17)
By Lemma 3.4, we may assume that φ and ψ are self-adjoint. Here we may
ignore the doubling of dimension which does not affect the entropy. By injec-
tivity of Mn, we may extend φ to a self-adjoint complete contraction on A˜
which we also denote by φ. Then t = ψ(φ(1)) ∈ B(H) is self-adjoint, so we
may define q to be its spectral projection for the interval [1 − 2δ1/2, 1]. The
functional calculus gives
1− t ≥ 2δ1/2(1− q). (3.18)
Since ‖1− 2f‖ ≤ 1, it follows that ‖t− 2ψ(φ(f))‖ ≤ 1, and thus
‖t− 2f‖ ≤ ‖ψ(φ(1− 2f))‖+ 2‖ψ(φ(f))− f‖ ≤ 1 + 2δ. (3.19)
We see that t− 2f is bounded below by −(1 + 2δ), and this inequality, after
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rearrangement of the terms, is
2f − t− 1 ≤ 2δ. (3.20)
We may now multiply on both sides by p to reach
p− ptp ≤ 2δp, (3.21)
using (3.15). Then, from (3.18) and (3.21),
2δp ≥ p(1− t)p ≥ 2δ1/2p(1− q)p, (3.22)
from which it follows that ‖p(1− q)‖ ≤ δ1/4. This yields the estimate
‖a− aq‖ ≤ ‖a− ap‖+ ‖a(p− pq)‖+ ‖(ap− a)q‖
≤ 2δ + δ1/4 ≤ 3δ1/4, (3.23)
using (3.15). By Lemma 3.1 and (3.23), if x ∈ ω then
‖x− qxq‖ ≤ ‖x− qx‖+ ‖q(x− xq)‖
≤ 2‖x− xq‖
≤ 2‖a− aq‖1/2
≤ 4δ1/8. (3.24)
By repeating this argument with αi(a), αi(f) and α˜i(p) replacing respectively
a, f and p, we see that (3.24) also holds for x ∈ N−1⋃
i=0
αi(ω).
Since A is a closed ideal in A˜, we may choose a state µ on A˜ which annihilates
A. Then define φ˜ : A˜ →Mn+1 by
φ˜(x) =
φ(x) 0
0 µ(x)
 , x ∈ A˜, (3.25)
and define ψ˜ : Mn+1 → B(H) to be any completely contractive extension of
the map m 0
0 λ
 7−→ qψ(m)q + λ(1− q), m ∈Mn, λ ∈ C. (3.26)
If x ∈ N−1⋃
i=0
αi(ω), then (3.24) implies that
‖ψ˜(φ˜(x))− x‖ ≤ 4δ1/8. (3.27)
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From (3.26)
ψ˜(φ˜(1)) = qtq + 1− q, (3.28)
so by the definition of q,
‖ψ˜(φ˜(1))− 1‖ ≤ 2δ1/2. (3.29)
Passage from Mn to Mn+1 does not affect the entropy, and so we have proved
that
ht′
A˜
(α˜, {1} ∪ ω, 4δ1/8) ≤ ht′A(α, ω′, δ), (3.30)
and the result follows from Lemma 2.1 (ii) with g(δ) = 4δ1/8.
We now turn to the question of whether ht(α) = ht′(α).
Proposition 3.6. Let A be a unital C∗-algebra and let ω be a finite subset of
A1 containing the identity. For δ ∈ (0, 1),
rcc(ω, δ) ≥ rcp(ω, 12δ1/8). (3.31)
Proof. Let n = rcc(ω, δ) and choose complete contractions
A φ−→Mn ψ−→ B(H) (3.32)
so that
‖ψ(φ(x))− x‖ < δ, x ∈ ω. (3.33)
By polar decomposition followed by diagonalization, there is a non-negative
diagonal matrix D and two unitaries so that
φ(1) = UDV. (3.34)
By replacing φ by U∗φ(·)V ∗ and ψ by ψ(U ·V ), we may assume that φ(1) = D,
and it is clear that ‖D‖ ∈ (1 − δ, 1]. Let E be the projection onto the space
spanned by eigenvectors of D corresponding to eigenvalues in the interval
[1− δ1/2, 1].
If X ∈ (1− E)Mn(1− E), ‖X‖ ≤ 1, then
‖D + δ1/2eiθX‖ ≤ 1, θ ∈ R. (3.35)
Apply ψ to obtain
‖1 + δ1/2eiθψ(X)‖ ≤ ‖ψ(D + δ1/2eiθX)‖+ δ, θ ∈ R, (3.36)
and it follows from Lemma 3.2 that
‖ψ(X)‖ ≤ 2δ1/2. (3.37)
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In particular, (3.37) is valid for 1−E and D(1−E). Since ‖DE −E‖ ≤ δ1/2,
we obtain
‖ψ(D)− ψ(E)‖ ≤ ‖ψ(DE − E)‖+ ‖ψ(D(1−E))‖
≤ 3δ1/2, (3.38)
from (3.37). Thus
‖1− ψ(E)‖ ≤ δ + 3δ1/2 < 4δ1/2. (3.39)
Using (3.37) with X = 1−E, this leads to
‖1− ψ(1)‖ < 6δ1/2. (3.40)
By Lemma 3.3, there is a completely positive contraction ψ1 : Mn → B(H)
so that
‖ψ − ψ1‖cb < 4δ1/4. (3.41)
From (3.37),
‖ψ1(1− E)‖ < 6δ1/4. (3.42)
Let V ∗pi(·)V be the Stinespring representation, [19], of ψ1. Then (3.42) implies
the inequality ‖V ∗(1− E)‖ < 61/2δ1/8, so
‖ψ1((1− E)X)‖ ≤ 61/2δ1/8‖X‖, X ∈Mn, (3.43)
with a similar estimate for ψ1(X(1− E)). Since
Y − EY E = Y (1− E) + (1− E)Y E, Y ∈Mn, (3.44)
we obtain
‖ψ1(Y )− ψ1(EY E)‖ ≤ 2 · 61/2δ1/8‖Y ‖ (3.45)
from (3.43). Let m be the rank of E and identify EMnE with Mm. Then let
ψ2 : Mm → B(H) be the restriction of ψ1 to EMnE. Also define φ1 : A→Mm
by φ1(·) = Eφ(·)E. Then ‖φ1(1)−E‖ ≤ δ1/2, so by Lemma 3.3 there exists a
completely positive contraction φ2 : A→Mn such that ‖φ1−φ2‖cb ≤ 21/2δ1/4.
Putting together the estimates, we obtain, for x ∈ ω,
‖x− ψ2(φ2(x))‖ ≤ ‖x− ψ2φ1(x)‖ + 21/2δ1/4
= ‖x− ψ(Eφ1(x)E)‖+ 21/2δ1/4
≤ ‖x− ψ1(φ(x))‖+ 2 · 61/2δ1/8 + 21/2δ1/4
≤ ‖x− ψ(φ(x))‖+ (4 + 21/2)δ1/4 + 2 · 61/2δ1/8
< 12δ1/8, (3.46)
using (3.45) and (3.33). This proves (3.31).
This completes the technical results needed to prove the following.
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Theorem 3.7. Let α be an automorphism of A. Then
ht(α) = ht′(α). (3.47)
Proof. IfA is unital then the non-trivial inequality ht(α) ≤ ht′(α) follows from
Proposition 3.6. If A is non-unital then we also use Theorem 3.5 to conclude
that
ht′A(α) = ht
′
A˜
(α˜) = htA˜(α˜) ≥ htA(α), (3.48)
proving the result.
Remark 3.8. The idea for Proposition 3.6 comes from [18], where it appears
in a different context. Henceforth we will refer to entropy as ht(α), but use
the definition of ht′(α). 
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4 Duality
One of the most useful results in the theory of crossed products is the Imai–
Takai duality theorem, [4], which generalizes to locally compact group actions
the Takai duality theorem, [21], for abelian groups. This asserts the existence
of a dual coaction αˆ on A×α G so that
(A×α G)×αˆ G ≈ A⊗K(L2(G)). (4.1)
The new crossed product algebra (A×αG)×αˆG is formed by combining copies
of A×αG and C0(G) acting on L2(G,H)⊗L2(G). In this representation, the
typical generator
∫
G f(s)p˜i(a)λs ds of the crossed product becomes∫
G
f(s)p˜i(a)λs ⊗ ls ds, f ∈ Cc(G), a ∈ A, (4.2)
where ls is left translation on L
2(G) (and rs will denote the corresponding
right regular representation). The algebra C0(G) is represented on the second
copy of L2(G) as multiplication operators. Then (A×α G)×αˆ G is the norm
closed span of operators of the form∫
G
f(s)p˜i(a)λs ⊗MF ls ds, f ∈ Cc(G), F ∈ C0(G), a ∈ A. (4.3)
In Theorem 4.1 we state a modified version of the Imai–Takai duality theorem,
essentially due to Quigg, [16]. This is in order to obtain information which is
very difficult to extract from the original argument of [4]. We then give some
consequences to be used in Section 5.
In [10], the notation f · a (where f ∈ Cc(G) and a ∈ A) was used to denote
the function t 7→ f(t)a in Cc(G,A) ⊆ L1(G,A). The crossed product is the
C∗–completion of a representation p˜i × λ of L1(G,A), where
p˜i × λ(f · a) =
∫
G
f(s)p˜i(a)λs ds. (4.4)
Below we will simplify notation and use f · a when we really mean its image
p˜i × λ(f · a) ∈ A ×α G under a faithful representation. It should also be
noted that all maps considered throughout this section are well defined (see
for example [10]).
Theorem 4.1. There exists an isomorphism
ı : (A×α G)×αˆ G→ A⊗K(L2(G)) (4.5)
15
which induces a covariant isomorphism between the two C∗-dynamical systems
((A×α G)×αˆ G,Adλg⊗lgrg , G) and (A⊗K(L2(G)), αg ⊗ Adlgrg , G).
Proof. This is a special case of [16, Theorem 3.1], with minor changes. The
required isomorphism is given by
ı(p˜i(a)λs ⊗MF ls) = (1⊗MF )p˜i(a)λs, (4.6)
for any a ∈ A, f ∈ Cc(G) and F ∈ Cc(G).
We now begin to construct complete contractions which are covariant with
respect to certain automorphims, and we note that they are variants of maps
considered in [10]. Below, ∆(·) denotes the modular function on a group G.
Proposition 4.2. Let g ∈ G satisfy ∆(g) = 1 and f ∈ Cc(G) be such that
f(t) = f(gtg−1) for all t ∈ G. Define the map Sf : A → A×α G by Sf(a) =∫
G f(s)p˜i(a)λs ds.
Then ‖Sf‖cb ≤ ‖f‖1 and the following diagram is commutative:
A Sf //
αg

A×α G
Adλg

A Sf //A×α G
(4.7)
Proof. Fix an arbitrary element a ∈ A. Then
λgSf (a)λg−1 =
∫
G
f(s)λgp˜i(a)λsλg−1 ds
=
∫
G
f(s)p˜i(αg(a))λgsg−1 ds
=
∫
G
f(g−1sg)p˜i(αg(a))λs ds
=Sf (αg(a)). (4.8)
The inequality ‖Sf‖cb ≤ ‖f‖1 was proved in [10].
Proposition 4.3. Let g ∈ G satisfy ∆(g) = 1 and suppose that η ∈ L2(G)
is such that ‖η‖2 = 1 and η(gtg−1) = η(t) for almost all t ∈ G. Define Tη
to be the right slice map by ωη on B(L
2(G,H)), restricted to A ×α G. Then
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‖Tη‖cb = 1 and the following diagram is commutative:
A×α G Tη //
Adλg

A
αg
A×α G Tη //A
(4.9)
Proof. Let a ∈ A and f ∈ Cc(G). Then
Tη(f · a) =
∫
G
Ff,η(t)αt−1(a) dt (4.10)
where Ff,η ∈ Cc(G) is defined by
Ff,η(t) =
∫
G
f(s)η(s−1t)η(t) ds. (4.11)
Then
αg(Tη(f · a)) =
∫
G
Ff,η(t)αgt−1(a) dt (4.12)
On the other hand, define a function h ∈ Cc(G) by h(t) = f(g−1tg) for all
t ∈ G. Then
λg(f · a)λg−1 =
∫
G
f(s)p˜i(αg(a))λgsg−1 ds
=
∫
G
h(s)p˜i(αg(a))λs ds
= h · αg(a). (4.13)
Furthermore,
Tη(h · αg(a)) =
∫
G
Fh,η(t)αt−1g(a) dt
=
∫
G
Fh,η(gtg
−1)αgt−1(a) dt (4.14)
where Fh,η is defined as before. To conclude the proof it only remains to show
that, for any t ∈ G, Fh,η(gtg−1) = Ff,η(t). Indeed,
Fh,η(gtg
−1)=
∫
G
h(s)η(s−1gtg−1)η(gtg−1) ds
=
∫
G
f(g−1sg)η(g−1s−1gt)η(t) ds
=
∫
G
f(s)η(s−1t)η(t) ds
=Ff,η(t), (4.15)
as required.
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Proposition 4.4. Let g ∈ G. Let F ∈ C0(G) be such that, for any t ∈ G,
F (gtg−1) = F (t). Define the map SF : A×α G→ (A×α G)×αˆ G by
SF (f · a) =
∫
G
f(s)p˜i(a)λs ⊗MF ls ds (4.16)
for all f ∈ Cc(G) and a ∈ A. Then ‖SF‖cb ≤ ‖F‖∞ and the following diagram
is commutative:
A×α G SF //
Adλg

(A×α G)×αˆ G
Adλg⊗lgrg

A×α G SF // (A×α G)×αˆ G
(4.17)
Proof. Fix elements a ∈ A and f ∈ Cc(G). Then
SF (λg(f · a)λg−1) =
∫
G
f(s)p˜i(αg(a))λgsg−1 ⊗MF lgsg−1 ds (4.18)
On the other hand,
Adλg⊗lgrg(SF (f · a)) =
∫
G
f(s)p˜i(αg(a))λgsg−1 ⊗ lgrgMF lsrg−1lg−1 ds
=
∫
G
f(s)p˜i(αg(a))λgsg−1 ⊗MF lgsg−1 ds, (4.19)
so these equations prove commutativity of the diagram.
Proposition 4.5. Let g ∈ G be such that ∆(g) = 1. Let η ∈ L2(G), ‖η‖2 = 1
be such that, for almost all t ∈ G, η(gtg−1) = η(t). Let Tη : (A×αG)×αˆG→
A×α G be the restriction of the right slice map by ωη. Then ‖Tη‖cb = 1 and
the following diagram is commutative:
(A×α G)×αˆ G Tη //
Adλg⊗lgrg

A×α G
Adλg

(A×α G)×αˆ G Tη //A×α G
(4.20)
Proof. For simplicity put T = Tη. Let
y =
∫
G
f(s)p˜i(a)λs ⊗MF ls ds (4.21)
be an element of (A×α G)×αˆ G, where f, F ∈ Cc(G). Then
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λgT (y)λg−1 =
∫
G
f(s)ωη(MF ls)p˜i(αg(a))λgsg−1 ds
=
∫
G
f(g−1sg)ωη(MF lg−1sg)p˜i(αg(a))λs ds. (4.22)
On the other hand let F˜ ∈ Cc(G) be defined by F˜ (t) = F (g−1tg) for all t ∈ G.
Since lgrgMF lsrg−1lg−1 =MF˜ lgsg−1 , we also have
(λg ⊗ lgrg)y(λg−1 ⊗ rg−1lg−1)=
∫
G
f(s)p˜i(αg(a))λgsg−1 ⊗MF˜ lgsg−1 ds
=
∫
G
f(g−1sg)p˜i(αg(a))λs ⊗MF˜ ls ds. (4.23)
Therefore
T (Adλg⊗lgrg(y)) =
∫
G
f(g−1sg)ωη(MF˜ ls)p˜i(αg(a))λs ds. (4.24)
It remains to observe that, for any s ∈ G,
ωη(MF˜ ls) = ωη(MF lg−1sg). (4.25)
Indeed,
ωη(MF lg−1sg) =
∫
G
(MF lg−1sgη)(r)η(r)dr
=
∫
G
F (r)η(g−1s−1gr)η(r)dr
=
∫
G
F (r)η(s−1grg−1)η(grg−1) dr
=
∫
G
F (g−1rg)η(s−1r)η(r)dr
=ωη(MF˜ ls), (4.26)
completing the proof.
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5 Main results
In this section we will use our preceding results to compare the entropies of
various automorphisms. Given a subgroup H of continuous automorphisms
of G, a function f on G is H-invariant if, for all φ ∈ H , f(φ(x)) = f(x)
everywhere or almost everywhere, as appropriate. If H is generated by Adg
for some fixed g ∈ G, then we may also use the terminology g–invariant. In
the case when H is the closure of the inner automorphisms, we will just say
that f is invariant. A set N is called g–invariant if gNg−1 = N .
Lemma 5.1. Let G be a locally compact group and let g be a fixed element of
G.
(i) If the group has a basis of compact g–invariant neighborhoods of e, then
∆(g) = 1;
(ii) If the closed subgroup of Aut(G) generated by the inner automorphism Adg
is compact, then there is a basis of compact g–invariant neighborhoods of e.
Proof. Any compact invariant neighborhood N satisfies gNg−1 = N , from
which the equality ∆(g) = 1 follows. To prove the second part, consider g ∈
G and let H be the closed subgroup of Aut(G) generated by Adg, which is
compact by hypothesis. It follows from [3, Theorem 4.1] that G has small
H–invariant neighborhoods of the identity, as required.
Recall that a group is said to be [SIN ] if there is a basis of compact invariant
neighborhoods of e. Such groups are unimodular, [7]. If, for each g ∈ G, a
basis of g–invariant neighborhoods can be found, then we say that G is locally
[SIN]. It is then clear that the following theorem applies to both classes of
groups, while being more general.
Theorem 5.2. Let g ∈ G be a fixed element for which the identity has a basis
of compact g–invariant neighborhoods. Then
htA(αg) ≤ htA×αG(Adλg). (5.1)
Proof. We prove that the pair (A, αg), (A ×α G,Adλg) satisfies the CCCFP
of Section 2. Given ε > 0 and ω = {a1, a2, . . . , an} ⊆ A1, choose N to be a
compact symmetric g-invariant neighborhood of e on which
‖αt−1(ai)− ai‖ ≤ ε/2, 1 ≤ i ≤ n. (5.2)
Let η be the characteristic function of N , normalized in the L2-norm. Clearly η
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is g-invariant. Choose N1 ⊆ N a compact symmetric g-invariant neighborhood
of e such that ∫
G
η(t)η(s−1t) dt > 1− ε/2, s ∈ N1.
Pick f ∈ Cc(G) to be a positive, g-invariant function supported on N1 (as
in [7], this can be achieved by choosing N2 to be a compact neighborhood of
e such that N2 ·N2 ⊆ N1 and then letting f = χN2 ∗ χ˜N2). Upon normalizing
f in the L1 norm, we may assume that ‖f‖1 = 1. Let
h(t) = η(t)
∫
G
f(s)η(s−1t) ds, t ∈ G. (5.3)
Clearly,
1 ≥
∫
G
h(t) dt =
∫
N1
f(s)
∫
G
η(t)η(s−1t) dt ds ≥ (1− ε/2)
∫
G
f(s) ds = 1− ε/2.
(5.4)
Consider now the complete contractions Sf and Tη, introduced in Proposi-
tions 4.2 and 4.3 (see also [10]). A simple calculation gives
TηSf (a)− a =
∫
N
h(t)(αt−1(a)− a) dt+
(∫
G
h(t) dt− 1
)
a. (5.5)
But then, for i = 1, 2, . . . , n,
‖TηSf(ai)− ai‖ ≤ ε/2 + ε/2 = ε, (5.6)
using (5.2), (5.4), and the assumption ‖ai‖ ≤ 1. By Lemma 5.1, ∆(g) = 1,
and so the theorem now follows by combining Propositions 4.2 and 4.3.
We are now able to state and prove the main result of this paper.
Recall from Section 1 that the class of locally [FIA]− groups in the next result
is defined by the requirement that the group of automorphisms generated by
a fixed but arbitrary inner automorphism should have compact closure in
Aut(G).
Theorem 5.3. Let G be an amenable group and let g ∈ G be such that the
closure of the group generated by Adg in Aut(G) is compact. Then
htA×αG(Adλg) = htA(αg). (5.7)
In particular, equality holds for all elements of an amenable locally [FIA]−
group G.
Proof. The inequality htA×αG(Adλg) ≥ htA(αg) is an immediate consequence
of the preceding three results, and so we consider only the reverse. We will
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prove that the pair (A×αG,Adλg), ((A×αG)×αˆG,Adλg⊗lgrg) has the CCCFP,
which will imply that
htA×αG(Adλg) ≤ ht(A×αG)×αˆG(Adλg⊗lgrg). (5.8)
Using the version of the Imai-Takai duality theorem stated in Theorem 4.1
and basic properties of the topological entropy from [1], we will obtain
ht(A×αG)×αˆG(Adλg⊗lgrg) = htA⊗K(L2(G))(αg ⊗Adlgrg)
≤htA(αg) + htK(L2(G))(Adlgrg). (5.9)
The result will then follow from the vanishing of the topological entropy of
any automorphism of the algebra of compact operators. This is folklore for
which we have no reference. However, it is simple to prove by applying the
definition to finite sets of rank one projections, whose span is norm dense in
K(H).
To prove that the pair (A×αG,Adλg), ((A×αG)×αˆG,Adλg⊗lgrg) satisfies the
CCCFP it is enough to consider finite sets of the form
ω = {f1 · a1, f2 · a2, . . . , fn · an} ⊆ A ×α G, (5.10)
where ai ∈ A and fi ∈ Cc(G) for 1 ≤ i ≤ n. LetK be a compact set containing
the supports of all functions fi, 1 ≤ i ≤ n. Fix ε > 0, let
M = max
1≤i≤n
‖fi‖1 ‖ai‖, (5.11)
and define δ to be ε2/4M2.
Denote by H the closed subgroup of Aut(G) generated by the inner automor-
phism Adg. Since the set
{φ(t) : t ∈ K ∪K−1, φ ∈ H} (5.12)
is compact, we may assume thatK isH-invariant andK = K−1. By amenabil-
ity of G and using [14, Proposition 7.3.8], there exists f ∈ Cc(G), f ≥ 0,
‖f‖1 = 1, such that
‖sf − f‖1 < δ, s ∈ K, (5.13)
where sf(·) is defined by sf(t) = f(s−1t). As in [8], define the function f# ∈
L1(G) by
f#(t) =
∫
H
f(φ(t)) dφ, t ∈ G, (5.14)
where dφ is normalized Haar measure on the compact abelian group H . Then
f# ∈ C0(G), being a vector integral of elements of Cc(G) over a compact
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group. Since f ≥ 0,
‖f#‖1 =
∫
G
∫
H
f(φ(t)) dφ dt
=
∫
H
∫
G
f(φ(t)) dt dφ =
∫
H
‖f‖1 dφ = 1. (5.15)
The last equality holds because any continuous automorphism φ in the closure
of the inner automorphisms of a unimodular group preserves the Haar measure.
Moreover, by invariance of dφ,
f#(gtg−1) = f#(t), t ∈ G. (5.16)
Also, for s ∈ K,
‖sf# − f#‖1=
∫
G
∣∣∣∣∫
H
[
f(φ(s−1)φ(t))− f(φ(t))
]
dφ
∣∣∣∣ dt
≤
∫
H
∫
G
∣∣∣φ(s)f(φ(t))− f(φ(t))∣∣∣ dt dφ
=
∫
H
‖φ(s)f − f‖1 dφ < δ, (5.17)
since φ(s) ∈ K. Let η =
√
f#. Then ‖η‖2 = 1 and by [12, p.126], for any
s ∈ K
‖sη − η‖2 ≤ ‖sf# − f#‖1/21 <
√
δ. (5.18)
It follows that, for any s ∈ K,
1−
√
δ <
∫
G
η(s−1t)η(t) dt ≤ 1, (5.19)
using the Cauchy–Schwarz inequality and the preceding estimate. Now choose
L ⊆ G to be a large H-invariant compact set such that∫
L
(η(t))2 dt > 1−
√
δ. (5.20)
Then there exists an H-invariant function F ∈ C0(G) such that F |L = 1 and
0 ≤ F ≤ 1 (as before, choose F1 ∈ C0(G), F1|L = 1, 0 ≤ F1 ≤ 1 and let
F = F#1 ).
To summarize, we have found a positive g-invariant function F ∈ C0(G) and
a g-invariant unit vector η ∈ L2(G) such that
1 ≥
∫
G
F (t)η(s−1t)η(t) dt > 1− 2
√
δ, s ∈ K. (5.21)
Define the maps SF and Tη as in Propositions 4.4 and 4.5 respectively. Then,
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for any a ∈ A and f ∈ Cc(G),
TηSF (f · a)− f · a =
∫
G
(h(s)− 1)f(s)p˜i(a)λs ds, (5.22)
where h is defined by
h(s) =
∫
G
F (t)η(s−1t)η(t) dt. (5.23)
In particular, for any 1 ≤ i ≤ n,
‖TηSF (fi · ai)− fi · ai‖ ≤ 2
√
δM = ε, (5.24)
using the estimate (5.21), which is valid since each fi is supported in K. Since
SF and Tη satisfy the conditions of Propositions 4.4 and 4.5 respectively, the
theorem is proved.
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