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Abstract 
The controlled process X(t) with values in (-m,O] is given by 
a stochastic differential equation 
dX(t) = µ(t)dt + a(t)dWt' 
where the non-anticipative controlsµ and a are to be chosen so 
that (µ(t),a(t)) remains in a given set a. The object is to 
maximize (minimize) the expectation of ~T where O<~<l (~>l) and T 
is the hitting time of zero. A complete solution is given for any 
a, and an application is made to continuous-time red-and-black. 
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o. Introduction 
Consider a process {X1 (t)} on (-m,O] given by a stochastic 
differential equation 
dX1 (t) = µ(t)dt + a(t)dWt' 
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where {Wt} is standard Brownian motion and {µ(t)} and {a(t)} are 
non-anticipative controls to be chosen so that (µ(t),a(t)) remains 
in a specified set a. Let T be the first time x1 reaches the 
origin. In [2] the problems of minimizing or maximizing the 
expected value of T were solved for any a; the value function and 
I 
optimal strategies were given explicitly in terms of a. 
Minimizing the expected value of Tis a natural criterion for 
getting to the origin rapidly. However, there are other criteria, 
two of which are considered here. 
Our first problem is to maximize the expected value of ~T, 
where~ is a positive constant less than one. The second problem 
is to minimize the expected value of ~T where now the constant~ 
is chosen greater than one. In both cases we obtain a complete 
solution, for arbitrary a. 
The problems are of unequal difficulty. The first problem is 
actually quite easy. The reason the second problem is harder is 
that in the solution one must distinguish between the two cases 
I<m and I=m, where the quantity I is defined by 
I = inf sup {µ+ecr 2 : (µ,a) Ea} . 
e>O 
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As is common in control theory problems, we obtain a natural 
candidate Q(x1 ) for a value function and try to prove it correct 
by applying an appropriate verification theorem. As it turns out, 
Q is indeed the correct value function if and only if I<m. Hence 
there must be something in the application of the verification 
theorem distinguishing between I<m and I=co, and this indicates 
we should expect technical difficulties. The I<m, I=co dichotomy 
also appeared in [2], but in the present work more delicate 
constructions for overcoming the obstacles are required. 
The solutions of the two general problems make it possible 
for us to solve the particular problems of discounted (O<~<l) and 
inflated (~>l) red-and-black. It is shown here for the 
continuous-time problem, as it was by Klugman [3] in discrete-
time, that bold play is optimal for subfair, discounted red-and-
black. The superfair case is also explicitly solved here for the 
continuous-time problem although it remains open in discrete-time. 
1. Preliminaries. 
We begin by explaining the continuous time gambling set-up of 
[4] and [2]. 
A continuous-time gambling problem is a triple (F,L,U) where 
(1.1) the state space Fis a Borel subset of the Euclidean space 
~d having non-empty interior, 
(1.2) the gambling house Lis a mapping which assigns to each 
x E Fa non-empty collection L(X) of processes X = 
{Xt, t~O} with state space F such that x0 = x and X has 
right-continuous paths with left-limits, 
(1.3) the utility function u is a Borel function from F to the 
real line. 
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A process XE L(X) is said to be available at x. Each available X 
is defined on some probability space (~,3,P) and is adapted to an 
increasing filtration (3t,t~O} of complete sub-sigma fields of 3. 
The probability space and filtration may depend on X. 
A player, starting at position x E F, selects a process XE 
L(X) and receives payoff u(X) defined by 
(1.4) u(X) =· E[limsup u(Xt)]. 
t-t<X> 
The expectation occurring on the right is assumed to be well-
defined for every available process x. 
The value function Vis defined by 
V(x) = sup{u(X): XE L(X)} 
for every x E F. A process XE L(X) is optimal at x if 
u(X) = V(x). 
From now on, each process X = {Xt} under consideration will 
be an Ito process of the form 
t t 
(1.5) Xt = X + J ~(s)ds + J ~(s)dWS, 
0 0 
where W = {Wt} is a standard m-dimensional Brownian motion process 
on (~,~,P) adapted to increasing, right-continuous a-fields {~t} 
and ~tis independent of {Wt+s-wt, s~O}. The function~= ~(t,Q) 
is to be !Rd-valued, progressively measurable, and such that 
(1.6) 
t J l~(s) Ids< m a.s. for all t. 
0 
The function~= ~(t,Q) has as values real dxm matrices, is pro-
gressively measurable, and satisfies 
(1.7) 
t J l~(s) 12ds < m a.s. for all t. 
0 
For each pair (a,b), where a E IRd is a dxl vector and bis a 
dxm real-valued matrix, define the differential operator D(a,b) 
for sufficiently smooth functions Q:IRd---t!R by 
d d 
D(a,b)Q(y) = Qx(y)a + -2
1
.L L Q (y) (bb') .. 
where 
= 
Q X,X, 
1 J 
i=l j=l xixj 1 J 
aQ aQ 
<ax ' • • • 'ax ) 1 d 
= a2Q 
ax.ax. ' 
1 J 
and b' is the transpose of b. 
We now specify L(X) by specifying the possible values of~ 
and~. To this end, let C(x) be, for each x E F, a non-empty set 
of pairs (a,b), where a E IRd and b is a real dxm matrix. (The 
idea is that C(x) is the set from which a player at state x may 
choose the value of(~,~).) Assume also that every available 
0 process Xis absorbed at the time TX of its first exit from F, 
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the interior of F. These conditions define a function LC on F 
where ~c(x) is the collection of all processes X having paths in F 
and satisfying (1.5), (1.6), and (1.7) together with 
(1.8) 
(1.9) 
0 (1.10) C(x) = {(0,0)} for x E F-F. 
Let L be a gambling house such that L(X) c Lc(x) for every 
x E F. The following proposition is related to other verification 
lemmas in (2] and (4]. Since the hypotheses here differ slightly 
from those in (2] and (4], we provide a proof. 
Proposition 1.1 Let G be an open subset of Rd which contains F. 
Suppose Q:G---+IR has continuous second order derivatives on G and 
0 that for every x E F and every XE L(x), 
(i) E[limsup Q(Xt)] ~ E[limsup u(Xt)], 
t-+m 
(ii) P[D(~(t),~(t))Q(Xt) ~ o for all t ~OJ= 1, where 
~and~ are related to X as in (1.5), 
(iii) there exists an integrable random variable Y such 
that for all t~o, Q(Xt) ~ Y. 
Then Q ~ v. 
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Proof. Let x0 E F and XE L(x0). For each t~o, Ito's Lemma gives 
(1.11) 
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where 
= 
t 
- J D(~(s),~(s))Q(X )ds 
0 s 
and 
= 
Notice that by conditions (ii) and (iii), 
= 
holds for all t ~ O with probability one. Therefore the local 
martingale Mt is a supermartingale (see (l], VI.29), and if ~ is 
any almost-surely finite stopping time, 
(1.12) EM ~ EM0 = o. ~ 
From (1. 11), (1. 12) and condition ( ii) ' 
EQ (X~) ~ Q(xo) . 
By condition (i) and by Lemma 1 of [4], it follows that Q ~ v .• 
2. Maximizing E[STJ, O<S<l. 
We formalize the first problem from the introduction as a 
continuous-time gambling problem in IR2 • The first coordinate x1 
will be constrained to (-oo,O) and indicates the player's position, 
while the second coordinate x2 in (-00,00) increases at a constant 
rate one and merely keeps track of the time. Define F = {xEIR2 : 
x=(x1 ,x2 ), -oo<x1~o}. By our conventions each process X available 
at x will be absorbed at T =TX= inf{t:X1 (t)=O}. 
Let 2 ~ IRx[O,m) and 
(2 .1) co = m~H~]: (µ,a) E a} 
and for every x in the interior of F, C(x) = c 0 • Every XELC(x) 
can be specified by stochastic differential equations 
(2.2) dX1 (t) = µ(t)dt + a(t)dWt 
dX2 (t) = dt 
whereµ and a are progressively measurable and (µ(t),a(t)) E 2, 
t<T, X(t) = X(T) for t~T. 
Our utility function will be 
(2.3) u(x) 
Note that for T<m, 
X1 (T) = O, 
and so 
(2.4) u (X) 
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T+x2 Here we interpret~ as o if T = m. Now let L(X) = Lc(x). The 
value function V(x1 ,x2) must clearly have the form 
(2. 5) 
The form of V(x1) is also easily obtained. Given XE~(x) and 
yE[x,O], let Txy be the first time X attains y. Consider the 
T 
problem of maximizing E[~ xy] and denote the corresponding value 
8 
function by vxy· one easily sees vxy = V(x-y). It.now appears 
that Txo = Txy + Tyo and hence a stopping time argument gives V(x) 
= V(x-y)·V(y), leading to 
(2.6) A~ O. 
T 
Also, since the problem of minimizing E[~ xy] looks the same as 
T 
that of minimizing E[~ x-y], one expects to o~tain optimal 
strategies of the form µ(x):µ and a(x):a, where we write a(x) 
= a 2 (x) andµ and a will be constants depending on 3. If a=O and 
µ~O, then the process reaches zero with probability zero. So 
assume the maximum of a andµ is positive. For such a constant 
strategy the expected payoff is x2 = ~ W(x1 ), 
satisfying 
½aw••+ µW' + (log~)W = o, W(O) = l. 
AXl 
But again W should be an exponential e with A~O, and this 
implies 
(2.7) 
where 
(2.8) A = A(µ,a) = 
-µ + \!µ 2-2alog~ 
a 
-(log~) 
µ 
a>0 
a=0, µ>0. 
Notice that in the case a>0, A is the positive root of 
(2.9) 
For fixed A. 1 the relation between A,µ, and a in (2.8) defines a 
line in the (µ,a)-plane, namely 
( 2 .10) -2 2log,B !A: a= Aµ - 2. 
A. 
For our purposes, only 
is relevant. It now appears that to optimize the expected payoff 
in (2.7) we want to use strategies whose (µ,a)-pairs lie on IA*, 
where 
(2.12) A* = inf {A(µ ,a2) (µ,cr)E2, max(cr,µ)>0}. 
Theorem 2.1: If g ~ (-oo,0]x{0}, then V(x1 ,x2) = o. Otherwise, 
(2.13) 
. * with A as defined in (2.12). 
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Proof. The first assertion of the theorem is obvious. Assume 
then that g contains a point (µ,a) with max(µ,a 2)>0. Let Q(x1 ,x2 ) 
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By (2.5) and (2.7) one can realize expected payoffs 
arbitrarily close to Q(x1 ,x2), so that Q(x1 ,x2) ~ V(x1 ,x2). For 
the opposite inequality use Proposition 1.1. It must be checked 
that Q satisfies the conditions (i)-(iii). Condition (iii) is 
immediate. Condition (i) follows from the fact that for every 
available process X = {Xt}' 
limsup Q(Xt) = limsup u(Xt) = r 
t-KD t-KD t 
Condition (ii) follows once we have checked 
{2.14) 
0 
if 
if 
(µ ,a) E.8. 
T<co 
T=co. 
In the case a 2=o, µ=0, this is immediate from the definitions of 
2 *. 2 A(µ,a) and A. In the case a >0, (2.14) follows again from these 
* definitions together with the fact that A lies between o and A= 
A(µ,a 2), which is the positive root of the equation (2.9). • 
Example. Discounted, continuous-time red-and-black. Suppose an 
investor has initial fortune y, 0 < y < 1, and seeks to attain a 
fortune of 1. If Y(t) is the player's fortune at time t ~ o, he 
can invest s(t)Y(t), o ~ s(t) ~ l, in a venture with rate of 
return µ 0 and standard deviation a 0>o. More formally, the process 
Y(t) is given by a stochastic differential equation 
Y(O) = y 
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where s(t) is a non-anticipative function such that O ~ s(t) ~ 1. 
If the object is to maximize the probability of reaching 1, then 
(cf. [4],[5]) bold playt for which s(t):l, is optimal in the 
subfair case (µ 0 ~ O), and proportional play, for which s(t)Ec 
(0 < c < 2µ 0a~
2), is optimal in the superfair case (µ 0 > 0). Here 
the value of the goal is discounted at rate~ and the object is to 
maximize E~T, where T = inf{t ~ o: Y(t) = l}. The problem can be 
reduced to·a special case of the problem of this section by the 
change of coordinates 
(2.15) X1 (t) = log Y(t). 
By Ito's formula, 
The control set g is now a one-parameter family 
(2.16) 1 2 2 g = {(sµ 0 - 2s a 0 , sa0 ) : o ~ s ~ l}, 
and formula (2.8) can be written in the form 
(2.17) 
= 
- (µ 0 - 1sa
2 ) + Vq(s) 2 0 
2 
sa0 
ifs> 0 
1 2 2 2 
where q(s) = (µ 0 - 2sa0) - 2a0log ~- After some algebra it 
follows from (2.17) that, for µ 0 ~ o, A 1 (s) ~ o on (O,l] and, 
hence, the infimum A*= A(l). So bold play is again optimal in 
the subfair case. Consider next the superfair case µ 0 > o. 
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Define the number 
More algebra shows that A 1 (s) > O if and only ifs> 
maximum(c,O). Thus if c ~ 1, A is decreasing on (O,l] and bold 
play is optimal yet again. If o < c < 1, an optimal strategy is 
given by s(t)Ec. If c ~ o, there is no optimal strategy, but 
s(t)Ee for small positive e will be almost optimal. An analogous 
problem in discrete-time was solved by Klugman [3] in the subfair 
case, but the discrete-time superfair problem remains open. 
3. Minimizing E[BT], l<B. 
Again we fit the problem into the set-up of Section 1. Since 
we discussed maximization problems there, we will seek to maximize 
-~T. That is, we proceed exactry as in Section 2, assuming (2.1), 
(2.2) but now defining 
(3.1) 
so that u(X) 
and we have 
(3.2) 
x2 
u(x) = -~ , 
Let 
The arguments that lead to (2.6) now give 
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(3.3) 
Again let us consider the expected payoff W(x1 ,x2 ) for a constant 
strategy µ(t):µ and a(t)=a, a 2~a. If a=O and µ>O, obviously 
(3.4) 
where A= -log~/µ. If a>O, µ>O, the expected payoff is of the 
X 
form W(x1 ,x2 ) = -~ 
2wcx1), where W(x1 ) satisfies 
(3.5) ½aw••+ µW' + (log~)W = o 
and W(O) = -1. To see what condition to impose at -m consider the 
problem as a limit of problems on the interval [-M,O], M-KD. So 
we consider (3.5) with W(0)=-1 and W(-M)=-~, with~ chosen 
appropriately. Since in the limiting problem the process will hit 
zero with probability one and receive no help from the boundary on 
the left, it is appropriate to choose ~=O; (actually all choices 
of ~o which do not grow too rapidly with M will lead to the same 
limiting result). This limiting procedure gives us 
(3.6) 
forµ~ V2a log~, where A= 
of the equation 
-µ + Vµ
2
-
2a log~ is the maximal root 
a 
(3.7) 
If 
(3.8) 
f(u) = ½au 2 + µu +log~= O. 
µ < v2a log~ , 
the roots of (3.7) are not real and the expected payoff from the 
constant strategy µ(t):µ and cr(t):cr is -oo. In every case, the 
expected payoff W(x1 ,x2) is given by (3.4), where 
(3.9) ).. = )..(µ,a,~) = 
-µ + v'µ 2-2a log,8 
a 
- log p 
µ a=0, µ>0 
-m otherwise. 
µ ~ V2a log,8 
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Condition (3.8) holds if and only if (µ,a) lies on the left of the 
semi-parabola 
( 3. 10) p: µ 2 = 2a log,8, µ>0 
in the (µ,a)-plane. Furthermore all points on the same line 
segment 
-2 2 log@ µ 2 
=).. µ - )..2 ' 0 ~a~ 2 log,8 
give rise to constant strategies with the same expected payoff 
X2 -)..Xl 
-~ e , -m <).. < o. Observe that 1).. is the line segment 
connecting the point ,-l~g@, 0) on the µ-axis to the point 
(-2 log~ 2 log@) on p; at the latter point p and 1).. are ).. I )..2 
tangential. Now set 
( 3. 11) * * 2 . ).. = ).. (~) = sup {)..(µ,a ,~): (µ ,a) E .8}. 
Notice that, for)..= )..(µ,a,~) > -m, the function f(v) given in 
(3.7) is increasing to the right of u=A. Also, f(A) = O and 
* A ~ A. Hence 
(3.12) 
We define 
(3.13) 
* (µ,a)E2, A ~ u. 
I= inf sup {µ+ea 2 : (µ,a) E 2} 
e>O 
and observe that the condition 
(3.14) I < m 
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holds if and only if g is contained below some line with negative 
slope. 
Lemma 3.1. Assume I= m. 
Proof. The assumption allows one to specify, for any x1<o and e>O 
an XEL(x1 ) with ET<e. This was shown in [2]. This means that for 
x1<o and e>O it is possible to find x<
1 )EL(x1) with P[T>e] < 1/2. 
Next, we find x< 2)EL(X(l) (e)) such that P[T>%J < 2-2 • Then 
XEL(x1 ) is constructed as follows: X agrees with X(l) up to time 
e· if x< 1 >~0 then X = xt< 2) for o ~ t ~ e/2; etc. Then for the 
, e ' e+t 
process X, E~T ~ ~2e. since e is arbitrary the Lemma follows by 
(3.2). • 
In view of Lemma 3.1 and the considerations preceding it, one 
might hope that if I< m, 
16 
We will now prove that this is indeed the case. 
Some difficulties occur where points on the semi-parabola p 
introduced in (3.10) lie on the boundary of g without belonging to 
3. To deal with these we choose a sequence (~n) of positive reals 
increasing up to~- Use (3.9) to define 
( 3 .15) 
and set 
( 3 .16) = 
= 
= sup p.n (µ,a2): (µ,a) E .8}. 
* * Note An~ O and An decreases as a function of n. 
Finally let 
(3.17) * * A = inf An 
n 
which is consistent with (3.11). 
* Theorem 3.2 (a) If I< oo and A > -oo then 
* (b) If I< oo and A = -oo then 
(c) If I= oo then 
(that is E[~T] can be made arbitrarily close to 1). 
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The proof of the Theorem will involve the use of Proposition 
1.1. We will construct a sequence of functions Qn(x1 ,x2 ) = 
x2 ~ Qn(x1 ). Let us concentrate on the second factor and write 
simply x for x1 . Consider the inequality 
( 3 .18) 
Let 
( 3 .19) 
[ II [QI (X>f] I 1 Qn (x) Then Un.(x) = 
* 
Qn (x) - Q~(X) and so A 
n 
I I 
I * 2 1 Qn (x} Un(X) + An (Un (x}) = Qn (X) If Qn is negative, the * An 
inequality (3.18) holds if and only if 
(3.20) 
Our plan is to define an appropriate sequence of functions Un so 
that (3.20) holds for all (µ,cr) in 2. Then, using the relation 
(3.19), we transform Un into Qn and obtain inequality (3.18) for 
all (µ,a) E .8. 
The next lemma involves a construction of the functions Un. 
Lemma 3.3. Let {kn:~l} be positive constants. There exists a 
sequence {Un:~l} of real functions with domain (-m,1) such that 
(i) Un is continuously differentiable, n ~ 1 
(ii) 
(iii) 
(iv) 
o < Un(x) ~ 1, 
lim u (x) = 1, 
n-+<D n 
0 J U (x)dx < co 
-CD n 
Proof: For each n define 
Un(x) = + 
X < 1, n ~ 1 
X ~ 0 
-n < X < 1 
{ 
1, 
en Jx ny X < -n. 
-CD 
Then (i) - (iii) are easily checked. Integration by parts gives 
en kn(x+n) 1 
= - e (x+n-- ) , kn kn X < -n. 
The last identity implies (iv) and also 
That is, 
establishing property (v). • 
* Assume now that I< co (see 3.13), and A > -co. Then there 
exist positive constants p and M such that 
(3.21) for all (µ,a) in 2, µ + pa2 ~ M. 
For each positive integer n let 
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min 
{ -2p log:n} 
* 2p I * I )..n < 0 
(3.22) kn = MX.n 
* 2p, )..n = o. 
With these constants kn' let Un be functions satisfying the con-
ditions of Lemma 3.3. 
* Lemma 3.4. Assume).. > -m, (3.21), and let {Un:~l} be the 
sequence of functions specified above. Then for ~l, x<O and 
(µ,a) Ea, inequality (3.20) holds. 
Proof. * The assertion is clear for>.. =O. * So we suppose).. <O. 
properties (ii) and (v) of Lemma 3.3 and the definition of kn in 
(3.22) we have 
(3.23) 
Let gn(x) denote the expression on the left of (3.20). 
* case 1: µ ~ O, >..n < o. Use (3.21) to obtain 
(3.24) pa2 ~ µ + pcr2 ~ M. 
Now write 
(3.25) 
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By 
* * Since >..n ~ >..nUn(x) ~ O, the expression in brackets is greater than 
or equal to zero by (3.12). · Then (3.24) and (3.23) show that the 
sum of the last two terms in (3.25) is non-negative. Hence 
gn(x) ~ o, as desired. 
* Case 2: µ < o, An< o. Use (3.21) to obtain 
* 
{3.26) l 2 * 2 * An(M-µ) t gn(x) ~ 2 a (AnUn{x)) + µAnUn(x) +log~+ 2P Un(x) 
* 
* l f m_ I ~ µAn(Un(x) - 2pun(x)] + 2p!!un(x) + log~. 
By properties (ii) and (v) of Lemma 3.3 and the definition of kn 
in (3.22), 
and 
l ' Un(x) - - u (x) ~ o 2p n 
Using these inequalities in (3.26) and recalling 
concludes gn(x) ~ o. • 
* µ<0, A <0 
n 
one 
20 
The next lemma will be used to create processes whose payoffs 
approach 
x2 AXl 
-~ e. • 
Lemma 3.5. If I< m, * A >-co, then there exists a sequence 
{(µk,ak): ]Ql} of elements of 2 such that the sequence converges 
in IR2 to a limit (µ,a) and 
(3.27) 
(Note (µ,a) might not lie in 2). 
Proof. Using the definition of A*, there is a strictly increasing 
sequence {nk:]Ql} of positive integers and a sequence {(µk,ak): 
]Ql} of elements of 2 such that 
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By passing to a subsequence if necessary, we can assume that 
either (case 1) ak>O and µk ~ akv2 log ~n for each k or (case 2) 
k 
ak=O and µk>O for each k. Since I<m, the set {(µ,a):(µ,a)Ea, µ~O} 
is a bounded subset of R2 • Thus by passing to a further sub-
t . IR2 sequence, we can assume he sequence converges in • 
Case 1. ak>O and µk ~ akv2 log~n for each k. By definition, 
k 
= 
Taking the limit as k-KD, we get (3.27). 
Case 2. ak = O and µk > O for each k. By definition, 
-log ~n 
k 
Take limits to get A*µ= -log~ and a= O, and (3.27) follows. m 
Proof of the theorem. (a) Define Q: (-m,O]xlR~R by 
To show Q ~ V, begin by fixing x1 ~ O and x2 E IR. By Lemma 3.5, 
there is a sequence {(µk,ak): k ~ l} in a satisfying relation 
(3.27). Let~> o and use (3.27) to create two functions 
A A 
µ:[O,m)~R and a:(O,m)~R such that 
" " (µ(s),a(s)) E {(µk,ak): k ~ l} 
for each s ~ O , 
(3.28) 
and 
" (3.29) inf{µ(s): s~O} > O • 
Let X be the process given by 
It" Jt" = x1 + µ(s)ds + a(s)dWs 0 0 
for t~T, where T = inf{t: X1 (t) = O}, and X(t) = X(T) for QT. 
Notice that (3.29) guarantees that the stopping time Tis finite 
almost-surely. 
X * 
The aim is to show that X has payoff near-~ 2eA xl. 
Define the process Y by 
That is, 
By Ito's Formula, 
22 
and so {Yt} is a local martingale. Further, since {Yt} is non-
negative, it follows (see Dellacherie and Meyer [l], VI.29) that 
EYT ~ EY0 . That is, 
23 
(3.30) 
Using (3.28), (3.30), and the fact that X1 (T) = O a.s., 
E,BT = E (exp ( (log ,B) TJ) ~ ( l+~) exp("-*x1) • 
Thus Xis available at (x1 ,x2 ) because E,BT<m, and X has payoff at 
X2 . * 
least -,a (l+~)exp("- x1J = (l+c)Q(x1 ,x2 ). We conclude Q ~ V. 
To show Q ~ V we would like to apply Proposition 1.1. 
However, Q does not satisfy (iii) of that proposition. So we 
construct a sequence {Qn} converging pointwise to Q such that 
Proposition 1.1 applies to each Qn. 
For each n :::: 1, define Qn: (-m, 1) xlR-+IR by 
Qn(x1,x2) = -~x2exp[-Jo A:Un(y)dy] • 
. xl 
(3.31) 
Notice that limn-KDQn(x) = Q(x) for each x in F = (-m,O]xlR because 
of properties (ii) and (iii) of Lemma 3.3 and the dominated 
convergence theorem. Also, each Qn is twice continuously differ-
entiable because of property (i) of Lemma 3.3. 
Now verify the conditions of Proposition 1.1 with Qn (!1:2:1) in 
place of Q. Condition (i) is immediate. For condition (ii), let 
x = (x1 ,x2 ) E F
0 
and check that for each (µ,a) in g, 
[ a + 1 2 a
2 
J Q ( ) 
ax 2° ax n xl,x2 2 1 
(3.32) 
Use Lemma 3.4 and the fact that Qn(x1 ,x2) ~Oto show that the 
expression (3.32) is non-positive. For condition (iii), let 
x E Lc(x) and use (3.31) and (ii) and (iv) of Lemma 3.3 to see 
that 
(3.33) 
where C is a constant satisfying o < c < m. Now E(~T) < m for 
each XE Lc(x), and hence condition (iii) follows from (3.33). 
Thus Proposition 1.1 shows that Qn ~ V for each n and hence that 
Q ~ V. This completes the proof of (a) of the theorem. 
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(b). We reduce the result to (a). The hypothesis for (b) is 
* that I< m and A =·-m. Let c > o and consider a new problem 
based on the set 
gc = g u {(c,O)} • 
The quantity corresponding to A* for the new problem is 
A*= -log~ 
C C 
Thus part (a) can be applied to obtain the value function 
- -C 
Clearly V(x1 ,x2 ) ~ Vc(x1 ,x2 ) ~-mas c~o, and so the proof of (b) 
is finished. 
(c). This was proved in Lemma 3.1. • 
Example. Inflated, continuous-time red-and-black. The problem 
considered here is the same as that in the example of section 2 
except that~> land the player seeks to minimize E~T. (Imagine 
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a borrower of $1.00 who must pay back $~T if the loan is repaid at 
time T.) After the change of coordinates (2.15), the control set 
2 is given by (2.16) and is obviously bounded so that I< m. The 
quantity A(µ,a 2) = A(s) is given by (2.17) ifs> o and 
µ > v2a2log~. Substituteµ 1 2 2 a= sa0 and the latter = sµo - 2s ao, 
condition reduces to s ~ M, 2 M = 2µ 0/a0 - 2v2(log~)/a0 • To 
reiterate, A(s) is given by (2.17) if 0 < s ~ M and A ( s) = -m if 
not. Notice that, in the subfair case (µ 0 ~ 0), ·M < o, and 
* consequently A = -m and, by Theorem 3.2, V = -m. In the 
superfair case (µ 0 > 0), one shows that A1 (s) > o if and only if 
. 2 * * o < s < M/\c where c = µ 0;a0 - 2(log~)/µ 0 • Thus A = A(s) where 
* s = (M/\cAl)v0, and Vis given by Theorem 3.2. 
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