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Introduzione
Numerosi sistemi fisici in natura sono caratterizzati dalla formazione di mi-
crostrutture, ossia di strutture non visibili a livello macroscopico, cioe` senza
il supporto di microscopi, eppure non cos`ı piccole da svolgersi su scala ato-
mica.
Gli esempi sono svariati, solo per citarne alcuni ricordiamo le transizioni di
fase solido-solido, i materiali ferromagnetici e i copolimeri a blocchi.
Lo studio di tali microstrutture, oltre ad assere di estrema importanza per le
possibili applicazioni tecnologiche, basti pensare alla realizzazione di nuovi
materiali, quali membrane nanoporose o nanomateriali magnetici, ha attira-
to l’attenzione di numerosi matematici, perche´ la costruzione di una teoria
rigorosa che giustifichi tali fenomeni e` spesso un problema interessante e non
sempre completamente risolto.
Tra le tecniche utilizzate per affrontare questo tipo di problemi ci sono quelle
variazionali, come e` il caso dei tre esempi di microstrutture richiamati sopra:
si assume che il sistema fisico soddisfi determinate condizioni di ottimalita`,
tipicamente che minimizzi un’energia, e in base a questo principio si comin-
cia ad indagare la struttura di tali minimi. In altre parole, si cerca di capire
se il funzionale energia riesca in qualche modo, da se´, a prevedere alcune
delle caratteristiche osservate sperimentalmente, fatto questo non scontato
dato che i funzionali che descrivono il sistema sono sovente ottenuti in ma-
niera approssimata, come e` inevitabile per modelli continui che descrivono
fenomeni microscopici.
La questione cui abbiamo rivolto l’attenzione in questa tesi e` la forma-
zione di strutture microscopiche che presentino una qualche regolarita`, come
accade, per esempio, per i materiali ferromagnetici o per i copolimeri a bloc-
chi, dove le strutture osservate sembrano altamente regolari, per esempio
autosimili (branching ferromagnetico) o periodiche (copolimeri a due bloc-
chi). Quello che accade, infatti, e` che i sistemi sopra considerati presentano,
in modi opportuni, una separazione di fase - che puo` essere in un caso la di-
versa magnetizzazione e nell’altro la presenza di un monomero piuttosto che
l’altro -, ossia zone in cui il parametro che descrive il sistema e` pressappoco
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costante e regolare, i cosiddetti domini, separate da zone di transizioni, di
lunghezza caratteristica ben piu` piccola di quella dei domini, in cui il para-
metro cambia repentinamente; e inoltre i domini che si formano sono disposti
in maniera regolare, ossia, come detto sopra, periodica o autosimile.
Il nostro studio e` stato quindi quello di considerare un modello varia-
zionale che potesse prevedere tale formazione di strutture regolari, come
suggerisce anche la trattazione con metodi variazionali condotta negli ultimi
anni dei due fenomeni fisici richiamati sopra.
Il modello che piu` si presta a questo tipo di studio e` senza dubbio quello dei
copolimeri a due blocchi, ossia quello dei due che prevede la formazione di
strutture periodiche: l’energia da noi considerata sembra, infatti, uno tra i
piu` semplici funzionali scalari - a differenza di quello per il micromagnetismo
che e` vettoriale - che riescano a forzare tale comportamento.
Tale energia, ricavata da Otha e Kawasaki con metodi di meccanica sta-
tistica, e` una perturbazione non locale del funzionale di Ginzburg-Landau
scalare,
Fε(u) =
∫
Ω
[
ε2 |∇u(x)|2 + (u(x)2 − 1)2 +
∣∣∣(−∆) 12 (u(x)−m)∣∣∣2 ]dx
dove u ∈ H1(Ω; [−1, 1]) e` il parametro scalara che descrive il sistema - 1 se e`
presente solo un monomero, −1 se e` presente solo l’altro, e i valori intermedi
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per la transizione -, con m la media u,
1
|Ω|
∫
Ω
u(x)dx = m.
Le ragioni che rendono tale funzionale interessante dal punto di vista della
formazione di strutture periodiche sono piu` chiare se si considera il caso uni-
dimensionale, gia` considerato da Mu¨ller in [14] per modellizzare le transizioni
coerenti solido-solido,
Fε(w) =
∫
I
[
ε2v¨(x)2 + (v˙(x)2 − 1)2 + v(x)2]dx,
che si ottiene dal precedente nel caso in cui m = 0 e ponendo
v := (−∆) 12u.
In una dimensione, il funzionale, come si vede dalla riscrittura sopra, non
presenta piu` la non localita` - perche´ tutte le funzione L2 in una dimensione
sono la derivata di un altra funzione -, ma cio` non di meno capire il pro-
blema in questo caso permette di capire euristicamente la natura di questo
funzionale.
E difatti in questo caso e` chiaro come il termine non locale spinga affinche´
le due fasi non si separino eccessivamente: i primi due termini preferiscono
funzioni la cui derivata assuma pressappoco sempre i valori ±1, con piccole
transizioni tra le due fasi, mentre la perturbazione introdotta penalizza le
funzioni con integrale grande, ossia le funzioni che si allontanano molto da
zero. Il risultato di questa competizione e` che la funzione v risulta essere una
funzione con pendenza ±1, ma tali zone tra loro si alternano frequentemente
per mantenere l’integrale della funzione basso.
L’esempio unidimensionale ci permette anche di capire le scale caratteri-
stiche del problema, che sono due, quella di transizione tra una fase e l’altra,
v
e quella in cui le due fasi si alternano.
Si consideri il seguente riscalamento,
w(y) = v(ε
1
3y),
per cui, riscrivendo l’energia in termini di questa nuova variabile, si ha
Fε(u) = ε
2
3—
∫
ε−
1
3 I
[
ε
2
3 w¨(y)2 + ε−
2
3 (w˙(y)2 − 1)2 + w(y)2]dy =: ε 23Eε(w).
A meno di rinormalizzare per il fattore ε
2
3 , preservando quindi i minimi, si
puo` passare a considerare il funzionale Eε, per il quale e` noto dal risultato
analogo per il funzionale di Ginzburg-Landau che la transizione avviene su
lunghezze dell’ordine di ε
2
3 . Per cui ritornando a Fε, si puo` deduce che gli
intervalli di transizione per la derivata dei minimi e` dell’ordine di ε - come e`
mostrato in figura.
Per quanto concerne, invece, il capire con quale frequenza si alternano le due
fasi, si faccia la seguente approssimazione: si sostituisca al nostro funzionale,
alla luce del risultato di Γ-convergenza di Modica e Mortola, il funzionale
seguente,
E(w) =
∫
J
(
c0 |w¨(x)|+ w(x)2
)
dx,
dove il primo termine e` la variazione totale di w˙ definita per le funzioni che
assumono solo i valori ±1, c0 = 83 e` la costante che deriva dal risultato di
Γ-convergenza, e J un nuovo intervallo di definizione, che dovrebbe essere
l’analogo di ε−
1
3 I al passo ε.
Il vantaggio nell’approssimare il funzionale in questi termini e` che adesso il
problema e` in un certo senso discreto: infatti a competere sono ammesse solo
funzioni che hanno pendenza ±1 e il funzionale misura il numero di cambi
di questa pendenza piu` l’integrale della funzione al quadrato.
Una semplice analisi geometrica mostra come le zone in cui la pendenza e`
1 e quelle in cui e` −1 debbano essere dello stesso ordine per minimizzare
l’integrale della funzione, per cui, a meno di costanti, se N e` il numero di
cambi di segno della derivata di w, il valore da minimizzare e`
N +
|J |3
N2
,
dove il secondo termine e` appunto l’integrale del quadrato della funzione
(|J |3N−3, l’integrale in ogni intervallo a segno costante, per N , il numero di
tali intervalli).
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Ne deriva quindi chiaramente che la scala della periodicita` deve essere del-
l’ordine di
1
Nottimale
v |J |−1 .
Per cui, nel nostro caso, in cui J fa le veci di ε−
1
3 I, si ha che la scala della
periodicita` e` ε
1
3 .
In termini del funzionale iniziale, in funzione di u, la figura del minimo che
dobbiamo aspettarci e` quindi quella in fig.4.
Le conclusioni tratte con tali argomentazioni non rigorose sono in realta`
corrette, come e` mostrato in [14], [18], [5], e sono del tutto conformi alle mi-
surazioni sperimenteli, una volta stabilita opportunamente la relazione tra
il parametro ε e i parametri fisici del problema, come illustrato nel primo
capitolo.
Quello che e` interessante e` che il risultato di perfetta periodicita` ivi dimo-
strato si ottiene con tecniche piuttosto diverse da quelle utilizzate sopra,
tecniche di equazioni differenziali ordinarie.
I problemi in cui ci si imbatte col nostro approccio, che a differenza di quello
rigoroso vale senza alcuna modifica in piu` dimensioni, sono essenzialmente
dovuti al fatto che per i funzionali riscalati i domini di definizione delle fun-
zioni sono variabili e tendono, per ε che tende a zero, all’intero spazio: come
a dire che, se vogliamo che il funzionale introdotto per approssimare i nostri
non sia approssimato, ovvero se vogliamo rendere rigoroso quel passaggio che
ci permetteva di derivare le conclusioni, ci sarebbe bisogno che il funzionale
limite fosse definito, in un certo senso, in tutto lo spazio.
Questo che sembra un dettaglio tecnico e` in realta` il punto della questione,
ed e` legato strettamente alla natura stessa del funzionale che ha due scale
caratteristiche di ordini diversi, per cui focalizzare su una fa perdere il con-
trollo dell’altra. Ed e` la ragione profonda per cui non e` possibile utilizzare
tecniche di Γ-convergenza.
Ciononostante, alcune cose si riescono a dire per il funzionale in piu` di-
mensioni, e questa costituisce la parte originale della tesi. I risultati ottenuti
vii
in questo senso sono molto piu` deboli degli analoghi in dimensione uno, ma
per certi versi sono i primi in questa direzione.
Ad oggi, infatti, gli unici lavori in questo campo sono quelli sullo scaling
dell’energia, si veda ad esempio [6], i quali dimostrano che l’energia delle
soluzioni, anche in piu` dimensioni, e` proporzionale a ε
2
3 e che tale scaling e`
raggiunto da funzioni periodiche.
Il risultato che noi sviluppiamo in questa tesi, e che implica quelli ottenuti
in precedenza, e` che i minimi del nostro funzionale hanno una distribuzione
dell’energia periodica, il che a sua volta implica che la media dei minimi e`
periodica.
Per illustrare tale risultato, bisogna innanzitutto capire in che senso l’energia
puo` essere periodica, dato che il nostro funzionale e` non locale. Il punto di
partenza e` la riscrittura del termine non locale nella forma seguente,∫∫
Ω×Ω
G(x, y)(u(x)−m)(u(y)−m)dx dy =
=
∫
Ω
|(−∆)− 12 (u(x)−m)|2dx =
∫
Ω
|∇v(x)|2 dx,
con v soluzione di
−∆v = u−m,
con opportune condizioni al bordo.
Quello che mostriamo e` che, per i minimi di Fε, preso un punto qualsiasi del
dominio, x0, e il cubo di centro tale punto e lato ε
1
3 l, si ha
Fε
(
u,Q
ε
1
3 l
(x0)
)
:=
∫
Q
ε
1
3 l
(x0)
[
ε2 |∇u(x)|2 +W (u(x)) + |∇v(x)|2
]
dx '
' ε 23 (ε 13 l)ncostante,
da cui si evince che la scala in cui si distribuisce uniformente l’energia e`
ε
1
3 , e che nei domini di tale ordine di grandezza l’energia e` pari a ε
2
3 per
il volume, ossia che l’energia e` proporzionale a ε
2
3 , come era gia` noto dai
risultati precedenti.
Inoltre, il risultato che otteniamo e` ottimale, nel senso che l’errore con cui si
verifica questa uguaglinza e` lo stesso di quello che si commetterebbe anche
nell’eventualita` che il minimo fosse esattamente periodico.
Per ottenere questo risultato, la tecnica che si utilizza e` simile a quella
illustrata sopra: essenzialmente si lavora sulla falsariga del funzionale ap-
prossimato per il quale si puo` ottenere un risultato analogo. Infatti, essendo
questo il riscalato dei funzionali col parametro ε, anch’esso e` un buon can-
didato come funzionale per la formazione di strutture periodiche, per certi
viii
versi ancora piu` semplice del funzionale di Otha e Kawasaki.
La stima chiave di tale dimostrazione e` quella che dimostra che per i minimi
del funzionale, per ogni ε piccolo,
|∇v| ≤ C0,
dove v e` la funzione che riscrive il termine non locale e C0 e` una costante
che non dipende da ε. L’analoga stima nel caso del problema approssimante
e` contenuta in un lavoro in preparazione di Alberti, Choksi e Otto, [1].
Inoltre tale risultato di periodicita` dell’energia ci permette in qualche
modo di collegare in maniera rigorosa i funzionali iniziali a quello limite:
come illustrato prima, un Γ-limite vero e proprio non sembra possibile per
ragioni intrinseche al problema - la doppia scala -, ma cio` non di meno riu-
sciamo a dimostrare che i minimi di Fε tendono rispetto ad una determinata
topologia, e opportunamente riscalati, ai minimi di un funzionale espresso in
termini del funzionale limite, ossia
G(U) = lim inf
l→+∞
E(U,Ql)
ln
,
dove E(·, Ql) e` il funzionale limite nel cubo di lato l.
Tali risultati sono contenuti nel terzo capitolo della tesi, in cui viene espo-
sto prima l’analogo risultato di distribuzione uniforme dell’energia nel caso
del funzionale limite, per illustrare le tecniche, e quindi nel caso dei funzio-
nali di Otha e Kawasaki, concludendo col risultato di convergenza appena
discusso.
Nel primo capitolo diamo una rapida esposizione della derivazione statisti-
ca del funzionale di Otha e Kawasaki, per illustrarne in parte le tecniche e
soprattutto i limiti delle approssimazioni che si compiono in tale processo
di derivazione. Nel secondo, invece, riportiamo il risultato di perfetta pe-
riodicita` nel caso unidimensionale: non faremo la dimostrazione generale,
contenuta in due lavori recenti, [18] e [5], ma piuttosto quella di Mu¨ller, [14],
che sebbene piu` semplice, per l’assunzione di alcune ipotesi non necessarie,
contiene tutti gli elementi delle dimostrazioni generali.
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Capitolo 1
Copolimeri a due blocchi.
Derivazione statistica
Come spiegato nell’introduzione, il funzionale che abbiamo preso in conside-
razione per la formazione di strutture periodiche e` stato derivato nel contesto
della modellizzazione di soluzioni di copolimeri a due blocchi.
Le questioni matematiche relative a tale funzionale, in primo luogo la for-
mazione di strutture periodiche, derivano in parte dal tentativo di spiegare
le analoghe questioni chimico-fisiche. Per le soluzioni di copolimeri a due
blocchi all’equilibrio termico, difatti, e` stata osservata in laboratorio la for-
mazione di strutture quasi periodiche, ossia molto simili su scala mesoscopica
a conformazioni periodiche: proprieta` questa che rende tali soluzioni interes-
santi dal punto di vista tecnologico per la formazione di materiali con scale
caratteristiche dell’ordine delle decine di nanometri.
In questo capitolo discutiamo tale modello fisico, da un lato per cercare
di capire in che modo e` stato derivato il funzionale di Otha e Kawasaki,
e i limiti di tale derivazione, dall’altro per vedere quali sono le “previsioni
sperimentali” relative alle questioni matematiche cui siamo interessati.
Il lavoro cui facciamo riferimento e` quello di Choksi e Ren [7] sulla deri-
vazione statistica del funzionale da Otha e Kawasaki: non riporteremo per
intero tutti i dettagli di tale lavoro, ne´ illustreremo le nozioni di fisica statisti-
ca richiamate, perche´ tali questioni in parte esulano dal nostro studio; dopo
una breve descrizione del problema fisico, mostreremo invece i punti essen-
ziali della derivazione statistica, discutendo alcuni dei risultati sperimentali
inerenti la periodicita` delle strutture e la separazione di scala.
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Figura 1.1: strutture periodiche osservate al crescere della percentuale di
uno dei due monomeri: sfere a reticolo cubico; cilindri in configurazione
esagonale; giroidi bicontinue; struttura a lamelle.
1.1 Il modello fisico
I copolimeri a blocchi sono polimeri formati da due blocchi omogenei, det-
ti catene omopolimeriche, uniti tramite un legame covalente per formare
macromolecole complesse. Conveniamo di indicare con le lettere A e B i
monomeri di cui si compongono le due sottocatene.
Nel caso frequente di immiscibilita`, sotto una determinata temperatura cri-
tica, anche una lieve forza repulsiva tra i monomeri di tipo A e quelli di
tipo B determina una forte tendenza alla separazione tra le due sottocatene.
Cio` nonostante, non puo` verificarsi una separazione macroscopica tra le due
catene omopolimeriche perche´ sono tenute assieme dal legame chimico.
Quello che accade, piuttosto, nel caso di sistemi con un gran numero di
molecole, e` che grazie a tale immiscibilita` il sistema tende naturalmente a
minimizzare la regione di contatto tra monomeri differenti, per cui si creano
zone di alta concentrazione di un monomero e dell’altro; e allo stesso tempo
tenta di massimizzare l’entropia, distribuendo tra loro tali regioni. Tale com-
petizione e` la ragione euristica della formazione di strutture molto regolari
che si osservano in laboratorio, come strutture a lamelle, o a cilindri, a sfere,
etc . . .
Tre parametri adimensionali entrano in gioco nella descrizione del sistema
fisico: χ, il parametro di interazione di Flory-Huggins, che misura l’immi-
scibilita` tra i due monomeri; N , l’indice di polimerizzazione, ossia il numero
di monomeri che compongono una macromolecola; e a, la lunghezza relativa
di un sottocatena omopolimerica rispetto all’intera catena. Nell’approssima-
zione di campo medio, dove le fluttuazioni termiche sono ignorate, si trova
che il sistema fisico, relativamente alla separazione tra le regioni di alta con-
centrazioni di un monomero rispetto all’altro, le cosiddette fasi, dipende solo
dalle due quantita` χN e a.
3Il diagramma delle fasi, ottenuto sia teoricamente sia sperimentalmente, in-
dica che esistono alcuni differenti regimi per quanto concerne la separazione
delle fasi: a parametro a fissato, al crescere di χN , si passa da un regime in
cui non si osserva separazione tra le fasi, detta in inglese weak segregation
regime (WSR), a un regime in cui le dimensioni delle zone di concentrazio-
ne delle fasi e di transizione da una fase all’altra hanno lo stesso ordine di
grandezza, intermediate segregation regime, ad uno in cui le dimensioni dei
domini di concentrazione dei due monomeri sono molto maggiori rispetto a
quelle delle zone di transizione, strong segregation regime (SSR).
In questo regime, inoltre, si osserva sperimentalmente che i domini hanno
dimensioni dell’ordine di χ
1
6N
2
3 , mentre le zone di transizione di χ−
1
2 .
1.2 Il funzionale di Otha e Kawasaki
In [16] Otha e Kawasaki, per descrivere tale fenomeno, ossia la periodicita`
osservata per le soluzioni di copolimeri a due blocchi, hanno ricavato una
teoria basata su un funzionale che dipende solo dalla densita` dei due mo-
nomeri, quella che viene solitamente chiamata una density functional theory
(DFT), che prevede la minimizzazione di un’energia del tipo di quella di
Cahn-Hilliard. Riscalandolo e rendendolo adimensionale, ossia esprimendolo
in termini di una densita relativa u mediata,
u =
ρA − ρB
ρA + ρB
,
dove ρA e ρB sono le densita` dei due monomeri, si puo` scrivere il funzionale
nel modo seguente,
Fε,σ(u) =
∫
Ω
[
ε2 |∇u(x)|2 +W (u(x)) + σ
∣∣∣(−∆)− 12 (u(x)−m)∣∣∣2 ]dx,
dove ∆ e` l’operatore di Laplace con condizioni di Neumann omogenee al
bordo oppure condizioni periodiche; Ω e` un sottoinsieme di R3 di volume 1;
W e` un potenziale a doppio pozzo che preferisce le fasi pure A e B, ossia una
funzione positiva che si annulla solo in ±1; e i parametri ε, σ e m dipendono
dai parametri fisici nel modo seguente,
ε2 =
l2
6a(1− a)χ, σ =
18
a2(1− a)2l2χN2 e m = 2a− 1,
con l la lunghezza si Kuhn del polimero, ossia la distanza statistica tra due
monomeri adiacenti, che supponiamo non dipendere dal tipo di monomero.
4 1. Copolimeri a due blocchi. Derivazione statistica
Osserviamo che, per immiscibilita`, m non e` altro che la media di u, ossia la
media della concentrazione di un monomero rispetto all’altro,∫
Ω
u(x)dx =
∫
Ω
ρA − ρB
ρA + ρB
=
nNA − nNB
n(NA +NB)
= 2a− 1 = m,
dove n e` il numero di macromolecole, e NA e NB il numero di monomeri,
di tipo A e B rispettivamente, nelle catene omopolimeriche - per cui la
lunghezza relativa e` proprio a = NA
NA+NB
.
Cio` cui siamo interessati e` lo studio di tale funzionale quando i parametri
coinvolti, ε e σ, sono piccoli, ovvero in maniera piu` rigorosa, nel limite in cui
questi parametri tendono a zero, dato che i valori numerici effettivamente
misurati sono molto piccoli rispetto alle dimensioni di riferimento del domi-
nio, ossia del recipiente che contiene la soluzione.
Inoltre vi possono essere diversi modi per considerare questo limite, a secon-
da del rapporto tra i due parametri. I regimi comunemente considerati sono
due: quello in cui 0 < ε v σ  1 e quello in cui 0 < ε σ  1.
Quello piu` significativo per lo studio delle strutture periodiche, nel caso,
come e`, in cui il dominio abbia misure unitarie, e` quest’ultimo, studiato
da Nishiura e Ohnishi in [15] e ritenuto quello appropriato per il regime di
strong segregation, quello ricordiamo in cui vengono osservati i fenomeni di
periodicita` e di separazione di scala. Infatti, per quanto detto in precedenza,
richiedere che ε
σ
 1 equivale a richiedere che χ 12N2  1, ossia che la scala
in cui viene osservata la regolarita`,
(
χ
1
2N2
) 1
3 , sia molto piu` piccola delle di-
mensioni del dominio, che sin dall’inizio abbiamo preso unitarie.
Tale condizione e` matematicamente soddisfatta nel caso in cui si fissi σ = 1:
riscalando, infatti, di un fattore di
√
σ, il funzionale diventa∫
Ωσ
[
ε2σ |∇u(x)|2 +W (u(x)) +
∣∣∣(−∆)− 12 (u(x)−m)∣∣∣2 ]dx,
dove Ωσ =
√
σΩ e` un dominio piu` piccolo; quindi se la periodicita` viene osser-
vata in tale dominio a maggior ragione si osserva in domini delle dimensioni
dell’unita`. Ai fini dello studio matematico, possiamo, percio`, considerare il
funzionale dipendente solo da un parametro,
Fε(u) =
∫
Ω
[
ε2 |∇u(x)|2 +W (u(x)) +
∣∣∣(−∆)− 12 (u(x)−m)∣∣∣2 ]dx,
e fare riferimento a questo nel corso della tesi come al funzionale di Otha e
Kawasaki.
51.3 Derivazione statistica
In questo paragrafo descriviamo i passi principali della derivazione statistica
del funzionale, seguendo in particolare il lavoro di Choksi e Ren.
Il punto di inizio di tale trattazione e` la modellizzazione delle catene
di polimeri via dei processi Gaussiani: descriviamo il nostro sistema con il
seguente spazio di misura,
Γ =
{
r = (r1, . . . , rn) | ri ∈ C([0, N ];R3)
}
,
- dove N e` come sopra l’indice di polimerizzazione, e n e` il numero di ma-
cromolecole -, munito della misura µ data dal prodotto di n copie della
misura
L3 × ν
con ν la misura di Wiener ristretta ai cammini che partono dall’origine.
Per descrivere la hamiltoniana del sistema, conveniamo di indicare con IA =
[0, NA] e IB = [Na, NB] gli intervalli in cui sono presenti i monomeri di tipo
A e B rispettivamente, e con ρ0 la densita` dei monomeri ρ0 =
nN
|Ω| .
Con queste notazioni la hamiltoniana puo` essere scritta come segue
H(r) =
n∑
i,j=1
∑
k,m=A,B
V km
2ρ0
∫
Ik
∫
Im
δ(ri(t)−rj(τ))dtdτ+
n∑
i=1
∫ N
0
PΩ(ri(τ))dτ,
dove V km sono le costanti di interazione tra i monomeri, interazioni che sono
repulsive prendendo V km > 0, e PΩ e` un potenziale che vincola le catene a
stare nel recipiente Ω,
PΩ(x) =
{
0, se x ∈ Ω
+∞ se x /∈ Ω.
La distribuzione canonica di Gibbs associata e` quindi
D(r) =
1
Z
e−βH(r), con Z =
∫
Γ
e−βH(r)dµ,
dove β e` l’inverso della temperatura misurata nel reciproco di unita` di
energia, da cui la costante di Bolzman resta fissata a 1.
Introduciamo, infine, le densita` microscopiche,
ρk(x, r) =
n∑
i=1
∫
Ik
δ(x− ri(τ))dτ, per k = A,B,
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e quelle macroscopiche date da
〈ρk(x)〉 =
∫
Γ
ρk(x, r)D(r)dµ, per k = A,B.
Il problema sta nel fatto che non si sanno calcolare queste due densita` a causa
della natura non locale della hamiltoniana, per cui bisogna necessariamente
procedere in maniera approssimata.
A questo punto entra in gioco un argomento di campo medio, quella che
solitamente viene chiamata self consistent mean field theory (SCMFT), che
consiste nel sostituire la distribuzione effettiva con una generata da un singolo
campo esterno, U = (UA, UB), che agisce separatamente sui monomeri di
tipo A e B, scelto in maniera tale da minimizzare l’energia libera.
In altre parole, assumiamo che la distribuzione D soddisfi un principio di
minimo per cui per ogni altra distribuzione D′ si ha
β
∫
Γ
H(r)D′(r)dµ− S(D′) ≥ − logZ,
con l’uguale solo nel caso in cui D′ = D, dove S(D′) e` l’entropia statistica,
S(D′) = −
∫
Γ
D′(r) logD′(r)dµ.
E minimizziamo tale funzionale F ,
F (D′) =
∫
Γ
H(r)D′(r)dµ− β−1S(D′),
solo per le distribuzioni date dall’azione di un campo esterno, supponendo, e
qui sta l’approssimazione principale della (SCMFT), che il minimo raggiunto
sia lo stesso.
Dato cioe` U = (UA, UB) un campo esterno, sia
HU(r) =
n∑
i=1
∑
k=A,B
∫
Ik
Uk(ri(τ))dτ,
e
DU(r) =
1
ZU
e−βHU (r), con ZU =
∫
Γ
e−βHU (r)dµ.
Con facili passaggi il funzionale F si esprime in funzione di U nel modo
seguente,
F (U) =
∫
Ω
[V km
2ρ0
〈ρk(x)〉U〈ρm(x)〉U − Uk(x)〈ρk(x)〉U
]
dx− 1
β
logZU ,
7dove e` sottointesa la somma per gli indici ripetuti - indichiamo con 〈·〉U il
valora atteso rispetto a tale distribuzione.
Il vantaggio nel considerare solo distribuzioni dovute a campi esterni sta nel
fatto che la natura esplicita di questi permette di calcolara F (U) tramite la
formula di Faymann-Kac, calcolo questo che non riportiamo.
Quello che ottengono Otha e Kawasaki e` pero` una teoria basata sulla
minimizzazione di un funzionale che dipende dalla densita`, una cosiddetta
density functional theory (DFT), per cui resta in sostanza da esprimere F in
termini solo della densita` macroscopica dei monomeri, 〈ρA(x)〉U e 〈ρB(x)〉U .
Una parte dell’energia gia` dipende da U tramite la densita`: per la restante
parte c’e` bisogno in un certo senso di invertire la relazione tra la densita` e il
campo, ossia esprimere il campo in funzione della densita`.
Questo e` possibile farlo sempre grazie alla formula di Faymann-Kac e a suc-
cessive approssimazioni, la principale delle quali si ha quando si cerca di
esprimere il termine −S(DU) in termini della densita`, ed e` quella di linea-
rizzare in β = 0.
Questa approssimazione, una volta accettata la (SCMFT), e` la piu` contro-
versa di tale procedimento, perche´ presuppone che β sia molto piccolo, ossia,
essendo β il reciproco della temperatura, che questa sia molto alta: in altre
parole tale approssimazione vale in regime (WSR), dove sperimentalmente
non si osserva alcuna struttura delle soluzioni all’equilibrio, contro il fatto
che noi vogliamo ottenere un funzionale valido per il regime (SSR).
Con tale approssimazione il funzionale che si ottiene, a meno di costanti, e`,
scrivendo ρk per 〈ρk(x)〉U ,
F (ρ) =
∫
Ω
l2Kkk
12βρ0
|∇ρk|2 + 3L
km
l2N2βρ0
(−∆) 12 (ρk − ρ¯k)(−∆) 12 (ρm − ρ¯m) +
+
∫
Ω
V km
2ρ0
ρkρm,
con K e T le matrici seguenti,
K =
1
2
[
a−1 0
0 b−1
]
e L =
1
2
[
a−2 −(ab)−1
−(ab)−1 b−2
]
,
dove a = NA
N
e b = NA
N
sono le lunghezze relative delle due catene omopoli-
meriche.
Un appunto va fatto circa le condizioni al contorno che scegliamo per l’ope-
ratore di Laplace. La scelta non e` obbligata, nel senso che, nell’ottenere lo
sviluppo dell’energia in termini della densita` ρ, un’ulteriore approssimazione
e` quella di eseguire un blow up del dominio e lavore in trasformata di Fuorier:
per cui, al momento di tornare al dominio iniziale, la scelta delle condizioni
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al bordo e` arbitraria. Quelle piu` ragionevoli sembrano quelle omogenee di
Dirichlet o Neumann, soprattuto queste ultime. Non sembrano fisicamen-
te insensate, pero`, neanche quelle periodiche, per determinati domini che
lo permettano, come il cubo: il fatto che le configurazioni osservate siano
prossime ad assere perfettamente periodiche suggerisce, in un certo senso a
posteriori, la possibilita` di tale scelta.
Quello che comunque emerge dall’analisi matematica che verra` condotta piu`
avanti e` che la scelta delle condizioni al contorno non influenza sensibilmente
la struttura del sistema all’interno del dominio: per esempio, nel caso uni-
dimensionale dimostriamo risultati perfettamente analoghi per condizioni di
Neumann nulle e condizioni periodiche; mentre in piu` dimensioni si ha un
risultato analogo per quanto riguarda la proprieta` che dimostriamo, ossia la
periodicita` in energia.
Rinormalizzando le densita`, passando cos`ı alle densita` mediate uA e uB,
e ponendo
W (u) =
βV km
2
ukum,
si trova la forma dell’energia data all’inizio, espressa solo in termine di un
monomero, dato che uA + uB = 1, dove poniamo
χ = β
(
V AB − V
AA + V BB
2
)
> 0,
la costante di Flory-Huggins - che supponiamo positiva perche´ generalmente
monomeri diversi si respingono piu` di monomeri uguali.
Come si intuisce da questa breve esposizione, non e` ancora chiarita la
validita` del funzionale di Otha e Kawasaki per modellizzare le soluzioni di
copolimeri a due blocchi nel regime della strong segregation. Ad essere messi
in discussione sono il ricorso stesso ad una teoria di campo medio (SCMFT)
e, una volta accettato cio`, la linearizzazione in β = 0, che pone automatica-
mente in un regime in cui la temperatura assoluta e` elevata, e quindi fuori
dal regime di interesse (SSR).
Cio` non di meno, alcuni specialisti sostengono che, sebbene il funzione di
Otha e Kawasaki sia stato ottenuto con numerose approssimazioni, ci sono
delle valide ragioni, tra cui numerose simulazioni numeriche, per credere che
sia comunque in grado di descrivere abbastanza accuratamente tali soluzioni
di copolimeri in (SSR).
I risultati matematici ottenuti in questi anni e quelli esposti in questa tesi
confermano per certi versi tale credenza, nel senso che, in una dimensione in
9maniera perfetta, in piu` dimensioni in termini che verranno specificati piu`
avanti, i minimi del funzionale risultano periodici, e si riesce a calcolare con
una certa precisione la scala in cui si presenta tale periodicita`, risultati che
sono del tutto conformi alle misurazioni sperimentali.
Procediamo quindi nei prossimi capitoli con tale studio.

Capitolo 2
Modello unidimensinale.
Esatta periodicita`
Il problema matematico cui siamo interessati e` capire se, e in che misura, il
funzionale di Otha e Kawasaki, sebbene sia stato ottenuto in maniera ap-
prossimata, riesca a predire le proprieta` delle soluzioni di copolimeri a due
blocchi osservate in laboratorio.
Come abbiamo visto, quello che emerge dagli esperimenti e` che le soluzioni
a basse temperature (SSR) presentano una struttura a livello mesoscopico
praticamente periodica. Inoltre il sistema individua chiaramente due diver-
se lunghezze caratteristiche, quella del periodo della struttura e quella delle
zone di transizione da regioni in cui un monomero prevale sull’altro a quelle
in cui il rapporto si inverte, lunghezze caratteristiche per la quali si conosce
in maniera molto precisa, sempre per via sperimentale, l’ordine di grandezza
in termini dei parametri fisici che descrivono il sistema.
Sarebbe, quindi, significativo capire se la competizione tra i diversi termini
che compaiono nell’energia, quello di scambio, di potenziale e di campo, rie-
sca da sola a spiegere in qualche modo tali fenomeni, ossia la periodicita` e
le diverse lunghezze legate al sistema. Problema, questo, che e` significativo
anche da un punto di vista prettamente matematico, vale a dire a prescindere
dal fatto che il funzionale sia stato derivato da un modello fisico - conside-
rando anche le numerose approssimazioni fatte in questa derivazione -: quelli
considerati, infatti, sono tra i primi esempi di funzionali che sembrano pre-
dire la formazione di strutture periodiche in scale ben definite dai parametri
del funzionale stesso, come per esempio accade per i modelli variazionali per
i materiali micromagnetici.
Un primo passo in questo senso e` considerare i modelli unidimensionali, il
cui studio corrisponde a prendere in considerazione i sistemi fisici che di-
pendono solo da una variabile - per esempio le strutture a lamelle osservate
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in laboratorio -, per vedere se in questa classe i risultati sperimentali sono
previsti dal problema variazionale.
Infatti, questo e` quello che accade, ossia si dimostra che tutti i minini del
funzionale di Otha e Kawasaki in una dimensione sono perfettemente pe-
riodici, con periodo dello stesso ordine di grandezza in ε di quello osservato
negli esperimenti, cos`ı come si ha un controllo completo sulla strutura di tali
mimini - compresa quindi la separazione di scala descritta sopra.
In questo capitolo consideriamo percio` il caso unidimensinale, il cui studio,
oltre a essere significativo e ricco di per se´, ci permettera` di capire le ragioni
per cui, anche nel caso fisicamente piu` rilevante di piu` dimensioni, i vari
termini dell’energia competono a formare strutture periodiche.
2.1 Funzionale in una dimensione
Il funzionale di Otha e Kawasaki in una dimensione assume la seguente forma
Fε(u) =
∫
I
(
ε2u˙(x)2+W (u(x))
)
dx+
∫∫
I×I
G(x, y)
(
u(x)−m)(u(y)−m)dx dy,
dove I e` un intervallo di R di lunghezza unitaria,W e` un potenziale a doppio
pozzo, con zeri in {−1, 1}, e G(x, y) e` la funzione di Green per (−D2)−1 -
D2 e` la derivata seconda - con condizioni al bordo di Nuemann omogenee;
funzionale definito nell’insieme delle funzioni
u ∈ H1(I; [−1, 1]) e
∫
I
(u(x)−m)dx = 0,
con m ∈ [−1, 1].
Se si prende senza perdita di generalita` I = (0, 1), si vede allora che
−D2 :
{
v ∈ H2(I) | v˙(0) = v˙(1) = 0,—
∫ 1
0
v = 0
}
→
{
w ∈ L2(I) |—
∫ 1
0
w = 0
}
e` un operatore continuo, con inverso continuo. Il suo inverso e` simmetrico e
positivo come operatore da L2(I) in se´, per cui se ne puo` definire la radice
quadrata, e
(−D2)− 12w = v˙
dove
−v¨ = w, v˙(0) = v˙(1) = 0, —
∫ 1
0
v(x)dx = 0.
Per cui il funzionale si puo` anche esprimere come segue,
Fε(u) =
∫
I
(
ε2u˙(x)2 +W (u(x)) + v˙(x)2
)
dx,
2.1 Funzionale in una dimensione 13
ε
ε
1
3
Figura 2.1: grafico di u
con v˙ = (−D2)− 12 (u−m).
Questo funzionale e` stato completamante studiato da X.Ren e J.Wei in un
lavoro del 2003 [18], e da X.Chen e Y.Oshita con un termine aggiuntivo in
un lavoro ancora piu` recente del 2006 [5].
Quello che dimostrano, sotto ipotesi molto ragionevoli su W , ossia solo la
regolarita`, e` il seguente teorema.
Teorema 2.1. Esite ε0 tale che, per ε ≤ ε0, i minimi di Fε sono esattamente
periodici.
Inoltre, per ogni ε ≤ ε0, Fε ha quattro o due minimi, il cui periodo Pε ha lo
sviluppo asintotico seguente
Pε =
(
48c0ε
(1−m2)2
) 1
3
+O(ε
2
3 ),
dove c0 = 2
∫ 1
−1
√
W (s)ds; e l’energia dei minimi ha lo sviluppo
Eε =
(
3
4
c0(m
2 − 1)ε
) 2
3
+O(ε
4
3 ).
Questo risultato ci da` la periodicita` dei minimi; inoltre nel corso del-
la dimostrazione si vede come i minimi hanno una struttura determinata,
caratterizzata dell’alternanza di intervalli in cui la funzione u e` approssima-
tamente 1 e −1 congiunti da zone di transizione dell’ordine di ε in cui la
funzione ha un profilo assegnato.
Un caso particolare di questo funzionale, quando m = 0 e W e` simmetri-
co, e` stato considerato per la prima volta da Mu¨ller nel 1993 in [14], come un
modello semplificato per lo studio delle trasformazioni coerenti solido-solido.
In questo caso, presa come variabile v˙ = w, il funzionale assume la forma
Fε(w) =
∫
I
(
ε2w¨(x)2 +W (w˙(x)) + w(x)2
)
dx.
14 2. Modello unidimensinale. Esatta periodicita`
Questo cambio di indeterminata ci fa vedere come il funzionale di Otha e
Kawasaki in una dimensione non e` piu` non locale: esprimendo il funzionale in
termini di w, come fatto sopra, si vede infatti che la relazione di non localita`
non compare piu`. Questo fatto assieme alle peculiarita` della dimensione uno
stanno alla base della piena comprensione del funzionale.
Non presentiamo il risultato di Ren e Wei nella sua generalita`, per il fatto
che la dimostrazione, seppure non faccia uso di strumenti sofisticati, e` molto
lunga e laboriosa. Ci limitiamo, per ragioni di semplicita`, a dimostrare solo
il caso particolare contenuto nel lavoro di Mu¨ller, il quale, sebbene valido
per equal distribuzione dei due monomeri e per potenziali che soddisfino
ipotesi non del tutto generali (in particolare il potenziale che si considera e`
simmetrico), contiene tutti i passi fondamentali delle dimostrazioni generali,
nonostante che per risolverli utilizzi come ingrediente chiave la simmetria
insita in questo caso particolare.
Prima di iniziare questa analisi, diamo pero` degli argomenti euristici a
supporto del risultato: tali argomenti, anche se saranno solo tacitamente
tenuti in conto nel corso della dimostrazione rigorosa che presentiamo di
seguito, ci forniscono un modo alternativo di vedere il problema che si rivelera`
fondamentale per affrontare lo studio in piu` dimensioni.
2.2 Funzionale con interfaccia sharp
Il punto di partenza delle considerazioni euristiche che seguono e` il riscala-
mento delle varibili nel modo seguente: poniamo y = ε−
1
3x e
w(y) = u(ε
1
3y).
Se riscriviamo l’energia in termini di w, si ha
Fε(u) = ε
1
3
∫ ε− 13
0
(
ε2ε−
2
3 w˙(x)2dx+W (w(x))dx+ ε
2
3 z˙(x)2
)
dx =
= ε
2
3—
∫ ε− 13
0
(
ε
2
3 w˙(x)2 + ε−
2
3W (w(x)) + z˙(x)2
)
dx =: ε
2
3Eε(w),
dove z risolve l’analoga equazione di v,
−z¨ = w −m, con z˙(0) = z˙(1) = 0 e
∫ ε− 13
0
z(x)dx = 0.
Questo riscalamento ci permette di scrivere il funzionale come somma di tre
termini, i primi due dei quali si riconoscono approssimare un’energia di in-
terfaccia: per il risultato di Modica e Mortola, infatti, i primi due termini
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Γ-convergono a meno di una costante al funzionale che conta il numero di
discontinuita` di w, che a sua volta e` forzata dalla presenza del potenziale ad
assumere solo i valori ±1.
Dato che i valori di ε cui siamo fisicamente interessati sono molto picco-
li, come abbiamo notato quando abbiamo presentato il modello, si potreb-
be provare a considerare l’approssimazione del nostro funzionale, illustrata
nell’introduzione,
E(w) =
∫ L
0
(
c0 |w˙(x)|+ z˙(x)2
)
dx,
dove il primo termine e` la variazione totale di w definita per le funzioni che
assumono solo i valori ±1, e c0 =
∫ 1
−1
√
W (s)ds e` la costante che compare
nel risultato di Γ-convergenza. Faremo riferimento al precedente funzionale
come al funzionale con interfaccia sharp, perche´ e` finito solo per le funzioni
che saltano da 1 a −1, e viceversa, in modo repentino.
Notiamo che questo passaggio, almeno al momento, e` solo euristico, perche´
nel fare questa approssimazione abbiamo tralasciato di considerare il fatto
che il dominio di integrazione tende alla semiretta positiva per ε che tende
a 0: ossia abbiamo approssimato i nostri funzionali col funzionale limite,
prendendo pero` come dominio un intervallo [0, L] che, grande per quanto
si voglia, e` comunque finito. Fatto questo, che sebbene in questo momento
possa sembrare solo tecnico, e` invece uno dei punti peculiari del funzionale,
perche´ non ci permette di derivare in maniera rigorosa i risultati dal teorema
di Γ-convergenza si Modica e Mortola, privandoci cos`ı di un utile strumento.
Cio` non di meno, possiamo accettare questa approssimazione del nostro
funzionale, e minimizzare E(w) nella classe delle funzioni a volori in {−1, 1}
per vedere se in questo caso piu` semplice si ha che i minimi sono periodici.
Anche senza una dimostrazione rigorosa, non e` difficile vedere come, per
esempio nel caso in cui m = 0, il funzionale forzi la periodicita` dei minimi:
infatti, affinche´ l’energia di campo sia minima, si vede facilmente che e` neces-
sario che |z˙(xi)| siano tutti uguali, se x1, . . . , xn sono i punti di discontinuita`
di w, perche´ altrimenti, rendendoli uguali con semplici modifiche, si vede che
diminuirebbe l’energia.
In realta` con il teorema seguente diamo una caratterizzazione di tutti i
minimi locali di E.
Teorema 2.2. Si consideri il funzionale
E(w) =
∫ L
0
(
c0 |w˙(x)|+ z˙(x)2
)
dx,
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definito per w ∈ BV ((0, L); {−1, 1}) e dove z soddisfa
−z¨ = w −m, con z˙(0) = z˙(1) = 0 e
∫ L
0
z(x)dx = 0.
I minimi locali di tale funzionale nella topologia di L1((0, L)) sono esatta-
mente periodici. Inoltre, per ogni fissato numero di discontinuita` di w, ci
sono esattamente due minimi locali.
Dimostrazione. Si considerino le funzioni BV ((0, L); {±1}) con fissato nu-
mero di discontinuita`,
In =
{
w ∈ BV ((0, L); {±1}) | |w˙| (0, L) = n},
e si minimizzi il funzionale in questi insiemi. Dimostriamo quindi successi-
vamente che tali minimi sono tutti e soli i minimi locali.
Ogni w ∈ In si identifichi con l’insieme dei suoi salti, ossia
w ' {x1, . . . , xn},
se x1, . . . , xn sono i punti in cui w cambia di segno.
Si possono presentare due casi: o w vale 1 in (0, x1) o vale −1. I due casi
sono perfettamente analoghi, per cui supponiamo senza perdita di generalita`
di trovarci nel primo di essi.
In questo caso, il vincolo che la media di w sia pari a m - tacitamente
contenuto nelle equazioni che definiscono z - si traduce, in termini delle
discontinuita` di w, nel vincolo seguente
2
(
x1 − x2 + · · ·+ (−1)n−1xn
)
=
(
(−1)n−1 +m)L.
Analogamente si puo` esprimere il termine di campo dell’energia in termini
delle xi. Infatti si ha
Ecampo(w) = k(x1, . . . , xn) =
∫ L
0
z˙(x)2dx = −
∫ L
0
z(x)z¨(x)dx =
=
∫ L
0
z(x)(w(x)−m)dx =
∫ x1
0
z(x)(1−m)dx+
+
∫ x2
x1
z(x)(−1−m)dx+ · · ·+
∫ L
xn
z(x)
(
(−1)n −m)dx.
Il problema di minimo si traduce quindi nel minimizzare k(x) vincolata alla
varieta`
Vn =
{
(x1, . . . , xn)
∣∣∣ 0 < x1 < · · · < xn < L
x1 − x2 + · · ·+ (−1)n−1xn = (−1)n−1+m2 L
}
.
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Basta quindi calcolare il gradiente di k(x) e applicare il teorema dei molti-
plicatri di Lagrange.
Sia G(x, y) la funzione di Green del problema
−z¨ = w −m, con z˙(0) = z˙(1) = 0 e
∫ L
0
z(x)dx = 0;
allora si ha
∂k
∂xi
(x) = (−1)i−12z(xi) +
∫ L
0
(w(x)−m) ∂z
∂xi
(x)dx.
Ma
∂z
∂xi
(x) =
∂
∂xi
[ ∫ L
0
(w(y)−m)G(x, y)dy
]
=
=
∂
∂xi
[ ∫ x1
0
G(x, y)(1−m)dy + · · ·+
∫ L
xn
G(x, y)
(
(−1)n −m)dy] =
= (−1)i−12G(x, xi);
da cui sostituendo sopra
∂k
∂xi
(x) = (−1)i−12z(xi) +
∫ L
0
(w(x)−m) ∂z
∂xi
(x)dx =
= (−1)i−12
(
z(xi) +
∫ L
0
(w(x)−m)G(x, xi)dx
)
= (−1)i−14 z(xi).
Quindi in definitiva si ha
∇k(x) = 4(z(x1),−z(x2), . . . , (−1)n−1z(xn)).
Per il teorema dei moltiplicatori di Lagrange si ha che, se x e` un punto critico
di k(x) in Vn, per esmpio un punto di minimo vincolato, allora esiste un λ
tale che
∇k(x) = λ(1,−1, . . . , (−1)n−1),
ossia
z(x1) = z(x2) = · · · = z(xn).
Questo ci permette di concludere che k ha al piu` un punto critico in Vn, e
che esso e` perfettamente periodico.
Infatti, dall’equazione −z¨ = w−m e dal fatto che z(x1) = z(x2) si deduce che
in (x1, x2) z e` simmetrica rispetto a
x1+x2
2
; analogamente per la simmetria
in tutti gli altri intervalli. Invece per quello che riguarda (0, x1) e (xn, L), si
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vede facilmente che, per esempio, poiche´ z(x1) = z(x3), si ha che x1 =
x3−x2
2
- analogamente per (xn, L).
Per cui in definitiva, prendendo in considerazione il fatto che w ha media m,
si conclude che
x1 =
(1 +m)L
2n
, x2 = x1 +
(1−m)L
n
, . . . , xn = xn−1 +
(1 + (−1)n−1m)L
n
.
Quello che vogliamo verificare adesso e` che questo punto critico sia un minimo
per k. A tale scopo cominciamo col calcolare k in tale punto: un facile conto,
dato che a questo punto abbiamo la formula esplicita per tale punto critico,
da` ∫ x1
0
z˙(x)2dx =
z˙(x1)
3
3(m− 1) , con z˙(x1) =
m2 − 1
2n
L;∫ x2
x1
z˙(x)2dx =
z˙(x2)
3 − z˙(x1)3
3(m+ 1)
, con z˙(x2) = −z˙(x1);∫ x3
x2
z˙(x)2dx =
z˙(x3)
3 − z˙(x2)3
3(m− 1) , con z˙(x3) = −z˙(x2),
e cos`ı via. Per cui sommando si ha
k(x) =
2
3(m2 − 1)
(
z˙(x1)
3 − z˙(x2)3 + · · ·
)
=
(m2 − 1)2
12n2
L3.
Dimostriamo che questo valore e` il minimo stretto in Vn: dimostriamolo per
induzione su n. Per n = 1, V1 e` costituito da un solo punto, quindi non c’e`
nulla da verificare. Supponiamo che sia vero per tutti gli n′ < n. Al passo
n, se non fosse un minimo stretto, esisterebbe un punto y al bordo di Vn e
una successione di punti in Vn tali che
yj → y e lim
j→+∞
k(yj) ≤ k(x),
con x il punto critico trovato sopra. Notiamo che se identifichiamo y con un
punto in un qualche Vn′ , n′ < n, si ha
lim
j→+∞
k(yj) = k(y).
Questo ci dice per ipotesi induttiva che
k(y) >
(m2 − 1)2
12n′2
L3,
da cui l’assurdo perche´
k(x) =
(m2 − 1)2
12n2
L3 <
(m2 − 1)2
12n′2
L3 < k(y).
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Gli stessi ragionamenti possono essere fatti per la classe delle funzioni in In
tali che in (0, x1) valgano −1 e quello che si trova e` che anche in questa classe
esiste un unico minimo che ha la stessa energia del minimo trovato sopra.
Questo quindi dimostra che in In esistono esattamente due minimi per E
che sono periodici e hanno energia
c0n+
(m2 − 1)2
12n2
L3.
Vediamo adesso che questi sono gli unici minimi locali in L1((0, L)) per E.
Che ogni minimo locale debba cadere in quest’insieme e` immediato: esso
infatti apparterra` ad un In per cui non puo` essere altro che un punto critico
di In.
Viceversa bisogna dimostrare che tutti questi sono minimi locali. Per sempli-
cita` chiamiano wn uno dei due punti critici in In. Per semicontinuita` della
variazione totale per convergenza in L1, si ha che esiste un intorno di wn in
L1,
Uδ =
{
v ∈ L1((0, L)) | ‖v − wn‖L1((0,L)) < δ
}
,
tale che per ogni v ∈ Uδ il numero di discontinuita` di v e` maggiore o uguale
di n. Inoltre, poiche´ l’operatore
(−D2)− 12 :
{
w ∈ L2((0, L)) |—
∫ 1
0
w = 0
}
→ L2((0, L))
e` continuo con norma diciamo A, si ha che
|Ecampo(wn)− Ecampo(v)| =
=
∣∣∣∣∥∥∥(−D2)− 12 (wn)∥∥∥2
L2((0,L))
−
∥∥∥(−D2)− 12 (v)∥∥∥2
L2((0,L))
∣∣∣∣ =
=
∣∣∣∣∥∥∥(−D2)− 12 (wn)∥∥∥
L2((0,L))
−
∥∥∥(−D2)− 12 (v)∥∥∥
L2((0,L))
∣∣∣∣ ·
·
(∥∥∥(−D2)− 12 (wn)∥∥∥2
L2((0,L))
+
∥∥∥(−D2)− 12 (v)∥∥∥2
L2((0,L))
)
≤
≤ cA ‖wn − v‖L2((0,L)) ≤ c ‖wn − v‖L1((0,L)) ≤ cδ,
dove abbiamo usato il fatto che le funzioni sono a valori in {±1}, per cui la
norma L2 si controlla con la norma L1, e il fatto che per v ∈ Uδ∥∥∥(−D2)− 12 (v)∥∥∥
L2((0,L))
≈
∥∥∥(−D2)− 12 (wn)∥∥∥
L2((0,L))
= c.
Per cui in definitiva, se v ha lo stesso numero di discontinuita` di wn, non c’e`
nulla da dimostrare perche´ gia` abbiamo visto che wn e` il minimo in In - e
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d’altro canto v non puo` essere uguale all’altro minimo in questa classe se e`
abbastanza vicino a wn, ossia δ e` abbastanza piccolo; altrimenti si ha, per
ogni v ∈ Uδ,
E(v) ≥ c0 + n c0 + Ecampo(v) ≥ c0 + E(wn)− cδ > E(wn),
per δ piccolo, ossia wn e` minimo locale.
Da quanto fatto e` altres`ı immediato ricavare quale sia il minimo assoluto:
basta infatti trovare
min
{
n c0 +
(m2 − 1)2
12n2
L3 | n ∈ N
}
.
Se chiamiamo t il punto di minimo della funzione sopra, ossia
t = min
{
1,
(
(m2 − 1)2
6 c0
) 1
3
L
}
,
si ha che il valore minimo e` assunto da
n = btc o n = btc+ 1.
Generalmente il minimo sara` assunto da uno solo di questi due valori, tranne
in al piu` una quantita` numerabile di casi - come e` facile vedere dal fatto che
n c0 +
(m2 − 1)2
12n2
L3 = (n+ 1) c0 +
(m2 − 1)2
12 (n+ 1)2
L3
implica
12c0
L3(m2 − 1)2 =
2n+ 1
n2(n2 + 1)
∈ Q.
Osservazione. Notiamo per inciso che la stessa dimostrazione vale nel
caso in cui si prendano come condizioni al bordo per l’operatore (−D)2 con-
dizione periodiche: il risultato e` identico tranne nel fatto che adesso i minimi
locali sono unici in In - a meno ovviamente di traslazioni.
Nel caso con interfaccia sharp abbiamo dimostrato quindi che, almeno
per L grandi - e questi, alla luce dell’approssimazione fatta, sono i casi che
ci interessano -, i minimi sono periodici di periodo dell’ordine di(
48 c0
(m2 − 1)2
) 1
3
,
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in perfetta sintonia con il risultato enunciato all’inizio del capitolo se si con-
sidera il risclamento.
Per quanto riguarda l’energia, si vede che essa e` dell’ordine(
3
4
c0(m
2 − 1)
) 2
3
,
anche in questo caso conformemente al risultato enunciato.
2.3 Funzionale con interfaccia diffusa
Passiamo adesso alla dimostrazione della periodicita` nel caso del funzionale
non approssimato. La discussione precedente ha avuto l’unico scopo di far
vedere come il funzionale, almeno in una sua prima apprissimazione dovuta
al risultato di Γ-convergenza di Modica e Mortola, ha il comportamento
desiderato.
La dimostrazione che ci accingiamo a fare non e` quella generale, per la quale
si veda [18] e [5], ma quella del caso particolare trattato da Mu¨ller; ed e`
molto diversa da quella appena vista, perche´ il risultato viene ottuto grazie
a delle stime sull’equazione di Eulero del funzionale, sebbene, in un senso
che sara` chiaro presto, non e` del tutto estranea al problema con interfaccia
sharp.
2.3.1 Enunciato e notazioni
Cominciamo col definire i termini del problema. Da qui fino al resto del
capitolo consideriamo il caso in cui m = 0, per cui, come fatto osservare
in precedenza, il funzionale si puo` esprimere in termini di v˙ = w nel modo
seguente,
Fε(w) =
∫ 1
0
(
ε2w¨(x)2 +W (w˙(x)) + w(x)2
)
dx,
con w(0) = w(1) = 0.
Le ipotesi che facciamo sul potenziale a doppio pozzo sono le seguenti:
(I1) W (−1) = W (1) = 0, e W (t) > 0 per t 6= ±1;
(I2) W (t) =W (−t);
(I3) W ∈ C3(R), con W ′′(±1) > 0 e W ′′(0) < 0;
(I4) W ′ < 0 in (−∞,−1) ∪ (0, 1) e W ′ > 0 in (−1, 0) ∪ (1,+∞);
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(I5) ± lim inft→±∞W ′(t) > 0.
Riguardo a queste ipotesi, merita un commento (I2): questa ipotesi e` quella
che assieme all’assunzione m = 0 ci permettera` di sfruttare in modo signi-
ficativo la simmetria del problema. Tali ipotesi non sono necessarie, come
mostrano i lavori di Ren e Wei, e Chen e Oshita, pero` permettono di sem-
plificare la dimostrazione.
Poniamo
σ = W ′,
e indichiamo con H2per le funzioni H
2 nel toro, ossia
H2per((0, 1)) =
{
w ∈ H2((0, 1)) | w(0) = w(1), w˙(0) = w˙(1)}.
Infine poniamo
c0 = 2
∫ 1
−1
√
W (t)dt.
Enunciamo quindi il risultato.
Teorema 2.3. Assumiano che W soddisfi le ipotesi (I1)-(I5). Allora esiste
una costante ε0 tale che, per ogni ε ≤ ε0, si ha:
(i) se wε e` un minimo per Fε in H
2
per((0, 1)), allora wε e` periodico, il periodo
minimo ha il segunete sviluppo,
Pε = 2(6 c0ε)
1
3 +O(ε
2
3 );
e
Fε(wε) =
1
4
(6c0ε)
2
3 +O(ε
4
3 );
(ii) esistono al piu` due minimi in H2per((0, 1)) - generalmente uno -, a meno
di traslazioni;
(iii) esiste un minimo wε tale che
wε(0) = wε
(1
2
)
= 0,
wε
(1
2
− x
)
= −wε
(1
2
+ x
)
, per ogni x ∈
(
0, 1
2
)
.
Da questo teorema che descrive i minimi nella classe della funzioni perio-
diche deriva immediatamente il teorema successivo sui minimi nella classe
delle funzioni con dato al bordo nullo.
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Teorema 2.4. Nelle stesse ipotesi sopra, esiste una costante ε0 tale che, per
ogni ε ≤ ε0, in H2((0, 1)) ∩ H10 ((0, 1)) esistono al piu` quattro minimi - in
generale due -, sono periodici con minimo periodo
Pε = 2(6 c0ε)
1
3 +O(ε
2
3 );
e inoltre
Fε(wε) =
1
4
(6c0ε)
2
3 +O(ε
4
3 ).
2.3.2 Schema della dimostrazione
L’idea della dimostrazione e` quella di costruire un candidato minimo periodi-
co, per esempio nel caso generico di un solo minimo, e dimostrare che questo
e` il minimo. Nel fare questo ci facciamo guidare dalle osservazioni contenute
nel paragrafo precedente, ossia dal fatto che il minimo, per ε piccoli, deve
avere quasi lo stesso periodo del minimo del funzionale con interfaccia sharp
(opportunamente riscalato), e che la transizioni devono essere quelle ottimali
per il funzionale di Modica e Mortola.
Se immaginiamo, in analogia con il caso sharp, che w˙ alterni intervalli in cui
e` pari a 1 circa, a intervalli in cui vale circa −1, e che le due fasi siano pres-
sappoco speculari, ha senso considerare il costo di una tale fase, per esempio
quella in cui w˙ e` positiva, e minimizzarla separatamente.
Si consideri quindi il funzionale
Fl(w) =
∫ l
2
− l
2
(
ε2w¨(x)2 +W (w˙(x)) + w(x)2
)
dx, (2.1)
- da qui in poi quando non c’e` possibilita` di fraintendimento non indicheremo
la dipendenza da ε -, e poniamo
E(l) := min
{
Fl(w) | w ∈ H2, w˙
(
± l
2
)
= 0, w˙ ≥ 0
}
,
e
E˜(l) := min
{
Fl(w) | w ∈ H2, w˙
(
± l
2
)
= 0, w˙ ≥ 0 e w(−x) = −w(x)
}
,
dove per E˜ stiamo facendo l’ipotesi ulteriore che il profilo di w˙ sia simmetrico,
ossia sia uguale nel passaggio da −1 a 1 e in quello inverso.
Questo problema di minimo ci permette di definire una funzione periodica
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che abbia energia minima tra tutte le funzioni con le stesse caratteristiche.
Infatti, se poniamo
E0 = min
{
2N E˜
( 1
2N
) ∣∣ N ∈ N},
e consideriamo il valore N minimo, se wl e` una funzione che realizza E˜(
1
2N
)
si ha che, se si riflette wl (ossia si crea un fase analoga in cui e` negativa) e
poi si estende per periodicita`, la funzione risultante - ancora indicata con wl
- e` una funzione di H2per((0, 1)) e
Fε(wl) = 2N E˜
( 1
2N
)
= E0.
Se le nostre supposizioni euristiche fossero giuste, vorremmo quindi dimo-
strare che per ogni altra w periodica si ha
Fε(w) ≥ E0.
Per fare questo, siano x1, . . . , x2N i punti in cui w˙ cambia segno - necessa-
riamente pari per periodicita`: si ha
Fε(w) ≥
2N∑
i=1
E(li),
dove li = xi+1 − xi, con x2N+1 = x1.
Supponendo di poter dimostrare che
E ′′(l) > 0, (2.2)
ossia che l’energia e` convessa, e
E(l) = E˜(l), (2.3)
cioe` che l’ipotesi di simmetria non modifica il problema di minimo, per
convessita`, si avrebbe che
Fε(w) ≥
2N∑
i=1
E(li) ≥ 2NE
( 1
2N
)
= 2N E˜
( 1
2N
)
= E0,
che e` quello che volevamo dimostrare.
Inoltre, per convessita` stretta, l’uguale potrebbe esserci solo nel caso in cui
tutti gli li fossero uguali a
1
2N
, cioe` solo nel caso in cui w fosse uguale a w 1
2N
.
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Il punto principale della dimostrazione e` mostrare che valgono (2.2) e (2.3),
che in realta` non sono vere per ogni l, ma solo per
l 1 e ε l|ln l| . (2.4)
Per questo bisognera` da un lato calcolare con una certa precisione il compor-
tamento di wl, vedere che e` pressappoco il profilo ottimale che ci si aspetta,
dipende in modo regolare da l, e avere buoni controlli per poter stimare
E ′′(l) =
d2
dl2
Fl(wl);
dall’altro, dare delle stime sulla distanza tra gli zeri consecutivi di w˙, con w
un minimo per Fε, per vedere che cadono nel regime (2.4).
2.3.3 Dimostrazione
La dimostrazione, come si evince dallo schema fatto sopra, e` molto laboriosa;
per questa ragione la dividiamo in varie parti.
Sara` conveniente introdurre il seguente riscalamento di Fl: ponendo
v(x) = l−1w(lx)
si ha
Fl(w) =
∫ 1
2
− 1
2
(
ε2l−1v¨(x)2 + lW (v˙(x)) + l3v(x)2
)
dx =: Jl(v),
con Jl calcolato, quindi, per le funzioni
v ∈ H2
(
− 1
2
,
1
2
)
, v˙
(
± 1
2
)
= 0 e v˙ ≥ 0. (2.5)
La dimostrazione sara` divisa come segue:
• nella prima parte vengono date le prime stime per Jl, e si scrive la sua
equazione di Eulero;
• nella seconda si danno le stime principali per i minimi di Jl, vedendo
che sono molto vicini al profilo ottimale;
• quindi si stima il piu` piccolo autovalore del linearizzato di Jl - stima
che dara` l’unicita` dei minimi;
• e alla fine si calcola E ′′(l).
Per concludere la dimostrazione del teorema si da` quindi un argomento per
vedere che per i minimi le li soddisfano le disuguaglianze (2.4).
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Stime preliminari ed equazione di Eulero
Notiamo innazitutto che Jl ha minimo in (2.5), grazie al fatto che Jl e` coer-
civo in v¨ e all’immersione compatta di H2
( − 1
2
, 1
2
)
in C1
([ − 1
2
, 1
2
])
, e che
chiaramente
E(l) = min
{
Jl(v) | v soddisfa (2.5)
}
,
E˜(l) = min
{
Jl(v) | v soddisfa (2.5) e v(x) = −v(−x)
}
. (2.6)
Cominciamo con le prime semplici stime sull’energia. A tale scopo indichia-
mo con q : R→ R il profilo ottimale, ossia la soluzione del problema
−2q¨ + σ(q) = 0, (2.7)
q(0) = 0, q˙(0) =
√
W (0). (2.8)
E` immediato dimostrare che si ha
lim
t→±∞
q(t) = ±1,
e che la convergenza e` esponenziale.
Poniamo altres`ı
ql(x) = q
( l
ε
(1
2
− |x|
))
il profilo riscalato, ossia il profilo con cui confronteremo i minimi del nostro
funzionale.
Proposizione 2.3.1. Sia 0 < ε ≤ 1 e 0 < l ≤ 1. Allora
E(l) ≤ E˜(l) ≤ c0ε+ l
3
12
, (2.9)
E˜(l) ≥ E(l) ≥ min
{
a0ε, lW
(1
2
)}
, (2.10)
E˜(l) ≥ E(l) ≥ c l3, (2.11)
dove
a0 = 2
∫ 1
2
− 1
2
√
W (s)ds,
e
c = min
{
s3
48
+ (1− s)W
(1
2
)
| s ∈ [0, 1]
}
.
Osservazione. Da adesso in poi le costanti che non dipendono da l e ε
saranno sempre indicate con c o C.
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Dimostrazione. Cominciamo col mostrare (2.10): questa stima deriva imme-
diatamente dall’analoga stima per il funzionale di Modica e Mortola. Infatti,
se indichiamo con H la primitiva di
√
W che vale 0 nell’origine, ossia
H(t) :=
∫ t
0
√
W (s)ds,
si ha∫ b
a
(
ε2l−1v¨(x)2 + lW (v˙(x))
)
dx ≥
∫ b
a
2ε
√
W (v˙(x)) |v¨(x)| dx ≥ (2.12)
≥
∫ b
a
2ε
∣∣∣∣ ddx(H(v˙))(x)
∣∣∣∣ dx ≥ 2ε[H(v˙(b))−H(v˙(a))].
Quindi, se maxx∈[− 1
2
, 1
2
] |v˙(x)| ≤ 12 , allora si ha E(l) ≥ lW
(
1
2
)
, per una sem-
plice maggiorazione; se il massimo di v˙ e` invece maggiore di 1
2
, e diciamo e`
raggiunto in x¯, applicando (2.12) a (−1
2
, x¯) e (x¯, 1
2
), si ha
E(l) ≥ 4εH(v˙(x¯)) ≥ 4εH
(1
2
)
= a0ε,
da cui (2.10).
Per quanto riguarda (2.9), si ponga
v(x) =
∫ x
0
ql(s)ds.
E` facile verificare che
v˙
(
± 1
2
)
= 0, v(x) = −v(−x), v˙(x) ≥ 0 e |v(x)| ≤ x;
per cui si ha ∫ 1
2
− 1
2
l3v(x)2dx ≤ l
3
12
,
e da (2.12) applicato a (−1
2
, 0) e (0, 1
2
), notando che tutte le disuguaglianze
diventano eguaglianze, si ha∫ 1
2
− 1
2
(
ε2l−2v¨(x)2 + lW (v˙(x))
)
dx = c0ε.
Da cui
E˜(l) ≤ Jl(ql) ≤ c0ε+ l
3
12
.
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Infine, per dimostrare l’ultima disuguaglianza, notiamo che possiamo sup-
porre che la media di v sia nulla - perche´ in caso contrario Jl(v) ≥ Jl(v− v¯),
con v¯ media di v -; per cui possiamo prendere un x0 tale che v(x0) = 0.
Poniamo
m± :=
∣∣∣∣{x : ±(x− x0) ≥ 0, v˙(x) ≥ 12
}∣∣∣∣ , m = m+ +m−,
e notiamo che si ha∫ 1
2
− 1
2
lW (v˙(x))dx ≥ (1−m)lW
(1
2
)
≥ (1−m)l3W
(1
2
)
. (2.13)
Inoltre, per riarrangiamento, notando che v˙ ≥ 0, si ha che∫ 1
2
x0
v(x)2dx ≥ 1
4
(m+)3
3
e
∫ x0
1
2
v(x)2dx ≥ 1
4
(m−)3
3
; (2.14)
e da qui, per la convessita` di x 7→ x3, si ha∫ 1
2
− 1
2
l3v(x)2dx ≥ l
3
4
(
(m+)3
3
+
(m−)3
3
)
≥ m
3l3
48
. (2.15)
Da (2.13) e (2.15) si deriva (2.11).
Ricaviamo adesso la regolarita` dei minimi e alcune stime ad essi relative
dall’equazione di Eulero del funzionale: a tale scopo poniamo
V (x) :=
∫ x
− 1
2
v(s)ds.
Proposizione 2.3.2. Esistono costanti ε0, l0, c e C tali che valgono le
seguenti proprieta`.
Se ε ≤ ε0, l ≤ l0, ε ≤ cl e v e` un minimo per Jl in (2.5), allora
v˙(x) > 0 per x ∈
(
− 1
2
,
1
2
)
; (2.16)
v ∈ C4((− 1
2
, 1
2
))
, soddisfa l’equazione di Eulero di Jl,
−2ε2l−2...v + σ(v˙) = 2l2 V, (2.17)
e l’equazione integrale
−ε2l−2v¨2 +W (v˙)− 2l2V v˙ + l2v2 ≡ cost. (2.18)
Inoltre valgono
V
(1
2
)
= V
(
− 1
2
)
= 0, v˙ ≤ 1 + Cl2, |v| ≤ 1 + Cl, |V | ≤ 1. (2.19)
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Dimostrazione. Dimostriamo innanzitutto che v ∈ H3(( − 1
2
, 1
2
))
, grazie ad
un risultato generale di regolarita` per disuguaglianze variazionali.
Poniamo
A =
{
x ∈
(
− 1
2
,
1
2
)
: v˙(x) = 0
}
, e U =
(
− 1
2
,
1
2
)
\ A,
e notiamo che, poiche´ v ∈ H2 ⊂ C1, si ha che A e` relativamente chiuso in(− 1
2
, 1
2
)
.
Poiche´ v e` un minimo, si ha che∫ 1
2
− 1
2
(
2ε2l−2v¨(x)ϕ¨(x) + σ(v˙(x))ϕ˙(x) + 2l2v(x)ϕ(x)
)
dx ≥ 0,
per ogni
ϕ ∈ H2
((
− 1
2
,
1
2
))
tale che ϕ˙(x) ≥ 0 per x ∈ A e ϕ˙(± 1
2
)
= 0
- basta calcolare la variazione del funzionale per vederlo.
Questo ci dice che V
(
1
2
)
= 0, prendendo ϕ = ±1; inoltre, se poniamo w = v˙
e f = σ(v˙)− 2l2V , un’integrazione per parti ci mostra che∫ 1
2
− 1
2
(
2ε2l−2w˙(x)ψ˙(x) + f(x)ψ(x)
)
dx ≥ 0, (2.20)
per ogni ψ ∈ H10
((− 1
2
, 1
2
))
tale che ψ ≥ 0 in A = {x : w(x) = 0}.
Per un risultato di regolarita` sulle diseguaglianze variazionali - vedi appen-
dice -, si conclude che w ∈ H2((− 1
2
, 1
2
))
, ossia v ∈ H3((− 1
2
, 1
2
))
.
Provato cio`, si puo` integrare per parti in (2.20) e ottenere - notiamo che in
A si ha v¨ > 0, poiche´ v ∈ C2((− 1
2
, 1
2
))
-
−2ε2l−2...v + σ(v˙) = 2l2 V, in U. (2.21)
Da questa equazione si deduce quindi che v ∈ C4(U).
Facilmente, moltiplicando (2.21) per v¨ e notando che v¨ = 0 in A, si ricava
(2.18).
Procediamo adesso con la stima delle maggiorazioni (2.19). Assumiamo
prima ε ≤ l: per (2.9) e applicando Ho¨lder, si ha
max
x∈[− 1
2
, 1
2
]
|V (x)| ≤
(∫ 1
2
− 1
2
v(x)2dx
) 1
2
≤ C(l−1 + 1) ≤ C
l
.
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Sia adesso x¯ un punto di massimo per v˙.
Se v˙(x¯) = 0 non c’e` nulla da dimostrare perche´ v ≡ V ≡ 0.
Se v˙(x¯) > 0 si puo` quindi applicare (2.21): dato che x¯ e` un punto di massimo,
si ha
...
v (x¯) ≤ 0, da cui
σ(v˙(x¯)) ≤ 2l2V (x¯) ≤ Cl.
Per la lipschitzianita` di σ e per (I5), si ha che
v˙(x) ≤ 1 + Cl, per l piccoli, da cui |v(x)| ≤ 1 + Cl e |V (x)| ≤ 1,
grazie al fatto che
max |v| ≤ max v˙ e max |V | ≤ 1
2
max v˙. (2.22)
Quindi, utilizzando l’ultima di (2.22), si ha, dalla relazione sopra,
σ(v˙(x¯)) ≤ 2l2V (x¯) ≤ Cl2,
ossia, ancora per la lipschitzianita` di σ, v˙ ≤ 1 + Cl2, come volevamo dimo-
strare.
Nel caso in cui, invece, ε > l, dalla stima dell’energia (2.9) si ha che
‖v¨‖L2 ≤ Jl(v) = E(l) ≤ C,
da cui, per il fatto che v˙ ∈ H10 e V
(
± 1
2
)
= 0, per la disuguaglianza di
Poincare´ si conclude che
|v|+ |v˙|+ |V | ≤ C,
e da qui la conclusione e` come sopra.
Per concludere la dimostrazione resta quindi da dimostrare che A = ∅.
Ragioniamo per assurdo, sia x0 ∈ A: per le considerazioni fatte sopra, si ha
che v˙(x0) = v¨(x0) = 0. Applicando la relazione integrale (2.18) e le (2.22),
si ha, per ogni x ∈ (− 1
2
, 1
2
)
,
W (v˙(x)) ≥ −ε2l−2v¨(x)2 +W (v˙(x)) ≥
≥ −ε2l−2v¨(x0)2 +W (v˙(x0))− Cl2max v˙2 ≥
≥ W (0)− Cl2max v˙2.
Allo stesso modo, per il fatto che W˙ (0) = 0, si ha che, se x¯ e` un punto che
realizza il massimo per v˙,
W (v˙(x¯)) ≤ W (0)− Cv˙(x¯)2 = W (0)− Cmax v˙2.
Dalle due relazioni precedenti di conclude, quindi, che se l e` suffucientemente
piccolo, allora v˙ ≡ 0, ossia Jl(v) = lW (0), contro il fatto che vale (2.9) per
ε e l piccoli. Questo conclude la dimostrazione del fatto che A = ∅, ossia la
dimostrazione della proposizione.
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Stime principali per Jl
In questa sezione diamo le stime principali sui minimi di Jl, facendo vedere
che le derivate di tali minimi sono molto vicine al profilo ottimale ql definito
sopra.
Teorema 2.5. Esistono costanti c e C tali che, se
l ≤ c e ε ≤ c l|ln l| , (2.23)
e v e` un minimo per Jl, allora si ha
|v˙(x)− 1|+ ε
l
|v¨(x)|+ ε
2
l2
|...v (x)| ≤ Cl2, per |x| ≤ 1
2
− C |ln l| ε
l
, (2.24)
|v˙(x)− ql(x)| ≤ Cl2, per |x| ≤ 1
2
, (2.25)∣∣∣∣εl v¨(x) + sgn(x)q˙( lε(12 − |x|))
∣∣∣∣ ≤ Cl2, per |x| ≤ 12 . (2.26)
Dimostrazione. Dividiamo la dimostrazione in quattro parti. Le prime due
ci permettono di distinguere i casi in cui v˙ e` piccola da quelli in cui e` circa
1; le restanti due dimostrano invece il teorema.
Prima parte.
Valgono le seguenti stime. ∣∣∣∣W (0)− ε2l−2v¨(± 12)2
∣∣∣∣ ≤ C(εl + l2), (2.27)
v˙
(
− 1
2
+
ε
l
)
>
q(1)
2
e v˙
(1
2
− ε
l
)
>
q(1)
2
, (2.28)
v¨(x) > 0 per x ∈
[
− 1
2
,−1
2
+
ε
l
]
e v¨(x) < 0 per x ∈
[
1
2
− ε
l
,
1
2
]
. (2.29)
Dimostrazione della prima parte. Per dimostrare la prima stima, si consideri
l’equazione integrale (2.18): applicandola ad un punto x¯ in cui v˙ assume il
massimo - per cui v¨(x¯) = 0 -, si ha il controllo dal basso,
W (0)− ε2l−2v¨
(
± 1
2
)2
≥ W (v˙(x¯))− 2l2V (x¯)v˙(x¯) +
+l2v(x¯)2 + l2v
(
± 1
2
)2
≥ −Cl2.
Per la stima dall’alto si noti che, sempre per l’equazione integrale, si ha
W (v˙(x¯)) ≥ W (0)− ε2l−2v¨
(
± 1
2
)2
− Cl2,
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per cui
c0
ε
l
+
l2
12
≥
∫ 1
2
− 1
2
W (v˙(s))ds ≥ W (v˙(x¯)) ≥ W (0)− ε2l−2v¨
(
± 1
2
)2
− Cl2,
da cui la stima dall’alto. Questo conclude la dimostrazione di (2.27).
Per le altre stime introduciamo la variabile riscalata
z =
l
ε
(1
2
+ x
)
,
e
p(z) = v˙
(εz
l
− 1
2
)
e f(z) = l2V
(εz
l
− 1
2
)
.
L’equazione di Eulero in termini di questa nuova variabile diventa quindi{
−2p¨(z) + σ(p(z)) = f(z)
p(0) = 0, p˙(0) = εl−1v¨
(− 1
2
)
.
(2.30)
Per (2.19) e per (2.27) si ha
|f | ≤ Cl2 e
∣∣∣p˙(0)−√W (0)∣∣∣ ≤ C(l2 + ε
l
)
.
Quindi, per un argomento di confronto, si puo` concludere
|p(z)− q(z)|+ |p˙(z)− q˙(z)| ≤ C
(
l2 +
ε
l
)
, per z ∈ [0, 1].
Per cui, dato che q(1) > 0 e q˙(z) > α > 0 per z ∈ [0, 1], e` facile derivare
(2.28) e (2.29).
Seconda parte.
(i) Esiste una costante C1 tale che, se x¯ e` un minimo locale per v˙, allora
v˙(x¯) ≥ 1− C1l2.
(ii) Esistono costanti C2 e C3, ed esistono due punti x1, x2 ∈
[ − 1
2
, 1
2
]
tali
che
v˙(xi) ≥ 1− C2l2, per i = 1, 2 ,
x1 ≤ −1
2
+ C3 |ln l| ε
l
x2 ≥ 1
2
− C3 |ln l| ε
l
.
Inoltre v˙ e` monotona in
(
− 1
2
, x1
)
e
(
x2,
1
2
)
, rispettivamente crescente
e decrescente.
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(iii) Esiste una costante C tale che
v˙(x¯) ≥ 1− C1l2 per |x| ≤ 1
2
− C |ln l| ε
l
. (2.31)
Dimostrazione della seconda parte. E` chiaro che (iii) deriva da (i) e (ii).
Per dimostrare (i) notiamo che
...
v (x¯) ≥ 0 se v˙ ha un minimo in x¯. Per cui,
dall’equazione di Eulero e da (2.19), si ha
σ(v˙(x¯)) ≥ 2l2V (x¯) ≥ −2l2.
Per la lipschitzinita` di σ si vede che o v˙(x¯) ≥ 1 − Cl2, oppure v˙(x¯) ≤ Cl2.
Nel primo caso non c’e` nulla da dimostrare, quindi assumiamo il secondo.
Dato che v¨(x¯) = 0, dall’equazione integrale deriva∣∣∣∣W (v˙(x¯))−W (0) + ε2l−2v¨(− 12)
∣∣∣∣ ≤ Cl2,
da cui ∣∣∣∣ε2l−2v¨(− 12)
∣∣∣∣ ≤ |W (v˙(x¯))−W (0)|+
+
∣∣∣∣W (v˙(x¯))−W (0) + ε2l−2v¨(− 12)
∣∣∣∣ ≤ C |v˙(x¯)|+ Cl2 ≤ Cl2,
dove abbiamo usato la lipschitzianita` di W . Ma questo contraddice (2.27),
per cui abbiamo dimostrato (i).
Per quanto riguarda (ii), dimostriamo solo la parte dell’enunciato relativa a
x1, l’altra e` del tutto analoga.
Poniamo δ0 =
q(1)
2
e scegliamo x0 ∈
( − 1
2
,−1
2
+ ε
l
)
tale che v˙(x0) = δ0 -
punto che esiste grazie a (2.28). Poniamo δ1 = 1− C2l2, con C2 da scegliere
successivamente: se C2 e` abbastanza grande, per l piccolo, si ha
σ(t) ≤ −4l2 per t ∈ [δ0, δ1], (2.32)
perche´ σ˙(1) > 0. Sia (x0, x1) il massimo intervallo per cui
v˙(x) ∈ (δ0, δ1),
intervallo non degenere grazie al fatto che x0 ∈
( − 1
2
,−1
2
+ ε
l
)
e v¨ > 0 in(− 1
2
,−1
2
+ ε
l
)
, (2.29). Dall’equazione di Eulero, da (2.19) e da quanto appena
visto, (2.32), si ha
2ε2l−2
...
v (x) = σ(v˙(x))− 2l2V (x) ≤ 1
2
σ(v˙(x)) per x ∈ (x0, x1). (2.33)
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Si possono presentare due casi.
Primo caso. Supponiamo che v˙ non ha un massimo locale in (x0, x1), per cui
v˙(x1) = δ1. Moltiplicando la (2.33) per v¨ e integrando per parti, si ottiene
ε2l−2v¨(x)2 − 1
2
W (v˙(x)) ≥
≥ ε2l−2v¨(x1)2 − 1
2
W (v˙(x1)) ≥ −1
2
W (v˙(x1)). (2.34)
Usando la variabile riscalata z, la relazione sopra diventa
p˙(z)2 ≥ 1
2
(
W (p(z))−W (δ1)
)
,
da cui
z1 − z0 ≤
∫ δ1
δ0
√
2dy√
W (y)−W (δ1)
. (2.35)
L’integrale a secondo membro si puo`, pero`, stimare facilmente con C |ln l|,
come facciamo vedere subito dopo, per cui
x1 +
1
2
≤ ε
l
(z1 − zo) + ε
l
≤ C3 ε
l
|ln l| ,
e
v˙(x1) = 1− C2l2,
che e` quello che volevamo.
Per la stima di (2.35), sia δ ∈ (0, 1) tale che W ′′ ≥ c > 0 in [δ, 1]. Dal
momento che W ′(1) = 0, si ha
−W ′(ξ) ≥ c(1− ξ) per ξ ∈ [δ, 1],
da cui
W (y)−W (δ1) = −
∫ δ1
y
W ′(ξ)dξ ≥ c
2
[
(1− y)2 − (1− δ1)2
]
,
e questo permette di maggiorare l’integrale con un integrale di cui e` facile
calcolare il valore.
Nel primo caso resta dunque dimostrata la (ii).
Secondo caso. Nel caso in cui v˙ ha un massimo locale in (x0, x1), si ha
che v(x1) = δ0: infatti, per massimalita`, o v(x1) = δ0 oppure v(x1) = δ1.
In questo ultimo caso v˙ dovrebbe assumere un minimo interno minore di
δ1 = 1 − C2l2 < 1 − Cl2, se C2 > C, il che contraddice (i). La stessa
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argomentazione ci dice che v˙ puo` assumere al piu` un massimo locale in
(x0, x1), diciamo in x2.
Applicando le considerazioni del primo caso agli intervalli (x0, x2) e (x2, x1),
si deduce che
x1 − x2 ≤ C |ln l| ε
l
.
Sia x3 ∈
[
1
2
− ε
l
, 1
2
]
tale che v˙(x3) = δ0 e v¨(x3) < 0 - si veda (2.28) e (2.29).
Necessariamente, per la condizione v¨(x3) < 0, deve essere x1 ≤ x3. Per (i)
x1 = x3, per il fatto che altrimenti v˙ avrebbe un minimo locale minore di δ0.
Quindi
1− 2ε
l
≤ x1 − x0 ≤ C |ln l| ε
l
,
contro il fatto che
l ≤ c e ε ≤ c l|ln l| .
Questo mostra che il secondo caso non puo` presentarsi, e dimostra comple-
tamente (ii).
Terza parte.
Vale (2.24).
Dimostrazione della terza parte. Grazie a (2.19) e (2.31) si ha che
|v˙ − 1| ≤ Cl2 per |x| ≤ 1
2
− C |ln l| ε
l
,
il che grazie all’equazione di Eulero da` la stima per
...
v . Manca solo da vedere
la stima per v¨ che segue per interpolazione. Infatti, usando la variabile
riscalata z, posto a = C |ln l| e b = l
ε
− C |ln l|, per z ∈ [a, b], le stime su v˙ e
...
v si leggono nel modo seguente,
|p(z)− 1| ≤ Cl2 e |p¨(z)| ≤ Cl2.
Quindi per z ∈ [a+ 1, b]∣∣∣∣p˙(z)− ∫ z
z−1
z˙(ζ)dζ
∣∣∣∣ ≤ maxz∈[a,b] |p¨(z)| , (2.36)∣∣∣∣∫ z
z−1
z˙(ζ)dζ
∣∣∣∣ ≤ |p(z)− p(z − 1)| ≤ Cl2. (2.37)
Analogamente per [a, b− 1], per cui in definitiva |p˙| ≤ Cl2, da cui (2.24).
Quarta parte.
Valgono (2.25) e (2.26).
Dimostrazione della quarta parte. Facciamo la dimostrazione nel caso x ∈
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2
, 0
]
, l’altro essendo analogo. In termini della variabile riscalata dobbiamo
dimostrare che
|p(z)− q(z)|+ |p˙(z)− q˙(z)| ≤ Cl2 per z ∈
[
0,
l
2ε
]
.
Consideriamo il primo termine: scegliamo η > 0 tale che σ˙(t) ≥ c per
t ∈ [1− η, 1 + η], e sia z¯ tale che q(z¯) = 1− η.
Innanzitutto miglioriamo un po’ la stima (2.27), mostrando che
|p(0)− q(0)| ≤ Cl2. (2.38)
Per fare cio` sia x¯ un punto di massimo per v˙: allora si ha v¨(x¯) = 0 e, da (i)
della seconda parte, v˙(x¯) ≥ 1− Cl2. Per (2.18) e (2.19) si ha∣∣∣∣ε2l−2v¨(− 12)2 −W (0)
∣∣∣∣ ≤ Cl2,
cioe` (2.38). Analogamente a prima, utilizzando un argomento di confronto,
e considerando le equazioni soddisfatte da p e q, si ha che
|p(z)− q(z)| ≤ Cl2 per z ∈ [0, z¯]. (2.39)
Sia adesso C ′ grande abbastanza e z1 = C ′ |ln l|: allora per la terza parte e
per la convergenza esponenziale di q, si ha che
|p(z)− q(z)| ≤ Cl2 per z ∈
[
z1,
l
2ε
]
.
Inoltre si ha che
p(z) ∈ [1− 2η, 1 + 2η], q(z) ∈ [1− 2η, 1 + 2η], per z ∈ [z¯, z1].
Per q questo e` ovvio per monotonia; per p si noti che (2.39) implica p(z¯) ≥
1− 2η, per l piccoli, e (i) della seconda parte implica che p(z) ≥ 1− 2η per
ogni z ∈ [z¯, z1]. La stima dall’alto la da` invece direttamente (2.19).
Poiche´ σ˙(t) ≥ c per t ∈ [1 − 2η, 1 + 2η] e |p(z)− q(z)| ≤ Cl2 per z = z¯ e
z = z1, per il teorema di confronto dimostrato sotto si ha
|p(z)− q(z)| ≤ Cl2 in [z¯, z1],
ossia, per quanto sopra,
|p(z)− q(z)| ≤ Cl2 in
[
0,
l
2ε
]
.
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Da tale relazione e da
−2q¨ + σ(q) = 0, −2p¨+ σ(p) = f e |f | ≤ Cl2,
si deduce, quindi,
|p¨(z)− q¨(z)| ≤ Cl2 per z ∈
[
0,
l
2ε
]
.
Un argomento di interpolazione analogo a quello utilizzato nella terza parte
fa concludere, come volevamo,
|p˙(z)− q˙(z)| ≤ Cl2 per z ∈
[
0,
l
2ε
]
.
Un teorema di confronto che permette di concludere nella quarta parte e`
il seguente.
Proposizione 2.3.3. Sia σ : R→ R una funzione C1 tale che
0 < α ≤ σ˙ ≤ β in [a, b] ⊂ R;
sia f ∈ L∞((a, b)), y e y0 le soluzioni delle seguenti equazioni,
−y¨ + σ(y) = f,
−y¨0 + σ(y0) = 0,
con
|y(a)− y0(a)| ≤ δ e |y(b)− y0(b)| ≤ δ.
Allora si ha
‖y − y0‖L∞ ≤ α−1 ‖f‖L∞ + δ.
Dimostrazione. La dimostrazione segue dal principio del massimo. Mostria-
mo solo una delle due maggorazioni.
Poniamo
y+ := y0 + α
−1 ‖f‖L∞ + δ.
Per le ipotesi fatte,
y+(x) ≥ y(x) per x = a, b.
Inoltre, poiche´ σ˙ ≥ α, si ha σ(y+) ≥ σ(y0) + ‖f‖L∞ , da cui
−y¨+ + σ(y+) ≥ −y¨0 + σ(y0) + ‖f‖L∞ ≥ −y¨ + σ(y).
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Il principio del massimo da` quindi
y+ ≥ y in [a, b],
ossia una maggiorazione. L’altra e` analoga.
Per completezza, dimostriamo il principio del massimo nel caso da noi uti-
lizzato, che e` un caso particolare, molto semplice, del principio del massimo
per equazioni quasilineari.
Se poniamo I+ =
{
x ∈ [a, b] | y+(x) < y(x)
}
, questo e` un aperto, dato che
H1 si immerge nelle continue, e in I+, per la crescenza di σ, si ha
y¨+ − y¨ ≤ y¨+ − y¨ −
(
σ(y+)− σ(y)
) ≤ 0,
da cui, poiche´ y+ − y = 0 in ∂I+, si ha
y+ − y ≥ 0 in I+,
il che e` assurdo; ne deriva I+ = ∅, cioe` il principio del massimo che volevamo
dimostrare.
Il teorema implica inoltre il seguente corollario.
Corollario 2.3.4. Sotto le stesse ipotesi sopra, si ha
‖v − x‖L2 + ‖v˙ − 1‖L2 +
ε
l
‖v¨‖L2 ≤ C
(ε
l
+ l2
)
, (2.40)
‖σ(v˙)‖L2 ≤ C
(ε
l
+ l2
)
, (2.41)∣∣∣∣E(l)− c0ε− l312
∣∣∣∣ ≤ C(εl + l2)l3. (2.42)
Dimostrazione. Dato che si ha, per (2.19),∫ 1
2
− 1
2
(
v(x)− x)dx = 0,
si ha
‖v − x‖L2 ≤ ‖v˙ − 1‖L2 .
Per stimare il secondo membro, si consideri innanzitutto (2.25), per cui basta
mostrare ∫ 1
2
− 1
2
∣∣∣∣1− q( lε
(
1
2
− |x|
))∣∣∣∣ dx ≤ Cεl .
Ma questo e` facilmente verificabile spezzando l’integrale per le x positive e
quelle negative, e considerando la convergenza esponenziale di q a 1.
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La stima per ‖v¨‖L2 si fa alla stessa maniera, utilizzando (2.26).
La disuguaglianza successiva segue da (2.40), perche´, per (2.19), si ha 0 ≤
v˙ ≤ 2 da cui σ(v˙) ≤ C |v˙ − 1|.
Infine, per (2.40), si ha∫ 1
2
− 1
2
v(x)2dx ≥ 1
12
− C
(ε
l
+ l2
)
.
Per il secondo passo della dimostrazione del teorema 2.5, si ha
m := max
{
v˙(x) | x ∈
[
− 1
2
,
1
2
]}
≥ 1− Cl2,
quindi ∫ 1
2
− 1
2
(
ε2l−1v¨(x)2 + lW (v˙(x))
)
dx ≥ 4εH(m) ≥
≥ 4ε[H(1)− C(1−m)2] ≥ εc0(1− Cl2),
poiche´ H ′(1) =
√
W (1) = 0.
Quindi
E(l) = Jl(v) ≥ c0ε+ l
3
12
− C
(ε
l
+ l2
)
l3,
il che, assieme a (2.9), da` la (2.42).
Unicita` del minimo per Jl
In questo paragrafo ricaviamo, invece, una stima dal basso per il piu` piccolo
autovalore dell’operatore di Eulero-Lagrange linearizzato per il funzionale Jl.
Tale stima ci permettera` di concludere che il minimo di Jl e` unico e che e`
simmetrico, per cui E(l) = E˜(l), il che era uno degli ingredienti principali
nello schiema della dimostrazione.
Il punto principale e` la seguente proposizione, di cui il resto e` conseguenza.
Proposizione 2.3.5. Esistono costanti c1 e λ0 talo che si abbia, per
ε
l
≤ c1,∫ 1
2
− 1
2
(
2ε2l−2ϕ¨(x)2 + σ˙(ql(x))ϕ˙(x)2
)
dx ≥ λ0
∫ 1
2
− 1
2
ϕ˙(x)2dx,
per ogni
ϕ ∈ A =
{
ϕ ∈ H2
((
− 1
2
,
1
2
))
, ϕ˙
(
± 1
2
)
= 0
}
.
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Dimostrazione. Sia L = l
ε
. Con il riscalamento
ψ(x) = ϕ
(εx
l
− 1
2
)
,
quello che dobbiamo dimostrare e` che λL ≥ λ0 > 0 per L ≥ c−11 , dove
λL := inf
{∫ L
0
(
2ψ˙(x)2 + σ˙(q(x))ψ(x)2
)
dx
∣∣ ψ ∈ H10 ((0, L)), ‖ψ‖L2 = 1}.
Considerando ψ definita su tutta la semiretta positiva, ponendola 0 fuori dal
suo insieme di definizione, si vede facilmente che λL e` decrescente in L, per
cui e` sufficiente dimostrare che λ∞ > 0.
Se λ∞ ≥ σ˙(1) non c’e` nulla da dimostrare. In caso contrario, dal fatto che
q(z) → 1 in maniera esponenziale per z → +∞, si verifica che il minimo e`
raggiunto, per cui e` sufficiente provare che∫ ∞
0
(
2ψ˙(x)2 + σ˙(q(x))ψ(x)2
)
dx > 0, (2.43)
per ogni ψ ∈ H1((0,∞)), ψ(0) = 0 e ψ 6= 0.
Per provare cio`, togliendo la condizione ψ(0) = 0, definiamo
µ∞ := inf
{∫ L
0
(
2ψ˙(x)2 + σ˙(q(x))ψ(x)2
)
dx
∣∣ ψ ∈ H1(0, L), ‖ψ‖L2 = 1}.
Dimostriamo che µ∞ = 0 e che il minimo e` raggiunto solo da ψ = ± q˙‖q˙‖L2 , il
che prova (2.43): infatti, poiche´ q˙(0) 6= 0, per unicita` si ha quanto vogliamo
dimostrare.
Ponendo ψ0 = q˙, si trova che µ∞ ≤ 0 ≤ σ˙(1), per cui il minimo e` raggiunto.
Quindi µ∞ e` il piu` piccolo autovalore dell’equazione seguente,
−2ψ¨ + σ˙(q)ψ = µψ :
l’autospazio corrispondente e` unidimensionale e il suo autovettore non cam-
bia segno.
Per ortogonalita`, tutte le altre autofunzioni cambiamo segno, e dato che q˙
e` sempre positiva sulla semiretta positiva, questa deve essere l’autofunzione
del primo autovalore, ossia µ∞ = 0.
Dalla proposizione precedente derivano le conseguenze cui si e` accennato
all’inizio del paragrafo, ossia che il minimo di Jl e` unico e dispari; oltre ad
alcune stime utili per il seguito.
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Teorema 2.6. Esistono costanti c1, c2 e c3 tali che, se
l ≤ c1, ε ≤ c1 l|ln l| ,
si ha:
(i) Jl ha un unico minimo vl ∈ A e vl(x) = −vl(−x);
(ii) se vl e` un minimo per Jl in A, v ∈ A e` una soluzione debole dell’equa-
zione di Eulero, ossia, per ogni ϕ ∈ A,∫ 1
2
− 1
2
(
2ε2l−2v¨(x)ϕ¨(x) + σ(v˙(x))ϕ˙(x) + 2l2ϕ(x)v(x)
)
dx = 0, (2.44)
e
sup |v˙ − ql| ≤ c1, (2.45)
allora v = vl.
(iii) per ogni ϕ ∈ A si ha∫ 1
2
− 1
2
(
2ε2l−2ϕ¨(x)2 + σ˙(v˙l(x))ϕ˙(x)2 + 2l2ϕ(x)2
)
dx ≥
≥ c2
(
ε2l−2
∫ 1
2
− 1
2
ϕ¨(x)2dx+ λ0
∫ 1
2
− 1
2
ϕ˙(x)2dx+ l2
∫ 1
2
− 1
2
ϕ(x)2dx
)
. (2.46)
dove λ0 e` la costante della proposizione precedente.
Dimostrazione. Innazitutto notiamo come (i) discenda da (ii). Infatti, se
v e` un minimo, allora chiaremente e` una soluzione debole dell’equazione di
Eulero (2.44), e soddisfa (2.45) per il teorema (2.5), scelte opportunamente
c1 e c2. Quindi (ii) implica l’unicita` del minimo, che deve essere dispari
perche´ Jl(vl) = Jl(v˜l), con v˜l(x) := −vl(x).
Per dimostrare (ii), sia ϕ := vl − v: sviluppando con Taylor, si ottiene
Jl(vl)− Jl(v)
l
=
∫ 1
2
− 1
2
(
2ε2l−2v¨ϕ¨(x) + σ(v˙(x))ϕ˙(x) + 2l2v(x)ϕ(x)
)
dx+
+
∫ 1
2
− 1
2
(
ε2l−2ϕ¨(x)2 + l2ϕ(x)2
)
dx+
+
∫ 1
2
− 1
2
∫ 1
0
(1− s)σ˙(v˙(x) + sϕ˙(x))ϕ˙(x)2dsdx.
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Il primo integrale e` nullo grazie al fatto che v risolve l’equazione di Eulero
(2.44).
Inoltre, per (2.25) e (2.45), si ha
σ˙(v˙ + sϕ˙) ≥ σ˙(ql)− λ0
4
,
se c1 e` scelto sufficientemente piccolo. Per cui la proposizione 2.3.5 implica
che
0 ≥ Jl(vl)− Jl(v)
l
≥
≥
∫ 1
2
− 1
2
(
ε2l−2ϕ¨(x)2 +
1
2
(
σ˙(ql)− λ0
4
)
ϕ˙(x)2 + l2ϕ(x)2
)
dx ≥
≥
∫ 1
2
− 1
2
(ε2l−2
2
ϕ¨(x)2 +
λ0
8
ϕ˙(x)2 + l2ϕ(x)2
)
dx,
da cui chiaramente ϕ ≡ 0.
Infine (iii) segue da (2.25) e dalla proposizione (2.3.5) in maniera immediata.
Calcolo di E ′′(l)
Dimostriamo in questo paragrafo che la dipendenza dei minimo da l e` suffu-
cientemente regolare e stimiamo opportunamente E ′′(l). Il risultato princi-
pale che dimostriamo e` il seguente.
Teorema 2.7. Esistono due costanti positive c e C con la seguente proprieta`.
Se
l ≤ c e ε ≤ c l|ln l| , (2.47)
allora
E˜(l) = E(l), (2.48)∣∣∣∣E(l)− (εc0 + l312
)∣∣∣∣ ≤ C(εl + l2)l3, (2.49)∣∣∣∣E ′(l)− l24
∣∣∣∣ ≤ C(εl + l2)l2, (2.50)∣∣∣∣E ′′(l)− l2
∣∣∣∣ ≤ C(εl + l2)l. (2.51)
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Per dimostrare questo teorema, mostriamo prima che il minimo vl, che
abbiamo gia` dimostrato essere unico, dipende in maniere differenziabile da
l. Come prima poniamo
A =
{
ϕ ∈ H2
((
− 1
2
,
1
2
))
, ϕ˙
(
± 1
2
)
= 0
}
⊂ L2
((
− 1
2
,
1
2
))
, (2.52)
munito della norma H2; e sia A′ il suo duale, ossia il completamento di L2
con la norma duale
‖f‖A′ = sup
{∫ 1
2
− 1
2
f(x)ϕ(x)dx
∣∣ ϕ ∈ A, ‖ϕ‖H2 = 1}.
Sia ε sufficientemente piccolo e
U =
{
l ∈ (0, 1) | l < c, e l|ln l| > c
−1ε
}
, (2.53)
dove c e` scelto in modo tale che valgano le concusioni del teorema 2.5 e del
teorema 2.6.
Sia vl l’unico minimo in A di Jl, e donotiamo con
Ll : A→ A′
l’operatore di Lagrange linearizzato intorno a vl, ossia, per ogni w,ϕ ∈ A,
〈Llw,ϕ〉A′,A =
∫ 1
2
− 1
2
(
2ε2l−2w¨(x)ϕ¨(x) + σ˙(v˙l(x))w˙(x)ϕ˙(x)
)
dx+
+
∫ 1
2
− 1
2
2l2w(x)ϕ(x)dx, (2.54)
e poniamo fl ∈ A′ definito come segue,
〈fl, ϕ〉A′,A =
∫ 1
2
− 1
2
(− 4ε2l−3v¨l(x)ϕ¨(x) + 4lvl(x)ϕ(x))dx. (2.55)
Il risultato di dipendenza regolare e` contenuto nel teorema seguente.
Teorema 2.8. L’applicazione Φ : U → A, definita da Φ(l) = vl, appartiene
a C1(U ;A) e la derivata,
wl =
d
dl
vl ∈ A,
e` l’unica soluzione dell’equazione in A′
Llwl + fl = 0. (2.56)
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La dimostrazione di questo teorema segue dal teorema della funzione
implicita, che per i nostri scopi puo` essere enunciato come segue.
Teorema della funzione implicita. Siano X e Y due spazi di Banach, e
sia U ⊂ R aperto. Sia F : U ×X → Y una applicazione C1.
Sia inoltre (l0, v0) ∈ U ×X tale che
F (l0, v0) = 0,
e supponiamo che l’operatore lineare
L0 =
∂F
∂v |(l0,v0)
: X → Y
sia limitato e invertibile con inverso pure limitato.
Allora esiste un intorno U0 di l0 e una applicazione φ ∈ C1(U0;X) tali che
φ(l0) = v0, F (l, φ(l)) = 0 per l ∈ U0,
e w = d
dl
φ(l0) e` l’unica soluzione di
L0w +
∂F
∂l
(l0, v0) = 0.
Dimostrazione del teorema 2.8. Siano U e X := A come sopra, (2.52) e
(2.53), Y := A′ e F : U × A → A′ l’operatore di Eulero-Lagrange, cioe` per
ogni ϕ ∈ A
〈F (l, v), ϕ〉A′,A =
∫ 1
2
− 1
2
(
2ε2l−2v¨(x)ϕ¨(x) + σ(v˙(x))ϕ˙(x) + 2l2v(x)ϕ(x)
)
dx.
Si nota facilmente che F ∈ C1(U × X, Y ) - e` suffuciente dimostrare che
l’applicazione v 7→ σ(v˙) e` continua da C1, quindi H2, a C0.
Inoltre per i minimi vl si ha che
F (l, vl) = 0,
∂F
∂v |(l,vl)
= Ll e
∂F
∂l
(l, v) = fl.
La forma quadratica ϕ 7→ 〈Llϕ, ϕ〉 e` limitata dall’alto e, da (2.46), si ha
anche il controllo dal basso
〈Llϕ, ϕ〉 ≥ Cε,l ‖ϕ‖H2 ,
per cui, per il teorema di Lax-Milgram, Ll e` invertibile con inversa continua.
Sia l0 ∈ U : per il teorema della funzione implicita, esiste un intorno U0 di l0
e una funzione φ ∈ C1(U0;X) tali che si abbia
φ(l0) = v0 e F (l, φ(l)) = 0.
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Poniamo v˜l := φ(l): resta solo da dimostrare che v˜l = vl, ossia che v˜l sono
minimi per l’energia Jl.
Per le immersioni di Sobolev si ha
sup
∣∣ ˙˜vl − v˙l0∣∣ ≤ ‖v˜l − vl0‖H2 → 0 per l→ 0,
e per verifica diretta si ha
sup |ql − ql0| → 0 per l→ 0.
Combinando queste due con (2.25), si ottiene
sup |v˙l − ql| < c1,
per |l − l0| sufficientemente piccolo. Per cui, per il teorema 2.6 (ii), si con-
clude che v˜l = vl, come volevamo dimostrare. 
Per calcolare E ′′(l), c’e` bisogno di calcolare con una buona approssima-
zione wl =
d
dl
vl. Una derivazione formale di (2.25) suggerisce che
w˙l(x) ≈ 1
ε
(1
2
− |x|
)
q˙
( l
ε
(1
2
− |x|
))
≈ 1
l
(
x− sgnx
2
)
v¨(x).
Per evitare la non differenziabilita` della funzione segno, prendiamo
ψ ∈ C2
([
− 1
2
,
1
2
])
dispari,
con
ψ
(
± 1
2
)
= ±1
2
e ψ˙(x) = ψ¨(x) = 0 per |x| > 1
4
.
Da adesso in avanti scriviamo w, v e f , per wl, vl e fl, e poniamo
w0(x) = l−1
[
(x− ψ(x))v˙(x)−
∫ x
0
(1− ψ˙(ξ))v˙(ξ)dξ
]
, (2.57)
per cui
w˙0(x) = l−1(x− ψ(x))v¨(x), (2.58)
w¨0(x) = l−1
[
(1− ψ˙(x))v¨(x) + (x− ψ(x))...v (x)]. (2.59)
L’approssimazione necessaria e` data dal lemma seguente.
Lemma 2.3.6. Supponiamo che (2.47) valga per c sufficientemente piccolo,
e sia w una soluzione di (2.56). Allora
εl−1
∥∥w¨ − w¨0∥∥
L2
+
∥∥w˙ − w˙0∥∥
L2
+
∥∥w − w0∥∥
L2
≤ Cl2. (2.60)
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Dimostrazione. Poniamo
W 0(x) =
∫ x
− 1
2
w0(ξ)dξ e V (x) =
∫ x
− 1
2
v(ξ)dξ.
Notiamo che W 0
(
− 1
2
)
= W 0
(
1
2
)
= 0, perche´ w0 e` dispari - si veda il
teorema 2.6 (ii).
Inoltre ∣∣W 0∣∣ ≤ Cl−1. (2.61)
La definizione di w0 e un’integrazione per parti da`
T :=
∫ 1
2
− 1
2
[
2ε2l−2w¨0(x)ϕ¨(x) + σ˙(v˙(x))w˙0(x)ϕ˙(x)
]
dx =
=
∫ 1
2
− 1
2
[
2ε2l−3(1− ψ˙(x))v¨(x)ϕ¨(x) + 2ε2l−3(x− ψ(x))...v (x)ϕ¨(x) +
+l−1(x− ψ(x))σ˙(v˙(x))ϕ˙(x)]dx =
=
∫ 1
2
− 1
2
[
2ε2l−3(1− ψ˙(x))v¨(x)ϕ¨(x)− 2ε2l−3(1− ψ˙(x))...v (x)ϕ˙(x) +
−2ε2l−3(x− ψ(x))....v (x)ϕ˙(x) + l−1(x− ψ(x))σ˙(v˙(x))ϕ˙(x)]dx.
L’equazione di Eulero per v - si differenzi (2.17) - e un’ulteriore integrazione
per parti al secondo termine danno
T =
∫ 1
2
− 1
2
[
2ε2l−3(1− ψ˙(x))v¨(x)ϕ¨(x)− 2ε2l−3ψ¨(x)v¨(x)ϕ˙(x) +
+2l(x− ψ(x))v(x)ϕ˙(x)]dx.
Quindi, per (2.54) e (2.55), si ha
〈Lw0 + f, ϕ〉 =
∫ 1
2
− 1
2
g(x)ϕ˙(x)dx,
con
g(x) = (4ε2l−3ψ˙v¨)′(x)− 2ε2l−3ψ¨(x)v¨(x) +
+2l(x− ψ(x))v(x)− 2l2W 0(x)− 4lV (x) =
= 4ε2l−3ψ˙(x)
...
v (x) + 2ε2l−3ψ¨(x)v¨(x) +
+2l(x− ψ(x))v(x)− 2l2W 0(x)− 4lV (x).
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Dato che per il teorema 2.8 〈Lw + f, ϕ〉 = 0, si ha
〈L(w − w0), ϕ〉 = −
∫ 1
2
− 1
2
g(x)ϕ˙(x)dx.
Poiche´ ψ˙ = 0 per |x| > 1
4
, applicando (2.17), (2.19), (2.25), (2.26) e (2.61),
si deduce che
|g| ≤ Cl.
Da cui, ponendo ϕ = w − w0, e applicando il teorema 2.6 (iii), segue
ε2l−2
∥∥w¨ − w¨0∥∥2
L2
+
∥∥w˙ − w˙0∥∥2
L2
≤
≤ Cl ∥∥w˙ − w˙0∥∥
L2
≤ 1
2
∥∥w˙ − w˙0∥∥2
L2
+ Cl2,
il che da` la stima per w¨ − w¨0 e w˙ − w˙0.
Infine, scegliendo ϕ =cost, si vede che w − w0 ha media nulla, per cui si ha∥∥w − w0∥∥
L2
≤ C ∥∥w˙ − w˙0∥∥
L2
,
e questo conclude la dimostrazione.
Grazie a questo lemma possiamo dare la dimostrazione del teorema 2.7.
Dimostrazione teorema 2.7. Le prime due disuguaglianze (2.48) e (2.49) sono
gia` state dimostrate rispettivamente nel teorema 2.6 (i) e nel corollario 2.3.4.
Per dimostrare le restanti disuguaglianze, poniamo
wl =
d
dl
vl,
e calcoliamo
E ′(l) =
d
dl
Jl(vl) =
( ∂
∂l
Jl
)
(vl) + (δJl)(vl)wl =
=
∫ 1
2
− 1
2
(− ε2l−2v¨l(x)2 +W (v˙l(x)) + 3l2vl(x)2)dx,
perche´ la variazione δJl e` nulla, essendo vl un minimo.
Analogamente
E ′′(l) =
∫ 1
2
− 1
2
(
2ε2l−3v¨l(x)2 + 6lvl(x)2
)
dx+
+
∫ 1
2
− 1
2
(− 2ε2l−2v¨l(x)w¨l(x) + σ(v˙l(x))w˙l(x) + 6l2vl(x)wl(x))dx. (2.62)
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In quanto segue scriviamo v e w per vl e wl.
Per stimare E ′(l), notiamo che∣∣∣∣∣3l2
∫ 1
2
− 1
2
v(x)2dx− l
2
4
∣∣∣∣∣ ≤ Cl2(εl + l2), (2.63)
come segue da (2.40) e dal fatto che∫ 1
2
− 1
2
x2dx =
1
12
.
Inoltre, poiche´
−ε2l−2q˙l(x)2 +W (ql(x)) = 0 per x 6= 0,
come e` facile verificare dall’equazione differenziale che definisce q, per (2.25),
(2.26), (2.40) e (2.41), facendo uno sviluppo di Taylor intorno a ql, si ha∣∣∣∣∣
∫ 1
2
− 1
2
(− ε2l−2v¨(x)2 +W (v˙(x)))dx∣∣∣∣∣ ≤
≤ Cl2
∫ 1
2
− 1
2
[
εl−1 |v¨(x)|+ |σ(v˙(x))| ]dx+ Cl4 ≤
≤ Cl2
(ε
l
+ l2
)
,
che assieme alla stima sopra da` la dimostrazione di (2.50).
Per stimare E ′′(l), poniamo w1 = w − w0, con w0 come in (2.57). Allora
E ′′(l) = T1 + T2 + T3 + T4 +
l
2
,
con
T1 =
∫ 1
2
− 1
2
[− 2ε2l−2v¨(x)w¨1(x) + σ(v˙(x))w˙1(x) + 6l2v(x)w1(x)]dx,
T2 =
∫ 1
2
− 1
2
6l2v(x)w0(x)dx,
T3 =
∫ 1
2
− 1
2
[
2ε2l−3v¨(x)2 − 2ε2l−2v¨(x)w¨0(x) + σ(v˙(x))w˙0(x)]dx,
T4 =
∫ 1
2
− 1
2
6lv(x)2dx− l
2
.
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Grazie al lemma 2.3.6, a (2.19), (2.40) e (2.41), si ha
|T1| ≤ Cl
(ε
l
+ l2
)
.
Prendendo in considerazione il fatto che V (x) e x − ψ(x) sono nulli per
x = ±1
2
, con un’integrazione per parti, (2.40) e (2.58), si vede che
|T2| =
∣∣∣∣∣
∫ 1
2
− 1
2
6l2V (x)w˙0(x)dx
∣∣∣∣∣ =
=
∣∣∣∣∣
∫ 1
2
− 1
2
6lV (x)(x− ψ(x))v¨(x)dx
∣∣∣∣∣ = (2.64)
=
∣∣∣∣∣
∫ 1
2
− 1
2
[
6lv(x)(x− ψ(x)) + V (x)(1− ψ˙(x))(v˙(x)− 1)]dx∣∣∣∣∣ ≤
≤ Cl
(ε
l
+ l2
)
.
T3 si stima invece utilizzando (2.17), (2.58) e (2.59),
T3 =
∫ 1
2
− 1
2
[
2ε2l−3v¨(x)2 − 2ε2l−2v¨(x)w¨0(x) + σ(v˙(x))w˙0(x)]dx =
=
∫ 1
2
− 1
2
[
2ε2l−3ψ˙(x)v¨(x)2 − 2ε2l−3v¨(x)(x− ψ(x))...v (x) +
+l−1σ(v˙(x))(x− ψ(x))v¨(x)]dx =
=
∫ 1
2
− 1
2
2ε2l−3ψ˙(x)v¨(x)2dx+
∫ 1
2
− 1
2
2lV (x)(x− ψ(x))v¨(x)dx.
Il secondo termine e` stato gia` stimato in (2.64); il primo, poiche´
∣∣∣ψ˙v¨2∣∣∣ ≤
l6ε−2, per (2.26) e perche´ ψ˙ = 0 per |x| > 1
4
, e` invece limitato da Cl3. Per
cui in definitiva
|T3| ≤ Cl
(ε
l
+ l2
)
.
Infine, per (2.63),
|T4| ≤ Cl
(ε
l
+ l2
)
.
Quindi (2.51) e` dimostrato, e con essa il teorema. 
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Dimostrazione del teorema
Siamo adesso pronti per la dimostrazione del teorema principale.
Dividiamo la dimostrazioni in quattro parti. Abbiamo gia` visto come la
stretta convessita` di E(l) ci permette di concludere: questa pero` in generale
non e` vera, ma lo e` solo per determinati valori di l, vedi (2.4); per cui c’e`
bisogno di un argomento di separazione di scala che esponiamo nella terza
parte della dimostrazione.
Nelle prime due parti diamo un limite superiore per i minimi di Fl, vedi
(2.1); nella quarta si discutera`, invece, l’unicita` dei minimi.
Premettiamo un risultato tecnico che verra` utilizzato nella dimostrazione del
teorema.
Proposizione 2.3.7. Esistono costanti positive ε0 e c1 tali che vale quanto
segue. Per ogni ε < ε0, se u e` un minimo per Fε in H
2
per e
u˙(x1) = u˙(x2) = 0, ±u ≥ 0 in [x1, x2],
allora ∫ x2
x1
[
ε2u¨(x)2 +W (u˙(x)) + u(x)2
]
dx ≥ c1ε.
Dimostrazione. La tesi della proposizione e` ovvia se x2 − x1 ≥ ε, grazie
a (2.10). Quindi resta da considerare solo il caso in cui tale intervallo e`
piccolo. Mostriamo che per l’energia e` piu` favorevole rimuovere tutti gli
intervalli piccoli, per cui questo caso non puo` presentarsi.
Senza ledere la generalita` supponiamo che u˙ ≥ 0 in [x1, x2], e poniamo
E =
∫ x2
x1
[
ε2u¨(x)2 +W (u˙(x)) + u(x)2
]
dx.
Supponiamo per assurdo che E ≤ c1ε, con c1 una opportuna costante che
fissiamo successivamente.
Per la stima di Modica e Mortola, si ha
u˙ ≤ CH(u˙) ≤ ε−1CE ≤ c1C,
usando il fatto che H(t) ≥ C−1t, come e` facile verificare.
Scegliamo c1 in maniera tale che
c1C ≤ 1
2
.
Allora W (u˙) ≥ W(1
2
)
, da cui
l := x2 − x1 ≤ CE ≤ Cε.
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Partendo da queste considerazioni, mostriamo che se rimuoviamo la parte di
funzione tra x1 e x2 otteniamo funzioni con energia minore, il che e` assurdo
per il fatto che u e` un minimo.
Possiamo benissimo assumere che x1 > 0 e x2 < 1; poniamo
η :=
∫ x2
x1
u˙(x)dx,
e definiamo w : [0, 1− l]→ R come segue
w(x) =
{
u˙(x) + η(1− l)−1, se x ≤ x1,
u˙(x+ l) + η(1− l)−1, se x > x1 :
(2.65)
notiamo che w e` continua in x1, w(1− l)− w(0) = u˙(1)− u˙(0) = 0, e
|η| ≤ 1
2
l ≤ CE.
Per x ∈ [0, 1− l] definiamo
uˆ(x) = u(0) +
∫ x
0
w(ξ)dξ.
Notiamo che ˙ˆu = w, e per definizione di η si ha
uˆ(1− l) = u(1) = u(0) = uˆ(0).
Inoltre,
|uˆ(x)− u(x)| ≤ η(1− l)−1x ≤ η, se x ≤ x1,
|uˆ(x)− u(x+ l)| ≤ η(1− l)−1(1− l − x) ≤ η, se x ≥ x1.
Considerando che σ(t) ≤ C√W (t) per |t| ≤ 2−1, si ha∫ 1−l
0
[
ε2 ¨ˆu(x)2 +W ( ˙ˆu(x)) + uˆ(x)2
]
dx ≤
≤
∫ x1
0
[
ε2u¨(x)2 +W (u˙(x)) + u(x)2
]
dx+
+
∫ 1
x2
[
ε2u¨(x)2 +W (u˙(x)) + u(x)2
]
dx+
+2η
∫ 1
0
|u(x)| dx+ η2 +
∫ 1
0
2 |σ(u˙(x))| η
1− l dx+ C
( η
1− l
)2
≤
≤ Fε(u)− E + Cη
(
Fε(u)
) 1
2 + Cη2 ≤ Fε(u)− E
2
,
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dal momento che Fε(u) ≤ Cε 23  1 e η ≤ CE - ricordiamo che per assurdo
E ≤ c1ε.
Poniamo quindi
u˜(x) = (1− l)−1uˆ((1− l)x) ∈ H2per((0, 1)),
e calcoliamo
Fε(u˜) =
∫ 1−l
0
[
ε2(1− l)¨ˆu(x)2 + (1− l)−1W ( ˙ˆu(x)) + (1− l)−3uˆ(x)2]dx ≤
≤ (1 + Cl)
∫ 1−l
0
[
ε2 ¨ˆu(x)2 +W ( ˙ˆu(x)) + uˆ(x)2
]
dx ≤
≤ Fε(u) + ClFε(u)− E
2
≤ Fε(u) + E(CFε(u)− 1
2
) < Fε(u),
perche´ Fε(u) 1, che e` l’assurdo cercato.
Passiamo adesso alla dimostrazione del teorema.
Dimostrazione del teorema 2.3. Ricordiamo che
E0 = min
{
2NE˜
( 1
2N
)
| N ∈ N
}
,
con E˜(l) definito da (2.6).
Prima parte.
Si ponga
E1 = min
{
2NE
( 1
2N
)
| N ∈ N
}
. (2.66)
Allora si ha
E0 = E1.
Dimostrazione della prima parte. Notiamo innanzitutto che E1 ≤ E0 e che
il minimo in (2.66) e` raggiunto, perche´ per N ≥ ε−1, considerando (2.10),
si ha che (2.66) e` maggiore di una costante c indipendente da ε, mentre la
scelta N ∼ ε− 13 , per (2.9), da` E1 ≤ Cε 23 .
Quindi se N0 da` il minimo si ha, in virtu` dell’argomento precedente, N0 <
ε−1; da cui, per (2.10) e (2.11),
E0 ≥ c(N0ε+N−20 ).
Unendo questo informzione al controllo dall’alto dell’energia, si ha
cε−
1
3 ≤ N0 ≤ Cε− 13 :
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possiamo percio` applicare il teorema 2.7 con l = (2N0)
−1, e concludere per
(2.48).
Seconda parte.
min
{
F (u) | u ∈ H2per
} ≤ E0.
Dimostrazione della seconda parte. Tale punto deriva direttamente da quan-
to fatto in precedenza. Si ponga l0 = (2N0)
−1, con N0 come sopra, e sia v0
il corrispondente minimo per Jl0 .
Per il teorema 2.6, v0 e` dispari, per cui si puo` estendere in maniera antipe-
riodica a tutta la retta. Poniamo
u(x) = l0v0(l
−1
0 x),
e` notiamo che
u(x+ l0) = −u(x),
e, utilizzando il fatto che v0 e` dispari,
F (u) = 2N0
∫ 1
2N0
0
[
ε2u¨(x) +W (u˙(x)) + u(x)2
]
dx =
= 2N0E
( 1
2N0
)
= E0, (2.67)
il che dimostra la seconda parte.
Notiamo altres`ı che
u(0) = u
(1
2
)
, (2.68)
u
(1
2
− x
)
= −u
(1
2
+ x
)
. (2.69)
Terza parte.
min
{
F (u) | u ∈ H2per
} ≥ E0.
Dimostrazione della terza parte. Sia
Eˆ0 = min
{
l−1E(l) | l ∈ (0, 1)} :
come nella dimostrazione della prima parte si ha che Eˆ0 ∼ ε 23 , e il minimo e`
raggiunto per un l0 ∼ ε 13 .
Se poniamo
f(l) = l−1E(l),
da (2.49)-(2.51) segue che
f ′′(l) ≥ 1
12
se cε
1
3 ≤ l ≤ Cε 13 . (2.70)
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Quindi l0 e` unico e inoltre
E0 − Eˆ0 ≤ Cmin
{ ∣∣∣∣l0 − 12N
∣∣∣∣2 | N ∈ N} ≤ Cε 43 . (2.71)
Sia u un minimo per F in H2per: u ∈ C4((0, 1)) e risolve l’equazione di Eulero
2ε2
....
u − (σ(u˙))′ + 2u = 0.
Ne deriva che l’insieme {
x ∈ [0, 1] | u˙(x) = 0}
e` composto da un numero finito di punti: infatti, se cos`ı non fosse, avrebbe
un punto di accumulazione in cui tutte le derivate di ordine minore o uguale
a 4 sarebbero nulle, il che, unitamente all’equazione, ci dice che u ≡ 0, contro
il fatto che la costante nulla non e` un minimo.
Siano quindi 0 < x1 < . . . < x2N < 1 i punti in cui u˙ cambia segno,
necessariamente in numero pari per periodicita`, e supponiamo per invarianza
per traslazioni che u˙(0) = u˙(1) 6= 0. Poniamo
li = xi+1 − xi, per i = 1, . . . , 2N,
dove abbiamo posto x2N+1 = x1.
Per definizione di E(l), usando la simmetria di W , si ha che
Fi :=
∫ xi+1
xi
(
ε2u¨(x) +W (u˙(x)) + u(x)2
)
dx ≥ E(li). (2.72)
Inoltre, per la proposizione 2.3.7 dimostrata sopra,
Fi ≥ cε.
Quindi si ha, per periodicita`,
F (u) =
2N∑
i=1
Fi ≥
2N∑
i=1
max
{
E(li), cε
}
. (2.73)
A questo punto interviene la convessita` di E(l): come abbiamo pero` visto,
tale convessita` non vale per ogni l ma solo per quelli che soddisfano (2.47).
Se sapessimo che questo e` il caso per ogni li potremmo concludere che
F (u) ≥
2N∑
i=1
E(li) ≥ 2NE
( 1
2N
)
≥ E0. (2.74)
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Per mostrare che le cose stanno di fatto cos`ı, assumiamo da adesso in poi
che l ≤ c, con c piccola in modo tale che valgano (2.11), i teoremi 2.5, 2.6
e 2.7. Possiamo assumere inoltre che F (u) ≤ E0 ≤ Cε 23 e 2N ≤ Cε− 13 , per
(2.10).
Poniamo
I1 =
{
i | li|ln li| ≥ c
−1ε, 1 ≤ i ≤ 2N
}
,
I2 =
{
i | li|ln li| < c
−1ε, 1 ≤ i ≤ 2N
}
.
Quello che serve mostre e` che I2 = ∅.
Per assurdo sia I2 6= ∅ e poniamo
m = card(I2) e d =
∑
i∈I2
li.
Per (2.10) si ha
E(li) ≥ c li|ln li| , per i ∈ I2,
e per (2.51),
E ′′(l) > 0, per
l
|ln l| ≥ c
−1ε.
Utilizzando la convessita` dell’applicazione x 7→ x|lnx| per x ∈ (0, 1), e la
proposizione 2.3.7, si ha
F (u) ≥
∑
i∈I1
E(li) +
∑
i∈I2
E(li) + cε
2
≥
≥ (2N −m)E
( 1− d
2N −m
)
+ cm
d
m∣∣ln( d
m
)
∣∣ + cεm ≥
≥ (1− d)Eˆ0 + c d|ln d|+ |lnm| + cεm.
Poiche´ m ≤ 2N ≤ Cε− 13 , si ha
E0 − Eˆ0 ≥
( c
|ln d|+ |lnm| − Eˆ0
)
d+ cεm.
Dato che Eˆ0 ∼ ε 23 , per ε piccoli il primo addendo nel membro destro e`
positivo se d ≥ ε, altrimenti e` comunque maggiore di −Eˆ0ε ≥ Cε 53 ; quindi,
per (2.71), si ha
cεm ≤ Cε 43 ,
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cioe`
m ≤ Cε 13 ,
da cui m = 0, ossia I2 = ∅ come volevamo dimostrare.
Quarta parte.
Ogni minimo di Fε in H
2
per((0, 1)) e` periodico di periodo
Pε = 2(6c0)
1
3 ε
1
3 +O(ε
2
3 ).
Inoltre per ogni ε > 0 ci sono al piu` due minimi a meno di traslazioni.
Dimostarzione della quarta parte. Come sopra sia u un minimo per Fε, e sia
0 < x1 < . . . < x2N < 1
i punti in cui u˙ cambia segno. Per (2.72), (2.74) e per la seconda e terza
parte, si ha
E0 ≥ Fε(u) ≥
2N∑
i=1
Fi ≥
2N∑
i=1
E(li) ≥ 2NE
( 1
2N
)
≥ E0. (2.75)
Per la stretta convessita` nel dominio opportuno, si puo` dedurre che
li =
1
2N
per i = 1, . . . , 2N,
e
E0 = 2NE
( 1
2N
)
= f
( 1
2N
)
, Fi = E
( 1
2N
)
per i = 1, . . . , 2N. (2.76)
Riscalando come segue,
v(x) = l−1i u
(
lix+
xi + xi+1
2
)
,
per il teorema 2.6, si vede che u|[xi,xi+1] e` determinata in maniera univoca
a meno di un segno, e che u e` antiperiodica con periodo N−1. Quindi nel
complesso, ad N fissato, u e` unica a meno di traslazioni e cambi di segno,
che poi non sono altro che traslazioni di un multiplo intero di 1
2N
.
Dato che E0 = f
(
1
2N
)
puo` avere al piu` due soluzioni, per (2.70), si conclude
che i minimi, a meno di traslazioni, sono al piu` due.
Per stimare il periodo 1
N
, notiamo che il valore l0 che realizza il minimo di
f(l) soddisfa
0 = f ′(l0) = l−10 E
′(l0)− l−20 E(l0) =
=
l0
6
− ε
l20
c0 +O(ε),
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dove abbiamo usato (2.49), (2.50) e il fatto che l0 ∼ ε 13 . La relazione
precedente ci dice che
l0 = (6c0ε)
1
3 +O(ε). (2.77)
Poiche´ N e` la parte intera di 1
2l0
o l’intero successivo, da (2.70) si deduce
1
N
= 2l0 +O(ε
2
3 ) = 2(6c0ε)
1
3 +O(ε
2
3 ),
il che conclude la dimostrazione della quarta parte.
Per dimostrare il teorema resta da verificare, per (2.49), (2.71) e (2.77), che
si ha
E0 = f(l0) +O(ε
4
3 ) =
1
4
(6c0ε)
2
3 +O(ε
4
3 ).
Per vedere che l’unicita` del minimo e` una proprieta` generale, si puo` mostrare
che, se ε e l soddisfano (2.4), allora
∂2
∂ε∂l
f(ε, l) < 0,
dove f(ε, l) = l−1E(ε, l): infatti questo implica che per ogni N esiste al piu`
un ε per cui
0 = f
(
ε,
1
N
)
+ f
(
ε,
1
N + 1
)
=
∫ 1
N
1
N+1
∂f
∂l
(ε, λ)dλ,
ossia che esiste al piu` una quantita` numerabile di valori di ε per cui la
soluzione non e` unica.
Questa stima puo` essere fatta analogamente a prima, basta stimare ∂
∂ε
E e
∂2
∂ε∂l
E(ε, l): omettiamo di riportare i conti.
Con questo resta conclusa la dimostrazione del teorema 2.3. 
La dimostrazione del teorema 2.4 e` a questo punto molto semplice, e si
riconduce a quella del teorema precedente.
Infatti, grazie a (iii) del teorema 2.3, riscalando opportunamente di possono
ricondurre i minimi del caso periodico a minimi con dato nullo al bordo e
viceversa, per cui si puo` applicare il terorma precedente.
Per mostrare cio` in dettaglio, introduciamo le notazioni seguenti.
Data u ∈ H2((0, 1))∩H10 ((0, 1), si estenda in modo antisimmetrico in (0, 2),
ossia
u(2− x) = −u(x) per x ∈ (0, 1).
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Si ha quindi u ∈ H2per((0, 2)), e definiamo
u](x) =
u(2x)
2
, per x ∈ (0, 1),
Fε,](v) = 4
∫ 1
0
[(ε
4
)2
v¨(x)2 +
W (v˙(x))
4
+ v(x)2
]
dx :
notiamo che con le definizioni date si ha
Fε(u) = Fε,](u]).
Il punto principale e` il seguente facile lemma, conseguenza di (iii) del teorema
2.3.
Lemma 2.3.8. Per ε sufficientemente piccolo si ha
min
u∈H2∩H10
Fε(u) = min
v∈H2per
Fε,](v).
Inoltre, u ∈ H2 ∩H10 e` un minimo se e solo se u] e` un minimo per Fε,].
Dimostrazione. Chiaramente, dal conto fatto sopra, dato che u] ∈ H2per, si
ha
min
H2per
Fε,] ≤ min
H2∩H10
Fε.
Per la disuguaglianza opposta, si consideri w ∈ H2per un minimo per Fε:
grazie al teorema 2.3 (iii), si puo` considerare
w(0) = w
(1
2
)
= 0 e w
(1
2
− x
)
= −w
(1
2
+ x
)
, x ∈
[
0,
1
2
]
.
Ponendo allora
u(x) = 2w
(x
2
)
,
si vede che u ∈ H2((0, 1)) ∩ H10 ((0, 1)) e u] = w, per cui si ha anche la
disuguaglianza opposta
min
H2∩H10
Fε ≤ min
H2per
Fε,].
La dimostrazione del teorema 2.4 e` adesso immediata.
Dimostarzione del teorema 2.4. Sia u un minimo per Fε in H
2 ∩H10 , e sia u]
come sopra: per quanto visto u] e` un minimo per Fε,], per cui per il teorema
2.3 e` periodico di periodo
P] = 2
(
6c0,]
ε
4
) 1
3
+O(ε
2
3 ) = (6c0ε)
1
3 +O(ε
2
3 ),
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dove
c0,] = 2
∫ 1
−1
√
W (x)
4
dx =
c0
2
.
Da cui si deduce, tornando a u, che e` periodica di periodo 2P], come volevamo
dimostrare.
Per quanto concerne l’unicita` della soluzione, siano u e v due minimi, tali
che v 6= u e v 6= −u.
Dimostriamo che queste assunzioni implicano che u] e v] non possono differire
per una traslazione. Infatti, per come e` stata costruita la soluzione, si ha che
in ogni mezzo periodo i minimi hanno esattamente un solo zero, per cui la
condizione che u]
(
1
2
)
= v]
(
1
2
)
= 0 implica che, se le due funzioni differiscono
per una traslazione, questa deve essere di un multiplo del semiperiodo. Ma
in questo caso v] = u] o v] = −u], contro le ipotesi fatte.
Ne deriva quindi che i minimi sono generalmente due, ±u, tranne al piu` una
quantita` numerabile di casi, quelli in cui i minimi del problema periodico
non sono unici, in cui sono quattro. Questo conclude la dimostrazione del
teorema. 

Capitolo 3
Distribuzione uniforme
dell’energia
Alla luce dei risultati di perfetta periodicita` ottenuti nel caso unidimensiona-
le, la questione che si pone successivamente e` capire se tale proprieta`, ossia
il forzare i minimi ad assumere una struttura periodica, e` peculiare della
dimensione uno ovvero e` una proprieta` del funzionale introdotto da Otha e
Kawasaki anche nel caso generale di piu` dimensioni - che e` poi il caso piu`
significativo per quanto concerne l’applicazione fisica illustrata nel primo ca-
pitolo.
Quello che presentiamo e` un risultato parziale di periodicita`, ben piu` debole
del risultato di periodicita` esatta dimostrato nel caso unidimensionale: quel-
la che dimostriamo e` una periodicita` in termini di distribuzione di energia,
nel senso che verra` esplicitato piu` avanti. Al momento non e` noto se i minimi
del funzionale in questione sono esattamente periodici nel caso di piu` dimen-
sioni; l’unico studio in questo senso a nostra conoscenza, che comunque e`
viziato dal considerare solo strutture periodiche, e quindi ben lungi dal dare
una risposta al quesito nella sua generalita`, e` quello di Chen e Oshita [4], in
cui si discute il caso bidimensionale e si dimostra che tra determinate strut-
ture periodiche, e per determinati valori del parametro m, quella a reticolo
esagonale e` la struttura con minor energia.
Il risultato discusso in questo capitolo, sebbene piu` debole, e` del tutto gene-
rale, nel senso che non si basa su delle supposizioni fatte a priori sulla strut-
tura dei minimi; inoltre e` pure ottimale - in un senso che verra` esplicitato
piu` avanti - per quanto concerne la stima di peridicita` che fornisce.
Le difficolta` che si incontrano nell’affrontare questo problema risiedono
in ultima analisi nel fatto che il funzionale in questione presenta un termine
non locale, ossia un termine che non si esprime come integrale di una fun-
zione del parametro di densita` u, ma che dipende complessivamente dalla
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funzione nell’intero dominio. Termine questo che, da come e` chiaro dallo
studio in dimensione uno - dove pero` la “non localita`” e` fittizia -, costituisce
il motivo precipuo della formazione di strutture periodiche, ossia e` la parte
del funzionale che preferisce una commistione tra le due fasi.
A differenza del caso unidimensionale, dove l’analisi della periodicita` era in
sostanza indipendente dalle considerazioni fatte a proposito del funzionale
con interfaccia sharp, nello studio che segue tali considerazioni saranno uti-
lizzate in maniera sostanziale. Tramite i blow up introdotti gia` in una dimen-
sione, il problema viene formulato in termini del funzionale con interfaccia
sharp (il risultato in questa forma e` contenuto in un lavoro in preparazione
di Alberti, Choksi e Otto, [1]); quindi grazie alle tecniche utilizzate in questo
contesto, si riesce a dare il risultato anche per i funzionali con interfaccia
diffusa.
Le stesse stime ottenute per tale risultato ci permettono inoltre di formulare
un collegamento rigoroso tra i due problemi: si vedra` come il funzionale con
interfaccia sharp sia in un certo modo il Γ-limite di quelli con interfaccia dif-
fusa, fatto questo che ci permettera` di derivare un’ulteriore conclusione, ossia
che l’energia e` proporzionale a ε
2
3 - come si e` visto gia` in una dimensione.
3.1 Formulazione del problema
Il funzionale dei cui minimi vogliamo analizzare la struttura e` quello di Otha
e Kawasaki introdotto nel primo capitolo:
Fε(u) = ε
2
∫
Ω
|∇u(x)|2 dx+
∫
Ω
W (u(x))dx+
+
∫∫
Ω×Ω
G(x, y)
(
u(x)−m)(u(y)−m)dx dy,
dove Ω e` un dominio di Rn di misura 1, G(x, y) e` la funzione di Green per
−∆, con opportune condizioni al bordo, e le funzioni ammesse a competere
sono le funzioni
u ∈ H1(Ω; [−1, 1]) tali che
∫
Ω
(u(x)−m)dx = 0,
con m ∈ [−1, 1] parametro fissato.
Per semplicita`, consideriamo il caso in cui Ω =
( − 1
2
, 1
2
)n ⊂ Rn, e quindi
poniamo condizioni al bordo periodiche per G(x, y), ossia lavoriamo sul toro
n-dimensionale T.
Come osservato nel primo capitolo, le condizioni al contorno fisicamente piu`
ragionevoli sono quelle di Neumann di flusso nullo; cio` non di meno, l’ipotesi
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di periodicita` nel cubo, oltre a non essere completamente priva di senso
fisico, non e` particolarmente restrittiva, in quanto ci sono buone ragioni
per credere che la distribuzione periodica di energia non sia sensibilmente
modificata nelle zone lontane dal bordo e per ε piccoli, qualunque siano la
forma del dominio e le condizioni al bordo.
Il termine non locale nel caso di condizioni periodiche al bordo non e`
altro che il quadrato della norma H−1 di u −m, come e` facile vedere dallo
sviluppo in serie di Fourier, e quindi si puo` riscrivere in uno qualsiasi dei
modi seguenti∫∫
Ω×Ω
G(x, y)(u(x)−m)(u(y)−m)dx dy =
=
∫
Ω
|(−∇)− 12 (u(x)−m)|2dx =
=
∫
Ω
|∇v(x)|2 dx =: ‖u−m‖2H−1 , (3.1)
con v soluzione del problema{
−∆v = u−m in T∫
T v = 0 ,
dove la prima equazione va interpretata nel senso delle distribuazioni nel
toro, ossia interpretata nel cubo unitario con condizioni periodiche al bordo
per v.
Quello che ci si aspetta, anche alla luce del risultato in una dimensione, e`
che i minimi di questi funzionali abbiano una qualche periodicita` su scala di
ε
1
3 : facendo quindi un blow up di questo fattore, si dovrebbe ottenere una
funzione con periodicita` dell’ordine dell’unita`.
Poniamo allora
w(x) = u(ε
1
3x) per x ∈ Ωε := ε− 13Ω,
e, utilizzando (3.1) per il termine non locale, scriviamo l’energia in termini
di w:
Fε(u) =
1
|Ωε|
[∫
Ωε
(
ε2 ε−
2
3 |∇w(x)|2 +W (w(x)) + ε 23 |∇z(x)|2
)
dx
]
=
=
ε
2
3
|Ωε|
[
ε
2
3
∫
Ωε
|∇w(x)|2 dx+ 1
ε
2
3
∫
Ωε
W (w(x))dx+
∫
Ωε
|∇z(x)|2 dx
]
,(3.2)
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con {
−∆z = w −m in T
ε−
1
3∫
Ωε
z = 0 ,
dove T
ε−
1
3
e` il toro ottenuto identificando le facce opposte di Ωε.
Quello che vogliamo dimostrare e` che i minimi di Fε hanno una distribuzione
dell’energia periodica, di periodo ε
1
3 , e che la loro energia e` dell’ordine di ε
2
3 .
Si potrebbe quindi provare che , preso un punto qualunque x in Ω e uε
minimo qualsiasi per Fε, l’enegia di Fε nel cubo di centro x e lato ε
1
3 l e` circa
pari ad una costante per ε
2
3 : vale a dire che in ogni cubo di scala ε
1
3 , c’e` la
stessa energia, che quindi risulta distribuita uniformente con la periodicita`
voluta, e che tale energia a sua volta e` dell’ordine di ε
2
3 . Inoltre emergera`
dalla dimostrazione che l’energia dei sottocubi varia al variare dei cubi con
il loro volume, ossia che la costante e` proporzionale a (ε
1
3 l)n.
Una prima questione che ci troviamo a dover affrontare e` stabilire cosa
si intende per energia in un sottodominio, dato che la nostra energia e` non
locale: il risultato che noi dimostriamo concerne l’energia scritta con il ter-
mine non locale come in (3.1), cioe` vogliamo dimostrare che se u e` un minimo
dell’energia allora la quantita`
Fε
(
u,Q
ε
1
3 l
(x0)
)
=
∫
Q
ε
1
3 l
(x0)
[
ε2 |∇u(x)|2 +W (u(x)) + |∇v(x)|2
]
dx '
' ε 23 (ε 13 l)ncostante,
per ogni x0, per ogni l abbastanza grande e ε piccolo tale che ε
1
3 l ≤ 1, dove
Q
ε
1
3 l
(x0) e` il cubo di centro x e lato
ε
1
3 l
2
.
Se si legge questa proposizione a livello delle energia riscalate, suppondo
per esempio che x = 0, quello che si vuol vedere e` che
1
|Ql|
∫
Ql
[
ε
2
3 |∇w(x)|2 + 1
ε
2
3
W (w(x)) + |∇z(x)|2
]
dx ' costante,
dove w e z sono definite in Q
ε−
1
3
e sono legate dalla solita relazione.
A partire da questa formulazione e` naturale, alla luce del risultato di Modica
e Mortola secondo cui i primi due termini dell’energia Γ-convergono al funzio-
nale variazione totale per funzioni BV , considerare il problema approssimato
di trovare il minimo di
E(u,QL) :=
∫
QL
|∇u(x)| dx+
∫
QL
|∇v(x)|2 dx,
dove la relazione tra u e v e` quella indicata in precedenza, e L fa le veci
di ε−
1
3 , cioe` e` L  1. Ossia il problema diventa quello di considerare un
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minimo qualsiasi di E(·, QL), le quantita`
1
|Ql|E(u,Ql),
e vedere se al variare di l sono pressocche´ uguali ad una costante.
Tutto cio`, a livello intuitivo, ci permette di vedere la relazione tra il fun-
zionale iniziale e quello con interfaccia sharp, che in base alle considerazioni
fatte nel caso unidimensionale dovrebbe anch’esso forzare la formazione di
strutture periodiche.
Come esempio di un funzionale che induce la formazione di strutture
periodiche possiamo, quindi, studiare quello con interfaccia sharp, che per
le argomentazioni date dovrebbe avere una distribuzione uniforme su scala
dell’ordine delle unita`.
Vedremo come capire il problema per tale funzionale dia i giusti strumenti
anche per i funzionali iniziali, e come il legame tra i due non e` solo euristico
ma che in un certo qual modo quest’ultimo e` il limite dei primi, facendo
vedere in che senso i minimi dei funzionali con interfaccia diffusa tendono a
quelli del funzionale sharp.
3.2 Funzionale con interfaccia sharp
3.2.1 Enunciato e notazioni
Cominciamo col fissare alcune notazioni che saranno utilizzate nel corso del-
l’esposizione.
Conveniamo di indicare con TL il toro n-dimensionale di lato L, ossia il cubo
QL, dove
QL := {x ∈ Rn | |xi| < L
2
} ,
con i lati xi =
L
2
e xi = −L2 identificati per ogni i. Scriviamo inoltre ν per
la normale esterna a ∂QL.
Se u ∈ BV (TL; {±1}), la sua variazione totale nel toro sara` indicata con∫
TL
|∇u(x)| dx,
ossia con questo simbolo si intende che viene considerata anche la variazione
di u lungo il bordo di QL. Quando invece scriviamo∫
QL
|∇u(x)| dx,
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si intende la variazione totale di u nell’aperto QL.
La prima fondamentale considerazione da anteporre alla discussione del
problema e` la seguente nuova riscrittura del termine non locale dell’energia
di Otha e Kawasaki: i motivi di questa nuova formulazione probabilmente
non saranno del tutto chiari in questo momento, ma e` fondamentale per la
dimostrazione che presentiamo.
Ricordiamo che per quanto concerne il termine non locale abbiamo scelto
come condizioni al bordo quelle periodiche, cioe` il termine non locale e`∫
TL
|∇v(x)|2 dx,
con v soluzione del problema{
−∆v = u−m in TL∫
TL v = 0 ,
dove, ripetiamo, l’equazione va interpretata nel senso delle distribuzioni nel
toro TL, ossia in QL con condizioni peridiche al bordo.
Stabilito cio`, notiamo che sussiste la seguente relazione∫
TL
|∇v(x)|2 dx = min
{∫
TL
|b(x)|2 dx | b ∈ L2(TL;Rn), div b = u−m inTL
}
,
dove l’equazione div b = u−m va intesa in senso distribuzionale in TL.
Infatti, per ogni b ∈ L2(TL) con div b = u −m in TL, posto c := b +∇v, si
ha
div c = 0 in TL
e quindi∫
TL
|b|2 dx =
∫
TL
[
|c(x)|2 + |∇v(x)|2 − 2c(x) · ∇v(x)
]
dx =
=
∫
TL
[
|c(x)|2 + |∇v(x)|2 + 2div c(x) v(x)
]
dx =
=
∫
TL
[
|c(x)|2 + |∇v(x)|2
]
dx ≥
∫
TL
|∇v(x)|2 dx,
dove nell’applicare la formula di integrazione per parti abbiamo usato il fatto
che non ci sono termini di bordo, essendo il toro senza bordo, e successiva-
mente che div c = 0. Per cui il minimo e` raggiunto se e solo se b = −∇v.
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E` chiaro quindi che, per quanto concerne i minimi del problema, non c’e`
alcuna differenza nel considerare il funzionale
E(u,TL) :=
∫
TL
( |∇u(x)| dx+ |∇v(x)|2 )dx,
nella classe delle funzioni
u ∈ BV (TL;±1) con
∫
TL
(u(x)−m)dx = 0, m ∈ [−1, 1],
oppure il funzionale
E(u, b,TL) =
∫
TL
( |∇u(x)|+ |b(x)|2 )dx , (3.3)
definito nell’insieme
Aper(L) :=
{
(u, b) |u ∈ BV (TL; {±1}), b ∈ L2(TL;Rn), div b = u−m inTL
}
- notiamo per inciso che la relazione div b = u−m in TL impone in maniera
implicita il vincolo sulla media di u,
∫
TL(u(x)−m)dx = 0.
Da adesso in poi consideriamo quindi esclusivamente il funzionale (3.3) defi-
nito nell’insieme Aper(L).
Osserviamo una volta per tutte che tale funzionale ammette minimo nel-
la classe indicata. Infatti, applicando il metodo diretto del calcolo delle
variazioni, sia (un, bn) una successione minimizzante: per compattezza in
BV (TL; {±1}) e per compattezza debole* in L2(TL;Rn), si ha che esistono
u ∈ BV (TL; {±1}) e b ∈ L2(TL;Rn)
e una sottosuccessione - non rinominata - tale che
un −→ u in L1(TL), e bn ∗⇀ b in L2(TL;Rn);
inoltre, visto che e` una relazione integrale, il vincolo che devono soddisfare
u e b, div b = u − m, e` ancora valido, per cui, per la semicontinuita` della
variazione totale per convergenza L1 e della norma per convergenza debole*
in L2, si conclude che (u, b) e` un minimo per il funzionale.
In base alle considerazioni fatte nel paragrafo precedente, quello che ci
proponiamo di dimostrare e` che esiste un numero σ tale che, per ogni L
sufficientemente grande, dato (u, b) ∈ Aper(L) minimo per E(·,TL), si ha
che
E(u, b,Ql)
ln
' σ.
L’enunciato esatto del teorema e` il seguente.
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ka
a
Figura 3.1: grafico di u, struttura a lamelle
Teorema 3.1. Esistono un numero σ ≥ 0 e una costante C = C(n,m) tali
che, per ogni 1 ≤ l ≤ L, dato (u, b) un minimo per E(·,TL) in Aper(L), si
ha ∣∣∣∣∣E(u, b,Ql)ln − σ
∣∣∣∣∣ ≤ Cl .
La stima fornita da questo enunciato e` ottimale. Per capirne il motivo
si consideri il caso di una soluzione esattamente periodica, per esempio una
soluzione unidimensionale (u0, b0) fatta a lamelle di periodo a - vedi la figura
3.1. Cioe` sia
u0(x) = w(x1) e b0(x) = −v˙(x1),
con w(t) la funzione di periodo a che assume alternativamente i valori 1 e
−1, e −v¨ = w −m con condizioni periodiche al bordo del dominio.
Se si considerano cubi di lato ka, con k intero, si vede che∣∣∣∣∣E(u0, b0, Qka)(ka)n
∣∣∣∣∣ = σ ,
dove σ e` la costante la cui esistenza e` asserita dal teorema appena enunciato;
per arbitrari l e` facile verificare altres`ı che si ha∣∣∣∣∣E(u0, b0, Ql)ln − σ
∣∣∣∣∣ ≤ Cl .
Quello che dimostriamo, e cioe` che questo resta vero per arbitrari minimi del
nostro funzionale nella classe periodica, da` quindi un risultato ottimale, per-
che´ l’esempio sopra ci dice che anche in presenza di strutture perfettamente
periodiche la stima non potrebbe essere migliore.
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Osservazione. Nel seguito indicheremo con C le costanti che dipendono
solo da n, la dimensione dello spazio, e m, la costante che nel modello fisico
rappresentava la concentrazione di un monomero rispetto all’altro, ed evite-
remo di rinominarle nel corso dei diversi passaggi, eccetto che in pochi casi
in cui sara` utile conservarne traccia.
3.2.2 Schema della dimostrazione
Illustriamo di seguito la strategia di dimostrazione del teorema.
Quello che mostreremo e` che, dato un minimo per E(·,TL), (u, b), allora
le quantita` che vogliamo stimare, E(u,b,Ql)
ln
, si controllano con il minimo del
problema in Tl, indicato con σper(l), a meno di un errore che si stima con Cl ;
e che questi minimi hanno limite per l che tende all’infinito, σ, cui tendono
con uno scarto che si stima alla stessa maniera, per cui in definitiva si ha
E(u, b,Ql)
ln
' σ, a meno di termini di ordine l−1.
Poniamo allora
σper(l) := min
(u,b)∈Aper(l)
1
ln
E(u, b,Tl),
cioe` σper(l) e` il minimo del problema in Tl - l’esistenza di tali minimi e` stata
gia` commentata in precedenza. Poiche´ risultera` che σ e` il limite di σper(l)
per l che tende all’infinito, l’enunciato del teorema puo` essere completato
come segue.
Teorema 3.1. Esistono un numero σ ≥ 0 e una costante C = C(n,m) tali
che, per ogni 1 ≤ l ≤ L, dato (u, b) un minimo per E(·,TL) in Aper(L), si
ha ∣∣∣∣∣E(u, b,Ql)ln − σ
∣∣∣∣∣ ≤ Cl .
Inoltre
σ = lim
l→+∞
σper(l) .
3.2.3 Dimostrazione
La dimostrazione di tale risultato sara` ottenuta come conseguenza di una
serie di lemmi e proposizioni che riportiamo qui di seguito.
Il primo e` un lemma tecnico sulla costruzione di un campo con traccia
normale al bordo assegnata.
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δ
Rδ−L,2
RδL,2
x2
x1
Figura 3.2: Rδ±L,2
Lemma 3.2.1. Sia g ∈ L2(∂QL). Allora esiste b ∈ L2(QL;Rn) tale che la
divergenza distribuzionale di b stia in L2(QL) e soddisfi le seguenti condizioni
(i) b · ν = g su ∂QL in senso distribuzionale;
(ii)
∫
QL
|b(x)|2 dx ≤ C ∫
∂QL
g2(x)dx ;
(iii)
∫
QL
|div b(x)|2 dx ≤ C ∫
∂QL
g2(x)dx .
Dimostrazione. Costruiamo un tale campo vettoriale b.
Introduciamo i seguenti sottoinsiemi del cubo QL, vedi la figura,
Rδ±L,i :=
{
x ∈ QL |
∣∣∣∣±L2 − xi
∣∣∣∣ ≤ δ} .
Poniamo
bi(x) :=

g
(
x1, . . . , xi−1, L2 , xi+1, . . . , xn
)[
1− (L
2
− xi
)]
su R1L,i ,
−g
(
x1, . . . , xi−1,−L2 , xi+1, . . . , xn
)[
1− (L
2
+ xi
)]
su R1−L,i ,
0 altrimenti.
Chiaramente bi e` misurabile per ogni i. Poniamo b(x) :=
∑n
i=1 bi(x) ei.
E` facile verificare che esiste quasi ovunque la derivata ∂bi
∂xi
, e che e` uguale a
g in R±L,i: per cui questa coincide con la derivata distribuzionale.
(ii) e (iii) sono dunque immediate,∫
QL
|div b(x)|2 dx ≤ C
n∑
i=1
∫
R1±L,i
∣∣∣∣ ∂bi∂xi (x)
∣∣∣∣2 dx ≤ C ∫
∂QL
g(x)2dx ,
∫
QL
|b(x)|2 dx ≤ C
∫
∂QL
g(x)2dx .
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Mentre (i) segue facilmente dal test con funzioni C∞(QL) che sono prodotto
di funzioni nelle singole coordinate, ϕ(x) =
∏
ϕi(xi).
Il lemma seguente costruisce, invece, coppie ammissibili con un determi-
nato dato al bordo ed energia controllata.
Lemma 3.2.2. Sia g ∈ L2(∂QL) tale che
1
Ln
∫
∂QL
g(x)dx+m ∈ [−1, 1] .
Allora esiste u ∈ BV (QL; {±1}) e b ∈ L2(QL;Rn) tali che{
div b = u−m
b · ν = g su ∂QL
e 1
Ln
E(u, b,QL) ≤ C(1 + 1Ln
∫
∂QL
g(x)2dx) .
Dimostrazione. Sia b come nel lemma 3.2.1. Poniamo α = div b+m.
Chiaramente, dato che la traccia normale di b sul bordo e` proprio g, e grazie
al teorema della divergenza, si ha
∫
QL
(α(x)−m)dx = ∫
∂QL
g(x)dx, per cui
—
∫
QL
α(x)dx =
1
Ln
∫
∂QL
g(x)dx+m ∈ [−1, 1] .
Esiste percio` una u definita in QL della forma u(x) = 2χ[−L,a](x1) − 1 tale
che
∫
QL
α =
∫
QL
u: fissiamo una tale u e consideriamo il problema
∆v = u− α in QL
∇v · ν = 0 su ∂QL∫
QL
v(x)dx = 0 .
Questo problema ammette un’unica soluzione v ∈ H1(QL) che soddisfa∫
QL
|∇v(x)|2 dx ≤ C
∫
QL
(
u(x)− α(x))2dx ≤
≤ C
∫
QL
(
u(x)2 + α(x)2
)
dx ≤ C
(
Ln +
∫
∂QL
g(x)2dx
)
.
L’esistenza e l’unicita` discendono direttamente dal teorema di rappresenta-
zione di Riesz. Si consideri infatti lo spazio
H :=
{
f ∈ H1(QL) |
∫
QL
f(x)dx = 0
}
,
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e si ponga su di esso la seguente forma bilineare simmetrica
〈f, g〉 :=
∫
QL
∇f(x) · ∇g(x)dx;
per la disuguaglianza di Poincare´, questa forma bilineare e` un prodotto sca-
lare, e H con questo prodotto e` uno spazio si Hilbert.
Dato quindi il funzionale lineare e continuo su H - per la continuita` si utilizza
nuovamente la disuguaglianza di Poincare´ -
F (ϕ) :=
∫
QL
ϕ(x) (α(x)− u(x))dx,
esiste un’unica v ∈ H tale che
〈ϕ, v〉 = F (ϕ),
ossia v e` soluzione del problema in senso distribuzionale.
Per quanto riguarda la stima, invece, essa deriva immediatamente da∫
QL
|∇v|2 =
∫
QL
v(x) (α(x)− u(x))dx ≤
≤ 1
2C
∫
QL
v(x)2dx+
C
2
∫
QL
(α(x)− u(x))2dx ≤
≤ 1
2
∫
QL
|∇v(x)|2 dx+ C
2
∫
QL
(α(x)− u(x))2dx,
dove C e` la costante della disuguaglianza di Poincare´; mentre gli ultimi
passaggi sono conseguenza delle stime su b del lemma 3.2.1.
Ponendo allora b := b+∇v, si ha che la coppia (u, b) soddisfa{
div b = u−m
b · ν = g su ∂QL ,
e inoltre
E(u, b,QL) ≤ C
[
Ln−1 +
∫
QL
( |b(x)|2 + |∇v(x)|2 )dx]
≤ C
(
Ln +
∫
∂QL
g2(x)dx
)
.
3.2 Funzionale con interfaccia sharp 73
Questo lemma ci dice in sostanza che, assegnato un dato al bordo g ∈ L2,
esistono delle coppie ammissibili (u, b), ossia tali che div b = u−m e b ·ν = g,
con energia che si controlla con la norma L2 del dato al bordo e il volume
del cubo: in ultima analisi risiede qui il vantaggio di aver riscritto il termine
non locale dell’energia in termini della variabile ausiliaria b. In questo modo,
infatti, siamo stati in grado di dimostrare in maniere indiretta che il minimo
di ∫
QL
|∇u(x)| dx+
∫
QL
|∇v(x)| dx,
con v che risolve {
−∆v = u−m in QL
−∂v
∂ν
= g su ∂QL,
si controlla col dato al bordo e il volume del cubo.
Dimostriamo adesso che per le coppie minimali periodiche esiste un con-
trollo L∞ sul modulo del campo b indipendente da L. Questo risultato, oltre
a permetterci di controllare la norma L2 dei dati al bordo quando ci tro-
veremo a costruire dei raccordi per confrontare i diversi minimi, ha un suo
significato in termini del problema iniziale circa la periodicita` della soluzio-
ne. Ci dice infatti che, se guardiamo la media di u, dove u e` un minimo del
problema, su cubi abbastanza grandi, essa e` quasi pari a m, perche´
1
ln
∫
Ql
(
u(x)−m)dx = 1
ln
∫
Ql
div b(x)dx =
1
ln
∫
∂Ql
b(x) · νdx ≤ Cl
n−1
ln
=
C
l
,
dove C e` la costante che limita il campo b: ossia, almeno per quanto riguarda
la sua media, u e` distribuita in maniera periodica.
Premettiamo un altro lemma funzionale a tale risultato.
Lemma 3.2.3. Esiste una costante C = C(n,m) tale che per ogni L ≥ 1,
data (u, b) ∈ Aper(L) una coppia che realizza σper(L), si ha
E(u, b,Ql)
ln
≤ C,
per ogni 1 ≤ l ≤ L
Dimostrazione. Come abbiamo osservato in precedenza, se (u, b) e` una cop-
pia che realizza σper(L), allora b = −∇v, con v che risolve
−∆v = u−m in TL.
Questa osservazione sara` utile diverse volte perche´ ci permette di parlare di
traccia normale di b in ∂Ql, con Ql ⊂ QL sottocubo.
74 3. Distribuzione uniforme dell’energia
Infatti, poiche´ u − m ∈ L∞(TL), per regolarita` ellittica, si conclude che
v ∈ W 2,p(TL) per ogni 1 ≤ p <∞. Da cui
b = −∇v ∈ W 1,p(TL;Rn),
il che ci assicura che l’operatore traccia e` ben definito.
Si consideri allora
f(l) := E(u, b,Ql).
Si ha che f(l) e` una funzione monotona, quindi derivabile quasi ovunque con
f˙(l) ≥
∫
∂Ql
(b(x) · ν)2dx, per q.o. l ≤ L,
come si vede semplicemente prendendo il rapporto incrementale e utilizzando
il teorema di Fubini:
f(l + h)− f(l)
h
≥ 1
h
∫
∂Ql+h\Ql
|b(x)|2 dx ≥
≥ 1
h
∫
∂Ql+h\Ql
(b(x) · ν)2dx→
∫
Ql
(b(x) · ν)2dx.
Osserviamo adesso che, visto che (u, b) realizza il minimo, (u, b)|Ql e` mini-
mizzante col suo dato al bordo a meno di termini di superficie, ossia
E(u, b,Ql) ≤ E(u′, b′, Ql) + 4n ln−1,
per ogni (u′, b′) tale che div b′ = u′ −m in Ql, e b′ · ν = b · ν su ∂Ql.
Infatti, se cos`ı non fosse, si potrebbe considerare la coppia
(u˜, b˜) =
{
(u′, b′) in Ql
(u, b) in QL \Ql.
Innanzitutto si avrebbe che (u˜, b˜) e` una coppia ammissibile: infatti, per ogni
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ϕ ∈ H1(TL) si ha∫
TL
b˜(x) · ∇ϕ(x)dx =
∫
Ql
b′(x) · ∇ϕ(x)dx+
∫
QL\Ql
b(x) · ∇ϕ(x)dx =
= −
∫
Ql
div b′(x)ϕ(x)dx+
∫
∂Ql
(b′(x) · ν)ϕ(x)dx+
−
∫
QL\Ql
div b(x)ϕ(x)dx+
∫
∂QL
(b(x) · ν)ϕ(x)dx+
−
∫
∂Ql
(b(x) · ν)ϕ(x)dx =
= −
∫
Ql
(u′(x)−m)ϕ(x)dx−
∫
QL\Ql
(u(x)−m)ϕ(x)dx =
= −
∫
TL
(u˜(x)−m)ϕ(x)dx
dove abbiamo utilizzato il fatto che le tracce normali sul bordo di Ql hanno
segno opposto, dato che b′ · ν = b · ν, e il fatto che le condizioni al bordo di
b su ∂QL sono periodiche, da cui l’integrale sul bordo di QL e` nullo.
E per l’ipotesi fatta si avrebbe altres`ı
E(u˜, b˜,TL) =
= E(u˜, b˜, Ql) +
∫
∂Ql
|∇u˜(x)| dx+ ∫TL\Ql ( |∇u˜(x)|+ ∣∣∣b˜(x)∣∣∣2 )dx ≤
≤ E(u′, b′, Ql) + 4n ln−1 +
∫
TL\Ql
( |∇u(x)|+ |b(x)|2 )dx <
< E(u, b,Ql) +
∫
TL\Ql
( |∇u(x)|+ |b(x)|2 )dx ≤ E(u, b,QL),
contro la minimalita` si (u, b).
Questa osservazione, unita alla stima data nel lemma precedente e al fatto
che l ≥ 1, da`
f(l) ≤ 4n ln−1 + C
(
ln +
∫
∂Ql
(b(x) · ν)2dx
)
≤
≤ C
(
ln +
∫
∂Ql
(b(x) · ν)2dx
)
≤ C(ln + f˙(l)). (3.4)
Possiamo adesso portare a termine la dimostrazione: infatti, poiche´ attra-
verso una costruzione unidimensionale del tipo vista all’inizio del paragrafo,
si ha che
f(L) = E(u, b,QL) ≤ C Ln,
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si possono presentare due casi.
O f(l) ≤ 2C ln per ogni l, nel qual caso il lemma sarebbe dimostrato. Oppure
esiste il piu` grande l, diciamo l′, per cui f(l) ≤ 2C ln per ogni l ≥ l′: in tal
caso sarebbe
f˙(l′) ≤ 2nC (l′)n−1,
da cui per (3.4)
2C (l′)n ≤ f(l′) ≤ C(ln + 2n(l′)n−1) =⇒ l′ ≤ 2n.
Si puo` concludere quindi che, a meno di cambiare C con f(2n), si ha
f(l) ≤ Cln per ogni 1 ≤ l ≤ L.
Grazie a questo risultato possiamo adesso dimostrare il controllo uniforme
su b.
Lemma 3.2.4. Esiste una costante C0, dipendente solo da n, la dimensione
dello spazio, tale che per ogni L, data (u, b) ∈ Aper(L) una coppia che realizzi
σper(l), si ha
|b(x)| ≤ C0 per quasi ogni x ∈ TL.
Dimostrazione. Se (u, b) e` una coppia che realizza il minimo nelle coppie
periodiche, allora, come gia` visto in precedenza, si ha b = −∇v, con v ∈
W 2,p(TL;Rn) per ogni 1 ≤ p <∞.
Per cui, fissato un p > n, per le immersioni di Sobolev si ha che
∇v ∈ L∞(TL).
Queste stime pero` non sono ancora sufficienti, perche´ alla fine, utilizzando
solo questi fatti, otteniamo inevitabilmente delle costanti che dipendono dalla
grandezza del dominio: per esempio, dai passaggi appena fatti si ottiene
|b(x)| = |∇v(x)| ≤ C ‖v‖W 2,p(QL) ≤ C ‖u−m‖Lp(QL) ≤ CLn.
Per dimostrare l’uniforme limitatezza di b indipendentemente dalle dimensio-
ni del cubo QL, si deve in qualche modo utilizzare la minimalita`: la proprieta`
che andiamo a considerare e` quella fornitaci dal lemma precedente.
Il lemma 3.2.3 ci dice, infatti, che per ogni x ∈ TL si ha∫
B1(x)
|∇v|2 ≤ E(u, b,Q2) ≤ C, (3.5)
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- l’arbitrarieta` di scelta per x deriva dal fatto che grazie alle condizioni al
bordo periodiche non c’e` alcuna differenza nel considerare nel lemma prece-
dente cubi centrati in x anzicche´ nell’origine.
Dimostriamo che (3.5) e |∆v| ≤ C, che deriva dall’equazione soddisfatta da
v, sono sufficienti a dimostrare il lemma.
Dimostriamo innanzitutto che
sup
y∈B 1
2
(x)
|∇v(y)| ≤ C(n, p)
[(∫
B 1
2
(x)
|∇v(y)|p dy
) 1
p
+ 1
]
, (3.6)
per un p > n e per ogni x ∈ TL.
Sia η una finzione cut-off tale che η ≡ 1 su B 1
2
(x) e η ≡ 0 su B1(x)c, e
poniamo
w := (v − v)η, con v = —
∫
B1(x)
v(y)dy.
Allora
∆w = (v − v)∆η + 2∇v · ∇η +∆v η;
e tenendo presente che η e` una funzione regolare fissata, si ha∫
B1(x)
|∆w(y)|p dy ≤ C
[∫
B1(x)
|v(y)− v|p dy +
∫
B1(x)
|∇v(y)|p dy +
+
∫
B1(x)
|∆v(y)|p dy
]
≤
≤ C
[∫
B1(x)
|v(y)− v|p dy +
∫
B1(x)
|∇v(y)|p dy + 1
]
≤
Poincare´≤ C
[∫
B1(x)
|∇v(y)|p dy + 1
]
.
Da cui, poiche´ ∆w ∈ Lp(QL) e w = 0 su ∂B1(x), si ha, per regolarita` ellittica,∫
B1(x)
∣∣D2w(y)∣∣p dy ≤ C(n, p)∫
B1(x)
|∆w(y)|p dy ≤
[∫
B1(x)
|∇v(y)|p dy+1
]
.
Per l’immersine di Sobolev per p > n si conclude
sup
y∈B1(x)
|∇w(y)| ≤ C(n, p)
(∫
B1(x)
∣∣D2w(y)∣∣p dy) 1p ≤
≤ C(n, p)
[(∫
B1(x)
|∇v(y)|p dy
) 1
p
+ 1
]
.
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Da questa ultima relazione, essendi ∇v = ∇w in B 1
2
(x), si ricava che
sup
y∈B 1
2
(x)
|∇v(y)| ≤ C
[(∫
B1(x)
|∇v(y)|p dy
) 1
p
+ 1
]
,
che e` quello che volevamo dimostrare; da questa quindi facilmente
sup
x∈TL
|∇v(x)| ≤ C
[
sup
x∈TL
(∫
B1(x)
|∇v(y)|p dy
) 1
p
+ 1
]
.
Avendo (3.6) possiamo finire la dimostrazione, basta sostituire a p l’esponen-
te 2 per il quale abbiamo un controllo, (3.5). Per questo ci viene in soccorso
la disuguaglianza di Young, infatti
sup
x∈TL
|∇v(x)| ≤ C
[
sup
x∈TL
(∫
B1(x)
|∇v(y)|p dy
) 1
p
+ 1
]
≤
≤ C
[
sup
x∈TL
(∫
B1(x)
|∇v(y)|2 dy
) 1
p
sup
x∈TL
|∇v(x)| p−2p + 1
]
Young
≤ p− 2
p
sup
x∈TL
|∇v(x)|+ C 2
p
sup
x∈TL
(∫
B1(x)
|∇v(y)|2 dy
) 1
2
+ C ,
dove abbiamo usato il fatto che ∇v ∈ L∞(TL;Rn).
Quindi
sup
x∈TL
|∇v(x)| ≤ C
[
sup
x∈TL
(∫
B1(x)
|∇v(y)|2 dy
) 1
2
+ 1
]
(3.5)
≤ C0 ,
come volevamo dimostrare.
Passiamo adesso alla dimostrazione delle due proposizioni che ci daranno
per corollario la tesi del terema.
Nella prima si confrontano le quantita` cui siamo interessati con σper(l); nella
seconda si dimostra che σper(l) ha limite per l che tende all’infinito e che la
convergenza a tale limite e` quella ottimale. Per cui definitivamente le medie
delle energie dei minimi fatte nei sottocubi sono controllate da tale limite
con il giusto scarto.
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Qi b˜ · ν
b · ν b˜ · ν
b · ν
b · ν
b · ν b˜ · ν
b · ν
Figura 3.3: definizione di gi
Proposizione 3.2.5. Esistono due costanti C e C1, dipendenti solo da n e
m, tali che, per ogni 4C1 ≤ l ≤ L e per ogni coppia (u, b) ∈ Aper(L) che
realizzi il minimo per E(·,TL), esiste un d ∈ [C1, 2C1] tale che
σper(l + 2d)− C
l
≤ 1
ln
E(u, b,Ql) ≤ σper(l − 2d) + C
l
.
Dimostrazione. Poniamo
C1 =
2nC0
min{1−m, 1 +m} ,
dove C0 e` la costante del lemma 3.2.4; e si consideri il piu` piccolo d tale che
l = kd con k ∈ N, ossia l sia un multiplo intero di d, e d ≥ C1 - da cui
chiaramente d ∈ [C1, 2C1).
Dimostriamo la prima disuguaglianza.
Sia (u, b) ∈ Aper(L) un minimo per E(·,TL), e (u˜, b˜) ∈ Aper(l + 2d) una
coppia che realizzi σper(l + 2d).
Grazie alla scelta di d, possiamo dividere la cornice Ql+2d \Ql in cubetti di
lato d, che chiamiamo
Qi, i = 1, . . . , Nk con Nk := (k + 2)
n − kn.
Per ciascuno di questi cubetti sia gi la funzione definita sul bordo ∂Qi data
dalla traccia normale di b˜ sulle facce di ∂Qi che giacciono in ∂Ql+2d, e dalla
traccia normale di b altrimenti - vedi figura 3.3.
Notiano, come fatto in precedenza, che le tracce normali di b e b˜ sono ben
definite perche´ b e b˜ hanno una regolarita` maggiore di quella prevista: sono
infatti gradienti di funzioniW 2,p(TL) per ogni p, per cui a loro volta funzioni
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W 1,p(TL;Rn).
Per il lemma 3.2.4,
|b(x)| ≤ C0, e |b˜(x)| ≤ C0 per q.o. x,
per cui si ha ∣∣∣∣∣ 1dn
∫
Qi
gi(x)dx+m
∣∣∣∣∣ ≤ C0dn 2n dn−1 + |m| ≤ 1 ,
dato che d ≥ C1 e data la scelta di C1.
Allora per il lemma 3.2.2, esistono coppie (ui, bi), con ui ∈ BV (Qi; {±1}) e
bi ∈ L2(Qi;Rn), tali che{
div bi = ui −m
bi · ν = gi su ∂Qi
e E(ui, bi, Qi) ≤ C(dn +
∫
∂Qi
gi(x)
2dx) ≤ C,
- l’ultima disuguaglianza tiene conto del fatto che d ≤ 2C1 e della limitazione
uniforme su b.
Consideriamo allora la coppia (u′, b′) cos`ı definita
(u′, b′) =
{
(u, b) in Ql
(ui, bi) in Qi, per i = 1, . . . , Nk.
Da come e` definita, notiamo che la coppia (u′, b′) ∈ Aper(l + 2d): per mo-
strarlo basta verificare che div b′ = u′ −m in Tl+2d.
Ma che questa relazione vale e` una facile verifica, analoga a quella fatta in
precedenza, e dipende dal fatto che la traccia normale di b′ nei sottodomini
in cui e` definita coincide a meno del segno: infatti, grazie al teorema della
divergenza si ha∫
Tl+2d
b′(x) · ∇ϕ(x)dx =
∫
Ql
b(x) · ∇ϕ(x)dx+
Nk∑
i=1
∫
Qi
bi(x) · ∇ϕ(x)dx =
= −
∫
Ql
div b(x)ϕ(x)dx+
∫
∂Ql
(b(x) · ν)ϕ(x)dx+
−
Nk∑
i=1
∫
Qi
div bi(x)ϕ(x)dx+
N(k)∑
i=1
∫
∂Qi
(bi(x) · ν)ϕ(x)dx =
= −
∫
Ql
(u(x)−m)ϕ(x)dx−
Nk∑
i=1
∫
Qi
(ui(x)−m)ϕ(x)dx =
= −
∫
Ql+2d
(u′(x)−m)ϕ(x)dx,
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perche´ i termini di bordo si elidono reciprocamente, essendo le tracce normali
di b′ di segno opposto lungo le facce in comune dei domini di integrazione.
Per la minimalita` di (u˜, b˜), si ha che vale la seguente disuguaglianza,
E(u˜, b˜, Ql+2d) ≤ E(u′, b′, Ql+2d).
Per cui si ha
(l + 2d)nσper(l + 2d) ≤
≤ E(u′, b′, Ql+2d) ≤ E(u, b,Ql) +
Nk∑
i=1
E(ui, bi, Qi) ≤
≤ E(u, b,Ql) +Nk C ≤ E(u, b,Ql) + C kn−1 ≤ E(u, b,Ql) + C ln−1,
dove abbiamo utilizzato le disuguaglianze ottenute per E(ui, bi, Qi), il fatto
che Nk ≤ C kn−1 e d ≥ C1, per cui k = ld ≤ C l.
Dividendo per (l + 2d)n si ottiene quello che volevamo dimostrare,
σper(l + 2d) ≤ E(u, b,Ql)
(l + 2d)n
+ C
ln−1
(l + 2d)n
≤ E(u, b,Ql)
ln
+
C
l
.
Per la seconda diseguaglianza si procede in maniera del tutto analoga.
Si considera (u˜, b˜) ∈ Aper(l − 2d) una coppia che realizzi σper(l − 2d). Si
divide ancora la cornice Ql \Ql−2d in cubi di lato d,
Qi, i = 1, . . . , Nk, con Nk := k
n − (k − 2)n.
Per ciascuno di questi cubetti sia gi la funzione definita sul bordo ∂Qi data
dalla traccia normale di b˜ sulle facce di ∂Qi che giacciono in ∂Ql−2d e dalla
traccia normale di b altrimenti.
Siano, come prima, (ui, bi), con ui ∈ BV (Qi; {±1}) e bi ∈ L2(Qi;Rn), tali
che{
div bi = ui −m in Qi
bi · ν = gi su ∂Qi
e E(ui, bi, Qi) ≤ C(dn +
∫
∂Qi
gi(x)
2dx) ≤ C.
La coppia (u′, b′) cos`ı definita
(u′, b′) =
{
(u˜, b˜) in Ql−2d
(ui, bi) in Qi
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e` tale che div b˜ = u˜ −m in Ql e b˜ · ν = b · ν su ∂Ql, perche´ la componente
normale di b e` continua nei sotto domini di definizione - la verifica e` del tutto
analoga a quella fatta in precedenza.
Per la minimalita` di (u, b), abbiamo gia` osservato in precedenza che (u, b)|Ql
minimizza col suo dato al bordo a meno di termini di superficie, per cui si
ha che vale
E(u, b,Ql) ≤ E(u′, b′, Ql) + 4n ln−1 ≤
≤ E(u˜, b˜, Ql−2d) +
Nk∑
i=1
E(ui, bi, Qi) + 4n l
n−1 ≤
≤ (l − 2d)n σper(l − 2d) +Nk C + 4n ln−1 ≤
≤ (l − 2d)n σper(l − 2d) + C kn−1 + 4n ln−1 ≤
≤ (l − 2d)n σper(l − 2d) + C ln−1;
e dividendo per ln si ottiene la seconda disuguaglianza del lemma
1
ln
E(u, b,Ql) ≤ σper(l − 2d)(l − 2d)
n
ln
+ C
ln−1
ln
≤ σper(l − 2d) + C
l
.
Infine passiamo alla proposizione che ci permette di controllare il limite
di σper(l).
A tale scopo introduciamo un ulteriore termine di confronto, σC(l), che ci
sara` di supporto nel dimostrare che la convergenza e` ottimale. Poniamo
σC(l) := min
(u,b)∈AC(l)
1
ln
E(u, b,Ql),
dove l’insieme AC(l) e` definito come segue,
AC(l) :=
{
(u, b)
∣∣∣ u ∈ BV (Ql; {±1}), b ∈ L2(Ql;Rn),
con div b = u−m e ‖b‖L∞ ≤ C
}
,
dove div b = u−m va intesa in senso distribuzionale nel cubo Ql, ossia con
condizioni al bordo libere per b, e dove non viene calcolata la variazione di
u lungo il bordo ∂Ql.
Proposizione 3.2.6. Sia C0 la costante fornita dal lemma 3.2.4. Per ogni
l ≥ 1 valgono i seguenti fatti:
(i) σC0(l) ≤ σper(l);
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l
kl
Qi
Figura 3.4: sottocubi Qi di lato l
(ii) σC0(l) ≤ σC0(kl) per ogni k ∈ N;
(iii) σper(kl) ≤ σper(l) per ogni k ∈ N;
(iv) σper(l) e` continuo in l e vale σC0(l) ≤ λσ(λl), per ogni λ ≥ 1;
(v) σper(l) ≤ σC0(l − 2d) + Cl , dove d e` come nel lemma precedente, ossia
d ∈ [C1, 2C1);
(vi) esiste una costante σ, σ > 0 se m ∈ (−1, 1), tale che
|σper(l)− σ| ≤ C
l
.
Dimostrazione. (i). Discende direttamente dalla definizione, dato che, grazie
al lemma 3.2.4, si ha Aper(l) ⊂ AC0(l).
(ii). Si consideri (u, b) una coppia che realizzi σC0(kl): considerando le re-
strizioni di (u, b) ai sottocubi di lato l ottenuti da Qkl, diciamo Qi come in
figura 3.4, si ottengono delle coppie in AC0(l), per cui
(kl)nσC0(kl) ≥
∑
i
E(u, b,Qi) ≥ kn (lnσC0(l)),
e questo ci da` la tesi.
(iii). Analogamente a sopra, si prenda (u, b) una coppia che realizzi σper(l),
e la si estenda per perodicita` in un cubo di lato kl.
84 3. Distribuzione uniforme dell’energia
Si noti allora che quella ottenuta e` una coppia in Aper(kl) per cui vale la
seguente stima
(kl)nσper(kl) ≤ E(u, b,Qkl) ≤
∑
j
E(u, b,Qj) = (kl)
nσper(l).
(iv). Ponendo uλ(x) := u(λx) e bλ(x) := λ−1 b(λx), si ha
E(uλ, bλ, Tl) ≤ max
{
1
λn−1
,
1
λn+2
}
E(u, b, Tλl);
per cui
σper(l) ≤ max
{
λ,
1
λ2
}
σper(λl).
La continuita` di σper e` adesso facile conseguenza: se l < l
′, allora
σper(l) ≤ l
′
l
σper(l
′) e σper(l′) ≤
(
l
l′
)2
σper(l) .
Per σC0(l) si noti, invece, che la relazione
σC0(l) ≤ max
{
λ,
1
λ2
}
σC0(λl)
e` valida solo per λ ≥ 1 perche´, partendo da (u, b) ottimali per σC0(λl),
(uλ, bλ) appartiene sicuramente a AC0(l) solo se λ ≥ 1.
(v). Per questo punto si utilizziamo la stessa tecnica utilizzata nella dimo-
strazione del lemma precedente, ossia confrontiamo le due quantita` costruen-
do un raccordo lungo la cornice che li separa.
Sia quindi (u, b) una coppia che realizzi σC0(l − 2d) e si consideri la cornice
Ql \Ql−2d divisa in Nk := kn − (k − 2)n cubi di lato d,
Qi per i = 1, . . . , Nk,
dove d e` scelto analogamente a quanto fatto nel lemma precedente in maniera
tale che
d ∈ [C1, 2C1) e l
d
= k ∈ N.
Su ogni ∂Qi si consideri la funzione gi che coincide con b · ν nella faccia di
∂Qi - se esiste - in comune con ∂Ql−2d, e che sia 0 altrimenti - anche qui vale
la stessa ossarvazione fatta sopra riguardo alla traccia di b. Per ognuno di
questi cubi si prendano (ui, bi) tali che{
div bi = ui −m
bi · ν = gi su ∂Qi
e E(ui, bi, Qi) ≤ C
(
dn +
∫
∂Qi
gi(x)
2dx
)
≤ C,
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e si consideri la coppia ottenuta giustapponendo (u, b) e le (ui, bi),
(u′, b′) =
{
(u, b) in Ql−2d,
(ui, bi) in Qi, per i = 1, . . . , Nk.
Allora (u′, b′) e` una coppia in Aper(l), perche´ come sopra la continuita` della
traccia normale di b assicura che la relazione integrale div b = u−m continua
a valere in Tl; e da questo si conclude che
ln σper(l) ≤ E(u′, b′,Tl) ≤ E(u, b,Ql−2d) +
+
∑
iE(ui, bi, Qi) + 4n (l − 2d)n−1 ≤
≤ (l − 2d)nσC0(l − 2d) + C kn−1 + C (l − 2d)n−1 ≤
≤ (l − 2d)nσ(l − 2d) + C ln−1,
da cui, dividendo per ln, la tesi.
(vi). Per monotonia, (ii) e (iii), si ha che
lim
k→+∞
σC0(2
kl) = σ1 e lim
k→+∞
σper(2
kl) = σ2,
e, inoltre, da (i) discende immediatamente che σ1 ≤ σ2.
Verifichiamo che
σper(l) ≥ σ2 per ogni l.
Se cos`ı non fosse, per continuita`, esisterebbe un intervallo [L1, L2] tale che
σper(l) < σ2 − a per ogni l ∈ [L1, L2],
con a > 0: allora per monotonia,
σper(l) < σ2 − a per ogni l ∈ ∪∞k=1[kL1, kL2] ;
e poiche´ esiste un α ∈ R tale che
(α,+∞) ⊂ ∪∞k=1[kL1, kL2] ,
ci sarebbe l’assurdo col fatto che σper(2
kl)→ σ2 per k che tende all’infinito.
Allo stesso modo si verifica che
σC0(l) ≤ σ1 per ogni l.
Il ragionamento e` analogo al precedente e utilizza la stima piu` debole data
da (iv) per σC0 : se per assurdo esistesse l tale che
σC0(l) > σ1 + a, con a > 0,
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allora per (iv) si avrebbe
σC0(λl) ≥
σC0(l)
λ
>
σ1 + a
λ
> σ1 +
a
2
per λ ∈ [1, 1 + δ],
con δ sufficientemente piccolo; cioe´ esisterebbe un intervallo [L1, L2] tale che
σC0(l) > σ1 per ogni l ∈ [L1, L2].
A questo punto la monotonia permette di concludere come per σper.
Grazie a (iv) si ha quindi
σ2 ≤ σper(l) ≤ σ(l − 2d) + C
l
≤ σ1 + C
l
,
che, per l’arbitrarieta` di l e per la disuguaglianza opposta ottenuta in pre-
cendenza, ci dice che
σ1 = σ2 =: σ.
Per cui si puo` concludere
σ ≤ σper(l) ≤ σC0(l − 2d) +
C
l
≤ σ + C
l
,
che e` quanto volevamo dimostrare.
Infine proviamo che σ > 0 se m ∈ (−1, 1): per la monotonia di σC0(l), basta
verificare che un tale σC0(l) e` maggiore di 0. Ma questo e` immediato perche´
l’unico modo per cui potrebbe essere pari a 0 e` che∫
|∇u(x)| dx = 0 e
∫
|b(x)|2 dx = 0,
cioe` u ≡ ±1 e b ≡ 0, contro il fatto che 0 = div b = u−m 6= 0.
Dalle proposizioni (3.2.5) e (3.2.6) discende la dimostrazione del teorema.
Dimostrazione del teorema. Per la proposizione (3.2.6) esiste il limite
σ = lim
l→+∞
σper(l) ,
Inoltre per le proposizioni (3.2.5) e (3.2.6), data (u, b) ∈ Aper(L) coppia
minimale per E(·,TL), si ha che
E(u, b,Ql)
ln
− σ ≤
(
E(u, b,Ql)
ln
− σper(l − 2d)
)
+
(
σper(l − 2d)− σ
) ≤ C
l
;
e
σ − E(u, b,Ql)
ln
≤ (σ − σper(l + 2d))+ (σper(l + 2d)− E(u, b,Ql)
ln
)
≤ C
l
,
per ogni 2C1 ≤ l ≤ L, e a meno di modificare la costante C - dato che
E(u, b,Q2C1) ≤ C - per ogni 1 ≤ l ≤ L. 
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3.3 Funzionale con interfaccia diffusa
Alla luce del risultato ottenuto nel caso di interfaccia sharp, cominciamo a
considerare il problema iniziale, ossia lo studio della struttura dei minimi del
funzionale
Fε(u) =
∫
Ω
ε2 |∇u(x)|2 dx+
∫
Ω
W (u(x))dx+
∫
Ω
|∇v(x)|2 dx,
dove Ω =
(− 1
2
, 1
2
)n
= Q1, e v soddisfa −∆v = u−m in T1 - con le notazioni
del paragrafo precedente.
Il problema da cui eravamo partiti e` quello di dimostrare una certa perio-
dicita` dei minimi di questo funzionale nella scala giusta: come ormai sara`
chiaro, la periodicita` che dimostriamo e` quella della distribuzione dell’energia
- nel senso gia` spiegato in precedenza -, e la scala su cui si vede tale perio-
dicita` sara` dell’ordine di ε
1
3 . Ossia vogliamo dimostrare che preso un punto
qualunque del dominio, x ∈ Ω, e un qualunque minimo uε per l’energia, si
ha che
Fε(uε, Qε
1
3 l
(x)) =
∫
Q
ε
1
3 l
(x)
[
ε2 |∇uε(x)|2 +W (uε(x)) + |∇vε(x)|2
]
dx '
' ε 23 (ε 13 l)ncostante,
dove la relazione tra uε e vε e` quella sopra.
Successivamente mostriamo che tali costanti sono pressocche´ indipendenti
da ε, ossia tendono alla costante σ del caso sharp per ε che tende a zero.
3.3.1 Enunciato e notazioni
Come fatto nel paragrafo precedente, introduciamo la variabile ausiliaria b
per esprimere la parte non locale dell’energia, per cui il nostro funzionale
diventa
Fε(u) =
∫
Q1
[
ε2 |∇u(x)|2 dx+W (u(x)) + |b(x)|2 ]dx,
definito nelle coppie
Bper(1) :=
{
(u, b) |u ∈ H1(T1; [−1, 1]), b ∈ L2(T1;Rn), div b = u−m inT1
}
,
- notimo che in questo caso non c’e` alcuna differenza nel considerare l’inte-
grale su T1 o su Q1.
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La strategia di dimostrazione e` quella di ricondursi tramite riscalamento a
qualcosa di analogo al problema precedente con interfaccia sharp, e utilizzare
le stesse tecniche.
Per questa ragione introduciamo i funzionali
Eε(u, b,Ql) :=
∫
Ql
[
ε
2
3 |∇u(x)|2 + ε− 23W (u(x)) + |b(x)|2
]
dx,
che, come abbiamo notato in precedenza non cambiano il problema della
ricerca dei minimi, dato che sono legati ai precedenti a meno di un riscala-
mento.
Poiche´ utilizzeremo spesso le variabili riscalate, adottiamo la convenzione di
indicare con le lettere maiuscole le funzioni delle variabili riscalate,
Uε(y) := uε(ε
1
3y) e Bε(y) := ε
− 1
3 bε(ε
1
3y).
Osserviamo che per l’argomento di riscalamento (3.2) si ha
Fε(uε, bε, Ql)
ε
2
3 ln
=
Eε
(
Uε, Bε, Qε−
1
3 l
)
(ε−
1
3 l)n
.
Tale osservazione ci permette di lavorare indistintamente con entrambe le
variabili: noi utilizzeremo principalmente quelle riscalate - che´ ci permettera`
di utilizzare le tecniche considerate per il problema con interfaccia sharp -,
ma per mantenere il contatto col problema iniziale continueremo a dare gli
enunciati e le definizioni in entrambi i modi.
Come prima sara` utile considerare
σεper(l) := min
(u,b)∈Bper(ε
1
3 l)
Fε
(
u, b,Q
ε
1
3 l
)
ε
2
3 (ε
1
3 l)n
= min
(U,B)∈Bper(l)
E(U,B,Ql)
ln
,
Osserviamo che anche in questo caso il problema di minimo e` ben definito,
nel senso che il minimo considerato viene raggiunto, come e` facile verificare
con gli stessi argomenti utilizzati nel paragrafo precedente.
Infine introduciamo le ultime notazioni che verranno utilizzate nel se-
guito: consideriamo la distanza del massimo modulo delle componenti e la
norma associata,
d(x, y) := max
i=1,...,n
|xi − yi| e ‖x‖ = d(x, 0) 12 ;
e gli insiemi
SδL :=
{
x ∈ QL | d(x, ∂QL) ≤ δ
}
.
Quello che vogliamo dimostrare in questa sezione e` il seguente teorema.
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Teorema 3.2. Esiste un ε0  1 tale che, per ogni ε ≤ ε0, esiste una costante
σε = σε(n,m) ≥ 0 per la quale vale la seguente proprieta`: per ogni coppia
(uε, bε) ∈ Bper(1) che realizzi il minimo di Fε(·, Q1) e per ogni l ≤ ε− 13 , si ha∣∣∣∣Fε(uε, bε, Qε 13 l)
ε
2
3 (ε
1
3 l)n
− σε
∣∣∣∣ ≤ C(1l + ε 23
)
≤ C
l
,
dove l’ultima disuguaglianza e` dovuta al fatto che l ≤ ε− 13 .
Ossia, in termini delle variabili riscalate, vale∣∣∣∣E(Uε, Bε, Ql)ln − σε
∣∣∣∣ ≤ C(1l + ε 23
)
≤ C
l
.
Questo risultato ci dice, come gia` commentato in precedenza, che anche
per il funzionale al passo ε si ha una distribuzione dell’energia periodica. Una
semplice applicazione del risultato di Γ-convergenza di Modica e Mortola ci
permettera`, invece, di comprendere la dipendenza di σε da ε, il che ci dira`
qual e` il giusto riscalamento dell’energia.
3.3.2 Dimostrazione
La dimostrazione segue il medesimo argomento di confronto utilizzato per
il funzionale con interfaccia sharp; come fatto in precedenza, dividiamo la
dimostrazione in vari lemmi e proposizioni. Come per il teorema, per i vari
lemmi daremo l’enunciato e in termini delle grandezze in Q1 e in termini
delle variabili riscalate.
Analogamente al caso sharp, avremo bisogno di costruire dei raccordi tra
i vari minimi: la costruzione sara` simile a quella gia` fatta, escluso il fatto
che adesso, lavorando con funzioni H1, si dovra` tener conto della traccia al
bordo della u.
Il lemma seguente ci fornisce la giusta stima per controllare l’energia di tali
raccordi. Premettiamo al lemma la definizione di funzioni H1 del bordo di
un cubo QL.
Definizione 3.3.1. Diciamo che u ∈ H1(∂QL) se
(a) u ∈ H1(T±L,i), per ogni faccia
T±L,i :=
{
x ∈ QL | xi = ±L
2
}
;
(b) le tracce di u|T±,j e di u|T±,i coincidono sugli spigoli in comune, se sistono,
ossia su T±L,j ∩ T±L,i.
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Osservazione. Si potrebbe dare una definizione piu` generale di funzio-
ne di Sobolev su varieta` lipschtziane, ma per quello che serve a noi quella
precedente e` sufficiente.
Lemma 3.3.1. Sia g ∈ L2(∂QL) tale che∣∣∣∣∫
∂QL
g(x)dx+mLn
∣∣∣∣ ≤ 2(L− 4)n − Ln , (3.7)
e sia inoltre u0 ∈ H1(∂QL; [−1, 1]).
Allora per ogni ε ≤ 1, esistono uε ∈ H1(QL; [−1, 1]) e bε ∈ L2(QL;Rn) tali
che:
(i)
{
div bε = uε −m
bε · ν = g su ∂QL ;
(ii) uε|∂QL = u0 ;
(iii) Eε(uε, bε, QL) ≤ C
(
Ln +
∫
∂QL
g(x)2dx+ ε
4
3 ‖u0‖2H1(∂QL)
)
.
Dimostrazione. Sia b come nel lemma 3.2.1, e si ponga α = div b + m: e`
facile verificare, per il teorema della divergenza e per il fatto che la traccia
normale di b e` proprio g, che∣∣∣∣∫
QL
α(x)dx
∣∣∣∣ ≤ 2(L− 4)n − Ln. (3.8)
Costruiamo adesso uε come somma di due funzioni H
1(QL), u e w.
Per u si considerino i cubi Q
d−ε 23 e Qd+ε 23 , dove d e` un valore che verra` fissato
successivamente tale che d+ 1 ≤ L− 2, e si ponga
u(x) =

1 in Q
d−ε 23
1− ε− 23d(x,Q
d−ε 23 ) in
(
Q
d+ε
2
3
\Q
d−ε 23
)
−1 in QL \Qd+ε 23 .
Per quanto riguarda w, si definisca invece in Sε
2
3
L in maniera da raccordare
linearmente u0 + 1 e 0. Si ponga cioe`
w(x) =
 1ε 23
( ‖x‖ − L+ ε 23 )(u0( x‖x‖)+ 1) in Sε 23L ,
0 altrimenti.
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Osserviamo che u e w stanno in H1(QL) perche´ per quasi ogni retta parallela
agli assi la restrizione sta in H1
( − L
2
, L
2
)
- notiamo che cio` e` vero in virtu`
della definizione di funzione H1(∂QL) che abbiamo dato in precedenza: e`
infatti indispensabile che le tracce lungo gli spigoli di ∂QL coincidano affinche´
w ∈ H1(∂QL).
Poniamo uε := u + w: notiamo che grazie al vincolo d + 1 ≤ L − 2 si ha
che uε(x) ∈ [−1, 1] per ogni x ∈ QL. Inoltre grazie a (3.7), e quindi a (3.8),
possiamo scegliere d in modo tale che∫
QL
uε(x)dx =
∫
QL
α(x)dx.
Risolviamo quindi il problema
∆vε = uε − α in QL
∇vε · ν = 0 su ∂QL∫
QL
v(x)dx = 0;
e osserviamo, in modo del tutto analogo a quello fatto nel lemma 3.2.2, che∫
QL
|∇vε(x)|2 dx ≤ C
∫
QL
(
uε(x)− α(x)
)2
dx ≤
≤ C
∫
QL
(
uε(x)
2 + α(x)2
)
dx ≤ C
(
Ln +
∫
∂QL
g(x)2dx
)
.
Posto allora bε = b+∇vε, passiamo a stimare l’enegia.
Si ha∫
QL
|bε(x)|2 dx ≤ C
∫
QL
( |b(x)|2 + |∇vε(x)|2 )dx ≤ C(Ln + ∫
∂QL
g(x)2dx
)
,
grazie alla stime sopra e al lemma 3.2.1.
I termini restanti dell’enegia si possono stimare separatamente come segue.
Per ∇uε e` facile vedere che∫
QL
ε
2
3 |∇uε(x)|2 dx =
∫
QL
(
ε
2
3 |∇u(x)|2 + ε 23 |∇w(x)|2 )dx.
Per quanto riguarda u si ha∫
QL
ε
2
3 |∇u(x)|2 dx ≤ Cε 23 ·
(
ε−
2
3
)2
· (dn−1ε 23 ) ≤ C Ln−1,
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dove (dn−1ε
2
3 ) e` la misura - a meno di una costante - dell’insieme in cui
∇u 6= 0.
Per w notiamo che |∇w| ≤ C(ε− 23 + |∇u0| ), da cui∫
QL
ε
2
3 |∇w(x)|2 dx ≤
≤ C
(
ε
2
3
(
ε−
2
3
)2 · (Ln−1ε 23 ) + ε 23 ∫
∂QL
|∇u0(x)|2 dx · ε 23
)
≤
≤ C
(
ε
4
3
∫
∂QL
|∇u0(x)|2 dx+ Ln−1
)
,
dova il primo addendo nel secondo passaggio e` l’analogo per w della stima
precedente per u, mentre nel secondo addendo l’ultimo fattore ε
2
3 e` la pro-
findita` della cornice in cui w va a zero.
Per il termine dell’energia col potenziale la stima e` analoga:∫
QL
ε−
2
3W (uε)dx ≤ Cε− 23 ·
(
(dn−1ε
2
3 ) + (Ln−1ε
2
3 )
) ≤ C Ln−1,
dove (dn−1ε
2
3 )+ (Ln−1ε
2
3 ) e` la misura - a meno di una costante - dell’insieme
in cui uε 6= ±1.
Unendo queste stime, si ottiene la stime complessiva sull’energia voluta:
Eε(uε, bε, QL) ≤ C
(
Ln +
∫
∂QL
g(x)2dx+ ε
4
3 ‖u0‖2H1(∂QL)
)
.
Nel seguito, oltre che nella forma in cui lo abbiamo enunciato, utilizzere-
mo una piccola variante del lemma sopra: per ragioni di chiarezza enunciamo
pure tale variante.
Lemma 3.3.1 bis. Sia g ∈ L2(∂QL) tale che∣∣∣∣∫
∂QL
g(x)dx+mLn
∣∣∣∣ ≤ 2(L− 4)n − Ln , (3.9)
e sia inoltre w ∈ H1(QL; [−1, 1]) tale che
w ≡ −1 in QL−2.
Allora per ogni ε ≤ 1 esiste uε ∈ H1(QL; [−1, 1]) e bε ∈ L2(QL;Rn) tali che
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(i)
{
div bε = uε −m
bε · ν = g su ∂QL ;
(ii) uε|∂QL = w|∂QL ;
(iii) Eε(uε, bε, QL) ≤ C
(
Ln +
∫
∂QL
g(x)2dx+ ε
4
3 ‖w‖2H1(QL)
)
.
Dimostrazione. La dimostrazione procede identicamente a sopra, con la sola
differenza che in questo caso basta costruire solo u e porre uε := w + u+ 1,
dove w e` quella assegnata per ipotesi e u si determina come prima in funzione
del dato al bordo g.
Come per il caso sharp, uno degli ingredienti fondamentali della dimo-
strazione e` un controllo uniforme su Bε. Per far cio` abbiamo bisogno di una
stima dell’energia nei sottocubi.
Lemma 3.3.2. Esiste un L0 > 0 tale che, per ogni L0 ≤ l ≤ L e per ogni
ε ≤ L−3, data (uε, bε) - ovvero (Uε, Bε) - una coppia che realizza σεper(L), si
ha
Fε(uε, bε, Qε
1
3 l
)
ε
2
3 (ε
1
3 l)n
≤ C,
ossia
Eε(Uε, Bε, Ql)
ln
≤ C .
Dimostrazione. La dimostrazione procede sulla falsa riga di quella del lem-
ma 3.2.3.
Per semplicita` lavoriamo con le variabili riscalate. Come abbiamo gia` osser-
vato, se (Uε, Bε) e` una coppia che realizza σ
ε
per(L), allora Bε = −∇Vε, con
Vε che risolve
−∆Vε = Uε −m in TL.
Per cui, per regolarita` ellittica, si puo` considerare la traccia normale di Bε
sui sottocubi di QL - perche´ Vε ∈ W 2,p(QL).
Per il resto della dimostrazione il parametro ε e` fissato, purche´ rispetti le re-
strizioni dell’enunciato, quindi in quanto segue evitiamo di indicarlo quando
possibile.
Si consideri allora
f(l) := Eε(Uε, Bε, Ql).
Si ha che f(l) e` una funzione monotona, quindi derivabile quasi ovunque con
f˙(l) ≥
∫
∂Ql
[
ε
2
3 |∇Uε|2 + (Bε(x) · ν)2
]
dx ≥
≥
∫
∂Ql
[
ε
2
3 |∇(TUε)|2 + (Bε(x) · ν)2
]
dx, per q.o. l ≤ L,
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dove TUε e` la traccia di Uε su ∂Ql.
Osserviamo adesso che, visto che (Uε, Bε) realizza il minimo, (Uε, Bε)|Ql e`
minimizzante col suo dato al bordo, ossia tra le coppie ammissibili tali che
la U abbia la stessa traccia di Uε in ∂Ql e la B la stessa traccia normale di
Bε.
Se fossimo adesso nelle condizioni del lemma precedente, potremmo conclu-
dere come per il lemma 3.2.3. Infatti si avrebbe
f(l) ≤ C
(
ln +
∫
∂Ql
[
(Bε(x) · ν)2 + ε 43 |∇(TUε)|2
]
dx
)
≤
≤ C
(
ln +
∫
∂Ql
[
(Bε(x) · ν)2 + ε 23 |∇(TUε)|2
]
dx
)
≤ C(ln + f˙(l)), (3.10)
purche´ sia, come e`, ε ≤ 1. Da questa relazione si puo` quindi procedere
esattamente come per il lemma 3.2.3, provando che esiste una costante C
tale che
f(l) ≤ Cln per ogni 1 ≤ l ≤ L.
Chiaramente l’unica ipotesi del lemma precedente che deve essere verificata
e` (3.7), ovvero che ∣∣∣∣∫
Ql
Uε(x)dx
∣∣∣∣ ≤ 2(L− 4)n − Ln. (3.11)
In generale cio` non e` vero per ogni l ≤ L, ma, come mostra il lemma seguente,
e` questo il caso per ogni L0 ≤ l ≤ L, dove L0 e` una costante che dipende
solo da n e m.
Questo permette quindi di applicare il ragionamento precedente per l ≥
L0 e di concludere egualmente a meno di cambiare la costante C - basta
sostituirla con f(L0) che sappiamo essere limitato uniformemente in ε, come e`
facile vedere con una costruzione unidimensionale e dal risultato del capitolo
precedente.
Lemma 3.3.3. Esiste una costante L0 = L0(n,m) tale che, per ogni L ≥ L0
e per ogni (Uε, Bε) che realizzi σ
ε
per(L), con ε ≤ 1, si abbia∣∣∣∣∫
Ql
Uε(x)dx
∣∣∣∣ ≤ 2(l − 4)n − ln, per ogni l ≥ L0.
Dimostrazione. Innazitutto mostriamo che se∣∣∣∣∫
Ql
Uε(x)dx
∣∣∣∣ > 2(l − 4)n − ln, (3.12)
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allora si ha
Eε(Uε, Bε, Ql) ≥ Cln+2.
Per dimostrare la disuguaglianza sopra, stimiamo l’energia dal basso solo col
termine non locale,
Eε(Uε, Bε, Ql) ≥
∫
Ql
|Bε(x)|2 dx ≥
∫
B l
2
|Bε|2 dx ≥
∫
B l
2
|∇v(x)|2 dx,
dove B l
2
e` la palla di raggio l
2
centrata nell’origine, e v e` la soluzione del
problema seguente {
−∆v = Uε −m in B l
2
v = 0 su ∂B l
2
.
Infatti, per come visto in precedenza, poiche´ si ha divBε = Uε −m, si ha,
posto c := Bε +∇v,∫
B l
2
|Bε|2 dx ≥
∫
B l
2
[ |c(x)|2 + |∇v(x)|2 − 2c(x) · ∇v(x)]dx =
=
∫
B l
2
[ |c(x)|2 + |∇v(x)|2 + 2div c(x)v(x)]dx =
=
∫
B l
2
[ |c(x)|2 + |∇v(x)|2 ]dx ≥ ∫
B l
2
|∇v(x)|2 dx,
dove abbiamo usato il fatto che
div c ≡ 0 e v|∂B l
2
= 0.
Senza ledere la generalita`, sia m ≥ 0 e poniamo
A :=
{
x ∈ Ql | Uε(x) ≤ 1 +m
2
=: α
}
.
Allora si ha
α |A|+ (ln − |A|) ≥
∫
Ql
Uε(x)dx > 2(l − 4)n − ln,
dove |A| e` la misura di A; da cui
2
(
ln − (l − 4)n) > (1− α) |A| , ossia |A| ≤ Cln−1.
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Definiamo
Uε −m =: ϕ = ϕ1 + ϕ2,
con
ϕ1 =
{
Uε −m in Ql \ A
α−m =: β in A;
e
ϕ2 = (Uε −m)χA − βχA =
{
0 in Ql \ A
Uε −m− β in A.
Allora, poiche´ si ha {
−∆v = ϕ in B l
2
v = 0 su ∂B l
2
,
per unicita`, posto {
−∆vi = ϕi in B l
2
vi = 0 su ∂B l
2
,
i = 1, 2 ,
si ha
v = v1 + v2.
Quindi si puo` iniziare a stimare il termine che ci interessa,∫
B l
2
|∇v(x)|2 dx = −
∫
B l
2
v(x)∆v(x)dx =
=
∫
B l
2
ϕ(x)v1(x)dx+
∫
B l
2
ϕ(x)v2(x)dx ≥
≥ β
∫
B l
2
\A
v1(x)dx− 2
∫
B l
2
∩A
v1(x)dx+ 2
∫
B l
2
v2(x)dx,
dove abbiamo usato il fatto che
ϕ = ϕ1 ≥ β in B l
2
\ A,
e
v1 ≥ 0 e v2 ≤ 0,
come e` facile vedere per il fatto che v1 e v2 sono rispettivamente una funzione
superarmonica e subarmonica con dato nullo al bordo.
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Per i termini in cui compare v1 si proceda per confronto: in base al principio
del massimo si ha che
ψ(x) :=
β
2n
(
l2
4
− |x|2
)
≤ v1(x) ≤ γ
2n
(
l2
4
− |x|2
)
=: η(x),
perche´
β ≤ ϕ1 ≤ γ := 1−m.
Da una semplice maggiorazione con il massimo della funzione si ha∫
B l
2
∩A
ψ(x)dx ≤ Cl2 |A| ≤ Cln+1,
da cui ∫
B l
2
\A
ψ(x)dx =
∫
B l
2
ψ(x)dx−
∫
B l
2
∩A
ψ(x)dx ≥
≥
∫
B l
2
ψ(x)dx− Cln+1 ≥ C(ln+2 − ln+1) ≥ Cln+2,
dove il penultimo passaggio deriva dal semplice calcolo∫
B l
2
ψ(x)dx =
β ln+2
n2(n+ 2)
.
Quindi si ha
β
∫
B l
2
\A
v1(x)dx ≥ β
∫
B l
2
\A
ψ(x)dx ≥ Cln+2;
con conti analoghi a quelli appena fatti si ha anche
−2
∫
B l
2
∩A
v1(x)dx ≥ −2
∫
B l
2
∩A
η(x)dx ≥ −Cln+1.
Per quanto concerne il termine in cui compare v2, si puo` fare la seguente
maggiorazione: si consideri una funzione ζ ∈ C∞(Ql) tale che si abbia,
ricordando che ϕ2 ≤ 0,
ϕ2 ≥ ζ e −
∫
Ql
ζ(x)dx ≤ Cln−1 :
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per esempio si puo` prendere
ζ =
−3−m
2
ρ ∗ χAδ ,
dove ρ e` una funzione C∞c (Bδ) e Aδ e` un δ-intorno di A in Rn, per un
opportuno δ.
Per confronto, posto w la soluzione del problema{
−∆w = ζ in B l
2
w = 0 su ∂B l
2
,
si ha che v2 ≥ w.
Basta quindi stimare l’integrale di w.
SiaK(x, y) la funzione di Green per−∆ con condizioni di Dirichlet omogenee
per B l
2
, ossia
K(x, y) =
{
Γ(|x− y|)− Γ(2|y|
l
|x− y¯| ) per y 6= 0
Γ(|x|)− Γ( l
2
) per y = 0
, con y¯ =
l2
4 |y|2y,
dove
Γ(|x− y|) =
{
1
ωnn(n−2) |x− y|
2−n per n ≥ 3
− 1
2pi
log(|x− y|) per n = 2.
Poiche´ ζ e` una funzione regolare, si ha che
w(x) =
∫
B l
2
K(x, y)ζ(y)dy,
da cui
−
∫
B l
2
w(x)dx = −
∫
B l
2
∫
B l
2
K(x, y)ζ(y)dydx ≤
|x−y|≤ 2|y|
l
|x−y¯|
≤ −2
∫
B l
2
∫
B l
2
Γ(x, y)ζ(y)dydx ≤
Tonelli≤
−C
∫
B l
2
∫
B l
2
|x− y|2−n ζ(y)dxdy n ≥ 3
−C ∫
B l
2
∫
B l
2
log |x− y|ζ(y)dxdy n = 2 ≤
≤
−Cl
2
∫
B l
2
ζ(y)dy n ≥ 3
−Cl2 log l ∫
B l
2
ζ(y)dydx n = 2
≤
≤
{
Cl2ln−1 = Cln+1 n ≥ 3
l2 log l ln−1 = Cln+1 log l n = 2.
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Quindi si puo` concludere che
−
∫
B l
2
v2(x)dx ≤ −
∫
B l
2
w(x)dx ≤ Cln+1 log l,
unificando i due casi.
Raccogliendo le tre stime precedenti, si conclude come volevamo che, se vale
(3.12), allora
Eε(Uε, Bε, Ql) ≥
∫
B l
2
|∇v(x)|2 dx ≥
≥ β
∫
B l
2
\A
v1(x)dx− 2
∫
B l
2
∩A
v1(x)dx+ 2
∫
B l
2
v2(x)dx ≥
≥ C(ln+2 − ln+1 − ln+1 log l) ≥ Cll+2,
per l ≥ 1.
Dimostrata la stima sopra, si prenda R tale che per l = R valga (3.12) e per
ogni l ≥ R+1 valga (3.11): un tale R esiste sempre per il fatto che la stima
appena mostrata implicherebbe altrimenti σεper(L) ≥ CLn+2, contro il fatto
che da una costruzione unidimensionale si vede che σεper(L) ≤ CLn.
Allora per l ≥ R + 1 si possono ripetere senza alcuna modifica le argomen-
tazioni del lemma precedente, per cui
f(l) ≤ C(ln + f˙(l)),
e da qui
f(l) ≤ Cln per ogni max{2n,R + 1} ≤ l ≤ L.
Quindi o R+1 ≤ 2n, e in questo caso non c’e` piu` nulla da dire perche´ si puo`
prendere L0 ≥ 2n; oppure si ha che, poiche´ per l = R vale (3.12) e quindi la
stima precedente,
CRn+2 ≤ f(R) ≤ f(2R) ≤ C(2R)n,
ossia R ≤ C ′.
Basta quindi prendere L0 ≥ C ′ + 1 per concludere che per ogni l ≥ L0 vale
(3.11).
Grazie al lemma 3.3.2 si puo` dimostrare il controllo uniforme sul modulo
di Bε.
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Lemma 3.3.4. Esistono costanti L0 e C0 tali che, per ogni L ≥ L0 e per
ogni ε ≤ L−3, assegnata una coppia (uε, bε) - ossia (Uε, Bε) - che realizza
σεper(L), si ha
|bε(x)| ≤ C0 ε 13 , per quasi ogni x ∈ Qε 13L,
ossia
|Bε(y)| ≤ C0, per quasi ogni y ∈ QL .
Dimostrazione. Dato che i due enunciati sono equivalenti, lavoriamo con le
variabili riscalate.
Anche in questo caso la dimostrazione procede in maniera identica a quella
del corrispondente lemma 3.2.4. Infatti, come in quel caso, si ha che Bε =
−∇Vε, con Vε che risolve
−∆Vε = Uε −m in TL,
e per il lemma precedente∫
B1(x)
|∇Vε(x)|2 dx ≤ C.
A partire da queste due stime si puo`, quindi, procedere come fatto nel lemma
3.2.4.
Osservazione. La condizione ε ≤ L−3 non e` necessaria se il lemma venisse
formulato solo in termini delle variabili riscalate: basterebbe considerare
L ≥ L0 e ε ≤ 1. Vale a dire, in termini delle variabili iniziali, il lemma resta
vero se si considerano cubi di lato maggiore di 1.
Pure in questo contesto vale l’osservazione fatta in precedenza, e cioe` che
il lemma 3.3.4 ci dice gia` qualcosa in termine del problema della periodicita`:
ne deriva, infatti, che la media di u nei sottocubi di lato ε
1
3 l e` quasi m, per
l sufficientemente grande e indipendentemente da ε,
—
∫
Q
ε
1
3 l
(
u(x)−m)dx = —
∫
Q
ε
1
3 l
div b(x)dx =
=
1
(ε
1
3 l)n
∫
∂Q
ε
1
3 l
b(x) · νdx ≤ 1
(ε
1
3 l)n
C0ε
1
3 (ε
1
3 l)n−1 =
C
l
.
Passiamo quindi alla dimostrazione delle due proposizioni da cui si dedurra`
il teorema.
3.3 Funzionale con interfaccia diffusa 101
Proposizione 3.3.5. Esistono costanti C1 e C2, dipendenti solo da m e n,
tali che, per ogni
max{L0 + 1, 4C1 + 1} ≤ l ≤ L,
per ogni ε ≤ L−3 e per ogni (Uε, Bε) minimo per Eε in Bper(L), esistono
l1 ∈ [l − 1, l] e d ∈ [C1, 2C1)
per cui
σεper(l1 + 2d)−
C2
l1
− C2ε 23 ≤ 1
ln1
E(Uε, Bε, Ql1) ≤ σεper(l1 − 2d) +
C2
l1
+ C2ε
2
3 .
Dimostrazione. Poniamo
C1 =
2nC0
min{1−m, 1 +m} ,
dove C0 e` la costante del lemma 3.3.4.
Dato che Eε(Uε, Bε, Ql) ≤ C ln, applicando la formula di coarea, ovvero
quella di Fubini, possiamo trovare un l1, l − 1 ≤ l1 ≤ l, tale che
ε
2
3
∫
∂Ql1
|∇Uε|2 ≤ C ln .
Si consideri quindi il piu` piccolo d tale che l1 = kd con k ∈ N, ossia l1 sia un
multiplo intero di d, e d ≥ C1 - da cui chiaramente d ∈ [C1, 2C1).
Dimostriamo solamente una delle due disuguaglianze, per esempio la secon-
da, essendo perfettemente analoghe tra loro.
Si consideri una coppia (Sε, Zε) che realizzi σ
ε
per(l1 − 2d): per la stima sul
minimo dell’energia 3.3.2, si ha∫
Ql1−2d
ε
2
3 |∇Sε|2 ≤ σεper(l1 − 2d) ≤ C (l1 − 2d)n .
Nuovamente per una applicazione della formula di coarea, esiste quindi un
punto a ∈ Ql1−2d tale che
ε
2
3
∫
Ql1−2d∩{xi=ai}
|∇Sε|2 ≤ C (l1 − 2d)n−1 per ogni i = 1, . . . , n .
Pur di considerare
S ′ε(x) := Sε(x+ a− q), con q = (l1 − 2d, . . . , l1 − 2d) e x ∈ Tl1−2d,
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TUε
Sε
ε
1
3
−1
Figura 3.5: Definizione di Wε
dove Sε si intende estesa per periodicita` in tutto Rn, e analogamente per
Zε, ossia pur di comporre la funzione con una traslazione del toro - qui
entra in gioco il fatto che il nostro minimo e` preso nella classe delle funzioni
periodiche -, si ha
ε
2
3
∫
∂Ql1−2d
|∇Sε|2 ≤ C (l1 − 2d)n−1 .
Quello che adesso facciamo e` costruire un raccordo tra le due coppie (Uε, Bε)
e (Sε, Zε) per confrontare la loro energia.
Cominciamo col costruire un prolungamento di Sε che abbia su ∂Ql1 la stessa
traccia di Uε e la cui energia sia controllata: si consideri per esempio, si veda
la figura,
Wε(x) =

Sε su Ql1−2d
ε−
2
3 (l1 − 2d− ‖x‖ + ε 23 )·
·
[
Sε
(
x
‖x‖ (l1 − 2d)
)
+ 1
]
− 1 su Q
l1−2d+ε
2
3
\Ql1−2d
−1 su Q
l1−ε
2
3
\Q
l1−2d+ε
2
3
ε−
2
3 (‖x‖ − l1 + ε 23 )
[
Uε
(
x
‖x‖ l1
)
+ 1
]
− 1 su Ql1 \Ql1−ε 23
- costruzione che e` sempre possibile se d ≥ 2ε, fatto vero se C1(4C1+1)2 ≥ 1.
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E` facile verificare che Wε e` una funzione H
1(Ql1), e inoltre∫
Ql1
|∇Wε(x)|2 dx ≤
∫
Ql1−2d
|∇Sε(x)|2 dx+
+C
((
ε−
2
3
)2
(l1 − 2d)n−1ε 23 +
∫
∂Ql1−2d
|∇Sε(x)| dx · ε 23 +
+
(
ε−
2
3
)2
(l1)
n−1ε
2
3 +
∫
∂Ql1
|∇Uε(x)|2 dx · ε 23
)
≤
≤
∫
Ql1−2d
|∇Sε(x)|2 dx+ C
(
ε−
2
3 ln−11 + l
n
1
)
,
dove abbiamo utilizzato le stime precedenti e il fatto che
|∇Wε(x)| ≤ C
(
ε−
2
3 + |∇Sε|
( x
‖x‖ (l1 − 2d)
))
in Q
l1−2d+2ε
2
3
\Ql1−2d,
|∇Wε(x)| ≤ C
(
ε−
2
3 + |∇Uε|
( x
‖x‖ l1
))
in Ql1 \Ql1−2ε 23 .
Dividiamo quindi la cornice tra l1 e l1− 2d in Nk = kn− (k− 1)n cubi Qi di
lato d.
Per ogni i si ponga
wi := Wε |Qi in Qi
gi :=
{
Zε · ν in ∂Qi ∩ ∂Ql1−2d
Bε · ν in ∂Qi \ ∂Ql1−2d .
Per il lemma 3.3.1 bis, costruiamo delle coppie (ui, bi) tali che si abbia
div bi = ui −m, ui|∂Qi = wi|∂Qi , e bi · ν = gi su ∂Qi ,
e inoltre
Eε(ui, bi) ≤ C
(
dn +
∫
∂Qi
gi(x)
2dx+ ε
2
3
∫
Qi
|∇wi(x)|2 dx
)
≤
≤ C
(
dn + ε
2
3
∫
Qi
|∇wi(x)|2 dx
)
,
dove abbiamo usato il lemma 3.3.4 per maggiorare l’integrale sul bordo di
Qi nell’ultimo passaggio.
Si consideri quindi la coppia definita nel modo seguente:
Rε(x) =
{
Wε(x) per x ∈ Ql1−2d
ui(x) per x ∈ Qi, i = 1, . . . Nk,
Dε =
{
Zε(x) per x ∈ Ql1−2d
bi(x) per x ∈ Qi, i = 1, . . . Nk.
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E` facile verificare che la coppia cos`ı costruita (Rε, Dε) soddisfa Rε ∈ H1(Ql1),
Dε ∈ L2(Ql1), e
divDε = Rε −m, Dε · ν = Bε · ν su ∂Ql1 , e Rε|∂Ql1 = Uε|∂Ql1 ,
dove l’equazione e` soddisfatta grazie al fatto che la traccia normale di Dε e`
continua, come abbiamo avuto modo di vedere altre volte.
Dato che i dati al bordo sono gli stessi, possiamo quindi confrontare l’energia
di questa coppia con quella di (Uε, Bε) che sappiamo minimizzare, da cui
Eε(Uε, Bε, Ql1) ≤ Eε(Rε, Dε, Ql1) ≤
≤ Eε(Sε, Zε, Ql1−2d) + C
[
Nk∑
i=1
(
dn + ε
2
3
∫
Qi
|∇wi(x)|2 dx
)]
≤
≤ Eε(Sε, Zε, Ql1−2d) + C
[
Nkd
n + ε
2
3
∫
Ql1\Ql1−2d
|∇Wε(x)|2 dx
]
≤
≤ σεper(l1 − 2d)(l1 − 2d)n + C
[
ln−11 + ε
2
3 ln1
]
≤
≤ σεper(l1 − d)ln1 + C
[
ln−11 + ε
2
3 ln1
]
.
Dividendo per l1 si ottiene la disuguaglianza voluta.
La prima disuguaglianza, come detto all’inizio della dimostrazione, si veri-
fica in modo analogo, con la sola differenza che si possono considerere dati
al bordo periodici qualsiasi in Ql1+2d, per esempio nulli, per fare lo stesso
raccordo con i dati al bordo di (Uε, Bε) in Ql1 .
Infine dimostriamo la seconda proposizione, la quale ci permettera` di
derivare il teorema.
Introduciamo la seguente grandezza
σεC(l) := min
(u,b)∈BC(l)
1
ln
Eε(u, b,Ql),
dove l’insieme BC(l) e` definito come segue,
BC(l) :=
{
(u, b)
∣∣∣∣ u ∈ H2(Ql; [−1, 1]), b ∈ L2(Ql;Rn),con div b = u−m e ‖b‖L∞ ≤ C
}
,
dove div b = u−m va intesa in senso distribuzionale nel cubo Ql, ossia con
condizioni al bordo libere per b.
Proposizione 3.3.6. Sia L0 e C0 le costanti dei lemmi 3.3.3 e 3.3.4. Per
ogni L ≥ L0 e per ogni ε ≤ 1 si ha
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(i) σεC0(L) ≤ σεper(L);
(ii) σεC0(L) ≤ σεC0(kL) per ogni k ∈ N;
(iii) σεper(kL) ≤ σεper(L) per ogni k ∈ N;
(iv) σεper(L) e` continuo in L, e σ
ε
C0
(L) ≤ λ2σεC0(λL) per λ ≥ 1;
(v) esiste un L¯ ≤ L + 2d, dove d e` come nel lemma precedente, ossia con
d ∈ [C1, 2C1), tale che
σεper(L¯) ≤ σεC0(L) + C
(
1
L
+ ε
2
3
)
;
(vi) esiste una costante σε, σε > 0 se m ∈ (−1, 1), tale che∣∣σεper(L)− σε∣∣ ≤ C( 1L + ε 23
)
.
Dimostrazione. (i). Dal lemma 3.3.4 si ha Bper(L) ⊂ BC0(L), da cui la
conclusione e` immediata.
(ii). Sia (Uε, Bε) una coppia che realizzi σC0(kL): considerando le restrizioni
di (Uε, Bε) ai sottocubi di lato L ottenuti da QkL, indicizzati da i - in modo
analogo a quanto fatto nel caso sharp -, si ottengono delle coppie in BC0(L),
per cui
(kL)nσεC0(kL) =
∑
i
Eε(Uε, Bε, Qi) ≥ kn (LnσεC0(L)),
da cui, dividendo per (kL)n, si ottiene la disuguaglianza che volevamo dimo-
strare.
(iii). Analogamente a sopra, si prenda (Uε, Bε) una coppia che realizzi
σεper(L), e la si estenda per perodicita` in un cubo di lato kL.
Si noti allora che quella ottenuta e` una coppia in Bper(kL), per cui vale la
seguente stima
(kL)nσεper(kL) ≤ Eε(Uε, Bε, QkL) =
∑
j
Eε(Uε, Bε, Qj) = (kL)
nσεper(l),
dove abbiamo utilizzato il fatto che nei sottocubi Qj la funzione e` uguale a
quella iniziale.
(iv). Ponendo Uλ(x) := U(λx) e Bλ(x) := λ−1B(λx), si ha
Eε(U
λ, Bλ, QL) ≤ max
{
1
λn−2
,
1
λn+2
}
Eε(U,B,QλL);
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per cui
σεper(L) ≤ max
{
λ2,
1
λ2
}
σεper(λL).
La continuita` di σεper e` adesso facile conseguenza: se L < L
′, allora
σεper(L) ≤
(
L′
L
)2
σεper(L
′) σεper(L
′) ≤
(
L
L′
)2
σεper(L) .
Per σC0(l), notiamo che (U
λ, Bλ) ∈ BC0(L) solo se λ ≥ 1, per cui si puo`
dedurre solo
σεC0(L) ≤ λ2σεC0(λL),
se λ ≥ 1.
(v). Utilizziamo un argomento simile a quello visto nella dimostrazione della
proposizione precedente.
Sia (U,B) una coppia che realizzi σεC0(L): allora esiste L1 ∈ [L − 1, L] tale
che
ε
2
3
∫
∂QL1
|∇U(x)|2 dx ≤ CLn, (3.13)
grazie alla solita maggiorazione sull’energia col volume del dominio.
Si consideri quindi il cubo QL1+2d, con d ∈ [C1, 2C1) tale che L1 sia un
multiplo intero di d, L1 = kd.
Raccordiamo i dati al bordo di (U,B) su ∂QL1 con dati periodici su ∂QL1+2d
in maniera tale da avere una stima dall’alto di σεper(L1 + 2d).
Innanzitutto si consideri
W (x) =

U su QL1
ε−
2
3 (L1 − ‖x‖ + ε 23 )
[
U
(
x
‖x‖ (L1)
)
+ 1
]
− 1 su Q
L1+ε
2
3
\QL1
−1 su QL1+2d \QL1+ε 23 .
E` facile verificare che W e` una funzione H1(QL1+2d), e inoltre
ε
2
3
∫
QL1+2d
|∇W (x)|2 dx ≤ ε 23
∫
QL1
|∇U(x)|2 dx+
+Cε
2
3
(
(ε−
2
3 )2(L1)
n−1ε
2
3 +
∫
∂QL1
|∇U(x)| dx · ε 23
)
≤
≤ ε 23
∫
QL1
|∇U(x)|2 dx+ C
(
Ln−11 + ε
2
3Ln1
)
,
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dove abbiamo utilizzato (3.13) e il fatto che
|∇W | ≤ C
(
ε−
2
3 + |∇U |
(
x
‖x‖ (L1)
))
in Q
L1+ε
2
3
\QL1 .
Si divida la cornice tra i due cubi in Nk := (k + 2)
n − kn cubi di lato d,
Qi per i = 1, . . . , Nk.
Per ogni ∂Qi si considerino i dati
wi := W in Qi
gi :=
{
B · ν in ∂Qi ∩ ∂QL1
0 in ∂Qi \ ∂QL1 .
Per il lemma 3.3.1 bis, costruiamo delle coppie (ui, bi) tali che si abbia
div bi = ui −m, ui|∂Qi = wi|∂Qi , e bi · ν = gi su ∂Qi ,
e inoltre
Eε(ui, bi) ≤ C
(
dn +
∫
∂Qi
gi(x)
2dx+ ε
2
3
∫
Qi
|∇wi(x)|2 dx
)
≤
≤ C
(
dn + ε
2
3
∫
Qi
|∇wi(x)|2 dx
)
,
dove abbiamo usato il fatto che |B| ≤ C0 per maggiorare l’integrale sul bordo
di Qi nell’ultimo passaggio.
Si consideri quindi la coppia definita nel modo seguente
R(x) =
{
W (x) per x ∈ QL1
ui(x) per x ∈ Qi, i = 1, . . . , Nk,
D(x) =
{
B(x) per x ∈ QL1
bi(x) per x ∈ Qi, i = 1, . . . , Nk.
E` facile verificare che la coppia cos`ı costruita (Rε, Dε) soddisfa
(R,D) ∈ Bper(L1 + 2d),
dove l’equazione divD = R −m e` soddisfatta grazie al fatto che la traccia
normale di D e` continua.
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Stimando l’energia di tale coppia, si deduce
(L1 + 2d)
nσεper(L1 + 2d) ≤ Eε(R,D,QL1+2d) ≤
≤ Eε(U,B,QL1) + C
[
Nk∑
i=1
(
dn + ε
2
3
∫
Qi
|∇wi(x)|2 dx
)]
≤
≤ Ln1σεC0(L1) + C
[
Nk d
n + ε
4
3
∫
∂Ql1
|∇U(x)|2 dx
]
≤
≤ LnσεC0(L) + C(Ln−11 + ε
2
3Ln1 ).
Dividendo per (L1 + 2d)
n e ponendo L¯ = L1 + 2d si ha la tesi - notando che
tutte le lunghezze in considerazioni differiscono da L per delle costanti.
(vi). La dimostrazione e` analoga a quella fatta per il caso sharp. Per
monotonia, (ii) e (iii), si ha che
lim
k→+∞
σεC0(2
kl) = σε1 e lim
k→+∞
σεper(2
kl) = σε2,
e, inoltre, da (i) discende immediatamente che σε1 ≤ σε2.
Inoltre si ha che
σεper(l) ≥ σε2 per ogni l.
Se cos`ı non fosse, per continuita`, esisterebbe un intervallo [L1, L2] tale che
σεper(l) < σ
ε
2 − a per ogni l ∈ [L1, L2],
con a > 0: allora per monotonia,
σεper(l) < σ
ε
2 − a per ogni l ∈ ∪∞k=1[kL1, kL2] ;
e poiche´ esiste un α ∈ R tale che
(α,+∞) ⊂ ∪∞k=1[kL1, kL2] ,
ci sarebbe l’assurdo col fatto che σεper(2
kl)→ σε2 per k che tende all’infinito.
Si verifica altres`ı che
σC0(l) ≤ σ1 per ogni l.
Se cos`ı non fosse, esisterebbe un L tale che
σεC0(L) > σ
ε
1 + a, con a > 0,
per cui per (iv) si ha
σεC0(λL) ≥
σεC0
λ
>
σε1 + a
λ
> σε1 +
a
2
, per λ ∈ [1, 1 + δ],
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purche´ δ sia sufficientemente piccolo. Questo ci permette quindi di conclu-
dere come per σεper.
Grazie a (v) si ha quindi
σε2 ≤ σεper(L¯) ≤ σεC0(L) + C
( 1
L
+ ε
2
3
)
≤ σε1 + C
( 1
L
+ ε
2
3
)
.
Preso quindi un σε tale che
σε1 ≤ σε ≤ σε2,
si ha la tesi.
Infine proviamo che σε > 0 se m ∈ (−1, 1): per la monotonia di σεC0(L),
basta verificare che un tale σεC0(L) e` maggiore di 0.
Ma questo e` immediato perche´ l’unico modo per cui potrebbe essere pari a
0 e` che ∫
QL
W (u(x))dx = 0,
cioe` u ≡ ±1, contro il fatto che m 6= 0.
Le due proposizioni assieme danno la dimostrazione del terorema.
Osserviamo che in questo caso il risultato e` ottimale solo se si considera il
regime in cui ε→ 0: ad ε fissato, l’errore nella stima dell’energia e` comunque
dell’ordine L−1, ma L ≤ ε− 13 , ossia non puo` tendere a 0. Questa e` la ragione
per cui nel fissare la costante σε c’e` una certa liberta`.
Piu` ε e` piccolo piu` tale liberta` e` minore: il comportamento di σε al tendere
di ε a 0 e` descritto dalla proposizione successiva.
A tal proposito, richiamiamo le notazioni
Eε(u,QL) =

∫
QL
[
ε
2
3 |∇u(x)|2 + ε− 23W (u(x)) + |∇v(x)|2 ]dx,
u ∈ H1(TL; [−1, 1]),
+∞, u ∈ L1(QL, [−1, 1]) \H1(TL; [−1, 1]),
e
E(u,TL) =
{∫
TL
[ |∇u(x)|+ |∇v(x)|2 ]dx, u ∈ BV (TL; {±1})
+∞, u ∈ L1(QL) \BV (TL; {±1}),
dove in entrambi i casi v risolve
−∆v = u−m in TL.
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Supponiamo senza ledere la generalita` che la costante che compare nel Γ-
limite del funzionale di Modica e Mortola sia 1, ossia∫ 1
−1
√
W (s)ds = 1. (3.14)
E` semplice corollario di tale risultato la seguente proposozione.
Proposizione 3.3.7. Per ogni L ≥ 0, si ha che
Eε(·, QL) Γ→ E(·,TL) in L1(QL; [−1, 1]), per ε→ 0,
da cui
σεper(L)→ σper(L) per ε→ 0.
Dimostrazione. La dimostrazione e` immediata se si considera il fatto che i
funzionali in questione sono una perturbazione continua del funzionale di
Modica e Mortola, dato che il termine non locale e` continuo in norma L1.
Infatti, se uε → u in L1, allora ∇vε → ∇v in L2, da cui la tesi.
Ne deriva il controllo al limite delle costanti σε: infatti, se σ indica la
costante trovata per il problema sharp, si ha
|σε − σ| ≤
∣∣σε − σεper(L)∣∣+ ∣∣σεper(L)− σper(L)∣∣+ |σper(L)− σ| ≤
≤ C
( 1
L
+ ε
2
3
)
+
∣∣σεper(L)− σper(L)∣∣+ CL ≤
≤ C
( 1
L
+ ε
2
3
)
+
∣∣σεper(L)− σper(L)∣∣ ,
da cui, fissando prima L in modo opportuno e quindi ε, si ha che, per orni
δ ≥ 0,
|σε − σ| ≤ δ, per ogni ε ≤ ε0 = ε0(δ).
Questo dimostra che le costanti σε travate sopra sono pressocche´ uguali ad
una stessa costante, o meglio tendono, al tendere di ε a zero, ad una stessa
costante σ, che non e` altro che la costante trovata nel caso sharp. Per
cui abbiamo in definitiva dimostrato che nei sottodomini dell’ordine di ε
1
3
l’energia e` proporzionale a ε
2
3 per il volume del dominio, ossia
Fε(u,Qε
1
3 l
) ' ε 23 (ε 13 l)nσ.
Da quello che abbiamo dimostrato si puo` altres`ı dimostrare un teorema di
convergenza per i minimi dei funzionali Fε.
Come abbiamo gia` avuto occasione di commentare, per la classe di funzionali
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considerati non dimostriamo un risultato di Γ-convergenza: la difficolta` che
si incontra nel far cio` risiede nel fatto che i funzionali Eε non hanno un Γ-
limite non banale, nel senso che, in base all’argomento di riscalamento (3.2),
il Γ-limite giusto sarebbe qualcosa del tipo il funzionale con interfaccia sharp
definito in tutto Rn e mediato per il volume dell’intero dominio, funzionale
che posto in questi termini non sembra possa esistere.
Cio` non di meno, si riesce a formulare un teorema di convergenza dei minimi
che lega il funzionale con interfaccia sharp ai precedenti.
Per mostrare cio`, per ogni ε si consideri la funzione riscalata Uε definita su
tutto Rn e nulla fuori Q
ε−
1
3
.
Proposizione 3.3.8. Siano uε minimi per Fε(·, Q1). Allora, a meno di
sottosuccessioni, si ha che le Uε convergono nella topologia L
1
loc(Rn) ad una
funzione U ∈ BVloc(Rn; {±1}) che realizza il minimo del seguente funzionale
G(U) =
{
lim inf l→+∞
E(U,Ql)
ln
se U ∈ BVloc(Rn; {±1})
+∞ se U ∈ L1loc(Rn) \BVloc(Rn; {±1}),
dove
E(U,Ql) = inf
{∫
Ql
[ |∇U(x)| dx+ |B(x)|2 ]dx | divB = U −m},
ossia con condizioni libere al bordo.
Dimostrazione. Siano uε minimi per Fε, e sia l ≥ L0 fissato, dove L0 e` la
costante che compare nel lemma 3.3.3. Per il lemma 3.3.2, si ha che
Eε(Uε, Bε, Ql)
ln
≤ C.
Per la coercivita` dei funzionali di Modica e Mortola, quindi, esiste U ∈
BV (Ql; {±1}) tale che, a meno di sottosuccessioni, non rinominate,
Uε|∂Ql → U in L1(∂Ql). (3.15)
Inoltre, per il lemma 3.3.4, si ha che
gε := Bε · ν|∂Ql ∈ L∞(∂Ql) e ‖gε‖L∞ ≤ C0.
Quindi, a meno di sottosuccessioni, esiste g ∈ L∞ tale che
gε
∗
⇀ g in L2(∂Ql). (3.16)
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E` facile verificare che
E(U,B,Ql) ≤ lim inf
ε→+∞
Eε(Uε, Bε, Ql),
dove B e` preso in modo tale da risolvere l’equazione{
divB = U −m in Ql
B · ν = g su ∂Ql.
Infatti, per la disuguaglianza del limite inferiore per il funzionale di Modica
e Mortola - ricordiamo che la costante caratteristica e` stata fissata pari a 1,
(3.14) -, si ha∫
Ql
|∇U(x)| dx ≤ lim inf
ε→0
∫
Ql
[
ε
2
3 |∇Uε(x)|2 + ε− 23W (Uε(x))
]
dx.
Inoltre si ha ∫
Ql
|B(x)|2 dx ≤ lim inf
ε→0
∫
Ql
|Bε(x)|2 dx :
perche´, da (3.15), (3.16) e da
−
∫
Ql
Bε(x) · ∇ϕ(x)dx+
∫
∂Ql
gε(x)ϕ(x)dx =
∫
Ql
(
Uε(x)−m
)
ϕ(x)dx,
per ogni ϕ ∈ H1(Ql), deriva che
lim
ε→0
∫
Ql
Bε(x) · ∇ϕ(x)dx =
∫
Ql
B(x) · ∇ϕ(x)dx;
da cui prendendo ϕ = −V , dove V e` tale che B = −∇V , si ricava∫
Ql
|B(x)|2 dx = lim
ε→0
∫
Ql
Bε(x) · ∇V (x)dx ≤
≤ lim inf
ε→0
(∫
Ql
|Bε(x)|2 dx
) 1
2
(∫
Ql
|∇V (x)|2 dx
) 1
2
=
= lim inf
ε→0
(∫
Ql
|Bε(x)|2 dx
) 1
2
(∫
Ql
|B(x)|2 dx
) 1
2
,
e quindi la disuguaglianza voluta.
A meno di passare ulteriormente a sottosuccessioni, con un procedimento
diagonale si trova una funzione U ∈ BVloc(Rn; {±1}) tale che
Uε → U in L1loc(Rn),
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e per una successione di lati crescente (li), con li → +∞, si ha
E(U,Bi, Qli) ≤ lim inf
ε→+∞
Eε(Uε, Bε, Qli),
dove Bi risolve la solita equazione con Bi ·ν = gi ∈ L∞(∂Qli) e ‖gi‖L∞ ≤ C0.
Quello che bisogna dimostrare e` che U realizza il minimo del funzionale G,
che, come e` facile inferire dal risultato nel caso sharp, e` proprio σ.
Ma per la proposizione 3.3.5,
lim inf
ε→+∞
Eε(Uε, Bε, Qli)
lni
≤ σper(li − 2di) + C
li
,
da cui
E(U,Bi, Qli)
lni
≤ σper(li − 2di) + C
li
,
dove di e` come nella proposizione per ogni i. Quindi si ha che
G(U) = lim inf
l→+∞
E(U,Ql)
ln
≤ lim inf
i→+∞
E(U,Bi, Qli)
lni
≤ lim
i→+∞
σper(li − di) = σ,
dove abbiamo usato il fatto che G e` definita con condizioni libere al bordo
per quanto concerne il termine non lacale.
Questo conclude la dimostrazioni, essendo σ il minimo di G.
La proposizione precedente ci dice in che senso i funzionali con ε sono
collegati al funzionale con interfaccia sharp, che in un primo momento era
stato introdotto solo in base considerazioni euristiche. E` da notare come il
risultato dimostrato sopra coinvolga il comportamento del funzionale sharp
nel limte in cui il dominio invade tutto lo spazio: questo sembra inevitabile e
dovuto al fatto che i funzionali Fε presentano una doppia scala, quella della
periodicita` e quella, ben piu` piccola, dello spessore di transizione tra le due
fasi, o meglio tra le zone di alta concentrazione di un monomero rispetto
all’altro; per cui il Γ-limite, per catturare contemporaneamente il comporta-
mento della transizione e della periodicita`, deve necessariamente perdere il
controllo sulle dimensioni del dominio, legato alla scala della periodicita`.

Appendice A
Disuguaglianze varazionali: un
teorema di regolarita`
Dimostriamo in questa appendice il risultato di regolarita` per disuguaglianze
variazionali utilizzato nel secondo capitolo.
Inquadriamo il risultato in un contesto generale di analisi funzionale, quindi
mostriamo come il risultato astratto comprenda il caso da noi utilizzato.
Cominciamo col richiamare il teorema di Stampacchia.
Teorema A.1. (Stampacchia) Sia H uno spazio di Hilbert, K ⊆ H un
convesso chiuso non vuoto.
Sia a : H × H → R una forma bilineare continua e coerciva, e f ∈ H ′ un
funzionale lineare e continuo.
Allora esiste un unico u ∈ K tale che
a(u, v − u) ≥ 〈f, v − u〉H′,H ∀ v ∈ K.
Se a e` simmetrica, allora u e` caratterizzato dall’essere il minimo in K
dell’espressione seguente,
a(u, u)− 2〈f, u〉H′,H .
Osservazione A.1. Osserviamo che
a(u, v − u) ≥ 〈f, v − u〉H′,H ∀ v ∈ K
e` equivalente a
a(v, v − u) ≥ 〈f, v − u〉H′,H ∀ v ∈ K.
Per vedere che la prima condizione implica la seconda, basta notare che
a(v, v − u) = a(v − u, v − u) + a(u, v − u) ≥ a(u, v − u).
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Per l’implicazione inversa, invece, dato un v generico, si scriva la seconda
relazione per tutti i punti nel segmento tra v e u - qui si usa che K e` convesso
-, ossia vt = t(v − u) + u, ottenendo
t〈f, v − u〉H′,H = 〈f, vt − u〉H′,H ≤
≤ a(vt, vt − u) = ta(u, v − u) + t2a(v − u, v − u);
per cui, dividendo per t e mandandolo a zero, si ottiene la prima relazione.
Osservazione A.2. Osserviamo che se K e` un cono positivo, ossia vale che
∀ α ≥ 0 ∀u ∈ K αu ∈ K,
allora vale la seguente equivalenza
a(u, v−u) ≥ 〈f, v−u〉H′,H ∀ v ∈ K ⇐⇒
{
a(u, v) ≥ 〈f, v〉H′,H ∀ v ∈ K,
a(u, u) = 〈f, u〉H′,H .
La dimostrazione e` immediata: una implicazione e` semplicemente dovuta
alla linearita`, mentre per l’altra basta sostituire a v i valori 0 e 2u, e usare
di nuovo la linearita`.
Per enunciare il risultato di regolarita` che ci serve, fissiamo una volta per
tutte le seguenti notazioni.
Siano V e H due spazi di Hilbert, i : V → H un’inclusione continua e iniet-
tiva, con i(V ) denso in H - per cui con abuso di notazione scriveremo spesso
V ⊂ H.
E` un fatto generale che in queste ipotesi si ha un’inclusione continua, iniet-
tiva con immagine densa di H ′ in V ′, che non e` altro che la restrizione dei
funzionali in H ′ a V , per cui anche in questo caso scriveremo spesso H ′ ⊂ V ′.
Se f ∈ H ′ ⊂ V ′ e v ∈ V , si ha dunque
〈f, v〉V ′,V = 〈f, v〉H′,H .
Sia a : V × V → R una forma bilineare continua e coerciva, K ⊂ V un
convesso chiuso non vuoto, e f ∈ V ′ un funzionale lineare e continuo.
Per il teorema di Riesz esiste un’applicazione continua A : V → V ′ tale che
a(u, v) = 〈Au, v〉V ′,V .
Per il teorema di Stampacchia sappiamo invece che esiste un unico elemento
u ∈ K tale che valga la seguente disuguaglianza variazionale,
a(u, v − u) ≥ 〈f, v − u〉V ′,V ∀ v ∈ K. (A.1)
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Quello che vogliamo fare e` dimostrare che se f ∈ H ′, ossia se f e` in un certo
senso piu` regolare di quanto dovrebbe a priori essere, allora Au ∈ H ′, con u
la soluzione della disuguaglianza variazionale (A.1).
Prima di enunciare il risultato, conveniamo di identificare H ′ con H, per cui
se f ∈ H ′ esiste un xf ∈ H tale che
〈f, y〉H′,H = 〈xf , y〉H,H ∀ y ∈ H,
- piu` avanti eviteremo di utilizzare la doppia scrittura per f e xf , ma diremo
che f ∈ H = H ′.
L’enunciato del risultato e` dunque il seguente.
Teorema A.2. Siano V , H, a, K, f come sopra, con f ∈ H ′. Allora se u
e` la soluzione di (A.1), si ha che Au ∈ H ′.
Dimostrazione. In base all’identificazione fatta possiamo scrivere V ⊂ H =
H ′ ⊂ V ′, volendo significare che, se v ∈ V , come elemento di V ′ agisce
tramite il prodotto scalare di H:
〈v, u〉V ′,V = 〈v, u〉H,H per ogni u ∈ V.
Consideriamo l’equazione
uε + εAuε = u in V
′,
ossia
〈uε, v〉V ′,V + ε〈Auε, v〉V ′,V = 〈u, v〉V ′,V per ogni v ∈ V :
per il teorema di Lax-Milgram esiste un’unica soluzione uε ∈ V . Infatti la
forma bilineare in V
B(u, v) := 〈u, v〉V ′,V + ε〈Au, v〉V ′,V = 〈u, v〉H,H + εa(u, v)
e` continua e coerciva, per cui siamo nelle ipotesi per applicare il teorema.
Dall’equazione emerge che Auε ∈ V ⊂ H.
Per l’osservazione A.1, ponendo v = uε, si ha che
〈Auε, Auε〉V ′,V = ε−1a(uε, u− uε) ≤ ε−1〈f, u− uε〉V ′,V = 〈f, Auε〉V ′,V ,
da cui, poiche´ f ∈ H e Auε ∈ H, si deduce
〈Auε, Auε〉H,H ≤ 〈f, Auε〉H,H ,
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ossia
‖Auε‖H ≤ ‖f‖H .
Questo ci dice facilmente, utilizzando l’equazione, che uε → u in H.
Dimostriamo adesso che uε e` limitata in V . Applicando Auε all’equazione,
si ha
〈Auε, uε〉V ′,V + ε ‖Auε‖2H = 〈Auε, u〉V ′,V = 〈Auε, u〉H,H ,
da cui
a(uε, uε) = 〈Auε, uε〉V ′,V ≤ C,
che per coercivita` ci da` ‖uε‖V ≤ C per ogni ε.
Quindi per Banach-Alaoglu uε ⇀ u in V e quindi in H (da cui il fatto che il
limite sia proprio u, dato che uε → u in H), e Auε ⇀ α in H.
Per linearita` e continuita` si ha che Auε ⇀ Au in V
′, e per unicita` del limite
debole Au = α ∈ H, come volevamo dimostrare.
Applichiamo tale risultato astratto alla situazione incontrata nel secondo
capitolo: il nostro problema era quello di stabilire la regolarita` H2 di w ∈
H10
((− 1
2
, 1
2
))
, w ≥ 0 tale che∫ 1
2
− 1
2
(
2ε2l−2w˙(x)ψ˙(x) + f(x)ψ(x)
)
dx ≥ 0, (A.2)
per ogni ψ ∈ H10
((− 1
2
, 1
2
))
tale che ψ ≥ 0 in A = {x : w(x) = 0}.
Poniamo quindi
H = H10
((
− 1
2
,
1
2
))
,
il nostro spazio di Hilbert, con la norma H2;
K =
{
v ∈ H10
((
− 1
2
,
1
2
))
| v ≥ 0
}
,
il convesso chiuso; e
a(u, v) :=
∫ 1
2
− 1
2
2ε2l−2u˙(x)v˙(x)dx e 〈f, u〉H′,H := −
∫ 1
2
− 1
2
f(x)u(x)dx,
la forma bilineare e il funzionale continuo.
Dimostriamo che w risolve il problema (A.2) se e solo se e` soluzione della
disuguaglianza variazionale
a(u, v − u) ≥ 〈f, v − u〉H′,H ∀ v ∈ K.
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Infatti se w soddisfa (A.2) allora si ha, basta porre ψ = ±w,{
a(w,w)− 〈f, v − u〉H′,H = 0,
a(w, v)− 〈f, v − u〉H′,H ≥ 0 ∀ v ∈ K,
il che per l’osservazione A.2 ci dice che w e` soluzione della disuguaglianza
variazionale.
Viceversa, se w e` la soluzione della disuguaglianza variazionale allora, per la
simmetria della forma, e` il minimo di
a(w,w)− 2f(w) :
prendendo quindi variazioni della forma w+tψ, con ψ ≥ 0 in A (per garantire
di restare in K per t piccoli), si ottiene (A.2). Per cui i due problemi sono
in definitiva equivalenti.
Questo ci dice, per esempio, che una tale w esiste, grazie al teorema di
Stampacchia.
Per quanto riguarda la regolarita`, invece, si applichi il teorema A.2: si ponga
V = H10
((−1
2
, 1
2
))
con la normaH1,K, a e f come sopra; eH = L2
((−1
2
, 1
2
))
.
Identifichiamo inoltre H col suo duale, per cui, per come e` definito,
f ∈ H ′.
Per il teorema si ha quindi che Au, con
a(u, v) = 〈Au, v〉V ′,V ,
appartiene a H = L2
((− 1
2
, 1
2
))
, per cui∫ 1
2
− 1
2
2ε2l−2u˙(x)v˙(x)dx = a(u, v) = 〈Au, v〉V ′,V =
= 〈Au, v〉H′,H = 〈Au, v〉H,H =
∫ 1
2
− 1
2
Au(x)v(x)dx,
per ogni v ∈ V = H10
(( − 1
2
, 1
2
))
, ossia w˙ ha derivata debole, vale a dire
w ∈ H2((− 1
2
, 1
2
))
come volevamo dimostrare.
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