Abstract. In this paper we study the boundedness of weak solutions to the following problem
Introduction
Let Ω ⊂ R N , with N > 1, be a bounded domain with a Lipschitz boundary ∂Ω. We study the boundedness of weak solutions to the following boundary value problem − div A(x, u, ∇u) = B(x, ρ * u, ∇(ρ * u))
in Ω,
A(x, u, ∇u) · ν = C(x, u) on ∂Ω,
where ν(x) denotes the outer unit normal of Ω at x ∈ ∂Ω, ρ * u stands for the convolution product of some integrable function ρ on R N with the solution u, and A, B and C are Carathéodory functions satisfying suitable p-structure conditions that will be specified in Section 3. The nonlocal problem stated in (1.1) is much more general than the problem considered in [5] where for the first time the boundary value problem with convolution for solution and its gradient has been considered. We emphasize that in the statement of problem (1.1) we have full dependence on the solution u and on its gradient ∇u. Moreover, the boundary condition is nonhomogeneous and includes the Robin boundary condition.
The goal of this paper is to get a priori bounds for weak solutions to equation (1.1) . This type of nonlocal problem incorporating an arbitrary convolution has been formulated for the first time in [5] . The main novel features of the considered problem (1.1) are the presence of the convolution in the nonlinearity B and the fact to allow critical growth for the functions A and C both in the domain Ω and on the boundary ∂Ω, respectively. We establish a priori estimates for problem (1.1) and show the boundedness of its solutions. The proof develops a modified version of Moser iteration originated in [3, 4] and adapted to the specific character of problem (1.1) where the nonlocal operator described by the convolution is involved. Important integrability properties of the convolution are used in our reasoning. A special care is paid to estimate the boundary condition in (1.1). We are able to produce the a priori estimates for the terms involving the boundary in parallel with the interior estimates regarding the domain. We stress that both types of estimates are valid for critical growth in Ω and on ∂Ω. Combining with the result in [5] we also obtain the existence of bounded solutions to problem (1.1) in the case where the equation is driven by a weighted (p, q)-Laplacian and is associated to the homogeneous Dirichlet boundary condition.
The rest of the paper is organized as follows. Section 2 contains preliminaries to be used in the sequel. In Section 3 we present our result guaranteeing that any weak solution to (1.1) belongs to L ∞ (Ω). In the proof, it is first shown that any weak solution u ∈ W 1,p (Ω) of problem (1.1) is an element of L r (Ω) for every r ∈ (1, ∞), and then by means of the obtained a priori estimates we can conclude that u is uniformly bounded. Finally, on the basis of the existence result in [5] we infer that a class of problems (1.1) with homogeneous Dirichlet boundary condition possesses a bounded solution.
Preliminaries
The Euclidean norm of R N is denoted by | · |, while the notation · stands for the standard inner product on R N . By | · | we also denote the Lebesgue measure on R N . For any r ∈ [1, ∞), we denote by L r (Ω) and W 1,r (Ω) the usual Lebesgue and Sobolev spaces equipped with the norms · r and · 1,r , respectively, given by
The norm of L ∞ (Ω) is
For any u ∈ W 1,r (Ω) we set u ± := max{±u, 0}, which yields
By the Sobolev embedding theorem there exists a linear, continuous embedding i :
, where the critical exponent r * in the domain is given by
The boundary ∂Ω is endowed with the (N − 1)-dimensional Hausdorff (surface) measure denoted by σ. The Lebesgue spaces L s (∂Ω), with 1 ≤ s ≤ ∞, have the norms
There exists a unique linear continuous map γ :
, where r * is the critical exponent on the boundary defined as
As usual, the subspace of W 1,r (Ω) consisting of zero trace elements is denoted W 1,r 0 (Ω). For the sake of notational simplicity, we drop the use of the symbol γ writing for the trace of a Sobolev function u ∈ W 1,r (Ω) just u. We refer to [1] for the theory of Sobolev spaces. We cite the following propositions that are useful for the proof of our main result.
with N ≥ 2, be a bounded domain with Lipschitz boundary ∂Ω, let 1 < p < ∞, and letq be such that p ≤q < p * . Then, for every ε > 0, there exist constantsc 1 > 0 andc 2 > 0 such that
, be a bounded domain with Lipschitz boundary ∂Ω and let
Here u ∈ W 1,p 0 (Ω) is identified with its extension by zero to R N thus obtaining an element of
(Ω), the weak partial derivatives of the convolution are expressed by
Thanks to Tonelli's and Fubini's theorems as well as Hölder's inequality, there hold 
where C 1 and C are positive constants depending on N and p.
In the rest of the paper, for every r ∈ (1, ∞) we denote by r ′ its Hölder conjugate, that is r ′ = r r−1 .
Bounded solutions
Our hypotheses on the mappings involved in problem (1.1) are as follows.
for all s ∈ R and ξ ∈ R N , with positive constants a i , b j , c k (i ∈ {1, . . . , 6}, j, k ∈ {1, 2}) and fixed numbers p, α 1 , α 2 such that
, is a nonnegative function.
By a weak solution to problem (1.1) we mean any function u ∈ W 1,p (Ω) verifying
for all ϕ ∈ W 1,p (Ω). Under assumptions (H), all the integrals in (3.2) are finite for u, ϕ ∈ W 1,p (Ω), thus the definition of weak solution is meaningful. Now we state our main result on problem (1.1). We will denote positive constants by M i , i = 1, 2, . . . , and we will specify their dependance if it will be the case.
, and assume that hypotheses (H) are satisfied. Then, every weak solution
Proof. Let u ∈ W 1,p (Ω) be a weak solution to (1.1) for which we can admit that u ≡ 0. First, we show that u ∈ L r (Ω) for every r ∈ (1, ∞). Taking into account (2.2), we can suppose without any loss of generality that u ≥ 0.
Let h > 0 and set u h (x) := min{u(x), h} for x ∈ Ω. Moreover, for every number κ > 0 choose ϕ = uu κp h as test function in (3.2). We note that
Applying condition (H2) to the terms in the left-hand side of (3.3) yields
respectively. By means of condition (H3) we have
We estimate term by term the integral in the right-hand side of (3.6). For the first term, observe that
For the second and third term, we set r 1 := p * p * −α1 and r 2 := p p−α2 . Making essentially use of convolution properties (2.3) and (2.5) in conjunction with Hölder's inequality we find that
and
. It is of primary importance to point out that the constants M 2 and M 3 depend solely on the solution u through its norm u p * , namely
The boundary term in (3.6) can be estimated via hypothesis (H4) as
(3.8)
From (3.1) and the hypothesis on r, we see that
Combining (3.3)-(3.6), (3.8), (3.9), and the inequalities derived from (3.6) results in 
Then (3.10) entails
Dividing by a 4 , adding to both sides the positive term κp+1 (κ+1) p uu κ h p p , using (2.1) and Hölder's inequality enable us to get
(3.11)
Now we proceed to estimate the integrals in (3.11) involving the critical exponents in the domain and on the boundary. To this end, let L, G > 0 and set a := u p * −p and b := u p * −p . By Hölder's inequality and the linear continuous maps i and γ introduced in Section 2 we obtain
with positive constants c Ω and c ∂Ω determined by i and γ, respectively.
(3.14)
On the basis of (3.11)-(3.14), it turns out
and M 6 and M 7 can be taken arbitrarily large, we can choose L = L(κ, u) > 0 and G = G(κ, u) > 0 such that
for every κ. Consequently, inequality (3.15) becomes Select ε 1 in (3.17) such that
Then combining (3.17) and (3.16) gives
This estimate is equivalent to 
At this point, due to (3.9) guaranteeing that pr < p * , the bootstrap argument can be implemented.
Letting h → ∞ in the left-hand side of (3.24), the Fatou's lemma implies
Relying on the steps in (3.23)-(3.25), we find by induction a sequence (κ n ) with
In accordance to what was said before, from (3.23)-(3.25) inductively there holds
Proceeding as for (3.25) we then can infer that
for any finite positive number κ, where M 16 (κ, u) > 0 is a constant which depends on κ and on the solution u itself. Therefore we can conclude that u ∈ L r (∂Ω) for every r ∈ (1, ∞). Now we are in a position to reach the desired conclusion establishing the L ∞ -boundedness of u. In this respect, we refer again to inequality (3.11). Taking into account (3.9), we can fix q 1 ∈ (pr, p * ) and moreover q 2 ∈ (p, p * ). Then, by Hölder's inequality and exploiting the L r -bounds just obtained, we can estimate the terms in the right-hand side of (3.11). Namely, we obtain that 
After easy arrangements, the preceding inequality can be written in the form
The Sobolev embedding and u ∈ L r (Ω) for any finite r > 1 ensure
Then the Fatou's lemma gives
On account of lim
(3.31) Returning to (3.30) and complying with (3.31) we obtain
Suppose there exists a sequence κ n → ∞ for which one has
. Suppose the complementary situation takes place, that is there exists κ 0 > 0 such that
for every κ ≥ κ 0 . Starting with κ 0 we construct the iteration (κ n+1 + 1)q 1 = (κ n + 1)p * giving rise to the increasing sequence
which is possible because q 1 < p * . Thereby, it is known that
for every positive integer n. This amounts to saying that
with (κ n + 1)p * → ∞ as n → ∞. Since
the above series are convergent. Therefore, there exists a constant M > 0 independent of n such that
Since u (κ0+1)p * is finite, we are in a position to invoke Proposition 2.2, whence u ∈ L ∞ (Ω). Finally, by referring to Proposition 2.3, the additional property γu ∈ L ∞ (∂Ω) ensues. The proof is thus complete.
Remark 3.2. The requirements on the exponents α 1 , α 2 in hypotheses (H) are not optimal, which for a well-defined weak solution should be α 1 < p * − 1 and α 2 < p − 1.
We have strengthened the conditions in order to meet the construction of Moser's iteration. Actually, hypothesis (H1) is not needed in the proof of Theorem 3.1, but it is necessary to have a well-defined weak solution as formulated in (3.2).
Remark 3.3. The bounds obtained in Theorems 3.1 depend on the data in assumption (H) and on the solution itself, too. The hard part of the proof, which is based primarily on (3.7), shows that the following estimate is valid
33)
with a constant M ( u p * ) depending on u p * . Once that (3.33) is available, the reasoning to get the uniform boundedness of u can be carried out in the following way. Let 0 < t < u ∞ , where a priori one can have u ∞ = ∞. Accordingly, we set Ω t = {x ∈ Ω : |u(x)| > t}. Owing to the fact that t ∈ (0, u ∞ ) is arbitrary, we deduce the bound lim inf r→∞ u r ≥ u ∞ .
It follows that
In view of estimate (3.33), the conclusion that u ∈ L ∞ (Ω) is achieved.
We illustrate the applicability of Theorem 3.1 in the case of a class of fully dependent gradient elliptic problems with homogeneous Dirichlet boundary condition and exhibiting convolutions, for which we obtain the existence of a bounded weak solution. Specifically, we are interested in bounded weak solutions u ∈ W (Ω) with 1 < q < p < ∞ and µ ≥ 0. Note that this is a nonhomogeneous, Leray-Lions operator. For µ = 0 we retrieve the p-Laplacian,
