Introduction
The stability properties of constrained stochastic processes are of central importance in the study of queuing systems that arise in computer networks, communications and manufacturing problems. In recent years there has been a significant progress in the study of stability of such systems [12, 13, 9, 3, 4, 5, 2, 15, 16, 1] . All the papers in the list above which treat the heavy traffic diffusion model consider the case where both the drift and the diffusion coefficients are constant. However, in many applications a homogeneous model of this kind is not well suited, and it is enough if we mention systems where there is a control that depends on the system's state. Although a similar motivation leads one to also study variable constraint directions on the boundary, we confine ourselves here to fixed directions. In fact, some basic stability properties of the corresponding Skorokhod map, that we take advantage of here, are not yet well understood in the setting of variable directions of constraint.
In this paper we consider the stability properties of constrained diffusion processes when both the drift and the diffusion coefficients may be state dependent. 
is Lipschitz continuous. We refer the reader to [11, 6, 7] for sufficient conditions under which the Skorokhod map is Lipschitz continuous. The paper [19] studies networks of single class queues for which the Skorokhod problem associated to a diffusion approximation is regular. Some examples of feedforward networks which lead to a regular Skorokhod problem have been studied in [17, 18] . An example of a multiclass networks with feedback which leads to a regular Skorokhod problem has recently been studied in [8] .
In this paper we consider the constrained diffusion process {X x (t)} t≥0 given as the unique solution of the equation:
b(X x (s))ds (t); t ≥ 0 (1.1)
We assume global Lipschitz conditions on σ and b (cf. (2.4)), the boundedness (2.5) and uniform non degeneracy (Condition 2.4) of the diffusion coefficient σ. The main result we present is that under the above conditions the Markov process {X
is positive recurrent and has a unique invariant measure if there exists a δ ∈ (0, ∞) and a bounded subset A of G such that for all x ∈ G\A, b(x) ∈ C(δ), where
and
and ∂C denotes the boundary of C. The Lipschitz conditions on σ and b are assumed to assure that there is a unique solution to the constrained diffusion process (1.1).
As we point out in Remark 4.1, our main result continues to hold if these Lipschitz and growth assumptions are replaced by the assumption that (1.1) has a unique weak solution for every x ∈ G and the solution is a Feller Markov process. It should also be observed that the non-degeneracy assumption on σ and the Feller property are used only in Section 4 in proving the ergodicity of the constrained diffusion process, and are not needed to prove stability.
As in [9, 15, 4] the key idea in the proof of this result is to study stability properties of a related deterministic dynamical system. In Theorem 3.2 we show that for each δ > 0, the family of deterministic constrained trajectories defined as
for which v(t) ∈ C(δ), t ∈ [0, ∞), enjoys strong uniform stability properties if for some δ ∈ (0, ∞), v(t) ∈ C(δ) for all t ∈ [0, ∞). These stability properties enable us to use T (x), the hitting time to the origin (cf. (3.14) , as a Lyapunov function for the stability analysis of the stochastic problem. We study some basic properties of T (·) in Lemma 3.1. The key consequence of the stability of (1.2) is Lemma 3.1 (iii). This result along with the Lipschitz property of the Skorokhod map leads to Lemma 4.1 which is the crucial step in relating the stability of the deterministic dynamical system (1.2) with that of the stochastic system (1.1). Stability and instability results for reflecting Brownian motion have been obtained in a number of different settings.
The papers [21, 14] consider the two dimensional case with constant and nonconstant directions of constraint on the two faces of the domain, respectively. In [13] conditions are presented which guarantee the stability of a multi-dimensional reflecting Brownian motion, and in addition characterizes conditions under which the invariant distribution has a product form distribution. The paper [2] also obtains sufficient conditions for stability for this class of processes.
Our main result is Theorem 4.1 where it is shown that there is a compact set B ∈ G for which the hitting time:
has finite expectation which as a function of x is bounded on compact subsets of G.
Proofs of such results generally use a Lyapunov function that is in the domain of the generator of the process (e.g., twice continuously differentiable in our case). An interesting feature of the approach we use is that far less regularity is required of the Lyapunov function. The paper concludes with the proof of the positive recurrence and the uniqueness of the invariant measure for {X x (t)}, which is standard due to the uniform non-degeneracy of the diffusion coefficient.
Definitions and Formulation
Let G ⊂ IR k be the convex polyhedral cone in IR k with the vertex at origin given as the intersection of half spaces G i ,
Let n i be the unit vector associated with G i via the relation
Denote the boundary of a set S ⊂ IR k by ∂S. We will denote the set {x ∈ ∂G :
x, n i = 0} by F i . For x ∈ ∂G, define the set, n(x), of unit inward normals to G at x by n(x) .
With each face F i we associate a unit vector d i such that d i , n i > 0. This vector defines the direction of constraint associated with the face 
For η ∈ D([0, ∞) : IR k ) let |η|(T ) denote the total variation of η on [0, T ] with respect to the Euclidean norm on IR k .
solves the Skorokhod problem (SP) for ψ with respect to G and d if and only if φ(0) = ψ(0), and for all t ∈ [0, ∞)
3. |η|(t) < ∞;
5. There exists Borel measurable γ :
d|η|-almost everywhere and
on which there is a unique solution to the Skorokhod problem we define the Skorokhod map (SM) Γ as Γ(ψ)
is the unique solution of the Skorokhod problem posed by ψ. We will make the following assumption on the regularity of the Skorokhod map defined by the data
the SM is Lipschitz continuous in the following
sense. There exists a K < ∞ such that for all
We will assume without loss of generality that K ≥ 1. We refer the reader to [6] (or alternatively see [7] ) for sufficient conditions under which this regularity property holds.
We now introduce the constrained diffusion process that will be studied in this paper. Let (Ω, F, P ) be a complete probability space on which is given a filtration {F t } t≥0 satisfying the usual hypotheses. Let (W (t), F t ) be a n-dimensional standard Wiener process on the above probability space. We will study the constrained diffusion process given as a solution to equation 1.1, namely,
where σ : G → IR k×k and b : G → IR k are maps satisfying the following condition:
There exists γ ∈ (0, ∞) for which
Using the regularity assumption on the Skorokhod map it can be shown (cf. [10, 6] ) that there is a well defined process satisfying (2) . In fact, the classical method of Picard iteration gives the following: Theorem 2.1. For all x ∈ G there exists a unique pair of continuous {F t } adapted processes (X x (t), k(t)) t≥0 and a progressively measurable process (γ(t)) t≥0
such that the following hold:
2. For all t ≥ 0,
4.
Remark 2.1. The process X x (·) is the unique continuous {F t } adapted process which satisfies the equation
for all t a.s. Also, X x (·) is a Feller Markov process.
We now proceed to formulate our central result. Define
The cone C was used to characterize stability of certain semimartingale reflecting Brownian motions in [1] .
Our next assumption on the diffusion model stipulates the permissible velocity directions.
Condition 2.3. There exist a δ ∈ (0, ∞) and a bounded set A ⊂ G such that
Finally we will make the following uniform nondegeneracy assumption on the diffusion coefficient.
Here is the main theorem of this paper. Markov process {X x (·); x ∈ G} is positive recurrent and has a unique invariant probability measure.
In the rest of the paper we will assume that Conditions 2.1, 2.2, 2.3 and 2.4 hold.
Stability of Constrained ODEs
Let x ∈ G. In this section we will study the stability properties of the trajectory
It is useful to rewrite the above trajectory as a solution of an ordinary differential equation. In order to do so we introduce the following notion of discrete projections (cf. [6, 7] ). Define π : IR k → G as follows:
In other words, π is a projection that is consistent with the given Skorokhod problem, in that the constrained version of any piecewise constant trajectory ψ can be found by recursively applying π. We also define the projection of the velocity v ∈ IR
For a proof of the fact that the above limit exists we refer the reader to [1] where various properties of the projection map are also studied. In particular we will use the following facts (for proofs see [1] ).
1. For x ∈ G, α, β, γ ≥ 0 and v ∈ IR k :
The following theorem represents the trajectory in (3.7) as a solution of an ordinary differential equation (cf. [6] ).
defined via (3.7) is the unique absolutely continuous function such thaṫ
In Theorem 3.2 below we present a basic stability property of the above dynamical system. 
Let x ∈ G and z(·) be defined via (3.7). Then:
where K is the finite constant in (2.3).
Proof: In order to specify the initial point of the trajectory we will write the trajectory defined by (3.7) as z(x, ·). Define the trajectoryz(·) as
Theorem 3.1 implies thatz(·) is the unique solution oḟ
However since v(t) ∈ C(δ) ⊂ C, we have from (3.9) that π(0, v(t)) = 0 for all t ≥ 0 and so the zero trajectory solves (3.10). By Theorem 3.1 this implies thatz(t) ≡ 0.
The above inequalities in particular show that the theorem is true when x = 0.
Henceforth we assume that x = 0. Define
Note that from (3.8) it follows thaṫ
By Theorem 3.1 we now have that ψ(t) = Γ(x + f (·))(t) for all t ∈ [0, ∞) where
Note that from (3.11) it follows that
From this observation it follows that for all t ∈ [0, ∞)
Define the trajectoryψ
Thenψ(·) solves the equatioṅψ
Since for all t ∈ (0, ∞), u(t) ∈ C we have that π(0, u(t)) = 0. Thus the function x(t) = 0 for all t ∈ (0, ∞) is a solution of (3.13). Now by the uniqueness of the solution of (3.13) (Theorem 3.1) we have thatψ(t) = 0 for all t ∈ (0, ∞). Thus
for all t ∈ (0, ∞). Finally from (3.12)
For x ∈ G and δ ∈ (0, ∞) let A(x, δ) be the collection of all absolutely continuous functions z : [0, ∞) → IR k defined via (3.7) for some v : [0, ∞) → C(δ) which satisfies (3.6). Henceforth we will fix such a δ and abbreviate A(x, δ) by A(x).
For a fixed x ∈ G, we now define the "hitting time to the origin" function as follows:
We next study some of the properties of T (x).
Lemma 3.1. There exist constants c, C ∈ (0, ∞) depending only on K and δ such that the following holds.
(ii)
Thus, in particular, for all M ∈ (0, ∞) the set {x ∈ G : T (x) ≤ M } is compact.
(iii) Fix x ∈ G and let z ∈ A(x). Then for all t > 0
Proof: We first show that for all
Fix x ∈ G and let z ∈ A(x) be arbitrary. From Theorem 3.2 we have that for all
Hence for all t ≥ T 1 . = 2K 2 δ −1 |x| one has |z(t)| ≤ |x|/2. In general, if
Thus z(t) = 0 for all t ≥ 4K 2 δ −1 |x|. Since z ∈ A(x) is arbitrary, (3.15) follows.
Now let x, y ∈ G be arbitrary. Let {z n } ⊂ A(x) be a sequence such that if
Note that z n is given as
for some v n satisfying (3.7). Define for t ∈ [0, ∞)
From the Lipschitz property of Γ (Condition 2.1) we have that
Also clearly w n ∈ A(y). Now let τ n . = inf{t ∈ (0, ∞) : w n (t) = 0}.
Fix n and suppose that τ n ≤ τ n . Then
Hence from (3.15), letting C .
Similarly it can be seen that if τ n ≤ τ n then τ n ≤ τ n + C|x − y| and thus
We therefore have that
Sending n → ∞, it follows from (3.16) that
Since the role of x and y can be reversed, we have that
and since x and y are arbitrary we have (i).
Next we show (ii). Fix some v ∈ C(δ), and let x ∈ G\{0} be given. With ι :
[0, ∞) → [0, ∞) denoting the identity map, clearly the trajectory {Γ(x + vι)(t)} t≥0 belongs to A(x). Note that
Therefore for any M < |x|/K|v|
which implies that T (x) > M . Taking the supremum over M < |x|/K|v| gives
This proves (ii) with c = 1/K|v|.
Finally we prove (iii). Let t > 0 be fixed. If T (z(s)) = 0 for some s ∈ [0, t] then the result is obviously true. Now suppose that T (z(s)) > 0 for all s ∈ [0, t]. Let β > 0 be arbitrary and u ∈ A(z(t)) be such that τ .
Thenz ∈ A(x) and
Since β > 0 is arbitrary we have that T (z(t)) ≤ T (x) − t. This proves the lemma.
Stability of Constrained Diffusion Processes
We begin with the following lemma. For x ∈ G, let Ω 0 (x) be a P −null set such that for all ω ∈ Ω 0 (x) and 0 ≤ u < t < ∞,
where W u (s) . = W (s + u).
Lemma 4.1. Let T be the function defined in (3.14) . Fix x ∈ G \ A and let {X x (t)} t≥0 be as in Theorem 2.2. Let ∆ > 0 and u > 0 be arbitrary. Fix ω ∈ Ω 0 (x).
Suppose that X x (t, ω) ∈ G\A for all t ∈ (u, u + ∆]. Then
where C is as in Lemma 3.1 (i) and
Proof: In the proof we will suppress ω from the notation. We begin by noticing
Now define a sequence of IR k valued stochastic processes {Ỹ (t)} 0≤t≤∆ as follows.
Note thatỸ (t) has absolutely continuous paths P -a.s., and that b(X x (s+u)) ∈ C(δ)
for all s ∈ [0, ∆]. Also, note that by Condition 2.1 we have
Using the Lipschitz property of T (Lemma 3.1 (i)) we have that
where the last inequality follows from Lemma 3.1(iii).
Lemma 4.2. Suppose that {α i (t)}; i = 1, 2, · · · , l are IR k valued σ{W (s) : 0 ≤ s ≤ t}-progressively measurable processes such that there exists α ∈ (0, ∞) for which
for all t ∈ (0, ∞), i ∈ {1, · · · , l}, P -a.s. Then for λ ∈ (0, ∞)
where ·, · is the usual inner product in IR k .
Proof: We first consider the case when l = 1. Observe that
Using the upper bound on |α 1 (·)| we now have that
This proves the lemma for the case l = 1. Now we consider the case l > 1. Note
In what follows, we will denote the set of positive integers by IN .
Lemma 4.3. Let x ∈ G and ∆ > 0 be fixed. For n ∈ IN let ν n be defined as follows:
Then for any κ ∈ (0, ∞) and m, n ∈ IN ; m ≤ n,
, where γ is as in Condition 2.2.
Proof: For t > 0, let
where the last step follows from the Markov property of X x .
An application of Doob's maximal inequality for submartingales yields that the last expression is bounded above by
we have that the last expression is bounded above by 2 √ 2e
Using this observation in (4.21) we have the result by iterating.
For ∆ > 0 let
Let {X x (t)} t≥0 be as in Theorem 2.1. Given a compact set B ⊂ G, let
Proof: Without loss of generality we can assume that ∆ is chosen large enough so that B ∆ ⊃ A.
Let ∆ ∈ (0, ∞) and let
where {ν j } n j=1 are as in (4.20) and the inequality follows from Lemma 4.1. Next observe that the probability on the right side of (4.23) is bounded above by:
where α > 0 is arbitrary and the next to last inequality follows from Lemma 4.3.
Choose ∆ > 0 (sufficiently large) and α > 0 (sufficiently small) such that
for all n ∈ IN . Now let t ∈ (0, ∞) be arbitrary and n 0 be such that t ∈ [n 0 ∆, (n 0 + 1)∆]. Then
Hence
Recalling that T (·) is a continuous function we have from the above inequality that for all M ∈ (0, ∞)
Lemma 4.4. For x ∈ G let {X x (t)} t≥0 be as in Theorem 2.2. Then for all
Proof: Let ∆ > 0 be large enough so that
as defined at the beginning of this section. In the rest of the proof we will suppress the dependence of all random variables on ω in the notation. Let From Lemma 4.1 we have that
If m > 0, we have from Lemma 4.1 that
where in obtaining the second inequality we have used the fact that for (m
Using this observation in (4.24) we have that
where we have written ν j ≡ ν j (x) in order to explicitly bring out its dependence on x. Hence for M 0 ∈ (0, ∞)
where α > 0 is arbitrary. From Lemma 4.3 we now have that
2 )(n−l+1) .
Now choose α and ∆ so that
.
From Lemma 3.1 (ii) it now follows that sup n∈I N,|x|≤M
Now let t ∈ [n∆, (n + 1)∆] and consider the process {Ỹ (t)} 0≤t≤∆ defined in (4.18) with u there replaced by n∆. For each n it follows from (4.19) that
Define a functionb : G → IR k which agrees with b off A and satisfies Condition 2.3
with A = ∅ as well as equations (2.4). Also define
where in obtaining the last inequality we have used the Lipschitz property of Γ and Theorem 3.2. Combining the above observations we have that
Therefore for M 0 ∈ (0, ∞), any n, and t ∈ [n∆, n∆ + ∆]
Clearly, the family {|ν n (x)|; n ≥ 1, |x| ≤ M } is tight. Now let η > 0 be arbitrary.
Then from (4.25) and (4.26) we have that
Since η > 0 is arbitrary, we have the result.
From Theorem 4.1, Lemma 4.4 and Condition 2.4 the proof of positive recurrence and the existence and uniqueness of an invariant measure for {X x (t)} t≥0 is standard (cf. [9] ). However for the sake of completeness we present the proof below.
Proof of Theorem 2.2: Denote the measure induced by {X
by P x , where C([0, ∞) : G) is the space of G valued continuous functions defined on the nonnegative real line. In arguments that are presented below, it will be convenient to let initial conditions be defined through conditioning, rather than though the superscript as in X x . As a consequence, instead of X x we will work with the canonical process ξ(·) on C([0, ∞) : G), and the canonical filtration which we denote by {F t }. Finally, the expectation operator corresponding to the probability measure P x will be denoted by IE x . Given a compact set B ⊂ G, let
In order to show positive recurrence, we need to show that if S is an arbitrary compact set in G with positive Lebesgue measure then for all x ∈ G, IE xτS < ∞.
Let B ∆ be as in Theorem 4.1, and let r ∈ (0, ∞) be such that B ∆ ⊂ {x : |x| ≤ r}.
Then from Theorem 4.1 we have that for all C ∈ (0, ∞)
where B r . = {x ∈ G : |x| ≤ r}. From the uniform non degeneracy assumption (Condition 2.4), we have (cf. [12] )
Furthermore, Feller property of {X x (·)} implies that the family {X x (t) : x ∈ B r , 0 ≤ t ≤ 1} is tight, and so there exists M ∈ (0, ∞) such that Since E ξ(τ ) (τ S ) = 0 w.p.1 if ξ ∈ Λ, for y ∈ B r IE y IE ξ(τ ) (τ S ) = IE y I Λ (ξ)IE ξ(τ ) (τ S ) + IE y I Λ c (ξ)IE ξ(τ ) (τ S ) = IE y I Λ c (ξ)IE ξ(τ ) (τ S ) . (4.30) Next, fix z ∈ G such that |z| ≤ C. Then IE z (τ S ) = IE z (τ Br + (τ S −τ Br )).
Once more using the strong Markov property, we have 
