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Abstract
An energy functional is formulated for mass calculations of nuclei across the nuclear
chart with major-shell occupations as the relevant degrees of freedom. The functional
is based on Hohenberg-Kohn theory.

Motivation for its form comes from both

phenomenology and relevant microscopic systems, such as the three-level Lipkin
Model. A global fit of the 17-parameter functional to nuclear masses yields a rootmean-square deviation of χ[chi] = 1.31 MeV, on the order of other mass models. The
construction of the energy functional includes the development of a systematic method
for selecting and testing possible functional terms. Nuclear radii are computed within
a model that employs the resulting occupation numbers.
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Chapter 1
Motivation and background
The bulk properties (i.e. masses and radii) of a nucleus are fundamental aspects
of nuclear structure. The interest, both theoretically and experimentally, in nuclear
masses is the focus of this work. The mass M (N, Z) of some nucleus with a total
number of neutrons N and protons Z is in fact less than the sum of masses of its
constituent nucleons. The difference is known as the binding energy BE(N, Z)

BE(N, Z) = N Mn + ZMp − M (N, Z)

(1.1)

where Mn and Mp are the masses of the free neutron and proton respectively. This
so-called “mass-defect” was discovered by Aston in the first part of the 1900’s when
his measurements revealed that the atomic mass of helium was at 4.000 atomic
units (to within 1 part in 1000), while that of hydrogen was at 1.008 atomic
units [Aston, 1920]. This led to a discrepancy with the current view of helium
consisting of four hydrogen nuclei. Aston’s contemporary, Eddington, interpreted
this “defect” in terms of the binding energy. Eddington’s suggestion from this that
the transformation of hydrogen into helium could provide an energy excess sufficient
to power stellar processes indicates the foundational relationship between nuclear
masses and astrophysics [Lunney et al., 2003].
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This relationship continues. Understanding the process of nucleosynthesis relies
on accurate calculations of the reactions involved. The rapid neutron capture process
(r-process) results in the formation of roughly half of the elements heavier than iron.
The r-process occurs in a high temperature and neutron-rich environment, possibly
supernovae or merging neutron stars. The process entails consecutive capture of
neutrons on a seed nucleus, followed by β-decay. The r-process follows a path governed
by the competition between these neutron capture and β-decay rates. Necessary
inputs for modeling this process are nuclear masses and β-decay half-lives of nuclei
the vast majority of which are inaccessible by experiment [Martinez-Pinedo and
Langanke, 1999, Thielemann et al., 2001, Stone and Reinhard, 2007].
Binding energy calculations for nuclei can be applied to the study of compact
stars (e.g. white dwarfs, neutron stars) [Stone and Reinhard, 2007]. The Equation
of State (EoS) for modeling compact stars relies on the effective interaction and its
density dependence. The effective interaction provides a means by which one can
approximate a solution to the many-body Schödinger equation. Moreover, a primary
input for the EoS is the energy per particle, whose value includes the nuclear mass.
Outside of the realm of astrophysics masses play a crucial role in Q-value
calculations for other branches of physics. Particle physics, for example, relies on
mass differences between parent and daughter nuclei to determine the location of
the double-β peak in neutrino-less double-β decay [Klapdor-Kleingrothaus et al.,
2001, Aalseth et al., 2002]. Within nuclear structure itself, decay modes for a given
system can be determined through the energy released in a reaction [Giovinazzo et al.,
2002, Pfützner et al., 2002].
Additionally, there are fundamental nuclear phenomena that remain to be fully
understood on a theoretical basis. Increased binding at certain N and Z values
(the magic numbers) has been described via the shell-model (see Section 4.1.2 for
details). However, questions still remain whether changes in magic numbers are to be
discovered beyond areas explored by experiment, or if the effect of the current magic
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numbers will be lessened as one moves further towards the proton or neutron driplines [Ozawa et al., 2000, Sorlin et al., 2000, Myers and Swiatecki, 2001]. Pairing, too,
remains to be satisfactorily understood for both the case of a proton and neutron
coupled in an isospin T = 0 state and the case of the different binding found
in nuclei with even numbers of nucleons verses odd numbers (so-called “odd-even
staggering”) [Duguet et al., 2001a, Duguet et al., 2001b]. Furthermore, a precise
location of the proton and neutron drip-lines remains unknown beyond Z = 50 and
Z = 8, respectively, and thus we lack an understanding of the behaviour of nuclei far
from the line of stability.
While the study of nuclear masses is an extensive and interesting field, the focus
of this work is to describe the systematics of masses at a global scale. Furthermore,
we maintain a focus on extrapolation to regions of the nuclear chart that remain
unknown. The research work presented here takes several forms and the thesis is
organized as follows: Section 1.1 gives a brief overview of some of the previously
developed nuclear mass models. Chapter 2 provides the foundation for our approach
to nuclear mass calculations via shell-model energy density functionals. In Chapter 3
we show the analytical derivation of the energy functional for the three-level Lipkin
model. The primary purpose of this work was to gain further understanding into
analytical systems and their energy functionals. The realistic framework and method
for developing the energy functional for nuclei, which is the major thrust of this work,
are described in Chapter 4. This work consisted of the coding and implementation
of a FORTRAN program that minimizes the functional, as well as designing and
executing a methods by which large numbers of terms could be tested. Chapter 5
then details the fitting procedures used to obtain the parameters of our functional.
The parameter fitting was performed in collaboration with Stefan Wild of Argonne
National Lab. Here the main effort was to insure minimal numerical noise. The
model for calculating nuclear charge radii is presented in Chapter 6. The model is
implemented in FORTRAN and post-processes the data from the minimization of the
functional. Finally, results and concluding remarks are given in Chapters 7 and 8.
3

This thesis is an extended version of the papers: Energy functional for the threelevel Lipkin model [Bertolli and Papenbrock, 2008] and Occupation number-based
energy functional for nuclear masses [Bertolli et al., 2011]. Throughout the thesis
“we” refers to myself and my collaborators with whom this work was done. My
own contributions included: the development and implementation of the method for
determining new terms for the functional (Section 4.3), which led to the inclusion of
new terms and a significant lowering of the χ value; the analytical work necessary
to insure proper scaling of terms and provide their analytical gradients for the
minimizations; the majority of the coding and testing of the functional; and major
contributions to the writing of the publications, including first drafts.

1.1

Approaches to nuclear mass calculations

There are very good mass models available, however improvements are desired for
more accurate contributions to astrophysical calculations and predictions in nuclear
structure. In this chapter we introduce the methods of constructing mass models and
describe our new approach to shell-model based mass formulae.
The first mass formula was the Weizsäcker semi-empirical mass formula introduced
in 1935, shown in the form given by Bethe and Bacher [Bethe and Bacher, 1936] :

BE(N, Z) = av A − as A2/3 − ac

Z(Z − 1)
(N − Z)2
δ
−
a
+ aP √
A
1/3
(A)
A
A

(1.2)

where BE(N, Z) is the binding energy of a nucleus with N neutrons and Z protons,
and A = N + Z is the total number of nucleons.
The liquid drop model provides motivation for the terms in Equation 1.2 (See
Section 4.1.1 for details). The radius of a nucleus is proportional to A1/3 , therefore the
first term av A represents a volume and accounts for the saturation of the nuclear force.
The remaining terms then represent a surface term (as ), a Coulomb contribution (ac ),
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an isospin term to account for asymmetry between protons and neutrons (aA ) and a
pairing term (aP ). In the pairing term δ is 1, 0, and -1 for even-even, odd mass, and
odd-odd nuclei, respectively. The coefficients are determined empirically by fitting to
known nuclear binding energies. Performing a χ2 minimization fit of the parameters
ai yields a least-squares error of χ ' 2.9 MeV. Expansion of the nuclear binding
energy with terms of physically transparent meaning (volume, surface, etc.) has also
been studied in the leptodermous, or “light-skin”, expansion (see Reference [Reinhard
et al., 2006] for a discussion).
The Bethe-Weizsäcker formula does not depend on orbital occupation of proton
and neutrons, but rather simply on the total proton and neutron number. One
shortcoming of the Bethe-Weizsäcker formula is that it does not include shell effects.
Figure 1.1 shows the oscillations about zero for E BW − E exp that result from no
shell closures being represented in the Bethe-Weizsäcker formula. The lack of shellcorrections can be approached in ways such as the Strutinsky method [Strutinsky,
1967] or within the Skyrme-Hatree-Fock theories (see for example [Kruppa et al.,
2000]). One way to account for the shell effects, and that adopted in this work, is by
explicit dependence on proton and neutron orbital occupation.
The Bethe-Weizsäcker mass formula is presented here as an historical benchmark
for the mass model work discussed later. It gives a simple interpretation of the mass
dependencies. One will expect that a more sophisticated mass formula must improve
on the χ value from the Bethe-Weizsäcker formula.
Since the Bethe-Weizsäcker model there have been many developments in nuclear
mass formulae, resulting in χ values of several hundred keV (for a review see
Reference [Lunney et al., 2003]). It is known that a thorough understanding of nuclei
requires the inclusion, both experimentally and theoretically, of rare isotopes [Bertsch
et al., 2007]. Yet the important ability to extrapolate to rare isotopes is thus far
difficult to achieve in mass formulae.
One can obtain good extrapolation in a mass model through a firm microscopic
foundation.

A model has “good extrapolation” when the applicaiton to larger
5
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Figure 1.1: Difference between Bethe-Weizsäcker calculations and experimental
binding energies (range from −14 MeV to +8 MeV) as a function of proton number
Z (range from 0 to 120). One can clearly see the oscillations around zero that result
from no shell closure in the Bethe-Weizsäcker formula.
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datasets does not significantly increase the chi value.. One method of providing this
foundation is through ab initio approaches. Ab initio (“from the beginning”) methods
describe nuclei through solutions to the non-relativistic Schrödinger equation, or
relativistic Dirac equation, currently with two-and three-body potentials [Fritz et al.,
1993, Navrátil et al., 2001, Machleidt, 1989, Brueckner and Gammel, 1958].
Ab initio approaches to nuclear mass calculations face exceptional hurdles in the
quickly expanding size of the model sspace as heavier nuclei are considered [Bertsch
et al., 2007]. As a result, the techniques (no-core shell-model, Green function Monte
Carlo) have been successful for the light nuclei (A ≤ 12 [Wiringa et al., 2000, Pieper
et al., 2001]) and other models with more efficient treatments of the many-body
system are needed for heavier nuclei [Bertsch et al., 2007, Lunney et al., 2003, Stone
and Reinhard, 2007]. For example, the coupled-cluster method works well for doubly
magic nuclei up to A ∼ 40.
Methods which extend past light nuclei can be found in mean-field approaches,
which have been used for over 70 years. For a recent review see Reference [Bender
et al., 2003a]. The underlying concept behind mean-field approaches is the treatment
of nucleons as non-interacting particles in an effective density-dependent potential
(for reviews see References [Pandharipande et al., 1997, Bender et al., 2003a]). The
Hartree-Fock (HF) approximation assumes the many-body system can be described by
a product wavefunction, constructed as a single Slater determinant of the independent
particle wavefunctions. Each independent particle moves in a mean-field potential
generated by the remaining particles [Hartree, 1929,Mayer and Jensen, 1955]. Nuclei
are self-bound and therefore generate their own mean-field [Bertsch et al., 2007].
While the HF method seems very much in line with initial inceptions of the
shell-model (the interacting particle model), it is not sufficient in describing nuclear
systems where pairing correlations are significant. Generalizing the concepts of the
HF approximation to include a pairing component is given by the Hartree-FockBogoliubov (HFB) method [Mang, 1975, Bender et al., 2003a]. Both HF and HFB
methods employ the variational principle to obtain ground state energies.
7

In recent years, significant progress has been made in developing global nuclear
mass models; see, for example, References [Goriely et al., 2009, Kortelainen et al.,
2010b].

The Skyrme-Hartree-Fock-Bogoliubov mass functionals by Goriely et

al. [Goriely et al., 2009] achieve a least-squares error of about χ = 0.58 MeV with
14 parameters fit to nuclei with N, Z ≥ 8. The UNEDF functionals UNEDFnb (12
parameters) and UNEDF0 (10 parameters) of Reference [Kortelainen et al., 2010b]
have a least-squares deviation of χ = 0.97 MeV and χ = 1.46 MeV, respectively,
when fit to a set of 72 even-even nuclei. The fitted functionals, when applied to 520
even-even nuclei of a mass table, yield least-squares deviations of χ = 1.45 MeV and
χ = 1.61 MeV, respectively. The refit [Bertsch et al., 2005] of the Skyrme functional
Sly4 to even-even nuclei exhibits a root-mean-square deviation of about χ = 1.7 MeV.
Somewhat older mass models also perform well, such as HFB-2 [Goriely et al., 2002]
based on a parameterization of a Skyrme interaction, achieves a least-squares error
of χ ' 0.6 MeV. The Finite Range Droplet Model (FRDM) [Möller et al., 1995]
employs a macroscopic-microscopic method where microscopic shell corrections are
grafted onto to a macroscopic liquid drop energy through the Strutinsky method and
achieves a similar least-squares error at χ ' 0.6 MeV. For a recent review on this
matter, see Reference [Stone and Reinhard, 2007].
Using an occupation-number approach, the mass formula by Duflo and Zuker
computes the binding energy in terms of the shell-model occupations [Duflo and Zuker,
1995]. The occupations are parameters—not variables—and their values are taken
from the noninteracting shell-model (with modifications due to deformations). The
form of the Duflo-Zuker mass formula is motivated by semiclassical scaling arguments,
which ensure that the binding energy scales linearly with the mass number in leading
order; see Reference [Mendoza-Temis et al., 2010] for details. The Duflo-Zuker mass
formula achieves an impressive root-mean-square deviation of χ ' 0.35 MeV with
28 fit parameters. The ability of any of these mass models to extrapolate to new
nuclei is of primary interest (see Table 1.1). Working with a strong microscopic
foundation for the model proposed in this thesis, its terms should be limited to those
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with microscopic physical significance. As will be discussed later, this microscopic
guidance will also come from exactly solvable models.
Table 1.1: A comparison of the χ values for three models fitted to the 1995
compilation of nuclear binding eneries (1768 nuclei) and the resulting χ values for
calculations of the 382 new nuclei available in 2001. In this case it is seen that
the FRDM appears rather stable to extrapolations, while the remaining models are
not as good. ∗ HFB-2 was fit to the entire 2001 compilation (2135 nuclei) and it’s
performance is compared to the calculations of the 382 nuclei not available in 1995.
χ (MeV)
(1995 data) (2001 new nuclei)
HFB-2∗
0.674
0.769
FRDM
0.678
0.655
Duflo-Zuker
0.346
0.479

1.2

Density functional theory

The mean-field approach we are most interested in here is density functional theory
(DFT). DFT has proved remarkably successful in condensed matter and quantum
chemistry as well as in describing nuclei across the nuclear chart [Bender et al., 2003a,
Lunney et al., 2003, Bertsch et al., 2007]. By utilizing the density as the degree of
freedom for the system has allowed it to overcome many of the computional obstacles
faced by ab initio techniques (see Figure 1.2) [Bertsch et al., 2007]. Introduced in
1964 by Hohenberg and Kohn, the theory is centered on the (one-body) ground state
density [Hohenberg and Kohn, 1964]. The energy density can be shown to be a
functional of the applied external potential. Moreover an energy functional of the
density can be constructed that is valid for any number of particles in any external
potential [Hohenberg and Kohn, 1964]. If the energy density functional is known the
ground state energy of a system can be found by the minimization of the functional
with the external potential incorporated through an additive term (via the variational
principle) [Hohenberg and Kohn, 1964,Eschrig, 2003]. Of course the determination of
9

Figure 1.2: The nuclear landscape and various methods used in describing it. DFT
works well across the entire chart, except in areas of the lightest nuclei. (coloured
squares) Shown are both stable (black) and unstable (yellow) nuclei which are readily
studied in the laboratory [Bertsch et al., 2007].
the functional for a system is non-trivial and is the focus of this work. In Section 2.1
of the following chapter we detail the specifics of the theoretical foundation of this
work.
Difficulties in expressing the Hohenberg-Kohn functional, where the density for a
many-body system in an arbitrary potential is not always known, were addressed
by Kohn and Sham.

Kohn and Sham introduced a method of expressing the

kinetic energy in terms of single-particle wavefunction orbitals. The Kohn-Sham
(KS) equations are solved self-consistently to determine the particle density that
satisfies the one-particle Schrödinger equation with appropriate effective and exchange
10

correlation potentials, starting from an assumed approximate density [Kohn and
Sham, 1965,Argaman and Makov, 2000]. While the KS approach should be mentioned
for its wide application to many fields, the work proposed here falls well within the
Hohenberg-Kohn formalism (details of which follow in the next chapter).
Many approaches to the nuclear energy-density functional are empirical [Skyrme,
1956, Vautherin and Brink, 1972, Vautherin, 1973, Dobaczewski et al., 1984, Oliveira
et al., 1988,Anguiano et al., 2001,Duguet et al., 2002], but guidance can be found from
analytical solutions to simpler models (see Chapter 3). The complete ground-state
energy of a quantum many-body system as a functional of any external potential
is available for only a few solvable or weakly interacting systems. Furnstahl and
colleagues [Furnstahl et al., 2007, Puglia et al., 2003, Bhattacharyya and Furnstahl,
2005] derived energy-density functionals for dilute Fermi gases with short-ranged
interactions.

For Fermi gases in the unitary regime, simple scaling arguments

suggest the form of the energy-density functional [Carlson et al., 2003, Papenbrock,
2006, Bhattacharyya and Papenbrock, 2006, Bulgac, 2007]. We similarly use scaling
arguments in the development of our functional.
We develop a functional in the shell-model to describe the full nuclear mass table.
Within the shell-model the variables of interest in the functional are the proton and
neutron occupation numbers in each shell-model orbital. By working with a shellmodel representation and providing greater microscopic motivation we are able to
obtain a competitive global mass functional with a least-squares error for binding
energies on the order of those from mean-field approaches, using 17 fitted parameters.
Additionally, the microscopic aspects of the functional might improve upon its ability
to extrapolate to regions of unfitted nuclei over a purely liquid drop model and lend
to more physical transparency of terms.
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Chapter 2
Methodology
2.1

Theoretical foundation

In this section we present the basis for our work: Hohenberg-Kohn DFT. We present
our new approach of shell-model based functionals in Section 2.2.
We now briefly introduce the framework of DFT in which our work is formulated.
According to Hohenberg and Kohn, for a many-body system with density ρ in an
external potential v there exists a functional of the density FHK (ρ) independent of
v such that the system’s ground state energy can be expressed as [Hohenberg and
Kohn, 1964, Fiolhais et al., 2003]
Z
Eg.s. = min{FHK +
ρ

drv(r)ρ(r)}.

(2.1)

Consider the Hamiltonian for an A-body system:

Ĥ = T̂ + Û + V̂

(2.2)

with kinetic energy T̂ and internal energy Û and some external potential V̂ = v(r).
From the variational principle, the ground state energy can be expressed as a
functional of v(r):
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Eg.s. (v) = min{hψ|Ĥ|ψi}

(2.3)

Via the Hellman-Feynman theorem [Hellman, 1937,Feynman, 1939] we can obtain
the density from the functional derivative of E(v) with respect to v. We write the
expectation value as

hψ|Ĥ|ψi = hψ|T̂ + Û |ψi + hψ|V̂ |ψi
Z
= hψ|T̂ + Û |ψi + drv(r)ρ(r).

(2.4)

Then
δ
δ
E(v) =
hψ|Ĥ|ψi = ρ(r).
δv(r)
δv(r)

(2.5)

The first theorem by Hohenberg and Kohn states that Equation (2.5) can be
inverted to give the external potential as a unique function of the density: v = v(ρ)
[Hohenberg and Kohn, 1964]. With this, we can then define the universal functional
in terms of the density [Hohenberg and Kohn, 1964].

FHK (ρ) = min{hψ|T̂ + Û |ψi}
|ψi
Z
= Eg.s. (ρ) − drv(r)ρ(r)

(2.6)

As one can see from Equation (2.6), the functional is the functional Legendre
transform of the ground state energy with respect to the external potential. A
Legendre transform of a function f is defined as

L{f (x1 , ..., xN )} = f (x1 , ..., xN ) −

X
i
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xi

∂f
.
∂xi

(2.7)

and it is understood that all xi are replaced by

∂f
.
∂xi

This view of functionals was

introduced by Lieb as a constructive path in constructing functionals [Lieb, 1983].
R
FHK is termed universal in that a term drṽ(r)ρ(r) must be added to it
when describing a system in some arbitrary potential ṽ(r).

That is, the only

explicit dependence of E on ṽ can be incorporated simply through an additive
term [Kutzelnigg, 2006].
Assuming a knowledge of the ground state energy for any given external potential
in constructing the functional would already assume a solution to the many-body
problem. In the following section we present our approach to obtaining the form of
the functional.

2.2

Functionals in a shell-model basis

Motivated by the various benefits of accurate theoretical descriptions of nuclear
masses (see Chapter 1), we turn to the primary focus of this work. We developed
an energy functional in the framework of Hohenberg-Kohn DFT for the calculation
of nuclear binding energies (and thus masses) with a competitive least-squares error
in global calculations. The functional is formulated in the harmonic oscillator basis
with shell-model occupations in protons and neutrons as the degrees of freedom.
Both macroscopic and microscopic parameters are determined via a least-squares
fit to experimental binding energies, where we emphasize the global nature of the
functional by providing equal treatment of all nuclei with no restrictions on N, Z
or deformation. This section will begin by presenting and motivating our chosen
framework. The specific form of the functional will be presented in Chapter 4.
In this thesis a new representation of density functionals is proposed.

The

mass calculations with current DFT models [Goriely et al., 2002, Goriely et al.,
2009, Kortelainen et al., 2010b, Dobaczewski et al., 1984] are based on Skyrme
interactions [Skyrme, 1956, Vautherin and Brink, 1972, Vautherin, 1973, Beiner et al.,
1975,Brack et al., 1985,Chabanat et al., 1997,Tondeur et al., 1984]. Such models use
14

densities ρ(r) represented through the spatial coordinate r. These densities include
particle density, spin density and others. See Reference [Bender et al., 2003b] for a
review. The use of spatial densities seems a natural choice, particularly in quantum
chemistry and condensed matter systems, where DFT has also found much success.
However, this may not be the most natural space with which to represent nuclei.
Rather, we consider functionals based on occupations of shell-model orbitals.

2.2.1

Approach

The functional is founded on Hohenberg-Kohn DFT (see Section 2.1) that states
one can obtain the ground-state energy for a many-body system from the minimum
of a functional in an external field, according to Equation (2.1), and is developed
with shell-model degrees of freedom. The choice of this approach to many-body
systems is taken from the success of DFT in global mass calculations for nuclei.
Hohenberg-Kohn DFT provides a firm theoretical foundation on which the nuclear
many-body problem can be approached. Furthermore, our occupation-number-based
approach does not require us to invoke the theorems of Kohn-Sham and we obtain
relative computational simplicity once our fit parameters are fixed (see Chapter 5 for
a discussion on the numerical nature of the functional).
Since the 1950’s, Jensen and Goeppert-Mayer’s shell-model description of nuclei
[Mayer and Jensen, 1955] has proved remarkably successful. Shell-model calculations
of light nuclei can be treated fully microscopically through diagonalizations of the
shell-model Hamiltonian (see below). While the size of the model space is a limiting
factor, excellent results have been found for sd- [Retamosa et al., 1997,Caurier et al.,
1998,Caurier et al., 2005] and f p- [Caurier et al., 1999] shell nuclei. Larger nuclei can
be approached via stochastic methods still in a shell-model basis, such as the Monte
Carlo shell-model approach of Reference [Otsuka, 2001, Otsuka et al., 2001]. All of
these methods are based on the shell-model Hamiltonian (see Reference [Brown and
Richter, 2006] for a more recent formulation).
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HSM =

X
i

εi a†i ai +

1 X
vi,j,k,l a†i a†j al ak
4 i,j,k,l

(2.8)

Here εi are single-particle energies and vi,j,k,l are two-body matrix elements. The
shell-model Hamiltonian is expressed in terms of the creation and annihilation of
nucleons in single-particle orbits. Therefore, the occupation of these orbits is the
natural degree of freedom for the functionals of shell-model systems. More details on
the shell-model and it’s source of motivation for our work is given in Section 4.1.2.
The shell-model for nuclei was first speculated, from atomic physics, in the
1930’s [Elsasser, 1933, Elsasser, 1934a, Elsasser, 1934b]. The model was developed
in the late 1940’s and early 1950’s, motivated in part by experimental mass
measurements, in an effort to describe the increased binding of magic nuclei (N, Z =
2, 8, 20, 28, 50, 82) over that predicted by the smooth systematics of the liquid drop
model [Mayer, 1966, Haxel et al., 1950, Mayer and Jensen, 1955]. Shell structure in
any system of particles relies on the presence of a common field in which the particles
are able to move approximately independently. The electric charge of a nucleus can
generate the necessary field for electron shell-structure in atoms. However, the less
obvious case is the extent to which the short-range interaction of nucleons smooth
themselves out to provide a similar mean-field [Gomes et al., 1958]. As one sees
from Figure 1.1 a purely liquid drop model inspired mass formula such as the BetheWeizsäcker formula is unable to account for increased binding at the magic numbers
that result from nuclear shell structure. The discrete shell closures require more
sophisticated methods to reconcile shell-model and liquid drop model systematics.
The Duflo and Zuker mass formula is based on shell-model occupation numbers
[Duflo and Zuker, 1995]. This microscopic mass formula is based on a phenomenological description of the shell-model Hamiltonian, which can be expanded into what
Reference [Duflo and Zuker, 1995] call the monopole and multipole terms. The
form of the monopole, which can reproduce exact energies for closed (fully filled)
shells, is quadratic in occupation number and isospin. Through scaling arguments
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and asymptotic forms, Duflo and Zuker were able to obtain a least-squares error of
χ ' 0.375 MeV. The formula is fitted with 28 parameters, as opposed to the 18 and
19 fit parameters of the HFB-2 and FRDM mass models, respectively [Goriely et al.,
2002, Möller et al., 1995]. Furthermore, the Bethe-Weizsäcker formula is reproduced
in the asymptotic limit [Duflo and Zuker, 1995].
The seemingly natural approach of the orbital occupations to the shell-model
Hamiltonian, and the success of Duflo and Zuker, leads us to investigate if a meanfield description in a shell-model basis is a promising direction in global nuclear mass
calculations. By its nature this approach is able to account for shell structure directly,
and motivation from phenomenology may provide the necessary smoothness suggested
by the liquid drop model.
Our functional follows from the approach in the Duflo and Zuker mass formula and
is based on shell-model occupation numbers, though we must make a distinction in our
work. We emphasize the difference between an energy functional for nuclear masses
and a mass formula. Mass formulae, such as the Duflo and Zuker mass formula [Duflo
and Zuker, 1995], calculate nuclear masses from an assumed nuclear structure. The
mass formula by Duflo and Zuker computes the binding energy in terms of the
shell-model occupations. The occupations are parameters—not variables—and their
values are taken from the non-interacting shell-model (with modifications due to
deformations). In this work we instead have a functional. That is, the occupations
are determined so as to minimize the ground-state energy according to Equation (2.1),
where the minimization is over occupation numbers.
The nuclear shell-model is suitable for mean-field calculations, where the nucleonic
interactions themselves provide a common, smooth field in which we approximate
nucleons moving independently. This provides us with a framework in which to
execute a shell-model approach beyond light nuclei and into a global description of
the nuclear chart. To present our concept formally, we consider the ground state
energy E({εα }) of an A-body system described by a shell-model Hamiltonian with
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single-particle energies εα , see Equation (2.8). The occupation number of a given
orbital β is given by

nβ =

∂
E({εα })
∂εβ

(2.9)

Inverting Equation (2.9), the functional can be defined through the Legendre
transform:

F({nα }) = E({εα ({nβ })}) −

X

nα εα ({nβ })

(2.10)

α

Equation (2.10) is a functional of occupation number, where the mean-field
becomes the equivalent of an external potential. In this work we make a formal
analogy between Hohenberg-Kohn DFT and occupation number functionals. The
Hohenberg-Kohn theorems remain valid where we exchange v(r) ↔ εα and ρ(r) ↔ nα .
In the following chapter we discuss the development of our occupation-number
functional. In Section 4.2 we will show explicitly the dependence of our functional on
orbital occupations.
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Chapter 3
Application to a toy model
In order to construct the functional for the full mass table we look for microscopic
guidance. We begin by finding the occupation-number based functional for a simple
system. The three-level Lipkin model is an exactly solvable system applicable to
atomic nuclei.

Through the Lipkin model we are able to gain insight into the

form of functionals for two-body and symmetry-breaking one-body interactions.
First we show the formulation of the energy functional for the Lipkin model with
degenerate excited energy levels and then for non-degenerated excited levels. The
energy functional has been developed in the Hohenberg-Kohn framework, and with
Lieb’s approach to functionals as Legendre transforms and we follow [Bertolli and
Papenbrock, 2008].

3.1
3.1.1

The 3-level Lipkin Model
Degenerate energy levels

We consider the three-level Lipkin model [Lipkin et al., 1965, Li et al., 1970,
Holozwarth and Yukawa, 1974,Meredith et al., 1988,Hagino and Bertsch, 2000]. This
model consists of N fermions that are distributed over three levels (labeled as 0, 1,
and 2) consisting of N degenerate, single-particle states each. The single-particle
19

energies are ε0 = 0, and the two excited levels are degenerate, ε1 = ε2 ≡ ε. The
Hamiltonian is
H = ε(n̂1 + n̂2 ) −

V
(K1 K1 + K2 K2 + K1† K1† + K2† K2† ) .
2

(3.1)

Here,
n̂α =

N
X

a†αi aαi ,

α = 0, 1, 2

(3.2)

α = 1, 2

(3.3)

i=1

is the number operator of level α, while

Kα =

N
X

a†αi a0i ,

i=1

transfer fermions from the level 0 to the level α > 0. We assume ε ≥ 0 for the
spacing to the degenerate levels 1 and 2. The operators a†αi and aαi create and
annihilate a fermion in state i of level α. The Hamiltonian is invariant under the
simultaneous orthogonal transformation of the N orbitals belonging to each level,
and this symmetry facilitates the numerical solution of this problem [Meredith et al.,
1988]. Note that the Hamiltonian (3.1) is invariant under orthogonal transformations
of states belonging to the degenerate levels 1 and 2, i.e.


c†1i



c†2i





→

cos φ sin φ
− sin φ cos φ



c†1i



c†2i


 .

(3.4)

This symmetry will be broken by the Hartree-Fock (HF) solution for sufficiently strong
V (see below), and we will study the explicit breaking of this symmetry by additional
one-body terms of the Hamiltonian in Section 3.2.
The energy functional is the Legendre transform
F (n) = E(ε) − εn(ε) .

20

(3.5)

Here
n(ε) ≡

∂E(ε)
∂ε

(3.6)

is the occupation of levels 1 and 2 in the ground-state, while E(ε) is the groundstate energy as a function of the spacing ε. The exact ground-state energy can be
obtained numerically by diagonalizing a matrix of modest dimensions [Meredith et al.,
1988], and one can thus construct easily the exact energy functional. However, we are
interested in gaining analytical insight into the problem. For this reason, we employ
the analytical expression that provides the ground-state energy in terms of the HF
energy and corrections due to the Random Phase Approximation (RPA) [Hagino and
Bertsch, 2000]. The HF result depends on the size of the parameter ε/v where
v ≡ V (N − 1)

(3.7)

is the effective strength of the two-body coupling V in the N -body system. That is,
the HF result depends on the size of the level spacing ε normalized by the effective
interaction strength. The spherical phase is found for ε/v > 1, while one deals with
a deformed phase for ε/v < 1. In the spherical (deformed) phase, the HF solution
preserves (breaks) the symmetry (3.4) of the Hamiltonian. The results are [Hagino
and Bertsch, 2000]
√

ε2 − v 2 − ε for ε > v ,
r
N +4
v 2 − ε2
E = −
v+
4
2
2N − 1
N − 1 ε2
+
ε−
for ε < v .
4
4 v
E =

(3.8)

(3.9)

Figure 3.1 compares the approximate ground-state energies (3.8) and (3.9) with the
exact result as a function of ε/V for a system of N = 20 fermions. The approximate
solution exhibits a cusp at the boundary ε/v ≈ 1 between the spherical and deformed
phases, but it agrees well with the exact result away from the phase boundary. Note
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Figure 3.1: Comparison of the exact ground-state energy to the RPA approximation
for a system of N = 20 fermions. The RPA result shows a cusp at ε ≈ v ≡ (N − 1)V ,
corresponding to the boundary between the spherical (ε > v) and the deformed phase
(ε < v) [Bertolli and Papenbrock, 2008].
that the cusp (a phase transition) renders the RPA solution non-convex, and its
Legendre transform is therefore not possible close to the phase boundary. Within the
RPA formalism, the occupation number (3.6) attains non-physical negative values
close to the cusp. We will avoid this problem in the construction presented below.
Let us start with the analytical construction of the energy functional (3.5) in the
spherical phase. Here, the RPA solution is convex. We have
n≡

ε
∂E
=√
−1 .
∂ε
ε2 − v 2

22

(3.10)

This equation can easily be solved for ε(n), and the functional thus reads
p
F (n) = −|v| n(n + 2) .

(3.11)

Thus, for small occupation numbers (i.e. the weak coupling limit v  ε), the
functional is nonanalytical and exhibits a square-root singularity. This is a rather
generic feature of energy functionals and is also seen in the energy functional for the
pairing Hamiltonian [Papenbrock and Bhattacharyya, 2007].
We next turn to the deformed case (ε < v). The occupation number is
n(ε) =

2N − 1 N − 1 ε
ε
−
−p
.
2
4
2 v
2(v − ε2 )

(3.12)

Equation (3.12) is difficult to invert analytically because of the term involving the
square root. Note that this term also renders the occupation number negative as ε
approaches v. We avoid this problem by expanding Equation (3.12) in powers of ε/v,
approximate ε/v  1, and keep up to orders O(ε/v) in the resulting expression. The
result is
ε(n) =

N − 2n − 1/2
√ v.
N −1+ 2

(3.13)

Insertion of this result and Equation (3.9) into Equation (3.5) yields the density
functional in the deformed phase.
Note that the energy functional is analytical in the strong coupling limit v  ε.
Again, this is a generic feature of energy functionals and was also exhibited in the
pairing problem.
Figure 3.2 compares the exact energy functional with the RPA solutions obtained
in the spherical and deformed phase for N = 20. Note that the spherical (deformed)
phase corresponds to sufficiently small (large) occupation numbers. The inset shows
that the RPA solution has a kink at the critical occupation number n ≈ 0.7 at
the phase transition. Note also that the solution of the deformed phase is a good
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Figure 3.2: Comparison of the exact energy functional (solid line) and RPA-obtained
functional (dashed line) for N = 20 fermions. Inset: The phase transition is clearly
seen at the intersection of the deformed and spherical RPA solutions.
[Bertolli and Papenbrock, 2008].
approximation over the entire range n > 0.7, although its derivation employed the
approximation ε  v corresponding to n ≈ N/2, see Equation (3.12).
To address the question of the severity of the kink present at n ≈ 0.7, we employ
the RPA functional in practical calculations. We add the one-body term εn to the
functional and numerically determine the occupation number n that minimizes the
ground-state energy
E(n) = F (n) + εn .

(3.14)

The energy taken at the minimum is plotted as a function of the minimizing
occupation number n in Fig. 3.3. The result is also compared to the exact numerical
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Figure 3.3: Ground-state energy as a function of occupation number obtained from
the exact functional (solid line) and the RPA functional (dashed line) for N = 20
fermions. The RPA solution fails at the phase transition [Bertolli and Papenbrock,
2008].
result.

We see that the energy functional, obtained via RPA, provides a good

prediction of the ground state energy function of the three-level Lipkin model. At
the phase transition, however, the functional predicts multiple values for the ground
state energy, due to the discontinuity in the derivative at the phase transition. Thus,
for external potentials ε ≈ v the energy functional does not provide good predictive
power, owing to the relatively small kink visible in the inset of Fig. 3.2.
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3.2

Non-degenerate energy levels and symmetrybreaking

The two-body interaction and the one-body terms of the Hamiltonian (3.1) are
invariant under the symmetry transformation (3.4). In this section we study the
breaking of this symmetry by a one-body potential, i.e. we lift the degeneracy of
levels 1 and 2 in the Hamiltonian (3.1) and modify its one-body term as follows
ε(n̂1 + n̂2 ) → ε1 n̂1 + ε2 n̂2 .

(3.15)

The two-body interaction remains the same. Technically it is convenient to substitute
ε → (ε1 + ε2 )/2 in Equation (3.1) and to add the term
ε1 − ε2
(n̂1 − n̂2 )
2

(3.16)

to the resulting expression. This approach is particularly convenient for the RPA
calculation.
The energy functional corresponds to the symmetry-preserving two-body interaction that is probed by a symmetry-breaking one-body potential. Thus, the functional
depends on two variables (the occupation numbers of levels 1 and 2), and we are
interested in the form of this functional and in its relation to the functional of the
symmetry-preserving case. We thereby hope to gain insight into energy functionals for
atomic nuclei. The nuclear shell-model, for instance, employs a spherically symmetric
two-body interaction, but deformed nuclei might be described within a deformed
mean-field basis that breaks the rotational invariance through one-body terms.
The numerical calculations are simple and require only a minor modification of the
matrix elements corresponding to the one-body terms. For the analytical construction
of the functional, we have to perfom the HF and RPA calculations. Extending the
work of Reference [Hagino and Bertsch, 2000] to the case of non-degenerate levels
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and obtain the HF energy surface:
E(α, β) = N sin2 α(ε1 cos2 β + ε2 sin2 β) − vN sin2 α cos2 α

(3.17)

as a function of the two angles α and β of the HF transformation. In the case ε1 = ε2
of degenerate levels, the energy surface (3.17) becomes independent of β.
In what follows, we assume ε1 ≤ ε2 .

The minimum of the energy surface

Equation (3.17) occurs at α = 0 (where β is arbitrary and can be chosen as zero)
for ε1 > v, and at cos 2α = ε1 /v and β = 0 for ε1 < v. Again, we refer to these
cases as the weak-coupling regime and the strong-coupling regime, respectively. The
Hartree-Fock energy becomes

EHF


 0,
=
 −N v +
4

ε1 > v
N
ε
2 1

−

N 2
ε /v
4 1

.

(3.18)

, ε1 < v

Thus, within the HF approximation, all particles stay in level 0 in the weakcoupling regime, while the fermions occupy level 0 and level 1 in the strong-coupling
regime. The RPA equation takes the well-known form [Hagino and Bertsch, 2000]



A

B

−B −A




X
Y





 = ω

X
Y


 .

The nonzero matrix elements of the 2 × 2 matrices A and B are
3
A11 = ε1 cos 2α + v sin2 2α ,
2
v
2
A22 = ε2 − ε1 sin α + sin2 2α ,
2
4
4
B11 = −v(cos α + sin α) ,
B22 = −v cos2 α .
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(3.19)

Solving for the eigenfrequencies ω yields

ω12

ω22


 ε2 − v 2 ,
ε1 > v
1
=
 2(v 2 − ε2 ) , ε < v
1
1

 ε2 − v 2 ,
ε1 > v
2
=
 (ε − ε )(ε + v) , ε < v .
2
1
2
1

(3.20)

(3.21)

The total energy is
2
X

1
E = EHF +
2

!
ωi − TrA

,

(3.22)

i=1

and the result thus becomes
2


1 X q 2
E =
εj − v 2 − εj
2 j=1

for ε1 > v ,

√
N +4
1√
E = −
v+
ε2 − ε1 v + ε2 +
4
2
ε2 N − 1 ε21
for ε1 < v .
− −
2
4 v

r

(3.23)

v 2 − ε21 2N + 1
+
ε1
2
4
(3.24)

In the weak-coupling regime, the energy (3.23) is very simply related to the energy
for the spherical phase (3.8), while the energy of the strong-coupling regime differs
mainly from its deformed counterpart (3.9) through the term that is nonanalytical in
the level splitting ε2 − ε1 . It seems that the non-analyticity is an artifact of the RPA
approximation.
The energy functional results from the Legendre transform

F (n1 , n2 ) = E(ε1 , ε2 ) −

2
X

nj εj ,

(3.25)

j=1

and it is understood that εj = εj (n1 , n2 ) results from the inversion of the occupation
numbers
nj ≡

∂E
.
∂εj
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(3.26)

We start with the weak-coupling regime ε1 > v and find

nj =



ε
1
q j
− 1 .
2
2
2
ε −v

(3.27)

j

Thus, the occupation number of the two energy levels depends only on the energy of
the level itself, and the strength of the two-body interaction. Note that the occupation
numbers are symmetric under exchange of level 1 and level 2. The inversion of
Equation (3.27) is straightforward, and we obtain the energy functional

F (n1 , n2 ) = −|v|

2 q
X

nj (nj + 1) .

(3.28)

j=1

Note that the functional (3.28) is symmetric under exchange of level 1 and level 2,
and that it is simply the sum of two functionals. Its form could have almost been
guessed from the functional (3.11) for degenerate levels.
We turn to the strong-coupling regime ε1 < v which once again proves more
difficult. The occupation numbers
2N + 1 x N − 1 ε1
ε1
− −
−p
4
4
2 v
2(v 2 − ε21 )

1
=
x + x−1 − 2
4

n1 =

(3.29)

n2

(3.30)

do not decouple as in the weak-coupling limit. Here, we employed the shorthand
r
x≡

ε2 + v
.
ε2 − ε1

(3.31)

We solve Equation (3.30) for x and obtain
p
x(n2 ) = 2n2 + 1 + 2 n2 (n2 + 1) .
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(3.32)

We insert this result into Equation (3.29), approximate ε1  v and solve for ε1 . This
expansion again renders the resulting functional convex, and we obtain
ε1 (n1 , n2 ) =

N − 2n1 + 1/2 − x/2
√
v.
N −1+ 2

(3.33)

where x ≡ x(n2 ). Finally, we insert this result into Equation (3.31) and find
ε2 (n1 , n2 ) =

v + x2 ε1
.
x2 − 1

(3.34)

The insertion of the expressions (3.33) and (3.34) into the functional (4.43) thus yields
the desired expression. Figure 3.4 shows the resulting functional and compares it to
the exact solution. The agreement between the exact result and the RPA result is
quite satisfactory. Note that the boundary between the regimes of strong and weak
coupling is a one-dimensional line in the region of small occupation numbers n1,2 < 1.
We constructed the energy functional for the three-level Lipkin model with
degenerate and non-degenerate excited levels, with analytical results based on RPA
calculations and subsequent Legendre transformations. They agree well with exact
numerical results in the limits of strong and weak coupling, respectively, but the RPA
fails at the boundary between the two regimes.
The results shown here should be useful in the construction of an occupationnumber based energy functional for nuclear masses. The nuclear shell-model employs
a spherically symmetric two-body interaction, but deformed nuclei might be described
within a deformed mean-field basis with the rotational invariance broken through onebody terms. In Chapter 4 we will see how our insights into the Lipkin model provide
specific motivation for terms in our global energy functional for nuclear masses.
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Figure 3.4: Energy functional F (n1 , n2 ) of the three-level Lipkin model with nondegenerate single-particle levels for N = 10 fermions. The exact result is shown as
dots, while the RPA result is shown as a mesh and the corresponding contour [Bertolli
and Papenbrock, 2008].
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Chapter 4
Realistic energy functional for the
full mass table
Based on our investigation of the three-level Lipkin model we have gained valuable
insight into the form of a functional whose degrees of freedom are level occupations.
In this chapter we will extend our work to calculate masses across the nuclear chart,
and reveal further details of nuclear structure in the form of major-shell occupations.
Our functional is developed in a spherical harmonic oscillator basis. This basis
is convenient for our choice of orbital occupations as the relevant degree of freedom.
The harmonic oscillator Hamiltonian

H=

p̂2
1
+ mω 2 x̂2
2m 2

(4.1)

is easily written in terms of fermionic creation, a† , and annihilation, a, operators (as
defined in Section 3.1.1):

r

~
(a + a† )
2mω
r
~mω
(a − a† ).
p̂ = −i
2

x̂ =
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(4.2)
(4.3)

!#$"
!"

Figure 4.1: Harmonic oscillator shells with principle quantum number p. Each shell
has dimensionality dp = (p + 1)(p + 2).
In this representation solutions to the eigenvalue problem H|ψ = Eψ are easily found
in terms of the principle quantum number p:

E = hψ|H|ψi
= ~ω(p + 3/2)

(4.4)
(4.5)

The quantum number p defines the oscillator shells (see Fig. 4.1), each with
degeneracy dp = (p + 1)(p + 2).
The degeneracy dp provides shell closure as 2, 8, 20, 40, . . . . In order to describe
known nuclear shell closures at magic numbers we have chosen the prescription of
Reference [Duflo and Zuker, 1995]. We define shells of the harmonic oscillator as the
low-j subshells of some orbital p plus the intruding highest-j subshell of the p + 1
orbital. Figure 4.2 illustrates below, with the specific example given in Fig. 4.2b.
Such a methodology provides us with shell closures that more closely resemble those
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of the nuclear magic numbers at 2, 6, 14, 28, 50, 82, 126 . . . . We note that 6 and 14 are
not traditional magic numbers, but remain as shell closures in our model in place of
8 and 20.

D
D
D
(a) Intruder-Extruder closures taken from [Duflo
and Zuker, 1995]

(b) Shell closure example for sd-nuclei

Figure 4.2: Modified closures for major oscillator shells where Dp ≡ dp is the
dimensionality of the shell. We define shells of the harmonic oscillator as the low-j
subshells of some orbital p plus the intruding highest-j subshell of the p + 1 orbital.
With our shell structure defined we may now approach the problem of saturation.
It is a well known phenomenon that nuclear binding energy per particle saturates
at about 8 MeV [Aston, 1933]. The short-range nature of the nuclear force implies
that a given nucleon affects its nearest neighbour greatest, with binding to farther
nucleons quickly diminishing. The result is an observed saturation of the binding
energy such that it can increase at most as the total number of nucleons, A = N + Z,
to leading order. Therefore, while terms of our functional are motivated by several
factors (see Section 4.1), we must ensure that no term contributes to the energy faster
than linearly in A.
Our functional is guided by semi-classical scaling arguments in order to achieve
nuclear saturation. We present a development of the semi-classical scaling that comes
out of the Thomas-Fermi approximation. For the harmonic oscillator (V = 12 mω 2 r2 )
one can obtain the density of states g(ε) as a function of the single particle energy ε:
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1
g(ε) = 2
2π



2m
~2

3/2 Z

1
1
d3 r (ε − mω 2 r2 )1/2 Θ(ε − mω 2 r2 )
2
2
ε2
=
.
(~ω)3

(4.6)
(4.7)

We can then obtain the particle number up to some Fermi level from the density of
states given in Equation (4.7):

εf

Z

dε g(ε)

A =

(4.8)

0
εf

Z

dε

=
0

ε3f
=
.
3(~ω)3

ε2
(~ω)3

(4.9)
(4.10)

Inverting Equation (4.10) we find εf ∝ A1/3 . Therefore, working in an harmonic
oscillator basis, a nucleus of A particles has about A1/3 occupied shells below the
Fermi level, and about A2/3 particles in the final shell. See Refence [Ring and Schuck,
1980] for a more detailed discussion. We consider the scaling of a possible functional
term dependent on proton and neutron occupations, Equation (4.11). Such a term
may describe the energy of zp protons in the shell with principle quantum number p,
where zp is the proton occupation of the pth shell and scales as p2 to leading order.
pzp ∼ p3

(4.11)

where ∼ indicates “scales as”. We take a semi-classical approach as our primary guide
in selecting terms. In this approach, which is valid for large number of oscillator shells,
we can approximate the summation as an integral with an upper bound at A1/3 .
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X

p

3

Z

A1/3

'
∼ A4/3 .

P

p

(4.12)

0

p

So we see that the sum

dp p3

(4.13)

pzp requires a factor of A−1/3 to scale correctly as A to

leading order.
Working in a harmonic oscillator basis, Equation (4.1), with modified shell
closures, we choose our relevant degrees to be the proton and neutron occupations
in 15 major shells. The choice of 15 major shells was taken to insure convergence of
the minimization of the functional (see Section 5.2). The modified shell closures do
not alter our semi-classical scaling, as a given j-orbital contains about A1/3 particles.
Its addition or subtraction from a major shell is therefore negligible. These degrees
of freedom identify the density by which can employ the Hohenberg-Kohn theorems.
The ground-state energy of the nucleus is obtained via the Hohenberg-Kohn theorem,
Equation (2.1), through a minimization of the functional over the proton and neutron
occupations. The motivation governing the terms and details of the functional form
are presented in the following sections.

4.1

Motivation for terms

In this section we describe more specific motivations for the form of the functional
from the foundations set forth previously. Motivation for the functional, beyond
semi-classical scaling to ensure saturation, comes from several sources. The first we
have already considered in Chapter 3: investigations of analytically solvable models
such as the three-level Lipkin Model. The other two we briefly present here. The
liquid drop model, which motivates bulk terms of the functional, and the shell-model
Hamiltonian, which motivates the microscopic terms, are able to provide analytic
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motivations for the forms of functional terms. In Section 4.2 we present further detail
on the selection of specific terms.

4.1.1

Liquid drop model

We begin at the macroscopic level with the liquid drop model, which proposes the
nucleus be viewed as a water drop-like system. Originally proposed by Gamow in
1930 [Gamow, 1930], the model is associated with the saturation property discussed
previously. The short range of the nuclear force implies that nuclei at the surface
experience a different level of binding than those at the center. This leads to a
surface energy which can be associated with a surface tension as one might find in
a water drop. Empirical observations that the nuclear radius is proportional to A1/3
provides a scale in terms of nucleon number to describe the surface and volume of
the nucleus in the context of a spherical liquid drop.
One considers the volume and surface of a uniform sphere:

4 3
πr
3
= 4πr2

Vsph =

(4.14)

Ssph

(4.15)

If one uses the empirical radius of the nucleus r = r0 A1/3 , where r0 = 1.25 fm, we
obtain

4
π(r0 A1/3 )3 ∼ A
3
= 4π(r0 A1/3 )2 ∼ A2/3

Vsph =

(4.16)

Ssph

(4.17)

The volume and surface energy of the nucleus then go as A and A2/3 respectively. We
recall the Bethe-Weizsacker mass formula which employed terms proportional to A
and A2/3 to account for volume and surface energy (see Section 1.1 for more detail):
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av A + as A2/3 .

(4.18)

However, the nucleus being composed of both protons and neutrons we must also
include the effects of charged particles in our macroscopic description. Let us consider
the energy associated with the repulsion between two charged particles in a sphere:

EC ∝

Q2
.
R

(4.19)

We allow the distance between the particles in Equation (4.19), R, to be proportional
to the nuclear radius and the charge, Q, of the nucleus to be proportional to the total
number of protons Z.

Q ∝ Z

(4.20)

R ∝ A1/3

(4.21)

Where every proton repels every other we obtain Z(Z − 1) interactions, and thus
arrive at the form of the Coulomb term to the liquid drop model:

EC = aC

Z(Z − 1)
.
A1/3

(4.22)

The necessary pre-factors of the Coulomb interaction are contained in the coefficient
aC , which are determined (for instance, by fits to experiment) to be of the order
aC = 0.69 MeV.
The next term present in the liquid drop model is isospin and is the result of the
Pauli exclusion principle [Roy and Nigam, 1967]. Assuming a Fermi gas model with
fermionic statistics we calculate the number of protons and neutrons with momenta
p = 0 to some maximum pF (the Fermi momentum):
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Z
N, Z =

πF

dp
0

2V 4πp2
V 8πp3F
=
(2π~)3
3h3

(4.23)

where V is again the volume of the spherical nucleus, Equation (4.16). We define
ρZ = Z/V and ρN = N/V as the proton and neutron densities, respectively. We
then find the Fermi momentum for protons (pF,Z ) and neutrons (pF,N ) in terms of the
density


pF,Z = h

pF,N = h

3
ρZ
8π

1/3

3
ρN
8π

(4.24)
1/3
(4.25)

From Eqs. (4.24) and (4.25) we can calculate the total kinetic energy for Z protons
and N neutrons to be

Z pF,N
2V 4πp2 p2
2V 4πp2 p2
dp
dp
+
K.E. =
h3 2M
h3 2M
0
0
 5/3 2
3
h
4π
(Z 5/3 + N 5/3 )
=
2/3
5M 8π
V
Z

pF,Z

(4.26)

where we have employed A = N + Z. Utilizing V ∼ A from Equation (4.16) and
defining

T = (N − Z)/2

(4.27)

as the isospin we can rewrite Equation (4.26) as:

1
K.E. = c 2/3
A

 5/3 "
5/3 
5/3 #
A
N −Z
N −Z
1−
+ 1+
2
A
A
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(4.28)

Then for the case of A  T we obtain the final form of



20 T 2
A
K.E. ∝ 2/3 1 +
2
9 A2
T2
∼ bA + c
A

(4.29)

where the necessary pre-factors are retained in the constants b and c. We see in the
second term of Equation (4.29) the form of the isospin contribution to the nuclear
energy found in the liquid drop model. An investigation of the potential energy can
be performed resulting in a similar form, and implies the proton-neutron interaction
is on average stronger than proton-proton or neutron-neutron interactions [Bohr and
Mottelson, 1969]. This last term will be shown as crucial in the development of
functional in Section 4.2.2. Finally, we discuss the last term in the liquid drop model:
the pairing term.
Once again a result of the Pauli exclusion principle, the pairing term accounts for
the lower energy observed for nuclei with even numbers of protons and neutrons. An
even number of nucleons allows for spin coupling and thus a reduction in energy. The
form of the pairing term is

aP

δ(A, Z)
√
A

(4.30)

where




+1 Z, N even (A even)



δ(A, Z) = 0
.
A odd





−1 Z, N odd (A even)

(4.31)

The factor of A−1/2 is emperically determined, along with the leading coefficient aP .

40

With the development of Eqs. (4.18)-(4.30) we are able to arrive at the final form
of the liquid drop model:

BELD (N, Z) = av A − as A2/3 − ac

Z(Z − 1)
δ
(N − Z)2
+ aP √
−
a
A
1/3
A
A
A

(4.32)

Equation (4.32) is the same as the Bethe-Weizsäcker formula, Equation (1.2),
whose performance in describing nuclear masses was discussed in Chapter 1. The
macroscopic treatment of nuclear masses discussed above will be incorporated into
the the shell-model based functional developed in this work. We recall the failure of
the Bethe-Weizsäcker formula to accurately reproduce shell effects. As will be seen in
Chapter 7, our shell-model approach has much better performance in describing shell
closures. This improved performance comes in part from the motivation obtained
from the shell-model, described in the following Section 4.1.2.

4.1.2

Shell-model

In addition to the macroscopic terms provided by the liquid drop model, we know
microscopic effects must be included to account for shell structure.

The shell-

model Hamiltonian has already been shown in Equation (2.8) (Section 2.2). As the
motivation of the shell-model and its role in nuclear structure has been discussed in
Section 2.2.1, we will now turn to specific motivations from the form of the shell-model
Hamiltonian. We present here again Equation (2.8) [Mayer and Jensen, 1955]:

HSM =

X
i

εi a†i ai +

1 X
vijkl a†i a†j al ak .
4 i,j,k,l

By applying the fermionic anticommutator relations
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{ai , aj } = {a†i , a†j } = 0
{ai , a†j } = δij

(4.33)
(4.34)

we can rewrite HSM as

HSM =

X
i

εi a†i ai +



1 X
vijkl a†i ak δlj − a†i al a†j ak .
4 i,j,k,l

(4.35)

We now define the number operator m̂i = a†i ai which counts the number of fermions
in some state i. If we then restrict ourselves to look at only those terms of the
summation in Equation (4.35) in which i = l and j = k we obtain:


 1 X
1 X
vijij a†i aj δij − a†i ai a†j aj +
vijkl a†i a†j ak al
4
4
i
i,j,l=i,k=j
i,j,l6=i,k6=j
 1 X
X
1X  †
vijkl a†i a†j ak al
(4.36)
=
εi m̂i +
vij ai aj δij − m̂i m̂j +
4
4
i
i,j
i,j,l6=i,k6=j

HSM =

X

εi m̂i +

This separation is motivated by the linear and quadratic forms in occupation numbers
of References [Duflo and Zuker, 1995] and [Duflo, 1994], where the diagonal terms
(i = l, j = k) are termed the monopole contributions and the off-diagonal (i 6=
l, j 6= k) are termed the multipole contributions. Following the prescription of
Reference [Duflo and Zuker, 1995], we remain primarily motivated by the monopole
term of Equation (4.36) which reproduces the exact energy of closed shells and closed
shells plus or minus 1 particle [Duflo and Zuker, 1995]. As we see in Equation (4.36),
the monopole term contains linear (m̂) and quadratic (m̂2 ) forms of the number
operator m̂. These terms may provide contributions to the energy from single-particle
and particle-particle interactions respectively. As such, we anticipate any functional
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in a shell-model basis to employ linear and quadratic forms in neutron and proton
number.

4.2

Functional form

The functional employs bulk terms taken from the liquid drop model, which are
independent of orbital occupations, and a microscopic interaction which rely on the
proton and neutron occupations. We first introduce the functional as macroscopic
Coulomb and pairing terms plus a microscopic interaction, F(n, z):

F (c; n, z) = cc

Z(Z − 1)
δ
+ cP √ + F(c; n, z)
1/3
A
A

(4.37)

where δ is 1 or -1 for even-even or odd-odd nuclei, respectively, and 0 otherwise. The
17 fit parameters of the full functional are denoted as the shorthand coefficients
c ≡ {c1 , c2 , . . . , c11 , cc , cP , cs , cas , css , c̃s },

(4.38)

z ≡ {z1 , z2 , . . .}

(4.39)

n ≡ {n1 , n2 , . . .}

(4.40)

while

denote the occupations of proton and neutron shells, respectively. The microscopic
functional F(c; n, z) has the form

F(c; n, z) = ~ω(V + Tkin + I2B + D + D4B + T + M4Bex + Lval )
+~ω̃(D̃2B + L + L̃)

43

(4.41)

The coefficients c are determined via a fit to experimental data, discussed in the
following section. The microscopic interactions contained in F(c; n, z) are dependent
on major oscillator shell occupations of protons and neutrons. To achieve a desirable
χ value from our functional we have found the need to scale the microscopic energy
by one of two non-trivial ~ω functions, ~ω and ~ω̃. Both forms are independent of
shell occupations, but contain fit parameters. Their forms and physical meaning are
presented in the following section.

4.2.1

Microscopic terms

We begin our detailed discussion of terms with those that scale as A, or our
volume terms. The scaling of the functional terms presented here follow similarly
to Equation (4.11).We begin with the volume terms that scale as A:
V

≡ c1 A,

Tkin ≡ c2 A−1/3

(4.42)
X

p(zp + np ),

(4.43)

p
−1/3

I2B ≡ c3 A

X  zp (zp − 1)
p

D ≡ c4

X
p

×

X
q

D4B ≡ c6

p


np (np − 1) 2np zp
+
+
,
p
p
!

p
dp
2
− 3/2 (zp − dp /2)2
2
dp
!
p
dq
2
− 3/2 (nq − dq /2)2 ,
2
dq

X zp (dp − zp )np (dp − np )
p

d3p

,


q
X q
L ≡ c7
(zp + ε)(np + 1) + (np + ε)(zp + 1) ,

(4.44)

(4.45)
(4.46)
(4.47)

p

T

Xq
≡ c9
(np − zp )2 + ε2 .

(4.48)

p

Note that ε = 10−3 is a regularization parameter in Eqs. (4.42)-(4.48), to ensure
differentiability.
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As is evident, V in Equation (4.42), is simply a bulk volume term which provides
a smoothing of the energy surface. A fermion in the major shell p has energy p and
so the next term, Tkin of Equation (4.43), represents a kinetic energy contribution
from single-particle energies. Such a one-body term is expected from our discussion
of achieving the ground-state energy from a functional.
Equation (4.44) begins our treatment of two-body interactions in the shell-model
that scale as the volume. Such a two-body term is motivated by the shell-model and
strongly suggested by the form of the monopole hamiltonian present in the Duflo and
Zuker mass formula [Duflo and Zuker, 1995]. I2B is a mean-field like term where
we see the single particle self-energy is deducted from the two-body proton-proton,
neutron-neutron contributions.
The term D of Equation (4.45) is technically a two-, three- and four-body
interaction and serves to include deformation effects, which result in shell oscillations
around mid-shell [Strutinsky, 1967]. The form of this term has a linear onset, that
maximizes at mid-shell with half-filled occupations. In practice it behaves in the same
manner as a function of the form min(np , dp −np ), however we have chosen this form to
eliminate the discontinuity present in the first derivative of a min function. Similarly
in D4B , Equation (4.46), we see higher-order contributions. This four-body term once
again provides a maximum at mid-shell, and is present for accurate descriptions of
higher-order nuclear deformation
Equation (4.47) is strongly motivated by the work in References [Bertolli and
Papenbrock, 2008, Papenbrock and Bhattacharyya, 2007]. The minimum energy
for a two-level system results in fractional occupations of the higher level due to
a square-root term. Such a term was readily seen analytically in both the derivation
of the energy functional for the three-level Lipkin model and the pairing Hamiltonian
[Bertolli and Papenbrock, 2008,Papenbrock and Bhattacharyya, 2007]. Furthermore,
we see a connection to the solid state field where studies in Reference [Lacroix and
Hupir, 2010] show a similar form for mesoscopic pairing in superconductors. Both
studies exhibit a square-root singularity for small occupations. The inclusion of such
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square-root terms not only has this analytical motivation, but has proved helpful for
the functional’s accurate reproduction of experimental energies.
Finally T is an isospin term, also referred to as a Wigner term [Wigner, 1937,
Satula et al., 1997, Zeldes, 1998]. This is straightforward in calculating the isospin
of each individual orbital. Not surprisingly, T has proven necessary to accurately
describe of nuclei far from the N = Z line. We note that Equation (4.48) is written
in terms of square roots (rather than absolute values) for computational purposes,
p
where in the case of |np − zp |  ε we have (np − zp )2 + ε2 ' |np − zp |
We also need to include surface corrections independent of the volume terms.
Technically, surface terms scale as A2/3 . We employ

D̃2B ≡ c5

X

zp (dp − zp )
3/2

dp

p

L̃ ≡ c8 A−2/3

+

np (dp − np )

X

zp

3/2

!
,

(4.49)

dp

p
p

zp + 1 + np np + 1 ,

(4.50)

p

M4Bex

Lval

X 1 
≡ c10
(zp (zp − 1)(zp − 2)(zp − 3))3
23
p
p

3
+(np (np − 1)(np − 2)(np − 3)) ,

q
q
2
2
(df − nf )nf +1 + ε + (df − zf )zf +1 + ε .
≡ c11

(4.51)
(4.52)

D̃2B , Equation (4.49), provides a term that accounts at least in part for
microscopic pairing. It takes a form motivated by Talmi’s seniority model [Talmi,
1962], again with a maximum contribution at mid-shell as with the volume term
Equation (4.45) Likewise, L̃ of Equation (4.50) is a surface corrective term motivated
along the same lines as Equation (4.47) above.
In Equation (4.51) we present an extended mean-field energy term. The cubic
nature of this term indicates its effect (as determined via the method described in
Section 4.3) is present as a higher order correction. The powers of p are in place to
insure appropriate scaling.

46

Finally we consider the term Lval in Equation (4.52). This term is unique in that
it involves no summation over shells, but involves only the last filled shell according
to a naive level filling (the Fermi surface) and the shell immediately above, e.g. nf
and nf +1 respectively. Equation (4.52) represents a particle-hole like contribution
to the surface energy and has shown useful in providing finer corrections to energy
calculations.

4.2.2

Anatomy of ~ω terms

A key component to our mass functional is the scaling of the microscopic terms by

~ω(cs , cas , css ) = 1 − cs A−1/3 −

cas
T (T + 1)
−1/3
1 + css A
A2

~ω̃(c̃s ) = 1 − c̃s A−1/3

(4.53)
(4.54)

Both forms, Eqs. (4.53) and (4.54), are functions of total neutron (N ) and proton
number (Z) as well as the set of fit coefficients c. The presence of both Eqs. (4.53)
and (4.54) are found to be crucial in obtaining a desirable χ value. The motivation of
these forms of ~ω and ~ω̃ is not immediately obvious. In this section we will provide
the necessary physical motivations for their inclusion.
We will begin with Equation (4.54) which is the simpler of the two. The leading
1 of Equation (4.54) allows for each microscopic term it affects to contribute at
leading order. As we have ensured all terms scale at most as A, saturation is always
maintained by the term itself. The second term of Equation (4.54), c̃s A−1/3 , provides
a smooth bulk surface correction to each microscopic term. That is, any term scaling
as A will now also have a smaller contribution that scales as A−1/3 A = A2/3 , which is
a surface term (see Section 4.1.1). Those terms which already scale as A2/3 will now
have radial correction scaling as A1/3 .
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The second form, Equation (4.53), is more complex and requires some motivation.
Like Equation (4.54), Equation (4.53) contains in its first two terms, 1 + cs A−1/3 ,
leading contributions and surface corrections for each of the microscopic terms it
scales. However, its final term
css
T (T + 1)
−1/3
1 + cas A
A2
also provides an isospin correction [Danielewicz and Lee, 2009, Nikolov et al., 2011].
We motivate this isospin correction by first recalling the isospin dependence of the
liquid drop model:
(N − Z)2
.
A

(4.55)

We note this scales as A and therefore has a volume character. However, the
final term of Equation (4.53) introduces a surface isospin correction. By looking
at the sign of the leading coefficients in the liquid drop model, Equation (4.32),
we see increasing the magnitude of the neutron-proton asymmetry decreases the
surface tension [Danielewicz and Lee, 2009]. We define the quantity associated with
asymmetry in systems in contact at equilibrium as the asymmetric chemical potential
µa [Danielewicz and Lee, 2009].

µa =

∂E
∂(N − Z)

(4.56)

Following Reference [Danielewicz and Lee, 2009] we perform a Legendre transform
from µa to N − Z

N −Z =

∂Φ
∂µa

(4.57)

where

Φ = µa (N − Z) − E = µa (N − Z) − Ev − Es
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(4.58)

and note that the energy, E, has both surface (Es ) and volume (Ev ) components.
Inserting Equation (4.58) into Equation (4.57) we find:
∂(N − Z)
=2
∂µa



∂ 2 Ev ∂ 2 Es
+
∂µ2a
∂µ2a


(4.59)

Through dimensionality and scaling [Danielewicz and Lee, 2009] one can finally
arrive at an expression for the net energy for a liquid drop description of a nucleus
with both surface and volume asymmetry.

E = E0 +

aiso (N − Z)2
A
A

(4.60)

where E0 is the volume and surface contributions of symmetric nuclear matter, N =
Z, and the coefficient aiso is [Danielewicz and Lee, 2009]:

aiso =

css
1 + cas A−1/3

(4.61)

This provides us with the form of the last term in Equation (4.53). We note the
form of Equation (4.61) tends towards css for large A and so the isospin term retains
a volume character. However, for small A the ratio

aiso
A

in Equation (4.61) approaches

cas /A2/3 . So we find motivation from the liquid drop model once again in the form of
our more complicated ~ω scaling. The two forms, Eqs. (4.53) and (4.54), are found
to be crucial in significantly reducing our least-squares error.

4.3

Determination of Relevant Terms

The reader may wonder how we arrived at the particular form of the functional (4.41).
Unfortunately, there is no practical recipe available for the construction of the
functional. As described in Section 4.1, the guiding principles are saturation, meanfield arguments, algebraic schemes, and insights from analytically solvable systems.
However, these arguments do not sufficiently constrain the functional, and we need a
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systematic approach rather than a trial-and-error-based, approach to identify terms
that should enter into the functional.
Bertsch and coworkers [Bertsch et al., 2005] employed the singular value decomposition and studied the statistical importance of various linear combinations of terms
that enter the functional. This method identifies the relative importance of possible
combinations of terms and truncates search directions that are flat in the parameter
space. Along these ideas, we employ a method that chooses new functional terms
based on their correlation to terms already present. New terms are chosen to provide
a relatively independent search direction in the parameter space along which the χ2
of Equation (5.1) is minimized. This approach is presented in detail in Section 4.3.1.
In mass formulae, the addition of new terms (and new fitting parameters) yields a
chi-square that is a monotone decreasing function with the number of fit parameters.
In fact, adding parameters has been shown to reduce the least-squares error deviation
by as much as a factor of five [Möller et al., 1995, Koura et al., 2000, Pomorski and
Dudek, 2003,Royer and Gautier, 2006,Mendoza-Temis et al., 2008]. For a functional,
however, matters are different. Here, the addition of a new term to the functional
guarantees a lowered chi-square only if the term has a perturbatively small effect.
This point is demonstrated in Section 4.3.2.

4.3.1

Correlation Test

We first describe our method for selecting new terms to be included in the functional,
beyond those strongly motivated by scaling arguments, mean-field arguments, and
solutions to simple analytic systems. We seek a systematic method for determining
new terms that will provide further insight into the physical system and decrease the
overall χ2 .
The independence of new terms in not only important for the reduction of the
χ value.

Adding ad hoc terms, while possibly reducing χ, may alter the value

of another parameter that carries physical meaning [Danielewicz and Lee, 2009].
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In cases of adding even physically motivated terms there is a danger. Statistical
interference [Garthwaite et al., 2002] among combinations of terms can alter the
relative size of physical parameters, often resulting from a limited domain of variation
in the fitted data set [Kirson, 2008, Danielewicz and Lee, 2009]. By adding only
terms with minimal statistical overlap we avoid this issue. In this way we provide a
constraint on the forms of the terms, reducing the space of functional forms in which
to search.
Consider the addition of a term cf f , with new fit parameter cf , to the functional
F0 . One can expect that this term will be sufficiently useful in lowering the chi-square
only when it is independent of the terms already included in the functional.
Let us consider the addition of a term cf f to the functional
M

X
Z(Z − 1)
δ
√
F0 (c; n, z) = cc
+
c
cα fα (n(c), z(c))
+
P
A1/3
A α=1

(4.62)

of M terms, and let n∗ , z ∗ be the occupation numbers that minimize F0 for a given
nucleus. The occupation numbers depend on the nucleus i under consideration, but
we suppress this dependency.
For identification of a new search direction we compute the correlation coefficient
Rfα ,f =

cov(fα , f )
,
s fα s f

(4.63)

where the covariance is
cov(fα , f ) = hfα f i − hfα ihf i

(4.64)

and the average h·i is computed with respect to the Npts nuclei of the nuclear chart.
Here Npts represents the number of experimental data points for nuclear binding
energies. Similarly, the standard deviations are
q
p
2
2
sf = hf i − hf i and sfα = hfα 2 i − hfα i2 .
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(4.65)

In the computation of averages, the terms f and fα are evaluated at the occupations
(n∗ (c), z ∗ (c)) that minimize Equation (4.62).

Here (n∗ (c), z ∗ (c)) depend on the

coefficients c that minimize the χ2 of Equation (4.62). We note that the correlation
coefficient is independent of the size of the coefficient cf of the new term under
consideration, though dependent on the other fit coefficients c through the optimal
occupations (n∗ (c), z ∗ (c)). Should the correlation be sufficiently low for all included
terms, the new term can be tested for its performance in lowering the χ value.
This approach allows us to probe many different forms of functional terms
and then scan through several hundred iterations without the time-consuming and
computationally expensive aspects of performing a full minimization of the chi-square
for each new term under question. In this way, we systematically grow the functional
term by term. We started from an initial base of about 350 different terms and
found that only 18 of them were weakly correlated to the existing terms and had
the potential to significantly decrease the least-squares error. Of these 18 terms, 15
were seen to be simply higher-order corrections of three primary forms. We further
reduced the set of possible terms through physical arguments and preliminary fits.
This approach showed Equation (4.48) to be the best choice for lowering our leastsquares deviation. Equations (4.51) and (4.52) were determined similarly, from very
large sets of possible terms. In this way we successfully lowered the functional’s leastsquares error to a meaningful χ = 1.31 MeV with 17 fit parameters. This can be
compared to the 28 parameters of the Duflo and Zuker mass formula, which achieves
a least-squares error of χ ' 0.35 MeV [Duflo and Zuker, 1995].

4.3.2

Perturbative Test

Assume that our functional is F0 and that we consider the addition of a new term cf f
(with the new fit coefficient cf taken to be the mean value of the currently determined
fit coefficients, where there are no statistical outliers). We will consider the general
case where the new term f depends also on the fit coefficients c of F0 . In what follows,
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we consider a single nucleus with the ground-state energy
E0 ≡ F0 (c; n∗ , z ∗ )

(4.66)

obtained from the functional F0 . Let us assume that
f (c; n∗ , z ∗ )  E0 ;

(4.67)

in other words, the new term is perturbatively small (assuming that the new fit
coefficient cf is of order one). Furthermore, we make the assumption of the naturalness
of f and therefore its derivatives in the neighbourhood of (n∗ , z ∗ ) is of the same
order as f , f 0 ∼ f . That is, we insure all terms considered are perturbatively small
compared to F0 in the area around (n∗ , z ∗ ), not simply tuned to be small only at the
occupations (n∗ , z ∗ ). This is motivated by our selection of terms to search and their
required scaling. We consider F = F0 + cnew fnew , and it is clear that the minimum of
F will be found at some new occupations n∗ + δn, z ∗ + δz with corrections δn and δz
that are much smaller than n∗ and z ∗ , respectively. We expand
min

n,z∈Di



F0 (c; n, z) + cf f (c; n, z)



= F0 (c; n∗ + δn, z ∗ + δz) + cf f (c; n∗ + δn, z ∗ + δz)
≈ F0 (c; n∗ , z ∗ ) + cf f (c; n∗ , z ∗ )
X ∂F0
X ∂F0
+
δnp +
∂np n∗ ,z∗
∂zp
p
p
+cf

X ∂f
∂np
p

δnp + cf
n∗ ,z ∗

δzp ,
n∗ ,z ∗

X ∂f
∂zp
p

≈ F0 (c; n∗ , z ∗ ) + cf f (c; n∗ , z ∗ ),

δzp
n∗ ,z ∗

(4.68)

and the approximation is due to our limitation to first-order corrections. Note that
we have expanded to first-order in smallness, eliminating terms that go as derivatives
of f since |f 0 δn|  |F0 | and |f 0 δp|  |F0 |. The derivatives of the functional F0
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with respect to the occupation numbers vanish at the optimum occupation numbers
(n∗ , z ∗ ), where it is understood that the variation is only with respect to those
occupation numbers that are not at any of the boundaries (i.e., those occupation
numbers for which n∗j 6= 0 or dj and zj∗ 6= 0 or dj ), and that the variation fulfills the
equality constraints∗ . Thus, in leading order of perturbation theory, the functional is
simply a mass formula (as it is evaluated at the leading-order occupations), and the
chi-square fit cannot yield an increased root-mean-square error for the ground-state
energies. In the worst case, cf = 0 will result from the fit.
Therefore, the addition of terms to the functional that cause small changes
to the occupation numbers will allow the functional to better reproduce the true
ground-state energy. We can expect that this methodology, when coupled with our
determination of new search directions, will provide worthwhile reductions in the
overall χ.
For quickly evaluating a new candidate term f to be added to the functional, we
begin by treating the full functional as a mass formula. That is, we freeze the proton
and neutron occupations at the optimal values determined prior to the addition of
the new term and approximate the ground-state energy in the presence of the new
term as
Ei (c; n∗ , z ∗ ) ≈ F (c; n∗ , z ∗ ) + cf fnew (n∗ , z ∗ ).

(4.69)

We evaluate the energy (4.69) for each nucleus i, perform a χ2 minimization of
the resulting mass formula (4.69), and obtain a new set of test coefficients, ctest .
∗
Using these coefficients we recalculate the occupations n∗test , ztest
and the ground-state

energies
∗
Ei (ctest ; n∗test , ztest
) = min

n,z∈Di



F (ctest ; n, z) + cf f (ctest ; n, z)

∗



(4.70)

Technically, this specification constituting a reduced derivative is necessary due to the
minimization being performed over the constrained domain Di [Mielke and Theil, 2004].
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that minimize the functional. The computation of the corrections (δn, δz) ≈ (n∗test −
∗
− z ∗ ) to the occupation numbers shows whether the new term is perturbative
n∗ , ztest

in character and thus has the potential to lower the chi-square.

4.3.3

Example of selecting a term

To demonstrate the new method of selecting functional terms detailed in Sects. 4.3.1
and 4.3.2, consider a truncated form of the functional in Equation (4.41):

Z(Z − 1)
δ
+ cP √
1/3
A
A
+~ω(V + Tkin + I2B + D + D4B + T )

F 0 = cc

+~ω̃(D̃2B + L + L̃).

(4.71)

That is, Equation (4.41) without the mean-field, M4Bex , or valence, Lval , terms (note
the liquid drop bulk terms are kept). Consider the addition of a new generalized term
fnew to Equation (4.71) that takes a form similar to the M4Bex of Equation (4.51):

frmnew (n, z) =

X

([zp (zp − 1)(zp − 2)(zp − 3)]γ + [np (np − 1)(np − 2)(np − 3)]γ )

p

(4.72)
Proposing Equation (4.72) as a form for a new term we first implement a test to
insure it is sufficiently independent of the terms already present in Equation (4.71).
This independence is determined from the correlation coefficient Rf,fnew as described
by Equation (4.63) in Section 4.3.1.
We allow γ to vary over integer and non-integer values and determine that γ = 3
produces a correlation coefficient, Equation (4.63), amongst all other terms Rf,fnew <
0.5, which satisfies our condition for independence. With the specific form

55

fnew (n, z) =

X

[zp (zp − 1)(zp − 2)(zp − 3)]3 + [np (np − 1)(np − 2)(np − 3)]3



p

(4.73)
we are able to confirm that Equation (4.73) causes only small perturbations in the
optimal occupations of F0 . In Fig. 4.3 we illustrate the change in optimal occupation
numbers (δn, δz) for each orbital of the nucleus

19

Na. We note the largest change

occurs in the proton orbitals p = 3 and p = 4 with δz = −0.8 and δz = +0.8,
respectively. However, with naive level-filling the p = 3 orbital contains three protons.
Therefore, a change of |δz| = 0.8 remains perturbative.
The results of the correlation and perturbation tests identifies Equation (4.73) as
a term whose addition will provide a meaningful reduction in the χ value. For the
truncated functional F0 , Equation (4.71), we obtain a least-squares error of χF0 = 1.52
MeV. With the addition of Equation (4.73) the functional F0 + fnew achieves a leastsquares error of χnew = 1.32 MeV. The reduction by 0.2 MeV is meaningful and
demonstrates the ability of the correlation and perturbation tests to systematically
grow the functional term-by-term.
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Figure 4.3: Change in proton and neutron occupations (δn, δz) for 19 Na,
demonstrating the perturbative effect of adding the term fnew . Each orbital is labeled
by principle quantum number p. Orbitals p = 3, 4 in protons exhibit the greatest
change, but still remain perturbative.
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Chapter 5
Fitting procedure and numerical
implementation
In this chapter we present the numerical optimization that provides us with not
only the fit parameters c, but also the occupations numbers (n, z) which minimize
the functional and therefore define the ground-state energy for each nucleus a la
the Hohenberg-Kohn theorems. To begin, we present the multi-level optimization
problem dealt with in this work and show the general theories behind our optimization
methods in Section 5.1. Next, we provide the specifics of the functional minimization
with respect to orbital occupations (n, z) in Section 5.2.1 and finally, in Section 5.3.1,
we discuss the details of the optimization for determining the fit parameters c.

5.1

Multi-level functional optimization

The fit coefficients c are determined by minimizing the sum of squared residuals

2

χ (c) =

2
Npts  th
X
E (c; n∗ (c), z ∗ (c)) − E exp
i

i

Npts

i=1

(5.1)

as a function of c. This is a multi-level optimization problem because each of the
theoretical energies, E th are solutions to lower-level minimizations over the occupation
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numbers n and z. Obtaining the occupations from an optimization is in stark contrast
to previous occupation number-based mass formulae where occupations are input by
hand [Duflo and Zuker, 1995].
The multi-level nature of the optimization is non-trivial. Due to the dependency
of the sum of squared residuals in Equation (5.1) on the lower-level minimization
contained in each Eith there is a complicated coupling between the two optimizations.
This coupling results in a dependency of the fit coefficients c on the optimal
occupations (n∗ , z ∗ ). The converse is true, where the optimal occupation depend
on the current fit coefficients, (n∗ (c), z ∗ (c)).
In order to approach the problem of the multi-level optimization we employ two
different methods. The first is a constrained optimization for the lower-level problem
used to minimize the functional for each nucleus in order to obtain Eith (c; n∗ (c), z ∗ (c)).
The second is an unconstrained optimization for the upper-level problem to determine
the fit coefficients c. Details of both the upper- and lower-level optimizations are given
in Sects. 5.2.1 and 5.3.1. In Sects. 5.2 and 5.3 we provide the theoretical foundations.

5.2

Lower-level: constrained optimization

Minimization of the functional, Equation (4.41), with respect to the proton and
neutron occupations (n, z) provides the binding energy for each nucleus. Obviously,
the variables to be optimized, (n, z), can only take restricted values. Therefore,
Equation (4.41) must be minimized over a constrained domain. In order to tackle
this problem we have chosen to utilize the iterative optimization method of sequential
quadratic programming.
Sequential quadratic programming requires that the objective function f (x) be
continuous and twice differentiable and solves a sequence of subproblems in order to
solve optimizations of the form:

min{f (x) : b(x) ≥ 0, c(x) = 0}
x
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(5.2)

where b(x) and c(x) provide inequality and quality constraints, respectively. The
method employed in this work generates a quadratic model of the function’s
Lagrangian for the optimization. The Lagrangian for Equation (5.2), with Lagrange
multipliers λ and σ, is

L(x, λ, σ) = f (x) − λT b(x) − σ T c(x).

(5.3)

The method defines an appropriate search direction d (with the same dimensionality as x) at each iteration k for the optimization of Equation (5.2). The search
direction is found as the solution to the quadratic subproblem at each iteration


1
min{L(xk , λk , σ k ) + (∇L(xk , λk , σ k ))T d + dT ∇2 L(xk , λk , σ k ) d :
d
2
b(xk ) + ∇b(xk )T d ≥ 0, c(xk ) + ∇c(xk )T d = 0}

(5.4)

The need for continuity and differentiability is clear from the form of the subproblem
Equation (5.4). As derivatives of the Equation (4.41) with respect to the optimized
variables (n, z) are available, we have chosen to provide them analytically. We found
significant advantages in terms of speed and stability using this routines that require
analytic expressions for gradients over constrained derivative-free direct-seach methods, such as COBYLA (Constrained Optimization BY Linear Approximations) [Powell,
1994]. COBYLA operates on the simplex method. In n dimensions a simplex is a
polygon of n + 1 vertices. The function is evaluated at each vertex and the simplex is
either rotated of contracted to encompass the region of a local minimum to within a
defined accuracy. COBYLA constructs linear polynomial approximations to the function
and its constraints by interpolation at each vertex. Simplex methods were found to
be unstable when the functional was run on various machines and introduced a higher
noise level. Details on the routine chosen, and its performance compared to simplex
methods is given in Section 5.2.1.
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5.2.1

Lower-level specifics: FFSQP

Given coefficients c, for each nucleus i = 1, . . . , Npts we obtain the optimal occupation
numbers (n∗ (c), z ∗ (c)) through a constrained minimization of the functional itself
Eith (c; n∗ (c), z ∗ (c)) = min F (c; n, z), i = 1, . . . , Npts ,

(5.5)

(n,z)∈Di

where the linearly-constrained occupation number region is
(
Di =

(n, z) :

)
X

np = N,

X

p

zp = Z, 0 ≤ np , zp ≤ dp

(5.6)

p

and F (c; n, z) denotes the functional. We note that the functional and Di depend
on the nucleus (i) through N, Z, A, T, δ, and the orbital dimensions {dp }. This
dependency is suppressed in the notation.
The functional F in Eqn. (4.41) is nonlinear but twice continuously differentiable
in the occupation numbers (n, z) over the domain D except when both ~ωc9 6= 0
and np = zp for some p. Furthermore, given c, we have algebraic derivatives of F
with respect to (n, z) and can use this to solve each lower level problem. Hence, we
use the sequential quadratic programming code FFSQP (Fortran Feasible Sequential
Quadratic Programming) [Zhou et al., 1997], starting from occupation numbers n
and z corresponding to the naive level filling, to quickly find a local solution of
Equation (5.5).
FFSQP uses a gradient method to find a local minimum within the constraints
of D, where we have provided the analytical form of the gradients with respect to
(nj , zj ) (see Section 5.2). The value of the functional is lowered along the direction of
steepest descent according to solutions of the subproblem Equation (5.4), and a final
value obtained at a location such that further steps result in an increasing gradient.
FFSQP has shown to provide a stable result across multiple machines up to machineprecision over the tested direct-search method COBYLA. Additionally, the derivativebased method of FFSQP produced significantly less noise in the full optimization over
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Figure 5.1: Relative noise for each nucleus as calculated by lower-level (constrained)
minimization routine COBYLA, where derivatives are unavailable. The horizontal axes
are arbitrary indexes of the nuclei in the data file. Roughly half of nuclei exhibit
significant noise [Moré and Wild, 2011, Wild, 2011].
COBYLA. Figures 5.1 and 5.2 show the relative noise for each nucleus using COBYLA and
FFSQP for the lower-level minimization, respectively (horizontal axes are an arbitrary
index of the nuclei). In the case of COBYLA roughly half of the nuclei exhibit significant
noise in the minimization, while FFSQP only shows noise above machine precision for
four nuclei. These nuclei correspond to the neutron shell closures at N = 14, 28.
Relative computational noise of some function f (x) around a point x is obtained
by evaluating the function at small perturbations h around x and considering the
scaled average of differences [Moré and Wild, 2011]:
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Figure 5.2: Relative noise for each nucleus as calculated by lower-level (constrained)
minimization routine FFSQP, where derivatives are available. The horizontal axes
are arbitrary indexes of the nuclei in the data file. The availability of derivatives
significantly reduces noise [Moré and Wild, 2011, Wild, 2011].
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1
|f (x)|

m

1 X
|f (xi + hi ) − f (xi )|2
2m i=1

!1/2
(5.7)

where m is the number of perturbations taken to be the size of the vector of variables
x. In our case we look at Equation (5.7) for the calculated binding energy, E th , for
a given nucleus when the optimal occupations (n∗ , z ∗ ) are perturbed on the order of
10−10 [Moré and Wild, 2011].
In this way we see the computational complexity present in the minimization: for
each of the Npts terms of Eqn. (5.1) we must perform a lower level minimization of
the functional to determine optimal occupation numbers, which are highly coupled to
the coefficients being determined in the upper minimization of χ2 . To reduce the wall
time (actual elapsed time) of each χ2 evaluation, we note that these minimizations
can be done in parallel using as many as Npts processors. We provide details of the
χ2 minimization in Section 5.3.1.

5.3

Upper-level: unconstrained optimiztaion

An unconstrained minimization is used to determine the 17 fit coefficients c,
which we have termed the upper-level minimization.

The objective function of

the unconstrained minimization of the sum of squared residuals, Equation (5.1).
Equation (5.1) is a special case of the nonlinear least-squares function [Kortelainen
et al., 2010b]:
Npts

1X
1
f (x) =
Fi (x)2 = kF(x)k2
2 i=1
2

(5.8)

where x is the vector of variables to be minimized and the function F : RNx → RNpts .
Here Nx is the dimension of the vector of variables x. Optimization of objective
functions like Equation (5.8) is performed by first utilizing Taylor’s theorem to
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approximate the objective function as a quadratic function [Powell, 2003,Kortelainen
et al., 2010b]:

f (x + d) ≈ f (x) + dT J(x)T F (x)
!
Nx
X
1 T
+
J(x)T J(x) +
d
Fi (x)∇2 Fi (x) d
2
i=1

(5.9)

For fixed n and z, the derivatives ∇c Eith (c; n, z) in Equation (5.1) are known and
continuous, except when c = −A1/3 for some nucleus. However, the form of the
nonlinear lower level minimization in Eqn. (5.5) does not satisfy standard regularity
conditions that would ensure existence and continuity of the derivatives
∂z ∗ (c)
∂cj

∂n∗ (c)
∂cj

and

(see e.g., [Robinson, 1980]). Thus, unavailability of the residual derivatives

in our case comes from the dependence of the optimal occupation numbers (n∗ , z ∗ )
on the coefficients c. Therefore, in order to optimize Equation (5.1) we will need a
derivative-free method.
Direct search algorithms, such as Nelder-Mead [Kolda et al., 2003], or heuristic
models such as genetic algorithms [Goldberg, 1989] are popular derivative-free
methods.

However, authors of the method used in this work [Moré and Wild,

2009] found that a smooth model-based method accounting for the problem structure
yielded better coefficients in fewer simulations than optimization algorithms that
can explicitly treat the nonsmoothness.

A similar result was found for many

of the piecewise smooth problems in Reference. [Moré and Wild, 2009] and the
model-based method demonstrated great success in the least-squares optimization
of Reference [Kortelainen et al., 2010b].
The derivative-free method used here starts by constructing a quadratic model
for each component of the objective function, Equation (5.8) [Powell, 2003, Powell,
2004, Kortelainen et al., 2010b]
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1
qi (x + d) = Fi (x) + dT gi + dT Hi d
2

(5.10)

where the vector gi ∈ RNx and symmetric matrix Hi ∈ RNx ×Nx approximate
the unknown Jacobian and Hessian of Equation (5.9), respectively. These model
parameters are determined by requiring that the model qi is identically the true
function Fi on a set X of x values. That is, gi and Hi are determined through
quadratic interpolation and are the solutions to

min {kHi kF : qi (xk ) = Fi (xk ) ∀xk ∈ X }

gi ,Hi

(5.11)

where k kF is the Frobenius norm. The set X contains Nx + 1 to (Nx + 1)(Nx + 2)/2
interpolation points [Wild, 2008, Conn et al., 1933]. Of course the model cannot be
expected to remain valid far from points in the set X and so we employ a region of
trust. The model is trusted within some trust region radius ∆ > 0 of a base point
x̂, and we define a spherical neighbourhood N = {x ∈ RNx : kx − x̂k ≤ ∆} within
which the model Equation (5.10) is trusted.
Within N we can then generate a model for the second order expansion
Equation (5.9)

m(x̂ + d) = f (x̂) + dT

Nx
X

Fi (x̂)gi

i=1

+

1 T
d
2

Nx
X


gi giT + Fi (x̂)Hi d

(5.12)

i=1

We are now solving the trust region subproblem mind {m(x̂ + d) : x̂ + d ∈ N }
which is a quadratic with known derivatives. Therefore, minimizations of the model
m(x̂ + d) at each iteration are far simpler than a direct minimization of the objective
function Equation (5.8), especially in cases where calls to the object function are
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computationally expensive. Minimizations of the quadratic model are performed
using a Newtonian method for identifying where the derivatives of the model vanish.

5.3.1

Upper-level specifics: POUNDerS

The POUNDerS (Practical Optimization Using No Derivatives for sums of Squares)
algorithm was developed for nonlinear least-squares problems where the derivatives of
the residuals are unavailable [Ng et al., 2011] and employs the quadratic model-based
method described above. A summary of the algorithm in the context of DFT can be
found in Reference [Kortelainen et al., 2010b].
To minimize Equation (5.1), the POUNDerS used in [Kortelainen et al., 2010b]
was modified to account for known partial derivatives with respect to some of
the coefficients.

The optimal occupations (n∗ (c), z ∗ (c)) are independent of the

three coefficients (cc , cP , c1 ) because the corresponding terms in the functional
Equation (4.41) do not involve n, z.

Hence we can algebraically compute the

(continuous) derivatives
∂Eith ∂ 2 Eith
,
,
∂cj ∂cj ∂ck

j, k ∈ {c, P, 1}.

(5.13)

The unavailability of derivatives makes optimization significantly more challenging.

Over the course of the optimization, POUNDerS effectively builds up

coarse approximations to first- and second-order derivatives of the residuals by
interpolating the residuals at previously evaluated coefficient values. Knowing the
residual derivatives of three of the 17 coefficients effectively lowers the dimension of
the difficult derivative-free optimization problem, resulting in fewer evaluations of χ2 .

To guard against the effects of multiple local χ2 minima and discontinuities of
the computed energies, we found that a sufficient strategy was periodic restarting
of POUNDerS in neighborhoods of mild size. This allows the local algorithm to
occasionally look beyond the smaller neighborhood it has focused on.
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Figure 5.3: log − log empirical cumulative distribution function showing the
probability of randomly finding a value below the given χ2 value in the hypercube
[−1, 1]17 [Bertolli et al., 2011].
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is impossible to guarantee that χ2 has been globally minimized, the local solution
reported in the next section is significantly better than the χ2 values found for other
coefficients. Based on 50, 000 c values uniformly drawn from the hypercube [−1, 1]17 ,
Figure 5.3 shows that roughly 0.01% of c have χ2 ≤ 102 and roughly 50% have
χ2 ≥ 105 . This shows that by taking into account the structure of χ2 and the
availability of some derivatives, with POUNDerS we were able to find a proverbial
“needle in a haystack” with χ ≈ 1. Furthermore, we demonstrate the performance
of POUNDerS by comparing it to another derivative-free quadratic-model minimizer
NEWUOA [Powell, 2007]. Figure 5.4 compares the number of functional calls by
both routines in minimizing the χ2 for the mass formula version of our functional
(that is, the lower-level minimization is not run and occupations are kept at the naive
level-filling). POUNDerS not only arrives at a lower minimum χ value, but does so
in two orders of magnitude fewer functional calls.
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Figure 5.4: log − log comparing minimum χ value vs. functional calls of POUNDerS
and NEWUOA for the χ2 of our functional as a mass mass formula with naive levelfilling occupations [Wild, 2011].
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Chapter 6
Calculation of nuclear charge radii
We now turn our attention to another bulk nuclear property: the charge radius.
Nuclear radii are of interest for a variety of reasons. As a fundamental property, they
contribute to our understanding of nuclear structure in their ability to shed light
on nuclear potentials and wavefunctions, and thus reaction cross-sections [Alkhazov
et al., 2011]. Furthermore, because of the precision available in experimental data
radii provide a critical test of the nuclear models available [Papadimitriou et al., 2011].
Elton was the first to calculate the effect of the radius on elastic scattering [Elton,
1950].

He demonstrated that the differential cross-sections for scattering high-

energy electrons off of point-like and radially extended nuclei were not equal for
all nuclei [Elton, 1950]. The radial dependency for inelastic scattering cross-sections
can also be shown [Alkhazov et al., 2011]:

2
σNA ∝ rA
1/3

(6.1)
1/3

σAB ∝ (rA + rB )2

(6.2)

where σNA is the cross-section for inelastic scattering of a nucleon on some nucleus
A with radius rA . Similarly, σAB is the inelastic cross-section for two nuclei A and
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B with radii rA and rB , respectively [Alkhazov et al., 2011]. It is clear that nuclear
radii are crucial input to reaction calculations [Pain, 2011].
To provide theoretical input to experimentally unknown radii for cross-section
calculations there are similar approaches as with masses.

From an ab initio

perspective successful calculations have been made in the framework of Green function
Monte Carlo [Pieper, 2008] and no-core shell-model [Caurier and Navrátil, 2006] for
light nuclei (as with masses, see Section 1.1). In DFT the charge radius r of a nucleus
is computed from the density ρ(r) as
1
hr i =
Z
2

Z

dr3 r2 ρc (r).

(6.3)

where ρc is the charge (proton) density. Our development of a functional in the DFT
framework, however, requires a model to relate orbital occupation numbers to the
nuclear radius. In constructing the functional we employed a harmonic oscillator
basis for the shell-model and the scaling arguments. Consequently, we also employ it
for the computation of hr2 i, as it provides the needed connection to occupations. The
expectation value of the radius squared in the harmonic oscillator shell with principal
quantum number ν and angular momentum λ is
hνλ|r2 |νλi = `2 (2ν + λ + 3/2).
√
Here, ` is the oscillator length and is set to

(6.4)

492.5A1/3 fm. We use p = 2ν + λ and

thus find for the expectation value of the charge radius squared
hr2 i =

`2 X
zp (p + 3/2).
Z p

(6.5)

In computing charge radii, we must account for the finite size of the nucleons [Friar
et al., 1997],
2
2
hrch
i = hrp2 i + hrch,p
i+
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N 2
hr i.
Z ch,n

(6.6)

Here, the proton and neutron charge radii are

q
2
2
i = 0.877 fm, hrch,n
i =
hrch,p

−0.1161 fm2 , respectively.
Following the prescription in Reference [Duflo, 1994] we model in terms of the
nuclear volume:
V = v1 + v2 r3 + v3

N −Z
(N − Z)2
+ v4
r
r3

rfit (v; z) = v5 V 1/3 + v6 ,
where r =

(6.7)
(6.8)

p
3
i, and is in units of fm. We perform a simple χ2 fit of the radii
hrch

to determine the coefficients v ≡ (v1 , . . . , v6 ) in Eqs. (6.7) and (6.8), whereby we
minimize
χ2r (v)

Npts
1 X
=
(rfit,i (v; z) − riexp )2 .
Npts i=1

(6.9)

This formulation is motivated by the phenomenological work of Myers and
Schmidt [Myers and Schmidt, 1983], who express the nuclear radius as
r = r0 A1/3 (1 + ¯)

(6.10)

where ¯ contains terms related to nuclear diffuseness, Coulomb redistribution and
compressibility. Utilizing the nuclear volume, rather than the radius directly, allows us
to expand the expressions of Reference [Myers and Schmidt, 1983] in the conveniently
parameterized way of Equation (6.8)
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Chapter 7
Results
In this chapter we present the results of our research in mass table calculations. We
begin in Section 7.1 by showing the performance of our functional Equation (4.41) in
calculating the binding energies of nuclei across the nuclear chart. In Section 7.1.1 we
highlight the extrapolation properties of the functional in predicting binding energies
of nuclei not included in the parameter fit. Following in Sects. 7.2 and 7.2.1 we show
the performance and extrapolation properties of the model for nuclear radii based
on our functional. Sects. 7.1.2 and 7.2.2 give details on the sensitivity analyses for
energy and radii calculations, respectively.

7.1

Binding energies

In collaboration with Stefan Wild, our functional was fit to a set of 2,049 nuclei from
the 2003 atomic data evaluation [Audi et al., 2003] whose uncertainty in the binding
energy is below 200 keV. The resulting fit produces a least-squares error of χ = 1.31
MeV, and the fit coefficients in units of MeV are given in Table 7.1
Our root-mean-square deviation is competitive with current Skryme interactionbased functionals [Kortelainen et al., 2010b].

For comparison we mention the

UNEDF functionals UNEDFnb (12 parameters) and UNEDF0 (10 parameters) of
Reference [Kortelainen et al., 2010b] have a least-squares deviation of χ = 0.97 MeV
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Table 7.1: The 17 c parameters as fit to the 2,049 nuclei from the 2003 atomic data
evaluation with uncertainty in binding energy below 200 keV [Audi et al., 2003].
Parameter final value
cc
-0.619948
cP
11.170908
0.891816
cs
cas
7.434098
0.397623
css
c2
23.174559
0.233346
c3
0.493533
c4
c5
-10.678202
-0.353447
c6
c1
-7.672829
-0.429029
c̃s
c8
7.333364
c7
0.112605
0.382828
c9
c10
-4.107110
c11
1.383515

and χ = 1.46 MeV, respectively, when fit to a set of 72 even-even nuclei. When applied
to 520 even-even nuclei of a mass table, the fitted functionals yield least-squares
deviations of χ = 1.45 MeV and χ = 1.61 MeV, respectively. The refit [Bertsch
et al., 2005] of the Skyrme functional Sly4 to even-even nuclei exhibits a root-meansquare deviation of about χ = 1.7 MeV. While the current least-squares deviation is
greater than the best achieved by a mean-field based functional [Goriely et al., 2009]
(χ = 0.58 MeV with 14 parameters), we provide a novel mass functional that uses
the orbital occupations of nucleons as the relevant degrees of freedom.
Figure 7.1 shows a nuclear chart of the fit nuclei with colours representing the
difference E th − E exp between the energies computed from the functional and the
experimental data for the 2,049 nuclei employed in the fit. The differences are a
smooth function of the neutron and proton numbers. Figures 7.2 and 7.3 display
the energy differences as functions of N and Z. There are still systematic deviations
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Figure 7.1: Chart of 2,049 well-measured nuclei from the 2003 atomic data
evaluation in Reference [Audi et al., 2003], color showing the difference E th − E exp
between the calculated energy and experimental energy. The energy difference
exhibits a smooth behavior across the whole chart. Some overbinding is seen in
the area of very heavy nuclei and tin isotopes. Color ranges from -9.962 MeV (blue)
to 4.340 MeV (red) [Bertolli et al., 2011].
associated with shell oscillations. Recall that the shell closures are input to our
functional through the choice of the single-particle degrees of freedom. Thus, the
shell oscillations reflect smaller deficiencies associated with the description of nuclear
deformation. This can be seen in comparison to the oscillations in a pure liquid drop
model such as the Weizsäcker semi-empirical mass formula, Equation (1.2), in Fig. 7.4.
The Weizsäcker semi-empirical mass formula exhibits much larger oscillations due to
absence of any shell structure in the formula.

7.1.1

Extrapolation properties of functional

The ability of the functional to extrapolate beyond those nuclei included in the fit is of
utmost importance. It is the extrapolation behaviour that demonstrates the predictive
power of the functional. As highlighted in Chapter 1, highly predictive models are
necessary to provide theoretical descriptions to those nuclei which remain inaccessible
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Figure 7.2: Energy difference E th − E exp as a function of N for the same nuclei as
in Fig. 7.1. The oscillations around zero indicate the nuclear shell structure [Bertolli
et al., 2011].
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Figure 7.3: Energy difference E th − E exp as a function of Z for the same nuclei as
in Fig. 7.1. The oscillations around zero indicate the nuclear shell structure [Bertolli
et al., 2011].
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Figure 7.4: Energy difference E th − E exp as a function of Z for the Weizsäcker
semi-empirical mass formula and our functional. Note the decrease in the level of
oscillations around magic numbers in our functional as compared to a pure liquid
drop model.
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to experiment, yet play a crucial role in various astrophysical phenomena. As we will
demonstrate in this section our functional is stable with respect to extrapolation, and
so retains predictive power.
To test the extrapolation properties of our functional, we fit the functional to a
smaller set of 1,837 nuclei taken from the 1993 atomic evaluation data set [Audi and
Wapstra, 1993]. For this data set, the root-mean-square error is χ = 1.38 MeV. This
least-squares deviation is close to that from a fit to the larger set of 2,049 nuclei, and
the deviations are again smooth across the nuclear chart. Employing the functional
from the fit to the 1993 data set, we compute the ground-state energies of all 2,049
nuclei and find a root-mean-square deviation of χ = 1.34 MeV. Thus, the functional
has good extrapolation properties.
To further test the functional’s predictive power, we use the coefficients c from
the fit to the 1993 data set (χ = 1.38 MeV) and the coefficients from the fit to the
2,049 nuclei (χ = 1.31 MeV) and compute the binding energies of 2,149 nuclei in
the complete 2003 nuclear data set. The functional fit to the 1993 data set yields
χ = 1.40 MeV, and the functional from a fit to the 2,049 nuclei yields χ = 1.38 MeV.
These values are close to χ = 1.37 MeV that results from a fit of the functional to
the full 2003 data set. Thus, the extrapolation properties of the functional are quite
good. Table 7.2 summarizes the details of how our functional extrapolates from data
set to data set. Figure 7.5 shows the differences between theoretical and experimental
ground-state energies across the chart of nuclei employed for the extrapolation.

7.1.2

Sensitivity analysis of functional

We now discuss the quality of fit for our functional. To quantify this we present
a sensitivity analysis in terms of statistics on the fit parameters c. This analysis
provides an understanding of our functional’s sensitivity to changes in c.
Statistically, the least-squares fit of Equation (5.1) is a nonlinear regression
of Equation (4.37).

There exists some set of coefficients c∗ that gives the true
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Figure 7.5: Energy difference E th − E exp between theoretical and experimental
results for the functional that is fit to the 1993 data set and applied to the subset B
of well-measured nuclei of the 2003 data set. The deviations are smooth across the
nuclear chart and consistent with Fig. 7.1. Color ranges from -8.530 MeV (blue) to
4.114 MeV (red) [Bertolli et al., 2011].

Figure 7.6: Energy difference E th − E exp between theoretical and experimental
results for the functional fit to the 1993 data set and applied to the 2003 data set.
The deviations are smooth across the nuclear chart and consistent with Fig. 7.1. Color
ranges from -9.263 MeV (blue) to 6.183 MeV (red) [Bertolli et al., 2011].
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Table 7.2: Root-mean-square deviations of binding energies resulting from a global
fit of the functional and from extrapolation to larger data sets. Data set A consists of
all nuclei of the 1993 mass evaluation [Audi and Wapstra, 1993], data set C consists of
all nuclei of the 2003 mass evaluation [Audi et al., 2003], and data set B is a subset of
data set C consisting of well-measured nuclei whose uncertainty in the mass is below
200 keV. The number of nuclei in each data set is denoted by Npts .
Data
Set
A
B
C

χ (MeV)
Extrapolation to
Npts Fit Data Set B Data Set C
1837 1.38
1.34
1.40
2049 1.31
–
1.38
2149 1.37
–
–

minimum of the functional at the optimal occupations (n∗ (c∗ ), z ∗ (c∗ )). However,
these coefficients c∗ remain unknown due to model errors. We define the absolute
theoretical error between our functional and the experimental data as
εi = Fi (c∗ ; n∗ (c∗ ), z ∗ (c∗ )) − Eiexp

(7.1)

where i indicates the nucleus. Each error εi is assumed to be random with expectation
hεi i = 0.

Furthermore, we assume all εi are independent and follow the same

normal distribution [Kortelainen et al., 2010b]. In general, theoretical errors are
not independent or normally distributed [Toivanen et al., 2008]. These errors prevent
us from always obtaining c∗ in a statistical setting. However, we can estimate the
true parameter set c∗ through the minimization in Section 5.3.1:

c = arg min{χ(c; n(c), z(c))}

(7.2)

To quantify how well Equation (7.2) estimates c∗ we consider the confidence
intervals (CI) on the set c. The 1 − α confidence interval Ωj ⊂ R is the region
of cj in which we expect c∗j to be, with probability P (c∗j ∈ Ωj ) = 1 − α [Kortelainen
et al., 2010b].
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With our assumed normal distribution we can define the 1 − α CI half-width, wj ,
as [Seber and Wild, 1989]:
q
{wj ∈ R : |wj − cj | ≤ cov(c)j,j tNpts −Nx ,1−α/2 }

(7.3)

where tNpts −Nx ,1−α/2 is the 1 − α/2 quantile of the t-distribution [Montgomery and
Taylor, 2003] with Npts −Nx degrees of freedom. Once again, Nx = 17 is the number of
coefficients c and the covariance is computed as with Equation (4.64) in Section 4.3.1.
A first-order approximation of the covariance matrix is given by Reference [Donaldson
and Schnabel, 1987]:

cov(c) ≈ χ2 (c)

Nx
X

!−1
gi giT

(7.4)

i

The parameters gi are the same as in Equation (5.10) and come from calculating
central differences on the points {c ± ηj ej }j=1,...,Nx . Here ηj is chosen to be small and
ej is the unit vector in the j th direction. Using Equation (7.4) we can generate the
95% CI (α = 0.05, ηj ≈ 10−5 ) half-width. That is, we can say the true parameters c∗
have a 95% likelihood of existing in the range cj ± wj . Table 7.3 details the confidence
intervals on c. In Fig. 7.7 we see what fraction the interval half-widths for each of
the 17 parameters c is of the final parameter as determined by the minimization in
Section 5.3.1. That is, we plot wj /cj . We note most of the half-widths are within
20% of the fitted parameter. Only the parameter c6 , (D4B ), and c11 , (Lval ), have
half-widths on the order of 80% of their value. This comes as no surprise as both
contributions may appear as higher-order corrections to other terms present. This lack
of independence not only creates a broader minimum on the energy surface [Bertsch
et al., 2005] but is outside our base assumption of independence for Equation (7.1).
We now take a look also at the importance of the multi-level minimization.
The computation of ground-state energies via the functional (4.37) with coupled
minimizations differs considerably from the uncoupled case. If the proton and neutron
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Table 7.3: 95% confidence intervals (CI) and CI half-widths for each of the 17 c
parameters as given in Table 7.1.
Parameter final value
CI
half-width
cc
-0.619948
[−0.622018, −0.617881]
0.002068
cP
11.170908
[10.362970, 11.979030]
0.808030
0.891816
[0.885954, 0.897685]
0.005866
cs
cas
7.434098
[7.356143, 7.5120568]
0.077957
0.397623
[0.347772, 0.447467]
0.049847
css
c2
23.174559
[23.063160, 23.286840]
0.111840
0.233346
[0.183108, 0.283592]
0.050242
c3
0.493533
[0.393933, 0.593127]
0.099597
c4
c5
-10.678202 [−10.968490, −10.387510] 0.290490
-0.353447
[−0.656520, −0.050380]
0.303070
c6
c1
-7.672829
[−7.834330, −7.511270]
0.161530
-0.429029
[−0.522123, −0.335937]
0.093093
c̃s
c8
7.333364
[6.996800, 7.670000]
0.336600
c7
0.112605
[0.091259, 0.133961]
0.021351
0.382828
[0.318420, 0.447240]
0.064410
c9
c10
-4.107110
[−4.547340, −3.666860]
0.440240
c11
1.383515
[0.339700, 2.427300]
1.043800

occupations are kept fixed to the naive level filling, Eq. (4.37) becomes a mass formula.
Performing a chi-square fit with this fixed filling yields coefficients c that can then
be used when minimizing the functional with respect to occupations (that is, the
lower-level minimization is done independently of the upper-level minimization). The
resulting error, χ = 3.38 MeV, is one order of magnitude larger than the residual error
of the mass formula by Duflo and Zuker [Duflo and Zuker, 1995]. When including
the lower-level optimization in the chi-square fit (and hence dealing with a multi-level
optimization), we obtain the considerably reduced χ = 1.31 MeV.

7.2

Charge radii

We now turn to the results for nuclear charge radii.

We fit our six-parameter

model (6.8) for the charge radii to the experimental data of 772 nuclei from
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Figure 7.7: Graph of the confidence interval half-widths as fraction of parameter
value, wj /cj . Most half-widths are within 20% of the parameter value, with the
exception of c6 and c11 .
Reference [Angeli, 2004] and obtain a least-squares deviation of χr = 0.047 fm. The
resulting fit coefficients (with units of fm) are
v1 = 11.004005,
v2 = 2.000870,
v3 = −3.248108,
v4 = −0.279495,
v5 = 0.775617,
v6 = −0.557746.
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Note that the data set contains both spherical and deformed nuclei. Figure 7.8 shows
the difference between the calculated and experimental radii. For a comparison, note
that Duflo and Zuker state a least-squares error of about χr ' 0.01 fm for the charge
radii of spherical nuclei [Duflo, 1994]. Radii from Skyrme functionals exhibit a rootmean-square deviation of about 0.025 fm [Stone and Reinhard, 2007]. Figure 7.9
shows the difference between computed and experimental charge radii as a function
of neutron number. The outliers seen in Fig. 7.9 correspond to isotopic chain of Tb
and the elements Rb, Sr and Zr with neutrons N = 60 − 62.

Figure 7.8: Difference between experimental and theoretical charge radii for the set
of 772 nuclei from Reference [Angeli, 2004]. Color ranges from -0.172 fm (blue) to
0.155 fm (red) [Bertolli et al., 2011].

7.2.1

Extrapolation properties of model for radii

Let us also study the extrapolation properties of our mass model.

We fit the

model (6.8) to the charge radii on a subset of 494 nuclei (taken from Reference [Angeli,
2004]) chosen near the valley of stability.

This yields a least-squares error of

χr = 0.046 fm. When using this model to compute the charge radii on the full
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Figure 7.9: Chart of difference between calculated and experimental charge radii
for 772 nuclei as a function of N . Lines connect isotopes and outliers correspond
to isotopic chain of Tb and the elements Rb, Sr and Zr with neutron number N =
60 − 62. [Bertolli et al., 2011].
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set of 772 charge radii, we find a slightly increased χr = 0.048 fm, indicating that the
extrapolation is successful.

7.2.2

Sensitivity analysis of model for radii

For each nucleus, the occupation numbers enter the computation of the charge
radius. We thus need to understand how our model for the charge radius depends on
the functional employed for the computation of binding energies, in other words,
its dependence on the coefficients c. A sensitivity analysis of our fit to binding
energies provides us with a confidence interval for each of the coefficients c. We
take a randomly chosen sample of five sets of coefficients {c1 , . . . , c5 } within the
confidence interval and recompute the structure (i.e., the occupation numbers) and
the binding energies. The resulting least-squares deviations for binding energy range
from χ = 1.34 MeV to 1.78 MeV. Subsequently, we compute the charge radii for the
nuclei of interest (without refitting the coefficients v of our model for the radii). If
we refit the coefficients v of our mass model and adjust them to the change in the
coefficients c of the energy functional, the least-squares error for the radii changes
by at most 4%. Thus, we find the model for radii is relatively independent of the
functional’s fit coefficients c, as long as the χ value for binding energies is reasonable.
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Chapter 8
Conclusions
In this work we developed and explored an energy functional for nuclear masses in a
shell-model basis. In our functional, Equation (4.41), the orbital occupations of 15
oscillator shells in protons and neutrons, (n, z), are the relevant degrees of freedom
and 17 numerical parameters, c, are determined via a χ2 fit to experimental data
as detailed in Chapter 5. We emphasize that Equation (4.41) is a functional in
that the occupations (n, z) are determined through a constrained minimization of
the functional (see Section 5.2.1), in accordance with the Hohenberg-Kohn theorem
Equation (2.1). This differs from shell-model based mass formulae, such as that given
by Reference [Duflo and Zuker, 1995], where the orbital occupations are set by hand.
In the course of developing our functional we highlight the new method proposed
for the selection of terms in Sect. 4.3.

This method is based on constraining

functional terms only to those which provide an independent search direction and are
perturbatively small. These two conditions are met by first checking the correlation
between a newly proposed term and those terms already present. Second, those
terms which are found to be independent are accepted if their addition causes only
small changes in the functional’s optimal occupation numbers (i.e.

the term is

perturbative). This method allows us to systematically determine which new terms
should be included in the functional.
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The final form of the functional, given by Eq. (4.37) along with Eq. (4.41), has
17 parameters c fit to experimental binding energies. The details of solving the
numerical challenges of this fit are given in Chapter 5. The least-squares fit of
our functional gives an average deviation of χ = 1.31 MeV, which is competitive
with current Skyrme interaction-based functionals [Bertsch et al., 2005, Kortelainen
et al., 2010b]. Furthermore, the functional presented here exhibits good extrapolation
properties (see Sect. 7.1).
As our functional uses orbital occupations as its degrees of freedom, these
occupations for a ground-state nucleus are output along with binding energies.
Working in a harmonic oscillator basis we are able to develop a model that connects
the orbital occupations of protons to the nuclear charge radius (Chapter 6). This
model produces a least-squares deviation of χr = 0.047 fm from experiment, with
good extrapolation away from the line of stability (Sect. 7.2).

8.1

Future directions

The functional developed here presents a novel approach with orbital occupations as
the degrees of freedom. Previous implementations of shell-model occupations in mass
models as only been done through mass formulae (for example, Reference [Duflo
and Zuker, 1995]). While the functional exhibits a promising χ value and good
extrapolation, there remains meaningful areas yet to be explored. As the final section
of this thesis we take some time to expound upon some possible future directions for
this research. We divide the discussion into short-term and long-term objectives.
In the short-term there is further characterization to be done in order to better
understand the current form of the functional. The characterization we suggest takes
two forms: an analysis of the parameters c, and an investigation of the functional’s
ability to produce further data. In regards to an analysis of the fit parameters c, we
refer specifically to the work in Reference [Kortelainen et al., 2010a]. As there is a
concern for using only those terms necessary in a given mass model, we would like to
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order those parameters of our functional in a hierarchy of contributions. The naive
dimensional analysis of quantum chromodynamics [Friar, 1997] has been adapted for
energy functionals [Friar et al., 1996, Rusnak and Furnstahl, 1997, Furnstahl, 2002,
Burvenich et al., 2002] as an approach to constructing such a hierarchy. This approach
employs a scaling of the parameters to “natural units” of order unity in a scheme that
orders by powers of gradients and a density expansion [Kortelainen et al., 2010a]. Such
an analysis of our c coefficients provides not only a hierarchy of importance for the
functional terms, but a means by which we can directly compare with parameter
values of other mass functionals in use.
To further investigate the functional’s abilities we consider looking at one- and twoparticle separation energies. While a functional may have difficulty in reproducing
exact binding energies, it may perform better in computations of relative binding
energies [Kortelainen et al., 2010b]. Information on how well the functional reproduces
separation energies will provide valuable insight on where further improvement is
needed in our description of the nuclear chart. Additionally, we are interested in
our functional’s ability to answer a key question in nuclear structure: the location of
the proton and neutron drip-lines. By calculating binding energies for nuclei beyond
those present in experimental compilations we can find at what point the energy of
a nucleus with A nucleons is great than that of a nucleus with A + 1 nucleons. This
indicates where the nuclei are no longer stable against particle emission. While the
location of the drip-lines is unknown experimentally beyond Z = 8 for neutrons and
Z = 50 for protons (and thus of great interest theoretically), we are able to compare
our functional’s performance against a robust model such as the FRDM [Möller et al.,
1995].
Finally, we outline two long-term objectives for further research. The functional’s
current χ value is very encouraging for our method. However, a greater goal for this
mass model is to cross below the 1 MeV threshold. Maintaining good extrapolation
properties and obtaining a least-squares deviation of χ < 1 MeV would make our
functional highly competitive. While χ = 1.31 MeV does not seem far off, we remark
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that a reduction in the least-squares error of even 0.1 MeV is not trivially achieved
(see Sect. 4.3.3 for an example of the hurdles). The above mentioned characterizations
may provide some direction in modifications of the functional’s current form, but we
also propose the addition of new terms. Looking at Fig. 7.1 and similar we see that
regions of deformation (60 ≤ N ≤ 75, 35 ≤ Z ≤ 45) are problematic. This is further
indicated by the poorly described radii of the deformed nuclei Rb and Sr (Fig. 7.9).
It is clear that a more detailed treatment of deformation is needed to improve our
functional. Additionally, we employ only a very simplistic treatment of pairing (liquid
drop model, Sect. 4.1.1, and seniority model-like, Sect. 4.2.1 Eq. 4.49). More detailed
microscopic treatments of pairing have been employed elsewhere with success [Goriely
et al., 2009,Kortelainen et al., 2010b], and we suggest further investigation on pairing
contributions to this functional. The systematic approach of Sect. 4.3 will aid in this
endeavor.
The last avenue of further research we suggest regards the application of our
functional to other calculations. As outlined in Chaper 1, a primary motivation
for mass model research is for accurate input of nuclear masses that are unavailable
experimentally in r-process calculations. As our model is computationally cheap there
is interest in implementing it in such astrophysical calculations. This would provide
an excellent test of its possible contributions to nuclear structure. So while this
work has resulted in insights regarding analytical systems [Bertolli and Papenbrock,
2008], functional development [Bertolli et al., 2011] and optimization of complex
energy surfaces [Ng et al., 2011], much work remains to provide ever-better theoretical
descriptions of nuclear structure.
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