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COMPLETE REDUCIBILITY AND COMMUTING SUBGROUPS
MICHAEL BATE, BENJAMIN MARTIN, AND GERHARD RO¨HRLE
Abstract. Let G be a reductive linear algebraic group over an algebraically closed field of
characteristic p ≥ 0. We study J-P. Serre’s notion of G-complete reducibility for subgroups
of G. Specifically, for a subgroup H and a normal subgroup N of H , we look at the
relationship between G-complete reducibility of N and of H , and show that these properties
are equivalent if H/N is linearly reductive, generalizing a result of Serre. We also study the
case when H = MN with M a G-completely reducible subgroup of G which normalizes N .
In our principal result we show that if G is connected, N and M are connected commuting
G-completely reducible subgroups of G, and p is good for G, then H = MN is also G-
completely reducible.
1. Introduction
Let G be a reductive algebraic group defined over an algebraically closed field of charac-
teristic p ≥ 0 and suppose H is a subgroup of G. Following Serre [13], we say that H is
G-completely reducible (or simply G-cr) if whenever H is contained in a parabolic subgroup
P of G, then H is contained in a Levi subgroup of P (in fact, we slightly extend Serre’s
definition to cover the case when G is not connected, see Section 2 for precise details). The
notion of G-complete reducibility was introduced by J-P. Serre as a way of generalizing the
notion of complete reducibility (semisimplicity) from representation theory; indeed, when
G = GL(V ), a subgroup H is G-completely reducible if and only if V is a semisimple module
for H [13].
This paper builds on the following result [1, Thm. 3.10], see also [9, Thm. 2]:
Theorem 1.1. Let H be a closed subgroup of G with closed normal subgroup N . If H is
G-completely reducible, then so is N .
In the case G = GL(V ), this statement reduces to Clifford’s Theorem from representation
theory. Theorem 1.1 answers a question raised by J-P. Serre [13, p. 24], who also provides a
partial converse [13, Property 5] under some restrictions on the quotient H/N ; other partial
converses are provided by [1, Thm. 3.14, Cor. 3.16], for example. Note the converse is not
true in full generality: e.g., take N = {1} and H a non-trivial unipotent subgroup of G0 (see
Remark 2.3).
In this paper we investigate partial converses to Theorem 1.1 under various restrictions.
In Section 3 we show that if the quotient group H/N is linearly reductive, then H is G-
completely reducible if and only if N is G-completely reducible (see Corollary 3.7); when
H/N is finite, our result gives Serre’s converse as a special case. We consider the following
question.
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Question 1.2. Let H, N be subgroups of G with N normal in H. Let M be any subgroup
of H such that MN = H. Is it true that H is G-completely reducible if and only if M and
N are G-completely reducible?
If H is G-cr and M is also normal in H , then M and N are G-cr, by Theorem 1.1. When
M is not assumed to be normal in H , it is easy to construct examples where H is G-cr but
M is not: we can just take G = H = N and M to be a non-G-cr subgroup of G. There are
examples even when M is a complement to N in H (Examples 5.7 and 5.8); the problem
here is that N can fail to normalize M .
Now consider the other implication of Question 1.2. Unfortunately, even in the best
possible case when M and N are connected disjoint commuting subgroups of G, so that M
is a complement to N and M is normal in H , the answer is no (see Example 5.3). However,
this is a low characteristic phenomenon, as we show in our main result:
Theorem 1.3. Suppose that G is connected and that p is good for G or p > 3. Let A and B
be commuting connected G-completely reducible subgroups of G. Then AB is G-completely
reducible.
Theorem 1.3 was first proved in [10, Prop. 40] under the assumption that p > 2h − 2,
where h is the Coxeter number of G; this bound stems from Serre’s result [14, Cor. 5.5] used
in the proof of [10, Prop. 40]. It follows from Theorem 1.3 that [10, Thm. 2] in fact holds
for p good.
This paper is organized as follows. In Section 2 we recall some background material, mostly
taken from [1] and [7]. In Section 3 we prove some results on G-complete reducibility relevant
to Theorem 1.1. Section 4 contains the proof of Theorem 1.3. Here we rely heavily on the
exhaustive work of Liebeck and Seitz [7], which is based on intricate case-by-case arguments;
we blend further case-by-case arguments with the general results from the previous sections.
In Section 5 we consider some counterexamples to the statement of Theorem 1.3 with the
assumption of connectedness or the hypothesis on the characteristic removed.
2. Notation and Preliminaries
2.1. Basic Notation. Throughout, we work over an algebraically closed field k of charac-
teristic p ≥ 0; we let k∗ denote the multiplicative group of k. By a subgroup of an algebraic
group we mean a closed subgroup and by a homomorphism of algebraic groups we mean a
group homomorphism which is also a morphism of algebraic varieties. Let H be a linear alge-
braic group. We denote by 〈S〉 the algebraic subgroup ofH generated by a subset S ofH . We
let Z(H) denote the centre of H and H0 the connected component of H that contains 1. If K
is a subgroup of H , then CH(K) is the centralizer of K in H and NH(K) is the normalizer of
K in H . For elements a and b of H , we denote the commutator aba−1b−1 by [a, b]; similarly,
for subgroups A and B of H , we denote the commutator subgroup 〈[a, b] | a ∈ A, b ∈ B〉 by
[A,B].
If f : H1 → H2 is a homomorphism of algebraic groups, then we say f is non-degenerate
if (Ker f)0 is a torus; in particular, an isogeny (an epimorphism with finite kernel) is non-
degenerate. We denote the rank of H by rkH . For the set of cocharacters (one-parameter
subgroups) of H we write Y (H); the elements of Y (H) are the homomorphisms from k∗ to
H .
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The unipotent radical of H is denoted Ru(H); it is the maximal connected normal unipo-
tent subgroup of H . The algebraic group H is called reductive if Ru(H) = {1}; note that
we do not insist that a reductive group is connected. In particular, H is reductive if it
is simple as an algebraic group (H is said to be simple if H is connected and the only
proper normal subgroups of H are finite). For a connected reductive group H , we can write
[H,H ] = H1 · · ·Ht, where the Hi are commuting simple subgroups of H ; we call these sub-
groups the simple factors of H . The algebraic group H is called linearly reductive if all
rational representations of H are semisimple. It is known that if p = 0, then H is linearly
reductive if and only if H is reductive; in contrast, M. Nagata has shown ([11, §4, Thm. 2])
that if p > 0, then H is linearly reductive if and only if H0 is a torus and H/H0 has order
coprime to p.
Throughout the paper G denotes a reductive algebraic group, possibly non-connected.
A subgroup of G normalized by some maximal torus T of G is called a regular subgroup
of G (connected semisimple regular subgroups of connected reductive groups are often also
referred to as subsystem subgroups, e.g., see [7]).
Let Ψ = Ψ(G, T ) denote the set of roots of G with respect to a maximal torus T . Fix
a Borel subgroup B of G containing T and let Σ = Σ(G, T ) be the set of simple roots of
Ψ defined by B. Then Ψ+ = Ψ(B, T ) is the set of positive roots of G. For β ∈ Ψ+ write
β =
∑
α∈Σ cαβα with cαβ ∈ N0. A prime p is said to be good for G if it does not divide any
non-zero cαβ, and bad otherwise. A prime p is good for G if and only if it is good for every
simple factor of G [15]; the bad primes for the simple groups are 2 for all groups except type
An, 3 for the exceptional groups and 5 for type E8.
Suppose G acts on a variety V and let v ∈ V . Then for each cocharacter λ ∈ Y (G), we
can define a morphism of varieties φv,λ : k
∗ → V via the formula φv,λ(x) = λ(x) · v. If this
morphism extends to a morphism φv,λ : k → V , then we say that lim
x→0
λ(x) · v exists, and
set this limit equal to φv,λ(0); note that such an extension, if it exists, is necessarily unique.
This procedure is especially important for us when V = G and G acts by conjugation.
2.2. G-Complete Reducibility. In [1, Sec. 6], Serre’s original notion of G-complete re-
ducibility is extended to include the case where G is reductive but not necessarily connected
(so that G0 is a connected reductive group). The crucial ingredient of this extension is the
introduction of so-called Richardson parabolic subgroups (R-parabolic subgroups) of a reduc-
tive group G. We briefly recall the main definitions and results; for more details and further
results, the reader is referred to [1, Sec. 6].
Definition 2.1. For each cocharacter λ ∈ Y (G), let Pλ = {g ∈ G | lim
x→0
λ(x)gλ(x)−1 exists}.
Recall that a subgroup P of G is parabolic if G/P is a complete variety. The subgroup
Pλ is parabolic in this sense, but the converse is not true: e.g., if G is finite, then every
subgroup is parabolic, but the only subgroup of G of the form Pλ is G itself. If we define
Lλ = {g ∈ G | lim
x→0
λ(x)gλ(x)−1 = g}, then Pλ = Lλ ⋉ Ru(Pλ), and we also have Ru(Pλ) =
{g ∈ G | lim
x→0
λ(x)gλ(x)−1 = 1}. The subgroups Pλ for λ ∈ Y (G) are called the R-parabolic
subgroups of G. Given an R-parabolic subgroup P , an R-Levi subgroup of P is any subgroup
Lλ such that λ ∈ Y (G) and P = Pλ. If G is connected, then the R-parabolic subgroups
(resp. R-Levi subgroups of R-parabolic subgroups) of G are exactly the parabolic subgroups
(resp. Levi subgroups of parabolic subgroups) of G; indeed, most of the theory of parabolic
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subgroups and Levi subgroups of connected reductive groups carries over to R-parabolic and
R-Levi subgroups of arbitrary reductive groups. In particular, all R-Levi subgroups of an
R-parabolic subgroup P are conjugate under the action of Ru(P ).
We are often interested in reductive subgroups of reductive groups. If H is a subgroup
of G, then there is an obvious inclusion Y (H) ⊆ Y (G) of the sets of cocharacters. When
H is reductive and λ ∈ Y (H), there is then an R-parabolic subgroup of H associated to
λ, as well as an R-parabolic subgroup of G. In order to distinguish between R-parabolic
subgroups associated to different subgroups of G, we use the notation Pλ(H), Lλ(H), etc.
where necessary, but we write Pλ for Pλ(G) and Lλ for Lλ(G). Note that Pλ(H) = Pλ ∩H ,
Lλ(H) = Lλ ∩H and Ru(Pλ(H)) = Ru(Pλ) ∩H .
We now have the machinery in place to define exactly what we mean by a G-completely re-
ducible subgroup in this more general setting; note that, by the remarks above, the following
definition coincides with Serre’s notion for connected G.
Definition 2.2. Suppose H is a subgroup of G. We say H is G-completely reducible (G-cr
for short) if whenever H is contained in an R-parabolic subgroup of G, then there exists an
R-Levi subgroup L of P with H ⊆ L. Equivalently, H is G-completely reducible if whenever
H ⊆ Pλ for some λ ∈ Y (G), there exists µ ∈ Y (G) such that Pλ = Pµ and H ⊆ Lµ. Since
all R-Levi subgroups of an R-parabolic subgroup P are Ru(P )-conjugate, we have another
formulation: H is G-completely reducible if whenever H ⊆ Pλ for some λ ∈ Y (G), there
exists u ∈ Ru(Pλ) such that H ⊆ uLλu
−1.
Note that, for G = GL(V ), a subgroup H is G-completely reducible if and only if V is a
semisimple H-module.
Remark 2.3. If G is connected, then any G-completely reducible subgroup H is reductive:
in fact H cannot normalize any non-trivial unipotent subgroup of G0. This was shown by
Serre in [14, §4.1]. Serre’s argument gives the same result for non-connected G, cf. [8, Prop.
5.4(b)].
Sometimes we come across subgroups of G which are not contained in any R-parabolic
subgroup of G; these subgroups are trivially G-completely reducible. Following Serre again,
we call these subgroups G-irreducible (G-ir). Note that, for G = GL(V ), a subgroup H is
G-irreducible if and only if V is an irreducible H-module.
We recall some results on G-complete reducibility (mainly from [1]) which we require in the
sequel. The reader should note that many of the results in [1] were proved first for connected
groups and then generalized to the non-connected case; we give separate references where
appropriate from [1] for the connected and non-connected versions of each result (see the
paragraph immediately preceding [1, Sec. 6.2]).
Our first result (see [5, Lem. 11.24] for a proof), together with Remark 2.3, shows that in
characteristic zero, a subgroup of G is G-completely reducible if and only if it is reductive;
thus our results only have independent interest in positive characteristic. This equivalence
is not true in positive characteristic. For we can take a reductive but not linearly reductive
group H and map it into some GL(V ) in a non-semisimple way; the image of H is then
reductive but not GL(V )-cr.
Lemma 2.4. If H is a linearly reductive subgroup of G, then H is G-completely reducible.
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Regular subgroups play an important roˆle in many of our proofs; the following result [1,
Prop. 3.20] shows that these subgroups are G-completely reducible.
Lemma 2.5. If H is a regular reductive subgroup of G, then H is G-completely reducible.
We need a useful preliminary result.
Lemma 2.6. Let N be a normal subgroup of G. Then there exists a subgroup M of G such
that MN = G, M ∩N is a finite normal subgroup of M , M0 ∩N0 is central in both M0 and
N0, and M0 commutes with N .
Proof. The existence of M and all of its properties except the last follow from [1, Lem. 6.14]
and its proof. To show that M0 commutes with N , we observe that for any x ∈ N , the
connected set {[x, y] | y ∈ M0} is contained in the finite set M ∩ N and hence must be
trivial. 
The next result (see [1, Lem. 2.12, Sec. 6.2]) shows that the concept of complete reducibility
behaves well with respect to certain homomorphisms. Observe that Lemma 2.7(ii)(b) applies
in particular to isogenies; we use this special case frequently in the sequel.
Lemma 2.7. Let G1 and G2 be reductive groups.
(i) Let H be a subgroup of G1 × G2. Let pii : G1 ×G2 → Gi be the canonical projection
for i = 1, 2. Then H is (G1 × G2)-completely reducible if and only if pii(H) is Gi-
completely reducible for i = 1, 2.
(ii) Let f : G1 → G2 be an epimorphism. Let H1 (resp. H2) be a subgroup of G1 (resp.
G2).
(a) If H1 is G1-completely reducible, then f(H1) is G2-completely reducible.
(b) If f is non-degenerate, then H1 is G1-completely reducible if and only if f(H1) is
G2-completely reducible, and H2 is G2-completely reducible if and only if f
−1(H2)
is G1-completely reducible.
In particular, let G = G1 × G2 and consider the normal subgroup G1 of G. If H is a
subgroup of G1, then H is G-completely reducible if and only ifH is G1-completely reducible.
We extend this result to cover the case of a normal subgroup which is not necessarily a direct
factor of G.
Proposition 2.8. Let K ⊆ N ⊆ G be subgroups of G with N normal in G. Then K is
G-completely reducible if and only if K is N-completely reducible.
Proof. LetM be as in Lemma 2.6. Suppose K is G-cr. Let λ ∈ Y (N) such that K ⊆ Pλ(N).
As K is G-cr, there exists u ∈ Ru(Pλ) such that K ⊆ uLλu
−1. Now Ru(Pλ) ⊆ G
0, so
we can write u = u1u2 with u1 ∈ N
0 and u2 ∈ M
0. Since λ centralizes M0, we see that
u′1 := lim
x→0
λ(x)u1λ(x)
−1 must exist and equal u−12 . Then u2 ∈ M
0 ∩ N0, which consists of
semisimple elements, so u2 = 1 = u
′
1 and u1 ∈ Ru(Pλ(N)). Thus K ⊆ u1Lλ(N)u
−1
1 , an
R-Levi subgroup of Pλ(N). This shows that K is N -cr.
Conversely, suppose K is N -cr. Let λ ∈ Y (G) such that K ⊆ Pλ. Since M
0 commutes
with N , we can write λ = σ + τ , where σ ∈ Y (M) and τ ∈ Y (N). Since σ centralizes N ,
σ centralizes K, so K ⊆ Pτ ∩ N = Pτ (N). As K is N -cr, there exists u ∈ Ru(Pτ (N)) =
Ru(Pτ ) ∩ N = Ru(Pλ) ∩ N such that uKu
−1 ⊆ Lτ (N) = Lλ ∩ N . Thus K is G-cr, as
required. 
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The following three results allow us to relate G-complete reducibility and H-complete
reducibility for subgroups of some important subgroups H of G. The first result ([1, Cor.
3.21]) makes sense because, if S is a linearly reductive group acting on G by automorphisms,
then CG(S) is reductive [12, Prop. 10.1.5].
Proposition 2.9. Let S be a linearly reductive group acting on G by automorphisms and
let H = CG(S)
0. Suppose K is a subgroup of H. Then K is H-completely reducible if and
only if K is G-completely reducible.
This is of particular use to us when G is simple and S is the finite group generated by
a graph automorphism of G. The next result is a corollary of Proposition 2.9 when G is
connected; the point is that any R-Levi subgroup of an R-parabolic subgroup of G is the
centralizer of a torus. The extension to non-connected groups is not hard (see [1, Cor. 3.22,
Sec. 6.3]).
Corollary 2.10. Let L be an R-Levi subgroup of some R-parabolic subgroup of G. Then a
subgroup K of L is G-completely reducible if and only if it is L-completely reducible.
The next result is [1, Thm. 3.26] when G is connected. The proof given there still applies
for non-connected G by Proposition 2.12 below, since H is assumed to be connected.
Proposition 2.11. Suppose that p is good for G0. Let H be a regular connected reductive
subgroup of G and suppose K is a subgroup of H. Then K is H-completely reducible if and
only if K is G-completely reducible.
The following result is a generalization of [1, Lem. 6.12(i)]. Note that a finite-index
subgroup of a reductive group is reductive.
Proposition 2.12. Let K ⊆ H be subgroups of G, with H of finite index in G. Then K is
H-completely reducible if and only if K is G-completely reducible.
Proof. Suppose K is G-cr. Let P be an R-parabolic subgroup of H with K ⊆ P . We
can write P = Pλ(H) for some λ ∈ Y (H). Then K ⊆ Pλ. Since K is G-cr, there exists
u ∈ Ru(Pλ) such that uKu
−1 ⊆ Lλ. We have Ru(Pλ(H)) = H ∩ Ru(Pλ) = H
0 ∩ Ru(Pλ) =
G0 ∩ Ru(Pλ) = Ru(Pλ), so u belongs to Ru(Pλ(H)) and uKu
−1 ⊆ H ∩ Lλ = Lλ(H). Thus
K is H-cr. The argument in the other direction is similar. 
We obtain a corollary which strengthens Proposition 2.8.
Corollary 2.13. Let N be a subgroup of G such that the number of G-conjugates of N is
finite, and let K be a subgroup of N . Then K is G-completely reducible if and only if K is
N-completely reducible.
Proof. The subgroup G1 := NG(N) has finite index in G. Then G1 is reductive, so its normal
subgroup N is also reductive. The result now follows from Propositions 2.8 and 2.12. 
Remark 2.14. Let K, H be subgroups of G with H of finite index in G. It need not be true
that if K is G-completely reducible then K ∩H is H-completely reducible. For example, let
p = 2, let φ be an irreducible embedding of the symmetric group S3 in SL2, let G = S3×SL2
and let K = {gφ(g) | g ∈ S3}. Let C2 be a cyclic subgroup of S3 of order 2 and let
H = C2 × SL2 ⊆ G. It is easily checked that K is G-ir but K ∩H is not H-cr.
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Some of the proofs in Section 4 rely on the monograph [7] of M. Liebeck and G. Seitz.
We recall some notation and results from this paper. For the rest of this section, assume G
is simple (hence connected) and of exceptional type. For convenience, we take p to be ∞
rather than zero if k has characteristic zero. For certain simple subgroups X of G, Liebeck
and Seitz provide a positive integer N(X,G) given in the table at the top of page 2 of [7].
We reproduce this table for ease of reference (Table 1).
G = E8 E7 E6 F4 G2
X = A1 7 7 5 3 3
A2 5 5 3 3
B2 5 3 3 2
G2 7 7 3 2
A3 2 2 2
B3 2 2 2 2
C3 3 2 2 2
B4, C4, D4 2 2 2
Table 1. The bounds N(X,G) from [7].
For example, if X has type A3 and G has type E6, then N(X,G) = 2. If the pair (X,G)
is not in the table, then set N(X,G) = 1. More generally, if X is a connected reductive
subgroup of G, and X1, . . . , Xt are the simple factors of X , then define
N(X,G) = max(N(Xi, G) | 1 ≤ i ≤ t),
where we take N(X,G) = 1 if X is a torus. With this definition, we can restate [7, Thm. 1,
Thm. 3.8] in our language.
Theorem 2.15. Let X be a connected reductive subgroup of G and assume that p > N(X,G).
Then X is G-completely reducible.
Theorem 2.16. Let C be a simple subgroup of G such that C is of classical type. Suppose
that X is a connected reductive subgroup of C and that p > N(X,G). When (X, p) = (Bl, 2)
or (Cl, 2), assume that C 6= Br or Cr. Then X is C-completely reducible.
Note that whether a given X is G-completely reducible depends only on the Dynkin type
of G and not on its isogeny class (Lemma 2.7(ii)(b)), so there is no harm in labelling G only
by its Dynkin type.
Remark 2.17. Tables 8.1–8.5 of [7] give the connected simple subgroups X of an exceptional
group G, the connected centralizers CG(X)
0, and the minimal connected semisimple regular
subgroups of G that contain X , under the hypothesis that p > N(X,G). Note that these
tables give X up to Aut(G)-conjugacy. We give an example to point out one consequence of
this. Suppose p > 2. A group of type D6 contains a subgroup of type B5 as the connected
centralizer of a graph automorphism of order 2. A group of type E7 contains a group of
type D6 as a Levi subgroup. From Table 8.2 of [7], we see that there is exactly one copy
up to Aut(G)-conjugacy of a group X of type B5 in a group G of type E7, so it must
be the subgroup we already know: that is, it must be the connected centralizer of a graph
automorphism of order 2 of theD6-subgroup of E7. We use arguments of this kind repeatedly
in the proof of Theorem 1.3.
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3. Converses to Theorem 1.1
In this section we give several results providing conditions under which the converse of
Theorem 1.1 holds, culminating in Corollary 3.7, which generalizes a result of Serre. We also
prove some technical results which prepare the ground for the proof of our main result in
Section 4. We begin with a refinement of [1, Prop. 3.19].
Theorem 3.1. Suppose K ⊆ H ⊆M are subgroups of G such that M is reductive.
(a) Suppose M contains a maximal torus of CG(K).
(i) If H is G-completely reducible, then M is G-completely reducible.
(ii) If K is G-completely reducible, then M is G-completely reducible.
(b) Suppose CG(K)
0 ⊆M .
(i) If H is G-completely reducible, then H is M-completely reducible.
(ii) If K is G-completely reducible and H is M-completely reducible, then H is G-
completely reducible.
Proof. (a). Note that part (ii) follows from part (i), just taking H to be K. To prove part
(i), suppose P is an R-parabolic subgroup of G containing M . Then H lies in an R-Levi
subgroup L of P , since H is G-cr, so K lies in L. Let S be a maximal torus of CG(K) such
that S ⊆M . Then S is a maximal torus of CP (K), so, after conjugating L by some element
of CP (K), we can assume that Z(L)
0 ⊆ S. Pick λ ∈ Y (G) such that P = Pλ and L = Lλ.
Then λ ∈ Y (S) ⊆ Y (M). We have Pλ(M) = Pλ ∩M = M , so λ ∈ Y (Z(M)), by [1, Lem.
2.4]. Thus M ⊆ Lλ = L. This shows that M is G-cr.
(b)(i). We have CG(H)
0 ⊆ CG(K)
0 ⊆ M by hypothesis. Now [1, Prop. 3.19] implies that
if H is G-cr, then H is M-cr.
(ii). Suppose P is an R-parabolic subgroup of G containing H ; then K ⊆ P also. We
are given that K is G-cr, so there exists an R-Levi subgroup L of P with K ⊆ L. Let
λ ∈ Y (G) be such that P = Pλ and L = Lλ. Then, since K ⊆ L = CG(λ(k
∗)), we have
λ ∈ Y (CG(K)
0) ⊆ Y (M). Thus Pλ(M) is an R-parabolic subgroup of M containing H .
Since H is M-cr, there exists u ∈ Ru(Pλ(M)) = Ru(Pλ) ∩M such that H ⊆ uLλ(M)u
−1.
Hence H ⊆ uLλu
−1, an R-Levi subgroup of P . This shows that H is G-cr. 
Remark 3.2. (a) Note that in part (a) of Theorem 3.1 we only requireM to contain a maximal
torus of CG(K), rather than all of CG(K)
0. Part (b) fails under this weaker hypothesis,
however. For example, we can take K to be {1} and H to be a subgroup of M , where M
contains a maximal torus of G. There exist examples in which H is M-cr but not G-cr, and
others in which H is G-cr but not M-cr. For the former, see [1, Ex. 3.45]: we take H to be
Spm embedded diagonally in M := Spm× Spm inside G := Sp2m, where m ≥ 4 is even. For
the latter, we can take H and M to be certain subgroups of a simple group of type G2 in
characteristic 2; see [2, Prop. 7.17].
(b) PuttingM = H in Theorem 3.1, we obtain the following result: ifK is a G-cr subgroup
of G, then any reductive subgroup H of G containing KCG(K)
0 is also G-cr (note that H is
H-cr). This is a strengthening of [1, Thm. 3.14].
Corollary 3.3. Suppose N ⊆ H are subgroups of G, N is normal in H and N is G-
completely reducible. Then H is G-completely reducible if and only if H is NG(N)-completely
reducible.
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Proof. This follows from Theorem 3.1(b), setting K = N and M = NG(N). Note that since
N is G-cr, NG(N) is reductive, by the non-connected version of [1, Prop. 3.12]. 
Theorem 3.4. Suppose N ⊆ H are subgroups of G and N is normal in G. Then H is
G-completely reducible if and only if H/N is G/N-completely reducible.
Proof. Let pi : G → G/N denote the canonical homomorphism. We first perform a series
of reductions, using results from [1]. Let M be as in Lemma 2.6. Since N is normal in
G, Z(N0)0 is normal in G; the canonical map G → G/Z(N0)0 is non-degenerate, so by
Lemma 2.7(ii)(b) we may assume that Z(N0)0 = {1}. The map M ⋉ N → G induced by
multiplication is also non-degenerate, so we may assume that G = M ⋉ N and, therefore,
that the map pi : G→ G/N is the projection onto the first factor.
Now suppose λ ∈ Y (M). Then, since N and M0 commute, λ(k∗) centralizes N . By [1,
Lem. 6.15(i),(ii)], we have
pi(Pλ) = Pλ(M), pi
−1(Pλ(M)) = Pλ,(3.5)
pi(Lλ) = Lλ(M), pi
−1(Lλ(M)) = Lλ.(3.6)
If P = Pµ is an R-parabolic subgroup of G containing H , then we can write µ = λ+ν, where
λ ∈ Y (M) and ν ∈ Y (N). Since P contains H , it contains N ; but N is normal in G, and
hence N is G-cr by Theorem 1.1, which means that N is contained in some R-Levi subgroup
of P . Moreover, normality of N in P implies N is contained in every R-Levi subgroup of P ;
in particular, N ⊆ Lµ, so µ(k
∗) centralizes N . We have already noted that λ(k∗) centralizes
N for any λ ∈ Y (M). Thus ν(k∗) centralizes N , and, since Z(N0)0 = {1}, ν is trivial. We
can finally conclude that µ ∈ Y (M).
It is now easy to see from Equations (3.5) and (3.6) that H is contained in an R-parabolic
(resp. R-Levi) subgroup of G if and only if H/N is contained in the corresponding R-
parabolic (resp. R-Levi) subgroup of G/N . Thus H is G-cr if and only if H/N is G/N -cr,
as required. 
We can now prove the main result of this section.
Corollary 3.7. Suppose that N ⊆ H are subgroups of G with N normal in H.
(i) If N is G-completely reducible, then H is G-completely reducible if and only if H/N
is NG(N)/N-completely reducible.
(ii) If H/N is linearly reductive, then H is G-completely reducible if and only if N is
G-completely reducible.
Proof. (i). By Corollary 3.3, H is G-cr if and only if H is NG(N)-cr. By Theorem 3.4 applied
to the inclusions N ⊆ H ⊆ NG(N), it follows that H is NG(N)-cr if and only if H/N is
NG(N)/N -cr. This proves the result.
(ii). Suppose H/N is linearly reductive. If N is G-cr, then NG(N) is a reductive group
and so is the quotient NG(N)/N . Thus H/N is a linearly reductive subgroup of NG(N)/N .
By Lemma 2.4, H/N is NG(N)/N -cr, and hence H is G-cr, by part (i). On the other hand,
if H is G-cr, then N is G-cr, by Theorem 1.1. 
Remark 3.8. Note that Serre’s result [13, Property 5] is a special case of the reverse implica-
tion of Corollary 3.7(ii); the finite linearly reductive groups are exactly those whose orders
are coprime to p = char k. Corollary 3.7(ii) answers a question posed by B. Ku¨lshammer.
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Corollary 3.7(ii) provides a useful criterion to ensure that G-complete reducibility ofH and
of N are equivalent. However, there are many examples where H and N are G-completely
reducible, but H/N is not linearly reductive. The problem in general is that G-complete
reducibility of N and H depends not only on how N sits inside H , but also on how H sits
inside G. Therefore, to make more progress, one has to impose further conditions on H . In
the next section we consider the case when H = MN , where M commutes with N and M
is also G-completely reducible. We now give some results applicable to this special case, the
first of which is used many times in the proof of Theorem 1.3.
Proposition 3.9. Suppose N is a G-completely reducible subgroup of G and M is a sub-
group of CG(N). Then M is CG(N)-completely reducible if and only if MN is G-completely
reducible.
Proof. By Corollaries 3.3 and 3.7(i),MN is G-cr if and only ifMN is NG(N)-cr if and only if
MN/N is NG(N)/N -cr. Now CG(N)N/N is normal in NG(N)/N , soMN/N is NG(N)/N -cr
if and only if MN/N is CG(N)N/N -cr (Proposition 2.8). Let f : CG(N) → CG(N)N/N be
the inclusion of CG(N) in CG(N)N followed by the canonical projection from CG(N)N to
CG(N)N/N . The connected kernel of f is (N ∩CG(N))
0 = Z(N)0, which is a torus since N
is reductive, and f(M) is MN/N . It follows from Proposition 2.7(ii) that M is CG(N)-cr if
and only if MN/N is CG(N)N/N -cr, which proves the result. 
Corollary 3.10. Suppose N is G-completely reducible and M is a subgroup of CG(N). If
M is CG(N)-completely reducible, then M is G-completely reducible.
Proof. Under these hypotheses,MN isG-cr, by Proposition 3.9. ButM is a normal subgroup
of MN , so M is G-cr, by Theorem 1.1. 
In Section 5 we will show that the converse of Corollary 3.10 is not true in general, although
it is true in the important special case of Theorem 1.3.
We finish this section with a result which sometimes allows us to reduce to the case of
commuting subgroups.
Lemma 3.11. Let A, B be subgroups of G such that A normalizes B, [A,B] is linearly
reductive and [A,B] centralizes A. Then A is G-completely reducible if and only if CA(B)
is G-completely reducible, and AB is G-completely reducible if and only if CA(B)B is G-
completely reducible.
Proof. Note that CA(B), CA(B)B are normal subgroups of A, AB respectively, so by Corol-
lary 3.7(ii), it is enough to show that A/CA(B) and AB/CA(B)B are linearly reductive.
By a standard DCC argument, we can choose b1, . . . , br ∈ B for some r ∈ N such that
CA(B) = CA(〈b1, . . . , br〉). Define φ : A→ [A,B]
r by
φ(a) = ([a−1, b1], . . . , [a
−1, br]).
Since A commutes with [A,B], we have
[a−1, bi][a
′−1, bi] = a
′−1[a−1, bi]bia
′bi
−1 = (aa′)−1bi(aa
′)bi
−1 = [(aa′)−1, bi],
for each i and each a, a′ ∈ A. It follows that φ is a homomorphism from A to the linearly
reductive group [A,B]r with kernel CA(B), whence A/CA(B) is linearly reductive. The
obvious map from A/CA(B) to AB/CA(B)B is surjective, so AB/CA(B)B is also linearly
reductive, as required. 
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4. Proof of Theorem 1.3
In this section we prove our main result, Theorem 1.3, via a series of reductions. It is
immediate from Lemma 2.4 that Theorem 1.3 holds if G is a torus. The next step is to
reduce to the case when G is simple. We begin with a technical definition.
Definition 4.1. Suppose G is connected. Write G = G1 · · ·GrZ, where the subgroups Gi
are the simple factors of G, and Z is a central torus. Let G˜ = G1×· · ·×Gr×Z, let φ be the
isogeny from G˜ onto G induced by multiplication, and let pii denote the projection of G˜ onto
Gi for each i. If X is a connected reductive subgroup of G, we call the subgroup pii(φ
−1(X))
of Gi the projection of X to the simple factor Gi, and we denote it by Xi.
Lemma 4.2. Keep the notation of Definition 4.1. Then X is G-completely reducible if and
only if Xi is Gi-completely reducible for every i. If X is connected, then X is G-completely
reducible if and only if X0i is Gi-completely reducible for every i.
Proof. By Lemma 2.7(ii)(b), X is G-cr if and only if φ−1(X) is G˜-cr. Let pi denote the
projection of G˜ onto the central torus Z. Since Z is a torus, pi(φ−1(X)) is Z-cr (Lemma
2.4). Thus, by Lemma 2.7(i), φ−1(X) is G˜-cr if and only if Xi is Gi-cr for each i. This
proves the first assertion. If X is connected, then for each i, Xi is generated by commuting
subgroups X0i and pii(ker(φ)). Since pii(ker(φ)) is linearly reductive, Xi is Gi-cr if and only
if X0i is Gi-cr. For, if Xi is G-cr, then X
0
i is G-cr by Theorem 1.1. Conversely, if X
0
i is
G-cr, then pii(ker(φ)), being linearly reductive, is CG(X
0
i )-cr by Lemma 2.4, so Xi is G-cr by
Proposition 3.9. The second assertion of the lemma now follows from the first. 
Lemma 4.3. Let f : G1 → G2 be an isogeny of connected reductive groups. Then Theorem
1.3 holds for G1 if and only if it holds for G2.
Proof. Suppose Theorem 1.3 holds for G2. Let A1, B1 be connected commuting G1-cr sub-
groups of G1. Then A2 := f(A1) and B2 := f(B1) are connected commuting G2-cr sub-
groups of G2 by Lemma 2.7(ii), so our hypothesis on G2 implies that A2B2 is G2-cr. Since
f(A1B1) = A2B2, Lemma 2.7(ii) implies that A1B1 is G1-cr.
Conversely, suppose Theorem 1.3 holds for G1. Let A2, B2 be connected commuting G2-cr
subgroups of G2. Then A1 := f
−1(A2)
0 and B1 := f
−1(B2)
0 are connected G1-cr subgroups
of G1, by Lemma 2.7(ii). Since ker f ⊆ Z(G1) is linearly reductive, A1 and B1 satisfy the
hypotheses of Lemma 3.11. Hence A1B1 is G1-cr, by Lemma 3.11 and our hypothesis on G1.
Lemma 2.7(ii) now implies that A2B2 = f(A1B1) is G2-cr. 
Lemma 4.4. If Theorem 1.3 holds for each simple factor Gi of G, then it holds for G.
Proof. Let G, A and B be as in the statement of Theorem 1.3. Multiplication gives an
isogeny from G1 × · · · ×Gr × Z onto G, where Z = Z(G)
0. By Lemma 4.3, we may assume
that G = G1 × · · · ×Gr × Z. Let pi : G→ Z and pii : G→ Gi be the projection maps. Now
A (resp. B, AB) is G-cr if and only if pii(A) (resp. pii(B), pii(AB)) is Gi-cr for each i, by
Lemma 2.7(i) (note that pi(A), pi(B) and pi(AB) are automatically Z-cr as Z is a torus).
But pii(AB) = pii(A)pii(B) and [pii(A), pii(B)] = {1}, so Theorem 1.3 holds for G if it holds
for each Gi. 
We do not have a uniform proof of Theorem 1.3; in fact we proceed by a series of case-by-
case checks. First we consider the classical groups.
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4.1. Classical Groups. If G is classical, then we obtain slightly stronger results (see Re-
mark 4.7). First we consider the case G = GL(V ). We believe that the following result is
a standard fact in representation theory, but we have not been able to find a proof in the
literature. The special case of Lemma 4.5 when A and B are connected reductive subgroups
of GL(V ) is proved in [10, Lem. 41] using facts from the representation theory of reductive
groups. We are grateful to R. Tange for providing the argument given below.
Lemma 4.5. Let V be a finite dimensional vector space over k. Suppose A and B are
commuting subgroups of GL(V ). Then V is semisimple for the product AB if and only if V
is semisimple for A and B.
Proof. Suppose that V is semisimple for A and B. Let C, D, and E be the k-subalgebras
of End(V ) spanned by A, B, and AB, respectively. Since C and D act faithfully and
semisimply on V , C and D are semisimple k-algebras (cf. [6, Ch. XVII, Prop. 4.7]). Since k
is algebraically closed, and thus perfect, C ⊗kD is semisimple, by [4, §7.6 Cor. 4] (or [6, Ch.
XVII, Thm. 6.4]). We have an epimorphism from C⊗kD to E given by c⊗d 7→ cd. It follows
that E is also semisimple (see [6, Ch. XVII, Prop. 2.2 and §4]), so E acts semisimply on V
([6, Ch. XVII, Prop. 4.7]). Thus V is semisimple for AB, as required. The other implication
follows from Clifford’s Theorem. 
Theorem 4.6. Theorem 1.3 holds for G a simple group of classical type.
Proof. Let A, B be commuting subgroups of G. Let G1 be the classical group with the same
Dynkin type as G: so G1 is either SL(V ), Sp(V ) or SO(V ). Let G˜ be the simply connected
cover of G. We have canonical projections G˜ → G and G˜ → G1. By Lemma 4.3, we can
assume that G = G1.
If G = SL(V ), then G is normal in GL(V ), so the result follows from Proposition 2.8
and Lemma 4.5. The other two possibilities G = Sp(V ) and G = SO(V ) arise as the
connected centralizer of an involution acting on GL(V ). By hypothesis, p 6= 2, so the
group of automorphisms generated by this involution is linearly reductive and Proposition
2.9 applies; cf. [1, Ex. 3.23]. Now A and B are G-cr if and only if A and B are GL(V )-cr,
which happens if and only if V is semisimple as an A- and a B-module. By Lemma 4.5, this
happens if and only if V is semisimple for AB, which occurs if and only if AB is GL(V )-cr;
by Proposition 2.9 again, this happens if and only if AB is G-cr. 
Remark 4.7. We did not need to assume that A and B were connected in Lemma 4.5. The
proofs of Lemmas 4.3 and 4.4 and Theorem 4.6 also go through for non-connected A and B,
so Theorem 1.3 holds for non-connected A and B as well when all of the simple factors of G
are classical.
4.2. Exceptional Groups. Recall Theorem 2.15. Examination of the possible values for
N(X,G) in Table 1 shows that N(X,G) ≤ 7 always. Thus, if p > 7 (recall our convention
that p =∞ in characteristic zero!), Theorem 1.3 holds for simple exceptional groups simply
because AB is connected reductive. The remainder of this subsection is devoted to improving
the bound on p; we show that p > 3 will do.
We now prove Theorem 1.3 via a series of lemmas which exhaust all further possibilities.
At various points we use inductive arguments involving Levi subgroups of groups of type E6,
E7 and E8; we are able to leave the G2 and F4 cases until last (Lemma 4.15) because groups
of type G2 and F4 cannot arise as simple factors of these Levi subgroups.
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Lemma 4.8. Suppose p > 3 and X is a connected reductive group which has simple factors
of rank at most 4. Suppose further that X has no simple factor of type A4 or C4. Then, if
Y is a connected reductive subgroup of X, Y is X-completely reducible.
Proof. Using Lemma 4.2, we reduce to the case when X is simple. Thus we can list the
possible types for X : A1, A2, B2, G2, A3, B3, C3, B4, D4, F4.
First suppose X has one of the classical types in this list. Examining [7, Table 8.4], we
see that all these types arise as subgroups of F4 when p > 3. By Table 1, N(Y, F4) ≤ 3 < p
for any connected reductive subgroup Y of F4. Since X has classical type, we can invoke
Theorem 2.16 to conclude that Y is X-cr.
Finally, if X has type G2 or F4, then N(Y,X) ≤ 3 < p, by Table 1, so Y is X-cr, by a
direct application of Theorem 2.15. 
Now we introduce some more notation to make the exposition easier. Given aG-completely
reducible subgroup A of the simple exceptional group G, let HA := CG(A)
0. If A and B are
connected, commuting G-cr subgroups of G, then to prove that AB is G-cr, it suffices to
show that B is HA-cr, by Propositions 2.12 and 3.9 (note that CG(A) need not be connected).
The next lemma allows us to proceed through each remaining simple group in turn.
Lemma 4.9. Suppose G is simple and Theorem 1.3 holds for all simple factors of all proper
Levi subgroups of G. Then we may assume when proving Theorem 1.3 that A∩HA is finite.
Proof. If A∩HA is an infinite group, then A∩HA contains a non-trivial (hence non-central)
torus S of G. In this case, AB ⊆ AHA ⊆ CG(S), and L := CG(S) is a proper Levi subgroup
of G. By Corollary 2.10, A and B are commuting L-cr subgroups of L; thus, by Lemma 4.4
and the hypothesis, AB is L-cr, and hence is G-cr by Corollary 2.10. 
Lemma 4.10. Theorem 1.3 holds for G simple of type E6.
Proof. Let A and B be commuting G-cr subgroups of G. We show that B is HA-cr. Since
any simple factor of a proper Levi subgroup of G is of classical type, we may assume A∩HA
is finite, by Lemma 4.9 and Theorem 4.6. In particular, A is not a non-trivial torus and
rkAHA = rkA + rkHA. If rkAHA = rkG, then AHA is a regular reductive subgroup of G,
and hence HA is a connected regular reductive subgroup of G. Since p is good for G and B
is G-cr, Proposition 2.11 shows that B is HA-cr, as required. Further, if rkB = rkHA, then
B is regular in HA and hence HA-cr, by Lemma 2.5. Also, the result is trivial if A or B is
trivial, so we assume this is not the case. We are therefore left to consider the cases where
1 ≤ rkB < rkHA < rkAHA < rkG = 6. Thus rkHA ≤ 4.
Now Lemma 4.8 covers all these cases except HA = A4 or C4. An examination of [7, Table
8.3] shows that if HA = A4, then HA is regular, so that B is HA-cr by Proposition 2.11. On
the other hand, if HA = C4, then A ⊆ CG(HA)
0 = {1}, a contradiction, which shows that
this case cannot arise. 
Lemma 4.11. Theorem 1.3 holds for G simple of type E7.
Proof. Any simple factor of a proper Levi subgroup of G is either of classical type or of
type E6. By Theorem 4.6 and Lemmas 4.9 and 4.10, we may assume that A ∩HA is finite.
Repeating the rank argument in the proof of Lemma 4.10, this means we only need to
consider cases where 1 ≤ rkB < rkHA < rkAHA < rkG = 7 and A is not a torus.
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We now look at the possibilities for HA with rkHA ≤ 5. For each one, we prove that AB
is G-cr, either directly or by proving that B is HA-cr. Again, Lemma 4.8 covers most of the
cases; we are left to consider the possibility that
HA = A4, C4, A4T1, C4T1, A4A1, C4A1, A5, B5, C5, D5,
where T1 denotes a 1-dimensional torus. We deal with these cases by examining [7, Table
8.2].
• If HA = A4, A5 or D5, then HA is regular, so B is HA-cr by Proposition 2.11.
• If HA = C4, then A ⊆ CG(HA) = T1 is a torus. But this is impossible, because we
assume A is not a torus.
This also shows that the case HA = C4A1 cannot arise, as there is no A1 subgroup
centralizing a C4.
• If HA = A4T1 or C4T1, then AB ⊆ CG(T1), which is a proper Levi subgroup of G, so
AB is G-cr by Corollary 2.10, Lemma 4.4, Theorem 4.6 and Lemma 4.10.
• IfHA = A4A1, then since rkA+rkHA = rkAHA < rkG = 7, we have rkA = 1. Then
A = A1 and, since A∩HA is finite, there is a subgroup of type A1A1 in CG(A4)
0. But
CG(A4)
0 = A2T1, which does not contain an A1A1 subgroup. Thus this case cannot
arise.
• If HA = B5, then HA ⊂ D6 (cf. Remark 2.17), which is regular in G. Moreover, the
B5 is the connected centralizer of the graph automorphism of order 2 for D6. Now
B is D6-cr, by Proposition 2.11 (note that p > 2), and hence HA-cr, by Proposition
2.9.
• There is no subgroup of type C5 in E7.
This completes the proof of the lemma. 
Now we need to deal with the case when G has type E8. This is more involved because
we actually allow p to be 5, which is a bad prime for E8.
Lemma 4.12. Suppose p > 3. Let G be simple of type E8 and let H be a connected reductive
regular subgroup of G such that H is not simple of rank 8. Then for any subgroup K of H,
K is G-completely reducible if and only if K is H-completely reducible.
Proof. Let H1, . . . , Hr be the simple factors of H and let Ki be the projection of K to each
Hi. By Lemma 4.2, it is enough to prove the result for each i with H replaced by Hi and
K replaced by Ki. Now Hi has semisimple rank at most 7 by hypothesis, so Hi is a regular
subgroup of a proper Levi subgroup L of G. Since p > 3 and L has no simple factors of
type E8, p is good for L, so the required result follows from Proposition 2.11 and Corollary
2.10. 
Lemma 4.13. Let G be simple of type E8 and let X be a simple subgroup of G such that
rkX ≤ 6, X is not of type C4 and X is not a non-regular subgroup of type A4. Then for any
connected reductive subgroup Y of X, if Y is G-completely reducible, then Y is X-completely
reducible.
Proof. By Lemma 4.8, we need only consider the cases when X is regular and of type A4 or
X has rank either 5 or 6. We deal with these cases by examining [7, Table 8.1]. Let Y be a
G-cr subgroup of X .
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• If X = B5, then X ⊂ D6 (cf. Remark 2.17), which is regular in G. Moreover, the
B5 subgroup of D6 arises as the connected centralizer of an involution of D6. By
Lemma 4.12, Y is D6-cr, so by Proposition 2.9, Y is X-cr (note that p > 2). The
same argument works for B6 ⊂ D7 ⊂ G, where D7 in G is regular.
• If X = A5, A6, D5, D6 or E6, then X is regular in G, so we are done by Lemma 4.12.
If X = A4, then X is regular in G by hypothesis, so the same argument holds.
• There is no subgroup of type C5 or C6 in E8.
This completes the proof of the lemma. 
Lemma 4.14. Theorem 1.3 holds for G simple of type E8.
Proof. Any simple factor of a proper Levi subgroup ofG is either of classical type or of type E6
or E7. By Theorem 4.6 and Lemmas 4.9, 4.10 and 4.11, we may assume that A∩HA is finite.
We can assume that A and HA have rank at least 1. Hence if AHA is regular in G, then, since
B is G-cr, Lemma 4.12 implies that B is AHA-cr, so B is HA-cr by Proposition 2.8. Thus we
may assume that rkAHA < rkG. Repeating the rank argument in the proof of Lemma 4.10,
this means we only need to consider cases where 1 ≤ rkB < rkHA < rkAHA < rkG = 8
and A is not a torus.
We now look at the possibilities for HA with rkHA ≤ 6. For each one, we prove that AB
is G-cr, either directly or by proving that B is HA-cr. We use [7, Table 8.1] to deal with the
various cases.
• Suppose HA is not semisimple: say S is a non-trivial central torus in HA. Then AB
is contained in CG(S), a proper Levi subgroup of G, so AB is G-cr by Corollary 2.10,
Lemma 4.4, Theorem 4.6, Lemma 4.10 and Lemma 4.11.
• Suppose HA has a non-regular A4-factor. Then CG(HA) ⊆ CG(A4) is trivial; but this
is impossible, because A is non-trivial.
• Suppose HA = C4. There are two cases. First, suppose HA is contained in a regular
E6. The connected centralizers of HA and the E6 are the same: this centralizer is
of type A2. Thus AHA is contained in M := E6A2, which has rank 8 and hence is
regular in G. By Lemma 4.12, A and B are M-cr, so AB is M-cr by Lemma 4.4,
Theorem 4.6 and Lemma 4.10. Hence AB is G-cr by Lemma 4.12.
Second, suppose HA is contained in a regular A7. Then HA is the connected cen-
tralizer of an involution of the A7 (cf. Remark 2.17), so Lemma 4.12 and Proposition
2.9 imply that B is HA-cr.
• Suppose HA = C4H , where H is connected and reductive but not a torus. Then H is
a subgroup of CG(C4)
0 = A2 and H is not a torus, so CG(HA)
0 = CA2(H)
0 is a torus.
But A is a subgroup of CG(HA)
0 of semisimple rank at least one, a contradiction.
• Suppose HA is simple and not of type A4 or type C4. Since HA has rank at most 6,
Lemma 4.13 implies that B is HA-cr.
• Suppose every simple factor of HA has rank at most 4 and HA has no simple factors
of type A4 or C4. Lemma 4.8 implies that B is HA-cr.
• Otherwise, write HA = X1X2, where X2 is semisimple and has every simple factor of
rank at most 3, and X1 is semisimple and has every simple factor of rank at least 4.
Then X1 is simple, and we may assume that X1 6= C4 and X1 is not a non-regular
A4. Note that X1 6= C5, C6 since G does not contain a C5 or a C6. Suppose first
that X1 is regular and of type A4, or is of type A5 or D5. Then AB is a subset of
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X1CG(X1)
0, which is of type A4A4, A5A1A2 or D5A3 respectively. Thus X1CG(X1)
0
is regular in G. It now follows from Lemma 4.4, Theorem 4.6 and Lemma 4.12 that
AB is G-cr (compare the first HA = C4 case above).
Now suppose that X1 is of type A6, B6, D6 or E6. Then HA = X1 since HA has
rank at most 6, so B is HA-cr by Lemma 4.13.
Finally, suppose that X1 is of type B5. If HA = B5 then B is HA-cr by Lemma 4.13.
Otherwise we must have HA = B5A1, since HA has rank at most 6. Our hypotheses
on the rank of AHA now imply that A = A1, so the B5-factor is centralized by an
A1A1. Now B5 sits inside a subgroup of G of type D6, and this D6 has a group of
type A1A1 as its connected centralizer. Thus we have two groups of type A1A1 inside
CG(B5)
0 = B2. As p > 2, these two subgroups must be B2-conjugate. Hence AB is
contained in D6A1A1, which is regular. It now follows from Lemma 4.4, Theorem 4.6
and Lemma 4.12 that AB is G-cr (compare the first HA = C4 case above).
This exhausts all the possibilities, so the lemma is proved. 
Lemma 4.15. Theorem 1.3 holds for G simple of type G2 or F4.
Proof. Suppose G is simple of type G2. Then G arises as the connected centralizer of D4
under the triality graph automorphism. Since p > 3, this automorphism generates a linearly
reductive group. Thus a subgroup of G is G-cr if and only if it is D4-cr, by Proposition 2.9.
But Theorem 1.3 holds for D4 by Theorem 4.6, so it holds for G.
Now suppose G is simple of type F4. In this case G arises as the connected centralizer of
an involution of E6. Since p > 2, this automorphism generates a linearly reductive group.
Thus a subgroup of G is G-cr if and only if it is E6-cr, by Proposition 2.9. But Theorem 1.3
holds for E6 by Lemma 4.10, so it holds for G. 
Theorem 1.3 now follows from Lemma 4.4, together with Theorem 4.6 and Lemmas 4.10,
4.11, 4.14 and 4.15.
Combining Theorems 1.1 and 1.3 yields the following.
Corollary 4.16. Suppose that G is connected and that p is good for G or p > 3. If A and
B are commuting connected reductive subgroups of G, then AB is G-completely reducible if
and only if A and B are G-completely reducible.
We provide a reformulation of Theorem 1.3 which shows more clearly its relation to The-
orem 1.1.
Corollary 4.17. Suppose that G is connected and that p is good for G or p > 3. Suppose
N ⊆ H are connected subgroups of G such that N is normal in H. If there exists a connected
G-completely reducible subgroup M of CG(N) such that H = MN , then H is G-completely
reducible if and only if N is G-completely reducible.
Proof. If H is G-cr, then N is G-cr by Theorem 1.1. On the other hand, if N is G-cr, then
Theorem 1.3 applies, with A = N , B =M and AB = H . 
Remark 4.18. One consequence of Theorem 1.3 is that the converse of Corollary 3.10 is true
for connected groups if p is good or p > 3; this follows from Proposition 3.9. However,
we give examples in Section 5 which show that the converse to Corollary 3.10, and hence
Theorem 1.3, is false without the restriction on the characteristic.
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Remark 4.19. By Lemma 3.11, Theorem 1.3 holds under the weaker hypotheses that A and
B are G-cr, A normalizes B, [A,B] is linearly reductive and [A,B] centralizes A.
5. Counterexamples and Extensions
As promised in Remark 4.18, in this section we provide examples which show that Theorem
1.3 fails in general without the hypotheses of connectedness and good characteristic. We
also give an extension to Theorem 1.3 which shows that one can remove the connectedness
assumption at least in some cases. Our first example shows that, even in good characteristic,
Theorem 1.3 fails for disconnected groups.
Example 5.1. Suppose p = 2 and m ≥ 4 is even. Define φ ∈ Aut(GL2m) by φ(g) =
J(gt)−1J−1, where gt denotes the matrix transpose of g, J =
(
0 Im
Im 0
)
and Im is the
m×m identity matrix. Set A = 〈φ〉 and G = A⋉GL2m. Let B = Spm embedded diagonally
in the maximal rank subgroup Spm× Spm of Sp2m, and consider the canonical embedding
of Sp2m in G
0. We can identify Sp2m with CG(A)
0. By [1, Ex. 3.45], B is G0-cr but not
Sp2m-cr.
Observe that Sp2m is G
0-ir. Thus if λ ∈ Y (G0) = Y (G) with A Sp2m ⊆ Pλ, then λ belongs
to Y (Z(G0)) and Ru(Pλ) = {1}, so A Sp2m ⊆ Pλ = Lλ. This shows that A Sp2m is G-cr.
Thus the normal subgroup A of A Sp2m is G-cr (Theorem 1.1). By Proposition 2.12, B is
G-cr. However, B is not Sp2m-cr, so Proposition 2.12 implies that B is not A Sp2m-cr. We
have A Sp2m = CG(A), so B is not CG(A)-cr.
Thus we have commuting subgroups A and B which are G-cr, but such that B is not
CG(A)-cr. Hence, by Proposition 3.9, AB is not G-cr. In particular, even though p = 2 is
good for G0 = GL2m, Theorem 1.3 and the converse to Corollary 3.10 fail for these subgroups
of the disconnected group G.
Remark 5.2. We cannot have an example of this kind inside a connected group: for a non-
trivial unipotent subgroup A can never be G-cr if G is connected (see Remark 2.3).
The following example, due to M. Liebeck, shows that Theorem 1.3, and hence the converse
to Corollary 3.10, can also fail for connected groups in bad characteristic.
Example 5.3. Suppose p = 2. We show that there exist connected commuting subgroups
A,B of Sp8 such that A, B are Sp8-cr but AB is not.
Let A = B = SL2 and let VA, VB be the natural modules for A, B respectively. Choose
symplectic forms (·, ·)A, (·, ·)B for VA, VB respectively. Then SL(VA) = Sp(VA) and SL(VB) =
Sp(VB). Set W := VA ⊗ VB with the symplectic form (·, ·)W given by
(u1 ⊗ u2, v1 ⊗ v2)W := (u1, v1)A(u2, v2)B.
Then A, B and A×B act onW in the obvious way, and these actions preserve (·, ·)W . Below
we shall be interested in A-stable subspaces of W . For v ∈ VB, set
VA ⊗ v := {u⊗ v | u ∈ VA},
a subspace of W . Since W is the A-module direct sum of the irreducible A-modules VA⊗ v1
and VA ⊗ v2, where v1 and v2 are any two linearly independent vectors in VB, we see that
A acts completely reducibly on W and the proper non-trivial A-stable subspaces of W are
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precisely the subspaces of the form VA ⊗ v for some v ∈ VB. In particular, the A-stable
subspaces of W have dimension 0, 2 or 4.
There exists an A-module isomorphism φA : VA → V
∗
A corresponding to the symplectic
form on VA. Define φB : VB → V
∗
B analogously and identify W
∗ with V ∗A ⊗ V
∗
B via the
(A×B)-module isomorphism ψ := φA⊗φB; this is precisely the isomorphism corresponding
to the symplectic form on W , and gives rise to a symplectic form (·, ·)W ∗ on W
∗ given by
(ψ(w1), ψ(w2))W ∗ := (w1, w2)W .
Consider the (A × B)-module U := W ⊕ W ∗ endowed with the direct sum symplectic
form, which we denote by (·, ·)U . The (A×B)-action preserves the symplectic structure, so
we can regard A, B and A × B as subgroups of Sp(U). If M is an A-stable subspace of U
then we have a short exact sequence of A-modules
{0} →M ∩W →M → pi2(M)→ {0},
where pi2 : U → W
∗ is the canonical projection. Since the second and fourth term have
even dimension, M must have even dimension. In particular, if M is isotropic then M has
dimension 0, 2 or 4. We claim that if M is any 4-dimensional A-stable isotropic subspace
of U , then there exists an A-stable isotropic complementary subspace. To establish this,
we observe that such a subspace M must either be of the form VA ⊗ v ⊕ V
∗
A ⊗ f for some
0 6= v ∈ VA and 0 6= f ∈ V
∗
A , or of the form Mθ := graph(θ), where θ : W → W
∗ is an
A-module isomorphism (note that W and W ∗ are not isotropic). Any subspace of the first
type is isotropic, so we can take a complement to be VA⊗ v
′⊕V ∗A ⊗ f
′, where v and v′ (resp.
f and f ′) are linearly independent in VA (resp. V
∗
A). Given M of the form Mθ, choose any
0 6= v ∈ VB. The A-stable subspace θ(VA⊗ v) of W
∗ is of the form V ∗A ⊗ f for some f ∈ V
∗
B.
Choose g ∈ V ∗B such that f and g are linearly independent; then Mθ and VA ⊗ v ⊕ V
∗
A ⊗ g
intersect trivially, and the latter subspace is isotropic. This proves the claim.
We now prove that A is Sp(U)-cr; the analogous result for B follows by symmetry. The
parabolic subgroups of Sp(U) are precisely the stabilizers of flags
F : {0} ⊂ M1 ⊂M2 ⊂ · · · ⊂Mr ⊂ U
of isotropic subspaces of U . Moreover, a parabolic subgroup P is opposite to the stabilizer
of F if and only if P is the stabilizer of a flag {0} ⊂ N1 ⊂ N2 ⊂ · · · ⊂ Nr ⊂ U of isotropic
subspaces such that U =M⊥i ⊕Ni for each i. (Both of these facts can easily be established
by considering the parabolic subgroups containing the standard maximal torus S described
in [3, Ch. V, §23.3].) Let F be a flag of A-stable isotropic subspaces of U . There are only
three possible types of flag to check. If F has the form {0} ⊂ M ⊂ U with dimM = 4,
then we are done, by the previous claim (note that M = M⊥). Now suppose that F has
the form {0} ⊂ M1 ⊂ M2 ⊂ U , where dimM1 = 2 and dimM2 = 4. By the previous claim,
there exists a 4-dimensional A-stable isotropic subspace N2 of U such that U = M
⊥
2 ⊕ N2.
Since A acts completely reducibly on U , there exists an A-stable complement N1 toM
⊥
1 ∩N2
in N2. Then N1 is an isotropic A-stable complement to M
⊥
1 and N1 ⊂ N2, as required.
Finally, suppose that F has the form {0} ⊂M ⊂ U with dimM = 2. It is easy to show, by
listing the possibilities for M as in the previous claim, that M is contained in an A-stable
4-dimensional isotropic subspace of U , and we can use the argument of the second case to
prove that M⊥ has an A-stable isotropic complement in U . This completes the proof that
A is Sp(U)-cr.
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We finish by proving that the isotropic (A×B)-stable subspaceMψ = {(w, ψ(w)) | w ∈ W}
does not admit an isotropic (A × B)-stable complement, which proves that A × B is not
Sp(U)-cr; we repeat the argument of [1, Ex. 3.45] for the convenience of the reader. Suppose
that N is such a complement. It follows from the discussion above on A-stable subspaces
of U that N must be of the form Mθ for some (A× B)-module isomorphism θ : W → W
∗.
Since A×B acts irreducibly on W and W ∗, we must have θ = aψ for some a ∈ k, by Schur’s
Lemma. For u, v ∈ W , we have
((u, θ(u)), (v, θ(v)))U = ((u, aψ(u)), (v, aψ(v)))U
= (u, v)W + a
2(ψ(u), ψ(v))W ∗
= (1 + a2)(u, v)W .
As N is isotropic, this expression is identically 0, so we must have a = 1. But then N =M ,
a contradiction.
Remark 5.4. We can endow each of VA and VB (and hence the spaces V
∗
A , V
∗
B, W , W
∗ and
U) in Example 5.3 with quadratic forms compatible with the given symplectic forms. The
actions of A, B and A×B on the various spaces are compatible with these quadratic forms,
so we can regard A, B and A × B as subgroups of SO(W ), SO(U), etc.; for example, the
image of A × B in Sp(W ) is precisely SO(W ). Parabolic subgroups of SO(U) correspond
to stabilizers of flags of totally singular subspaces of U . An argument similar to that of
Example 5.3 shows that A and B are SO(U)-cr but A× B is not.
We can use this result to provide counterexamples for exceptional groups as well. For
example, the group SO8(k) has type D4 and the exceptional group of type E6 has a Levi
subgroup of type D4. Since G-complete reducibility is invariant under taking isogenies, we
can view A, B and A×B as subgroups of E6 in this way. The subgroups A and B are D4-cr,
hence they are E6-cr, by Proposition 2.8 and Corollary 2.10; however, the product AB is not
D4-cr, so cannot be E6-cr, again by Proposition 2.8 and Corollary 2.10.
Example 5.5. We can modify Example 5.3 to obtain a similar counterexample involving
finite subgroups rather than connected ones. Take k to be the algebraic closure of the field
with two elements. We replace A (resp. B) with the finite subgroup A(q) (resp. B(q)), where
q is a power of 2; for q sufficiently large, [1, Lem. 2.10] implies that A(q) and B(q) are Sp8-cr
but A(q)B(q) is not.
Examples 5.3 and 5.5 show that even if A, B and A0B0 are G-cr, AB need not be G-cr:
passing to finite extensions does not preserve G-complete reducibility. We can, however,
identify one special case in which this works.
Proposition 5.6. Let A, B be G-completely reducible subgroups of G such that A normalizes
B, A0 centralizes B0 and the index of (AB)0 in AB is coprime to p. Then AB is G-completely
reducible if and only if (AB)0 is G-completely reducible. In particular, AB is G-completely
reducible if p is good for G0.
Proof. Since AB/(AB)0 is linearly reductive, the first assertion follows from Corollary 3.7(ii).
Clearly, (AB)0 = A0B0. Since A0, B0 are G0-cr by Theorem 1.1 and Proposition 2.12, the
second assertion follows from Theorem 1.3 and Proposition 2.12. 
Note that Proposition 5.6 is consistent with Example 5.1, for in that case p = 2 and the
index of (AB)0 in AB is also 2, whence AB/(AB)0 is not linearly reductive.
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In our final examples we return to the case that N is a normal subgroup of H and M is a
subgroup of H such that H =MN (cf. Section 3). We show that even if H is G-cr and M
is a complement to N , M need not be G-cr (see the discussion following Question 1.2).
Example 5.7. Let p = 2, letH be the symmetric group S3 embedded irreducibly inG = GL2
and let N be the subgroup of H of order 3. Any subgroup of H of order 2 is a complement to
N , but such a subgroup, being unipotent, cannot be G-completely reducible (Remark 2.3),
since G is connected.
Example 5.8. Suppose p = 2 and m ≥ 4 is even. Let H be the maximal rank subgroup
Spm× Spm of G := Sp2m, let N = {1}× Spm, M
′ = Spm×{1} and let M be Spm embedded
diagonally in H . Then H , N and M ′ are G-cr, M and M ′ are both complements to N in H ,
but M is not G-cr (see [1, Ex. 3.45]). It is easy to check that H = NG(N)
0, and it follows
from Proposition 2.12 and Lemma 2.7(i) that M is NG(N)-cr. This shows that Corollary
3.10 is false if we replace CG(N) with NG(N).
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