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Abstrak—Penyakit ginjal kronis merupakan suatu 
keadaan dimana seseorang mengalami kerusakan pada 
ginjal, namun terkadang penderita tidak terlalu 
merasakan gejala yang timbul pada tahap awal 
menderita, sehingga diagnosa seringkali terlambat. 
Diagnosa penyakit ginjal sering diidentifikasi saat 
seseorang menderita penyakit lain, seperti tekanan darah 
tinggi dan diabetes. Sejumlah indikasi penunjang 
menjadi pengukur seseorang digolongkan menderita 
penyakit ginjal kronis atau tidak. Paper ini membahas 
klasifikasi penyakit ginjal kronis menggunakan metode 
K-Nearest Neighbor (KNN) berdasarkan 24 gejala dari 
setiap 400 individu. Dari hasil klasifikasi diperoleh 
akurasi yang cukup tinggi yaitu sebesar 85,83%. 
 
Kata Kunci—Penyakit Ginjal Kronis, Klasifikasi, KNN 
Abstract - Chronic kidney disease is a condition where a 
person experiences damage to the kidneys, but sometimes 
patients do not feel the symptoms that arise in the early 
stages of suffering, so the diagnosis is often too late. The 
diagnosis of kidney disease is often identified when 
someone is suffering from other diseases, such as high 
blood pressure and diabetes. Many of supporting 
indications to measure someone classified as suffering 
from chronic kidney disease or not. This paper discusses 
the classification of chronic kidney disease using the K- 
Nearest Neighbor (KNN) method based on 24 symptoms 
from every 400 individuals. From the classification results 
obtained a fairly high accuracy that is equal to 85.83%. 
 
Keyword—Chronic Kidney Disease, Classification, 
KNN 
 
 
I. PENDAHULUAN 
Ginjal merupakan salah satu organ terpenting pada 
manusia. Begitu banyak fungsi ginjal pada manusia seperti 
melakukan detoksifikasi darah dan menyaring limbah melalui 
urin. Ginjal juga berfungsi untuk menghilangkan kelebihan 
air pada tubuh atau menyimpan air saat dibutuhkan oleh 
tubuh. Terganggunya ginjal akan berpengaruh pada sistem 
dan fungsi ginjal. Ginjal yang tidak berfungsi dengan baik 
akan memberikan tanda-tanda pada tubuh, meskipun 
terkadang tidak terlalu dirasakan penderita. 
Penyakit ginjal kronis merupakan penyakit dimana 
seseorang mengalami penurunan fungsi pada ginjal, ketika 
fungsi ginjal menurun mengartikan kondisi mengarah pada 
kerusakan ginjal. Penderita seringkali tidak merasakan gejala 
yang begitu terasa pada awal menderita penyakit ini. 
Sehingga penderita baru dapat terdiagnosa penyakit ginjal 
kronis ketika melakukan tes darah dengan indikasi-indikasi 
penyakit ginjal kronis yang lebih terlihat. Atau diagnosa 
ditegakkan sebagai hasil faktor resiko dari penyakit lain yang 
sedang diderita seperti tekanan darah tinggi dan diabetes. 
Untuk mengidentifikasi penyakit ginjal kronis diperlukan 
pengklasifikasian menggunakan indikasi-indikasi yang 
menjadi acuan dalam diagnosa penyakit ginjal kronis. 
Penelitian mengenai pengklasifikasian penyakit ginjal 
kronis telah berkembang dari waktu ke waktu [1]. Penelitian 
penyakit ginjal kronis dianggap penting untuk menemukan 
model terbaik dalam mengidentifikasi penyakit ginjal kronis 
dengan indikasi-indikasi yang menjadi penunjang penentuan 
klasifikasi penyakit ini. Penelitian [2] membandingkan 
metode Decision Tree (DT) dan Support Vector Machine 
(SVM) untuk menyelidiki faktor-faktor yang menentukan 
dalam mendeteksi dini penyakit ginjal kronis, dengan tingkat 
akurasi rata-rata yang dihasilkan metode DT lebih tinggi 
daripada SVM. Sedangkan penelitian [3]  menerapkan metode 
Extreme Learning Machine (ELM) dalam mengklasifikasi 
penyakit ginjal kronis dengan hasil akurasi yang dihasilkan 
sebesar 96,7%. Pada penelitian lain [4] peneliti melakukan 
pendeteksian penyakit tiroid dengan menerapkan metode K-
Nearest Neighbor (KNN), tingkat akurasi klasifikasi yang 
dihasilkan cukup tinggi yaitu 93,44%. 
Dari beberapa penelitian tersebut, metode K-Nearest 
Neighbor (KNN) merupakan salah satu metode yang 
menunjukkan tingkat akurasi yang cukup tinggi dalam 
mengklasifikasi penyakit, sehingga kami mengusulkan 
pengimplementasian metode K-Nearest Neighbor (KNN) 
untuk mengetahui bagaimana tingkat akurasi yang akan 
diperoleh ketika diterapkan untuk mengklasifikasi penyakit 
ginjal kronis. 
 
 
II. METODOLOGI PENELITIAN 
 
Metodologi penelitian diperlukan agar penelitian dapat 
berjalan sesuai dengan alur yang telah ditetapkan. Tahapan 
penelitian ini dapat dilihat pada Gambar 1. 
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5. Pasangkan kelas yang bersesuaian, 
6. Tentukan jumlah kelas dari tetangga yang terdekat dan 
tetapkan kelas tersebut sebagai kelas data yang diuji. 
 
Penghitungan jarak yang digunakan dalam K-Nearest 
Neighbor pada penelitian ini menggunakan euclidean 
distance, dengan rumus sebagai berikut [7]: 
 
 
dist ( ) √∑  ( )  (1) 
 
Keterangan: 
 
dist(x1,x2) = Jarak euclidean 
n = Dimensi data 
x1 = Data latih (x1= x11, x12, x13, …, x1n) 
x2 = Data uji/testing (x2 = x21, x22, x23, …, x2n) 
i = 1, 2, …, n 
 
Gambar 1. Tahapan Penelitian 
Ulasan terhadap Gambar 1. dinyatakan berikut ini: 
A. Dataset Penyakit Ginjal Kronis 
Penelitian ini menggunakan dataset sekunder, dataset 
penyakit ginjal kronis diperoleh dari Repository University 
of California  (UCI Repository Machine Learning 
Benchmark) dengan  mengunduh pada  laman 
http://archive.ics.uci.edu/ml/datasets/Chronic_Kidney_Dise 
ases. Dataset penyakit ginjal kronis terdiri atas 400 record 
dengan 24 fitur, memiliki 2 kelas yaitu penyakit ginjal 
kronis dan bukan penyakit ginjal kronis. 
 
B. Pre-processing 
Data penyakit ginjal kronis yang digunakan pada 
penelitian ini memiliki cukup banyak data yang kosong/tidak 
lengkap. Sehingga diperlukan pre-processing data, pada 
penelitian ini pre-processing data yang dilakukan adalah 
dengan melakukan imputasi data menggunakan teknik 
pensubtitusian nilai pada missing value dengan teknik 
penghitungan Mean, Median, Modusdan melakukan 
normalisasi data dengan menggunakan teknik Min-Max 
Scalaruntuk menormalkan data menjadi skala yang sama. 
 
C. Klasifikasi menggunakan K-Nearest Neighbor (KNN) 
 
KNN merupakan metode non-parameter yang 
diperkenalkan oleh Fix dan Hodges pada tahun 1951. Metode 
ini telah banyak digunakan pada klasifikasi dan pengenalan 
pola [5]. KNN bekerja berdasarkan pada jarak terdekat antara 
data latih dan data uji. Pengklasifikasian KNN sangat 
bergantung pada nilai k sebagai penentu jarak terdekat yang 
diambil. Kinerja algoritma ini juga sangat bergantung pada 
kualitas data yang digunakan [6]. KNN memiliki beberapa 
kelebihan misalnya mudah diimplementasikan dan tahan 
terhadap dataset yang besar. 
 
Secara umum, langkah-langkah klasifikasi pada KNN 
yaitu: 
1. Menentukan parameter k, 
2. Menghitung jarak antara data uji dan data latih, 
3. Mengurutkan jarak yang terbentuk (urut naik), 
4. Menentukan jarak terdekat sampai urutan k, 
Langkah-langkah pengklasifikasian penyakit ginjal kronis 
pada penelitian ini ditampilkan pada Gambar 2. diagram alir 
klasifikasi penyakit ginjal kronis. 
 
Gambar 2. Diagram Alir Klasifikasi 
Penyakit Ginjal Kronis 
 
III. HASIL PENELITIAN 
 
Penelitian ini melakukan pembagian dataset penyakit 
ginjal kronis yaitu 70% untuk data pelatihan dan 30% untuk 
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data pengujian. 
 
Hasil pengklasifikasian penyakit ginjal kronis 
menggunakan metode K-Nearest Neighbor ditunjukkan 
pada Tabel 1. confusion matrix sebagai berikut: 
Tabel 1. Confusion Matrix 
Confusion Matrix 
TP TN FP FN 
60 43 16 1 
Tabel 1. menggambarkan hasil confusion matrix yaitu 60 
untuk nilai TP, 43 untuk nilai TN, 16 untuk nilai FP, dan 1 
untuk nilai FN. 
 
Keterangan: 
True Positif (TP) = jumlah data penyakit ginjal kronis 
yang diklasifikasi secara benar. 
True Negatif (TN) = jumlah data bukan penyakit ginjal 
kronis yang terklasifikasi secara benar. 
False Positif (FP) = jumlah data penyakit ginjal kronis 
yang terklasifikasi sebagai 
bukan penyakit ginjal kronis. 
False Negatif (FN) = jumlah data bukan penyakit ginjal 
kronis namun terklasifikasi sebagai 
penyakit ginjal kronis. 
 
Hasil performa klasifikasi penyakit ginjal kronis 
menggunakan metode K-Nearest Neighbor (KNN) 
ditampilkan pada Tabel 2. 
 
Tabel 2. Hasil Performa 
Klasifikasi 
Akurasi Presisi Recall F1-score 
85,83 78,94 98,36 87,52 
 
Hasil klasifikasi penyakit ginjal kronis menunjukkan 
bahwa sistem berhasil melakukan klasifikasi dengan nilai 
akurasi mencapai 85,83%, 78,94% untuk nilai presisi, 
98,36% untuk nilai recall dan f1-score mencapai nilai 
87,52%. 
 
Tingkat kesalahan (error rate) ditunjukkan pada Gambar 
3. Grafik error rate nilai k. 
 
 
 
 
 
 
 
 
 
 
 
Gambar 3. Grafik Error Rate Nilai k 
 
Dari Gambar 3. dapat dilihat bahwa rata-rata 
erroruntuk k=1 sebesar 0,10, namun pada saat k=2 
error menurun dengan perkiraan error sebesar 0,065 
dan merupakan error rate yang terendah. Selanjutnya 
k=3 sampai dengan k=7 error bertambah sampai pada 
rata-rata error sebesar 0,14. Selanjutnya rata-rata error 
naik turun namun cenderung semakin besar nilai k 
semakin tinggi pula rata-rata error. Rata-rata error 
semakin tinggi dan kenaikan lebih stabil dimulai pada 
k=25 sampai pada k=39. Dapat disimpulkan bahwa 
semakin besar nilai k maka rata-rata error semakin 
tinggi meskipun pada saat nilai k kecil terdapat 
penurunan rata-rata error yang tidak beraturan. Rata-
rata error terendah terdapat pada nilai k=2 dan rata-rata 
error tertinggi terdapat pada nilai k=39. 
 
Selanjutnya, plot klasifikasi kelas ditunjukkan pada 
Gambar 4. sebagai berikut: 
 
 
Gambar 4. Plot Klasifikasi Kelas 
 
 
Gambar 4. menunjukkan plot klasifikasi kelas klasifikasi 
penyakit ginjal kronis dan bukan penyakit ginjal kronis. Daerah 
yang berwarna merah merupakan plot kelas penyakit ginjal 
kronis (CKD) dan daerah yang berwarna hijau merupakan plot 
kelas bukan penyakit ginjal kronis (notCKD). Plot klasifikasi 
dua kelas ini berdasarkan pada nilai k=1 sampai pada k = 40. 
 
I. KESIMPULAN 
 
Penelitian klasifikasi penyakit ginjal kronis menggunakan 
metode K-Nearest Neighbor (KNN) memberikan hasil yang 
cukup tinggi dengan akurasi sebesar 85,83%, sehingga dapat 
dikatakan metode K-Nearest Neighbor (KNN) cukup baik untuk 
digunakan dalam pengklasifikasian dataset penyakit ginjal 
kronis. Namun tingkat keakuratan tergolong masih rendah, 
penelitian selanjutnya sebaiknya mengkombinasikan metode lain 
untuk optimasi KNN dalam menemukan nilai k optimal dan 
untuk meningkatkan akurasi pengklasifikasian penyakit ginjal 
kronis. 
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