1• Introduction
In this paper we prove a general expansion formula for the determinant of a Hessenberg (almost triangular) matrix, and show how it may be used to On a sequential computer this problem is O(N^). We will show that on an 4 2 MIMD computer with 0(N ) processors this problem is O(log N), and that on an SIMD machine with N processors the problem is 0(N). The speedup, defined as sequential time/parallel time, is then (N/log N) and N, respectively. Although the MIMD algorithm is faster under the assumption that we have sufficiently many processors, it is not practical for use in current or planned computer systems.
Other applications of the determinant theorem include locating roots of analytic functions and proving doubling formulas for linear recurrences with constant coefficients. The subscript M will be omitted when no ambiguity will result.
It should be observed that is an upper Hessenberg matrix whose main diagonal agrees with that of M. 
Remarks: In applications we will be primarily interested in K^(l ,n) -det(M).
The above expansion is a doubling formula, as may be seen by considering s = r+i-1, t « r+2i-1. To find K(r,r+2i-1), a 2ix2i determinant, requires the determinants of lower Hessenberg matrices no larger; than ixi.
The theorem could be proven by applying the Laplace expansion to the first s-r+1 rows of K^rjt), but the resulting summation is not easily seen to be (2.2). We hope to make this fact transparent with the following proof, prefixed by two lemmas.
Lemma 2.1. If M is an nXn lower Hessenberg matrix and if 1 £ r £ s £ n, Lemma 2.2. If 1 £ r £ s < s+1 £ t £ n, then
Proof. In the lefthand side of (2.5), replace K(s+l,t) with its expansion from (2.3), and combine the summations to obtain
This double summation may be rewritten as
Now use (2.3) to reduce the first summation to K(r,s+1) K(s+2,t), yielding the result• Proof of Theorem 2.1, If s»t, the result is trivial, so assume that t £ s+1.
Now apply (2.5) as many times as possible to the righthand side of (2.2), reducing it to
Since K(t,t) « M(t,t) and K(t+l,t) « 1, this becomes
which is K(r,t) by (2.4). QED Corollary 2.1. Ifl £r£s£t^n and M is tridiagonal, then For a special class of lower Hessenberg matrices, Theorem 2.1 takes a particularly elegant form. 
It then follows from (2.3) and (2.4) that K^, "-l^.
We now consider the case where M is a normalized band matrix.
Theorem 2,3. If M is normalized, M(i,j) « 0 for i-j 5K k, and ifl ^r^s^t^n,
where p « min(k-1,t-r) max(0, i-(s-r+l)).
Proof. Note that there are only k+1 diagonals that are non-zero. The formula may then be constructed from (2.2). QED Finally, we note that the definitions and theorems of this section may be altered slightly to provide a similar treatment for the permanent of a Hessenberg matrix. In (2.1), change fl det lf to "per 11 and in all other places change lf -M(k,k+l)" to "M(k,k+1)".
Application to Calculating Linear Recurrences on Parallel Computers
We now show how the results of Section 2 may be used to solve a general initial value linear recurrence problem. We also indicate methods of th solving boundary value problems and k order linear recurrences.
Algorithms for the three basic types of machines, sequential, SIMD and MIMD, are given and analyzed. In the general recurrence problem a 2 speedup of N/2 is possible for SIMD machines, and (N/logN) for MIMD th machines. For k order recurrences the speedup is N/logN for each type.
Suppose we are given a function H defined on Z, the set of integers, and a function A defined on Z X Z, with A(i,i+1) ^ 0 for -1 £ i. Then there is a unique sequence y defined on Z such that
As may be seen, there is no loss of generality in assuming that A(i,i+1) = 1 for -1 £ i, and we will do so. This requires N(N41 )/2 multiplications and an equal number of additions, 2 so our problem is 0(N ) for a one processor machine.
For an SIMD machine with N processors we can easily define an algor ithm which requires 2N arithmetic steps. This is a columnwise algorithm; the previous one is rowwise.
The notation used here is a pseudoAlgol language due to Stone [St73] in which the notation (r ^ j £ s) after a statement means that the statement should be executed in parallel for all values of j in the interval. Define Q(r,s,t) to be a procedure which computes K^rjt) by (3.4). The total number of multiplication steps for the loop is 2n, and the total number of addition steps is n , S (riog ? ((2 K: -1)+2)] + ïlog 9 ((2 -1)+1)1)
Thus the total number of arithmetic steps is n +4n+2 -0(log N), which gives 2 a speedup of (N/logN) over the standard serial algorithm. This requires 4 0(N ) processors, and so is not intended to be practical.
It should be observed that the above algorithm generates more information than is necessary. For instance, the final loop (i -2 n -l) may be shortened to K(l,1+i+j) Q(1,1+i,l+i+j), (1 * j * i+1);
This does not, however, reduce the time estimate for MIMD machines. Also note that B and K fi may be stored in the upper and lower triangular portions, respectively, of an (N+1) x (N+1) matrix.
We summarize our results as a theorem.
Theorem 3.2. The first N terms of the sequence defined by (3.1) may be 2 computed in O(log N) steps on an MIMD machine with sufficienctly many pro-
cessors. This provides a speedup of (N/logN) over serial machines.
Parallel algorithm 2 cannot be efficiently adapted to SIMD machines.
For instance, the modification for i := 1 step i+1 until N-1 do for j := 1 step 1 until i+1 do K(r,r+i+j) :« Q(r,r+i,r+i+j), (1 £ r £ ttfl-i-j); is 0(N log N).
We now consider an important special case of (3.1), a homogeneous k t^1 order sequence, k ^ 1.
The usual formulation gives y(i) « H(i-1) for 0 £ i £ k-1, which is included in (3.5). It is also possible to solve boundary value problems using (3.6).
This involves solving an additional system of linear equations to find the appropriate starting values of y.
Other Applications
We first consider some classical results concerning power series and analytic functions and show how the results of Sections 2 and 3 may be applied.
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Theorem 4. Doubling formulas for the Bernoulli sequence are given in [Tr66] .
Finally, the Bernoulli numbers B^ and the Euler numbers E n have representations as lower Hessenberg determinants [Mu23] , [Mu30] . The results of Section 2 may again be used to derive doubling formulas.
