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Sum m ary
Recent advancement in hiiman-computer interaction technologies goes beyond the 
successful transfer of data between human and machine by seeking to improve the 
naturalness and friendliness of user interactions. The user’s expressed emotion plays 
an important role by allowing people to express themselves beyond the verbal domain.
In the field of emotion recognition, most of the research is based on imimodal approaches 
and less progress has been made in terms of multimodal approaches. This thesis aims 
to achieve better emotion classification by adopting an audio-visual approach. For 
this purpose, the Surrey Audio-Visual Expressed Emotion database (SAVEE) has been 
recorded from four English male speakers. The database consists of 480 British English 
utterances in seven emotions (Ekman’s six basic emotions plus neutral). The sentences 
were chosen from the TIMIT corpus and were phonetically-balanced for each emotion. 
The data were processed and labelled. The quality of recordings was evaluated in 
terms of expressed emotions by 20 subjects (10 male, 10 female). Average subjective 
classification accuracy of 67% was achieved with audio, 88% with visual, and 92% 
with audio-visual data for the seven emotions. Results indicated good agreement with 
the actor’s intended emotions over the database.
As a first step, speaker-dependent emotion classification was performed to develop a 
baseline method for audio-visual emotion classification, and to investigate different ways 
of audio-visual fusion. The method consisted of feature extraction (audio and visual), 
feature selection by Plus Z-Take Away r  algorithm, feature reduction by Principal 
Component Analysis (PCA) or Linear Discriminant Analysis (LDA), and classification 
by Gaussian classifier. Audio-visual fusion at decision level performed better than fusion 
at feature level and after feature selection. Audio features incorporated pitch, duration, 
energy and mel frequency cepstral coefficients (MFCCs), and visual features were based 
on the 2D marker coordinates. Features were selected using three different criteria: 
Bhattacharyya distance, Mahalanobis distance, and KL-divergence. The Mahalanobis 
distance performed better than the other two criteria. In general, LDA performed 
better than PC A, and an average classification accuracy of 61 % was achieved with 
audio, 99% with visual, and 99% with audio-visual (decision-level fusion) for seven 
emotions using the SAVEE database. These results were achieved with the features 
selected by Mahalanobis distance.
Speaker-independent experiments were performed on two databases: Berlin and
SAVEE. The Berlin database has audio recordings in seven emotions, and has been 
widely used for audio emotion analysis. Additional audio features were extracted 
related to intensity, loudness, probability of voicing, line spectral frequencies and zero- 
crossing rate, and visual features including marker angle and PCA features. The 
extracted features were speaker-normalised, and classification was performed with two 
methods: Gaussian classifier and SVM. For the Berlin database, the best performance 
achieved with the Gaussian classifier was 86 % and with the SVM classifier was 87 % for 
seven emotions. For the SAVEE database, the SVM classifier performed much better 
than the Gaussian classifier, and the polynomial kernel performed better than the RBF 
kernel. The performance of features selected by Mahalanobis distance was better than 
those selected by Bhattacharyya distance. For seven emotions, average classification
accuracy achieved with the SVM classifier was 67 % for audio, 68 % for visual, and 87 % 
for audio-visual (feature-level fusion).
The subjective, speaker-dependent and speaker-independent experiments indicate that 
the SAVEE database contains good quality recordings of expressed emotions. The 
results indicate that both audio and visual modalities play an important role to convey 
emotions, and better emotion classification is achieved with the bimodal approach.
K ey w ords: multimodal emotion analysis, data recording, facial expressions, feature 
selection, audio-visual fusion, SVM
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Introduction
1.1 M otivation
The interaction between human and machine is becoming more interesting with the 
development in technology. For reliable communication between human and machine, 
it is important that machines are able to recognize human emotions and respond 
accordingly. Most current techniques of human emotion recognition are based on 
a single modality. However, we have adopted an audio-visual approach to achieve 
higher performance. The following sections provide the problem statement, potential 
applications and state of the art techniques for emotion classification.
1.1 .1  P ro b lem  sta tem en t
Recent advancement in the human-computer interaction (HCI) technology goes beyond 
the successful transfer of data between human and machine by seeking to improve the 
naturalness and friendliness of user interactions. The user’s expressed emotion plays 
an important role in this regard by allowing people to express themselves beyond the 
verbal domain. Speech is the primary means of communication between human beings, 
and if confined in meaning to the explicit verbal content of what is said, it does not 
by itself carry all the information conveyed. Additional information includes vocalised 
emotions, facial expressions, hand gestures and body language as well as biometric
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indicators (Kessous et al., 2010; Sebe et al., 2005).
From the human perspective, an HCI system enriched with emotional intelligence 
must have the capability of affective interaction with humans. The human-machine 
interaction will be more natural and attractive if machines have the ability to perceive, 
interpret, express and regulate emotions (Picard, 1997). Fi'om a machine’s point 
of view, recognition of the user’s expressed emotion can improve the reliability of 
communication in dialogue (Cowie et ah, 2001).
Most research in the field of emotion recognition is based on using a single modality 
(e.g., audio or visual), and less progress has been made in terms of multimodal 
approaches. This thesis aims to achieve better emotion classification by combining 
the audio and visual modalities. For this purpose, an audio-visual expressed emotion 
database has been recorded from four speakers in seven emotions. The fusion of two 
modalities has resulted in better performance for both the speaker-dependent and 
sp eaker-indep endent scenarios.
1.1 .2  P o te n tia l a p p lica tio n s
Automatic emotion recognition has many important applications including emotional 
intelligent systems for customer services, call centres, affect-sensitive automobile 
systems, and game and entertainment industries (Zeng et ah, 2009). For more natural 
human-computer interaction, an intelligent system should be able to detect human 
emotions and respond accordingly to fulfil the user’s needs within the context of 
her/his actions.
Multimodal intelligent HCI systems of different types have been developed for various 
applications. The Gaze-X system has been designed for standard office scenarios (Maat 
and Pantic, 2006). An interface is adopted to support the user in her/his activities by 
integrating human modalities (speech, eye gaze direction, facial expressions), and HCI 
modalities (mouse movements, keystrokes and active software). The system uses facial 
expressions to recognize seven emotions. Kapoor et al. (2007) developed a multimodal 
system to detect frustration. In the automated Learning Companion application, 
knowledge about the learner’s satisfaction was used to keep her/him  engaged. The
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system consisted of two cameras, a pressure sensing chair, a pressure mouse, and a 
wireless skin conductance device.
Nasoz et al. (2010) proposed a multimodal car interface that can recognize and adapt 
to the driver’s emotions to enhance driving safety. The system recognizes neutrality, 
panic/fear, frustration/anger, and boredom/ sleepiness emotions using physiological 
signals (skin conductance, heart rate and temperature). Lisetti et al. (2003) developed 
a multimodal intelligent interface for tele-home healthcare to recognize patient 
emotions using the same physiological signals. Their system was used to classify five 
emotions: anger, fear, frustration, sadness and neutral.
The intelligent HCI system of Duric et al. (2002) combined perceptual processing, 
behavioural processing, embodied cognition and adaptive interface modules. The 
perceptual processing (lower arm movements, images of face and eyes, and mouse 
gestures), behavioural processing (keyboard and mouse), and embodied cognitive 
modules adapt an interface for user satisfaction. The interface can be adapted to 
highlight specific information, simplify the interface, and provide clarification on some 
misunderstandings. The system can be used for many applications including radar data 
reading and medical diagnostics.
Sensitive Artificial Listeners are virtual agents developed under the SEMAINE project 
consortium (Schroder et ah, 2009). These agents keep user’s engaged in conversation by 
detecting their emotions through speech, facial expressions, head shaking and nodding, 
and providing feedback or saying something when necessary. The system has four 
characters with different emotional personalities: Poppy (happy). Spike (aggressive), 
Obadiah (gloomy), and Prudence (pragmatic).
Some of these speaker-dependent systems utilise facial expressions (Maat and Pantic,
2006), while others are based on physiological signals (Lisetti et ah, 2003; Nasoz 
et ah, 2010). It is suggest that the performance of these systems can be improved 
by integrating information from different modalities.
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1.1 .3  S ta te  o f  th e  art
The field of emotion recognition has attracted researchers from various disciplines in­
cluding psychology, linguistics, engineering and computer science. Current research has 
made significant progress in several areas including acquisition of emotional databases, 
feature extraction and selection, and classification and fusion of modalities (Zeng et ah, 
2009).
Previous studies have mainly focused on using a single channel of information (e.g., 
speech, facial expressions) for emotion recognition. The modalities have largely been 
treated independently and the interrelation between them has not been explored. In 
actual fact, speech and facial gestures are highly correlated and coordinated, and 
the relationship between these two modalities is affected by emotions and linguistic 
content (Busso and Narayanan, 2007). Humans express their emotion through both 
speech and gesture, and it has been suggested that an ideal emotion recognizer should 
be based on multimodal information (Pantic et ah, 2005a; Sebe et ah, 2005).
The first step towards the development of an emotion recognition system is to have good 
quality emotional data. The performance of an emotion recognizer is greatly influenced 
by the quality of data used to build its representation of human emotions. Popular audio 
databases include the AIBO Corpus, Berlin Emotional Speech Database (EMODB) 
and Danish Emotional Speech Database (Batliner et ah, 2004; Burkhardt et ah, 
2005; Engberg and Hansen, 1996). Visual databases include the Cohn-Kanade and 
MMI databases (Kanade et ah, 2000; Pantic et ah, 2005b). Examples of audio­
visual databases are GEMEP, Facial Motion Capture database, lEMOCAP, Belfast 
Naturalistic database and HUMAINE database (Banziger et ah, 2006; Busso and 
Narayanan, 2007; Busso et ah, 2008; Douglas-Cowie et ah, 2003, 2007). These databases 
are either acted or natural. Natural databases have some limitations due to the 
uncontrolled environment including position of the data capture equipment, lexical 
and emotional content, and the acoustic and visual backgrounds. Open distribution 
of natural databases is normally prevented due to copyright and privacy issues (Cowie 
et ah, 2005; Douglas-Cowie et ah, 2007). On the other hand, acted databases are 
recorded in a controlled lab environment with high quality equipment, and the data
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can be controlled in terms of emotional and lexical content, the number of speakers 
and gender (Banziger et ah, 2006; Busso et ah, 2008).
Audio and visual features of different types have been investigated for the analysis 
of emotion. Important acoustic features include pitch, energy, duration, spectral 
energy distribution, formants, and mel frequency cepstral coefficients (MFCCs). These 
features have been extracted both at utterance-level (Hassan and Damper, 2009; 
Ververidis and Kotropoulos, 2005; Vidrascu and Devillers, 2005), and at frame- 
level (Kao and Lee, 2006; Lin and Wei, 2005; Neiberg et ah, 2006). Some studies have 
suggested the use of both acoustic and linguistic features can improve the classification 
performance (Batliner et ah, 2003; Lee and Narayanan, 2005; Schuller et ah, 2005a; 
Seppi et ah, 2008). The automatic extraction of linguistic features is a difficult task, 
and therefore most audio emotion recognizers are based on acoustic features. Vision- 
based emotion recognition is primarily based on facial expressions, since the face plays 
the most important role in conveying emotion. Facial features can be divided in two 
categories: geometric and appearance (Pantic and Bartlett, 2007). Geometric features 
include the shape of facial components (e.g., mouth, eyes) and the location of salient 
facial points (e.g., mouth, corners of eyes). Appearance features represent facial 
texture which includes wrinkles and furrows. Geometric feature-based methods include 
those of Busso et ah (2004), Chang et ah (2006), Pantic and Bartlett (2007), and 
Kotsia and Pitas (2007). The techniques based on appearance features include those 
of Bartlett et ah (2006), Littlewort et ah (2007), and Whitehill and Omlin (2006). 
Some studies suggest that using both geometric and appearance features can enhance 
the performance of an automatic emotion recognition system (Lucey et ah, 2007; Tian 
et ah, 2005).
In the field of pattern recognition, feature selection and reduction are commonly used 
to discard uninformative, redundant and noisy information. The processes of feature 
selection and reduction improve both the classification accuracy and computational 
efficiency. For emotion recognition, different types of feature search technique have 
been used including sequential forward selection (SFS) (Hassan and Damper, 2009; Lin 
and Wei, 2005), sequential backward selection (SBS) (Busso et ah, 2004; Pao et ah,
2007), sequential floating forward selection (SFFS) (Hu et ah, 2007; Lugger and Yang,
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2009), genetic algorithms (Casale et ah, 2007) and best-first (Gunes and Piccardi, 2005). 
The SFS is a bottom-up search method which starts by selecting the best feature, and 
the size of feature set grows by selection from the remaining candidates based on a 
performance criterion. On the other hand, SBS is a top-down process. It starts from 
the whole set of features and at each step a feature is discarded tha t is least useful. The 
SFFS search offers benefits of both SFS and SBS by adding useful features through SFS 
and discarding the worst features through SBS. The best-first method has both options 
to search forward or backward at any given point in the search. Feature reduction 
techniques include PCA (Bartlett et al., 2005; Busso et al., 2004; Kim et al., 2006) and 
LDA (Kim et al., 2006). Both PCA and LDA are linear feature reduction techniques, 
but PCA is non-parametric and no prior class information is incorporated, while LDA 
maximises the ratio of between-class variance to within-class variance for the optimal 
separation between classes.
The choice of classifier plays an important role in any pattern recognition problem. 
Commonly used classifiers in the field of emotion recognition include Gaussian mixture 
model (GMM) (Luengo et al., 2005; Neiberg and Elenius, 2008), hidden Markov 
model (HMM) (Lee et al., 2004; Lin and Wei, 2005), neural network (NN) (Bhatti 
et al., 2008; Petrushin, 1999), support vector machine (SVM) (Ashraf et al., 2007; 
Whitehill and Omlin, 2006), and adaptive boosting (AdaBoost) (Bartlett et al., 2005; 
Whitehill and Omlin, 2006). It has been observed that in different scenarios these 
classification techniques have outperformed one another. However, many studies have 
used SVM for classification and competitive performance has been achieved compared 
to other techniques (Borchert and Düsterhôft, 2005; Luengo et ah, 2005; Whitehill 
and Omlin, 2006). Multimodal approaches have been adopted to improve the emotion 
classification by fusion of data at three levels; feature-level (Busso et ah, 2004; Kessous 
et ah, 2010; Schuller et ah, 2007a), decision-level (Castellano et ah, 2007; Zeng et ah, 
2007b), and model-level (Petridis and Pantic, 2008; Sebe et ah, 2006; Zeng et ah, 2005b). 
Feature-level fusion suffers from high dimensionality, and different time scales and 
metric levels of the multimodal data. Decision-level fusion overcomes these problems, 
but the mutual correlation information is lost due to the assumption of independence 
between modalities. Model-level fusion utilises the correlation information with a
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relaxed synchronisation.
1.2 Our A pproach
In recent years, significant progress has been made in the field of emotion recognition 
but still most existing techniques are based on a single modality. Since humans 
convey emotions through difierent modalities (e.g., speech and facial expressions), it 
is important to exploit multimodal information for reliable recognition of emotions. 
This thesis contributes by adopting an audio-visual approach for emotion classification 
through the following steps:
• The Surrey Audio-Visual Expressed Emotion (SAVEE) database has been 
recorded from four English male speakers in Ekman's six basic emotions plus 
neutral speech. The SAVEE database consists of phonetically labelled audio 
and 2D facial marker coordinates. Subjective evaluation of the database by 
twenty subjects showed that it contains high-quality recordings of expressed 
emotions.
• Multimodal emotion classification has been performed in the speaker-dependent 
scenario using the SAVEE database. The method performs feature extraction, 
feature selection, feature reduction, and classification. Feature selection was 
performed based on three criteria, and the two modalities were fused at four levels. 
These experiments provide a baseline system for speaker-independent classifica­
tion, and the method can also be useful for single-speaker applications (Lisetti 
et ah, 2003; Maat and Pantic, 2006; Nasoz et al., 2010).
• Emotion classification has been performed in the speaker-independent scenario 
using the EMODB. The purpose of these experiments was to compare the 
performance of our method with those of other researchers. Comparable or even 
better performance was achieved for the seven emotion classes.
• For the speaker-independent scenario, larger sets of audio and visual features 
have been extracted from the SAVEE database. The audio and visual features
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were speaker normalised, and audio-visual fusion was performed both at feature- 
level and at decision-level for the multimodal emotion classification. The 
classification performance of the bimodal system was much better as compared 
to the unimodal (audio or visual) systems.
1.3 O rganisation  o f th esis
The remainder of this thesis is organised as follows:
C h a p te r  2 presents the background of emotion recognition. The first part of the 
chapter discusses different theories of emotion, which is followed by a description of 
audio, visual, and audio-visual databases that have been captured for the analysis of 
emotion. The remaining sections discuss the extraction of audio and visual features, 
feature selection, feature reduction, and classification and fusion of modalities.
C h a p te r  3 introduces the SAVEE database that has been recorded from four English 
male speakers in seven emotions. The corpus design section provides detail about the 
selection of subjects, emotion categories and lexical content. The next section discusses 
the data recording process by providing detail about the design of emotion and text 
prompts, the data capture system and recording procedure. The following sections 
discuss data processing and annotation, subjective quality evaluation and database 
dissemination.
C h a p te r  4 describes speaker-dependent audio-visual emotion classification using 
the SAVEE database. The first section explains the method adopted for emotion 
classification, which consists of feature extraction, feature selection, feature reduction, 
and classification and fusion of modalities. The second section compares the 
performance of three feature selection criteria. The next section explores audio­
visual fusion at four levels, including feature-level, after feature selection, after feature 
reduction, and decision-level, using the data of a single speaker. This is followed by 
speaker-dependent audio, visual, and audio-visual emotion classification using all four 
speakers’ data from the SAVEE database.
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C h a p te r  5 describes speaker-independent emotion classification. The first two sections 
discuss the extraction of audio and visual features, and feature normalisation. The 
next section describes classification results for the EMODB, and provides details of the 
method, analysis of results and comparison with those of other researchers. The rest of 
the chapter provides detail of the audio, visual and audio-visual emotion classification 
results on the SAVEE database. The features were selected using two criteria, and 
audio-visual fusion was investigated both at feature-level and decision-level.
C h a p te r  6 concludes this thesis by describing the summary, publications during the 
course of this study and future work.
C hapter 2
Background
2.1 In trodu ction
The goal of this chapter is to provide a summary of research in the field of human 
emotion recognition using audio, visual, and audio-visual information. We first discuss 
theories of emotion, followed by emotional databases (audio, visual and audio-visual) 
that have been recorded for the analysis of human affect behaviour. The next section 
explores various lands of audio and visual features that have been investigated by 
researchers for emotion recognition. The feature extraction is followed by feature 
selection and reduction techniques, which are used to reduce the dimensionality of data 
for computational efficiency and improved performance. At the end of this chapter, 
different classification techniques and fusion methods to combine the audio and visual 
modalities are discussed.
2.2 T heories o f em otion
Theories of emotion can be divided into three main categories tha t deal with the 
description and structure of emotion in psychological research. In the design of an 
automatic emotion recognition system, the formulation of emotion plays an important
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role by providing information about the structure of emotion that needs to be 
recognized.
Emotion has been described by many psychologists in terms of discrete theories (Ortony 
and Turner, 1990), which are based on the assumption that some universal basic 
emotions exist, although their number and type varies from one theory to another. 
Most popular example of this description is the classification of basic emotions into 
anger, disgust, fear, happiness, sadness and sm'prise. This idea was mainly supported 
by cross-cultural studies conducted by Ekman (Ekman, 1994; Ekman et al., 1987) who 
discovered that human perception of some basic facial expressions was the same in 
different cultures. Most research in the field of emotion recognition is influenced by 
discrete theories of emotion, and has focused on recognizing these basic emotions (Zeng 
et al., 2009). The advantage of the discrete approach is that in daily life people normally 
describe observed emotions in terms of discrete categories, and the labelling scheme 
based on this approach is much clearer. However, the categorical approach is unable 
to describe the range of emotions that occur in natural human interaction. Humans 
exhibit emotions in their daily communication in a pragmatic and context-sensitive 
way (Pantic et al., 2005a), and these parameters need to be considered in the selection 
of emotion categories.
The second well-established theory of human emotion is known as the dimensional 
theory (Plutchik, 2001; Russell et al., 1981; Scherer, 2005), which describes emotions 
in terms of a small set of dimensions rather than discrete categories. These 
dimensions include evaluation, activation, intensity and control. Evaluation and 
activation are the two main dimensions to describe the main aspects of emotion. The 
evaluation dimension (from pleasant to unpleasant) measures human feeling, whereas 
the activation dimension (from active to passive) measures the likelihood of the human 
taking action under an emotional state. The circumplex model of Plutchik (2001) 
describes emotions in three dimensions. The eight basic emotions are organised on a 
colour wheel such that similar emotions are placed close together, while the opposite 
emotions are 180 ° apart. The third dimension describes the intensity of emotions. The 
emotion distribution in two dimensions is summarised in Figm-e 2.1, which is based on 
the research of Russell et al. (1981) and Scherer (2005).
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(ACTIVATION)
ACTIVE
Anger, Disgust, 
Hostility, Fear
UNPLEASANT-
Sadness, Boredom, 
Shame, Depression
Happiness, Pleasure, 
Excitement, Satisfaction
Neutral
PLEASANT (EVALUATION)
IV
Relaxation, Contentment, 
Hope, Interest
PASSIVE
Figure 2.1: Distribution of emotions in a 2D space, after Russell et al. (1981) and 
Scherer (2005). The intersection of the two dimensions indicates the neutral state.
The first quadrant consists of happiness, pleasure, excitement and satisfaction; the 
second quadrant contains anger, disgust, hostility and fear; the third quadrant 
consists of sadness, boredom, shame and depression; and the fourth quadrant contains 
relaxation, contentment, hope and interest. The point of intersection of the two 
dimensions represents the neutral state. The dimensional representation makes it 
possible for evaluators to label a range of emotions. In this method, high-dimensional 
emotional states are projected onto a 2D space, which results in some loss of 
information. In the 2D space, it is difficult to differentiate between some emotions, 
e.g., anger and fear, while others lie outside the 2D space, e.g., surprise. In order to 
use the dimensional approach for data labelling, e.g., using the Feeltrace system (Cowie 
et al., 2000), the training of evaluators is necessary, which is not the case for the discrete 
approach. In the case of the dimensional approach, the results from different evaluators 
may be more inconsistent compared to the discrete approach.
The third theory of emotion in modern psychology is derived from the dimensional 
theory, and is known as the appraisal theory (Scherer, 1999). According to this theory, 
for a person to experience an emotion, an event or object must be appraised which 
directly affects the person in some way. Appraisal is an unconscious process that
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produces emotions by evaluating an event along a number of dimensions including 
novelty, intrinsic pleasantness, goal significance, coping potential and compatibility with 
standards. The implementation of this framework for automatic emotion recognition, 
however, remains challenging (Sander et al., 2005).
2.3 E m otional databases
The first step towards the design of an automatic emotion recognizer is to gather 
sufficient data that spans the variety and range of emotion expressions. This is an 
important factor upon which the performance of an emotion recognition system depends 
because the emotional database is used to build its representation of human emotions. 
It is difficult to collect spontaneous emotional data because they are relatively rare, 
short lived and involve ethical issues. D ata recording in a real scenario is a challenging 
task: the recorded data may be noisy and content is normally unbalanced in terms of 
emotion categories and phonetic coverage (Busso et al., 2008). Spontaneous emotional 
data labelling can be expensive, time consuming and prone to errors. These hurdles in 
the recording and labelling of spontaneous emotional data make it difficult to analyse 
emotions in natural environments. For this reason, most research is based on acted 
emotions. Acted databases are recorded by asking professional actors (or sometimes 
non-actors) to express different emotions in front of a camera and/or a microphone. 
The recording is performed in a controlled laboratory environment to achieve high- 
quality audio and visual data. Acted databases have the advantage tha t content can 
be controlled in terms of phonetic coverage and emotion categories (Banziger et al., 
2006; Busso et al., 2008; Zeng et al., 2009).
It has been found in some studies that acted emotions are different from the spontaneous 
ones in terms of audio profile and visual appearance. Mathon and de Abreu (2007) 
observed a perceptual difference between the acted and natural speech, and listeners 
were able to differentiate between them. Audibert et al. (2010) performed an intra­
pair comparison of monosyllabic acted vs. natural emotions, and the difference in pitch 
level was observed for the same speaker in similar settings. For facial expressions, 
differences were observed in terms of dynamics and muscle movement between the
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acted and natural emotions (Ekman and Rosenberg, 2005). It has been observed in 
some studies that spontaneous smiles are smaller in amplitude, longer in total duration 
and slower in onset and offset times compared to the acted smile (Cohn and Schmidt, 
2004; Valstar et al., 2007). In general, acted emotion expressions are more exaggerated 
than the natural ones, yet offer good quality data in constrained scenarios. On the 
other hand, in a natural environment the data may suffer from noise and occlusion, 
and emotions are normally complex in natural human-computer interaction (Cowie 
et al., 2005).
Emotional behaviour databases in audio, visual and audio-visual modalities have been 
recorded for the investigation of emotion. Some of these databases are natural, while 
others are acted or elicited, as listed in Table 2.1. Many audio emotional databases 
have been recorded for the analysis of vocal expressions of emotions. Some of them 
have been described above and a more detailed list can be found in Douglas-Cowie et al.
(2003). In the case of acted databases, a set of utterances which may include words, 
sentences and passages is selected and actors are asked to express them in specific 
emotions (Burkhardt et al., 2005; Engberg and Hansen, 1996). Natural databases 
have been recorded in different scenarios, including human-computer interaction (Lee 
and Narayanan, 2005), meetings (Burger et al., 2002), asking subjects to recall 
their personal experiences (Douglas-Cowie et al., 2003), assigning tasks and patient 
interviews (Hansen and Bou-Ghazale, 1997).
The Berlin Database of Emotional Speech (Burkhardt et al., 2005) is an acted database, 
which consists of recordings from 10 actors (5 male, 5 female). The data consist of 
10 German sentences recorded in anger, boredom, disgust, fear, happiness, sadness 
and a neutral state. The database contains a total of 493 utterances. The AIBO 
database (Batliner et al., 2004) is a natural database of recordings from children 
interacting with a robot. It has 110 dialogues with 29200 words. The emotion categories 
include anger, bored, emphatic, helpless, ironic, joyful, motherese, reprimanding, rest, 
surprise and touchy. The data were labelled based on listeners’ judgements. The 
ISL meeting corpus (Burger et al., 2002) is a natural audio database composed of 
recordings from 18 meetings with 5 persons per meeting on average. Three emotion 
categories (negative, positive and neutral) were labelled based on listeners’ judgements.
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The Hebrew emotional speech corpus (Amir et a l , 2000) is an example of a semi­
natural database, where subjects recalled their personal experience involving each 
emotion. It has data from 61 speakers (60 Hebrew and 1 Russian) expressing anger, 
disgust, fear, joy, sadness and neutral emotions. The SUSAS database (Hansen and 
Bou-Ghazale, 1997) contains both the acted (talking styles, single tracking task and 
Lombard effect) and natural data (dual-tracking computer tasks, subject motion-fear 
tasks, patient interviews) from 32 speakers (19 male, 13 female). The database consists 
of 16000 isolated-word utterances in five stress domains: i) talking styles (slow, fast, 
soft, loud, angry, clear, question), ii) single tracking task and Lombard effect, iii) dual­
tracking computer tasks, iv) subject motion-fear tasks (g-force, Lombard effect, noise, 
fear), v) patient interviews (depression, fear, anxiety). The Lombard effect can occur 
when speaking in the presence of background noise, whereby speech production is 
altered in order to communicate more effectively in the noisy environment. For the 
g-force motion task, two rides from an amusement park were chosen, the “free fall” 
and “scream machine”. In the “free fall” , a car with an upright seated position was 
raised vertically to 130 feet, where it stayed for several seconds before being released. 
It dropped vertically downward for about 100 feet, before rolling onto a horizontal 
track. The duration of the ride was about 60 seconds. The “scream machine” was a 
roller-coaster, where most of the ride consisted of large vertical movements with small 
lateral movement during calm periods between drops. The duration of the ride was 
about 90 seconds.
Facial expression databases have been recorded for the analysis of facial emotional 
behaviour. Some of them are listed in Table 2.1. The majority of these databases 
are acted and consist of six basic facial expressions. Most facial expression databases 
contain 2D images and/or videos (Gunes and Piccardi, 2006; Kanade et a l ,  2000; 
Lyons et a l ,  1998; O’Toole et a l , 2005; Pantic et a l ,  2005b), but with the 
development of technology, 3D databases of facial expression have been recorded in 
recent years (Savran et a l , 2008; Yin et a l , 2006, 2008). The Cohn-Kanade facial 
expression database (Kanade et a l ,  2000) is a popular acted database, which has 
recordings from 210 adults in six basic emotions and Action Units. The data were 
labelled using the Facial Action Coding System (FACS).
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Table 2.1: Audio and/or visual emotional databases. The six basic emotions are anger, 
disgust, fear, happiness, sadness and surprise.
D atab ase E lic ita tio n  m eth o d Size E m otion  categories
A udio  em otional da tabases
AIBO database 
(Batliner et al,, 
2004)
Natural: children 
interaction with a 
robot
110 dialogues, 
29200 words
Anger, boredom, emphatic, 
happiness, helpless, ironic, 
motherese, reprimanding, 
rest, surprise, touchy
Berlin database 
(Burkhardt et al., 
2005)
Acted 493 sentences; 
10 actors
Anger, boredom, disgust, 
fear, happiness, sadness, 
neutral
Call centre 
database (Lee and 
Narayanan, 2005)
Natural:
human- computer 
dialogue at a call 
centre
1187 calls, each 
having an average 
of 6 utterances; 
7200 utterances
Negative, non-negative
Danish Emotional 
Speech Database 
(Engberg and 
Hansen, 1996)
Acted 10 minutes;
4 actors; 2 words, 
9 sentences,
2 passages
Anger, happiness, sadness, 
surprise, neutral
Hebrew emotional 
speech corpus 
(Amir et al., 2000)
Semi-natural: 
subjects asked to 
recall their personal 
experience involving 
each emotion
61 speakers;
60 Hebrew and 
1 Russian
Anger, disgust, fear, joy, 
sadness, neutral
ISL meeting 
corpus (Burger 
et al., 2002)
Natural: meeting 
corpus
18 meetings; 
average: 5 persons 
per meeting
Negative, positive, neutral
Reading-Leeds 
database 
(Douglas-Cowie 
et al., 2003)
Natural: interviews in 
which speakers have 
been induced to relive 
emotionally intense 
experiences
4.4 hours Wide range
RUSLANA 
database 
(Makarova and 
Petrushin, 2002)
Acted 61 actors;
10 neutral 
sentences;
3,660 utterances
Anger, fear, happiness, 
sadness, surprise, neutral
Continued on next page
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T able 2.1 — con tinued  from  prev ious page
D atab ase E lic ita tio n  m eth o d Size E m otion  categories
V isual em otional da tab ases
Bosphorus 3D 
database (Savran 
et a l , 2008)
Acted 81 adults;
3396 face scans
Six basic emotions plus 
neutral, 28 Action Units,
14 head poses, 4 occlusions
BU-3DFE 
database (Yin 
et al., 2006)
Acted 100 adults;
3D facial 
expression shapes 
and 2D facial 
textures of 
2500 models
Six basic emotions with 
four levels of intensity 
(low, middle, high 
and highest) plus neutral
Cohn-Kanade 
database (Kanade 
et al., 2000)
Acted 210 adults; 
480 videos
Six basic emotions. 
Action Units
FABO database 
(Gunes and 
Piccardi, 2006)
Acted 23 adults; 
210 videos
Six basic emotions, 
anxiety, boredom, neutral, 
uncertainty
High-resolution 3D 
facial expression 
database (Yin 
et al., 2008)
Acted 101 subjects;
606 3D facial 
expression 
sequences; mixed 
ethnic background
Six basic emotions
MMX database 
(Pantic et al., 
2005b)
Acted: static images 
and videos, Natural: 
children interacted 
with a comedian, 
adults watched 
emotion inducing 
videos
Acted: 61 adults, 
Natural:
11 children and 
18 adults; 
total: 1250 videos, 
600 static images
Six basic emotions, single 
Action Unit and multiple 
Action Units activation
Sebe emotional 
database (Sebe 
et al., 2004)
Natural: subjects 
watched emotion 
inducing videos
28 subjects Joy, disgust, surprise, 
neutral
UT Dallas 
database (O’Toole 
et al., 2005)
Natural: subjects 
watched emotion 
inducing videos
229 adults Six basic emotions, 
boredom, disbelief, 
laughter, puzzle
Continued on next page
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T able 2.1 — con tinued  from  prev ious page
D atab ase E lic ita tio n  m eth o d Size E m otion  categories
A udio-visual em otional d a tabases
Adult Attachment 
Interview database 
(Roisman et al., 
2004)
Natural: subjects 
were interviewed to 
describe the childhood 
experience
60 adults: each 
interview was 
30-60 minutes long
Six basic emotions, 
contempt, embarrassment, 
shame, general positive 
and negative emotions
Belfast 
Naturalistic 
database 
(Douglas-Cowie 
et al., 2003)
Natural: clips taken 
from television and 
realistic interviews 
with research team
125 subjects;
209 clips from TV 
and 30 from 
interviews
Dimensional labelling, 
categorical labelling
Chen database 
(Chen, 2000)
Acted 100 adults; 9900 
visual and audio­
visual expressions
Six basic emotions, 
boredom, frustration, 
interest, puzzle
Facial Motion 
Capture database 
(Busso and 
Narayanan, 2007)
Acted an actress;
612 utterances
Anger, happiness, sadness, 
neutral
Ceneva airport 
lost luggage 
database (Scherer 
and Ceschi, 1997)
Natural: videotaping 
of passengers at 
Ceneva airport lost 
luggage counter, 
followed by interviews
109 subjects Anger, good humour, 
indifference, sadness, stress
HUMAINE 
database 
(Douglas-Cowie 
et al., 2007)
Natural: clips from 
Belfast Naturalistic 
database, Castaway 
Reality TV database. 
Induced: include 
material from Belfast 
SAL, Activity data. 
Spaghetti data, 
EmoTABOO
50 clips of an 
average duration 
of 5 seconds to 
3 minutes
Wide range labelled at 
global level (emotion 
words, core affect 
dimensions, key events, 
appraisal categories), and 
time-aligned (perceived 
emotion is traced over time 
on one-dimensional axis, 
e.g., intensity, arousal)
lEMOCAP 
database (Busso 
et al., 2008)
Acted 10 subjects; 
12 hours
Anger, excitement, 
frustration, happiness, 
sadness, neutral
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FACS is a comprehensive anatomically-based system that is used to describe all facial 
movements in terms of facial actions, known as Action Units (AUs). Each AU is a 
muscular activity that produces momentary changes in facial appearance. An AU 
can be produced by more than one muscle if the resultant changes in appearance are 
indistinguishable, similarly the changes in appearance produced by one muscle can be 
classified in two or more AUs representing independent actions of different parts of 
the same muscle (Hager, 2003). For example, the happiness emotion is represented by 
AU6 (cheek raiser) and AU 12 (lip corner puller). The FABO acted database (Gunes 
and Piccardi, 2006) has videos of facial expressions and body gestures from 23 adults 
in six basic emotions along with some non-basic ones (uncertainty, anxiety, boredom 
and a neutral state). The MMI database is a very comprehensive data set of facial 
behaviour (Pantic et al., 2005b). It contains facial data for both the acted and 
spontaneous expressions. The database has both static images and videos, and a 
large part of the data has both frontal and profile views of the face. For the natural 
data, the children interacted with a comedian, whereas the adults watched emotion- 
inducing videos. The database contains 1250 videos and 600 static images in six basic 
emotions (single AU and multiple AUs). The data labelling was based on FACS and 
the observers’ judgements. The Bosphorus 3D database (Savran et al., 2008) is an 
acted database consisting of 3396 face scans from 81 adults (51 male, 30 female). It has 
six basic emotions plus neutral, 28 AUs, 14 head poses and 4 occlusions. BU-3DFE (Yin 
et al., 2006) is another acted database of 3D range data in six basic emotions expressed 
at four different intensity levels. It has recordings from 100 adults were collected. The 
high-resolution 3D facial expression database Yin et al. (2008) is an acted database 
recorded from 101 subjects (43 male and 58 female). It contains 606 3D facial expression 
sequences in six basic emotions from people of mixed ethnic background.
Recent work in the field of emotion recognition involves combining the audio and 
visual modalities to improve the performance of emotion recognition systems. This 
has resulted in the recording of audio-visual databases, where the facial expressions 
of the emoting performers are captured simultaneously with speech, as listed in 
Table 2.1. The Adult Attachment Interview database (Roisman et al., 2004) is a 
natural audio-visual database where the subjects were interviewed to describe their
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childhood experiences. In addition to general kinds of positive and negative emotions, 
the database includes six basic emotions, as well as embarrassment, contempt and 
shame. The data were collected during 30-60 minutes interviews with 60 adults, and 
the labelling was performed using FACS. Another natural audio-visual database is 
the Belfast Naturalistic database (Douglas-Cowie et al., 2003). It has clips taken from 
television and realistic interviews conducted by a research team (209 sequences from 
TV programmes and 30 from inteiwiews with 125 subjects). The data were labelled 
with both dimensional and categorical approaches using the Feeltrace system. In 
the Facial Motion Capture database (Busso and Narayanan, 2007), an actress was 
recorded. She was asked to read a phoneme-balanced corpus four times, expressing 
anger, happiness, sadness and a neutral state. The actress’s facial expressions and 
rigid head movements were acquired by attaching 102 markers to her face. In total, 
612 sentences were recorded. The Chen audio-visual database (Chen, 2000) is one of the 
largest acted databases, and consists of acted audio and visual expressions in six basic 
emotions and four cognitive states: boredom, interest, frustration and puzzlement. It 
has recordings from 100 adults with 9900 visual and audio-visual expressions. The 
RU-FACS is a natural database (Bartlett et al., 2005) where the subjects tried to 
convince the interviewers that they were telling the truth. The data were labelled 
using FACS and were gathered from 100 adults in 33 AUs. The Ceneva airport lost 
luggage database (Scherer and Ceschi, 1997) is another collection of natural expressions, 
acquired by videotaping and interviewing passengers at the Ceneva airport lost luggage 
counter. It has data from 109 passengers in anger, good humour, indifference, sadness 
and stress. The HUMAINE database (Douglas-Cowie et al., 2007) has natural data, 
clips from the Belfast Naturalistic database and Castaway Reality TV database, and 
induced data including material from the Belfast Sensitive Artificial Listener, Activity 
and Spaghetti collections, as well as EmoTABOO. A wide range of global-level and 
time-aligned emotion labels were used. The CEMEP corpus (Banziger et al., 2006) has 
recordings from 10 professional Fiench actors (5 male and 5 female). The actors were 
asked to express each emotion by pronouncing two sentences and using the sustained 
vowel /a / .  The emotion categories included high arousal-positive valence (elation, 
amusement, pride), low arousal-positive valence (pleasure, relief, interest), high arousal-
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negative valence (hot anger, panic fear, despair), low arousal-negative valence (cold 
anger, anxiety, sadness), and additional emotion categories (shame, disgust, admiration, 
surprise, contempt, tenderness). The lEMOCAP database (Busso et al., 2008) 
contains 12-hour recordings of 10 actors (5 male and 5 female) while expressing anger, 
excitement, frustration, happiness, sadness and neutral emotions. The actors recorded 
three selected scripts and dialogues in hypothetical scenarios designed to elicit specific 
emotions. The data were recorded by attaching 53 markers to the face, two markers to 
wristbands, two markers to headbands, and one marker to each hand.
We have recorded an audio-visual British English database for multimodal emotion 
analysis. The database has four male speakers in six basic emotions plus neutral speech. 
It is balanced in terms of phoneme coverage for each emotion class. Quality assessment 
of the recordings in terms of the actor’s expressed emotions has been performed with 
subjective evaluation under audio, visual, and audio-visual scenarios.
2.4 Feature extraction
In the field of emotion recognition, many different audio and visual features have been 
investigated for classification. These features are discussed in detail in the following 
two sections.
2 .4 .1  A u d io  fea tu re  e x tra c tio n
It has been found that audio signals follow certain patterns for different emotions. 
The relationship between audio signals and emotions was summarised by Cowie et al. 
(2001). For example, anger is characterised by a faster speech rate, higher energy and 
pitch values compared to sadness. The audio features that have been investigated for 
emotion recognition can be divided into two main categories: acoustic and linguistic.
The acoustic features that have been commonly used for emotion recognition include 
pitch, energy, duration, spectral energy distribution, formants and mel frequency 
cepstral coefficients (MFCCs). Luengo et al. (2005) extracted pitch, energy and the 
MFCC features; Ververidis and Kotropoulos (2005) used pitch, energy and the first
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four formants; Vidrascu and Devillers (2005) investigated pitch, energy, duration, the
first two formants, disfluencies (e.g., pauses per utterance), and non-verbals (e.g.,
inspiration, laughter). Borchert and Düsterhôft (2005) extracted pitch, intensity, 
first two formants, spectral energy distribution in different bands, harmonics-to-
noise ratio (HNR), jitter and shimmer; Hassan and Damper (2009) used pitch, 
energj'-, duration, the first four formants, and features based on the classification of 
voiced versus unvoiced segments and speech versus silence segments. Castellano and 
colleagues (Castellano et al., 2007; Kessous et al., 2010) investigated pitch, intensity, 
MFCC, Bark spectral bands, voiced segment characteristics and pause length. Datcu 
and Rothkrantz (2008) used pitch, intensity, the first four formants and bandwidth 
related features. Emerich et al. (2009) used the MFCC features. Nogueiras et al. (2001) 
extracted pitch and energy features. Lin and Wei (2005) used pitch, energy, the first 
four formant, MFCC, mel frequency sub-band energies, mel energy spectrum dynamics 
coefficients. Kao and Lee (2006) investigated pitch, energy, the first three formants, 
MFCC, duration and pauses, Neiberg et al. (2006) used pitch, standard MFCC, MFCC- 
low (20Hz to 300Hz). Audio features have been extracted both at the utterance 
level (Borchert and Düsterhôft, 2005; Hassan and Damper, 2009; Ververidis and 
Kotropoulos, 2005; Vidrascu and Devillers, 2005), and at the frame level (Kao and 
Lee, 2006; Lin and Wei, 2005; Neiberg et al., 2006; Nogueiras et al., 2001).
The research on spontaneous emotions suggests that acoustic features may not perform 
well in such scenarios, and linguistic information needs to be utilised in addition to 
acoustic. Linguistic features include non-verbal expressions and disfluencies (e.g., 
laughter and filled pauses), part of speech (e.g., taxonomy of word classes based 
on a spoken word chain), higher semantics (e.g., taxonomy of most relevant words, 
word classes, and emotional valence based on a spoken word chain), and a bag of 
words (e.g., each term within a vocabulary is represented by an individual feature that 
indicates the term ’s frequency within the current phrase) (Schuller et al., 2007d). The 
study by Batliner et al. (2003) indicated degradation in performance with prosodic 
features (pitch, energy and duration) in real Wizard-of-Oz scenarios, and better 
results were achieved when the prosodic features were combined with the linguistic 
and conversational ones (part-of-speech, dialogue act, repetitions, etc.). Devillers and
2.4. Feature extraction 23
Vidrascu (2006) investigated recognition of anger, fear, relief and sadness in medical 
call conversations, and reported better performance with lexical cues compared to 
paralinguistic cues. Studies conducted by Chuang and Wu (2004), Polzehl et al. (2009), 
Seppi et al. (2008), and Schuller and colleagues (Schuller et al., 2004, 2005b) indicate 
higher performance for acoustic and linguistic features combined. Litman and Forbes- 
Riley (2004) and Schuller et al. (2005a) used spoken words and acoustic features to 
recognize emotions. Lee and Narayanan (2005) performed emotion recognition by 
using prosodic features along with spoken words and the information of repetition. 
Graciarena et al. (2006) achieved higher accuracy for a prosodic-lexical feature-based 
system combined with a spectral-feature-based system, as compared to individual 
systems. Batliner et al. (2003) used the prosodic features, part of speech, dialogue 
act, repetitions, corrections and a syntactic-prosodic boundaries to detect emotions. 
The role of context information (e.g., topic, gender) has also been investigated by some 
researchers (Forbes-Riley and Litman, 2004; Litman and Forbes-Riley, 2004). The 
above-mentioned studies show improvements in performance using information related 
to language, discourse and context, but the automatic extraction of these features is 
a difficult task. Firstly, it is difficult to recognize the verbal content of emotional 
speech (Athanaselis et al., 2005), and secondly the extraction of semantic discourse 
information is even more difficult. These features are normally extracted manually or 
directly from transcripts.
In this study, a set of acoustic features related to pitch (/o), energy in different bands, 
duration, intensity, loudness, MFCCs, probability of voicing, line spectral frequencies 
and zero-crossing rate (ZCR) was extracted at the utterance-level. These features 
were chosen based on the research that has been done in the field of audio emotion 
recognition.
2 ,4 .2  V isu a l fea tu re ex tra c tio n
Facial expressions play an important role in conveying and perceiving emotions, and for 
this reason most vision-based emotion recognition methods have focused on the analysis 
of facial expressions. The machine analysis of these expressions can be divided into two
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main categories: recognition of emotions and recognition of facial muscle actions or 
facial AUs (Cohn, 2006; Pantic and Bartlett, 2007). Facial signals are described by the 
facial AUs, and they can be mapped to emotion categories by using high level mapping 
(e.g., EMFACS) (Hager, 2003).
Different pattern recognition methods have been used for facial expression recognition 
based on various 2D spatiotemporal facial featm'es. These features can be divided into 
two broad categories: geometric and appearance (Pantic and Bartlett, 2007). Ceometric 
features include the shape of facial components (e.g., mouth, eyes) and the location of 
salient facial points (e.g., mouth, corners of eyes). Appearance features represent facial 
texture which includes wrinkles and furrows.
Ceometric features have been used by many researchers for facial expression recognition. 
Busso et al. (2004) employed 102 facial markers on the forehead, cheeks, chin and nose, 
and around mouth, eyes and eyebrows. Chang et al. (2006) used a shape model defined 
by 58 facial points. Cokturk et al. (2002) utilised a face mesh consisting of 19 points. 
Pantic and colleagues (Pantic and Bartlett, 2007; Pantic and Patras, 2006) used a set of 
facial points around the eyes, eyebrows, nose, mouth and chin. Kotsia and Pitas (2007) 
employed the Candide grid. Castellano and colleagues (Castellano et al., 2007; Kessous 
et al., 2010) utilised 19 feature points around the eyes, eyebrows, nose and mouth 
regions. Datcu and Rothkrantz (2008) used the Active Appearance Models (AAMs) 
to extract the face-shape features related to the eyes, eye brows and mouth. Han 
et al. (2008) employed the distance between facial points at the eyes, eye brows and 
mouth. Metallinou et al. (2010) utilised 46 facial markers on the forehead, eye brows, 
cheeks, mouth and chin. Some methods of facial expression analysis are based on the 
appearance features. Bartlett et al. (2006), Littlewort et al. (2007), and Cuo and Dyer
(2005) used Cabor wavelets. Emerich et al. (2009) employed Daubechies wavelets. 
Anderson and McOwan (2006) utilised a holistic spatial ratio face template. Valstar 
et al. (2004) employed temporal templates. Whitehill and Omlin (2006) utilised Haar 
wavelet features.
It has been suggested in some studies (Pantic and Patras, 2006) that better performance 
can be achieved by combining geometric and appearance features. Lucey et al.
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(2007) employed the active appearance models to capture the shape and appearance 
characteristics of facial expressions. Tian et al. (2005) utilised facial component shapes 
and transient components (e.g., crow’s feet wrinkles). Zhang and Ji (2005) used 26 facial 
points around the eyes, eyebrows and mouth, and transient features (Tian et al., 2005). 
The 2D feature-based emotion recognition methods are suitable for the analysis of facial 
expressions under constrained head movements.
Few methods of facial expression analysis are based on 3D face models. Cohn et al.
(2004) analysed the brow AUs and head movement based on a cylindrical head 
model (Xiao et al., 2003). Cokturk et al. (2002) used a 19-point face mesh and optical 
flow for recognition of dynamic facial motions (neutral, opening/closing mouth, smile, 
and raising eyebrow). Huang and colleagues (Cohen et al., 2003; Sebe et al., 2004; Zeng 
et al., 2006) used features extracted by using a 3D face tracker known as the Piecewise 
Bezier Volume Deformation Tracker (Tao and Huang, 1999). Chang et al. (2005) 
and Wang et al. (2006) performed facial expression recognition using 3D expression 
data. The development of techniques based on 3D face models may be helpful for 
facial expression analysis in unconstrained scenarios, which is required for a real-world 
environments.
In this study, geometric features were utilised for facial expression analysis. To extract 
these features, the actor’s face was painted with 60 markers located on the forehead, 
eyebrows, cheeks, nose and chin. They were tracked over all frames of captured data, 
and marker positions were adjusted by applying translation, rotation and mapping. The 
extracted facial features were of tliree types: 2D marker coordinates; angles, distances 
and areas between different marker locations; and P C  features obtained by applying 
PC A to the 2D marker coordinates.
2.5 Feature se lection  and reduction
Appropriate feature selection is essential to achieve higher performance by removing 
uninformative, redundant or noisy information. Feature selection methods can be 
divided into two main categories in terms of their dependence on the classifier: 
filters and wrappers. Filter methods evaluate the statistical performance of feature
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subsets based on some criterion without considering the actual classifier, and features 
deemed irrelevant are discarded before classification. Wrapper approaches use a search 
algorithm to find an optimal feature subset by evaluating it over a model, based on 
optimisation of classification accuracy. The filter approaches are simpler and often 
efficient, but may result in relatively low performance. The wrapper methods may be 
more effective but are computationally costly and involve the risk of over fitting.
One of the problems faced by pattern recognition is the dimensionality of data. 
To overcome this issue, various techniques have been developed to reduce the 
dimensionality of data so that most useful information is retained. The dimensionality 
of a feature set can be reduced by using statistical methods to maximise the relevant 
information preserved. Linear transformation methods can be used for this purpose, 
X — W z ,  where x is a feature vector in the reduced feature space, z is the original 
feature vector, and W  is the transformation matrix. Principal component analysis 
(PCA) (Shlens, 2005), and linear discriminant analysis (LDA) (Duda et al., 2001) are 
popular examples of such techniques. They will be considered later in Chapter 4.
In the field of emotion recognition, feature selection techniques have been widely used 
to improve classification performance. Some studies have focused on the ranking of 
individual features, where a subset of top ranked features is utilised for classification. 
Clavel et al. (2008) extracted 1052 audio features for classification between feai’ and 
neutral emotions. The analysis was performed on the SAFE corpus, consisting of 
400 audio-visual sequences from 30 movies. Features were selected using the Fisher’s 
discriminant ratio in two steps: first, one fifth of the features were selected from each 
group (prosodic, voice quality, spectral), and the final set of features was selected 
subsequently from the features obtained in the first step. An average accuracy of 71 % 
was achieved with the GMM classifier using the best 40 features for each of the voiced 
and unvoiced content. Polzehl et al. (2009) discriminated between angry and non- 
angry emotions in the AIBO corpus. The audio features consisted of both linguistic 
and acoustic features. Individual features were ranked using the Information Gain 
Ratio (IGR). An average accuracy of 68 % was achieved with the SVM classifier for the 
linguistic and acoustic systems combined at the decision-level. Zhang and Zhao (2008) 
performed a comparative evaluation of feature selection filtering methods including
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correlation-based feature selection, Chisquare, Consistency, Gain Ratio, InfoGain, 
Relief and Symmetrical Uncertainty to classify between four emotions of Chinese speech 
(800 utterances, 53 speakers). The Relief method outperformed the other methods 
and the best accuracy of 72% was achieved with a fc-NN classifier using 9 features, 
which was comparable to the accuracy obtained with the full feature set (48 features). 
The filter methods (e.g., Fisher’s discriminant ratio, InfoGain, Relief) evaluate the 
performance of individual features for a classification task, and the subsets of features 
are selected from the top ranked features. The relationship between different features, 
such as redundancy and correlation, is not exploited, which may subsequently result in 
a sub optimal feature set.
An alternative approach is a sequential feature selection. It can start from an empty 
set and search forward, or start from a full set of features and search backward, or 
start from a random set of features and search in both directions. For audio emotion 
recognition, Lin and Wei (2005) used the sequential forward selection (SFS) method 
based on the classification accuracy of the HMM classifier. An average accuracy of 
100% was achieved for five emotions using the DES database (gender independent 
case). Hassan and Damper (2009) performed emotion classification using the Berlin 
and Danish emotional speech databases, where an improvement in the classification 
accuracy was observed with feature selection. The SFS method was used for feature 
selection based on the correct classification of a /c-nearest neighbour classifier. For four 
emotion classes, an average accuracy of 90 % was obtained using the Berlin database, 
compared to 67 % attained with the Danish database. Wang and Guan (2008) utilised 
the audio-visual signals for emotion recognition. They applied a stepwise method for 
feature selection to the combined audio-visual features. The method starts from a single 
feature and adds one feature at a time, based on the Mahalanobis distance criterion. 
The feature selection improved the classification accuracy from 70 % (original features) 
to 76% (selected features) for the bimodal scenario using the Fisher’s LDA classifier. 
The database consisted of data from eight subjects in six emotions while speaking six 
different languages: English, Mandarin, Urdu, Punjabi, Persian, and Italian. Zeng 
et al. (2007b) performed audio-visual emotion recognition using a database recorded 
from 20 subjects in 11 emotion categories. Best sets of audio and visual features
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were selected using both the SFS and sequential backward selection (SBS) based on 
the classification accuracy of a Sparse Network of Winnow classifier. An average 
sequence-based accuracy of 96% was achieved for the bimodal scenario, 8% higher 
than the unimodal performance. Busso et al. (2004) utilised the Facial Motion Capture 
database (Busso and Narayanan, 2007) for the audio, visual and audio-visual emotion 
classification. The audio features consisted of 11 prosodic features selected by the SBS 
technique, and the visual features were obtained from 102 facial markers by applying 
the PCA to each of the five parts of the face: forehead, eyebrow, low eye, right cheek 
and left cheek. An average accuracy of 71 % was achieved for the audio system, 85 % 
for the visual system, and 89 % for the bimodal system with the SVM classifier for four 
emotions.
Hu et al. (2007) used the SVM-based sequential forward floating selection (SFFS) 
to search for an optimal feature set out of 85 audio global-statistic features. The 
SVM-SFFS method selects features via forward and conditional backward steps in a 
floating manner, based on the classification accuracy of the SVM. Average classification 
accuracies of approximately 90% and 80% were achieved for the gender-dependent 
and gender-independent scenarios, respectively. The database consisted of recordings 
from eight Chinese speakers in five emotions. Lugger and Yang (2009) utilised the 
SFFS algorithm for feature selection based on the classification accuracy of the GMM 
classifier. The AIBO corpus was used for the analysis of different features. The 
combination of low- and high-level features outperformed the low-level features. The 
classification accuracy was higher for the MFCC combined with voice quality and 
formant features as compared to the MFCC features alone, whereas the pitch combined 
with harmony features provided better results than the pitch features alone. Schuller 
et al. (2007b) used the SFFS with the classification error of the SVM classifier as 
an optimisation criterion for audio-visual emotion classification on the ABC database. 
Average recognition rates of 74%, 61 %, and 81 % were achieved for the audio, visual, 
and audio-visual features for six emotional states, respectively. Schuller et al. (2005b) 
performed audio emotion classification using two databases: EMO-DB (10 speakers, 
seven emotions) and EMO-SI (39 speakers, seven emotions). The SFFS method was 
adopted for feature selection based on the correct classification of the SVM classifier.
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An average recognition rate of 90 % was achieved on EMO-SI, and 88 % on EMO-DB. 
Ververidis and Kotropoulos (2006) used the SFFS for feature selection based on the 
classification accuracy of the Bayes classifier. The DES and SUSAS databases were 
utilised for the analysis. An average classification accuracy achieved on the DES was 
57%, while on SUSAS it was 54%. In comparison, the human recognition rates on the 
DES and SUSAS databases were 68 % and 58 %, respectively.
The best-first method has been used by some researchers for the selection of best 
features. It is a graph-based search algorithm, where the search space is represented 
as a series of nodes connected by paths. The graph is explored by expanding the 
most promising node according to a certain rule. The best-first method can perform 
the forward, backward and bidirectional search (Witten and Frank, 1999). Gunes and 
Piccardi (2005) fused the face and body information for visual emotion recognition. 
The best-first method was used for feature selection. The feature-level fusion performed 
better than the decision-level fusion, and the best performance of 96% was achieved 
with the BayesNet classifier on the dataset consisting of 206 samples from three 
speakers in eight emotions. Castellano and colleagues (Castellano et al., 2007; Kessous 
et al., 2010) adopted a multimodal approach for emotion classification by fusing the 
face, body gesture and audio modalities. Feature selection was based on a wrapper 
approach (Bayesian classifier) with the best-first search in the forward direction. 
Average recognition accuracies of 48%, 67% and 57% were achieved for the facial 
expressions, body gestures, and speech, respectively. For the multimodal scenario, the 
classification performance improved to 78 % and 75 % for the feature-level and decision- 
level fusion, respectively. The dataset has 240 samples from ten subjects of five different 
nationalities: French, German, Greek, Hebrew, and Italian.
Genetic algorithms have also been used for feature selection in some studies. The 
genetic algorithm (GA) is a stochastic iterative search method. It operates iteratively 
on a population of potential solutions to produce better approximations to a solution 
by applying the principle of survival of the fittest. At each generation, a new set of 
approximations is created by selecting the individuals based on their level of fitness 
to the problem and breeding them together using the operators of natural genetics. 
This process results in the evolution of populations of individuals that are more
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suited to their environment (Duda et al., 2001). Noda et al. (2006) proposed a 
time efficient feature selection method using the GA with rapid evaluation based on 
KL-divergence. The method provided a significant improvement in the classification 
accuracy as compared to the full feature set. A speech corpus consisting of the data 
from 13 male speakers in four emotions was used for the analysis. Casale et al. (2007) 
proposed a GA-based feature selection for robust emotion classification. A subset of 
48 features selected out of 462 features provided a good discrimination between different 
stress states of the SUSAS database. An average classification accuracy of 83 % was 
achieved for the four speech styles (neutral, anger, loud, Lombard), and 95% for the 
neutral and stressed speech using the HMM classifier.
Some emotion classification studies use a correlation-based feature selection (W itten 
and Prank, 1999). In this method, a subset of features is selected tha t has a high 
class-correlation and low inter-feature correlation. This is a filter method that reduces 
the correlation within the feature space, and normally leads to an improvement in 
the classification accuracy. Vlasenko et al. (2007a) performed the correlation-based 
feature selection for emotion classification using the EMODB and SUSAS databases. 
Feature selection improved the classification accuracy when applied to a set of frame- 
level and turn-level features. An average accuracy of 90% was achieved using 
the EMODB (7 classes), and 84% using the SUSAS (5 classes). Wollmer et al. 
(2010) performed audio-visual emotion classification using the lEMOCAP database. 
The correlation-based method was used for feature selection. Average classification 
accuracies of 72%, 64%, and 56% were achieved for three, four, and five clusters 
in the activation-evaluation space, respectively. The Bidirectional Long Short-Term 
Memory recurrent neural network was utilised for classification. Another filter- 
based approach used for feature selection is the minimal-redundancy-maximal-relevance 
criterion (mRMR) (Peng et al., 2005). The mRMR method selects those features that 
have maximum relevance to their class, but the features selected in this way could 
have rich redundancy. The mutually exclusive features are selected by discarding the 
redundant features that have little effect on the classification accuracy. In this method, 
features can be selected using the mutual information, correlation or distance measures. 
Planet et al. (2009) selected a subset of attributes by using the mRMR to classify
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between five emotional states of the AIBO corpus. An average accuracy of 65 % was 
reported for the SVM classifier.
In recent years, the AdaBoost technique for weighting features has gained popularity, 
especially for facial expression recognition. AdaBoost was first introduced by Freund 
and Schapire (1996). Subsequent variants of AdaBoost have been proposed, such 
as Real AdaBoost, LogitBoost, and Gentle AdaBoost (Friedman et al., 2000). In 
AdaBoost, each feature is treated as a weak classifier. Most classifiers can be used as a 
weak learner, including decision stump (single level decision tree), nearest neighbour, 
decision tree (C4.5) and RBF network. AdaBoost chooses the best of those classifiers, 
and then boosts the weight of the training examples that yield more errors. Thus, 
it targets the most challenging examples. The next feature is chosen as the one that 
gives the best performance, based on the errors of the previously selected features. 
At each step, the new chosen feature is minimally correlated with the output of the 
previously selected features. Bartlett et al. (2005) used Gabor wavelet features to 
classify between seven facial expressions using the Cohn-Kanade database. Feature 
selection was performed by the PCA and AdaBoost, with the LDA and SVM (linear 
kernel) used for classification. Feature selection by the PCA improved the performance 
of the LDA classifier but degraded the performance of the SVM one. Features selected 
by AdaBoost improved the performance of both classifiers compared to that of straight 
PCA. An average accuracy of 88% was achieved for the LDA classifier, and 93% 
for the SVM classifier with the AdaBoost feature selection. Moore and Bowden
(2007) adopted a method based on edges/contours on the face for facial expression 
recognition. A classifier bank was built using the candidate edges from all the training 
examples. A weak classifier was formed by assembling an edge fragment combined 
with a chamfer score. For this purpose, first an edge map was created, followed by 
production of a chamfer image using a distance transform, where each pixel value 
was proportional to the distance to its nearest edge point. The two sets of edges 
were compared to obtain the chamfer score as a mean distance between the contour 
fragment and the edge map. A subset of features was selected from the classifier bank 
using boosting. The final boosted classifier provided a binary decision for the detection 
of emotions. An average classification accuracy of 85% was achieved on the Cohn-
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Kanade database for six emotions classes using an ensemble classifier, which was based 
on majority voting of binary classifiers for each of the emotion pair. Bartlett et al.
(2006) performed an automatic recognition of facial actions on two acted databases 
(Cohn-Kanade and Hager-Ekman) and one spontaneous database (RU-FACS) using the 
AdaBoost and SVM classifiers with Gabor features. For each action unit, 200 features 
were selected using AdaBoost. An average recognition rate of 91 % was achieved 
on the acted databases (20 AUs), and 93% on the spontaneous database (19 AUs) 
using the AdaBoost classifier. The AdaBoost and SVM classifiers gave comparable 
performance on the spontaneous database. Valstar et al. (2007) fused the head, face 
and shoulder modalities to distinguish between posed and spontaneous smiles. Three 
levels of fusion were employed: early, mid and late. The GentleSVM-Sigmoid was 
used for classification, which performed feature selection using the GentleBoost and 
classification using the SVM classifier. Average classification accuracies of 89%, 88%, 
and 94 % were achieved for the early, mid, and late (product rule) fusion, respectively, on 
the MMI database. Whitehill and Omlin (2006) used Haar features with the AdaBoost 
classifier to recognize 11 AUs. They compared both recognition accuracy and processing 
time of the system with that of Gabor features with the SVM classifier. The recognition 
accuracy of the two systems was comparable (91 % for the SVM system, 92 % for the 
AdaBoost system), but the AdaBoost system was at least two times faster than the 
SVM system. They used AdaBoost to select the top 500 Haar features for each AU 
before classification on the Cohn-Kanade facial expression database.
The above-mentioned studies demonstrate the importance of feature selection for 
improving the classification accuracy. Although different techniques have been used 
for feature selection in the field of emotion recognition, the sequential feature selection 
is one of the most widely used approaches because of its better performance. For 
this reason, we adopted the Plus Z-Take Away r  algorithm for feature selection which 
combines the SFS and SBS (Kittler, 1978). At each step, I features are added to the 
current feature set and r  features are removed. The process continues until the required 
feature set size is achieved. The algorithm was utilised to select from the audio, 
visual and audio-visual feature sets based on three criteria: Bhattacharyya distance, 
Mahalanobis distance, and KL-divergence (Campbell, 1997). An alternate approach is
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AdaBoost (and its variants), which has shown good performance for facial expression 
classification. The AdaBoost method has not been investigated in this study, but it 
offers an interesting direction for future work.
The PCA is a simple and non-parametric method to extract useful information from 
noisy data, and is widely used for statistical analysis of data. The method is capable 
of reducing the dimensionality of data to extract the hidden, simple structure of the 
complex data and remove noise. The PCA is non-parametric and its result is unique 
and independent of any hypothesis about the data probability distribution. These 
two properties are the weaknesses as well as the strengths of the PCA. Since it is 
non-parametric, no prior knowledge can be incorporated. The applicability of the 
technique is limited by the assumptions made in its derivation, which are linearity, 
statistical importance of mean and covariance, and that larger variances have important 
information. The LDA is another feature reduction technique, which maximises the 
ratio of between-class variance to within-class variance to optimise the separability 
between classes. The LDA is closely related to the PCA as both are linear feature 
reduction techniques. However, the PCA does not take into account any distance 
between classes, while the LDA explicitly attempts to maximise the separation of 
classes.
In the field of audio emotion classification, these linear techniques have been used for 
feature reduction. Lee et al. (2002) used utterance-level pitch and energy features for 
emotion recognition, and feature reduction was performed by employing the PCA to 
classify between two emotion classes: negative and non-negative. The performance 
of the PCA features was comparable to the base feature set, even in the reduced 
feature space, for three classifiers: linear discriminant classifier (LDC), A:-NN and 
SVM. Kim et al. (2006) suggested the separation of obstruents for improvement in 
the audio emotion classification. The extracted audio features were reduced to a three- 
dimensional space by applying the PCA and LDA, before classification with the Bayes 
classifier. Ververidis et al. (2004) performed feature selection by using the SFS based 
on the correct classification rate of the nearest mean and Bayes classifier. The five best 
features were selected by using the Bayes classifier with a Caussian distribution of class 
PDFs, and were reduced to two-dimensional space by applying the PCA to represent
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samples in a 2D space.
To classify facial expressions, Bartlett et al. (2005) used the PCA for feature selection 
which substantially improved the performance of the LDA classifier. Petridis and Pantic
(2008) utilised the PCA to reconstruct the positions of 20 facial points for audio-visual 
discrimination between laughter and speech. Busso et al. (2004) performed emotion 
recognition based on the audio-visual information. To extract their visual features, 
102 markers were attached to the actress’ face. For facial expression recognition, the 
face was divided into five parts: the forehead, eyebrow, low eye, right cheek and 
left cheek. The PCA was utilised to reduce the number of features per frame to 
10 dimensions for each part of the face. Metallinou et al. (2010) used the PCA to reduce 
the dimensionality of 46 facial marker coordinates to 30 principal components (keeping 
95% variance).
In our case, both the PCA and LDA techniques were applied to the selected audio, 
visual and audio-visual features for feature reduction.
2.6 C lassification  and fusion  o f m odalities
The choice of a classifier can significantly affect the recognition accuracy. In the field 
of emotion recognition, among the commonly used approaches are the CMM, HMM, 
NN, SVMs and AdaBoost.
The CMM models the probability density function of observed variables using a 
(multivariate) Caussian mixture density. Civen a series of inputs, it refines weights of 
each distribution through the expectation-maximisation (EM) algorithm. The HMM 
has a finite set of states, each of which is associated with an output probability 
distribution, generally multidimensional. The transitions between the states are 
governed by a set of probabilities known as transition probabilities. For a particular 
state, an outcome or observation can be generated according to the associated 
probability distribution. A NN consists of units known as neurons, arranged in layers, 
which convert an input vector into some output. The commonly used structure of NN 
consists of three layers: input, hidden and output. Each unit takes an input, applies
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a function to it and then passes the output to the next layer. Typically, networks are 
feed-forward, where a unit feeds its output to all units on the next layer, but without 
any feedback to the previous layers. Weights are applied to the signals passing from one 
unit to another, which are tuned in the training phase to adapt the NN to a specific 
problem. A single sweep forward through the network results in the assignment of 
values to each output node, and data are assigned to the class node of the highest 
value.
The SVMs were originally developed for binary classification, and were later extended to 
multi-class problems. Multi-class approaches can be divided into two main categories: 
combining several binary classifiers, and considering all classes in a single optimisation 
function (Bishop, 2006). The approaches based on binary classification include one- 
versus-one, one-versus-rest, and directed acyclic graph (DAG). Weston and Watkins 
(1999) defined a single objective function which considers all the classes simultaneously. 
Considering input data that are two sets of vectors in n-dimensional space, the SVM 
will construct a separating hyperplane in that space to maximise the margin between 
the two data sets. To calculate the margin, two parallel hyperplanes are constructed, 
one on each side of the separating hyperplane, and are moved as far apart as possible 
while still separating the data. A good separation is achieved by the hyperplane that 
has the largest distance to the neighbouring data points of both classes. When data 
points are separated by a non-linear region, it is difficult to separate them by simply 
constructing an n-dimensional hyperplane. The SVM handles this problem by using a 
kernel function to map the data onto a high dimensional space where a hyperplane can 
easily separate the data. Common kernel functions of the SVM are linear, polynomial, 
radial basis function (RBF) and sigmoid.
The AdaBoost is a machine learning algorithm used for both classification and feature 
selection. It was first introduced by Freund and Schapire (1996). The method calls 
the base learning algorithm, known as a weak learner, repeatedly in a series of rounds. 
For each round, the weak learner is provided with weighted samples of training data. 
The weak learner tries to find a hypothesis that minimises the training error. The 
distribution is updated to increase the weights of misclassified examples and reduce the 
weights of correctly classified examples. The final hypothesis is a weighted vote of the
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weak hypotheses, where greater weight is given to the hypotheses with lower error.
In the emotion recognition literature, various results have been reported based 
on audio, visual and audio-visual information using different classifiers, which are 
summarised in Table 2.2.
The SVMs are one of the popular classifiers that have been used by many researchers for 
emotion recognition, and high performance is often achieved. Borchert and Düsterhôft
(2005) reported an accuracy of 76% with the SVM classifier, and 75% with the 
AdaBoost classifier for a speaker-dependent task, and 70% with each of the two 
classifiers for a speaker-independent one. The classification was performed on the 
Berlin database for seven emotions using 63 prosodic and quality features. Schuller 
et al. (2007c) compared turn-level and chunk-level features for emotion recognition - 
the turn-level features performed better. An average classification accuracy of 83 % 
was achieved for the speaker-independent task, and 95% for the speaker-dependent 
task using the turn-level features. Experiments were conducted on the Berlin database 
(seven emotions) using an SVM classifier with audio features related to pitch, energy, 
envelope, formants, MFCCs, HNR, jitter and shimmer. Kwon et al. (2003) compared 
the emotion recognition performance of four different classifiers: SVM, LDA, quadratic 
discriminant analysis (QDA) and HMM. The best performance was obtained with the 
SVM classifier. For the SUSAS database, an average classification accuracy of 96 % was 
achieved for two classes (stress and neutral), and 70% for four stress styles. For the 
AIBO database, an average recognition rate of 42 % was attained for five emotion classes 
for the speaker-independent task. Audio features related to pitch, log energy, formants, 
band energies and MFCCs were used for the analysis. Vlasenko et al. (2007a) integrated 
the frame and turn-level features to improve the emotion recognition performance. 
The frame-level analysis was performed with a CMM classifier using 39 MFCCs and 
energy features, and the output was fed into an SVM classifier. The SVM system was 
based on the turn-level features. Audio features consisted of pitch, energy, duration, 
formants, MFCCs, HNR, jitter and shimmer. An average classification accuracy of 
90 % was achieved for the Berlin database (seven emotions) with leave-one-speaker-out 
evaluation, and 84 % for the SUSAS database (five emotions) with speaker-dependent 
10-fold cross-validation.
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Table 2.2: Emotion classification using audio, visual and audio-visual modalities. 
A:Audio, V: Visual, AY:Audio-visual, SD: Speaker-dependent, SI: Speaker-independent, 
GI: Gender-independent, FL: Feature-level, DL: Decision-level, and ML: Model-level.
R eference D a ta F ea tu res C lassifier T est
parad igm
Classes A ccuracy
A udio  em otion  classification
Borchert
and
Düsterhôft
(2005)
Berlin 
database 
(Burkhardt 
et al., 2005); 
493 sentences; 
5 male and 
5 female
Prosody,
quality
SVM Training: 
seven speakers 
data, testing: 
three speakers 
data
Seven 70 % (SI)
AdaBoost 70% (SI)
Lin and
Wei
(2005)
DES databEise 
(Engberg and 
Hansen,
1996);
10 min.;
2 male and 
2 female;
2 words,
9 sentences,
2 passages
Prosody, 
MFCC, 
mel freq. 
sub-band 
energies
HMM 4-fold
cross-validation
Five 100%
(GI)
mel energy 
spectrum 
dynamics 
coefficients
SVM 89% (GI)
fc-NN 85% (GI)
Luengo 
et al. 
(2005)
97 samples 
per emotion; 
21 numbers, 
21 words,
55 sentences; 
single actress
Prosody SVM 5-fold
cross-validation
Seven 92% (SD)
CMM 87% (SD)
MFCC CMM 98% (SD)
Schuller 
et al, 
(2003)
5250 phrases 
in German 
and English; 
5 speakers
Prosody CMM Training: 100, 
testing: 50 
utterances 
per emotion 
per speaker
Seven 87% (SD)
HMM 78% (SD)
Continued on next page
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T able 2.2 — con tinu ed  from  p revious page
R eferen ce D a ta Features C lassifier T est
paradigm
C lasses A ccuracy
V isu al em otion  classification
Ashraf 
et al. 
(2007)
Shoulder pain 
expressions 
data from 
21 subjects; 
face data
AAM SVM Leave-one-
speaker-out
cross-validation
Two Equal 
error rate: 
19% (SI)
Bartlett 
et al. 
(2005)
Cohn-Kanade 
database 
(Kanade et al., 
2000);
210 adults;
480 videos; 
face data
Gabor
wavelets
SVM Leave-one-
speaker-out
cross-validation
Seven
LDA
93% (SI)
88 % (SI)
Valstar 
et al. 
(2007)
MMI database 
(Pantic et al., 
2005b);
100 videos of 
posed smile 
and 102 videos 
of spontaneous 
smile; face, 
head and 
shoulder data
12 facial 
points,
5 shoulder 
points, 
and
6 degrees 
of freedom 
of head 
motion
Gentle
SVM-
Sigmoid
10-fold
cross-validation
Two 94% (DL
fusion)
89% (PL 
fusion)
88% (ML 
fusion)
Whitehill
and
Omlin
(2006)
Cohn-Kanade 
database 
(Kanade et al., 
2000);
210 adults;
480 videos; 
face data
Haar
features
AdaBoost
Gabor
features
SVM
Training:
580 images, 
testing: on all 
AUs for which 
at least 
40 training 
images were 
present; 10-fold 
cross-validation
Eleven
AUs
92% (SI)
91 % (SI)
Continued on next page
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T able  2.2 — con tinued  from  prev ious page
R eference D a ta F ea tu res C lassifier Test
parad igm
Classes A ccuracy
A udio-visual em otion  classification
Busso 
et al. 
(2004)
phonetically 
balanced 
612 sentences; 
an actress
Prosody, 
102 face 
marker 
points
SVM Leave-one-out
cross-validation
Four 71 % (A; 
SD)
85% (V;
SD)
89% (AV;
FL & DL 
fusion; SD)
Pal et al. 
(2006)
Infant’s cry 
face and sound 
data
f o ,  first 
two
formants; 
vertical 
grey level
Rules,
A:-means
Not available Five 64% (A)
74% (V)
75% (AV; 
DL fusion)
Schuller 
et al. 
(2007a)
10.5 hours of
spontaneous
human-to-
human
conversation;
11 male and
10 female
Prosody,
articula­
tory,
quality,
linguistic;
AAM,
movement
activity
SVM Training:
14 subjects, 
testing:
7 subjects; 
3-fold speaker 
independent 
cross-validation
Three 64% (SI; 
audio -4- 
activity; 
FL fusion)
59% (SI; 
audio +  
AAM)
42% (SI;
AAM +  
activity)
Wang and
Guan
(2005)
500 videos; 
8 subjects, 
6 different 
languages
Prosody,
MFCC,
formants,
Gabor
wavelets
Fisher’s
LDA
Training:
360 samples, 
testing:
140 samples
Seven 82% (SI;
DL fusion)
Zeng et al. 
(2005b)
660 video 
sequences;
10 male and 
10 female
Prosody,
motion
units
Multi­
stream
Fused
HMM
Leave-one-
speaker-out
cross-validation
Eleven 81 % (SI; 
ML fusion)
2.6. Classiûcation and fusion o f modalities 40
Bozkurt et al. (2010) performed emotion classification with a GMM classifier using the 
MFCC and line spectral frequency (LSF) features. The Berlin and AIBO databases 
were used for the analysis. The Berlin database consisted of seven emotions, while the 
AIBO corpus included five emotions. The average classification accuracies with the 
MFCC features were 83 % and 40 %, and with the LSF featiues were 80 % and 39 %, 
using the Berlin and AIBO databases, respectively. The classification performance 
improved to 85 % (Berlin database) and 41 % (AIBO database) by fusing the two CMM 
systems (MFCC-based and LSF-based) at the decision-level (weighted sum). Luengo 
et al. (2005) reported a recognition rate of 92 % for an SVM, and 87 % for a CMM with 
the 6 best pitch and energy features. An average recognition rate of 98 % was obtained 
using the CMM classifier with the MFCC features. The data were recorded from an 
actress in seven emotions with 97 samples per emotion.
Lee et al. (2004) presented a phoneme-class dependent HMM classifier for emotion 
recognition. A classification accuracy of 76% was achieved with the phoneme-class 
dependent HMM compared to 65% with a generic HMM, and 56% with an SVM 
classifier. It was found that vowel sounds play an important role in emotion recognition. 
The features used for the HMM were MFCCs, and for the SVM were prosodic features 
related to pitch and speech rate. The Facial Motion Capture database (Busso and 
Narayanan, 2007) was used for experiments, consisting of data from an actress in 
four emotions. Schuller et al. (2003) achieved 87 % accuracy with 4-component CMMs, 
and 78 % with a 64-state continuous HMM using the pitch and energy features. The 
database had 5250 phrases in Cerman and English from five speakers with seven 
emotions. Lin and Wei (2005) achieved recognition rates of 100 % with a 5-state HMM, 
89 % with an SVM, and 85 % with a k-NN  classifier (k =  21) for the speaker-dependent 
task using the 5 best audio features. The results were obtained for five emotions, and the 
extracted audio features were prosody, MFCC, and mel frequency sub-band energies. 
The analysis was performed on the Danish Emotional Speech database (Engberg and 
Hansen, 1996).
Petrushin (1999) reported an average accuracy of 70 % with ensembles of NNs to classify 
between five emotional states. The data were 369 utterances of acted speech from 
30 speakers, and the selected features were related to pitch, first two formants, energy,
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and speaking rate. An average accuracy of 77% was achieved to classify between 
agitation (anger, fear and happiness) and calm (neutral and sadness) using a corpus 
of 56 telephone calls of variable length (15 — 90 s) with the same experimental setup. 
Bhatti et al. (2008) suggested a modular NN architecture to decompose the complex 
classification problem into small tasks. An average recognition rate of 83 % was obtained 
with 12 prosodic features. The database had 580 utterances from seven subjects with 
six emotions. The data were recorded in four different languages: English, Mandarin, 
Urdu, and Indonesian.
Some researchers have suggested hierarchical schemes to improve emotion classification 
performance. In this approach, the multi-class classification problem is broken down 
into several two-class problems so tha t the binary classifiers decide between the most 
confusing classes in a more effective way. Shaukat and Chen (2008) used the multi­
stage strategy for five emotions of the Serbian emotional speech database (GEES). In 
the first stage, emotions were divided into two groups: active (anger, happiness) and 
passive (fear, sadness, a neutral state). In the following steps, emotions in each groups 
were further subdivided and the process continued until all emotions were classified. 
An average recognition of 90% was achieved for the SVM classifier (RBF kernel). 
The extracted features were related to pitch, intensity, duration, MFCCs, formants, 
harmonicity, loudness, and voice-source characteristics. Zhang et al. (2006) proposed 
the cascade bisecting process (CB-process), which classifies emotions in several bisecting 
steps. A different feature set was used at each step. The classification performance of 
the CB-process was higher compared to k-NN  and a CB-process that utilised the same 
set of features at every step. The database had 20 sentences per emotion (uttered three 
times each) in Mandarin from eight subjects (4 male and 4 female) with five emotions.
W ith regard to visual classification, Ashraf et al. (2007) used the SVM classifier with 
three AAM derived representations: similarity normalised shape, similarity normalised 
appearance, and canonical appearance. They were able to achieve an equal error rate of 
19 % using canonical appearance combined with similarity normalised shape features to 
classify between pain and no-pain. The data were derived from the UNBC-McMaster 
Shoulder Pain Expression Archive, consisting of video clips from 21 subjects. Bartlett 
et al. (2005) used the SVM, AdaBoost and LDA classifiers with Gabor wavelet features
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to classify between seven facial expressions. They achieved 90% accuracy with an 
AdaBoost, 88% with an SVM (linear kernel) and 89% with an SVM (RBF kernel) 
without feature selection. The performance improved by using the AdaBoost and 
PCA as feature selection techniques. The best performance was achieved by using 
AdaBoost for feature selection and the SVM for classification. The overall performance 
improved to 93 % for the SVM (linear and RBF kernels) and 88 % for the LDA with 
AdaBoost feature selection. The experiments were carried out using the Cohn-Kanade 
database (Kanade et al., 2000).
Gunes and Piccardi (2005) performed affect recognition from the face and body by 
combining the two types of features at the feature and decision-level. Classification 
was based on the decision trees and BayesNet classifiers, and the best-first search 
method was used for feature selection. Feature-level fusion performed better than 
decision-level, and the best performance was achieved with a BayesNet classifier using 
45 features selected out of 206 features from both modalities. The best performance 
attained with the decision tree was 94 % (206 featmns), compared to 96 % (45 features) 
with the BayesNet. The video database recorded the complete upper body, two hands 
and face from three subjects with eight emotions, containing a total of 206 samples.
Valstar et al. (2007) fused the head, face and shoulder classifiers to distinguish between 
posed and spontaneous smiles. They used the GentleSVM-Sigmoid classifier, which 
performs feature selection using the GentleBoost and classification using an SVM. 
The features were fused at three levels: early, mid-level and late. For late fusion, 
the head, face and shoulder classifier outputs were combined by using sum, product 
and weighted criteria. The best recognition accuracy of 94% was achieved with late 
fusion (product), and the recognition rates for early and mid-level fusions were 89% 
and 88%, respectively. The results were obtained using the MMI database (Pantic 
et ah, 2005b).
Whitehill and Omlin (2006) recognized AUs by using two systems: the AdaBoost 
classifier using Haar features, and the SVM classifier using Gabor features. The 
AdaBoost system selected the top 500 Haar features for each AU before classification. 
For eleven AUs, an average recognition accuracy of 91 % was achieved with the SVM
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classifier using Gabor features, and 92% with the AdaBoost classifier using Haar 
features. The recognition accuracies of the two systems were comparable, but the 
AdaBoost allowed the system to work at least two times faster. The analysis was 
performed on the Cohn-Kanade database (Kanade et ah, 2000).
Datcu and Rothkrantz (2008) achieved an average recognition rate of 80 % using still 
images, and 85 % using sequences of frames with the SVM classifier (polynomial kernel) 
for six emotions of the eNTERFACE’05 data set. Metallinou et ah (2010) achieved an 
accuracy of 54 % with the GMM, and 56 % with the HMM using the viseme information 
and 60 facial marker features selected by principal feature selection method (Lu et ah,
2007). The experiments were conducted for four emotion classes of the lEMOCAP 
database (Busso et ah, 2008) with leave-one-speaker-out cross validation.
Multimodal emotion recognition has been performed using three types of fusion 
techniques: feature-level, decision-level and model-level. Busso et ah (2004) approached 
emotion classification using both audio and visual features. The audio-based system 
employed 11 features selected by SBS. The visual-based system used facial marker 
features applying the PCA to each of five parts of the face: the forehead, eyebrow, low 
eye, right cheek and left cheek. For the bimodal system, audio and visual information 
were fused at the feature and decision levels. The SVM classifier was used to classify 
between four emotion categories. The average recognition rate of the audio system 
was 71 %, and for the visual system it was 85 %. Overall performance improved to 
89% for the bimodal system using both the feature-level and decision-level fusion. 
The experiments were carried out on the Facial Motion Capture database (Busso and 
Narayanan, 2007).
Emotion recognition from infant facial expressions and cries was investigated by Pal 
et ah (2006). Their facial features were related to the eyebrow, mouth and eye positions, 
and the audio features were fundamental frequency and the first two formants. For 
five classes, the overall accuracy of audio, visual and audio-visual systems was 64%, 
74% and 75%, respectively. The classification was performed using rules and fc-means, 
and the audio-visual modalities were fused at the decision-level. The database consisted 
of image and sound data from a crying infant.
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Schuller et ah (2007a) investigated recognition of three levels of interest in spontaneous 
conversation by using audio-visual information. The audio features included prosody, 
articulatory, voice quality and linguistic information, and the visual features consisted 
of the AAM and movement activity detection derived from eye positions. Feature 
selection was performed for each of the audio and visual features before the feature- 
level fusion, and the SVM was used for classification. Overall recall for combining 
the audio and activity features was 64%, audio and the AAM yielded 59%, whereas 
the AAM and activity features resulted in 42%. The database contained 10.5 hours 
of spontaneous human-to-human conversation data with three levels of interest from 
21 subjects. Song et ah (2004) reported 85% accuracy for seven emotions with a 
system based on three HMMs. The system models two visual and one audio streams 
independently using three HMMs, and combines the likelihood of each observation 
sequence by analysing the relative reliability of the audio and visual features. Facial 
feature points were tracked with the AAM, and divided into two groups: expression 
and visual speech. For each video frame sequence, expression and visual speech vector 
streams were generated. The audio feature vector stream was extracted based on low- 
level acoustic features. The three streams were fed into an HMM system and higher 
performance was achieved compared to single modality systems. The database included 
1384 samples in seven emotions. Wang and Guan (2005) performed audio-visual based 
classification using data from 8 subjects in six different languages. The database had 
500 videos with six emotion classes. The visual features were Gabor wavelets, and the 
audio features included prosody, MFCCs and formants. A step-wise method based on 
the Mahalanobis distance was used for feature selection. The proposed classification 
scheme was based on the analysis of each individual class, and combinations of different 
classes. An overall accuracy of 82 % was achieved over language- and race-independent 
data. Zeng et al. (2005b) used the Multi-stream Fused HMM (MFHMM) to detect 
eleven emotions with both audio and visual information. They utilised composite 
facial features, speech energy and pitch as three tightly coupled streams. The MFHMM 
allows building of optimal connections between multiple streams based on the maximum 
entropy principle and the maximum mutual information criterion. An average accuracy 
of 81% was achieved with the MFHMM which outperformed the face-only HMM,
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pitch-only HMM, energy-only HMM, and independent HMM fusion which assumed 
independence of the audio and visual streams. The database had 660 videos from 
20 subjects with eleven emotions. Castellano et al. (2007) used a Bayesian classifier to 
classify between eight emotion classes. Ten subjects of five different nationalities were 
recorded: French, German, Greek, Hebrew, and Italian. In total, the database had 
240 posed gestures, facial expressions and speech samples. An average classification 
score of 48 % was achieved with facial expressions, 67 % with gestures, and 57 % with 
audio. The classification performance improved to 78% for feature-level fusion, and 
75 % for decision-level fusion using all modalities. Han et al. (2008) attained an average 
classification accuracy of 74 % with audio features, 82 % with visual features, and 87 % 
with a bimodal system (decision-level fusion) using the SVM classifier. The database 
had 140 samples from 14 subjects with five emotions, where half of the data were 
used for testing. The audio features included pitch and energy, and the visual features 
were the distances between facial points at the eyes, eye brows and mouth locations. 
Emerich et al. (2009) used the SVM (RBF kernel), naïve Bayes and k-NN  classifiers for 
audio-visual emotion classification, where the SVM classifier outperformed the others. 
For six emotion classes, an average recognition rate of 88 % was achieved with audio, 
91 % with visual, and 93% with audio-visual (feature-level fusion). The audio features 
were related to MFCCs and visual features were Daubechies wavelets and moments. 
The experiments were performed on two different databases: the Berlin database and 
Feedtum Emotion Database (facial).
Feature-level fusion is carried out by combining the features of audio and visual modali­
ties into a single vector. Examples of methods based on the feature-level fusion are those 
of Zeng et al. (2005a), Busso et al. (2004), Castellano and colleagues (Castellano et ah, 
2007; Kessous et ah, 2010), Emerich et ah (2009), and Schuller et ah (2007a). Feature- 
level fusion may involve feature selection of the individual modalities either before 
or after combining them. The method has the disadvantage of combining modalities 
of different time scales and metric levels. Moreover, the technique results in a high 
dimensional feature vector, which requires a larger amount of data for training.
In decision-level fusion, data from audio and visual modalities are treated inde­
pendently, and results from different modalities are combined using some chosen
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criterion (e.g., sum, product, and weighted sum or product). Many researchers have 
combined audio and visual modalities at the decision-level including Busso et al. (2004), 
Wang and Guan (2005), Zeng et al. (2007b), Castellano and colleagues (Castellano 
et ah, 2007; Kessous et ah, 2010), Pal et ah (2006), Han et ah (2008), and Petridis and 
Pantic (2008). Decision-level fusion eases the problem of different time scales and metric 
levels of data from different modalities, and the high dimensionality of a concatenated 
feature vector that occur in the feature-level fusion. Decision-level fusion is based on 
the assumption of independence of the audio and visual data, but in actual fact humans 
produce audio and visual expressions in a complementary and redundant manner. The 
assumption of independence results in loss of mutual correlation information between 
audio and visual modalities.
Model-level fusion techniques have been proposed by some researchers including Zeng 
et ah (2005b), Sebe et ah (2006), Caridakis et ah (2006), Petridis and Pantic (2008), 
and Song et ah (2004). This technique effectively utilises the correlation information 
between audio and visual modalities with relaxed synchronisation. Zeng et ah (2005b) 
proposed the MFHMM for audio-visual emotion recognition. The MFHMM builds 
an optimal connection between different streams based on maximum entropy and 
maximum mutual information criteria. Sebe et ah (2006) proposed the Bayesian 
network topology to recognize emotions from audio and visual modalities. The topology 
combines the two modalities in a probabilistic manner. Caridalds et ah (2006) and 
Petridis and Pantic (2008) proposed NNs to combine the audio and visual modalities 
for audio-visual emotion recognition. Song et ah (2004) proposed a system that models 
two visual and one audio streams independently using three HMMs, and combines the 
likelihood of each observation sequence based on the relative reliability of the audio 
and visual features.
To recognize different emotions we used the Gaussian and SVM classifiers. The 
Gaussian classifier was utilised in our initial speaker-dependent experiments using the 
SAVEE database, which was a comparatively easy task. For the speaker-independent 
experiments using the SAVEE and EMODB databases (Burldiardt et ah, 2005), the 
SVM classifier was added to the investigations. The SVM classifier was chosen 
for the speaker-independent task due to the performance improvements reported in
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the emotion recognition literature (Bartlett et ah, 2005; Busso et ah, 2004; Schuller 
et ah, 2007a,c; Shaukat and Chen, 2008; Valstar et ah, 2007), For the audio-visual 
emotion classification, some studies have proposed feature-level fusion (Emerich et ah, 
2009; Schuller et ah, 2007a; Zeng et ah, 2005a), and others have used decision-level 
fusion (Han et ah, 2008; Petridis and Pantic, 2008; Zeng et ah, 2007a), while some have 
tried both approaches (Busso et ah, 2004; Castellano et ah, 2007; Kessous et al., 2010). 
We investigated both the feature-level and decision-level fusion for classification using 
the SAVEE database.
2.7  Sum m ary
In recent years, the field of emotion recognition has attracted researchers from different 
disciplines and some significant progress has been achieved in the areas such as 
acquisition of emotional data, feature extraction and selection, and classification 
techniques.
The initial studies on emotion recognition were mostly based on small databases of acted 
audio or visual expressions with limited numbers of emotion categories. Most research 
utilised either the audio or visual modality, and multimodal studies were rare. The 
data were not widely shared amongst researchers. Recent studies have progressed to 
capture large emotional databases (audio, visual and audio-visual) of acted and natural 
emotions with a broader range of emotion categories. Moreover, several audio, visual 
and audio-visual databases have been made publicly available. Despite the progress, 
some issues related to emotional data acquisition are yet to be resolved. Recording of 
emotional data in the natural environment is a difficult task and the data recorded in 
such environments are usually unbalanced and of low quality. Another problem with 
the natural databases is labelling: although facial expressions can be labelled using 
FACS AUs, no similar coding system is available for the audio data. On the other 
hand, the laboratory environment allows to record high quality balanced data which 
in turn may suffer from the lack of naturalness. In addition, some emotions (e.g., 
happiness) may be relatively easy to pose in a laboratory, while others may be quite 
difficult (e.g., disgust, fear).
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For emotion recognition, different audio and visual features have been investigated to 
improve performance. Commonly-used audio features include pitch, energy, duration, 
spectral energy distribution, formants and MFCCs. These features have been used 
both at the utterance and frame levels. Some studies have suggested the use of 
language, discourse and context-related information to improve emotion classification. 
However, automatic extraction of these features is a difficult task for two reasons: 
firstly it is difficult to recognize the verbal content of emotional speech, and secondly 
the extraction of semantic discourse information is not trivial. Vision-based emotion 
recognition techniques are primarily based on facial expressions, as the face obviously 
plays the most important role in conveying emotions. Two types of feature have been 
used for facial expression analysis: geometric and appearance. Examples of geometric 
features include the shape of facial components (e.g., mouth, eyes) and the location 
of salient facial points (e.g., mouth, corners of eyes). Appearance features represent 
facial texture which includes wrinkles and bulges. Some studies suggest that using 
both geometric and appearance features can enhance the performance of an automatic 
emotion recognizer. Few methods have used 3D face models or incorporated head 
movement. The developments in 3D face modelling techniques can be helpful for view- 
independent facial expression recognition in real environments.
Like any other pattern recognition problem, the performance of an emotion recognition 
system is based on three main stages: feature extraction, feature selection and
reduction, and classification. The feature selection and reduction stage is used to 
discard uninformative, redundant or noisy information. The process improves both 
accuracy and computational efficiency. In the field of emotion recognition, different 
feature selection techniques have been used including the SFS, SBS, SFFS, AdaBoost 
and best-first. The feature-reduction techniques include the PCA and LDA. In addition 
to feature selection and reduction, the choice of classifier plays an important role in 
the performance of emotion recognition. The commonly used classifiers include GMM, 
HMM, NN, SVMs and AdaBoost.
In this study, we have adopted an audio-visual approach for emotion classification based 
on the better performance reported in the literature for the multimodal approaches. 
An audio-visual emotional database has been recorded, and both the unimodal and
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bimodal emotion classification have been investigated in the speaker-dependent and 
speaker-independent scenarios. The popular feature selection (sequential), feature 
reduction (PCA and LDA) and classification (GMM and SVMs) techniques have been 
used for the analysis.
C hapter 3
Surrey A udio-V isual Expressed  
E m otion (SAVEE) D atabase
3.1 In troduction
The design of an automatic emotion recognizer is based on many factors, and one of 
the important factors that can affect its performance is the emotional database used to 
build its models representing human emotions. Emotional behaviour databases of acted 
and spontaneous emotions in different modalities (e.g., audio, visual and audio-visual) 
have been recorded for emotion analysis. The attributes of an emotional database that 
affect the performance of an emotion recognizer include emotion categories, number of 
speakers, modalities and quality of the data (Douglas-Cowie et al., 2003).
The Adult Attachment Interview database (Roisman et ah, 2004) consists of data 
from 60 adults in a wide range of emotions but the database is not accessible (Zeng 
et ah, 2009). The Belfast Naturalistic database (Douglas-Cowie et ah, 2003) covers a 
limited range of emotions, with restricted access to the non-copyright material. The 
HUMAINE database (Douglas-Cowie et ah, 2007) has certain shortcomings in terms 
of quality. A part of the database includes outdoor recordings that are affected by 
outdoor noise (Castaway Reality TV database), while other parts contain very little 
speech (Activity data. Spaghetti data). The Facial Motion Capture database (Busso
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and Narayanan, 2007) has data from one actress in four emotions. The database has 
limitations in terms of both the number of speakers and emotion categories. The 
GEMEP corpus (Banziger et ah, 2006) consists of a variety of emotions to cover each 
quadrant of the activation-evaluation space. However, the recorded material contains 
two pseudo-linguistic sentences (i.e., meaningless phrases) and a sustained vowel /a / ,  
so does not cover a wide range of phonemes. The lEMOCAP database (Busso et al.,
2008) is a good choice for multimodal emotion analysis, yet some basic emotions are 
missing (e.g., disgust, fear and surprise). But it was not available at the outset of the 
present work. According to the fact that we could not find an appropriate database 
for our research, we decided to record the SAVEE database. Audio-visual recordings 
are made from four male speakers in six basic emotions plus neutral. It is balanced in 
terms of emotion classes and phoneme coverage, and is suitable to perform the spealcer- 
dependent and speaker-independent emotion analysis. The subjective evaluation of the 
database is performed for the audio, visual and audio-visual modalities. The following 
sections present the corpus design, data capture, data processing and annotation, 
subjective quality evaluation, database dissemination and summary.
3.2 C orpus design
For the SAVEE database, four British male speakers were selected, and the emotion 
categories consisted of Ekman’s six basic emotions plus neutral. The text material for 
the database was selected from the TIMIT database, which consists of phonetically- 
diverse sentences. The details are provided in the following sections.
3.2.1 Subject selection
We recorded an audio-visual emotional database from four British male speakers, one 
of them was a postgraduate student and the rest were researchers at the University of 
Surrey. Native British speakers were selected to avoid the affect of different cultural 
backgrounds (e.g., Asian, European). Details of the participants are given in Table 3.1. 
The regional accents of the four speakers included southern English (JE and JK),
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Table 3.1: Detail of subjects recorded for the SAVEE database.
S peaker ID A ge (years) Sex A ccent
KL 27 Male Scottish
JE 29 Male English
JK 31 Male English
DC 31 Male Welsh
Scottish (KL) and Welsh (DC). Ages of the subjects varied between 27 and 31 years, 
with an average of 30 years. Speakers participated in the data recording on a volunteer 
basis. The SAVEE database is suitable for both the speaker-dependent and speaker- 
independent emotion analysis. The current size of the d a ta b le  is limited and it contains 
only male speaker’s data. The database can be extended in future by increasing the 
number of speakers and including the female speakers as well.
3.2.2 Em otion categories
Many psychologists have described emotions in terms of discrete theories (Ortony and 
Turner, 1990) based on the assumption of existence of some universal basic emotions. 
However, there are variations in numbers and types of emotions described by different 
researchers. Most popular example of the discrete emotion theory is the classification 
of basic emotions into anger, disgust, fear, happiness, sadness and surprise. This 
idea was mainly supported by the cross-cultural studies conducted by Ekman (Ekman 
et ah, 1987), who discovered that human perceptions of some basic facial expressions 
were same in different cultures. Most research in the field of emotion recognition is 
influenced by the discrete emotion theories, and has focused on recognising these basic 
emotions (Zeng et ah, 2009). We selected the widely-used Ekman’s six basic emotions 
plus neutral for the SAVEE database.
3.2.3 Text material
The text material was selected from the standard TIMIT database (Fisher et ah, 1986). 
The TIMIT corpus of read speech has been designed to provide speech data for acoustic-
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phonetic analysis, and development and evaluation of automatic speech recognition 
systems. We selected text material from the TIMIT database because it comprised of 
phonetically-diverse sentences of various types. The selected text material consisted 
of 15 sentences for each of the six emotions (15 x 6 =  90 sentences) plus neutral. 
The 15 sentences were distributed into 3 common, 2 emotion-specific and 10 generic 
sentences that were different for each emotion. The 3 common and 2 x 6  =  12 emotion- 
specific sentences were also recorded as neutral to result in (3 -)-12) -f 15 =  30 neutral 
sentences. The distribution of sentences in this way resulted in 120 utterances per 
actor. For each emotion class, the sentences cover a full range of phonemes. For this 
purpose, we first observed the phonemes covered by the 3 common and 2 emotion- 
specific sentences for each emotion class, and then the 10 generic sentences were chosen 
to cover the remaining phonemes.
The 3 common (-), 12 emotion-specific (A, D, F, H, Sa, Su), and 2 neutral (N) sentences 
are listed below.
She had your dark suit in greasy wash water all year.
Don’t ask me to carry an oily rag like that.
Will you tell me why?
A Who authorised the unlimited expense accoimt?
A Destroy every file related to my audits.
D Please take this dirty table cloth to the cleaners for me.
D The small boy put the worm on the hook.
F Call an ambulance for medical assistance.
F Tornado’s often destroy acres of farm land.
H Those musicians harmonise marvellously.
H The eastern coast is a place for pure pleasure and excitement.
Sa The prospect of cutting back spending is an unpleasant one for any governor.
Sa The diagnosis was discouraging; however, he was not overly worried.
Su The carpet cleaners shampooed our oriental rug.
Su His shoulder felt as if it were broken.
N The best way to learn is to solve extra problems.
N Calcium makes bones and teeth strong.
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The detailed list of sentences is given in Appendix A, including 70 generic sentences. 
There were 10 generic sentences per emotion class (six basic emotions plus neutral).
3.3 D a ta  recording
The data were recorded by first creating a set of emotion and text prompts, to be 
displayed on the screen in front of actors during data recordings. The data were 
recorded in a 3D vision laboratory at the University of Surrey, using the SdMD’s 
4D capture system. Details are given in the following sections.
3.3.1 Design of prompts
Emotion and text prompts were designed for the data recording. The purpose of 
emotion prompts was to give an idea of emotions to the actors, and text prompts 
included the sentences to be recorded. For each emotion category a slide was created 
consisting of three facial expression pictures and a short film clip for that specific 
emotion. The database consisted of 15 sentences for each of the six basic emotions, 
and 30 sentences for the neutral emotion. The sentences from each emotion class were 
split into three sets, which resulted in 5 sentences for each of the six basic emotions, 
and 10 sentences for the neutral emotion for each set.
The emotion and text prompts were divided into three groups, where each group had 
emotion prompts followed by sentences for each of the seven emotions. The three groups 
were combined in a single file. The set of emotion and text prompts for the first group 
is shown in Figure 3.1. Here we have shown only five sentences for the neutral emotion. 
Similar sets of emotion and text prompts were created for the other two groups in the 
same manner. The emotion prompts were same for each group but the text prompts 
were different. The aim of splitting the data into three groups was to minimise the bias 
due to fatigue.
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Emotion and text prompts for 
capture of SAVEE database
Piinu»t
X.' Fear
She had your dahc tuM in oraaay wash 
water aH year.
Dont ask ms to carry an oNy rag Nka that. 
WiH you tall me why?
Can an ambutanca far madieal Msistanca. 
Tornado's often daMroy acraa of farm 
land
Sadness
Surprise
She had your dark suK m grassy wash 
water all year.
Don't ask me to cany an oily rag Nke that. 
Will you tall mo wtiy?
The carpet daanors shampooed our 
ortontal rug.
His shoulder faN as If It ware broken
Anger
Disgust
She had your dark suit In greasy wash 
water all year.
Don't ask mo to carry an oHy rag Nke that. 
WIH you tell me wtiy?
Please taka tNs dirty table doth to the 
cleaners for me.
The srrtall boy put tfie worm on ttre hook.
Happiness
W Sadness
• She had your dark suit In greasy wash 
water an year.
• Don't ask me to carry an oily rag Nke that
• WtMyouteWmewhy?
• The prospect of cutting back spending Is 
Ml unptoasard one tor any governor.
• The diagnosis was discouraging; however, 
he was not overly worried.
Neutral
yQJ Anger 
'She had your dark suH In greasy wash 
wetoraNyoar.
• Don't ask me to carry an oNy rag Nke that.
• WIN you ten me why?
•Who authorised the unNmked expense 
account?
• Destroy evory file rolatod to my audts.
Fear
tJ. Hspplness
She had your dark suit In greasy wash 
water an year.
Don't ask me to carry an oily rag Nke that 
WmyeuteHmasmy?
Those muaMans harrrtenlze marvelously 
The eastern coast Is a place for pure 
pleasure and excitement.
Surprise
Neutre I
She had your dark suit In greasy wash 
water aN year
Don't ask irte to carry an oNy rag Nke that. 
WIN you ten me why?
The best way to leem Is to solve extra 
problems.
Calcium makes bones and teeth strong
Figure 3.1; Emotion and text prompts for data recording of the SAVEE database (slides 
start from left and move to right, and top to bottom).
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3.3.2 Audio-visual recording system
The SAVEE database was recorded in a 3D vision laboratory at the Centre for Vision, 
Speech and Signal Processing (CVSSP), University of Surrey, UK. The data recording 
sessions spanned several months from February 2008 to November 2008. The data were 
recorded from four British male subjects, KL, JE, JK and DC, as shown in Figure 3.2.
(a) ( b ) (c) (d)
Figure 3.2: Facial markers painted on four subjects with expressions: (a) Displeased
(anger, disgust), (b) Gloomy (fear, sadness), (c) Excited (happiness, surprise), and 
(d) Neutral (neutral).
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Figure 3.3: (a) Audio feature extraction with Speech Filing System software, and
(b) visual data with tracked marker locations. The marker on the bridge of the 
nose (encircled in black) was taken as a reference.
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To extract facial features, each actor’s frontal face was painted with 60 markers. 
Markers were painted on the forehead, eyebrows, cheeks, lips and jaw. Busso and 
Narayanan (2007) divided the face into upper, middle and lower face regions to extract 
features from facial markers, as shown in Figure 3.3b. The upper region included 
markers above the eyes in the forehead and eyebrow area, and the lower region contained 
markers below the upper lip, including the mouth and jaw. The middle region covered 
the cheek area between the upper and lower regions. The placement of facial markers in 
our work was inspired from the Facial Motion Capture database (Busso and Narayanan, 
2007). In the Facial Motion Capture database, 102 facial markers were attached to an 
actress’s face, while we used 60 markers but all parts of the face were covered. We used 
fewer markers for two reasons: firstly, some markers may be redundant when they lie 
very close to each other, and secondly, marker tracking is more reliable. The use of 
facial markers is very helpful to observe the facial movements under different emotions. 
These markers can be easily tracked through the sequences of images, which simplifies 
the extraction of facial features.
3dMD’s 4D capture system (3dMD, 2010) was used to capture the 2D frontal colour 
video and Beyerdynamic microphone signals. The data recording setup is shown in 
Figure 3.4. The 3dMD’s system covers 180° of the face. The actors were required to 
look into a camera in front to record the 2D colour images of the frontal face. The 
distance between the subject and camera was 105 cm, and between the microphone and 
face it was 20 cm. The speaker was sitting in front of the camera with black background. 
For lighting, five ambient light lamps were used: one in front, two on the left and two 
on the right at different heights and angles. The sampling rate was 44.1 IcHz for audio, 
and 60 fps for video.
At the start of the recording session, actors practised expressing different emotions. 
Emotion and text prompts were displayed on the monitor in front of actors during 
recordings. The recording session for each actor consisted of three sub-sessions. 
Emotion and text prompts were split into three parts, and in each sub-session a part 
of the data were recorded. In one recording cycle, five sentences were recorded for an 
emotion with short pauses between the sentences. Actors then stopped for a while 
to get ready for recordings of the next emotion. During the recording session feed
3.3. Data recording 58
Figure 3.4: Data recording setup for the SAVEE database.
back was given to the actors by two persons involved in the recordings regarding the 
quality of their expressed emotions. Some parts of the data were re-recorded to achieve 
satisfactory level of expressions. The total number of sentences recorded per actor 
was 120, which resulted in an audio-visual database of 480 utterances.
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3.4  D ata  processing and an n otation
Both, the audio and visual data were annotated. The audio data were labelled at the 
phone level, and facial markers were tracked for each frame of the visual data. Details 
are given in the following sections.
3.4.1 Speech labelling
We recorded five sentences per emotion in one recording cycle with short pauses 
between sentences. The sequence of sentences was manually split into individual 
sentences, and were labelled at the phone level for the extraction of duration features, 
as described below.
Labelling was performed in a semi-automated way in two steps. First, the automatic 
labelling of data was performed using the Hidden Markov Model Toolkit (HTK) (Young 
et ah, 2010). The HTK is a sophisticated toolkit used for the HMM training, testing and 
results analysis, and has been used mainly for research in the field of speech recognition.
For automatic labelling through the HTK, data from one speaker of the SAVEE 
database were manually labelled using the Speech Filing System (Huckvale, 2010), 
and then used for training. The raw speech waveforms were parametrised by 13 MFCC 
and their delta features. The MFCC features were extracted using a Hamming window 
of 25 ms with a step size of 10 ms. A first order pre-emphasis was applied to the signal 
using a coefficient of 0.97, and filter banks of 26 channels were used. To train the HMMs, 
a prototype model was defined. For the phone-based system, we used a topology of 
3-state left-right with no skips. The states were initialised with zero mean and unit 
standard deviation. The monophone HMMs were first initialised and then re-estimated 
in the next step using the data of a single speaker from the SAVEE database. The 
phone-based system was then used to find the phoneme boundaries for the data of 
remaining three speakers of the SAVEE database based on forced alignment.
In the second step, the automatic phone boundaries obtained from the HTK were 
rechecked manually using the Speech Filing System (Huckvale, 2010). The Speech 
Filing System was used to correct any errors in the phone boundaries based on listening
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assisted by waveform and spectrogram, as shown in Figure 3.3a. The final output 
contained the phone level labels and boundaries for the audio data.
3.4.2 Marker tracking
After data capture, markers were manually labelled for the first frame of a sequence 
and then tracked for the remaining frames using a marker tracker. The marker tracker 
thresholded pixels in the blue channel (i.e., colour of markers), and then detected 
blobs larger than a certain size. This provided us with a set of candidate markers, 
which were matched to markers from the previous frame by looking for minimal overall 
displacement, i.e., we found the closest markers between frames n — 1 and n, took 
that as a match and then proceeded to  the next closest until all markers had been 
tried. If there was no candidate marker within a certain distance, then that marker 
was assumed to be occluded and was frozen in place until it became visible again. The 
marker tracker occasionally failed to track some markers at the lower lip for a small 
part of the data after they disappeared because of the lip movements. Those markers 
were labelled manually. This stage resulted in a set of 2D marker coordinates for each 
frame of the visual data.
3.5 S ub jective quality  evaluation
Quality of the recorded data was checked in terms of expressed emotions by performing 
the subjective evaluation. These tests assessed the data in terms of the speaker’s 
intended emotions. Three kinds of subjective evaluation tests were performed on the 
SAVEE database: audio, visual and audio-visual.
3.5.1 Assessm ent protocol
We selected 20 subjects to evaluate the SAVEE database in terms of expressed emotions. 
Out of the 20 subjects, 9 were native British speakers and the rest had been living in 
the UK for more than a year. All evaluators were students at the University of Surrey, 
and half of them were female.
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The details of evaluators are given in Table 3.2. Although each utterance of the SAVEE 
database was evaluated by 10 subjects, some subjects evaluated only a part of the 
database, which increased the number of evaluators to 20 (10 male, 10 female). Out 
of the 10 male subjects, 5 were native British speakers and the rest of them were non­
native. The female subjects consisted of 4 native British speakers and 6 non-native 
speakers. Ages of the evaluators varied between 21 and 31 years, with an average of 
26 years for male subjects, 23 years for female subjects, and 25 years for all subjects.
Table 3.2: Detail of evaluators for the SAVEE database.
Serial no. S u b jec t ID A ge (years) Sex E nglish  speak ing  ab ility
1 CB 23 Male Native
2 DO 25 Male Native
3 TS 29 Male Native
4 JE 29 Male Native
5 JK 31 Male Native
6 MA 27 Male Lived for 1 year in UK
7 AS 21 Male Lived for 2.5 years in UK
8 AK 21 Male Lived for 2.5 years in UK
9 ZK 29 Male Lived for 1.5 years in UK
10 AA 29 Male Lived for 1 year in UK
11 SA 21 Female Native
12 AH 22 Female Native
13 NA 25 Female Native
14 MH 23 Female Native
15 NN 27 Female Lived for 3 years in UK
16 AB 24 Female Lived for 2 years in UK
17 SS 25 Female Lived for 7 years in UK
18 HN 22 Female Lived for 5 years in UK
19 BY 22 Female Lived for 7 years in UK
20 IS 22 Female Lived for 3 years in UK
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(a) (b) (c)
Figure 3.5: Subjective evaluation of (a) audio, (b) visual, and (c) audio-visual data of 
the SAVEE database at utterance level.
The subjective evaluation was performed at the utterance level in three ways: audio, 
visual and audio-visual. Slides were created with the audio, visual and audio-visual 
clips of each utterance, as shown in Figure 3.5. There were 120 clips per modality for 
each actor, which were divided into 10 sets with 12 clips per set. Sets were randomised 
to remove the systematic bias from responses of the evaluators. For each evaluator, 
a different data set was created using the balanced Latin-square method (Edwards, 
1951). In the experimental design in psychological research, a group of data may be 
given several trials with different experimental conditions (treatments). It is undesirable 
to associate an experimental condition to a specific trial, because it will confuse the 
effects of trials and experimental conditions on the analysis of variance. Suppose that 
we have n trials and c experimental conditions, such that n =  c. Then a square 
of order n x c is created, and experimental conditions are assigned to the cells of 
the square in such a way that each row and column contain all the experimental 
conditions. This is known as Latin-square method. But the Latin-square approach 
might suffer from the serial effects which produce a systematic bias. The balanced 
Latin-square approach avoids this problem by allocating the experimental conditions 
in such a way that each experimental condition is preceded by and followed by every 
other experimental condition only once (for even number of treatments), or twice (for 
odd number of treatments). The Latin-square and balanced Latin-square approaches 
for four experimental conditions (A, B, C, D) with four trials are shown in Figure 3.6. 
Each row of the table represents a trial. The serial effect is observed for the Latin-square
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A D C B
B A D C
C B A D
D C B A
A B D C
D A C B
B C A D
C D B A
(a) (b)
Figure 3.6: faj Latin-square, and (b) balanced Latin-square methods for four
experimental conditions (A, B, C, D) with four trials.
Training Slides fo r «objective 
evaluation of SAVEE d a tab ase
Surprise
Anaer
Happinessmum Sadness
Neutral Anoer Disgust
Happiness Sadness Surprise
Figure 3.7: Audio and visual emotion prompts used for the training of subjects before 
evaluating the SAVEE database (slides start from left and move to right, and top to 
bottom).
method, whereas the balanced Latin-square approach resolves this problem. For our 
database, this process resulted in 10 sets with different sequence orders of the audio, 
visual and audio-visual clips for each actor’s data.
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Subjective Quality Evaluation of SAVEE Database
Speaker ID; DC Dataset: Auclio-visiinl-3 Evaluator ID: AA
Sent No. Diagust Fcor Happiness Sadness Surprise Neutral
lA
ID
IK
2A2B
2C
2D
2E
20
2H
2K
2L
3A
3B
3C
3D
3E
V /30
3H
3K
3L
Figure 3.8: Response sheet used for subjective evaluation of the SAVEE database.
Evaluators were trained using the slides containing three facial expression pictures, a 
short film clip and two audio files for each emotion class, as shown in Figure 3.7. No 
additional speaker-dependent training was provided, although some actors were known 
to some of them. Evaluators were asked to play the audio, visual and audio-visual clips 
and select from one of the seven emotions on a response sheet, as shown in Figure 3.8. 
The responses were averaged over 10 subjects for each actor’s data.
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3.5.2 Analysis of results
The classification accuracies for the audio, visual and audio-visual modalities for seven 
emotion classes averaged over four actor’s data are given in Table 3.3. The average 
classification accuracy for the visual data was higher compared to the audio, yet the 
overall performance improved by combining the two modalities. The results indicate 
tha t both the audio and facial expressions play an important role in conveying emotions.
For the audio data, confusion existed between different emotions. Anger and disgust 
were confused with each other, and in addition disgust was confused with all other 
emotions, especially surprise and neutral. Fear was confused with both the sadness 
and surprise, and sadness was confused with neutral. Happiness and surprise were 
confused with each other, and in addition happiness was confused with anger, and 
surprise with fear. Results indicated higher classification accuracies for the anger, 
sadness and neutral, and lowest for the disgust.
The overall classification accuracy achieved with the visual data was higher compared 
to the audio, but still confusion existed between some emotions. Disgust was confused 
with sadness, while fear was confused with both the surprise and sadness. Surprise 
emotion was confused with fear. For the visual data higher classification accuracy was 
observed for the anger, happiness and neutral, and lowest for the fear emotion.
The classification performance for each emotion improved using the audio-visual data, 
and resulted in an overall higher classification accuracy. The two modalities facilitated 
each other to improve the overall classification performance. Confusion was observed 
between some emotions. Fear emotion was confused with both the sadness and surprise. 
The average classification accuracy was higher for the anger, happiness and neutral, 
and was lowest for the fear emotion.
The average classification accuracies achieved with the audio, visual and audio-visual 
data for seven and four emotion classes are summarised in Table 3.4. The classification 
accuracies for four emotion classes were achieved by merging some emotions based 
on their confusion. The four emotion categories were displeased (anger, disgust), 
gloomy (fear, sadness), excited (happiness, surprise), and neutral (neutral). Results 
indicate a higher classification accuracy for the facial expressions compared to the audio.
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Table 3.3: Average human classification accuracy (%) for seven emotions (Anger, 
Disgust, Fear, FLappiness, Sadness, Surprise, ISeutral) on SAVEE database, mean 
over four actors and ten subjects with 95 % confidence interval (n = 40 Confusion (%) 
between emotions is highlighted in colours, blue represents 5 < Confusion < 10, magenta 
represents 10 < Confusion < 15, and red represents Confusion > 15.
A ctual
em otion
R ecogn ised  em otion
A D F H Sa Su N
A udio, average recognition rate =  66.5 ± 2.5
A 78.0 10.2 1.7 2.7 0.2 4.8 2.5
D 8.3 38.1 5 .7 6 .7 8.8 11.5 20.8
F 4.2 3.0 53.8 6.5 16.3 14.2 2.0
H 10.0 6.3 1.7 57.7 2.8 17.0 4.5
Sa 0.3 3.5 11.8 1.5 71.2 1.2 10.5
Su 7.3 5.8 12.3 15.5 3.3 54.3 1.2
N 1.2 1.6 0.8 0.5 6.7 0.2 89.0
V isual, average recognition rate =  88.0  ±  0.6
A 94.3 4.5 0.2 0.5 0.3 0.0 0.2
D 3.3 80 .7 4.2 0.0 11.7 0.0 0.2
F 0.5 3.3 62.0 2.8 8.7 16.2 6.5
H 0.3 0.0 0.2 97.5 0.2 0.9 1.0
Sa 0.0 0.3 8.0 0.0 90.0 0.3 1.3
Su 0.2 0.5 10.0 1.3 0.0 87.3 0.7
N 0.7 0.0 0.0 0.7 2.3 0.1 96.2
A ud io-v isu al, average recognition rate =  91.8 ± 0 . 1
A 96.0 3.6 0.3 0.0 0.0 0.0 0.0
D 2.6 89.0 2.5 0.0 5.2 0.3 0.3
F 0.9 0.5 73.2 1.4 12.3 9 .7 2.2
H 0.0 0.2 0.0 97.5 0.0 1.6 0.7
Sa 0.2 0.3 5.3 0.0 92.8 0.0 1.3
Su 0.0 0.7 8.0 1.1 0.2 89 .7 0.3
N 0.1 0.2 0.0 0.7 0.8 0.0 98.2
and the overall classification performance improved for the audio-visual modalities 
combined. Reducing the number of classes made the classification task easier, and 
improvement in the classification accuracy was observed. The average classification
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Table 3.4: Average human classification accuracies (%) for seven and four emotions 
on the SAVEE database, over 10 evaluators. Mean is averaged over four actors data 
with 95% confidence interval (Cl) based on the standard error (n =40).
H u m an K L JE J K D C M ean  (± C I)
Seven em o tio n  classes
A udio 53.2 67.7 71.2 73.7 66.5 ±  2.5
V isual 89.0 8&8 8&6 84.7 88.0 i  0.6
A udio-v isual 92.1 92.1 91.3 91.7 91.8 ±  0.1
F our em o tio n  classes
A udio 63.2 80.9 79.2 82.0 76.3 ±  2.4
V isual 90.6 97.2 90.0 87.4 91.3 ±  1.1
A udio-v isual 94.4 9&3 9&5 94.5 95.2 ±  0.6
accuracy for seven emotion classes averaged over four actor’s data and 10 evaluators 
was 66.5% for audio, 88.0% for visual, and 91.8% for audio-visual data. For four 
emotion classes, the average classification score was 76.3% for audio, 91.3% for visual, 
and 95.2% for audio-visual data.
Overall, expressed emotions for 441 out of 480 sentences were correctly classified by at 
least 8 out of 10 subjects under the audio-visual condition, indicating good agreement 
with actor’s intended emotions over the database.
3.6 D atab ase d issem in ation
To contribute to the field of emotion recognition, we decided to share our mul­
timodal database with other researchers worldng in the same area of research. 
A web-based repository is designed which contains important details about the 
SAVEE database. The database is available at h t tp  : / /p e r s o n a l . e e . s u r re y . a c . uk/ 
P e rso n a l/P . Jackson/SAVEE/.
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3.6.1 Design of web-based repository
The website was designed to present the SAVEE database and to provide useful 
information related to it: home, introduction, database, evaluation, references and 
download.
The home section of the SAVEE website is designed to provide an introduction to the 
database. The subsections consist of abstract, conclusion and acloiowledgements.
The next section provides an overview of the different audio, visual and audio-visual 
databases that have been recorded for emotion analysis. Some popular databases are 
discussed.
The database section explains the procedure of corpus design, data recording, data 
processing and annotation. The design subsection contains information about the 
selection of subjects, choosing the number and types of emotion categories, and selection 
of text material. The data capture subsection explains the design of emotion and text 
prompts, SdMD’s capture system (3dMD, 2010) and the data recording procedure. 
The data processing and annotation subsection explains the procedure for speech data 
labelling and visual marker tracking.
The evaluation section describes the quality assessment results for the SAVEE database. 
The baseline results for the speaker-dependent and speaker-independent tasks are also 
included. These results are listed for the researchers to perform comparative evaluation 
of their methods against humans and baseline results on this database.
The references section lists our publications during the course of this study and other 
references of relevance.
The database can be downloaded by registering. This section is further subdivided 
into data, annotation and meta data. The data subsection includes the audio data, 
marker’s data and audio-visual videos. The annotation subsection contains phone-level 
annotation of the audio data. Meta data include details of actors, complete list of 
sentences, emotion and text prompts slides, details of evaluators, a set of audio, visual 
and audio-visual slides used for the data evaluation, slides used for the training of
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subjects before data evaluation, response form for the evaluators, a document about 
the SAVEE database, and a list of extracted audio and visual features.
3 .6 .2  D a ta  p rep ara tion  and  re lease
The data are prepared at the utterance level for download and consist of the following 
main parts: audio files, 2D marker coordinates, phone-level annotation of the audio 
data, audio-visual videos, and the face image sequence data. Each type of data is 
subdivided based on the actor’s identity. The audio files are in the WAV file format. 
The 2D marker data are stored in the marker locations section, and phone-level labels 
of the audio data are stored in the phonetic labelling section. The audio-visual videos 
are prepared in the AVI format at the utterance level. The facial expressions data in 
the JPEG format are also available for download.
3.7  Sum m ary
This chapter described the design, capture, annotation, quality evaluation and 
dissemination of the SAVEE database of expressed emotions.
The SAVEE database has been recorded from four native British speakers with an 
average age of 30 years. The emotion categories consisted of Ekman’s six basic 
emotions (anger, disgust, fear, happiness, sadness and surprise) plus neutral. The 
text material was selected from the TIMIT database. The text material consisted 
of 15 phonetically-balanced sentences per emotion, which comprised of 3 common,
2 emotion-specific and 10 generic sentences that were different for each emotion. The
3 common and 12 emotion-specific sentences were also recorded as neutral which 
resulted in 30 neutral sentences. The distribution of sentences resulted in 120 utterances 
per actor, and 480 in total.
For the data capture, emotion and text prompts were created. A prompt for each 
emotion consisted of three facial expression pictures and a short film clip for that 
specific emotion. Emotion and text prompts were divided into 3 groups, where each 
group consisted of the seven emotions. The purpose was to minimise the bias due
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to fatigue. The data were recorded at CVSSP, University of Surrey, UK over several 
months of year 2008. The SdMD’s capture system (3dMD, 2010) was used to capture 
the 2D frontal colour videos and Beyerdynamic microphone signals. The sampling rate 
was 44.1kHz for audio and 60 fps for video.
The speech data were labelled at the phone-level in a semi-automated way in two steps. 
Firstly, the automatic data labelling was performed using the HTK (Young et ah, 2010). 
Secondly, the Speech Filing System (Huckvale, 2010) was used to correct manually 
any errors in the automatic phone labels based on listening assisted by waveform and 
spectrogram. The final output was phone level labels for the audio data. To facilitate 
the extraction of facial features, each actor’s face was painted with 60 markers. After 
data capture, markers were manually labelled for the first frame of the sequence and 
tracked for the remaining frames using a marker tracker. This stage resulted in a set 
of 2D marker coordinates for each frame of the visual data.
The subjective quality evaluation of the database was performed by 20 subjects. Out 
of 20 subjects, 9 were native British speakers and the rest had been living in the UK 
for more than a year. Half of the evaluators were female. The average classification 
accuracy for seven emotion classes averaged over four actors was 66.5% for audio, 
88.0% for visual, and 91.8% for audio-visual data. Overall, expressed emotions for 441 
out of 480 sentences were correctly classified by at least 8 out of 10 subjects under the 
audio-visual condition, indicating good agreement with the actor’s intended emotion 
over the database.
To share the database with other researchers, a web-based repository has been 
developed. The website provides an introduction to the database, background of the 
emotional databases, details about the corpus design and capture, data processing and 
annotation, subjective quality evaluation, and access to the database.
C hapter 4
Speaker-dependent audio-visual 
em otion  classification
4.1 In troduction
This chapter explores the recognition of expressed emotion from speech and facial 
expressions for the speaker-dependent task. These experiments were performed to 
develop a baseline system for the audio-visual emotion classification, and to investigate 
different ways of combining the audio and visual information to achieve better emotion 
classification. The emotion classification was performed using the SAVEE database. 
This database consists of seven audio-visually expressed emotions from four British 
male actors. There are 120 utterances per actor resulting in 480 sentences in total.
For the speaker-dependent emotion classification, first 106 audio and 240 visual features 
were extracted. The feature extraction was followed by feature selection, feature 
reduction and classification steps. Both unimodal and bimodal approaches were used 
for emotion classification. The audio-visual fusion was investigated at four different 
levels: feature-level, after feature selection, after feature reduction and decision-level. 
We performed the speaker-dependent emotion classification using all four speakers’ 
data, and compared our results against human performance. The following sections in 
this chapter present our method, audio-visual fusion strategies, audio-visual emotion 
classification and summary.
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4.2 M eth od
The speaker-dependent emotion classification was performed by adopting a method 
comprising three main steps, as shown in Figure 4.1. The first step was feature 
extraction, in which audio features related to fundamental frequency, duration, energy 
and spectral envelope, and visual features related to 2D coordinates of facial markers 
were extracted. The next step consisted of feature selection and reduction. Feature 
selection was performed with the Plus ^-Take Away r  algorithm (sequential forward 
backward selection) based on three criteria: Bhattacharyya distance, Mahalanobis 
distance and KL-divergence. Feature selection was followed by feature reduction, in 
which linear transformation methods, PC A and LDA, were applied to the selected 
features. Finally, the Gaussian classifiers were used for classification between different 
emotion classes.
4.2 .1  F eatu re e x tra c tio n
A total of 106 audio and 240 visual features were extracted at utterance-level for the 
speaker-dependent emotion classification. The details of the audio and visual features 
and their extraction are given below.
A udio  fea tu res
The audio features were related to fundamental frequency (/o), duration, energy and 
spectral envelop. These features were extracted using the Speech Filing System (Huck­
vale, 2010) and HTK (Young et ah, 2010), as shown in Figure 4.2a.
P itc h  featu res: The fundamental frequency (/o) was extracted using the Speech 
Filing System (Huckvale, 2010) based on RAPT algorithm. The following features were
Feature reduction 
(PGA or LDA)
Feature selection 
(SFBS algorithm )
Feature extraction 
(audio and visual)
Classification and fusion 
(Gaussian classifier)
Figure 4.1: Block diagram of emotion classification method for the speaker-dependent 
scenario.
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extracted from the f o  contour: minimum and maximum of mel frequency ( /o  — m in, 
fo — max) ; mean and standard deviation of first and second Gaussian of mel frequency 
{fo — Mfli) fo -  (Tgi, f o  — fig2 , fo -  cTg2 ); minimum, maximum, mean and standard 
deviation of mel frequency first order difference ( A /o  — mm, A /o  — maæ, A /o  — n, 
A f o  -  a ) .
D uration features: Semi-automated phone labels were used to extract duration 
features. The phone labelling was performed in two steps; first automatic labelling 
of the audio was performed using the HTK (Young et ah, 2010), and second the Speech 
Filing System (Huckvale, 2010) was used to correct the automatic phone labels based on 
listening assisted by the waveform and spectrogram. We focused on the use of derived 
features for emotion recognition. The following duration features were extracted: voiced 
speech duration {dur — uosp), unvoiced speech duration {dur — unvosp)^ sentence 
duration {dur — sent), average voiced phone duration {dur — avoph), average unvoiced 
phone duration {dur — aunvoph), voiced-to-unvoiced speech duration ratio {dur — 
votounvosp)^ average voiced-to-unvoiced phone duration ratio {dur — avotounvoph), 
speech rate {dur — sprt), voiced-speech-to-sentence duration ratio {dur — vosptosent), 
and unvoiced-speech-to-sentence duration ratio {dur — unvosptosent).
E n erg y  fea tu res: The energy features were extracted by first filtering the signal in 
different bands using a Butterworth filter and then calculating the energy at frame 
level using a Hamming window of 25 ms with a step size of 10 ms. The following energy 
features were extracted: mean and standard deviation of total log energy {enelog — /i, 
enelog — a); mean, standard deviation, minimum, maximum and range of normalised 
energies in the original speech signal {ene — p, ene — a, ene — m in, ene — max, ene — 
range) and speech signal in the frequency bands 0-0.5 kHz, 0.5-1 kHz, 1-2 kHz, 2-4kHz 
and 4-8 kHz {ene[fband] — p, ene[fband] — a, ene[fband] — m in, ene[fband] — max, 
ene[fband] — range, where [fband\ =  0 — 0.5,1 — 2,2 — 4,4 — 8 kHz); mean, standard 
deviation, minimum, maximum and range of first order difference of normalised energies 
in the original speech signal (A ene — p, Aene — a, A ene — m in, A ene — max, Aene — 
range) and speech signal in the same frequency bands (Aene[/&and]— Aene[/6and] — 
a, Aene[fband\ — m in, Aene[fband] — max, Aene[fband] — range, where [fband] = 
0 - 0 . 5 , l - 2 , 2 - 4 , 4 - 8 A ; l f z ) .
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Figure 4.2: (a) Audio feature extraction with Speech Filing System software, (b) video 
data with overlaid tracked marker locations. Marker on the bridge of nose was taken 
as a reference (encircled in black).
S p ec tra l fea tu res: The spectral envelope features were extracted at utterance level 
using the HTK (Young et ah, 2010): mean and standard deviation of 12 MFCCs 
(m/cc[c] — p, mfcc[c] — a, where c =  1 ,2,..., 12).
V isual fea tu res
The visual features were extracted by painting markers on actors’ foreheads, eyebrows, 
cheeks, lips and jaws. After data capture, the markers were manually labelled for the 
first frame of a sequence and automatically tracked for the remaining frames using 
a marker tracker. The tracked marker x  and y coordinates were normalised relative 
to a reference point at the bridge of the nose by subtracting the mean displacement 
and rotating for the correction of the head pose (Busso and Narayanan, 2007). For 
deployment, our system assumes that tracked facial coordinates are available, either 
from markers or by means of computer vision techniques. Finally, 240 visual features 
were obtained from the 2D marker coordinates as the mean and standard deviation of 
the adjusted marker coordinates (M P[m] — px, MP[m] — py, MP[m] —Ox, MP[m] — cry, 
where m is the marker number in the range 1,2,..., 60). The markers were divided into
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three groups, as by Busso and Narayanan (2007): upper, middle and lower face regions, 
as shown in Figure 4.2b. The upper region includes markers above eyes in the forehead 
and eyebrow area, and lower region contains markers below upper lip, including mouth 
and jaw. The middle region covers the cheek area between the upper and lower regions.
4 .2 .2  F eatu re se le c tio n  and  red u ctio n
The feature selection plays an essential role in pattern recognition by removing 
uninformative, redundant or noisy information. For the speaker-dependent emotion 
classification, we adopted a two step process: feature selection with Plus Z-Take Away 
r  algorithm, followed by feature reduction with PGA and LDA.
F e a tu re  se lec tion
Feature selection was performed using a standard algorithm based on the discriminative 
criterion function. The Plus Z-Take Away r  algorithm (Kittler, 1978) is a feature 
search method based on some criterion function that uses both sequential forward 
selection (SFS) and sequential backward selection (SBS) algorithms. SFS is the bottom- 
up search algorithm where one feature is added at a time. First the single best feature is 
selected, and then the best new feature is added from the remaining candidates based 
on some criterion function. In SFS algorithm, once a feature is added (which may 
become unhelpful later as the feature set grows), it cannot be removed. On the other 
hand, SBS is the top down process which starts from the complete feature set and at 
each step the worst feature is discarded.
The Plus Z-Take Away r algorithm combines the SFS and SBS algorithms. At each 
step, Z features are added to the current feature set and r  features are removed. The 
process continues until the required feature set size is achieved. The feature search was 
performed with Z =  2 and r  =  1, i.e. one feature was added at each step. We used this 
algorithm to select features from the full set of features (audio and/or visual) based 
on three different criteria: Mahalanobis distance, Bhattacharyya distance, and KL- 
divergence (Campbell, 1997). These distance measures have been used as dissimilarity 
measures in different applications including signal selection (Kailath, 1967), speaker
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recognition (Campbell, 1997), emotion recognition (Wang and Guan, 2008) and texture 
retrieval (Comaniciu et al., 2003).
M ahalanob is  d istance: The Mahalanobis distance is a useful way of defining the 
similarity between two classes (Mahalanobis, 1936). The Mahalanobis distance between 
two normally distributed classes u)i and ujj is defined as
(^Mah = \J (m  -  +  P jS j) - l( / i i  -  fj.j) (4.1)
where and pLj are the means, S* and 'Ej are the covariances, and Pi  and Pj  are
the prior probabilities of classes uji and ujj, respectively. The prior probabilities are 
calculated as 7^ — —  P j  =  ni+n^ ~ 2  ’ where rii and rij  are the numbers of
samples from classes uJi and ujj, respectively. In comparison to the Euclidean distance, 
the Mahalanobis distance takes into account the correlation between variables and is 
scale invariant. The Mahalanobis distance is equivalent to the Euclidean distance when
the covariance term PiEi +  P jE j is equal to the identity matrix.
B h a tta c h a ry y a  d istance: The Bhattacharyya distance is a separability measure 
between two classes (Bhattacharyya, 1943). For normally distributed classes it is given
by • s  s
d s h a t  =  g ( /^ i “  “  P 3)  +  2
The Bhattacharyya distance consists of two components: the first term gives class 
separability due to the difference between class means, whereas the second term gives 
class separability due to the difference between class covariance matrices. The first 
term represents the Mahalanobis distance using an average covariance matrix.
For equal covariance matrices (i.e., E* =  E j =  S ), the Bhattacharyya distance is equal 
to the Mahalanobis distance (neglecting scaling), whereas in the case of equal means, 
the Bhattacharyya distance is given by
1
The Bhattacharyya distance is closely related to the probability of error as an upper 
bound on the Bayes error for normally distributed classes (Fukunaga, 1990).
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Kullback-Leibler (KL) divergence measure: The KL-divergence measure provides 
the dissimilarity between two classes based upon information theory (Kullback, 1968). 
It is defined as the total average information for discriminating between the two classes, 
and is given by
Jviv = J  [Pi(x) -  Pj(x)] In (4.4)
where Pi(x) and Pj(x) are the probability density functions of classes uJi and ufj, 
respectively. For two normally distributed classes, the KL-divergence is defined as
Jdw =   ^+  E j — Fj){Pi ~  Pj)'^] +  g;^r[(Et — E j){E j  ^ )^] (4.5)
where tr  denotes the matrix trace operation. The trace of a square matrix is defined 
as the sum of elements on the main diagonal. The above-mentioned relation consists 
of two components: the first term is based on the distance between the mean vectors, 
and the second term is based on the difference between the covariance matrices. In this 
way, the divergence measure provides the separation between two classes using both 
the mean and covariance information of the classes.
For the equal covariance case (i.e., E% =  E j  — E), the divergence measure is the 
Mahalanobis distance (assmning equal priors and taking the square) between the means 
of two classes
Jdiv = {Pi — Pj)'^'^ ^{Pi ~~ Pj) (4.6)
If the means of two classes are equal (i.e., /i.^  =  fij), then the divergence measure is 
reduced to
Joiv =  _  s r i) ]  (4.7)
=  i t r [S jS 7 i]  +  i t r [S ,S r i ]  -  „  (4.8)
where n  is the dimensionality of the feature space. The divergence measure satisfies all
metric properties except the triangular inequality, and therefore it is not termed as a
distance.
Features were normalised prior to applying the feature selection by using the Z-norm 
(i.e., mean subtraction and division by standard deviation). The data was assumed to
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be normally distributed and full covariance matrices were used for computation, similar 
to other studies (Campbell, 1997; Comaniciu et ah, 2003; Wang and Guan, 2008). The 
above-mentioned distance measures provide the separability between two classes. For 
k number of classes the separability measure is obtained by averaging it over all binary 
combinations of the classes, and is given by
fc-i
J  = (4.9)
i=l j>i
where Jij is the separability measure between two classes uji and ojj, whereas Pi and 
Pj  are the prior probabilities of classes w, and Wj, respectively.
F e a tu re  red u c tio n
The dimensionality of the feature set can be reduced by using statistical methods to 
maximise the relevant information preserved. This can be achieved by applying the 
linear transformation, x  =  W z, where x  is the feature vector in reduced feature space, 
z is the original feature vector, and W  is the transformation matrix. PC A (Shlens, 
2005) is widely used to extract essential characteristics from high-dimensional data 
sets and discard noise, while LDA (Duda et ah, 2001) maximises the ratio of between- 
class variance to within-class vai'iance to optimise separability between classes. We 
applied LDA by using the covariance of all training data rather than between-class 
variance in order to compare the LDA and PGA for different numbers of features. 
PGA and LDA methods involve feature centring, whitening, covariance computation 
and eigen decomposition. For feature reduction, we applied both PGA and LDA as 
linear transformation techniques to the selected features.
P rin c ip a l C o m ponen t A nalysis (P C A )
PGA is non-parainetric method used to extract useful information from noisy data, 
and is widely used for statistical analysis of data (Shlens, 2005). PGA is capable of 
reducing the dimensionality of data to extract the hidden structure of the complex data 
and remove noise.
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PGA is described below in detail. Let X  be an m x n  matrix, where m  is the number 
of features and n  is the number of samples. First, the mean value of each feature is 
subtracted and each feature is divided by its standard deviation to restrict variation of 
different features to the same range. Second, let us define a new matrix Y  as an n x m 
matrix.
where each column of Y  has zero mean. It can be shown that
Y ^Y  =  S x  (4.11)
where Sx denotes the covariance of X. The principal components of X are the 
eigenvectors of S x - By calculating the Singular Value Decomposition (SVD) of Y , 
the columns of matrix V  (eigenvector matrix) contain eigenvectors of Y^ Y = Sx- 
Thus columns of V  are the principal components of X. The SVD decomposition of a 
matrix M  is given by
M  =  U S V ^  (4.12)
Here U and V  are the orthogonal matrices, where the elements of V  are eigenvectors, 
and U is the set of vectors defined by =  ^Xvj. S is a diagonal matrix with 
the rank-ordered set of singular values, cri >  <J2 >  ... >  cr,.. Singular values are 
positive and real, which are obtained by taking the square roots of eigenvalues of a 
matrix. Equation 4.12 states tha t any arbitrary matrix M  can be decomposed into 
an orthogonal matrix, a diagonal matrix and another orthogonal matrix (or rotation, 
stretch and another rotation).
L inear D isc rim in an t A nalysis (LD A )
LDA is another example of the feature reduction techniques, which maximises the
ratio of between-class variance to within-class variance for optimisation of separability
between classes (Duda et ah, 2001). The criterion function for LDA is given by
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S b  =  ' ^ r i i { p i -  p ) { p i~  p Y  (4.14)
i= l
E t  ~  S w  +  S g  (4.15)
S r  =  ^ ( x - / x ) ( x - j L i ) ^  (4.16)
X
where S g  is the between-class scatter, E w  is the within-class scatter, and E t  is the 
total scatter matrix, p  is the total mean vector, Pi is the mean vector for class i, 
and c is the total number of classes. The transformation matrix W  in Equation 4.13 
maximises the ratio of between-class variance to within-class variance. The columns of 
an optimal W  are the eigenvectors tha t correspond to the largest eigenvalues in
SgWi =  X iE w ^ i  (4.17)
In the above relation, if E w  is non-singular then the equation can be solved by 
eigenvalue decomposition of S ^ S g .  Alternately, the eigenvalues can be calculated 
as the roots of characteristic polynomial
|S g  — AiSwl =  0 (4.18)
and then solving
(S g  — X iE w )'^i — 0 (4.19)
for eigenvectors Wj. The matrix S g  is of the rank c — 1 or less, since it is the sum of c
matrices of rank one or less, and only c — 1 of these are independent. There are c — 1
non-zero eigenvalues and weight vectors corresponding to these non-zero eigenvalues. In 
the case of isotropic within-class scatter, the eigenvectors are those of E g . In general, 
the solution for W  is not unique and the transformations rotate and scale the axes in 
different ways. These linear transformations do not make any significant changes to 
the criterion function J (W ) or classifier.
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PCA is non-parametric and the solution is unique and independent of any hypothesis 
about the data probability distribution. These two properties are the weakness as well 
as the strength of PCA. LDA is closely related to PCA in the sense tha t both are 
linear feature reduction techniques. The difference is that PCA does not take into 
account any information about the classes, while LDA explicitly attem pts to model the 
difference between the classes of data.
4 .2 .3  C lassifica tion  an d  fu sion  o f  m o d a litie s
The Gaussian classifier utilises Bayes decision theory where the class-conditional 
probability density p{x\ui) is assumed to have Gaussian distribution for each class w*. 
The Bayes decision rule is described as
%Bayes = a i 'g m ^ f  (w |^æ) = argmaxp(æ|üJi)P(a;i) (4.20)i i
where P{uji\x)  is the posterior probability, and P(w*) is the prior class probability. 
Each emotion class w< was modelled using a single component Gaussian with a diagonal 
covariance matrix.
The audio-visual emotion classification was performed by the fusion of modalities at 
feature-level, after feature selection, after feature reduction and at decision-level, as 
shown in Figure 4.3.
4.3  A  p ilot stu d y
A pilot study was conducted to compare the performance of the Mahalanobis distance, 
Bhattacharyya distance, and KL-divergence measures using the single subject (KL) 
data h'om the SAVEE database. The experiments were performed using the 106 audio 
and 240 visual features. The audio features consisted of pitch, energy, duration and 
MFCC features, whereas the visual features were the means and standard deviations 
of the 2D marker coordinates. The feature selection was performed with the Plus 
Z-Take Away r  algorithm using the Mahalanobis distance, Bhattacharyya distance, 
and KL-divergence as feature selection criteria. The feature selection was followed
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Figure 4.3: Block diagrams of the audio-visual fusion at four levels: (a) feature-level, 
(b) after feature selection, (c) after feature reduction, and (d) decision-level. Here 
FS: Feature selection; FR: Feature reduction; GC: Gaussian classifier.
by feature reduction using the PC A and LDA, and classification using the Gaussian 
classifier. The feature selection with the Mahalanobis distance and KL-divergence 
criteria was performed using the full set of audio, visual, and audio-visual (feature-level 
fusion) features. In the case of Bhattacharyya distance, the feature selection process 
encountered a numerical problem after selecting a certain numbers of features, which 
is discussed in more detail later in this section. For this reason, the audio features 
were selected from the pitch, energy, duration, and MFCC features subgroups, whereas 
the visual features were selected from the upper, middle, and lower part of the face. 
In the case of audio modality, the proportions of selected features were 13% (pitch), 
49% (energy), 12% (duration) and 26% (MFCC), whereas for the visual modality, 
the proportions of selected features were 37% (upper face), 37% (middle face) and
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26 % (lower face). The feature-level fusion was performed by combining 30% audio and 
70 % visual features, as the visual modality performed better than the audio modality. 
This combination was chosen as it performed better than other combinations, such as 
40% audio, 60% visual; and 50% audio, 50% visual features. For the decision-level 
fusion, the posterior probabilities from the audio and visual modalities were multiplied 
with equal weighting for equal numbers of selected features from the two modalities. 
The data were divided into six sets, where in each round five sets were used for training 
and one set for testing, and the results were averaged over six tests.
The results achieved for the seven emotion classes using the audio, visual, and audio­
visual modalities are plotted in Figure 4.4. These results were obtained for the 
LDA 6 features. The best results achieved for the audio modality were 53 % (standard 
error (SE): 7.2, 40 features (ft.)), 52% (SE: 7.5, 20 ft.) and 48% (SE; 13.5, 10 ft.), 
whereas for the visual modality it were 99% (SE: 1.6, 50 ft.), 98% (SE: 3.3, 20 ft.) 
and 98% (SB: 3.3, 30 ft.) using the Bhattacharyya, Mahalanobis and KL-divergence 
measure-based features, respectively. In the bimodal scenario, the best results for the 
feature-level fusion were 99% (SE: 1.6, 70 ft.), 99% (SE; 1.6, 50 ft.) and 98% (SE: 2.1, 
190 ft.), whereas for the decision-level fusion it were 99% (SE: 1.6, 50 ft.), 99% (SE: 1.6, 
40 ft.) and 98 % (SE: 3.3, 30 ft.) for the Bhattacharyya, Mahalanobis and KL-divergence 
measure-based features, respectively.
The overall performance of LDA was better than tha t of PCA. The results obtained for 
the PCA 20 components are discussed here. The best results for the audio modality 
were 42% (SE: 6.5, 50 ft.), 42% (SE: 5.5, 10 ft.) and 38% (SE: 7.9, 30 ft.), whereas 
for the visual modality it were 98% (SE: 3.3, 50 ft.), 98% (SE: 3,3, 80 ft.) and 
98 % (SE: 3.3,140 ft.) for the Bhattacharyya, Mahalanobis and KL-divergence measure- 
based features, respectively. In the case of bimodal scenario, the best results for the 
feature-level fusion were 90 % (SE: 3.0, 20 ft.), 89 % (SE: 3.9, 130 ft.) and 80 % (SE: 10.1, 
170 ft.), whereas for the decision-level fusion it were 98 % (SE: 3.3, 70 ft.), 98 % (SE: 3.3, 
40 ft.) and 95 % (SE: 6.2, 30 ft.) for the Bhattacharyya, Mahalanobis and KL-divergence 
measure-based features, respectively.
In general, the visual modality performed better than the audio modality, and the
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Figure 4.4: Average classification accuracy (%) achieved for seven emotions
on the subject KL data using the LDA-transformed features selected with the 
Bhattacharyya (Bhat), Mahalanobis (Mah) and KL-divergence (Div) measures. The 
results were obtained for the (a) audio, (b) visual, and audio-visual modalities fused at 
(d) feature-level (FL), and (d) decision-level (DL).
performance of decision-level fusion was better than the feature-level fusion, especially 
in the case of PCA. The overall performance of Bhattacharyya distance was better than
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the KL-divergence. In comparison to the Mahalanobis distance, the Bhattacharyya 
distance performed slightly better for the audio and visual modalities in the case of 
LDA, whereas for the bimodal scenario it was comparable. In the case of PCA, a 
comparable performance was achieved for both the Bhattacharyya and Mahalanobis 
distances.
In the case of Bhattacharyya distance, for the LDA-transformed features the average 
accuracies of 53% (SE: 7.2), 98% (SE: 3.6), 98% (SE: 2.3) and 98% (SE: 3.3) were
achieved with the best 40 features for the audio, visual, and audio-visual modalities 
fused at feature-level and decision-level, respectively. For the PCA, the results for the 
best 40 features were 40% (SE: 9.0), 97% (SE: 4.8), 88% (SE: 5.5) and 96% (SE: 3.3) 
for the audio, visual, and audio-visual modalities fused at feature-level and decision- 
level, respectively. In general, a slightly better performance was achieved with different 
numbers of selected features for the different modalities, but for the sake of consistency 
we used the same number of features (i.e., 40) for the different modalities. We extended 
this approach to all four speakers’ data, which will be discussed in Section 4.5. For all 
four speakers of the SAVEE database, the same types of sentences were recorded in 
seven emotions. For this reason, we expect similar results for all four speakers’ data.
For the Bhattacharyya distance, the feature selection starts with the full set of 
features but it encounters a problem after selecting a certain number of features. The 
Bhattacharyya distance for two normally distributed classes is defined as
dsh a t  =  -  t J ' j f  ( ^ ^ 2  +  ( 4 -2 1 )
where p.^  and Pj are the means, while S* and Tij are the covariance matrices of classes 
(jJi and Wj, respectively. The Bhattacharyya distance consists of two components; the 
first term gives difference between the classes based on the class means, while the second 
term gives difference based on the class covariance matrices. The first term does not 
cause any problems, but the second term becomes infinite after selecting a certain 
number of features. The distance measure is averaged over all binary combinations of 
the emotion classes for different numbers of selected features, and when one or more 
of these combinations fails, it leads to the failure of the feature selection process. This 
problem is caused by the denominator of second term, which consists of the product
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of determinants of the two covariance matrices. If the values of the two determinants 
are very small, their product results in a zero value, and thus returns an infinite value 
for the second term. The size of covariance matrices that resulted in a singular value 
for the denominator of second term were approximately 21 x 21 for the audio data, 
16 X 16 for the visual data, and 17 x 17 for the audio-visual data (feature-level fusion). 
It was observed that the feature selection process was affected by the small amount of 
training data. By using the audio data from three speakers for training, no problem was 
observed up to the covariance matrices of size 51 x 51. The problem of singularity can 
be avoided by using a large amount of training data and reducing the dimensionality 
of feature space (Comaniciu et ah, 2003). The classes were assmned to be normally 
distributed and full covariance matrices were used for computation, similar to other 
studies (Campbell, 1997; Comaniciu et ah, 2003). To overcome this limitation of the 
Bhattacharyya distance, we selected features from the subgroups of features for each 
of the audio and visual modalities.
4 .4  D eterm in ation  o f th e  b est audio-visual fusion  stra tegy
To investigate the different audio-visual fusion strategies, a study was conducted using 
a single speaker KL data of the SAVEE database. The experiments were performed 
for the seven emotion classes by selecting the top 40 features using Plus LTake Away 
r algorithm based on the Bhattacharyya distance criterion. This was followed by the 
feature reduction using the PCA and LDA, and classification using a Gaussian classifier. 
The features were selected out of 106 audio and 240 visual features. The data were 
divided into six sets in a jackknife procedure (Shao and Tu, 1995). The jackknife 
method is used to estimate and reduce the variability of experimental statistics for a 
finite dataset, in this case the classification accuracy. For this purpose, the statistic 
estimate is systematically recalculated over the sample set by leaving out one or more 
observations at a time. Here, one sixth of the samples were hold out. An estimate for 
the mean and its standard error can be computed from the set of results. Thus, the 
experiments were performed for six different training and testing sets, and the results 
were averaged. For each experiment, five sets were used for training and one for testing.
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Figure 4.5: Average classification accuracy (%) for seven emotions using the subject KL 
data from the SAVEE database. A: Audio, V: Visual, A V  (FL): Audio-visual fusion 
at feature-level, AV  (FS): Audio-visual fusion after feature selection, A V  (FR): Audio­
visual fusion after feature reduction, and A V  (DL): Audio-visual fusion at decision-level.
4.4.1 Audio em otion classification
The average classification accuracy achieved with the audio features is plotted in 
Figure 4.5. The overall performance was higher for LDA compared to PCA. The 
average classification accuracy achieved with PCA was 41 % (SE: 8.5) using 18 features 
(93% energy), and with LDA was 53% (SE: 7.2) using 6 features.
4.4.2 Visual em otion classification
The best classification performance achieved with the visual features is plotted in 
Figure 4.5. The average performance of LDA was better than PCA. A classification 
score of 98% (SE: 3.3) was achieved with 22 PCA features (100% energy), and a same 
performance was achieved with 6 LDA features. The visual features performed much 
better than the audio features to classify between seven emotion categories.
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4 .4 .3  A u d io -v isu a l em o tio n  c la ssifica tion
The audio-visual emotion classification was performed by combining the two modalities 
at feature-level, after feature selection, after feature reduction and at decision-level. The 
block diagrams for different audio-visual fusion strategies are shown in Figure 4.3.
Fusion at feature-level
The feature-level fusion was performed by combining the best sets of audio and visual 
features, followed by the feature selection, feature reduction and classification steps.
The best performance achieved for the PCA and LDA features is plotted in Figure 4.5. 
The recognition rate for LDA was higher compared to PCA. An average classification 
score of 88% (SE: 4.2) was achieved with 9 PCA features (90% energy), and 
98% (SE: 2.3) with 6 LDA features.
Fusion after feature selection
For fusion after feature selection, the top audio and visual features were combined after 
selection, which resulted in a vector of 80 features (40 features per modality). This was 
followed by the feature reduction and classification.
The best results achieved for the PCA and LDA are plotted in Figure 4.5. The 
classification performance of LDA was better than that of PCA. An average recognition 
rate of 91% (SE: 3.0) was achieved with 14 PCA features, and 95% (SE: 5,1) with 
6 LDA features.
Fusion after feature reduction
The fusion after featm’e reduction involved the selection of audio and visual features, 
followed by separate feature reduction for each modality. The reduced audio and visual 
features were then combined before the classification.
The best classification scores are plotted in Figure 4.5. The average recognition rate was 
higher for LDA compared to PCA. An average recognition rate of 97% (SE: 2.1) was
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achieved with PCA (8 features per modality), and 98% (SE: 3.3) with LDA (6 features 
per modality).
Fusion at decision-level
The decision-level fusion was achieved by combining the classification results of the 
audio and visual modalities. The feature selection, feature reduction and classification 
were performed separately for each modality. The posterior probabilities obtained 
from the two modalities were then multiplied with equal weighting to achieve the final 
classification result.
The best classification scores are plotted in Figure 4.5. The overall classification 
accuracy of LDA was higher compared to PCA. An average classification accuracy 
of 97% (SE: 2.1) was achieved with PCA (8 features per modality), and 98 % (SE: 3.3) 
with LDA (6 features per modality).
4 .4 .4  D iscu ssio n
For the speaker-dependent emotion classification using a single speaker (KL) data of 
the SAVEE database, LDA outperformed PCA with the best 40 features selected by the 
Bhattacharyya distance criterion. The results indicate that both the audio and visual 
information are useful for emotion recognition, although the visual features performed 
much better here, perhaps because the actor was more expressive facially than vocally. 
The best classification accuracy achieved with LDA was 53 % for the audio, and 98 % 
for the visual and audio-visual features (decision-level fusion). In the case of PCA, the 
average recognition rates of 41%, 98%, and 97% were achieved for the audio, visual, 
and audio-visual features (decision-level fusion), respectively.
The classification accuracies for the audio-visual fusion at four different levels are 
plotted in Figure 4.5. The analysis of these results indicates higher performance for the 
fusion after feature reduction and at decision-level compared to the fusion at feature- 
level and after feature selection.
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4.5 A ud io-visu al em otion  classification
We performed two sets of experiments for the speaker-dependent task using the 
SAVEE database. The purpose of these experiments was to develop a baseline system 
for emotion classification by investigating the benefits of feature selection, linear 
transformation (LDA and PCA), and audio-visual fusion. The first set of experiments 
was performed to extend the emotion classification from a single speaker (KL) to 
all four subjects of the SAVEE database. The experiments were performed for 
both the seven and four emotion classes by selecting the best 40 features based on 
Bhattacharyya distance. The audio-visual experiments were performed by combining 
the two modalities at decision-level as it performed better for a single subject (KL). 
The Bhattacharyya distance failed to select the discriminative features after selecting 
a certain number featm'es, as discussed in detail in Section 4.3. As an alternative 
approach, another set of experiments was performed using the Mahalanobis distance 
and KL-divergence, as feature selection criteria. Feature selection was performed over 
the full range of audio, visual and audio-visual feature sets. Features were selected 
from 106 audio and 240 visual features. The audio-visual fusion was investigated both 
at feature-level and decision-level.
For both sets of experiments, the Plus Z-Take Away r algorithm was used for feature 
selection. This was followed by feature reduction using the PCA and LDA, and 
classification using the Gaussian classifier. The data were divided into four sets, and 
experiments were conducted with four different training and testing sets. The results 
were averaged over four tests. For each experiment, three sets were used for training 
and one set for testing.
4.5.1 Audio em otion classification
The recognition rates achieved with the Bhattacharyya distance-based selected features 
for the seven and four emotion categories are plotted in Figures 4.6a and 4.7a, 
respectively. The results were obtained by applying PGA and LDA to the best 
40 features selected out of 106 audio features. The best classification results for the
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seven and four emotions are plotted in Figures 4.8 and 4.9, respectively. The overall 
performance of LDA was better than PCA for both the seven and four emotion classes. 
The best result for seven emotions was obtained with LDA 6 features, and for four 
emotions with LDA 3 features. For seven emotion classes, the average classification 
accuracy for LDA was 56% (SE: 6,7), and for PCA was 50% (SE: 6.0) compared to 
67 % (SB: 2.5) by humans. In the case of four emotions, the average recognition rate for 
LDA was 69% (SE: 4.8), and for PCA was 62% (SE: 4.3) compared to 76% (SE: 2.4) 
by humans.
The average classification accuracies achieved for seven emotions using the features 
selected by Mahalanobis distance and KL-divergence are plotted in Figure 4.10a. LDA 
performed better for up to 50 selected features, after which it deteriorated. Features 
selected by Mahalanobis distance performed better than those by KL-divergence. In 
the case of LDA, the best classification accuracy with Mahalanobis distance was 
61% (SB: 7.5) using 25 features, and with KL-divergence was 55% (SE: 6.0) using 
40 features. For the PCA, the classification performance improved with an increasing 
number of selected features. The best result for the Mahalanobis distance was 
54 % (SE: 8.0) using 95 features, and for the KL-divergence was 56 % (SE: 7.6) using 
70 features. In general, the LDA technique performed better for fewer features (up 
to 50), while the PCA method achieved better results for larger feature sets. In 
comparison to the PCA, the performance of LDA was better for the Mahalanobis 
distance, while the performance of two methods was quite close in the case of KL- 
divergence.
The top 40 features selected by Bhattacharyya distance consisted of 8 pitch, 13 energy, 
9 duration and 10 MFCC features, whereas in the case of Mahalanobis distance, 
the best 25 features included 4 pitch, 16 energy and 5 MFCC features, and the top 
95 features consisted of 8 pitch, 58 energy, 10 duration and 19 MFCC features. For 
KL-divergence, the top 40 features included 5 pitch, 33 energy, 1 duration and 1 MFCC 
features, and the best 70 features consisted of 8 pitch, 45 energy, 5 duration and 
12 MFCC features. In general for emotion classification, energy features were found to 
be most important, followed by MFCC, pitch and then duration. The details of these 
feature sets are given in Tables B .l (Bhattacharyya 40 features), B.2 (Mahalanobis
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SAVEE database by (a) human, (b) PCA 10, (c) LDA 6, and (d) comparison of average 
performance of human, PCA 10 and LDA 6. The best fO Bhattacharyya features were 
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4.5. Audio-visual emotion classification 94
110
100
90
g  80
2  70
Î  60  Ic  50  
40  
30  
20
|KL  
|JE  
j jK  
I DC 
I Mean
V
Modality
(a)
AV (DL)
Mean
V
Modality
(b )
AV (DL)
110
100
90
g  80
2  70
C 60
IŒ 50  
40  
30  
20
|K L  
j jE  
j jK  
I DC 
I Mean
V
Modality
(c)
AV (DL)
Human
V
Modality
(d)
AV (DL)
Figure 4.9: Average classification accuracy (%) achieved for four emotion cla.sses on
SAVEE database by (a) human, (b) PCA 7, (c) LDA 3, and (d) comparison of average 
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25 features), B.3 (Mahalanobis 95 features), B.4 (KL-divergence 40 features), and 
B.5 (KL-divergence 70 features) of Appendix B.
The best accuracies of 56%, 61% and 55% were achieved with the LDA, and 50%, 
54% and 56% with the PCA for the Bhattacharyya distance, Mahalanobis distance 
and KL-divergence, respectively. The overall performance of Mahalanobis distance and 
KL-divergence was better than the Bhattacharyya distance, except for KL-divergence 
in the case of LDA. These results motivated us to utilise the Mahalanobis distance 
and KL-divergence criteria for the selection of visual features, in addition to the 
Bhattacharyya distance.
4 .5 .2  V isu a l em o tio n  c la ssifica tion
The average classification accuracies for difterent number of PCA and LDA features for 
the seven and four emotion classes are plotted in Figures 4.6b and 4.7b, respectively. 
The best results for the seven and four emotions are plotted in Figures 4.8 and 4.9, 
respectively. The results were achieved for the best 40 features selected out of 240 visual 
features using the Bhattacharyya distance. LDA performed better than PCA: the best 
result for seven emotions was obtained with LDA 6 features, and for four emotions 
with LDA 3 features. For seven emotion categories, the average classification accuracies 
achieved with both the PCA and LDA were higher than humans in terms of the actors’ 
intended emotions. The average recognition rate for LDA was 95% (SE: 1.6), and for 
PCA it was 92% (SE: 2.1) compared to 88% (SE: 0.6) by humans. In the case of four 
emotions, the average recognition rate for the LDA was 98% (SE: 1.2), and for the 
PCA it was 90% (SE: 3.3) compared to 91% (SE: 1.1) by humans.
Recognition rates for the visual features selected by Mahalanobis distance and KL- 
divergence are plotted in Figure 4.10b. The LDA-transformed features performed 
better for up to 60 features, and from that point onwards the performance dropped 
sharply. The classification accuracy recovered beyond 100 features but was lower than 
the best performance. In the case of LDA, the performance of features selected by 
Mahalanobis distance and KL-divergence was quite close. The best result for the 
Mahalanobis distance was 99% (SE: 1.2) using 35 features, and for the KL-divergence
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it was 98% (SE; 2.0) using 30 features. For the PGA, the best recognition rate for 
Mahalanobis distance was 96% (SE: 2.2) using 110 features, and for KL-divergence 
it was 95 % (SE: 2.4) using 45 features. The overall performance of LDA was higher 
for fewer features (up to 60), while PCA performed better for larger feature sets. The 
performance of LDA was better than PCA for both the Mahalanobis distance and 
KL-divergence.
For Bhattacharyya distance, the best 40 features consisted of 16 M P  — pxi H  M f  —
6 M P  — (Tx and 7 M P  — ay features. In the case of Mahalanobis distance, the top 
35 features included 11 M P  — pxi 8 M P  — fj,y, 12 M P  — ax and 4 M P  — ay features, 
and the best 110 features consisted of 2Q M P  — Hx, 28 M P  ~ fj.y, 33 M P  — ax and 
23 M P  — ay features. For KL-divergence, the best 30 features included 6 M P  — /ix, 
11 M P  — jiy, 9 M P  — ax and 4 M P  — ay features, and the top 45 features consisted of 
9 M P  — px, 12 M P  — Hy, 14 M P  — ax and 10 M P  — ctj^  features. In general, M P  — ax 
were the best features, followed h j  M P  — py, M P  — fix and M P  — ay. The forehead 
and eyebrow areas were more discriminative as compared to the cheek area and lower 
part of the face. The selected visual features are plotted in Figures B .l (Bhattacharyya 
40 features), B.2 (Mahalanobis 35 features), B.3 (Mahalanobis 110 features), B.4 (KL- 
divergence 30 features) and B.5 (KL-divergence 45 features) of Appendix B.
The best classification scores achieved with LDA were 95%, 99% and 98%, and with 
PCA were 92 %, 96 % and 95 %, for the Bhattacharyya distance, Mahalanobis distance 
and KL-divergence, respectively. The overall performance of both the Mahalanobis 
distance and KL-divergence was better than the Bhattacharyya distance. For this 
reason, we used these feature selection criteria in addition to the Bhattacharyya distance 
for the audio-visual emotion classification.
4 .5 .3  A u d io -v isu a l em o tio n  c la ssifica tion
The average recognition rates for the audio-visual fusion at decision-level for the seven 
and four emotion classes are plotted in Figures 4.6c and 4.7c, respectively. The best 
results for the seven and four emotions are plotted in Figures 4.8 and 4.9, respectively. 
The results were obtained by selecting the best 40 features per modality based on
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the Bhattacharyya distance. The feature-level fusion was not considered for the 
Bhattacharyya distance, because it was unable to discriminate between features for 
larger feature sets. The overall performance of LDA was higher than PCA, similar to 
the audio and visual modalities. The best performance for seven emotions was obtained 
with LDA 6  features, and for four emotions with LDA 3 features. For seven emotion 
classes, both the LDA and PCA performed better than humans in terms of actors’ 
intended emotions. The average recognition rate for LDA was 98% (SE: 0.8), and for 
PCA it was 93% (SE: 2 .1 ) compared to  92% (SE: 0.1) by humans. In the case of 
four emotions, the average recognition rate for LDA was 98% (SB: 1.2), and for PCA 
it was 92% (SE: 2.7) compared to 95% (SE: 0.6) by humans. An improvement was 
observed in the overall classification accuracy when the two modalities were combined 
at decision-level.
The average classification accuracies for the audio-visual fusion at feature-level and 
decision-level are plotted in Figures 4.10c and 4.10d, respectively. The results were 
obtained for the seven emotion classes using the features selected by Mahalanobis 
distance and KL-divergence. For the feature-level fusion, the best result achieved 
with LDA for Mahalanobis distance was 97% (SE: 2.2) using 55 features, and for 
KL-divergence it was 96 % (SE: 2.5) using 40 features. In the case of PCA, the best 
classification score for Mahalanobis distance was 84 % (SE: 4.3) with 100 features, and 
for KL-divergence it was 83% (SE: 4.7) with 110 features. For the decision-level fusion, 
the best accuracy achieved with LDA using the Mahalanobis distance was 99 % (SE: 1.0) 
with 35 features, and for KL-divergence it was 98% (SE: 1.3) with 25 features. For 
PCA, the best classification result achieved for Mahalanobis distance was 96 % (SE: 2.5) 
with 65 features, and for KL-divergence it was 95% (SE: 1.6) with 55 features.
The overall performance of decision-level fusion was better than feature-level fusion 
for both the Mahalanobis distance and KL-divergence. In the case of LDA, the 
performance of the two fusion methods was quite close, but for PCA the decision-level 
fusion performed much better than the feature-level fusion. A similar performance was 
observed for the Mahalanobis distance and KL-divergence in both the unimodal and 
bimodal scenarios.
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For feature-level fusion, the best 55 features selected by Mahalanobis distance included 
19 audio and 36 visual features. The audio features consisted of 2  pitch, 13 energy 
and 4 MFCC, and visual features included 1 1  M P  — px, 7 M P  — fiy, 9 M P  — Ox and
9 M P  — Oy. The top 100 Mahalanobis features consisted of 6  audio and 94 visual 
features, where audio features included 1 pitch, 4 energy and 1 MFCC, and visual 
features consisted of 24 M P —px, 19 M P —py, 33 M P —ax and 18 M P —ay. The top 40 
features for KL-divergence included 9 audio and 31 visual features, where audio features 
consisted of 4 pitch, 2  energy, 1  duration and 2  MFCC, and visual features included
10 M P  ~ jix, 4 M P  — fly, 8  M P  — ax and 9 M P  — ay. The best 110 KL-divergence 
features consisted of 3 audio and 107 visual features, where audio features included
2  energy and 1 MFCCs, and the visual features consisted of 33 M P  — fix, 19 M P  — fiy, 
31 M P  — ax and 24 M P  — ay. The proportion of audio and visual features selected 
with feature-level fusion indicates that the visual features were more discriminative as 
compared to the audio. The lists of audio features for feature-level fusion are given 
in Tables B . 6  (Mahalanobis 55 features), B.7 (Mahalanobis 100 features), B . 8  (KL- 
divergence 40 features) and B.9 (KL-divergence 110 features), and their corresponding 
visual featmes are plotted in Figures B . 6  (Mahalanobis 55 features), B.7 (Mahalanobis 
100 features), B . 8  (KL-divergence 40 features) and B.9 (KL-divergence 110 features) of 
Appendix B, respectively.
The decision-level fusion was performed using the equal numbers of selected audio 
and visual features. The best 40 audio features selected with Bhattacharyya distance 
consisted of 8  pitch, 13 energy, 9 duration and 10 MFCC, and the corresponding visual 
features included 16 M P  — fix, 11 M P  — fiy, 6 M P  — ax and 7 M P  — ay. The best 
35 audio features for Mahalanobis distance consisted of 4 pitch, 22 energy, 1 duration 
and 8  MFCC, and the corresponding visual features included 11 M P  — fix, 8 M P  — fiy, 
12 M P  — ax and 4 M P  — ay. The top 65 Mahalanobis features for the audio modality 
consisted of 7 pitch, 42 energy, 7 duration and 9 MFCC, while the visual features 
included 19 M P  — fix, 13 M P  — fiy, 24 M P  — ax and 9 M P  — ay. The best 25 audio 
features selected with KL-divergence consisted of 4 pitch, 16 energy, 2  duration and
3 MFCC, and the corresponding visual features included 8  M P  — fix, 5 M P  — fiy, 
6  M P  — ax and 6  M P  — ay. The top 55 Mahalanobis features for the audio modality
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consisted of 7 pitch, 37 energy, 5 duration and 6  MFCC, while the visual features 
consisted of 15 M P  — 14 M P  — /iy, 16 M P  —erg, and 10 M P  — dy. The lists of audio 
features for decision-level fusion are given in Tables B .l (Bhattacharyya 40 features), 
B.IO (Mahalanobis 35 features), B .l l  (Mahalanobis 65 features), B.12 (KL-divergence 
25 features) and B.13 (KL-divergence 55 features), and the corresponding visual 
features are plotted in Figures B .l (Bhattacharyya 40 features), B.IO (Mahalanobis 
35 features), B .ll  (Mahalanobis 65 features), B.12 (KL-divergence 25 features) and 
B.13 (KL-divergence 55 features) of Appendix B, respectively. Among the selected 
audio features, the energy features were the most important, followed by MFCC, pitch 
and duration. The most important visual features were M P  — ax, followed by M P  — px, 
M P  — fly and M P  — ay.
4 .5 .4  D iscu ssio n
Emotion classification on the SAVEE database for the speaker-dependent task indicated 
similar patterns of accuracy for the audio, visual and audio-visual modalities by 
human and machine. The recognition results for seven emotion classes achieved with 
features selected by Bhattacharyya distance, Mahalanobis distance and KL-divergence 
are plotted in Figure 4.11. In general, the visual modality performed better than the 
audio, and the overall performance improved when the two modalities were combined 
at decision-level. The overall performance of LDA was better than PCA for the 
features selected by any of the three criteria. In the case of LDA, for the audio 
features Mahalanobis distance performed much better than the other two criteria, 
while for the visual features it performed better than the Bhattacharyya distance 
while its performance was close to KL-divergence. For the bimodal scenario, the 
performance of the three criteria was comparable. For the PCA-transformed features, 
Mahalanobis distance performed better than Bhattacharyya distance for each of the 
audio, visual, and audio-visual features, while the performance of Mahalanobis distance 
was comparable to KL-divergence. The overall performance of Mahalanobis distance 
was better than the other two criteria. The performance of Bhattacharyya distance 
was inferior as the number of selected features was limited (i.e., 40), while in the cases 
of Mahalanobis distance and KL-divergence, features were selected over the full range
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Figure 4.11: Average classification accuracy (%) achieved for the audio, visual,
and audio-visual features selected with Bhattacharyya distance (Bhat), Mahalanobis 
distance (Mah) and KL-divergence (Div) in comparison to human. The results were 
achieved with the Gaussian classifier for seven emotions of the SAVEE database with 
decision-level (DL) fusion.
of features.
For the Mahalanobis distance and KL-divergence, LDA performed better for a small 
number of selected features (approximately up to 50), while the performance of PCA 
improved with an increasing number of selected features. In the case of LDA, the 
classification performance was very low for the range of 80 — 1 0 0  selected features. 
For this range, the anger emotion achieved the highest recognition accuracy followed 
by neutral, and rest of the emotion classes were misclassified as anger. In general, 
the decision-level fusion performed better than feature-level fusion. The overall 
performance of the two fusion methods was comparable for LDA, but in the case of 
PCA, the decision-level fusion performed much better than feature-level fusion.
Differences existed between the classification accuracies of the machine and humans. 
The possible reasons are differences in the training data, i.e., the machine was 
trained/tested in a speaker-dependent scenario but humans were adapted to a small
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amount of data and evaluation was performed in a speaker-independent fashion, the 
task was discrete emotion classification, and the expressed emotions may have been 
lacking in naturalness.
4.6 Sum m ary
For the speaker-dependent task using the SAVEE database, the average recognition 
rates comparable to humans were achieved for the audio, visual and audio-visual 
modalities. A baseline system consisting of feature selection using the Plus Z-Take 
Away r  algorithm, feature reduction using the PCA and LDA, and classification using 
a Gaussian classifier was tested and high performance was achieved.
The emotion classification using a single speaker (KL) data of the SAVEE database 
indicated higher performance for LDA compared to PCA with the best 40 features 
selected by Bhattacharyya distance. The audio-visual fusion at four different levels 
indicated higher performance for the fusion after feature reduction and at decision- 
level compared to the fusion at feature-level and after feature selection. The 
classification of seven emotions was performed on the entire SAVEE database with 
features selected by three different criteria: Bhattacharyya distance, Mahalanobis 
distance and KL-divergence. The visual modality performed better than the audio, 
and the overall accuracy improved for the bimodal scenario. The LDA-transformed 
features performed better than the PCA-transformed features for all three criteria. 
The Mahalanobis distance and KL-divergence resulted in better performance compared 
to the Bhattacharyya distance. The inferior performance of Bhattacharyya distance 
was due to selecting features from subgroups and using limited number of selected 
features (i.e., 40), while in the case of Mahalanobis distance and KL-divergence, features 
were selected over the whole range. The decision-level fusion performed better than the 
feature-level fusion. The important audio features were the energy features, followed 
by spectral, pitch and duration features, while for the visual modality, features from 
the forehead and eyebrow areas were found most discriminative. In general, the visual 
features were more discriminative compared to the audio features.
The overall best results for the unimodal and bimodal scenarios were achieved with
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the features selected by the Mahalanobis distance criterion. A total of 106 audio and 
240 visual features were extracted for the speaker-dependent emotion classification. The 
best classification accuracy for the audio modality was 61 % (SE: 7.5) using 25 selected 
features, for the visual modality it was 99% (SE: 1 .2 ) using 35 selected features, and 
for the bimodal scenario (decision-level fusion) it was 99% (SE: 1.0) using 35 selected 
features per modality. These results were achieved with 6  LDA-transformed features 
using a Gaussian classifier.
This chapter has focused on speaker-dependent emotion classification, and different 
audio-visual fusion methods have been investigated. In the next chapter, we transferred 
the feature extraction, feature selection and reduction, and classification techniques to 
the speaker-independent task. For this purpose, additional audio and visual features 
were extracted, and appropriate speaker normalisation methods were used. To achieve 
better classification performance, we adopted more sophisticated schemes such as SVMs 
for the classification.
C hapter 5
Speaker-independent audio-visual 
em otion  classification
5.1 In trodu ction
This chapter presents speaker-independent emotion classification experiments on two 
databases: Berlin (EMODB) and SAVEE. The purpose of using EMODB was to 
compare the performance of our method of emotion classification to other researchers 
methods. Emotion classification on the SAVEE database was performed using audio, 
visual, and audio-visual information. The series of experiments represent an extensive 
empirical study of the feature extraction, feature selection and normalisation that 
demonstrate the best emotion classification performance on these data.
In addition to audio and visual features that were extracted for the speaker-dependent 
task as mentioned in Chapter 4, we extracted a large number of audio and visual 
features. The extracted audio features were related to intensity, loudness, pitch (/o), 
probability of voicing, line spectral frequencies, zero-crossing rate, duration, energy 
and spectral envelope, and the visual features consisted of marker position, marker 
angle and principal component features. The extracted audio and visual features were 
normalised to reduce the effect of speaker variability. Two types of normalisation were 
used for the audio features: feature and speaker. The visual features were normalised
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by first translating and rotating the facial marker coordinates, followed by the mapping 
of marker position data from each speaker onto a single speaker.
Feature selection was performed using the Plus Z-Take Away r algorithm based on 
Bhattacharyya distance and Mahalanobis distance criteria. For feature reduction, linear 
transformation techniques, PCA and LDA, were applied to the selected features. Two 
types of classifier were used for classification: Gaussian and SVM. In the case of the 
SAVEE database, both feature-level and decision-level fusions were investigated for the 
bimodal emotion classification. The following sections in this chapter describe feature 
extraction, feature normalisation, emotion classification using the EMODB, emotion 
classification using the SAVEE database, and summary.
5.2 Feature ex traction
We extracted a large set of audio and visual features in order to achieve better emotion 
classification performance for the speaker-independent task. A detailed description and 
extraction of the audio and visual features is given below.
5 .2 .1  A u d io  fea tu res
A total of 830 audio features were extracted, consisting of 38 intensity, 38 loudness, 
35 pitch, 38 probability of voicing, 304 line spectral frequencies, 35 zero-crossing rate, 
10 duration, 60 energy and 272 spectral envelope features. The audio features were 
extracted at utterance-level using the openEAR toolkit (Eyben et al., 2009), Speech 
Filing System (Huckvale, 2010), and HTK (Young et al., 2010).
A udio  fea tu res: The low-level descriptors (LLD) including pitch (/o), intensity (mZ), 
loudness {loud), probability of voicing {prvo), 8  line spectral frequencies {lsf[m\, 
where m =  1,2,..., 8 ) and zero-crossing rate (ZCR) were extracted using the 
openEAR toolkit (Eyben et al., 2009). The delta regression coefficients were computed 
from these LLD, and the following functions were applied to the LLD and their 
delta coefficients: maximum/ minimum value {max, m in) and respective relative
position {posmax, posmin), range {range), arithmetic mean (/j,), 2  linear regi'ession
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coefficients (Zrcl, lrc2), linear and quadratic errors {lerr, qerr), standard deviation (cr), 
skewness {skew), kurtosis {hurt), quartiles 1 {qrtl), 2 {qrt2), 3 {qrtl) (25%, 50%, 75% 
percentile), and inter-quartile ranges 1 — 2 {iqrl — 2), 2 — 3 {iqr2 — 3), 1 — 3 {iqrl — 3).
D u ra tio n  an d  energ y  fea tu res: The extraction of duration and energy features has 
been discussed in detail in Chapter 4 in Section 4.2.1.
S p ec tra l fea tu res: The HTK (Young et al., 2010) was used to extract the spectral 
envelope features. The feature vector consisted of 1 2  MFCCs (MFCC[m], where 
m =  1,2, ... ,1 2 ), their delta (AMFCC) and delta delta coefficients (AAMFCC). The 
following functions were applied to the feature vector: maximum/minimum value {max, 
m in), range {range), arithmetic mean {fi), standard deviation (<r), skewness {skew) and 
kurtosis {kurt). The frame size was set to 25 ms with a shift of 10 ms. A Hamming 
function was used to window the frames and a pre-emphasis with k — 0.97 was applied.
5 .2 .2  V isu a l f e a tu re s
For the speaker-independent emotion classification, we extracted the marker angle and 
principal component features in addition to the marker position features as discussed 
in Chapter 4. A total of 304 visual features were extracted from the adjusted marker 
coordinates after translation, rotation and mapping of markers.
M ark er po sitio n  fea tu res: A total of 240 visual features were obtained from 
the 2D marker coordinates as mean and standard deviation of the adjusted marker 
coordinates {MP[m\  — px, M P [m ]  —  py, M P [ m ]  —  Ox, M P [m ]  — ay, where m  is the 
marker number in the range 1 , 2 , ...,60).
M ark er angle fea tu res: A total of 54 marker angle features { M A )  were extracted 
related to mouth height {hm), width {wm), and roundness (r^n); left and right cheek 
height {hick, hrck), width {wick, Wrck), roundness {rick, rrck), and angles {9ick, Orck); nose 
upper half {lun), lower half (Z^ „), and total length {kn), nose angle {On) and area {An); 
forehead angle {Of)  and areas {A f i ,  A /2 , A /3 , A / =  A /i -f- A/g +  A /3 ); left eyebrow 
outer and inner angles {Oieo, Oid),  and right eyebrow outer and inner angles {Oreo, Orei); 
chin upper and lower angles {Ouch, /^ch,)- The roundness feature was calculated as a 
ratio of height to width. The extraction of marker angle features is shown in Figure 5.1.
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Figure 5.1; The extraction of visual marker angle features.
The Euclidean distance between two points P i{x i,y i)  and 2/2 ) is given by
d - IIP2 -  -Pill =  -  ^ 1 )  ^+  (2/2 -  yi)^ (5.1)
where ||-|| denotes the 12 norm.
The angle 0 between two vectors v% and V2 was calculated by the following relation
Vi • V2 =  IIVIII IIV2 II cosO
n , V i  • V20 = arccos
| V l | l  IIV2 I
The area of a triangle (between three points) is given by
(5.2)
(5.3)
1   .area = -  ||v i|| ||v2 || sim (5.4)
where v i and V2  are vectors representing the two sides of a triangle, and 0 is the angle 
between them.
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P rin c ip a l com ponen t fea tu res: The principal component features were extracted 
by applying principal component analysis to the 2D marker coordinates, as described 
in Chapter 4 in Section 4,2.1. The first 10 components were used for emotion 
classification (PC 1,P C  2,..., P C  10).
In the rest of the chapter, some symbols have been used for audio and visual features: 
for the audio features, Bhat. 126 represents 126 features selected with Bhattacharyya 
distance criterion, while for the visual features M P  70 indicates 70 marker position 
features, M A  10 represents 10 marker angle features, and P C  2 indicates 2  principal 
component features.
5.3 Feature norm alisation
Feature normalisation plays an important role in pattern recognition by restricting the 
variation of different types of features to the same range. Audio features of different 
types have different value ranges and normalisation is required for the equal weighting 
of those features. In the case of visual features, due to head pose, difference in face 
structure of the speakers and variation in distance from the camera, some kind of 
translation, rotation and scaling is required to process the data.
For the audio feature normalisation different techniques have been proposed by 
researchers. Vlasenko et al. (2007b) performed audio-based emotion classification using 
the frame-level and turn-level features, where each feature was normalised by its mean 
and standard deviation for each speaker individually. Wollmer et al. (2008) performed 
continuous emotion recognition using six types of feature normalisation: mean and 
variance standardisation (MVS), numeric normalisation to the range [—1,+1] (NRM), 
and the combination of MVS and NRM applied to all data and the data of each speaker 
individually. Kanluan et al. (2008) performed audio-visual emotion recognition using 
the concept of emotional space, where audio features were normalised to the range [0 , 1 ]. 
Busso et al. (2004) performed bimodal emotion recognition by using the visual features 
consisting of 102 facial marker coordinates. The features were normalised by first 
translating all markers to make a nose marker be the local coordinate centre of each
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frame, and then each frame was rotated to align with a reference neutral frame based 
on three approximately rigid markers (tip of nose, and outer corner of eyes).
5.3.1 Audio feature normalisation
Audio emotion classification was performed using two types of normalisation: feature 
and speaker. Feature normalisation was performed using the mean and standard 
deviation of training data, and is given by
X f n  —  --- —  (5.5)
O 'tr
where xfn  is the normalised feature, x  is the original feature, utr is the mean and atr is 
the standard deviation of feature calculated from the training data.
Speaker normalisation of a feature, corresponding to a specific speaker was performed 
using the mean and standard deviation of that speaker’s data. The entire speaker’s data 
were used for normalisation, which was an ideal case where all the spealœr’s data were 
available in different emotions. The actual emotional state of any observed utterance
was unknown at that point (Vlasenko et ah, 2007b). Speaker normalisation is given by
Xsn ~  ----- — (5.6)
where Xsn is the speaker-normalised feature, x  is the original feature, fis is the mean 
and cTg is the standard deviation of feature calculated from speaker s data.
5.3.2 Visual feature normalisation
Visual feature normalisation was performed in two steps: firstly, the facial markers 
were translated and rotated to align frames, and in the next step, radial basis functions 
were used to map the marker data of each speaker onto a single speaker.
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T ran sla tio n  an d  ro ta tio n
The translation of the facial markers was performed by choosing a marker on the bridge 
of the nose as a reference as shown in Figure 5.2, and then translating all marker 
locations with respect to th a t reference marker by subtracting their coordinates.
For rotation of facial markers, four markers were chosen that were less affected by 
the face movement compared to others. The four markers were top-middle forehead, 
tip of nose, left-middle of nose and right-middle of nose. The markers were named 
as top marker bottom marker (B{bx,by)), left marker (L{lx,ly)) and right
marker {R{rx,ry)). Let us define a vector x ' as
A vector y  is defined as
^  { t x  -  b x , t y  -  b y )
\ \ ( t x  -  b x , t y  -  b y ) \ \
The vectors x ' and y  may not be orthogonal, tha t is x ' • y  ^  0.
So a new vector x  that is orthogonal to vector y  can be calculated by
Now any point P(px,Py) can be rotated to its new location P'{px -,Py) by multiplication 
with vectors x  and y.
Pa;' =  p - x  (5.10)
P y ^ P - y  (5.11)
We aligned the facial marker data by using this method of translation and rotation. 
M app ing
The problem with using facial motion data of different speakers is that the face structure 
of different speakers is different. For the speaker-independent emotion recognition, it 
is difficult for a machine to recognize the facial expressions of an unknown speaker
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Figure 5.2; Video data with overlaid tracked marker locations. The marker on the 
bridge of the nose was taken as a reference (encircled in black).
when the system is trained on other subjects, due to the difference in shape and scale 
of subject’s faces. To overcome this problem, we used radial basis functions to define 
the mapping from source to target speaker (Arad et ah, 1994; Lorenzo et ah, 2003). 
This mapping was used to re-target frames from each source speaker onto the chosen 
reference speaker (JE). In the following section, we describe the technique used to define 
the mapping between two neutral faces of different speakers.
Radial basis functions for m apping
Radial basis functions have the powerful capability of interpolating scattered data. 
To define a surface which interpolates a number of known points depends upon the 
coefficients in the following relation
/(^ )  = (5.12)
i= l
where || • || denotes the Euclidean norm on The function (f>i is called radial because 
it depends upon the distance from its centre Xi. The weights, a{, of the basis functions 
are found by placing the centres back into the above relation and solving the resulting 
set of linear equations.
We used Euclidean distance to calculate the radial basis function given by
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<pi,j ~  II) (5.13)
The weights, ai, of basis functions are calculated by solving the following relation
• • •  Sl^
0n,l
s j  0 ) V O /
T, 
V O /
(5.14)
where S  and T  represent the source and target points, respectively. The above relation 
can be written as
A a  — B  
a  =  A~^B
(5.15)
(5.16)
In order to create a mapping from one neutral face to another, the linear system in 
Equation 5.14 is constructed with the source points, S, being the neutral frame of 
source video sequence and target points, T, being the neutral target frame with the 
same set of points. The output mapping is then used to re-target the rest of the source 
frames in sequence to the target.
5.4 E m otion  classification  using th e  B erlin  database
The Berlin database has been widely used for research in the field of audio emotion 
recognition. The purpose of these experiments was to evaluate our emotion recognition 
technique on a standard emotional database.
5.4.1 Berlin Em otional Speech Database (EMODB)
The Berlin Emotional Speech Database (EMODB) is a popular acted emotional 
database (Burkhardt et ah, 2005) recorded from 10 professional actors (5 male, 5 female)
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in German. The database consists of 10 sentences: 5 with one phrase and 5 with two 
phrases. The emotion categories consist of anger, boredom, disgust, fear, happiness, 
sadness and neutral. The data were recorded in an anechoic chamber with high quality 
equipment at a sampling rate of 48 kHz and later down sampled to 16 kHz. The 
recorded speech material consisted of 800 utterances. The database was evaluated by 
20 subjects for recognition and naturalness of emotions. The final database consisted of 
494 utterances with better than 80 % recognition and judged as natural by more than 
60% of the listeners. The classification accuracy in human perception experiments 
was 84.3 %.
5.4.2 Em otion classification
Emotion classification on EMODB was performed using a standard set of audio 
features. The feature extraction was followed by feature selection, feature reduction 
and classification using the Gaussian and SVM classifiers. The results were compared 
with the state-of-the-art techniques.
Method
We extracted 384 audio features that were used in the Interspeech 2009 Emotion 
Challenge (Schuller et ah, 2009) using the openEAR toolkit. The feature set consisted 
of low-level descriptors (LED) including /o, ene, MFCC, ZCR and Isf .  The delta 
coefficients were calculated for each of these LED. In the next step, the following 
functions were applied to the EED and their delta coefficients: mean, standard
deviation, kurtosis, skewness, minimum and maximum value, relative position, range, 
and 2 linear regression coefficients. Feature normalisation was performed using the 
means and standard deviations calculated from the training data.
The data were divided into 10 sets for leave-one-speaker-out (EOSO) cross-validation. 
Each set consisted of data from a single speaker. Emotion classification was performed 
using three sets of features: 384, 170 and 105. Feature selection was performed with the 
Plus Z-Take Away r  algorithm based on the Bhattacharyya distance criterion. Features 
were selected from the subgroups of full feature set. The set of 105 selected features
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consisted of 20 /o, 25 ene, 25 MFCC, 10 ZCR and 25 I s f  features, whereas the set of 
170 selected features included 30 /o, 40 ene, 40 MFCC, 20 ZCR and 40 I s f  features. 
Feature selection was followed by feature reduction using the linear transformation 
methods, PCA and LDA. Finally, the Gaussian and SVM classifiers were used to classify 
between different emotion classes.
A nalysis o f results
The classification accuracies achieved for seven emotion classes with the SVM and 
Gaussian classifiers are shown in Figure 5.3. The results were achieved using the 
raw features without applying a linear transformation, and the features with PCA 
and LDA transformation. The performance of the Gaussian classifier was lower with 
the raw features and linear transformation resulted in a significant improvement in 
the classification accuracy. For a feature set of 384 features, the performance was 
lower with the raw, PCA and LDA features. Feature selection helped to improve the 
classification performance by discarding the unnecessary and redundant information. 
A classification accuracy above 80% was achieved for both the PCA and LDA with 170 
and 105 features. On the other hand, the SVM classifier performed better with the raw
1 0 0
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Figure 5.3: Average classificaiion accuracy (%) for seven emotions on EMODB using 
105, 170 and 384 features with the (a) SVM, and (b) Gaussian classifiers.
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features in comparison to the PCA and LDA features for 105 and 170 features. The 
performance was lower with 384 features, and a classification accuracy above 80 % was 
achieved for the raw, PCA and LDA with 170 and 105 features.
A comparison of the classification accuracies for the two classifiers indicated comparable 
performance for PCA and LDA applied to different numbers of features (105, 170, 
and 384), For 384 features, the classification performance of both classifiers was low, 
although PCA helped to improve the performance above 70%. Feature selection 
improved the classification accuracy of both classifiers. In general, the Gaussian 
classifier performed better for LDA compared to PCA. The best performance achieved 
with the Gaussian classifier was 8 6 % (SE: 2.1) with LDA applied to 105 features, and 
with the SVM was 87% (SE: 2.0) using 105 and 170 raw features.
Comparison w ith  other techniques
The EMODB has been used by many researchers for the investigation of audio emotion 
classification. The results reported here were achieved for seven emotion categories. 
Shami and Verhelst (2007) achieved a classification accuracy of 75.5 % using 200 features 
with an SVM classifier for 10-fold cross-validation. Hassan and Damper (2009) reported 
an average classification accuracy of 70.8 % by selecting 14 out of 166 audio features. 
Feature selection was performed by SFS, and fc-nearest neighbour classifiers were used 
for classification with 10-fold cross-validation. In the study of Vlasenko et al. (2007a), 
the frame and turn-level features were combined for robust emotion recognition. By 
combining the two types of features and performing speaker normalisation, an average 
classification accuracy of 81.6 % was achieved. The classification accuracy improved 
to 89.9% (76 out of 1407 features) with the correlation-based feature selection. The 
classification was performed using an SVM classifier with leave-one-speaker-out cross- 
validation. Vlasenko et al. (2008) reported a classification accuracy of 83.2 % with an 
SVM classifier by applying speaker normalisation and feature selection to 1406 features. 
An average classification accuracy of 82.9 % was achieved with the MFCC features and 
vocal tract length normalisation.
In comparison to other researchers, we achieved an average classification accuracy
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of 86.3% with a Gaussian classifier by applying LDA to 105 features, and the best 
performance of 87.3 % was obtained with an SVM classifier using 105 features without 
any linear transformation. We achieved better performance than those reported by 
Shami and Verhelst (2007), Hassan and Damper (2009) and Vlasenko et al. (2008). In 
comparison to our results, Vlasenko et al. (2007a) reported a slightly better performance 
with multiple level features and correlation-based feature selection.
To conclude, the results indicated better performance with the selected features. The 
SVM classifier performed better with the raw features as compared to the PCA- or LDA- 
transformed features, whereas the performance of the Gaussian classifier improved with 
the linear transformation.
5.5 E m otion  classification  using th e  SAVEE database
Emotion classification on SAVEE database was performed using the audio, visual 
and audio-visual modalities. These experiments explore different audio and visual 
features, feature selection, feature normalisation and classification techniques to achieve 
better performance for the speaker-independent emotion classification in both the 
unimodal and bimodal scenarios. For the speaker-dependent task, audio features 
related to pitch, energy, duration and MFCC, whereas visual features related to the 
2D marker coordinates were extracted. Feature selection was performed with the Plus l- 
Take Away r  algorithm using the Bhattacharyya distance, Mahalanobis distance, and 
KL-divergence measure as selection criteria. Emotion classification was performed with 
the Gaussian classifier using the PCA- and LDA-transformed features. This approach 
has resulted in good performance for the speaker-dependent task. We extended this 
approach to the speaker-independent task with some modifications. Additional audio 
features related to intensity, loudness, probability of voicing, line spectral frequencies 
and ZCR, whereas the visual features consisting of marker angle and PCA features were 
extracted. For audio features, both feature and speaker normalisations were performed, 
whereas the visual features were speaker normalised using the translation, rotation and 
mapping of marker data. Feature selection was performed with the Plus Z-Take Away r
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algorithm using the Bhattacharyya distance and Mahalanobis distance as selection 
criteria. In addition, a wrapper-based approach was used for feature selection. Within 
each subsection, we instigate the trends and patterns of results as the other variables 
are adjusted.
5.5 .1  E m o tio n  c la ssifica tion  u sin g  th e  B h a tta ch a ry y a  d ista n ce  as a 
fea tu re se lec tio n  cr iter ion
In this subsection, emotion classification was performed by selecting features out of 
830 audio and 300 visual features based on the Bhattacharyya distance criterion. The 
classification of seven emotions was performed using the SVM and Gaussian classifiers 
with leave-one-speaker-out (LOSO) cross-validation.
Audio em otion classification
Emotion classification was performed using two sets of audio features; the first set was 
feature-normalised, while the second set was speaker-normalised.
a) Em otion classification w ith  feature norm alisation
For audio emotion recognition, the relevant features were selected from the full set of 
audio features. The data were divided into 4 training and test sets in LOSO manner, 
and the feature normalisation was applied. Linear transformation techniques, PCA and 
LDA, were applied to the selected features, while the Gaussian and SVM classifiers were 
used for classification. In the case of an SVM, the features were used without linear 
transformation because it did not improve the classification performance. Emotion 
recognition was performed by selecting different numbers of features. As previously 
discussed, the Bhattacharyya distance failed to discriminate amongst features once a 
certain number of features (approximately 50) was selected. To avoid this problem, 
feature selection was performed by dividing the entire set of audio features into 
subgroups: /o, dur, ene, MFCC, Isf ,  int, loud, prvo, and ZCR. We tried different
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combinations of features selected from these subgroups to optimise performance. 
Accordingly, we obtained audio feature sets of 126, 161, 176 and 186 features.
Average classification accuracies for the SVM and Gaussian classifiers are given in 
Table 5.1. For the Gaussian classifier, a sharp increase in the classification performance 
was observed for small number of LDA features because LDA performs best for c — 1 
dimensions for c classes (c =  7). The classification performance dropped for further 
increases in the number of LDA features. In the case of PCA, there was a gradual 
improvement in the classification accuracy with the increase in number of features 
up to 20 and no further increase was observed thereafter. In general, the average 
classification accuracy gradually dropped for LDA features as the number of audio 
features increased from 126 to 186, while there was variation in the performance of 
PCA features. The SVM classifier performed better with the polynomial kernel in 
comparison to the RBF kernel, and the overall classification accuracy improved with 
the increase in number of selected features. The performance of the SVM classifier 
with the RBF kernel was close to that of the Gaussian classifier, but it performed 
much better with the polynomial kernel. The average recognition rates achieved with 
the SVM classifier were 39% (RBF kernel) and 44% (polynomial kernel), and with 
the Gaussian classifier were 38% (PCA) and 37% (LDA). The results indicate overall 
lower classification performance for both classifiers with the feature normalisation.
b) Em otion classification w ith  speaker norm alisation
The spealcer normalisation was performed in order to improve the audio emotion 
classification because lower performance was obtained with the feature normalisation. 
The normalised features passed through the stages of feature selection, feature reduction 
and classification, the same as for the feature-normalised audio.
The classification experiments were performed with different numbers of selected 
features. Feature selection was performed by dividing the whole set of audio 
features into subgroups, similar to tha t of the feature-normalised audio. The average 
classification accuracies for the SVM and Gaussian classifiers are given in Table 5.1. For 
the Gaussian classifier, the LDA features performed better with fewer LDA features.
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Table 5.1: Average classification accuracy (%) with feature-normalised and speaker- 
normalised audio for seven emotions on SAVEE database using the SVM  and Gaussian 
classifiers. The mean is averaged over 4 LOSO cross-validation, and Cl is the 
standard error.
F ea tu re  se t SV M  classifier G aussian  classifier
R B F Poly. P C A LDA
F ea tu re -n o rm alised  audio
Bhat. 126 38.5 ±  21.5 41.2 d= 20.3 36.7 ±  14.0 39.6 ±  16.1
Bhat. 161 38.1 ±  23.1 43.7 ±  19,9 37.3 ±  20.1 37.7 ±  16.5
Bhat, 176 39.0 ±  25.4 44.8 ±  20.1 38.5 ±  15.7 36.9 ±  15.2
Bhat. 186 39.2 ±  24.7 44.8 ±  20.0 37.7 ±  16.8 34.8 ±  10.3
S p eaker-no rm alised  audio
Bhat. 126 62.3 ±  12.5 60.8 ±  13.8 52.1 ±  15.4 54.0 ±  18.4
Bhat. 161 59.8 ±  14.4 57.9 ±  13.7 50.4 ±  10.7 53.8 ±  17.7
Bhat. 176 61.9 ±  13.9 59.4 ±  16.1 51.0 ±  14.0 54.8 ±  12.2
Bhat. 186 62.5 ±  14.8 59.0 ±  14.1 52.9 ±  10.3 52.9 ±  11.8
and the classification performance for PCA gradually increased up to 20 features and 
no further improvement was observed. The LDA features performed better than PCA. 
An average accuracy of 54% was achieved with LDA, whereas 52% with PCA. The 
SVM classifier performed better than the Gaussian classifier, and slightly better results 
were achieved with the RBF kernel as compared to the polynomial kernel.
The comparison of results for the feature and speaker normalisations in Table 5.1 
shows a significant improvement in the classification accuracy of both classifiers with 
speaker normalisation. These results indicate the importance of speaker normalisation 
for speaker-independent audio emotion classification. For feature normalisation, the 
average recognition rates achieved with the SVM classifier were 39% (RBF kernel) 
and 44% (polynomial kernel), and with the Gaussian classifier were 38% (PCA) and 
37% (LDA). The classification accuracies improved with the speaker normalisation 
to 62% (RBF kernel) and 59% (polynomial kernel) for the SVM classifier, and to
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52 % (PCA) and 54 % (LDA) for the Gaussian classifier.
For seven emotion classes, the average human classification accuracy for the audio 
data was 67% (SE: 2.5), whereas we achieved 63% (SE: 14.8) with the RBF kernel, 
and 61 % (SE: 13.8) with the polynomial kernel of an SVM classifier using 186 and 
126 features, respectively. The audio features were speaker-normalised. The set of 
186 features consisted of 10 /o, 6  dur, 34 ene, 36 MFCC, 40 Isf ,  20 int, 20 loud, 
10 prvo, and 10 ZCR features. While the set of 126 features included 20 fo, 6  dur, 
24 ene, 16 MFCC, 20 Isf ,  10 int, 10 loud, 10 prvo, and 10 ZCR features. The selected 
features mainly consisted of ene, MFCC and I s f  features, while other features also 
contributed. The details of the 186 and 126 features are given in Tables F .l and F.2 
of Appendix F, respectively. The best classification performance of 62 % was achieved 
with the RBF kernel of an SVM classifier using the speaker-normalised features, as 
compared to 67 % by humans.
V isual em otion classification
Visual emotion recognition was performed by combining three types of visual features: 
marker position {MP),  marker angle {MA),  and PCA features {PC). Feature selection 
was performed by dividing the face into three parts (forehead and eyebrow, cheek, 
and mouth region), and five parts (left forehead and eyebrow, right forehead and 
eyebrow, left cheek, right cheek, and mouth region). The classification experiments 
were performed with the SVM and Gaussian classifiers in a LOSO manner, and for the 
SVM classifier the selected features were used without feature reduction. The rest of 
the experimental set up was same as that of the audio emotion classification.
The classification scores for the features selected from three parts of the face are 
summarised in Table 5.2 and Figure 5.4. The results achieved for different numbers 
of M P  features are given in Table 5.2. The SVM classifier (RBF kernel) performed 
close to the Gaussian classifier for PCA features, but lower classification accuracy was 
achieved with the LDA features. The overall performance improved with an increasing 
number of selected features, and the best results for both classifiers were achieved with 
the M P  70 features. After selecting the best set of M P  features, we combined it
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Table 5.2: Purpose: M P  visual feature set size. Average classification accuracy (%) 
with visual features ( MP)  for seven emotions on SAVEE database using the SVM  and 
Gaussian classifiers. The mean is averaged over 4 LOSO cross-validation, and GI is 
the standard error.
F ea tu re  se t SV M  classifier G aussian  classifier
R B F P C A LDA
M P  40 48.1 i  8.9 44.8 ±  13.1 24.4 ±  14.7
M P  60 51.5 ±  12.2 47.3 ±  8.9 28.5 ±  20.6
M P  70 52.3 ±  12.9 54.2 ±  11.5 31.9 ±  27.7
M P  74 51.9 ±  12.2 53.5 ±  10.8 18.8 ±  8 . 6
MP70 MP70
MA10
MP70 MP70 MP70 MP70MA10
PC2 PCS MA10PC2 PCS
F eatu re  s e t
Figure 5.4: Purpose: Enhancement of M P  70 visual features. Average classification 
accuracy (%) with visual features (MP,  M A  and P C ) for seven emotions on SAVEE  
database using the SVM classifier. Features were selected from three parts of the face 
and the mean is averaged over 4 LOSO cross-validation.
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with different numbers oî M A  and P C  features to improve the classification accuracy- 
further. The best results with the SVM classifier are summarised in Figure 5.4. 
The results indicate better classification performance for the SVM classifier with the 
polynomial kernel compared to the RBF kernel. The overall classification accuracy 
improved when M P  70 features were combined with M A  features, and the best 
performance was achieved for M A  10 features. No improvement was observed for 
further increase in the number of M A  features. For P C  features, the best classification 
accuracy was achieved for P C  5 features combined with M P  70 features and the 
performance degraded for any further increase in the number of P C  features. The 
classification performance improved when M A  or P C  features were combined with 
M P  70 features, but no significant improvement was observed when all three kinds of 
features were combined. The best classification performance of 65% (SE: 16.6) was 
achieved for M P  70 combined with M A  10 and P C  2 features.
In the next step, we divided the face into five parts and tried different combinations of 
M P , M A  and P C  features. The best results with the SVM classifier are summarised 
in Figure 5.5. The results indicate better performance for the SVM classifier with 
the polynomial kernel compared to the RBF kernel. The classification accuracy 
improved with the increase in number of M P  features from M P  90 to M P  121 
for the polynomial kernel, but it varied for the RBF kernel. The best result was 
achieved with M P  121 features using the polynomial kernel of an SVM classifier. 
The M P  121 features were then combined with M A  and P C  features to improve the 
classification accuracy further. The performance improved when the P C  features were 
combined with the M P  121 features for the polynomial kernel of an SVM classifier, 
but no increase was observed for the addition of M A  features. The overall performance 
did not improve when all three types of features (M P, M A  and PC) were combined. 
The best accuracy of 70% (SE: 19.7) was achieved with M P  121 +  P C  2 features.
A comparison of the classification accuracies achieved for the best sets of features with 
the SVM and Gaussian classifiers are summarised in Table 5.3. The classification 
performance of the SVM classifier was much better than that of the Gaussian classifier. 
The SVM classifier performed better for the polynomial kernel compared to the 
RBF kernel, and the Gaussian classifier performed badly with the LDA features. The
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Figure 5.5: Average classificaMon accuracy (%) with visual features (MP,  M A  and P C ) 
for seven emotions on SAVEE database using the SVM  classifier. Features were selected 
from five parts of the face and the mean is averaged over 4 LOSO cross-validation.
average recognition rates achieved with the SVM classifier were 53% (RBF kernel) 
and 67% (polynomial kernel), and with the Gaussian classifier were 41% (PCA) and 
24% (LDA).
The average human classification accuracy for the visual data was 8 8 % (SE: 0.6) for 
seven emotion classes, whereas we achieved 57% (SE: 14.2) with the RBF kernel, and 
70% (SE: 19.7) with the polynomial kernel of an SVM classifier using M P  70 + M A  10 
and M P  121 + P C  2 features, respectively. The M P  70 and M P  121 features are 
plotted in Figures F .l and F . 2  of Appendix F, respectively. The M P  70 features 
consisted of 22 M P  -  28 M P - p y ,  14 M P  -  and 0 M P - O y ,  while the M P  121
features included 46 M P  -  38 M P  -  /iy, 19 M P  -  and 18 M P  -  Oy. The
selected M P  features indicated that the mean values of marker position were more
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Table 5.3: Average classification accuracy (%) with visual features (M P, M A  and 
P C  features) for seven emotions on SAVEE database using the SV M  and Gaussian 
classifiers. The mean is averaged over 4 LOSO cross-validation, and Cl is the 
standard error.
Feature set SVM classifier Gaussian classifier
RBF Poly. PCA LDA
M P  70 + MA 1 0 56.9 ±  14.2 64.4 ±  17.1 38.8 ±  21.8 26.2 ±  28.1
M P  70 + MA 10 +  PC 5 53.3 db 17.1 64.6 ± 18.5 44.2 ±  7.5 23.5 ± 21.1
M P  121 + MA 10 51.0 ± 22.6 65.8 ±  17.8 42.9 ± 17.3 25.8 d= 17.4
M P 1 2 1  + PC 2 55.4 ±  22.6 69.6 ±  19.7 39.6 ±  11.8 2 2 .1  ±  1 2 .1
M P 121 + PC 5 52.7 ± 22.8 66.5 ± 20.3 40.0 ±  8.2 23.1 ± 13.3
M P 121 -f MA 10 + PC  2 51.9 ± 21.9 69.4 ± 19.9 43.3 ± 16.0 25.2 ± 17.3
M P 1 2 1  +  MA 10 +  PC  5 50.0 ± 21.7 66.9 ± 18.4 37.5 ± 7.2 23.3 ± 13.1
important as compared to their standard deviations. The M A  10 features consisted of 
the mean values of mouth width {wm), nose upper half length (lun)i nose area (A„), 
forehead angle {9f) and areas (Af i ,  A /2 , A /), left eyebrow outer and inner angles {9ieo^  
9iei), and right eyebrow inner angle {9rei)- M A  features were mainly selected from the 
eyebrow and forehead areas, indicating the importance of these regions for emotion 
classification.
A udio-visual em otion classification
Audio-visual emotion recognition experiments were performed by combining the two 
modalities at decision-level. The final decision was obtained by the multiplication of 
posterior probabilities obtained from the audio and visual emotion recognizers. The 
best sets of audio and visual features were used for the bimodal classification.
The first set of experiments with the audio-visual data was performed by combining 
the best sets of audio features (126, 161, 176, 186) with the M P  visual features 
(M P  40, M P  70, M P  74, M P  60). The experiments were performed with both 
the SVM and Gaussian classifiers. Results for the SVM classifier are plotted in 
Figure 5.6. The audio features were speaker-normalised and visual features were
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selected from three parts of the face. For the audio modality, the RBF kernel 
performed slightly better than the polynomial kernel, whereas for the visual modality 
the polynomial kernel performed much better. In the bimodal scenario, the overall 
performance of polynomial kernel was better as compared to the RBF kernel. The 
overall classification accuracy improved for both kernels of the SVM classifier when the 
two modalities were combined. The average recognition rates of 59%, 58% and 79% 
were achieved with the SVM classifier (polynomial kernel) for the audio, visual and 
audio-visual modalities, respectively. The best audio-visual classification accuracy was 
achieved for 186 audio features combined with M P  60 visual features, which resulted 
in the classification accuracies of 76% (SE: 5.0) and 80% (SE: 5.1) for the RBF and 
polynomial kernels, respectively. The experiments were repeated with the Gaussian 
classifier for comparative evaluation of the two classifiers. The performance of the 
Gaussian classifier was reasonable for PCA, but LDA failed for the visual modality and 
resulted in lower audio-visual classification accuracy. The best audio-visual results for
100
90
O
.1
I
 Audio
 Visual
 Audio-visual
Aud: 126 
Vis: MP40
Aud.176 
Vis: MP74
Aud: 186 
Vis: MP60
Aud: 161 
Vis: MP70
Feature set
(a)
100
80
60
40
 Audio
 Visual
 Audio-visual
Aud: 126 
Vis: MP40
Aud: 161 
Vis: MP70
Aud: 176 
Vis: MP74
Aud:186 
Vis: MP60
Feature set
(b)
Figure 5.6: Average classificaiion accuracy (%) with speaker-normalised a.ndio (126,
161, 176, 186) combined with visual features (M P  40, M P  70, M P  74, M P  60j for 
seven emotions on SAVEE database. Results were obtained using the SVM  classifier 
with (a) RBF, and (b) polynomial kernels. The mean is averaged over 4 LOSO cross- 
validation. Here Aud: Audio, Vis: Visual, and M P : Marker position.
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the Gaussian classifier were 67% (SE: 5.8) and 40 % (SE: 23.4) with the PCA and LDA 
features, respectively. A detailed comparison of the classification accuracies for the two 
classifiers is given in Appendix C.
To improve the audio-visual classification performance, we combined the best sets of 
audio features (126, 161, 176, 186) with three types of visual features ( MP,  M A  
and PC). The M P  70 visual features were combined with different numbers of M A  
and P C  features. The audio features were speaker-normalised and the M P  features 
were selected from three parts of the face. The classification of seven emotion classes 
was performed with the SVM and Gaussian classifiers. The SVM classifier performed 
better with the 126 and 161 audio features for which the results are plotted in 
Figure 5.7, and the classification performance for 176 and 186 audio features is given 
in Appendix D. For the audio features, the RBF kernel performed slightly better than 
the polynomial kernel, but for the visual features the polynomial kernel performed 
much better and resulted in better audio-visual performance for the polynomial kernel 
as compared to the RBF kernel. The average classification accuracies achieved with 
the SVM classifier (polynomial kernel) were 59%, 65% and 82% for the audio, visual 
and audio-visual modalities, respectively. Overall better performance was achieved 
for the bimodal scenario when M P  70 visual features were combined with M A  1 0  
or M A  10 T P C  5 features for different numbers of audio features. The best audio­
visual classification accuracy for the RBF kernel was 79% (SE: 6 .6 ) using 161 audio 
features with M P  70 -h M A  10 4 - P C  5 visual features, and for the polynomial kernel 
it was 84% (SE: 6.1) using 161 audio features with M P  70 -F M A  10 visual features. 
By comparing the results with those in Figure 5.6, we see an improvement in the 
overall performance by combining the M P  with M A  and P C  visual features. The 
classification results with the Gaussian and SVM classifiers for the best set of features 
are summarised in Appendix D (Table D.3). The SVM classifier performed much better 
than the Gaussian classifier for both the audio and visual modalities, and resulted in 
better audio-visual classification accuracy. The performance of the Gaussian classifier 
was reasonable for the audio features but it failed for the visual features, and resulted in 
lower audio-visual performance. The best audio-visual results for the Gaussian classifier 
were 58% (SE: 7.3) and 33% (BE: 29.1) with the PCA and LDA features, respectively.
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Figure 5.7: Average classification accuracy (%) with the SVM  classifier using the
speaker-normalised audio combined with the visual features (M P  70, M A  and P C ) 
for seven emotions on SAVEE database. Results were obtained for 126 audio features 
with (a) RBF, and (b) polynomial kernels; and for 161 audio features with (c) RBF, 
and (d) polynomial kernels. The mean is averaged over 4 LOSO cross-validation. The 
visual features on x-axis (M A, P C ) were combined with M P  70 features.
In the next step, we performed the audio-visual emotion recognition by combining 
the speaker-normalised audio features (126, 161, 176, 186) with M P  visual features
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Figure 5.8: Average classification accuracy (%) with the SVM  classifier using speaker- 
normalised audio combined with visual features (M P  1 2 1 , M A  and P C ) for seven 
emotions on SAVEE database. Results were obtained for 126 audio features with 
(a) RBF, and (b) polynomial kernels; and for 161 audio features with (c) RBF, and 
(d) polynomial kernels. The mean is averaged over 4 LOSO cross-validation. The visual 
features on x-axis (M A, P C ) were combined with M P  1 2 1  features.
selected from five parts of the face, M A  and PC  features. The classification of 
seven emotions was performed using the SVM and Gaussian classifiers. The results
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for the SVM classifier with 126 and 161 audio features are plotted in Figure 5.8, 
and a similar performance was achieved with 176 and 186 audio features which is 
given in Appendix E. For the audio features, the RBF kernel performed slightly 
better than the polynomial kernel, but for the visual features the polynomial kernel 
performed much better and resulted in better performance for the bimodal approach 
with the polynomial kernel as compared to the RBF kernel. The average classification 
accuracies achieved with the SVM classifier (polynomial kernel) were 59 %, 6 8  % and 
81 % for the audio, visual and audio-visual modalities, respectively. The best audio­
visual classification accuracy for the RBF kernel was 73% (SE: 8.9), and for the 
polynomial kernel it was 83% (SE: 3.2). These results were achieved by combining 
161 audio features with M P  121 P C  5 or M P  121 -f M A  10 -f P C  5 visual features.
By comparing the results with those achieved with M P  70, M A  and P C  visual features 
as shown in Figure 5.7, the average classification accuracy for the visual features 
remained unchanged at 53 % for the RBF kernel and improved from 65 % to 6 8  % for the 
polynomial kernel. The audio performance was equal for both cases as a result of using 
the same set of features. A small decrease was observed in the audio-visual classification 
accuracy for the latter case where the numbers of M P  visual features were increased. 
The average classification accuracy dropped from 77 % to 73 % for the RBF kernel, and 
from 82 % to 81 % for the polynomial kernel. The results indicate that an increase in the 
number oi M P  visual features may improve the visual classification performance but it 
does not guarantee an improvement in the overall audio-visual classification. The results 
for the SVM and Gaussian classifiers are given in Appendix E. The SVM classifier 
performed much better than the Gaussian classifier for each modality (audio or visual), 
and resulted in better audio-visual classification. The performance of the Gaussian 
classifier was reasonable for the audio features but it failed for the visual features, and 
resulted in lower audio-visual classification accuracy. The best audio-visual recognition 
rates for the Gaussian classifier were 56% (SE: 7.5) and 29% (SE: 23.1) with the PCA 
and LDA features, respectively.
For seven emotion classes, the average human classification accuracy for the audio-visual 
data was 92% (SE; 0.1), whereas we achieved the best performance of 79% (SE: 6 .6 ) 
with the RBF kernel using 161 audio and M P  7 0 M A  1 0 P C  5 visual features, and
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84% (SE: 6.1) with the polynomial kernel using 161 audio and M P  70 + MA 10 visual 
features. The set of 161 audio features consisted of 15 fo, 6  dur, 29 ene, 26 MFCC, 
30 Isf ,  15 int, 15 loud, 15 prvo, and 10 ZCR features. The contribution of ene, MFCC 
and I s f  features was greater than other feature types. A detailed list of 161 audio 
features is given in Table F.3 of Appendix F. The same M P  70 and M A  10 features 
were used as for the visual emotion classification. In the case oi M P  features, marker 
position means were more relevant than standard deviations. The selected M A  features 
indicate that the eyebrow and forehead regions were relatively important.
5 .5 .2  E m o tio n  c la ssifica tion  u sin g  th e  M ah alan ob is d ista n ce  as a  
fea tu re se lec tio n  cr iter ion
The audio-visual emotion classification performed with features selected by the 
Bhattachai'yya distance may be suboptimal. The Bhattacharyya distance failed to 
discriminate between features once a certain number of features was selected. To avoid 
this problem, feature selection was performed by dividing the entire set of audio and 
visual features into groups. The classification of seven emotions was performed using the 
SAVEE database with leave-one-speaker-out cross-validation. The Plus Z-Take Away r  
algorithm was used for feature selection, followed by feature reduction and classification 
steps. Features were selected out of 830 audio and 290 visual features. The SVM and 
Gaussian classifiers were used for classification, and feature reduction was not used 
for the SVM classifier as it did not help to improve the performance. To investigate 
the effect of selecting over the whole range of features, we used Mahalanobis distance 
as a feature selection criterion, which resulted in better performance as compared 
to Bhattacharyya distance and KL-divergence for the speaker-dependent scenario, as 
discussed in Chapter 4 in Section 4.5.4.
Audio emotion classification
Audio emotion classification was performed by selecting features out of 830 features, 
consisting of fo, dur, ene, MFCC, Isf ,  int, loud, prvo, and ZCR features. The 
results are plotted in Figure 5.9a. The SVM classifier performed better for the
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polynomial kernel as compared to the RBF kernel. The performance with the 
RBF kernel was above 50% for features up to 350, but from that point onwards, a 
sharp decrease in the classification accuracy was observed and it dropped to 25 % for 
500 features. On the other hand, the performance of polynomial kernel was consistent 
and it improved with the increase in number of selected features. The five best 
classification accuracies for the RBF kernel were 64% (SE: 10.3), 63% (SE: 9.0), 
64% (SE: 9.4), 63% (SE: 9.4) and 64% (SE: 8.9) with 140, 150, 190, 210 and 220 
selected features, respectively. For the polynomial kernel, the five best results were 
6 6 % (SE: 10.3), 65% (SE: 9.9), 67% (SE: 12.5), 6 6 % (SE: 9.4), 6 6 % (SE: 8.4) with 
520, 530, 540, 560 and 660 selected features, respectively. The best classification scores 
were 64% (SE: 10.3) with 140 features, and 67% (SE: 12.5) with 540 features for the 
RBF and polynomial kernels, respectively.
The set of 140 features consisted of 17 fo, 1 dur, 28 ene, 33 MFCC, 37 Isf ,  5 int, 
8  loud, 3 prvo and 8  ZCR features, while the set of 540 features consisted of 33 fo, 
10 dur, 69 ene, 166 MFCC, 155 Isf ,  31 int, 30 loud, 19 prvo and 27 ZCR features. For 
emotions classification, ene, MFCC and I s f  were the most important audio features, 
followed by other features. The details of 140 and 540 selected audio features are 
given in Tables F.4 and F.5 of Appendix F, respectively. For seven emotion classes, 
the average human classification accuracy for the audio data was 67%, whereas we 
achieved 67 % with the polynomial kernel and 64 % with the RBF kernel using an SVM 
classifier.
V isual em otion classification
For visual emotion classification, features were selected out of 290 features, consisting 
of 236 M P  and 54 MA features. The average classification performance is plotted 
in Figure 5.9b. The performance of the SVM classifier was much better for the 
polynomial kernel as compared to the RBF kernel. The average recognition rate was 
above 50% for up to 120 features with the RBF kernel, and it dropped for further 
increase in the number of features. The polynomial kernel performed better for a large 
number of features. The five best results for the RBF kernel were 57% (SE: 10.3),
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Figure 5.9: Average classification accuracy (%) achieved for seven emotions on SAVEE  
database using the SVM  classifier. The audio, visual, and audio-visual features were 
selected with Mahalanobis distance. Here FL: Feature-level, and DL: Decision-level.
5 9 %  (S E :  1 3 .3 ) ,  5 8 %  (S E :  9 .8 ) ,  5 8 %  (S E :  9 .3 )  a n d  5 7 %  (S E :  1 5 .2 )  w i t h  3 0 ,  4 0 ,  5 0 ,
70 and 120 selected features, respectively. While for the polynomial kernel, the five 
best classification accuracies were 6 6 % (SE: 15.9), 67% (SE: 10.8), 67% (SE; 11.7),
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6 8 % (SE: 11.2) and 6 6 % (SE: 12.6) with 90, 180, 190, 200 and 290 selected features, 
respectively. The best classification results for the RBF and polynomial kernels were 
59% (SE: 13.3) using 40 features, and 6 8 % (SE: 11.2) using 200 features, respectively.
The best 40 visual features consisted of 30 M P  and 10 M A  features. The 
M P  30 features included 8  M P  — (ix, 13 M P  — (j,y, 3 M P  —ax and 0  M P  —ay features, 
which are plotted in Figure F.3 of Appendix F. The means of marker position were more 
important compared to the standard deviations. The M A  10 features consisted of mean 
values of the forehead angle and areas (0 y, A /i, A /2 , ^ /s ) ,  left eyebrow outer and inner 
angles {Oieo-, ^ ^ ) , and right eyebrow inner angle {&rei)\ standard deviations of the 
nose area (A„), forehead angle and area (0/, A /2 ). The M A  features were mainly 
selected from the eyebrow and forehead regions. The best 200 visual features consisted 
of 168 M P  and 32 M A  features. The M P  168 features are plotted in Figure F.4 of 
Appendix F. The M P  168 features consisted of 55 M P  — fix, 41 M P  — giy, 36 M P  — ax 
and 36 M P  — ay. The selected M P  features indicated that mean values of marker 
position were more important as compared to standard deviations. The M A  32 features 
consisted of mean values of the mouth height, width and roundness {hm, Wm, r^i), left 
cheek height, width and angle {hick, '^ick, &ick), right cheek height and roundness (fircfc, 
î'rcfe), nose lower half length, total length and angle {hn, hn, &n), forehead angle and 
areas (#/, A /2 , A /3 , A /), left eyebrow outer angle (^^eo), and chin lower angle {6 ich)\ 
and standard deviations of the mouth height {hm), left cheek width and angle {wick, 
^ick)i right cheek height and angle (fircfe, r^cfc), nose upper half length, lower half length, 
angle and area {lun, hn, &n, A„), forehead angle and areas (#/, A /i, A /2 , A /), right 
eyebrow outer angle {Oreo), and chin lower angle {Oich)^  The average human classification 
accuracy for the visual data was 8 8  % for seven emotion classes, whereas we achieved 
6 8  % with the polynomial kernel and 59 % with the RBF kernel using an SVM classifier.
A udio-visual em otion classification
Audio-visual fusion at feature-level was performed by concatenating 830 audio and 
290 visual features, which resulted in a feature vector of 1120 features. This was 
followed by feature selection and classification steps. The classification results are
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plotted in Figure 5.9c. For both the RBF and polynomial kernels, better performance 
was achieved with the bimodal approach compared to unimodal approaches (audio 
or visual). The SVM classifier performed better with the RBF kernel for features 
up to 2 0 0 , while for the polynomial kernel the classification performance improved 
with an increased number of selected features, and a classification accuracy of above 
80 % was achieved for features beyond 400. The five best classification scores for the 
RBF kernel were 72% (SE: 7.4), 70% (SE: 10.8), 69% (SE: 10.6), 72% (SE: 10.6) and 
71 % (SE: 8.7) with 30, 40, 150, 160 and 170 selected features, respectively. For the 
polynomial kernel, the best result of 87 % (SE: 4.6—5.5) was achieved with 760, 770, 840, 
850 and 860 selected features. The best results for the RBF and polynomial kernels were 
72% (SE: 10.6) using 160 features, and 87% (SE: 5.5) using 770 features, respectively.
The set of 160 features consisted of 8 6  audio and 74 visual (63 M P , 11 M A) features. 
A detailed list of the 8 6  audio features is given in Table F .6 , and the M P  63 features 
are plotted in Figure F.5 of Appendix F. The 8 6  audio features consisted of 12 /o , 
4 dur, 2 1  ene, 20 MFCC, 16 Isf ,  2 int, 2  loud, 5 prvo  and 4 ZCR features. The M P  63 
features included 15 M P  -  fix, 14 M P  — fiy, 18 M P  — cjx and 16 M P  — ay. The 
M A  11 features consisted of mean values of the nose lower half length {kn), forehead 
angle (#/) and areas (A /2 , A /), left eyebrow outer and inner angles [fiieo, Oiei), and 
right eyebrow outer and inner angles (Oreo, Orei)', and standai'd deviations of the right 
cheek angle {9rck), nose area (An), and right eyebrow inner angle (Orei)- The set of 
770 features included 481 audio and 289 visual (236 M P , 53 M A) features. A detailed 
list of the 481 audio feature is given in Table F.7, and the M P  236 features are plotted 
in Figure F . 6  of Appendix F. The set of 481 audio features consisted of 23 /o , 3 dur, 
58 ene, 133 MFCC, 165 Isf ,  27 int, 29 loud, 18 prvo, and 25 ZCR features. In the 
case of visual features, the complete set of features was selected except one M A  feature 
(standard deviation of the chin lower angle (Oich)), giving 289 out of 290.
For decision-level fusion, the posterior probabilities of audio and visual emotion 
classifiers were multiplied with equal weighting to get the final probability used for 
classification. The classification performance is plotted in Figure 5.9d. Results 
were produced for equal numbers of features per audio and visual modalities. By 
comparing these results with those of unimodal systems (audio or visual), a significant
5.5. Emotion classification using the SAVEE database 135
100
90
80
a 70 
2
o  60
o  50
40
30
20 A l 40  
V 30
A l 40  
V 40
•Audio 
•Visual 
• Audio-visual
A l 40  A i 40
V 5 0 V 70Feature set
(a)
A l 40  
V I 20
100
90
80
70
60
50
40
30
20
•Audio 
• Visual 
•Audio-visual
A 660 A 660 A 660 A 660
V 90 V I 80  V I 90  V 200Feature set
(b)
A 660
V 2 90
Figure 5.10: Average classification accuracy (%) achieved for seven emotions
on SAVEE database using the SVM  classifier with (a) RBF, and (b) polynomial 
kernels. Features were selected with Mahalanobis distance, and audio-visual emotion 
classification was performed with decision-level fusion. Here A 1 4 O: IfO audio features, 
and V30: 30 visual features.
improvement in the classification performance was observed with the decision-level 
fusion. The RBF kernel performed better for fewer features and an average classification 
score of above 70% was achieved for up to 120 features. For the polynomial kernel, 
the classification performance improved with an increasing number of features and 
a classification accuracy of above 80% was achieved for 150 features onwards. The 
best performance achieved with the RBF kernel was 77% (SE: 3.4) using 40 features 
per modality, and for the polynomial kernel it was 83% (SE: 2.4) using 200 features 
per modality.
To achieve the best classification results for decision-level fusion, we used the best sets 
of audio and visual features for each kernel type within the SVM classifier. The best 
results are plotted in Figure 5.10. For the RBF kernel, overall classification accuracy 
was higher for 140 audio features combined with the best sets of visual features (30, 
40, 50, 70, 120). The best result of 79% (SE: 4.5) was achieved with 140 audio and
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40 visual features using the RBF kernel. In the case of the polynomial kernel, overall 
higher performance was achieved for 660 audio features combined with the best sets of 
visual features (90, 180, 190, 200, 290). The best classification score of 84% (SE: 4.8) 
was achieved with the polynomial kernel using 660 audio and 2 0 0  visual features.
The set of 140 audio features has been discussed for the audio emotion classification, 
and the set of 660 audio features consisted of 33 /o, 10 dur, 72 ene, 187 MFCC, 233 Isf ,  
31 int, 35 loud, 31 prvo and 28 ZCR features. A detailed list of these features is given 
in Table F . 8  of Appendix F. While the details of the 40 and 200 visual feature sets are 
given for the visual emotion classification in Subsection 5.5.2.
A comparison of classification performance of the two fusion techniques indicated better 
performance for the feature-level fusion as compared to the decision-level fusion using 
the polynomial kernel. Whereas for the RBF kernel, the decision-level fusion performed 
better than the feature-level fusion. In general, the polynomial kernel performed better 
with an increasing number of features, and for this reason it performed better for the 
feature-level fusion. On the other hand, the performance of RBF kernel was better 
for fewer features, and therefore higher performance was achieved for the decision-level 
fusion. The best classification scores for the feature-level fusion were 72% (SE: 10.6) 
and 87% (SE: 5.5) for the RBF and polynomial kernels, respectively. While for the 
decision-level fusion, the best results of 79 % (SE: 4.5) and 84% (SE: 4.8) were achieved 
with the RBF and polynomial kernels, respectively.
The audio-visual classification experiments were repeated with the Gaussian classifier 
for those sets of features which resulted in better performance for the RBF and 
polynomial kernels of the SVM classifier. For audio features, the average classification 
accuracies for LDA were 53% (SE: 15.7) and 13% (SE: 0 .0 ), while for PGA were 
57% (SE: 7.4) and 58% (SE: 7.2) using 140 and 540 features, respectively. In the case 
of visual modality, the results obtained for LDA were 32 % (SE: 5.3) and 18 % (SE: 1 0 .2 ), 
whereas for PGA were 45 % (SE: 13.8) and 42 % (SE: 19.4) with 40 and 200 features, 
respectively.
For the audio-visual fusion at decision-level, the average recognition rate for LDA was 
47% (SE: 11.1) and for PGA it was 51% (SE: 18.3) using 140 audio and 40 visual
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Figure 5.11: Average classification accuracy (%) achieved for audio, visual, and
audio-visual features selected with Bhattaeharyya distance (Bhat) and Mahalanobis 
distance (Mah) in comparison to human. The results were achieved with the SVM  
classifier for seven emotions on the SAVEE database with decision-level (DL) fusion.
features. For 660 audio and 200 visual features, the average classification accuracies of 
13 % (SE 0.0) and 54% (SE: 21.6) were achieved for the LDA and PCA, respectively. In 
the case of audio-visual fusion at feature-level, the classification scores of 35 % (SE: 16.4) 
and 47% (SE: 12.7) were achieved with the LDA, and 57% (SE: 8.7) and 6 6 % (SE: 7.5) 
with the PCA, using 160 and 770 features, respectively. In general, PCA performed 
better than LDA, and LDA failed to classify amongst emotions especially for the visual 
modality, which resulted in inferior performance for the bimodal scenario. The overall 
performance of the Gaussian classifier was much lower than that of SVM classifier.
The classification accuracies for audio, visual and audio-visual (decision-level fusion) 
modalities using the Bhattaeharyya and Mahalanobis distances as feature selection 
criteria are plotted in Figure 5.11. The results were achieved for seven emotions of the 
SAVEE database using an SVM classifier. For audio features, the Mahalanobis distance 
performed better than the Bhattaeharyya distance for both the RBF and polynomial 
kernels. In the case of visual modality, the performance of the Mahalanobis distance 
was superior to the Bhattaeharyya distance for the RBF kernel, while it was inferior in
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the case of polynomial kernel. In the bimodal scenario, for both the Mahalanobis and 
Bhattaeharyya distances a same level of classification performance was achieved with 
the RBF and polynomial kernels. However for the Mahalanobis distance reduction in 
standard error was observed. In general, the polynomial kernel performed better than 
the RBF kernel for both the Mahalanobis and Bhattaeharyya distances. For the audio 
modality, the classification performance of the machine was closer to that of human, but 
for the visual modality the human performance was superior to tha t of the machine. 
By combining the two modalities at decision-level, a significant improvement in the 
classification performance was observed, which resulted in a reduction of difference 
between human and machine performance for the bimodal scenario.
5 .5 .3  E m o tio n  c la ssifica tion  u sin g  th e  w rap p er-b ased  fea tu re se lec tio n
These experiments were performed to observe the improvement in emotion classification 
with wrapper-based feature selection. Feature selection was based on the classification 
performance of an SVM classifier, and it was performed using 1 /3  of the data from each 
speaker with leave-one-speaker-out cross-validation. The SVM classifier was trained 
on the full data from 3 speakers and tested on the unseen 2/3 of the data from the 
4th speaker. Features were selected for each of the audio and visual modalities, and the 
audio-visual emotion classification was based on decision-level fusion. In this way, four 
sets of experiments were performed and the results were averaged. The experiments 
were performed on SAVEE database for seven emotion classes. The audio feature 
set consisted of 250 features (speaker-normalised) selected based on the Bhattaeharyya 
distance, and the visual features consisted of two sets: 236 M P  features, and 290 M P -f 
M A  features.
The results for seven emotion classes are given in Table 5.4. The SVM classifier 
performed better for the visual features compared to the audio, and an average 
classification accuracy of above 85% was achieved for the bimodal scenario on the 
development set. For the evaluation set, an average classification accuracy close to 
80 % was achieved for the audio-visual features. The classification performance for the 
visual modality improved when M A  features were combined with M P  features, and 
resulted in an increase in the overall performance for the bimodal scenario. The results
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Table 5.4; Average classification accuracy (%) for seven emotions on SAVEE database 
using the SVM  classifier with wrapper-based feature selection. The audio was speaker- 
normalised and the visual features consisted of M P  + M A  features. The mean is 
averaged over 4 LOSO cross-validation.
F ea tu re  se t D a ta
se t
A u d io V isu a l A u d io -v isu a l
R B F P oly . R B F P oly . R B F P oly .
Audio: Bhat. 250; Visual: M P  
features; Training/testing: 1 /3  data 
per speaker (LOSO).
Dev. 66.9 
±  5.1
86.3 
±  7.1
81.3 
±  12.4
90.0 
±  6.0
76.2 
±  13.3
86.9 
db 5.4
Audio and visual features selected 
based on wrapper approach; Training: 
3 speakers data; Testing: 2 /3  data 
from 4th speaker that was not used 
for feature selection (LOSO).
Eval. 53.8 
±  15.9
55.6 
±  16.7
62.2 
±  18.0
66.3 
±  7.6
78.1  
±  7.8
77.8 
i  9.1
Audio: Bhat. 250; Visual; M P  and 
M A  features; Tfraining/testing: 1/3  
data per speaker (LOSO).
Dev. 66.9 
±  5.1
86.3 
±  7.1
95.0 
±  5.3
94.4 
±  4.2
86.2 
±  10.9
89.4 
±  8.3
Audio and visual features selected 
based on wrapper approach; Training: 
3 speakers data; Testing: 2 /3  data 
from 4th speaker that was not used 
for feature selection (LOSO).
Eval. 53.8 
±  15.9
55.6 
±  16.7
68.1 
±  16.1
57.5 
±  16.2
79.4 
±  5.1
8 0 .9  
±  9 .1
indicate that M A  features are helpful for emotion classification.
For comparison purposes, we repeated the experiments using the best set of features 
selected with the filter-based approach (Bhattaeharyya distance). For the evaluation 
set, the average classification accuracies of 61 % and 58 % were achieved for the audio, 
56% and 6 6 % for the visual, and 73% and 83% for the audio-visual with the RBF 
and polynomial kernels, respectively. In comparison, the best classification accuracies 
using the wrapper-based approach for the audio were 54% and 56%, for the visual 
were 6 8 % and 58%, and for the audio-visual were 79% and 81% with the RBF and 
polynomial kernels, respectively. To conclude, the wrapper-based approach did not 
provide any significant improvement in the classification accuracy.
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5.6 Sum m ary
Speaker-independent emotion classification was performed using two databases: Berlin 
and SAVEE. The purpose of using the Berlin database was to compare the performance 
of our method to those of other researchers. Emotion classification on the SAVEE 
database was performed using the audio, visual, and audio-visual information. For this 
purpose, large sets of audio and visual features were extracted. The extracted audio 
and visual features were normalised, and feature selection was performed using the 
Plus Z-Take Away r  algorithm. PCA and LDA were applied to the selected features 
for feature reduction. The classification was performed using two types of classifier: 
Gaussian and SVM.
For the Berlin database, average classification accuracy of the SVM and Gaussian 
classifiers was compared for the raw and PCA- or LDA-transformed features. Feature 
selection by Bhattaeharyya distance improved the classification accuracy of both 
classifiers. The SVM classifier performed better with the raw features as compared 
to the PCA- or LDA-transformed features, whereas the performance of the Gaussian 
classifier improved with the linear transformation. The best performance achieved for 
the Gaussian classifier was 8 6 % with LDA-transformed 105 features, whereas for the 
SVM classifier it was 87 % with 105 features, which is comparable to the state-of-the-art 
on this data set.
In the case of the SAVEE database, both the filter- and wrapper-based approaches were 
used for feature selection. The Bhattaeharyya and Mahalanobis distances were used 
as feature selection criteria for the filter-based approach, and the wrapper method was 
based on the classification accuracy of an SVM classifier. The Bhattaeharyya distance 
failed to  select the discriminative features after selecting a certain number of featmns. 
To overcome this problem, features were selected from the subgroups. The Mahalanobis 
distance has the advantage of selecting features over the whole range. In general, the 
SVM classifier performed much better than the Gaussian classifier for each of the audio, 
visual and audio-visual modalities. The overall performance of the SVM classifier was 
better with the polynomial kernel as compared to the RBF kernel.
For the filter-based approach using the Bhattaeharyya distance criterion, a significant
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improvement was observed in the performance of audio emotion classification with 
speaker normalisation as compared to feature normalisation. The average human 
classification accuracy for the audio data was 67%, whereas we achieved 63% using 
186 speaker-normalised features with the RBF kernel of an SVM classifier. The 
performance of visual emotion classification improved for the M P  features combined 
with the M A  and P C  features, for the features selected from three parts of the face. 
For the features selected from five parts of the face, the performance improved with 
an increasing number oî M P  features. The addition of P C  features provided further 
improvement, but the M A  features did not help. The average human classification 
accuracy for the visual data was 8 8 %, whereas we achieved 70% using M P  121 -f 
P C  2 features with an SVM classifier (polynomial kernel). For the audio-visual fusion 
at decision-level, the M P  features selected from three parts of the face performed better 
than those from five parts of the face. The average human classification accuracy for 
the audio-visual data was 92 %, whereas we achieved 84 % with the polynomial kernel 
of an SVM classifier using 161 audio and M P  70 -f M A  10 visual features. The 
important audio features were ene, MFCC and Isf ,  followed by other features. For the 
visual emotion classification, the selected M P  features indicated that means of marker 
position were more important as compared to standard deviations. The M A  features 
were mainly selected from the eyebrow and forehead regions, indicating the importance 
of these regions for emotion classification.
For featm'es selected with the Mahalanobis distance, the RBF kernel performed better 
with fewer selected features, while the performance of the polynomial kernel improved 
with an increasing number of features. For the audio modality, the best classification 
accuracy of 67% (polynomial kernel) was achieved with 540 features. In the case 
of visual modality, the best result of 6 8 % (polynomial kernel) was achieved with 
200 features, consisting of 168 M P  and 32 M A  features. For the bimodal scenario, 
the classification performance improved compared to the unimodal approaches (audio 
or visual). The feature-level fusion performed better than the decision-level fusion 
for the polynomial kernel, whereas for the RBF kernel, the performance of decision- 
level fusion was higher than the feature-level fusion. In general, the polynomial kernel 
performed better with an increasing number of features, and for this reason it performed
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better for the feature-level fusion. On the other hand, the performance of RBF kernel 
was better for fewer selected features, and therefore higher performance was achieved 
for the decision-level fusion. For feature-level fusion, the best classification result 
of 87% (polynomial kernel) was achieved with 770 features, consisting of 481 audio 
and 289 visual features. In the case of decision-level fusion, the best result of 
84 % (polynomial kernel) was achieved with 660 audio and 2 0 0  visual features. The ene, 
MFCC and I s f  audio features were found more important for emotion classification, 
followed by other features. The selected M P  features indicated that the means of 
marker position were more important as compared to the standard deviations, whereas 
M A  features were selected from all parts of the face.
The experiments were repeated with the Gaussian classifier for the best sets of features 
selected with the Bhattaeharyya and Mahalanobis distances. The performance of 
Gaussian classifier was far inferior to the SVM classifier. In general, PCA performed 
better than LDA, moreover the LDA failed to classify between different emotions, 
especially for the visual modality, and therefore resulted in inferior performance for the 
bimodal scenario. For the Bhattaeharyya distance, the best results of 53%, 54% and 
67% were achieved with the PCA for the audio, visual, and audio-visual modalities, 
respectively. In the case of the Mahalanobis distance, the best classification scores of 
58 %, 45 % and 6 6  % were achieved with the PCA for the audio, visual, and audio-visual 
modalities, respectively.
The best overall results for the unimodal and bimodal scenarios were achieved with 
the features selected by the Mahalanobis distance criterion. A total of 830 audio and 
290 visual features were extracted for the speaker-independent emotion classification. 
The best classification accuracy for the audio modality was 67% (SE: 12.5) using 
540 selected features, for the visual modality it was 6 8 % (SE: 1 1 .2 ) using 200 selected 
features, whereas for the bimodal scenario (feature-level fusion) it was 87% (SB: 5.5) 
using 770 features (481 audio and 289 visual features). These results were achieved with 
the SVM classifier (polynomial kernel) without applying any linear transformation to 
the selected features. The classification by wrapper-based feature selection did not 
provide any significant improvement in the classification accuracy.
C hapter 6
C onclusion
The field of emotion recognition has attracted many researchers in recent years 
and significant progress has been achieved in different areas including acquisition of 
emotional data, feature extraction and selection, classification techniques and fusion 
of modalities. Although significant progress has been made in the field of emotion 
recognition, still most existing techniques are based on a single modality. Since humans 
convey emotions through different modalities (e.g., speech, facial expressions), it is 
important to use multimodal information for reliable recognition of emotions. This 
study contributes by adopting an audio-visual approach.
For this purpose, an audio-visual emotional (SAVEE) database was recorded for four 
British male speakers in Ekman’s six basic emotions plus neutral. Subjective evaluation 
of the database by 2 0  subjects indicated high-quality recordings of actor’s expressed 
emotions over the database. Audio-visual emotion classification was performed by 
using a method consisting of feature extraction, feature selection and reduction, 
and classification. Audio-visual fusion strategies were investigated for the speaker- 
dependent scenario at four different levels: feature-level, after feature selection, after 
feature reduction and decision-level. A comparative evaluation of our method with 
those of other researchers on the Berlin database indicated comparable or even better 
classification performance. For the speaker-independent scenario, larger sets of audio 
and visual features were extracted. The audio and visual features were speaker 
normalised, and the audio-visual fusion was investigated both at the feature and
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decision levels. The classification performance of the bimodal system was much better 
than that of unimodal systems. The following sections provide a summary of this study.
6.1 Sum m ary
The research work in the course of this study can be divided into three parts: recording 
of an audio-visual expressed emotion database, development of the baseline emotion 
classification system for the speaker-dependent task based on the recorded bimodal 
database, and extending the speaker-dependent system to more realistic speaker- 
independent scenario.
6.1 .1  SA V E E  d atab ase
We recorded an audio-visual British English database suitable for the multimodal 
emotion analysis. We adopted a more controlled approach than the Adult Attachment 
Interview database (Roisman et ah, 2004), Belfast Naturalistic database (Douglas- 
Cowie et ah, 2003) and HUMAINE database (Douglas-Cowie et ah, 2007). We 
used phonetically-balanced sentences and 60 facial markers to obtain phone-level 
annotations and the 2D coordinates of markers on the actor’s face. In comparison 
to the Facial Motion Capture database (Busso and Narayanan, 2007), we aimed to 
increase the number of actors and emotion classes to cover six basic emotions with 
even distribution. The multiple-speaker data with wider range of emotions provided us 
with the opportunity to perform speaker-independent emotion analysis. The quality 
assessment of recordings in terms of actor’s expressed emotions was performed by 
subjective evaluation under audio, visual and audio-visual scenarios. More recent 
lEMOCAP database (Busso et ah, 2008) has been found as a good choice for the 
multimodal emotion analysis although some basic emotions are missing (e.g., disgust, 
fear and surprise), but it was not available at the outset of the present work.
The SAVEE database was recorded for four native British speakers in Ekman’s six 
basic emotions plus neutral. The text material was selected from the TIMIT database, 
which consisted of 15 phonetically-balanced sentences per emotion (3 common.
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2  emotion-specific and 10 generic sentences). The distribution of sentences resulted in 
120 utterances per actor and 480 in total. Emotions and text prompts were displayed 
on a screen in the front of actors. D ata were recorded using the SdMD’s capture 
system (3dMD, 2010) at a sampling rate of 44.1kHz for audio, and fiOfps for video. 
Speech data were labelled at phone-level in a semi-automated way in two steps. Firstly, 
automatic data labelling was performed using the HTK (Young et ah, 2010). Secondly, 
Speech Filing System (Huckvale, 2010) was used to manually correct any errors in the 
automatic phone labels. The final output was phone-level labels for the audio data. 
After data capture, facial markers were automatically tracked to  obtain the 2D marker 
coordinates.
Subjective quality evaluation of the audio, visual and audio-visual data of each actor 
was performed by 20 subjects. Out of 20, 9 were native British speakers, and half of the 
evaluators were female. Overall, the expressed emotions for 441 out of 480 sentences 
were correctly classified by at least 8  out of 1 0  subjects under the audio-visual condition, 
indicating good agreement with actor’s intended emotion over the database. To share 
the database with other researchers, a web-based repository was developed. The website 
provides an introduction to the database, a background into emotional databases, 
details of the corpus design and capture, data processing and annotation, subjective 
quality evaluation and access to the database.
6 .1 .2  S p eak er-d ep en d en t em o tio n  c la ssifica tion
Speaker-dependent experiments were performed on SAVEE database to develop a 
baseline system for the audio-visual emotion classification, and to investigate different 
ways of combining audio and visual information to optimise performance. In total, 
106 audio and 240 visual features were extracted at utterance-level. The extracted 
audio features were related to pitch, duration, energy and spectral envelope, and the 
visual features were 2D coordinates of facial markers. Feature extraction was followed 
by feature selection with the Plus Z-Take Away r  algorithm, feature reduction using 
the PCA and LDA, and classification with a single component Gaussian classifier. 
Three different criteria were employed for feature selection: Bhattaeharyya distance.
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Mahalanobis distance and KL-divergence to classify amongst seven emotions. Audio­
visual emotion classification was performed by combining the two modalities both at 
the feature and decision levels,
A similar pattern of classification accuracy was observed for the audio, visual and audio­
visual modalities by humans and machine using the entire SAVEE database in the 
speaker-dependent scenario. In general, the visual modality performed better than the 
audio, and the overall performance improved for the bimodal scenario. The performance 
of Mahalanobis distance was better than the other two criteria.
The overall performance of LDA was better than that of PCA for the features 
selected by any of the three criteria. The LDA transformation is based on the class 
information, whereas the PCA depends on the variance of data without utilising 
the class information. For this reason, the performance of LDA was higher for the 
speaker-dependent scenario. In general, the LDA performed better for fewer selected 
features (approximately up to 50), whereas the performance of PCA improved with 
an increasing number of selected features. The overall performance of Mahalanobis 
distance was better than the other two criteria. In the case of LDA, the Mahalanobis 
distance performed much better than the other two criteria for the audio features. 
For the visual modality, the Mahalanobis distance provided better results compared 
to the Bhattaeharyya distance, while comparable to that of KL-divergence. The 
performance of three criteria was comparable for the bimodal scenario. For the PCA 
transformation, the Mahalanobis distance performed better than the Bhattaeharyya 
distance for each modality, while its performance was comparable to KL-divergence. 
The best classification scores achieved for the Mahalanobis distance were 61 %, 99 % and 
99 % with the LDA, whereas 54 %, 96 % and 96 % with the PCA for the audio, visual and 
audio-visual (decision-level fusion) modalities, respectively. The average recognition 
accuracies achieved by humans for the audio, visual and audio-visual modalities were 
67 %, 8 8  % and 92 %, respectively. The possible reasons for difference between humans’ 
and machine’s performance are; the differences in training data, the fact that the 
task was discrete emotion classification, and the expressed emotions may be lacking in 
naturalness.
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The overall performance of decision-level fusion was better than the feature-level fusion. 
For the feature-level fusion, the average recognition rates of 97 % and 96 % were achieved 
with the LDA, whereas 84 % and 83 % with the PCA for the features selected with the 
Mahalanobis distance and KL-divergence, respectively. For the decision-level fusion, the 
average classification accuracies for LDA were 99 % and 98 %, while for PCA were 96 % 
and 95 % for the features selected with the Mahalanobis distance and KL-divergence, 
respectively. In the case of LDA, class information is utilised to separate emotion 
classes, which resulted in good performance for both the feature-level and decision- 
level fusions, although the performance of feature-level fusion was slightly inferior than 
the decision-level fusion. For the PC A-transformed features, the decision-level fusion 
performed much better than the feature-level fusion. The PCA technique does not 
utilise the class information, and for the audio-visual fusion at feature-level, the PCA 
was unable to obtain as better separation amongst the classes as LDA, although it 
performed much better than the single audio modality. In the case of decision-level 
fusion, the two modalities were treated independently and better results were obtained.
The best speaker-dependent emotion classification system for the SAVEE database is 
shown in Figure 6.1. The best results were achieved with the features selected by 
the Mahalanobis distance criterion. A total of 106 audio and 240 visual features were 
extracted for the speaker-dependent task. The best classification accuracy for the audio 
modality was 61 % (SB: 7.5) using 25 selected features, for the visual modality it was 
99% (SE: 1.2) using 35 selected features, whereas for the bimodal scenario (decision- 
level fusion) it was 99 % (SE: 1.0) using 35 selected features per modality. These results 
were achieved with the Gaussian classifier using the 6  LDA-transformed features.
Feature Extraction
Audio: 106 fts. 
Visual: 240 fts.
Feature reduction
LDA transformation
6 LDA features per 
audio and visual 
modalities.
Feature selection
Mahalanobis distance
Audio: 25 fts.
Visual: 35 fts. 
Audio-visual; 35 fts. per 
modality (DL fusion).
Classification
Gaussian classifier 
(seven classes)
Audio: 61% (SE: 7.5)
Visual: 99% (SE: 1.2) 
Audio-visual; 99% (SE: 1.0) 
(DL fusion).
Figure 6.1: The best speaker-dependent emotion classification system for the SAVEE
database. Here fts.: features, and DL: feature-level.
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The feature selection by Bhattaeharyya, Mahalanobis and KL-divergence measures 
indicated energy features as most important for the audio emotion classification, 
followed by MFCC, pitch ( /o )  and duration features. The energy features were 
extracted for the different frequency bands: 0 — 0.5 IcHz, 0.5 — 1 IcHz, 1 — 2 kHz, 2 — 4 kHz 
and 4 — 8  kHz. The distribution of speech signal energy in the different frequency 
bands was found very helpful for the audio emotion classification, which indicated 
that energy level vary for different emotions in the different frequency bands. This 
was followed by MFCC, pitch ( /o )  and duration features, which have been widely 
used for the audio emotion classification. In the case of visual features, means of 
marker position performed better than standard deviations, and standard deviations of 
marker x coordinates contributed more as compared to standard deviations of marker 
y coordinates. In general, visual features from the forehead and eyebrow regions were 
found more discriminative as compared to the cheek area and lower part of the face. 
For the feature-level fusion, the numbers of selected visual features were greater than 
the audio features, indicating that visual features were more discriminative. This 
observation was also supported by the unimodal approach, where high performance 
was achieved for the visual modality as compared to the audio modality.
6 .1 .3  S p eak er-in d ep en d en t em o tio n  c lassifica tion
The speaker-independent emotion classification was performed by extracting a large set 
of audio features related to intensity, loudness, pitch ( /o ) ,  probability of voicing, line 
spectral frequencies, zero-crossing rate, duration, energy and spectral envelope, and 
visual features consisting of marker position, marker angle and principal component 
features. The extracted audio and visual features were normalised to reduce the effect 
of speaker variability. For the audio features, both feature and speaker normalisations 
were used. Visual features were normalised by translating and rotating the marker 
data, and then mapping the marker data of three speakers onto a fourth speaker. The 
rest of experimental set up was the same as tha t of speaker-dependent, except that 
only Bhattaeharyya and Mahalanobis distances were used for feature selection, and an 
SVM classifier was used for classification, in addition to the Gaussian classifier. The 
analysis was performed on two databases: Berlin (EMODB) and SAVEE. The results
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achieved on the EMODB were compared with the state-of-the-art techniques. For the 
SAVEE database, emotion classification for both the unimodal (audio or visual) and 
bimodal scenarios were investigated.
For the Berlin database, the average classification accuracies of the SVM and Gaussian 
classifiers were comparable for the PCA and LDA applied to different numbers of 
features (384, 170 and 105). Features were selected with the Bhattaeharyya distance 
criterion. For 384 features, the classification performance of both classifiers was low, 
although PCA helped to improve the performance to above 70%. Feature selection 
improved the classification accuracy of both classifiers. In general, the Gaussian 
classifier performed better for LDA compared to PCA. The best performance with 
the Gaussian classifier was 8 6  % using the LDA-transformed 105 selected features. The 
best classification accuracy of 87 % was achieved with the SVM classifier for the 105 
and 170 selected features, which is comparable to the state-of-the-art on this dataset.
For the SAVEE database, feature selection was performed with the filter-based 
approach using the criteria of Bhattaeharyya and Mahalanobis distances, and the 
wrapper-based approach using the correct classification of an SVM classifier as a 
criterion. The overall performance of the SVM classifier was much better than the 
Gaussian classifier for both unimodal and bimodal scenarios, whereas the polynomial 
kernel performed better than the RBF kernel.
In the case of filter-based approach using the Bhattaeharyya distance criterion, a 
significant improvement was observed in the classification accuracy for the audio 
modality using the speaker normalisation as compared to feature normalisation. The 
best performance of 63 % was achieved with an SVM classifier (RBF kernel) using the 
186 audio features (speaker-normalised), as compared to 67% by humans. For the 
visual modality, the classification performance improved when M P  features selected 
from three parts of the face were combined with M A  and P C  features. The recognition 
rate was higher for an increasing number of M P  features selected from five parts of 
the face, and the addition of P C  features provided further improvement, whereas the 
M A  features did not help. The best classification performance of 70% was achieved 
with an SVM classifier (polynomial kernel) using the M P  121 -f P C  2  visual features.
6.1. Summary 150
as compared to 8 8 % by humans. For the audio-visual fusion at decision-level, the 
M P  visual features selected from three parts of the face performed better than those 
from five parts of the face when combined with different audio features. The best 
performance of 84 % was achieved with an SVM classifier (polynomial kernel) using the 
161 audio and M P  70 P M A  10 visual featmes, as compared to 92% by humans.
For the features selected with Mahalanobis distance criterion, the RBF kernel performed 
better with fewer selected features, whereas the performance of polynomial kernel 
improved with an increasing number of selected features. For the audio modality, 
the best accuracy of 67% (polynomial kernel) was achieved with the 540 features. 
In the case of visual modality, the best result was 6 8 % (polynomial kernel) with 
the 200 features, consisting of 168 M P  and 32 M A  features. The bimodal emotion 
classification was performed by fusing the audio and visual modalities both at feature- 
level and decision-level, for the features selected with Mahalanobis distance criterion. 
The classification performance improved for the bimodal scenario as compared to the 
unimodal approaches (audio or visual) for both the RBF and polynomial kernels of an 
SVM classifier. The feature-level fusion performed better than the decision-level fusion 
for the polynomial kernel, whereas for the RBF kernel, the performance of decision- 
level fusion was better compared to the feature-level fusion. In general, the polynomial 
kernel performed better with an increasing number of features, and for this reason it 
provided better results for the feature-level fusion with increased number of features.
On the other hand, the performance of RBF kernel was better with fewer selected 
features, and it resulted in inferior performance for the feature-level fusion compared 
to the decision-level fusion, where the two modalities were treated independently. In 
the case of feature-level fusion, the best recognition rate of 87% (polynomial kernel) 
was achieved, whereas for the decision-level fusion, the best result was 84 % (polynomial 
kernel), as compared to 92% by humans.
The best speaker-independent emotion classification system for the SAVEE database is 
shown in Figure 6.2. The best results were achieved with the Mahalanobis distance. A 
total of 830 audio and 290 visual features were extracted for the speaker-independent 
task. The best classification accuracy for the audio modality was 67 % (SE: 12.5) using
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Feature Extraction
Audio: 830 fts. 
Visual: 290 fts.
Feature selection  
Mahalanobis distance 
Audio: 540 fts.
Visual: 200 fts. 
Audio-visual: 770 fts. 
(481 audio, 289 visual) 
(FL fusion).
Classification
SVM classifier 
(seven classes)
Audio: 67% (SB: 12.5) 
Visuai: 68%  (SE: 11.2) 
Audio-visual: 87%  (SE: 5.5) 
(FL fusion).
Figure 6 .2 : The best speaker-independent emotion classification system for the SAVEE  
database. Here fts.: features, and FL: feature-level.
540 selected features, for the visual modality it was 6 8 % (SE: 1 1 .2 ) using 200 selected 
features, whereas for the bimodal scenario (feature-level fusion) it was 87% (SE: 5.5) 
using 770 features (481 audio and 289 visual features). These results were achieved 
with an SVM classifier (polynomial kernel) without applying any linear transformation 
to the selected features.
A large set of audio features was investigated to achieve better emotion classification. 
The important audio features were the line spectral frequencies, MFCC and energy, 
whereas other features including pitch (/o), intensity, loudness, ZCR, probability of 
voicing and duration also contributed. The importance of these features has been 
identified in other studies as well. The prosodic features (pitch, energy and duration) 
have been widely used for the audio emotion classification (Busso et al., 2004; Kessous 
et al., 2010; Schuller et al., 2005c; Wang and Guan, 2008). In some studies the MFCC 
features have been found very important (Cen et al., 2008; Clavel et al., 2008; Schuller 
et al., 2005b; Wang and Guan, 2008), while in addition others have identified the 
intensity and loudness features as important for the emotion classification (Cen et al., 
2008; Polzehl et al., 2009; Zhang and Zhao, 2008). The line spectral frequencies features 
have not been widely used for the audio emotion classification, and in this study 
we found them very powerful to discriminate amongst different emotion classes. In 
addition, we extracted the energy features for different frequency bands: 0 — 0.5 kHz, 
0.5 — 1 kHz, 1 — 2 kHz, 2 — 4 kHz and 4 — 8  kHz, which were found very helpful for the 
audio emotion classification.
In the case of visual emotion classification, the selected marker position features
6.1. Summaiy 152
indicated that the means of marker position were more important as compared to 
the standard deviations, indicating tha t each emotion is represented by a distinct 
face structure. In general, the marker angle features were mainly selected from the 
forehead and eyebrow regions, indicating the importance of those regions for emotion 
classification. Other studies have also identified the forehead and eyebrow regions as 
important for the facial expression recognition (Busso and Narayanan, 2007; Ekman, 
1979; Swerts and Krahmer, 2006), The automatic tracking of facial feature points is 
a difficult task. For this reason, the geometric features-based techniques have used 
limited number of facial feature points. The examples of these methods include those 
of Han et al. (2008) who tracked 16 facial points around the eyebrows, eyes and mouth; 
Castellano and colleagues (Castellano et al., 2007; Kessous et al., 2010) who used 
19 feature points around the eyebrows, eyes, nose and mouth; Valstar et al. (2007) who 
tracked 1 2  facial points around the eyes and mouth; and Petridis and Pantic (2008) who 
used 20 facial points around the eyebrows, eyes, nose, mouth and chin. The forehead, 
cheek and chin regions are normally not covered in these studies. In some studies, 
facial markers were attached to  the actor’s face, e.g., Busso et al. (2004) used 1 0 2  facial 
markers, whereas Wollmer et al. (2010) used 46 facial markers. We adopted a similar 
approach by painting 60 markers on the actor’s face covering it completely. In addition, 
we investigated the marker angle features (distances and their ratios, angles and areas 
between different markers), and we found them useful to discriminate amongst different 
emotions. A classification score of above 60 % was achieved for the unimodal scenario, 
whereas the average recognition rate improved to above 80 % for the bimodal scenario. 
Results indicated tha t both the selected audio and visual features were important, and 
they performed well for both the unimodal and bimodal scenarios.
The audio-visual emotion classification was also performed with the Gaussian classifier 
for the features selected with the Bhattaeharyya and Mahalanobis distances. In general, 
the PCA performed better than LDA. For the audio modality, the performance of 
PCA and LDA transformations was close, whereas for the visual modality, the LDA 
failed to classify amongst different emotions, which resulted in inferior performance 
for the bimodal scenario. The possible reason of this might be the fact that LDA 
was based on the class information, and for the speaker-independent scenario, it was
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unable to find better separating boundaries between different classes due to the inter­
speaker variability. The results indicated the differences amongst the facial expressions 
of different speakers. On the other hand, the PCA was based on the variance of data, 
and resulted in better performance. In the case of PCA, the best classification scores 
for the audio, visual and audio-visual modalities were 53%, 54% and 67% for the 
Bhattaeharyya distance features, whereas 58%, 45% and 6 6 % for the Mahalanobis 
distance features, respectively. The classification with wrapper-based feature selection 
did not provide any further improvement in the classification accuracy.
6.2 P u b lication s
The work presented in this thesis has been reported to the international scientific 
community: Haq and Jackson (2009a,b, 2010); Haq et al. (2008a,b).
6.3 Future work
The SAVEE database currently consists of data from four male speakers. The data 
recording, processing and annotation are time consuming tasks, and therefore we were 
unable to extend the database further, although it can be achieved in future. We 
have recorded the 2D facial expressions but the SdMD’s capture system (3dMD, 2010) 
has the capability of recording the 3D face data, which can be useful for the view- 
independent facial expression analysis. Douglas-Cowie et al. (2003) analysed the state- 
of-the-art emotional databases and pointed out the importance of recording natural 
emotions during interaction rather than monologue. Other important factors for a 
database include multiple speakers, multimodal information and adequate descriptors 
of the emotion. For the lEMOCAP database (Busso et al., 2008), rather than providing 
reading material for which the genuine emotions are not guaranteed, they adopted two 
different approaches: plays (scripted session) and hypothetical scenarios (spontaneous 
session) to elicit specific emotions. In each session, two actors interacted with each 
other. The SAVEE database contains recordings of isolated sentences in a monologue
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scenario, but an approach similar to the lEMOGAP can be adopted to improve the 
naturalness of data.
In this study, we mainly focused on the audio-visual fusion both at feature-level and 
decision-level. It has been observed in some studies that high levels of correlation 
and coordination exist between gestures and speech, and the emotional modulation 
observed in various communicative channels is not uniformly distributed (Busso and 
Narayanan, 2006, 2007). A model-level fusion technique has been proposed by some 
researchers to utilise the correlation between audio and visual information with a 
relaxed synchronisation. Zeng et al. (2005b) proposed multi-stream fused HMM, 
Petridis and Pantic (2008) used neural networks, and Sebe et al. (2006) suggested the 
Bayesian network topology for the bimodal emotion recognition. A similar approach 
can be adopted for the audio-visual fusion to utilise the correlation information.
One potential direction of this research is to investigate the affect of emotion on the 
interrelation between speech and gestures. In daily human-human interaction, people 
convey their message using both the verbal and nonverbal communication channels. 
As both speech and gestures cooperate and coordinate to convey the same message, 
it is suggested that these channels are internally connected and are driven by the 
same internal mechanism (Graf et al., 2002; Valbonesi et al., 2002; Vatikiotis-Bateson 
et al., 1996). Busso and Narayanan (2007) investigated the affect of emotion on 
the interrelation between speech and facial gestures using a single subject data with 
four emotions: anger, happiness, sadness and neutral. A high level of correlation 
was observed between acoustic and facial features using a sentence-level mapping. A 
significant inter-emotion difference was observed in correlation levels, suggesting that 
emotion affects interrelation between the speech and facial gestures. In the case of 
anger and happiness, activeness of the facial gestures was increased by more than 30 % 
as compared to neutral. The analysis was performed on a single subject data with a 
limited number of emotions. It will be interesting to perform a similar kind of analysis 
on the SAVEE database, which contains data from four speakers in seven different 
emotions.
A hierarchical approach to emotion classification has been adopted in some studies to
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achieve better classification performance. In this method, a multi-class classification 
problem is typically broken down into two-class problems, so that binary classifiers 
separate the most confusing classes in a more effective way. Shaukat and Chen 
(2008) used a multi-stage classification strategy for classification amongst five emotions 
using the GEES corpus. In the first stage, emotions were divided into two groups: 
active (anger, happiness) and passive (fear, sad, neutral). In the following steps, 
emotions in each groups were further subdivided and the process continued until all 
emotions were separated. An average classification score of 90 % was achieved with an 
SVM classifier. Zhang et al. (2006) proposed a cascade bisecting process (CB-process), 
which classify emotions in different bisecting steps. Different feature sets were used 
at each bisecting step. The classification performance of the CB-process was higher 
as compared to /c-NN and a CB-process tha t utilised the same set of features at each 
step. The database consisted of 20 sentences per emotion (uttered three times each) in 
Mandarin, from eight subjects in five emotions. As some of the emotions may be more 
confusing (e.g., fear and sadness) as compared to others, therefore it will be useful to 
use a specific feature set that can effectively separate those classes in a binary manner. 
We are looking forward for further research in this direction.
In the field of pattern recognition, the best classifier is often chosen for a specific 
problem in order to achieve the highest classification performance. But a pattern 
that is misclassified by one classifier, may be correctly identified by others. Various 
classifiers provide complementary information about a pattern, which can be used to 
improve the accuracy by combining those classifiers. Kittler et al. (1998) developed a 
theoretical framework for classifier combination. They derived six classifier combination 
schemes; product, sum, min, max, median and majority voting. Firstly, they performed 
identity verification using three different systems: frontal face, profile face and speech. 
The outputs of three systems were combined using different rules, and the best result 
was achieved with the sum rule. The second task was handwritten digit recognition 
using the Gaussian, structural, neural networks, and HMM classifiers. The best results 
were achieved with the median and smn rules. Schuller et al. (2005c) reported an 
improvement in the classification accuracy with an ensemble method, consisting of four 
base classifiers: Naive-Bayes, fc-nearest neighbour, SVM, and decision tree (C4.5). An
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average accuracy of 72 % was achieved for seven emotions using a database consisting of 
2440 samples from 35 subjects. There are two areas that need to be explored: feature 
selection and classifier combination. We performed feature selection using a sequential 
feature selection method based on distance measures averaged over seven emotions. 
Features selected in this way may provide good discrimination for some emotions but 
not for others, because some emotions may be hard to separate as compared to others. 
Future work includes feature selection for each of the two classes to achieve better 
classification performance. The feature selection by AdaBoost could be investigated, 
which has resulted in good performance for the facial expressions classification (Bartlett 
et al., 2006; Moore and Bowden, 2007; Whitehill and Omlin, 2006). We performed the 
decision-level fusion using a product rule, and the same classifier type (either Gaussian 
or SVM) was used for both the audio and visual modalities. It would be interesting to 
investigate different classifier combination schemes, and using other classifiers, such as 
AdaBoost, in addition to the SVM classifier for different modalities.
The current study has certain limitations for real-world applications. Firstly, this 
study is based on Ekman’s six basic emotions plus neutral, but in natural human- 
computer interaction the emotions are normally complex (Cowie et al., 2005). In the 
automated Learning Companion application (Kapoor et al., 2007), knowledge about 
learner’s satisfaction was found by detecting frustration. In the case of driver safety 
applications (Nasoz et al., 2010), some non-basic emotions (panic, frustration, boredom, 
sleepiness) can occur in addition to the basic emotions. For realistic scenarios, the 
non-basic emotions need to be explored using the naturalistic data. Secondly, we 
investigated acoustic features for audio emotion classification. Research on spontaneous 
emotions suggests that acoustic features alone may not perform well in such scenarios, 
and linguistic information needs to be utilised in addition to acoustic (Batliner et al., 
2003). Studies conducted by Polzehl et al. (2009), Seppi et al. (2008), and Schuller et al. 
(2005b) indicated higher performance for acoustic and linguistic features combined. For 
realistic environments, it will be useful to use the linguistic features (Schuller et al., 
2007d), in addition to the acoustic features. Thirdly, we used geometric features 
for the visual emotion analysis. It has been suggested in some studies tha t better 
performance can be achieved by combining the geometric and appearance features.
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Lucey et al. (2007) used active appearance models to capture the shape and appearance 
characteristics of facial expressions. Tian et al. (2005) utilised facial component shapes 
and transient components (e.g., crow’s feet wrinkles). Zhang and Ji (2005) used 26 facial 
points around eyes, eyebrows and mouth, and transient features. It will be useful to 
use both the geometric and appearance features for robust visual emotion classification. 
Finally, the information about context (e.g., subject, gender, current task) is an area 
that needs to be explored, because without the contextual information an expressed 
emotion may be wrongly interpreted. The role of context has been investigated in 
some studies (Forbes-Riley and Litman, 2004; Litman and Forbes-Riley, 2004). The 
information about person identity, age, gender, and conversation topic can be extracted 
with the help of other research areas, such as face recognition, age recognition, gender 
recognition, and topic detection (Zeng et al., 2009).
Human affect recognition is a complex problem, and so far many individual efforts have 
been made to resolve this problem. This is a multidisciplinary problem and in order to 
truly understand the human affect behaviour, researchers from different disciplines, e.g., 
psychology, linguistics, engineering, computer science and related fields need to develop 
a wider network for collective efforts (Zeng et al., 2009). The efforts have already started 
and HUMAINE Association (HUMAINE, 2010) have been established to bring together 
researchers around the world in the field of emotion for collective efforts. The examples 
of such collective efforts include the Interspeech 2009 Emotion Challenge (Schuller et al., 
2009) and the Interspeech 2010 Paralinguistic Challenge (Schuller et al., 2010).
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Table A.l: List of SAVEE database sentences for Anger, Disgust, Fear, FLappiness, 
Sadness, Surprise, and Neutral emotions.
Serial E m otion S entence
num ber
1 A She had your dark suit in greasy wash water all year.
2 A Don’t  ask me to carry an oily rag like that.
3 A Will you tell me why?
4 A Who authorized the unlimited expense account?
5 A Destroy every file related to my audits.
6 A Cory and TVish played tag with beach balls for hours.
7 A He will allow a rare lie.
8 A Withdraw all phony accusations at once.
9 A Right now may not be the best time for business mergers.
10 A Kindergarten children decorate their classrooms for all holidays.
11 A A few years later the dome fell in.
12 A But in this one section we welcomed auditors.
13 A A lot of people will roam the streets in costumes and masks, and having a 
ball.
14 A In many of his poems, death comes by train: a strongly evocative visual 
image.
15 A Then he would realize they were really things that only he himself could 
think.
16 D She had your dark suit in greasy wash water all year.
17 D Don’t  ask me to carry an oily rag like that.
18 D Will you tell me why?
19 D Please take this dirty table cloth to the cleaners for me.
20 D The small boy put the worm on the hook.
21 D Basketball can be an entertaining sport.
22 D How good is your endurance?
23 D Barb burned paper and leaves in a big bonfire.
24 D December and January are nice months to spend in Miami.
25 D If people were more generous, there would be no need for welfare.
26 D If the farm is rented, the rent must be paid.
27 D Laboratory astrophysics.
28 D Pretty soon a woman came along carrying a folded umbrella as a walking 
stick.
Continued on next page
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Table A . l  — con tinu ed  from  p revious page
Serial
nu m b er
E m otion Sentence
29 D How much and how many profits could a majority take out of the losses of 
a few?
30 D Does society really exist as an entity over and above the agglomeration of 
men?
31 F She had your dark suit in greasy wash water all year.
32 F Don’t ask me to carry an oily rag like that.
33 F Will you tell me why?
34 F Call an ambulance for medical assistance.
35 F Tornado’s often destroy acres of farm land.
36 F Straw hats are out of fashion this year.
37 F That diagram makes sense only after much study.
38 F Special task forces rescue hostages from kidnappers.
39 F The tooth fairy forgot to come when Roger’s tooth fell out.
40 F Will Robin wear a yellow lily?
41 F Their props were two stepladders, a chair and a palm fan.
42 F This is a problem that goes considerably beyond questions of salary and 
tenure.
43 F The pulsing glow of a cigarette.
44 F One looked down on a sea of leaves, a breaking wave of flower.
45 F We will achieve a more vivid sense of what it is by realizing what it is not.
46 H She had your dark suit in greasy wash water all year.
47 H Don’t ask me to carry an oily rag like that.
48 H Will you tell me why?
49 H Those musicians harmonize marvelously.
50 H The eastern coast is a place for pure pleasure and excitement.
51 H That noise problem grows more annoying each day.
52 H Project development was proceeding too slowly.
53 H The oasis was a mirage.
54 H Are your grades higher or lower than Nancy’s?
55 H Serve the coleslaw after I add the oil.
56 H By that, one feels that magnetic forces are as general as electrical forces.
57 H His artistic accomplishments guaranteed him entry into any social 
gathering.
58 H He would not carry a brief case.
Continued on next page
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T able A .l  — con tinued  from  prev ious page
Serial
nu m b er
E m otion S entence
59 H Obviously, the bridal pair has many adjustments to make to their new 
situation.
60 H Both the conditions and the complicity are documented in considerable 
detail.
61 Sa She had your dark suit in greasy wash water all year.
62 Sa Don’t  ask me to carry an oily rag like that.
63 Sa Will you tell me why?
64 Sa The prospect of cutting back spending is an unpleasant one for any governor.
65 Sa The diagnosis was discouraging; however, he was not overly worried.
66 Sa Before Thursday’s exam, review every formula.
67 Sa They enjoy it when I audition.
68 Sa John cleans shellfish for a living.
69 Sa He stole a dime from a beggar.
70 Sa Jeff thought you argued in favor of a centrifuge purchase.
71 Sa However, the litter remained, augmented by several dozen lunchroom 
suppers.
72 Sa American newspaper reviewers like to call his plays nihilistic.
73 Sa But the ships are very slow now, and we don’t  get so many sailors any more.
74 Sa It is one of the rare public ventures here on which nearly everyone is agreed.
75 Sa No manufacturer has taken the initiative in pointing out the costs involved.
76 Su She had your dark suit in greasy wash water all year.
77 Su Don’t  ask me to carry an oily rag like that.
78 Su Will you tell me why?
79 Su The carpet cleaners shampooed our oriental rug.
80 Su His shoulder felt as if it were broken.
81 Su The viewpoint overlooked the ocean.
82 Su I’d ride the subway, but I haven’t enough change.
83 Su The clumsy customer spilled some expensive perfume.
84 Su Please dig my potatoes up before frost.
86 Su Grandmother outgrew her upbringing in petticoats.
86 Su Salvation reconsidered.
87 Su Properly used, the present book is an excellent instrument of enlightenment.
88 Su Lighted windows glowed jewel-bright through the downpour.
89 Su But this doesn’t detract from its merit as an interesting, if not great, film.
Continued on next page
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T able A .l  — con tinued  from  prev ious page
Serial
num ber
E m otion Sentence
90 Su He further proposed grants of an unspecified sum for experimental hospitals.
91 N She had your dark suit in greasy wash water all year.
92 N Don’t ask me to carry an oily rag like that.
93 N Will you tell me why?
94 N The best way to learn is to solve extra problems.
95 N Calcium makes bones and teeth strong.
96 N Catastrophic economic cutbacks neglect the poor.
97 N Allow leeway here, but rationalize all errors.
98 N Creg buys fresh milk each weekday morning.
99 N Agricultural products are unevenly distributed.
100 N The nearest synagogue may not be within walking distance.
101 N As such, it was beyond politics and had no need of justification by a message.
102 N He always seemed to have money in his pocket.
103 N No return address whatsoever.
104 N Keep your seats, boys, I just want to put some finishing touches on this 
thing.
105 N He ripped down the cellophane carefully, and laid three dogs on the tin foil.
106 N She had your dark suit in greasy wash water all year.
107 N Don’t  ask me to carry an oily rag like that.
108 N Will you tell me why?
109 N Who authorized the unlimited expense account?
110 N Destroy every file related to my audits.
111 N Please take this dirty table cloth to the cleaners for me.
112 N The small boy put the worm on the hook.
113 N Call an ambulance for medical assistance.
114 N Tornado’s often destroy acres of farm land.
115 N The carpet cleaners shampooed our oriental rug.
116 N His shoulder felt as if it were broken.
117 N The prospect of cutting back spending is an unpleasant one for any governor.
118 N The diagnosis was discouraging; however, he was not overly worried.
119 N Those musicians harmonize marvelously.
120 N The eastern coast is a place for pure pleasure and excitement.
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Table B .l: The best 4 O audio features selected with Bhattacharyya distance for the 
speaker-dependent scenario using the SAVEE database.
F ea tu re
ty p e
Selected
fea tu res
D eta ils o f se lected  fea tu res
Pitch 8 maximum of mel frequency; mean and standard deviation of first 
gaussian; mean and standard deviation of second gaussian; minimum, 
maximum and mean of mel frequency first order difference
Duration 9 voiced speech duration; unvoiced speech duration; average voiced 
phone duration; average unvoiced phone duration; voiced-to-unvoiced 
speech duration ratio; average voiced-to-unvoiced phone duration ratio; 
speech rate; voiced-speech-to-sentence duration ratio; unvoiced-speech- 
to-sentence duration ratio
Energy 13 mean energy in the original speech signal and speech in the frequency 
bands 2-4 kHz and 4-8 kHz; minimum energy in the original speech signal 
and speech in the frequency bands 0-0.5 kHz and 4-8 kHz; mean of first 
order difference of speech signal energy in the frquency bands 0.5-1 kHz, 
1-2 kHz and 2-4 kHz; standard deviation of first order difference of speech 
signal energy in the frquency band 4-8 IcHz; minimum of first order 
difference of energy in the original speech signal; mean and standard 
deviation of the total log energy
Spectral 10 mean of MFCCs c i , 0 3 , 0 1 1 , 0 1 2 ; standard deviation of MFCCs
C2 , 0 4 , 0 5 , 06, 0 7 , Oil
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Table B.2: The best 25 audio features selected with Mahalanobis distance for the speaker- 
dependent scenario using the SAVEE database.
Feature
ty p e
S elected
features
D eta ils  o f  se lec ted  features
Pitch mean of first gaussian; mean and standard deviation of second gaussian; 
maximum of mel frequency first order difference
Energy 16 mean of speech signal energy in the frequency bands 0-0.5 kHz, 0.5-1 kHz 
and 4-8 kHz; standard deviation of energy in the original speech signal 
and speech in the frequency band 2-4 kHz; minimum of speech signal 
energy in the frequency bands 2-4 kHz and 4-8 kHz; maximum of speech 
signal energy in the frequency band 0-0.5 kHz; range of speech signal 
energy in the frequency band 0-0.5 kHz and 1-2 kHz; mean of first order 
difference of the speech signal energy in the frequency band 4-8 kHz; 
standard deviation of the first order difference of energy in the original 
speech signal and speech in the frequency band 0-0.5 kHz; minimum of 
the first order difference of energy in the original speech signal and speech 
in the frequency bands 0.5-1 kHz and 2-4 kHz
Spectral mean of MFFCCc Ci,C2 , cig; standard deviation of MFCCs ca,C4
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Table B.3: The best 95 audio features selected with Mahalanobis distance for the speaker- 
dependent scenario using the SAVEE database.
F eature
ty p e
Selected
features
D eta ils  o f  se lec ted  features
Pitch maximum of mel frequency; mean and standard deviation of first 
gaussian; mean and standard deviation of second gaussian; minimum, 
maximum and standard deviation of mel frequency first order difference
Duration 10 voiced speech duration; unvoiced speech duration; sentence duration; 
average voiced phone duration; average unvoiced phone duration; voiced- 
to-unvoiced speech duration ratio; average voiced-to-unvoiced phone 
duration ratio; speech rate; voiced-speech-to-sentence duration ratio; 
unvoiced-speech-to-sentence duration ratio
Energy 58 mean energy in the original speech signal and speech in the frequency 
bands 0-0.5 kHz, 0.5-1 kHz, 1-2 kHz, 2-4 kHz and 4-8 kHz; standard 
deviation of energy in the original speech signal and speech in the 
frequency bands 0-0.5 kHz, 0.5-1 kHz, 1-2kHz and 4-8kHz; minimum, 
maximum and range of energy in the original speech signal and speech in 
the frequency bands 0-0.5 kHz, 0.5-1 kHz, 1-2 kHz, 2-4 kHz and 4-8 kHz; 
mean of first order difference of energy in the original speech signal and 
speech in the frequency bands 0-0.5 kHz, 0.5-1 kHz, 1-2 kHz and 2-4 kHz; 
standard deviation of first order difference of energy in the original speech 
signal and speech in the frequency bands 0-0.5 kHz, 0.5-1 kHz, 1-2 kHz, 
2-4 kHz and 4-8 kHz; minimum of first order difference of energy in the 
original speech signal and speech in the frequency bands 0-0.5 kHz, 2- 
4 IcHz and 4-8 kHz; maximum and range of first order difference of energy 
in the original speech signal and speech in the frequency bands 0-0.5 kHz, 
0.5-1 kHz, 1-2 kHz, 2-4 kHz and 4-8 kHz; mean and standard deviation of 
total log energy
Spectral 19 mean of MFCCs ci,C2 , ...,C1 2 ; standard deviation of MFCCs
C l ,  C2 , C3 , Cg, C7 , e g ,  C i o
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Table B.4: The best fO audio features selected with KL-divergence for the speaker- 
dependent scenario using the SAVEE database.
F eature
ty p e
S elected
features
D eta ils  o f  se lec ted  features
Pitch minimum and maximum of mel frequency; mean of first gaussian, mean 
and standard deviation of second gaussian
Duration average voiced phone duration
Energy 33 mean energy in the original speech signal and speech in the frequency 
bands 0-0.5 kHz, 0.5-1 kHz, 2-4 kHz, 4-8 kHz; standard deviation of 
energy in the original speech signal and speech in the frequency bands 0- 
0.5 kHz, 0.5-1 kHz, 1-2 kHz and 4-8 kHz; minimum energy in the original 
speech signal and speech in the frequency bands 0-0.5 kHz and 2-4 kHz; 
maximum energy in the original speech signal; range of energy in the 
original speech signal and speech in the frequency band 2-4 kHz; mean 
of first order difference of speech signal energy in the frequency bands 
0-0.5 kHz, 1-2 kHz, 2-4 kHz; standard deviation of first order difference of 
energy in the original speech signal and speech in the frequency bands 0- 
0.5 kHz, 0.5-1 kHz, 1-2 kHz and 4-8 kHz; minimum of first order difference 
of speech signal energy in the frequency band 0.5-1 kHz; maximum of 
first order difference of energy in the original speech signal and speech in 
the frequency bands 0-0.5 kHz, 0.5-1 kHz, 1-2 kHz, 2-4 kHz and 4-8 kHz; 
range of first order difference of energy in the original speech signal and 
speech in the frequency band 0-0.5 kHz
Spectral standard deviation of MFCC cio
168
Table B.5: The best 70 audio features selected with KL-divergence for the speaker- 
dependent scenario using the SAVEE database.
Feature
ty p e
S elected
features
D eta ils  o f  se lec ted  features
Pitch minimum and maximum of mel hequency; mean and standard deviation 
of first gaussian; standard deviation of second gaussian; minimum, 
maximum and standard deviation of mel frequency first order difference
Duration sentence duration; average voiced phone duration; average unvoiced 
phone duration; voiced-to-unvoiced speech duration ratio; speech rate
Energy 45 mean energy in the original speech signal and speech in the frequency 
bands 0-0.5 kHz, 0.5-1 kHz, 1-2 kHz, 2-4 kHz and 4-8 kHz; standard 
deviation of energy in the original speech signal and speech in the 
frequency bands 0-0.5 kHz, 0.5-1 kHz, 1-2 kHz and 2-4 kHz; minimum 
energy in the original speech signal and speech in the frequency bands 
0-0.5 kHz, 1-2 kHz, 2-4 kHz and 4-8 kHz; maximum energy in the original 
speech signal and speech in the frequency bands 2-4 kHz and 4-8 kHz; 
range of energy in the original speech signal and speech in the frequency 
bands 0-0.5 kHz and 2-4 kHz; mean of first order difference of speech 
signal energy in the frequency bands 0-0.5 kHz and 4-8 kHz; standard 
deviation of first order difference of energy in the original speech signal 
and speech in the frequency bands 0-0.5 kHz, 0.5-1 kHz and 4-8 kHz; 
minimum of first order difference of energy in the original speech signal 
and speech in the frequency bands 0-0.5 kHz, 0.5-1 kHz, 2-4 kHz and 4- 
8 kHz; maximum of first order difference of energy in the original speech 
signal and speech in the frequency bands 0-0.5kHz, 0.5-1 kHz, 1-2kHz 
and 2-4 kHz; range of first order difference of energy in the original speech 
signal and speech in the frequency bands 0-0.5 kHz, 0.5-1 kHz, 1-2 kHz, 
2-4 kHz and 4-8 kHz; mean of total log energy
Spectral 12 mean of MFCCs ci,C2 ,C3 ,C4 ,cio ,ci2 ; standard deviation of MFCCs
C l , C 3 , C 5 , C 6 , C l O , C l l
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Figure B.l: The best 40 visual features selected with Bhattacharyya distance for the 
speaker-dependent scenario using the SAVEE database: (a) mean, and (b) standard 
deviation of 2D marker coordinates. The horizontal lines represent x coordinates and 
the vertical lines represent y coordinates.
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Figure B.2: The best 35 visual features selected with Mahalanobis distance for the
speaker-dependent scenario using the SAVEE database: (a) mean, and (b) standard 
deviation of 2D marker coordinates. The horizontal lines represent x  coordinates and 
the vertical lines represent y coordinates.
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Figure B.3: The best 110 visual features selected with Mahalanobis distance for the 
speaker-dependent scenario using the SAVEE database: (a) mean, and (b) standard 
deviation of 2D marker coordinates. The horizontal lines represent x coordinates and 
the vertical lines represent y coordinates.
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Figure B.4: The best 30 visual features selected with KL-divergence for the speaker- 
dependent scenario using the SAVEE database: (a) mean, and (b) standard deviation 
of 2D marker coordinates. The horizontal lines represent x coordinates and the vertical 
lines represent y coordinates.
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Figure B.5: The best 45 visual features selected with KL-divergence for the speaker- 
dependent scenario using the SAVEE database: (a) mean, and (b) standard deviation 
of 2D marker coordinates. The horizontal lines represent x coordinates and the vertical 
lines represent y coordinates.
Table B.6 : The best 19 audio features (out of 55 audio-visual features) selected with 
Mahalanobis distance for the speaker-dependent scenario using the SAVEE database 
with feature-level fusion.
Feature
ty p e
S elected
features
D eta ils  o f se lec ted  features
Pitch minimum of mel frequency and mel frequency first order difference
Energy 13 mean of speech signal energy in the frequency bands 1-2 kHz and 2- 
4 kHz; range of energy in the original speech signal; mean of first 
order difference of speech signal energy in the frequency band 0.5-1 kHz; 
standard deviation of first order difference of speech signal energy in the 
frequency bands 1-2 kHz and 4-8 kHz; minimum of first order difference 
of speech signal energy in the frequency bands 1-2 kHz and 2-4 kHz; 
maximum of first order difference of speech signal energy in the frequency 
bands 0-0.5 kHz and 4-8 kHz; range of first order difference of speech 
signal energy in the frequency bands 0-0.5 kHz and 1-2 kHz; standard 
deviation of total log energy
Spectral mean of MFCCs c i, cg, cg ; standard deviation of MFCC ci
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Table B.7: The best 6 audio features (out of 100 audio-visual features) selected with 
Mahalanobis distance for the speaker-dependent scenario using the SAVEE database 
with feature-level fusion.
F ea tu re
ty p e
Selected
fea tu res
D eta ils o f se lected  fea tu res
Pitch 1 minimum of mel firequency
Energy 4 mean of first order difference of speech signal energy in the frequency 
band 1-2 kHz; minimum of first order difference of speech signal energy in 
the frequency band 2-4 kHz; maximum of first order difference of speech 
signal energy in the frequency bands 0-0.5 kHz and 4-8 kHz
Spectral 1 standard deviation of MFCC ci
Table B.8 : The best 9 audio features (out of fO audio-visual features) selected with KL- 
divergence for the speaker-dependent scenario using the SAVEE database with feature- 
level fusion.
F ea tu re
ty p e
Selected
fea tu res
D eta ils o f se lec ted  fea tu res
Pitch 4 minimum and maximum of mel frequency; minimum and mean of mel 
frequency first order difference
Duration 1 average unvoiced phone duration
Energy 2 range of speech signal energy in the frequency band 1-2 kHz; minimum 
of first order difference of speech signal energy in the frequency band 
0.5-1 kHz
Spectral 2 mean of MFCC eg; standard deviation of MFCC c?
Table B.9: The best 3 audio features (out of 110 audio-visual features) selected with KL- 
divergence for the speaker-dependent scenario using the SAVEE database with feature- 
level fusion.
F ea tu re
ty p e
Selected
featu res
D eta ils o f se lected  fea tu res
Energy 2 standard deviation of speech signal energy in the frequency band 1-2 kHz; 
minimum of first order difference of speech signal energy in the frequency 
band 0.5-1 kHz
Spectral 1 standard deviation of MFCC c%
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Figure B.6 : The best 36 visual features (out of 55 audio-visual features) selected
with Mahalanobis distance for the speaker-dependent scenario using the SAVEE  
database with feature-level fusion: (a) mean, and (b) standard deviation of 2D marker 
coordinates. The horizontal lines represent x  coordinates and the vertical lines represent 
y coordinates.
0 .6
0.4
.E 0.2 
E
I  0  >.
I  - 0 .2
^  -0 .4  
- 0 .6
+
  +
+  * 4- I •
.  +
\
-0 .4  -0 .2  0 0.2
Marker x coordinate
(a)
0 .6
0.4
.E 0.2T3
0
^  - 0 .2  
A o.4
- 0 .6
4-
4-
4- • -
I
. 4-
4 -4 -"4-.
. 4-"
0.4 -0 .4  -0 .2  0 0.2
Marker x coordinate
(b)
0.4
Figure B.7: The best 94 visual features (out of 100 audio-visual features) selected
with Mahalanobis distance for the speaker-dependent scenario using the SAVEE  
database with feature-level fusion: (a) mean, and (b) standard deviation of 2D marker 
coordinates. The horizontal lines represent x coordinates and the vertical lines represent 
y coordinates.
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Figure B.8 : The best 31 visual features (out of 40 audio-visual features) selected
with KL-divergence for the speaker-dependent scenario using the SAVEE database 
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Figure B.9: The best 107 visual features (out of 110 audio-visual features) selected 
with KL-divergence for the speaker-dependent scenario using the SAVEE database 
with feature-level fusion: (a) mean, and (b) standard deviation of 2D marker
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Table B.IO: The best 35 audio features selected with Mahalanobis distance for the 
speaker-dependent scenario using the SAVEE database with decision-level fusion.
F eature
ty p e
S elected
features
D eta ils  o f  se lec ted  features
Pitch maximum of mel frequency; standard deviation of second gaussian; 
maximum and mean of mel frequency first order difference
Duration unvoiced-speech-to-sentence duration ratio
Energy 2 2 mean of speech signal energy in the frequency band 4-81cHz; standard 
deviation of speech signal energy in the frequency band 2-4 kHz; 
minimum of speech signal energy in the frequency bands 0-0.5 kHz, 0.5- 
1 kHz, 2-4 kHz and 4-8 kHz; maximum energy in the original speech signal 
and speech in the frequency bands 0-0.5 kHz, 0.5-1 kHz and 1-2 kHz; 
range of speech signal energy in frequency bands 0.5-1 kHz and 1-2 kHz; 
mean of first order difference of energy in the original speech signal and 
speech in the frequency bands 1-2 kHz and 4-8 kHz; standard deviation 
of first order difference of speech signal energy in the frequency bands 0- 
0.5 kHz, 1-2 kHz and 4-8 kHz; minimum of first order difference of speech 
signal energy in the frequency band 0-0.5 kHz; maximum and range of 
first order difference of speech signal energy in the frequency band 2- 
4 kHz; standard deviation of first order difference of speech signal energy 
in the frequency bands 0-0.5 kHz, 1-2 kHz and 4-8 kHz; mean of total log 
energy
Spectral mean of MFCCs 0 1 , 0 2 , 0 3 , 0 5 , 0 1 2 ; standard deviation of MFCCs c i, 0 2 , cn
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Table B .ll: The best 65 audio features selected with Mahalanobis distance for the 
speaker-dependent scenario using the SAVEE database with decision-level fusion.
Feature
ty p e
S elected
features
D eta ils  o f  se lec ted  features
Pitch max of mel frequency; mean of first gaussian; mean and standard 
deviation of second gaussian; minimum, maximum and mean of mel 
frequency first order difference
Duration voiced speech duration; unvoiced speech duration; sentence duration; 
average unvoiced phone duration; average voiced-to-unvoiced phone 
duration ratio; voiced-speech-to-sentence duration ratio; unvoiced- 
speech-to-sentence duration ratio
Energy 42 mean energy in the original speech signal and speech in the frequency 
bands 0-0.5 kHz, 0.5-1 kHz, 1-2 kHz, 2-4 kHz and 4-8 kHz; standard 
deviation of energy in the original speech signal and speech in the 
frequency bands 0-0.5 kHz and 2-4 kHz; minimum energy in the original 
speech signal and speech in the frequency bands 0-0.5 kHz, 1-2 kHz, 2- 
4 kHz and 4-8 kHz; maximum of speech signal energy in the frequency 
bands 0-0.5 kHz, 0.5-1 kHz, 1-2 kHz and 2-4 kHz; range of energy in 
the original speech signal and speech in the frequency bands 0-0.5 kHz, 
0.5-1 kHz, 1-2 kHz, 2-4 kHz and 4-8 kHz; mean of first order difference 
of speech signal energy in the frequency bands 0-0.5 kHz and 1-2 kHz; 
standard deviation of first order difference of energy in the original 
speech signal and speech in the frequency bands 0-0.5 kHz and 1-2 kHz; 
minimum of first order difference of energy in the original speech signal 
and speech in the frequency bands 0-0.5 kHz and 2-4 kHz; maximum of 
first order difference of speech signal energy in the frequency bands 0- 
0.5 kHz, 1-2 kHz, 2-4 kHz and 4-8 kHz; range of first order difference of 
energy in the original speech signal and speech in the frequency bands 
0-0.5 kHz, 0.5-1 kHz, 2-4 kHz and 4-8 kHz; mean of total log energy
Spectral mean of MFCCs 0 1 , 0 2 , 0 3 , 0 4 , 0 7 , 0 1 2 ; standard deviation of MFCCs 
0 2 , 0 4 , 0 1 1
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Table B.12: The best 25 audio features selected with KL-divergence for the speaker- 
dependent scenario using the SAVEE database with decision-level fusion.
F eature
ty p e
S elected
features
D eta ils  o f  se lec ted  features
Pitch minimum and maximum of mel frequency; mean of second gaussian; 
mean of mel frequency first order difference
Duration average voiced phone duration; average voiced-to-unvoiced phone 
duration ratio
Energy 16 mean energy in the original speech signal and speech in the frequency 
bands 0.5-1 kHz, 2-4 kHz and 4-8 kHz; standard deviation of energy in 
the original speech signal; minimum energy in the original speech signal 
and speech in the frequency bands 0-0.5 kHz and 4-8 kHz; mean of first 
order difference of energy in the original speech signal and speech in the 
frequency band 0-0.5 kHz; standard deviation of first order difference of 
energy in the original speech signal; minimum of first order difference 
of speech signal energy in the frequency bands 0-0.5 kHz and 0.5-1 kHz; 
maximum of first order difference of speech signal energy in the frequency 
bands 0.5-1 kHz and 4-8 kHz; range of first order difference of speech 
signal energy in the frequency band 0.5-1 kHz
Spectral standard deviation of MFCCs 0 4 , 0 5 , cs
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Table B.13: The best 55 audio features selected with KL-divergence for the speaker- 
dependent scenario using the SAVEE database with decision-level fusion.
F eature
ty p e
S elected
features
D eta ils  o f  se lec ted  features
Pitch minimum and maximum of mel frequency; mean of first gaussian; mean 
of second gaussian; minimum, maximum and standard deviation of mel 
frequency first order difference
Duration average voiced phone duration; average unvoiced phone duration; voiced- 
to-unvoiced speech duration ratio; average voiced-to-unvoiced phone 
duration ratio; speech rate
Energy 37 mean of speech signal energy in the frequency bands 0-0.5 kHz, 2-4 kHz 
and 4-8 kHz; standard deviation of energy in the original speech signal 
and speech in the frequency bands 0-0.5 kHz, 0.5-1 kHz, 1-2 kHz and 
4-8 kHz; minimum energy in the original speech signal and speech in 
the frequency bands 0-0.5 kHz, 1-2 kHz, 2-4 kHz and 4-8 kHz; maximum 
energy in the original speech signal and speech in the frequency band 
2-4 kHz; range of energy in the original speech signal and speech in the 
frequency bands 0-0.5 kHz and 2-4 kHz; mean of first order difference 
of energy in the original speech signal and speech in the frequency 
bands 0-0.5 kHz, 1-2 kHz, 2-4 kHz and 4^8 kHz; standard deviation of 
first order difference of energy in the original speech signal and speech in 
the frequency bands 0-0.5 kHz, 0.5-1 kHz and 1-2 kHz; minimum of first 
order difference of energy in the original speech signal and speech in the 
frequency band 4-8 kHz; maximum of first order difference of energy in 
the original speech signal and speech in the frequency bands 0-0.5 kHz 
and 2-4 kHz; range of first order difference of energy in the original speech 
signal and speech in the frequency bands 0-0.5 kHz, 1-2 kHz and 4-8 kHz; 
standard deviation of total log energy
Spectral mean of MFCCs ci,c io ,c i2 ; standard deviation of MFCCs ci,C6,cio
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Figure B.IO: The best 35 visual features selected with Mahalanobis distance for the 
speaker-dependent scenario using the SAVEE database with decision-level fusion: (a) 
mean, and (b) standard deviation of 2D marker coordinates. The horizontal lines 
represent x coordinates and the vertical lines represent y coordinates.
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Figure B .ll: The best 65 visual features selected with Mahalanobis distance for the 
speaker-dependent scenario using the SAVEE database with decision-level fusion: (a) 
mean, and (b) standard deviation of 2D marker coordinates. The horizontal lines 
represent x coordinates and the vertical lines represent y coordinates.
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A ppendix  D
E m otion classification using SVM  
and G aussian classifiers (audio: 
speaker-norm alised, visual: M P, 
Mt4, and PC  features from three  
parts o f th e face)
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A ppendix  E
E m otion classification using SVM  
and G aussian classifiers (audio: 
speaker-norm alised, visual: MP,  
MA,  and PC  features from five 
parts o f th e  face)
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A ppendix  F
List o f selected  features for the  
speaker-independent scenario
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Table F .l: The best 186 audio features selected with Bhattacharyya distance for the 
speaker-independent scenario using the SAVEE database.
F eature
ty p e
S elected
features
D eta ils  o f  se lec ted  features
quartiles 2 and 3, and inter-quartile ranges 1 — 2, 2 — 3 and 1 — 3 of /o; 
linear regression coefficients 1 and 2, quartiles 1 and 3, and inter-quartile 
range 1 — 3 of A/o
Pitch (/o) 10
Duration voiced speech duration, unvoiced speech duration, sentence duration, 
average unvoiced phone duration, voiced-to-unvoiced speech duration 
ratio, unvoiced-speech-to-sentence duration ratio
Energy 34 mean energy in the original speech signal and speech in the frequency 
bands 0 — 0.5 kHz, 0.5 — 1 kHz, 1 — 2 kHz, 2 — 4 kHz and 4 — 8  kHz; 
standard deviation of energy in the original speech signal and speech in 
the frequency bands 0—0.5kHz, 1 —2kHz, and 4—8 kHz; minimum energy 
in the original speech signal and speech in the frequency bands 0—0.5 kHz, 
1 — 2 kHz, and 4 — 8  kHz; maximum energy in the original speech signal 
and speech in the frequency bands 0 — 0.5 kHz, 0.5 — 1 kHz, 2 — 4 kHz 
and 4 — 8  kHz; range of energy in the original speech signal and speech in 
the frequency band 4 — 8  kHz; mean of first order difference of energy in 
the original speech signal and speech in the frequency bands 0 — 0.5 kHz 
and 1 — 2 kHz; standard deviation of first order difi'erence of energy in 
the original speech signal and speech in the frequency band 0 — 0.5 kHz; 
minimum, maximum, and range of first order difference of energy in 
the original speech signal; range of first order difference of speech signal 
energy in the frequency band 2-4 kHz; mean of total log energy and its 
first order difference; standard deviation of total log energy and its first 
order difference
Mel
frequency
cepstral
coefficients
(MFCCs)
36 minimum of MFCCs ci,C8 , and AAMFCCs c i,c i2 ; maximum of MFCCs 
C4 ,C6 , and AMFCC C1 2 ; mean of MFCCs ci,C2 , C4 , cs,Ce,cr,cg,C1 2 , 
and AMFCCs C3 ,ce, 0 7 , 0 3 , 0 9 ; standard deviation of MFCCs 0 6 , 0 7 , 0 1 2 , 
AMFCC 0 1 2 , and AAMFCCs 06,oio; skewness of MFCCs 0 3 , 0 4 , 0 1 2 , 
AMFCC 0 2 , and AAMFCC os; kurtosis of MFCCs 0 1 , 0 2 , 0 3 , 0 0 , 0 1 2
Continued on next page
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Table F . l  — con tinu ed  from  previous page
F eature
ty p e
S elected
features
D eta ils  o f  se lec ted  features
Line
spectral
frequencies
40 linear regression coefficient 2, linear error, standard deviation, skewness, 
quartiles 1, 2 and 3, and inter-quartile range 1 — 2 of is/[l]; quartile 2 of 
/s/[2]; quartile 1 of /s/[3]; mean, and linear error of ^s/[4]; standard 
deviation, skewness, kurtosis, quartiles 2 and 3, and inter-quartile 
ranges 1—2, 2—3 and 1—3 of ?s/[5]; kurtosis and quartile 3 of Zs/[6]; inter­
quartile range 1 — 2 of ^s/[7]; quartile 1 and inter-quartile range 1 — 3 of 
Zs/[8]; maximum value, mean, and kurtosis of AZs/[l]; mean, and linear 
regression coefficients 1 and 2 of A l s f [ 2 ]', mean, and linear regression 
coefficients 1 and 2 of Afs/[3j; linear regression coefficient 1 of AZs/[4]; 
linear regression coefficients 1 and 2, and kurtosis of Afs/[6]; linear 
regression coefficient 1 of AZs/[7]
Intensity
( in t)
2 0 maximum value, mean, linear regression coefficients 1 and 2, linear and 
quadratic errors, standard deviation, skewness, quartile 3, and inter­
quartile ranges 2 — 3 and 1 — 3 of in t]  maximum value, range, linear 
regression coefficients 1 and 2, linear and quadratic errors, standard 
deviation, and inter-quartile ranges 1 — 2 and 1 — 3 of A i n t
Loudness
(loud)
20 mean, linear regression coefficients 1 and 2, linear and quadratic errors, 
standard deviation, skewness, kurtosis, quartiles 1, 2 and 3, and inter­
quartile ranges 1 — 2, 2 — 3 and 1 — 3 of loud] mean, linear regression 
coefficients 1 and 2, quadratic error, standard deviation, and inter­
quartile range 1 — 3 of A lo u d
Probability 
of voicing 
(p rvo )
10 mean, linear and quadratic errors, standard deviation, skewness, kurtosis, 
and quartile 3 of p rvo] relative position of maximum, mean, and linear 
regression coefficients 1 and 2 of A p r v o
Zero- 
crossing 
rate (ZCR)
10 linear regression coefficient 1, linear and quadratic errors, standard 
deviation, quartiles 1 and 3, and inter-quartile range 1 — 3 of ZCR; mean, 
quadratic error, and standard deviation of AZCR
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Table F .2: The best 126 audio features selected with Bhattacharyya distance for the 
speaker-independent scenario using the SAVEE database.
F eature
type
S elected
features
D eta ils  o f  se lec ted  features
Pitch (/o) 20 mean, linear regression coefficients 1 and 2, linear and quadratic errors, 
skewness, kurtosis, quartiles 2 and 3, inter-quartile range 2 — 3, and inter­
quartile range 1 — 3 of /o; linear regression coefficients 1 and 2, linear and 
quadratic errors, standard deviation, kurtosis, quartile 1 , quartile 3 and 
inter-quartile range 1 — 3 of A/o
Duration voiced speech duration, unvoiced speech duration, sentence duration, 
average unvoiced phone duration, voiced-to-unvoiced speech duration 
ratio, unvoiced-speech-to-sentence duration ratio
Energy 24 mean energy in the original speech signal and in the frequency bands of 
0—0.5kHz, 1—2kHz, 2—4kHz and 4—8 kHz; standard deviation of energy 
in the original speech signal and in the frequency bands of 0 — 0.5 kHz 
and 4 — 8  kHz; minimum energy in the original speech signal and in the 
frequency bands of 0 — 0.5 kHz, 1 — 2 kHz and 4 — 8  kHz; maximum energy 
of speech signal in the frequency band 0 — 0.5 kHz; range of speech signal 
energy in the frequency bands of 0 — 0.5 kHz and 4 — 8  kHz; mean of 
first order difference of energy in the original speech signal and in the 
frequency bands of 0 — 0.5 kHz and 1 — 2 kHz; standard deviation of first 
order difference of energy in the original speech signal and in the frequency 
band of 0 — 0.5 kHz; mean of total log energy and its first order difference; 
standard deviation of total log energy and its first order difference
Mel
frequency
cepstral
coefficients
(MFCCs)
16 maximum of MFCC cg and AMFCC C1 2 ; mean of MFCCs 
Cl, C2 , C3 , C4 , 0 6 , cg, and AMFCCs 0 3 , 0 0 , 0 7 ; standard deviation of MFCCs 
0 6 , 0 7 , 0 1 2 , and AMFCC C1 2 ; kurtosis of MFCC C1 2
Line
spectral
frequencies
(Zs/)
2 0 minimum value and quartile 3 of Zs/[1]; mean and quartile 3 of Zs/[2]; 
quartile 1 of Zs/[3]; skewness, kurtosis, quartile 3, and inter-quartile 
ranges 1—2, 2—3 and 1—3 of Zs/[5]; kurtosis, quartile 3, and inter-quartile 
range 1—3 of Zs/[6]; quartile 1 of Zs/[8]; maximum value of AZs/[l]; linear 
regression coefficient 1 of AZs/[2], AZs/[4], AZs/[6]; mean of AZs/[5]
Continued on next page
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Table F .2 — con tinu ed  from  previous page
F ea tu re
ty p e
Selected
fea tu res
D eta ils o f se lec ted  fea tu res
Intensity
( in t)
10 linear regression coefficients 1 and 2, quadratic error, and inter-quartile 
range 1 — 3 of in t \  linear regression coefficient 1, linear and quadratic 
errors, standard deviation, and inter-quartile ranges 2 — 3 and 1 — 3 of 
A i n t
Loudness
(loud)
10 linear regression coefficient 1, linear and quadratic errors, standard 
deviation, skewness and quartile 3 of loud] linear regression coefficient 1, 
quadratic error, standard deviation and inter-quartile range 1—3 of A lo u d
Probability 
of voicing 
(prvo )
10 mean, linear and quadratic errors, standard deviation, skewness, kurtosis, 
and quartile 3 of p rvo ]  mean, and linear regression coefficients 1 and 2 of 
A p r v o
Zero- 
crossing 
rate (ZCR)
10 linear regression coefficient 1, linear and quadratic errors, standard 
deviation, quartiles 1 and 3, and inter-quartile range 1 — 3 of ZCR; mean, 
quadratic error, and standard deviation of AZCR
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Figure F .l: The M P  70 visual features selected with Bhattacharyya distance
for the speaker-independent scenario using the SAVEE database: (a) mean, and
(b) standard deviation of 2D marker coordinates. The horizontal lines represent 
X coordinates and the vertical lines represent y coordinates of selected features.
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Figure F.2: The M P  121 visual features selected with Bhattacharyya distance
for the speaker-dependent scenario using the SAVEE database: (a) mean, and
(b) standard deviation of 2D marker coordinates. The horizontal lines represent 
X coordinates and the vertical lines represent y coordinates of selected features.
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Table F.3: The best 161 audio features selected with Bhattacharyya distance for the 
speaker-independent scenario using the SAVEE database.
Feature
ty p e
S elected
features
D eta ils  o f  se lec ted  features
Pitch (/o) 15 mean, linear regression coefficients 1 and 2, linear and quadratic errors, 
quartiles 2 and 3, and inter-quartile ranges 1 — 2, 2 — 3 and 1 — 3 of /o; 
linear regression coefficients 1 and 2, quartiles 1 and 3, and inter-quartile 
range 1 - 3  of A/o
Duration voiced speech duration, unvoiced speech duration, sentence duration, 
average unvoiced phone duration, voiced-to-unvoiced speech duration 
ratio, unvoiced-speech-to-sentence duration ratio
Energy 29 mean energy in the original speech signal and speech in the frequency 
bands 0 — 0.5 kHz, 0.5 — 1 kHz, 1 — 2 kHz, 2 — 4 kHz and 4 — 8kHz; 
standard deviation of energy in the original speech signal and speech 
in the frequency bands 0 — 0.5 kHz and 4 — 8 kHz; minimum energy in 
the original speech signal and speech in the frequency bands 0 — 0.5 kHz, 
1 — 2 kHz and 4 —8 kHz; maximum energy in the original speech signal and 
speech in the frequency band 0 — 0.5 kHz; range of energy in the original 
speech signal and speech in the frequency band 4 — 8 kHz; mean of first 
order difference of energy in the original speech signal and speech in the 
frequency bands 0 — 0.5 kHz and 1 — 2 kHz; standard deviation of first 
order difference of energy in the original speech signal and speech in the 
frequency band 0 — 0.5 kHz; minimum, maximum, and range of first order 
difference of energy in the original speech signal; mean of total log energy 
and its first order difference; standard deviation of total log energy and 
its first order difference
minimum of MFCCs ci,cg, and AAMFCCs c i,c i2 ; maximum of MFCC 
C6, and AMFCC C1 2 ; mean of MFCCs ci,C2 ,C3 ,C4 ,C5 ,C6 ,C9 ,c i 2 and 
AMFCCs C 3 , C 6 , C 7 , C s , C g ;  standard deviation of MFCCs C 6 , C 7 , c i 2  and 
AAMFCC cio; skewness of MFCCs C4 , C1 2 ; kurtosis of MFCC C1 2
Mel
frequency
cepstral
coefficients
(MFCCs)
26
Continued on next page
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Table F .3 — con tinued  from  prev ious page
F ea tu re
ty p e
Selected
fea tu res
D eta ils  o f se lected  fea tu res
Line
spectral
frequencies
i ^ s f )
30 quartile 3 of Zs/[1]; mean of ls f[2 ] \ quartile 1 of Zs/[3]; mean of /s/[4]; 
standard deviation, skewness, kurtosis, quartiles 2 and 3, inter-quartile 
ranges 1 — 2, 2 — 3 and 1 — 3 of Zs/[5]; kurtosis, quartile 3, and inter­
quartile range 1 — 3 of Zs/[6]; quartile 1 of Zs/[8]; maximum value, mean, 
and kurtosis of AZs/[l]; mean, and linear regression coefficients 1 and 2 of 
AZs/[2]; linear regression coefficients 1 and 2 of AZs/[3]; maximum value 
and linear regression coefficient 1 of AZs/[4]; mean, and linear regression 
coefficients 1 and 2 of AZs/[6]; linear regression coefficient 1 of AZs/[7]
Intensity
( in t)
15 linear regression coefficients 1 and 2, linear and quadratic errors, 
skewness, quartile 3, and inter-quartile range 1 — 3 of in t;  linear regression 
coefficients 1 and 2, linear and quadratic errors, standard deviation, and 
inter-quartile ranges 1 — 2, 2 — 3 and 1 — 3 of A i n t
Loudness
(loud)
15 mean, linear regression coefficient 1, linear and quadratic errors, standard 
deviation, skewness, kurtosis, quartiles 2 and 3, and inter-quartile 
ranges 1 — 2 and 1 — 3 of loud; linear regression coefficient 1, quadratic 
error, standard deviation, and inter-quartile range 1 — 3 of A lo u d
Probability 
of voicing 
(prvo )
15 maximum value, range, mean, linear and quadratic errors, standard 
deviation, skewness, kurtosis, quartiles 2 and 3, and inter-quartile 
range 2 — 3 of prvo ;  relative position of maximum, mean, and linear 
regression coefficients 1 and 2 of A p r v o
Zero- 
crossing 
rate (ZCR)
10 linear regression coefficient 1, linear and quadratic errors, standard 
deviation, quartiles 1 and 3, and inter-quartile range 1 — 3 of ZCR; mean, 
quadratic error, and standard deviation of 5ZCR
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Table F.4: The best I 4 O audio features selected with Mahalanobis distance for the
speaker-independent scenario using the SAVEE database.
F eature
ty p e
S elected
features
D eta ils  o f  se lec ted  features
Pitch (/o) 17 relative position of maximum, mean, linear regression coefficient 2, linear 
error, standard deviation, and quartile 2 of /o; minimum value, range, 
relative positions of maximum and minimum, mean, linear regression 
coefficient 1, linear and quadratic errors, standard deviation, quartile 1, 
and inter-quartile range 1 — 2 of A/o
Duration speech rate
Energy 28 mean energy of speech signal in the frequency bands 0.5 — 1 kHz, 1 — 
2 kHz and 2 — 4 kHz; standard deviation of energy in the original speech 
signal and speech in the frequency bands 0 — 0.5 kHz and 1 — 2 kHz; 
minimum energy of speech signal in the frequency bands 0.5 — 1 kHz, 
1 — 2 kHz, 2 — 4 kHz and 4 — 8 kHz; maximum energy in the original 
speech signal and speech in the frequency band 2 — 4 kHz; range of energy 
in the original speech signal and speech in the frequency bands 1 — 2 kHz 
and 4 — 8 kHz; mean of first order difi'erence of speech signal energy in the 
frequency bands 0—0.5 kHz, 0.5—1 kHz, 2—4 kHz and 4 —8 kHz; standard 
deviation of first order difference of speech signal energy in the frequency 
bands 0 — 0.5 kHz, 1 — 2 kHz, 2 — 4 kHz and 4 — 8 kHz; maximum of first 
order difference of speech signal energy in the frequency bands 2 — 4 kHz 
and 4 — 8 kHz; range of first order difference of speech signal energy in the 
frequency band 0.5—1 kHz; standard deviation of first order difference of 
total log energy; kurtosis of second order difference of total log energy
Mel
frequency
cepstral
coefficients
(MFCCs)
33 minimum of MFCCs C4 ,C6 ,c io ,cn , and AMFCC cs; maximum of 
MFCCs C3 ,cio, AMFCC ci, and AAMFCCs C 7 , c g ;  range of MFCC C 7 ,  
AMFCC C3 , and AAMFCCs ci,cg; mean of MFCCs cg,cio,cn, 
AMFCCs C3 ,cio, and AAMFCCs 0 1 , 0 7 ; standard deviation of 
MFCC 0 1 ;  skewness of AMFCC C 1 2 ,  and AAMFCCs o g , o i 2 ;  kurtosis 
of MFCCs 0 2 , 0 4 , 0 7 , 0 1 0 , 0 1 2 ,  AMFCC 0 5 ,  and AAMFCCs 0 1 ,  o e
Continued on next page
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T able F .4  — con tinu ed  from  p revious page
F eature
ty p e
S elected
features
D eta ils  o f  se lec ted  features
Line
spectral
frequencies
(Zs/)
37 skewness and kurtosis of Zs/[lj; quadratic error of Zs/[2]; relative 
position of maximum, quadratic error, kurtosis, and quartile 1 of Zs/[3]; 
relative position of maximum and quartile 2 of Zs/[4]; minimum value, 
skewness, and quartile 3 of Zs/[5]; maximum value, mean, linear regression 
coefficient 2, linear error, and skewness of Zs/[6]; relative position of 
maximum, linear regression coefficient 2, and inter-quartile range 2 — 3 
of Zs/[7]; maximum value, relative position of maximum, quartile 2, and 
inter-quartile range 1 — 2 of Zs/[8|; relative position of maximum, and 
kurtosis of AZs/[l]; relative positions of maximum and minimum AZs/[2]; 
range of AZs/[3]; inter-quartile range 1 — 3 of AZs/[4]; range of AZs/[5]; 
quartile 3, inter-quartile ranges 1 — 2 and 1—3 of AZs/[7]; mean, quadratic 
error, and skewness of AZs/[8]
Intensity
( in t)
quadratic error, standard deviation, and inter-quartile ranges 2 — 3 and 
1 — 3 of in t;  standard deviation of A i n t
Loudness
(loud)
maximum value, relative position of maximum, linear regression 
coefficient 1, and quartile 3 of loud; maximum and minimum values, 
range, and quadratic error of A lo u d
Probability 
of voicing 
(prvo )
relative position of minimum, linear error, and quartile 3 of p rv o
Zero- 
crossing 
rate (ZCR)
standard deviation, and inter-quartile range 1 — 2 of ZCR; maximum 
value, mean, quartiles 1 and 3, and inter-quartile ranges 1 — 2 and 1 — 3 
of AZCR
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Table F.5: The best 540 audio features selected with Mahalanobis distance for the 
speaker-independent scenario using the SAVEE database.
Feature
ty p e
S elected
features
D eta ils  o f  se lec te d  features
Pitch (/o) 33 maximum value, relative position of maximum, mean, linear regression 
coefficients 1 and 2, linear and quadratic errors, standard deviation, 
skewness, kurtosis, quartiles 1,2 and 3, and inter-quartile ranges 1—2, 2—3 
and 1 — 3 of /o; maximum and minimum values, range, relative positions 
of maximum and minimum, mean, linear regression coefficients 1 and 2, 
linear and quadratic errors, standard deviation, kurtosis, quartiles 1 and 
3, and inter-quartile ranges 1 — 2, 2 — 3 and 1 — 3 of A/o
Duration 10 voiced speech duration, unvoiced speech duration, sentence duration, 
average voiced phone duration, average unvoiced phone duration, voiced- 
to-unvoiced speech duration ratio, average voiced-to-unvoiced phone 
duration ratio, speech rate, voiced-speech-to-sentence duration ratio, 
unvoiced-speech-to-sentence duration ratio
Energy 69 mean energy in the original speech signal and speech in the frequency 
bands 0 — 0.5 kHz, 0.5 — 1 kHz, 1 — 2 kHz, 2 — 4 kHz and 4 — 8 kHz; 
standard deviation of energy in the original speech signal and speech 
in the frequency bands 0 — 0.5 kHz, 0.5 -  1 kHz, 2 - 4  kHz and 4 - 8  kHz; 
minimum energy in the original speech signal and speech in the frequency 
bands 0 — 0.5 kHz, 1 — 2 kHz, 2 — 4 kHz and 4 — 8 kHz; maximum energy in 
the original speech signal and speech in the frequency bands 0 — 0.5 kHz, 
0.5 — 1 kHz, 1 — 2 kHz, 2 — 4 kHz and 4 — 8 kHz; range of energy in the 
original speech signal and speech in the frequency bands 0 — 0.5 kHz, 
1 — 2 kHz, 2 — 4 kHz and 4 — 8 kHz; mean of first order difference of 
energy in the original speech signal and speech in the frequency bands 0- 
0.5 kHz, 1 — 2 kHz, 2 — 4 kHz and 4 — 8 kHz; standard deviation of first 
order difference of energy in the original speech signal and speech in the 
frequency bands 0 -0 .5 kHz, 0 .5 -1  kHz, 1 —2kHz, 2—4kHz and 4—8kHz; 
minimum, maximum and range of first order difference of speech signal 
energy in the frequency bands 0 — 0.5 kHz, 0.5 — 1 kHz, 1 — 2 kHz, 2 — 4 kHz 
and 4 — 8 kHz; minimum and maximum of total log energy, and its first 
and second order difference; range of first and second order difference of 
total log energy; mean of total log energy, and its second order difference;
Continued on next page
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T able F .5  — con tinu ed  from  p revious page
Feature
ty p e
S elected
features
D eta ils  o f  se lec ted  features
standard deviation of total log energy, and its first and second order 
difference; skewness of total log energy; kurtosis of first and second order 
difference of total log energy
minimum of MFCCs c i ,  cg, C4 , C5 , cy, cg, cg, c n ,  C1 2 , AMFCCs c i ,  C2 , 
" I ,  0 4  , 0 5  , 0 6 ,  O 7 ,  O g ,  C g ,  O n ,  0 1 2 ,  and AAMFCCs O i ,  0 2 ,  0 3 ,  0 7 ,  og, C g ,
/I.. .. W» c i v î 1 rvi  ^ / \  A
Mel
frequency
cepstral
coefficients
(MFCCs)
166
C3,
cio, cii, 0 1 2 ;  maximum of MFCCs 0 2 ,  0 3 ,  0 5 ,  og, 0 7 ,  og, on , AMFCCs oi, 
AAMFCCs 0 1 , 0 2 ,  . . . , 0 1 2 ;  range of MFCCs 0 4 ,  0 5 ,C3 , O7 , Og, Cio, O1 2 , and ui, , . ,  U1 2 ; I c n i ujl i v i r  wwa
0 7 , Og, Og, On, 0 1 2 , AMFCCs oi, 0 2 , 0 3 , og, 0 7 , og, og, oio, cn , 0 1 2 , and 
AAMFCCs oi, 0 2 , 0 3 , 0 4 , 0 7 , Og, og, oio, on, 0 1 2 ; mean of MFCCs oi, 
C3 , C4  , 0 6  , 0 7 , Og, Og, Oio, On, Oi2 , AMFCCs 0 1 , 0 2 , 0 3 , 0 4  , 0 6  , 0 6  , 0 7 , Og, 
CIO, Cii, 0 1 2 , and AAMFCCs Oi, 0 3 , 0 4 , oe, 0 7 , og, Og, cio, 0 1 2 ; standard 
deviation of MFCCs ci, 0 2 , 0 3 , 0 4 , cg, og, 0 7 , og, cio, on, 0 1 2 , AMFCCs oi, 
0 2 , 0 3 , 0 4 , 0 5 , 0 7 , Og, Oio, 0 1 2 , and AAMFCCs oi, 0 3 , 0 4 , ce, 0 7 , og, oio, 
Cn, C1 2 ; skewness of MFCCs ci, cg, 0 4 , 0 7 , oio, AMFCCs oi, 0 3 , 0 4 , cio. 
On, and AAMFCCs 0 1 , 0 2 , 0 7 , og, og, Cio, 0 1 2 ; kurtosis of MFCCs 0 2 , 0 4 , 
Og, 0 1 0 , AMFCCs Og, On, 0 1 2 , and AAMFCCs og, 0 7
Line
spectral
frequencies
(fs/)
155 mean, linear and quadratic errors, standard deviation, quartiles 1, 2 
and 3, and inter-quartile ranges 2 — 3 and 1 — 3 of is/[l]; maximum 
and minimum values, quadratic error, standard deviation, and quartile 3 
of l s f [ 2 ]] minimum value, mean, linear and quadratic errors, standard 
deviation, skewness, kurtosis, quartiles 1 and 3, and inter-quartile 
range 1—3 of ^ s/[3]; minimum value, range, relative positions of maximum 
and minimum, mean, linear regression coefficient 2, skewness, quartiles 2 
and 3, and inter-quartile ranges 1 — 2 and 2 — 3 of is/[4]; maximum value, 
mean, linear regression coefficients 1 and 2, standard deviation, skewness, 
kurtosis, quartiles 1, 2 and 3, and inter-quartile ranges 1 — 2, 2 — 3 and 
1 — 3 of ^s/[5]; maximum value, mean, linear regression coefficients 1 
and 2, linear and quadratic errors, standard deviation, quartiles 1, 2 and 
3, and inter-quartile ranges 1 — 2, 2 — 3 and 1 — 3 of is/[6]; relative 
position of maximum, mean, linear regression coefficients 1 and 2, linear’ 
and quadratic errors, standard deviation, quartiles 1, 2 and 3, and inter­
quartile ranges 1 — 2, 2 — 3 and 1 — 3 of /s/[7]; mean, linear and 
quadratic errors, standard deviation, quartiles 1, 2 and 3, and inter­
quartile ranges 1 — 2, 2 — 3 and 1 — 3 of ^s/[8];
Continued on next page
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F eature
ty p e
S elected
features
D eta ils  o f  se lec ted  features
maximum and minimum values, range, mean, linear regression 
coefficients 1 and 2, standard deviation, quartiles 2 and 3, and inter­
quartile ranges 1 — 2, 2 — 3 and 1 — 3 of AZs/[l]; minimum value, linear 
and quadratic errors, standard deviation, quartile 3, and inter-quartile 
range 2 — 3 of A/s/[2]; maximum and minimum values, range, relative 
position of minimum, linear and quadratic errors, standard deviation, 
quartiles 1 and 3, and inter-quartile ranges 1 — 2, 2 — 3 and 1 — 3 
of AZs/[3]; maximum value, linear regression coefficient 1, skewness, 
quartile 2, and inter-quartile ranges 1 — 2 and 1 — 3 of AZs/[4]; relative 
position of minimum, mean, linear regression coefficients 1 and 2, kurtosis, 
and quartile 2 of Ais/[5]; range, linear regression coefficients 1 and 2, 
linear and quadratic errors, standard deviation, skewness, quartiles 1 
and 3, and inter-quartile range 1 — 3 of Ais/[6]; mean, linear regression 
coefficients 1 and 2, linear and quadratic errors, standard deviation, 
skewness, quartiles 1 and 3, and inter-quartile ranges 1 — 2, 2 — 3 and 
1 — 3 of A ls f[ 7 ] ;  minimum value, mean, linear regression coefficients 1 
and 2, linear" and quadratic errors, and standard deviation of Afs/[8]
Intensity
( in t)
31 maximum value, range, relative position of maximum, mean, linear 
regression coefficients 1 and 2, linear and quadratic errors, standard
deviation, quartiles 1, 2 and 3, and inter-quartile ranges 1 — 2, 2 — 3
and 1 — 3 of in t;  maximum and minimum values, range, mean, linear
regression coefficients 1 and 2, linear and quadratic errors, standard
deviation, skewness, quartiles 1, 2 and 3, and inter-quartile ranges 1 — 2, 
2 — 3 and 1 — 3 of A i n t
Loudness
(loud)
30 maximum value, range, mean, linear regression coefficient 2, linear and 
quadratic errors, standard deviation, kurtosis, quartiles 1, 2 and 3, and 
inter-quartile ranges 1 — 2, 2 — 3 and 1 — 3 of loud; maximum and minimum 
values, range, mean, linear regression coefficients 1 and 2, linear and 
quadratic errors, standard deviation, skewness, quartiles 1, 2 and 3, and 
inter-quartile ranges 1 — 2, 2 — 3 and 1 — 3 of A lo u d
Continued on next page
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Table F .5 — con tinued  from  prev ious page
F ea tu re
ty p e
Selected
fea tu res
D eta ils  o f se lected  fea tu res
Probability 
of voicing 
(prvo )
19 relative position of maximum, linear regression coefficient 2, linear and 
quadratic errors, standard deviation, kurtosis, quartiles 1 and 3, and 
inter-quartile ranges 2—3 and 1—3 o ip rv o ]  relative positions of maximum 
and minimum, mean, linear regression coefficients 1 and 2, kurtosis, 
quartile 1, and inter-quartile ranges 1 — 2 and 1 — 3 of A p r v o
Zero- 
crossing 
rate (ZCR)
27 maximum value, range, mean, linear regression coefficients 1 and 2, linear 
and quadratic errors, standard deviation, skewness, kurtosis, quartiles 2 
and 3, and inter-quartile ranges 1 — 2 and 1 — 3 of ZCR; maximum 
and minimum values, range, linear regression coefficients 1 and 2, linear 
and quadratic errors, standard deviation, kurtosis, quartile 1, and inter­
quartile ranges 1 — 2, 2 — 3 and 1 — 3 of AZCR
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Figure F.3: The M P  30 visual features selected with Mahalanobis distance for
the speaker-independent scenario using the SAVEE database: (a) mean, and
(b) standard deviation of 2D marker coordinates. The horizontal lines represent 
X coordinates and the vertical lines represent y coordinates of selected features.
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Figure F.4: The M P  168 visual features selected with Mahalanobis distance
for the speaker-independent scenario using the SAVEE database: (a) mean, and
(b) standard deviation of 2D marker coordinates. The horizontal lines represent 
X  coordinates and the vertical lines represent y coordinates of selected features.
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Figure F.5; The M P  G3 visual features selected with Mahalanobis distance for the 
feature-level fusion. The results were achieved for the speaker-independent scenario 
using the SAVEE database: (a) mean, and (b) standard deviation of 2D marker 
coordinates. The horizontal lines represent x coordinates and the vertical lines represent 
y coordinates of selected features.
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Figure F.6 : The M F  236 visual features selected with Mahalanobis distance for the 
feature-level fusion. The results were achieved for the speaker-independent scenario 
using the SAVEE database: (a) mean, and (b) standard deviation of 2D marker 
coordinates. The horizontal lines represent x  coordinates and the vertical lines represent 
y coordinates of selected features.
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Table F .6 : The best 86 audio features selected with Mahalanobis distance for the feature- 
level fusion. The feature were selected in the speaker-independent scenario using the 
SAVEE database.
F eature
ty p e
S elected
features
D eta ils  o f  se lec ted  features
Pitch (/o) 12 maximum value, range, relative position of maximum, linear regression 
coefficient 1, quadratic error, quartile 2, quartile 3, and inter-quartile 
range 1 — 2 of /o; relative position of maximum, linear error, quartile 1, 
and inter-quartile range 1 — 2 of A/o
Duration 4 unvoiced speech duration, average voiced phone duration, average 
unvoiced phone duration, voiced-to-unvoiced speech duration ratio
Energy 21 mean speech signal energy in the frequency bands 0 — 0.5 kHz and 
2 — 4 kHz; standard deviation of speech signal energy in the frequency 
bands 1 — 2 kHz and 4 — 8 kHz; minimum value of speech signal energy 
in the frequency bands 0 — 0.5 kHz and 1 — 2 kHz; maximum value of 
speech signal energy in the frequency bands 0 -  0.5 kHz, 0.5 -  1 kHz, 
2 — 4 kHz and 4 — 8 kHz; range of energy in the original speech signal and 
speech in the frequency bands 0 — 0.5 kHz and 4 — 8 kHz; mean of first 
order difference of energy in the original speech signal and speech in the 
frequency band 0.5—1 kHz; standard deviation of speech signal energy in 
the frequency bands 0.5 -  1 kHz, 1 — 2 kHz and 4 -  8 kHz; range of first 
order difference of energy in the original speech signal and speech in the 
frequency bands 0 — 0.5 kHz and 4 — 8 kHz
Mel
frequency
cepstral
coefficients
(MFCCs)
20 minimum of MFCCs C4 , cy, cg, and AMFCCs C5 , cio; maximum of 
MFCCs C2 , C7 , AMFCC C2 , and A AMFCCs C3 , cn ; range of AMFCCs C2 , 
C3 ; mean of MFCC cg; standard deviation of AMFCC cio; skewness of 
MFCC C2 , AMFCC cio, and A AMFCC cg; kurtosis of AMFCCs C3 , cio, 
and AAMFCC 0 3
Line
spectral
frequencies
(fa/)
16 relative position of maximum and skewness of l s f [ 2 ]\ inter-quartile 
range 1 — 2 of is/[3]; maximum value of /s/[4j; relative position of 
maximum of ls/[6]; maximum value of lsf[7]-, quadratic error of fs/[8]; 
range, quartile 1 and quartile 2 of AZs/[l]; minimum value, quadratic 
error and kurtosis of Afs/[2]; mean of A/s/[4]; maximum value of A/s/[6]; 
quartile 2 of A/s/[8]
Intensity
( in t)
2 linear regression coefficient 1 and inter-quartile range 1 — 3 of i n t
Continued on next page
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T able F .6  — con tinued  from  prev ious page
F ea tu re
ty p e
Selected
fea tu res
D eta ils  o f se lected  fea tu res
Loudness
{loud)
2 quartile 2 of loud] standard deviation of A lo u d
Probability 
of voicing 
(prvo )
5 relative position of maximum, linear error and quartile 1 of prvo] skewness 
and quartile 2 of A p r v o
Zero- 
crossing 
rate (ZCR)
4 mean and inter-quartile range 2 — 3 of ZCR; relative position of minimum 
and skewness of AZCR
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Table F.7: The best 4SI audio features selected with Mahalanobis distance for the 
feature-level fusion. The feature were selected in the speaker-independent scenario using 
the SAVEE database.
F eature
ty p e
S elected
features
D eta ils  o f  se lec ted  features
Pitch (/o) 23 maximum value, range, relative position of maximum, mean, linear 
regression coefficient 1, linear error, quadratic error, standard deviation, 
skewness, quartiles 1, 2 and 3, and inter-quartile ranges 1 — 2, 2 — 3 and 
1 — 3 of /o ;  minimum value, range, relative position of maximum, mean, 
linear regression coefficient 2, linear error, quadratic error, and standard 
deviation of A / o
Duration average unvoiced phone duration, voiced-to-unvoiced speech duration 
ratio, average voiced-to-unvoiced phone duration ratio
Energy 58 mean energy in the original speech signal and speech in the frequency 
bands 0 — 0.5 kHz, 0.5—1 kHz, 1 — 2 kHz, 2 — 4 kHz and 4 — 8 kHz; standard 
deviation and minimum value of energy in the original speech signal and 
speech in the frequency bands 0 — 0.5 kHz, 1 — 2 kHz, 2 — 4 kHz and 
4 — 8 kHz; maximum value of energy in the original speech signal and 
speech in the frequency bands 0 — 0.5 kHz, 0.5 — 1 kHz and 2 — 4 kHz; 
range of energy in the original speech signal and speech in the frequency 
bands 0 — 0.5 kHz, 1 — 2 kHz and 4 — 8 kHz; mean and standard deviation 
of first order difference of energy in the original speech signal and speech 
in the frequency bands 0 — 0.5 kHz, 2 — 4 kHz and 4 — 8 kHz; minimum 
value of first order difference of energy in the original speech signal and 
speech in the frequency bands 0 — 0.5 kHz and 1 — 2 kHz; maximum value 
of first order difference of energy in the original speech signal and speech 
in the frequency bands 0 — 0.5 kHz, 0.5 — IkHz and 2 — 4 kHz; range of 
first order difference of energy in the original speech signal and speech in 
the frequency bands 0 — 0.5 kHz, 0.5 — IkHz and 4 — 8 kHz minimum of 
second order difference of total log energy; maximum of total log energy, 
and its first and second order difference; range of first and second order 
diffence of total log energy; mean of total log energy and its second order 
diffence; standard deviation and skewness of total log energy, and its first 
and second order diffence; kurtosis of total log energy
Continued on next page
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F eature
ty p e
Selected
features
D eta ils  o f  se lec ted  features
Mel
frequency
cepstral
coefficients
(MFCCs)
133 minimum value of MFCCs ci, ca, cs, C4 , ce, cy, cg, cio, cn , ci2 , 
AMFCCs C2 , Cs, cy, Cg, cio, cn , ci2 , and A AMFCCs cg, cs, C4 , cg, 
cio, ci2 i maximum value of MFCCs Ci, cg, cs, C4 , cy, cg, cg, Cio, cn , 
AMFCCs Cg, Cs, C5 , cy, cg, cn , C1 2 , and AAMFCCs ci, cg, cg, C4 , cg, eg, 
cii, C1 2 ; range of MFCCs cg, cg, cy, cio, cn , C1 2 , AMFCCs cg, cg, cq, cy, 
Cg, cii, C1 2 , and AAMFCCs ci, cg, C4 , eg, cg, C1 2 ; mean of MFCCs ci, 
Cg, Cs, C4, Cg, Cy, Cg, Cg, Cio, cn , cig, AMFCCs Cs, C6, Cg, cio, C1 2 , and 
AAMFCCs Cl, Cg, C4 , Cs, cg, cio; standard deviation of MFCCs cg, cs, 
CG, Cy, Cg, Cio, cii, cig, AMFCCs Cl, Co, CIO, ci2 , and AAMFCCs ci, 
Cg, C4, CO, cio, C1 2 ; skewness of MFCCs ci, cg, cs, C4 , cy, cg, cio, cig, 
AMFCCs C4 , Co, Cy, Cg, Cg, CIO, cii, and AAMFCCs eg, cy, cg, cu , cig; 
kurtosis of MFCCs ci, cy, cio, C1 2 , AMFCCs cg, cio, and AAMFCC cs
Line
spectral
frequencies
( I s f )
165 maximum and minimum values, range, mean, linear and quadratic errors, 
standard deviation, and quartiles 1, 2 and 3 of /s/[l]; mean, skewness, 
quartile 3 ,  and inter-quartile range 1 — 2 of I s f [2]-, relative position 
of maximum, mean, linear and quadratic errors, standard deviation, 
skewness, quartiles 1, 2 and 3, and inter-quartile range 1 — 2 of Zs/[3]; 
maximum value, mean, linear regression coefficient 2, skewness, kurtosis, 
quartiles 2 and 3, and inter-quartile range 1 — 2 of ^s/[4]; mean, linear- 
regression coefficient 2, skewness, quartiles 1, 2 and 3, and inter-quartile 
ranges 1 — 2, 2 — 3 and 1 — 3 of ls/[5]; range, relative positions of maximum 
and minimum, mean, linear regression coefficient 2, linear and quadratic 
errors, standard deviation, skewness, kurtosis, quartiles 1, 2 and 3, and 
inter-quartile ranges 1 — 2, 2 — 3 and 1 — 3 of ^ s/[6]; maximum value, mean, 
linear regression coefficients 1 and 2, linear error, standard deviation, 
skewness, kurtosis, quartiles 1, 2 and 3, and inter-quartile ranges 2 — 3 
and 1 — 3 of /s/[7]; maximum and minimum values, range, mean, linear 
regression coefficient 2, linear and quadratic errors, standard deviation, 
skewness, kurtosis, quartiles 1, 2 and 3, and inter-quartile ranges 1 — 2, 
2 — 3 and 1 — 3 of /s/[8];
Continued on next page
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F ea tu re
ty p e
Selected
fea tu res
D eta ils  o f se lected  fea tu res
maximum and minimum values, range, linear regression coefficients 1 and 
2, linear and quadratic errors, standard deviation, skewness, quartiles 1, 
2 and 3, and inter-quartile ranges 1 — 2, 2 — 3 and 1 — 3 of AZs/[l]; 
maximum and minimum values, range, linear regression coefficient 1, 
skewness, kurtosis, and inter-quartile range 1 — 2 of AZs/[2]; maximum 
value, range, mean, linear regression coefficient 2, linear and quadratic 
errors, standard deviation, kurtosis, and quartile 3 of AZs/[3]; linear 
regression coefficient 1, standard deviation, and quartile 2 of AZs/[4]; 
linear regression coefficients 1 and 2, quadratic error, standard deviation, 
kurtosis, quartile 1, and inter-quartile ranges 1 — 2, 2 — 3 and 1 — 3 
of AZs/[5]; maximum and minimum values, range, relative position of 
maximum, linear regression coefficients 1 and 2, linear error, standard 
deviation, quartiles 1, 2 and 3, and inter-quartile ranges 1 — 2, 2 — 3 and 
1 — 3 of AZs/[6]; mean, linear regression coefficients 1 and 2, linear and 
quadratic errors, standard deviation, quartiles 1 and 3, and inter-quartile 
range 1 — 3 of A ls f[ 7 ] \  minimum value, range, mean, linear regression 
coefficient 2, linear and quadratic errors, standard deviation, skewness, 
quartiles 1 and 3, and inter-quartile ranges 1 — 2, 2 — 3 and 1—3 of AZs/[8]
Intensity
{ in t)
27 maximum value, range, relative position of maximum, mean, linear 
regression coefficient 2, linear and quadratic errors, standard deviation, 
skewness, quartiles 2 and 3, and inter-quartile ranges 1—2, 2—3 and 1—3 of 
in t]  maximum and minimum values, range, linear regression coefficients 1 
and 2, linear and quadratic errors, standard deviation, quartiles 1 and 3, 
and inter-quartile ranges 1 — 2, 2 — 3 and 1 — 3 of A i n t
Loudness
{loud)
29 maximum value, range, mean, linear regression coefficient 2, linear and 
quadratic errors, standard deviation, skewness, kurtosis, quartiles 2 and 
3, and inter-quartile ranges 1 — 2, 2 — 3 and 1 — 3 of loud] maximum and 
minimum values, range, relative position of maximum, linear regression 
coefficients 1 and 2, linear and quadratic errors, standard deviation, 
skewness, quartiles 1 and 3, and inter-quartile ranges 1 — 2, 2 — 3 and 
1 — 3 of A lo u d
Continued on next page
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F ea tu re
ty p e
Selected
featu res
D eta ils  o f se lected  fea tu res
Probability 
of voicing 
(prvo )
18 minimum value, relative position of maximum, mean, linear and quadratic 
errors, standard deviation, kurtosis, quartile 1, quartile 2, quartile 3, and 
inter-quartile ranges 2 — 3 and 1 — 3 of prvo] range, mean, kurtosis, 
quartiles 2 and 3, and inter-quartile range 2 — 3 of A p r v o
Zero- 
crossing 
rate (ZCR)
25 maximum value, range, mean, linear regression coefficient 2, linear and 
quadratic errors, standard deviation, quartile 1, quartile 2, quartile 3, and 
inter-quartile ranges 1 — 2 and 1 — 3 of ZCR; maximum and minimum 
values, range, relative position of minimum, mean, linear regression 
coefficients 1 and 2, linear and quadratic errors, standard deviation, 
quartile 1, and inter-quartile ranges 1 — 2 and 2 — 3 of AZCR
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Table F .8 : The best 660 audio features selected with Mahalanobis distance for the 
speaker-independent scenario using the SAVEE database.
F eature
ty p e
S elected
features
D eta ils  o f  se lec ted  features
Pitch (/o) 33 maximum value, relative position of maximum, mean, linear regression 
coefficients 1 and 2, linear and quadratic errors, standard deviation, 
skewness, kurtosis, quartiles 1,2 and 3, and inter-quartile ranges 1—2, 2—3 
and 1 — 3 of /o ;  maximum and minimum values, range, relative positions 
of maximum and minimum, mean, linear regression coefficients 1 and 2, 
linear and quadratic errors, standard deviation, kurtosis, quartiles 1 and 
3, and inter-quartile ranges 1 — 2, 2 — 3 and 1 — 3 of A / o
Duration 10 voiced speech duration, unvoiced speech duration, sentence duration, 
average voiced phone duration, average unvoiced phone duration, voiced- 
to-unvoiced speech duration ratio, average voiced-to-unvoiced phone 
duration ratio, speech rate, voiced-speech-to-sentence duration ratio, 
unvoiced-speech-to-sentence duration ratio
Energy 72 mean energy in the original speech signal and speech in the frequency 
bands 0 — 0.5 kHz, 0.5 — 1 kHz, 1 — 2 kHz, 2 — 4 kHz and 4 — 8 kHz; 
standard deviation of energy in the original speech signal and speech 
in the frequency bands 0 — 0.5 kHz, 0.5 — 1 kHz, 1 — 2 kHz, 2 — 4 kHz and 
4 — 8 kHz; minimum energy in the original speech signal and speech in 
the frequency bands 0 — 0.5 kHz, 0.5 — 1 kHz, 1 — 2 kHz, 2 — 4 kHz and 
4 — 8 kHz; maximum energy in the original speech signal and speech in 
the frequency bands 0 — 0.5kHz, 0.5 — IkHz, 1 — 2kHz, 2 — 4kHz and 
4 — 8 kHz; range of energy in the original speech signal and speech in 
the frequency bands 0 — 0.5kHz, 0.5 — IkHz, 1 — 2kHz, 2 — 4kHz and 
4 — 8 kHz; mean of first order difference of energy in the original speech 
signal and speech in the frequency bands 0-0.5 kHz, 1 — 2 kHz, 2 — 4 kHz 
and 4 — 8 kHz; standard deviation of first order difference of energy in 
the original speech signal and speech in the frequency bands 0 — 0.5 kHz, 
0.5 — 1 kHz, 1 — 2 kHz, 2 — 4 kHz and 4 — 8 kHz; minimum and maximum 
of first order difference of energy in the original speech signal; minimum, 
maximum and range of first order difference of speech signal energy in 
the frequency bands 0 — 0.5 kHz, 0.5 — 1 kHz, 1 — 2 kHz, 2 — 4 kHz and 
4 — 8 kHz; minimum, maximum and range of total log energy, and its first 
and second order difference; mean of total log energy;
Continued on next page
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Feature
ty p e
Selected
features
D eta ils  o f  se lec ted  features
mean of total log energy second order difference; standard deviation of 
total log energy, and its first and second order difference; kurtosis of first 
and second order difference of total log energy
Mel
frequency
cepstral
coefficients
(MFCCs)
187 minimum of MFCCs c i ,  C3, C4,  c g ,  c q , c y ,  c s ,  e g ,  c i o ,  c n ,  C 12 ,  
AMFCCs c i , C 2 , . . . , c i 2 ,  and AAMFCCs c i ,  0 2 ,  C3,  C4, cy , cg , c g ,  c i o ,  
c i i ,  C12; maximum of MFCCs C3, C5,  c g ,  c y ,  c n ,  AMFCCs c i ,  C2, C3,  c y ,  
C s ,  Cg, C i o ,  C 12 ,  and AAMFCCs C i ,  C3, C4,  C5, c e ,  c y ,  Cg,  c g ,  c i o ,  C n ,  C12;  
range of MFCCs C 4,  c g ,  cy , cg , c n ,  C12 , AMFCCs c i ,  C2,  C3, C4, e g ,  c y ,  
C s ,  Cg, CIO, c i i ,  C 1 2 ,  and AAMFCCs c i ,  C3,  C4, c y ,  c g ,  c g ,  c i o ,  c n ,  C12;  
mean of MFCCs c i ,  C3,  C4 , e g ,  c y ,  c g ,  cg , c i o ,  c n ,  C 1 2 ,  AMFCCs c i ,  C2,
C3, C4 ,  e g ,  Cy, Cg, Cg, C i o ,  C n ,  C12 , and AAMFCCs C I ,  Cg, C4, Cg, Cy,  Cg,
C i o ,  c i i ,  C12;  standard deviation of MFCCs c i ,  c g ,  e g ,  c y ,  c g ,  c i o ,  c n ,  c i 2 ,  
AMFCCs C l ,  Cg, Cg, C4, Cg,  c i o ,  c i i ,  C12 , and AAMFCCs c i ,  c s ,  C4, c y ,  c g ,  
Cg,  c i o ,  c i i ,  C12; skewness of MFCCs c i ,  C2, c g ,  C4,  c y ,  c i o ,  AMFCCs c i ,  
C2,  Cg, C4,  Cg,  Cy, C s ,  Cg, C i o ,  C n ,  C 12 ,  and AAMFCCs C i ,  C2, Cg, Cg,  C y ,  C s ,  
Cg,  CIO, C12; kurtosis of MFCCs c i ,  C2,  C4 , c s ,  c g ,  c i o ,  c n ,  AMFCCs c i ,
C s ,  CIO, C n ,  c i 2 ,  and AAMFCCs c i ,  C4, c g ,  c g ,  c y ,  e g ,  e g ,  c i o ,  c n
Line
spectral
frequencies
(Isf)
233 maximum and minimum values, range, relative position of minimum, 
mean, linear regression coefficient 2, linear error, quadratic error, 
standard deviation, skewness, kurtosis, quartile 1, quartile 2, quartile 3, 
and inter-quartile ranges 2 — 3 and 1 — 3 of Zs/[1]; maximum and minimum 
values, range, relative position of minimum, linear regression coefficient 1, 
linear regression coefficient 2, linear error, quadratic error, standard 
deviation, quartile 2, quartile 3, and inter-quartile ranges 1 — 2 and 2 — 3 of 
I s f  [2]] minimum value, range, relative position of maximum, mean, linear 
error, quadratic error, standard deviation, skewness, kurtosis, quartile 1, 
quartile 3, and inter-quartile range 1 — 3 of ?s/[3]; minimum value, range, 
relative positions of maximum, relative positions of minimum, mean, 
linear regression coefficient 1, linear regression coefficient 2, linear error, 
quadratic error, skewness, kurtosis, quartiles 1, 2 and 3, and inter-quartile 
ranges 1 — 2, 2 — 3 and 1 — 3 of is/[4j; maximum value, relative position 
of maximum, mean, linear regression coefficients 1 and 2, linear error, 
quadratic error, standard deviation, skewness, kurtosis, quartile 1, 2 and 
3, and inter-quartile ranges 1 — 2, 2 — 3 and 1 — 3 of ls/[5];
Continued on next page
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F eature
ty p e
S elected
features
D eta ils  o f  se lec ted  features
maximum and minimum values, range, mean, linear regression 
coefficients 1 and 2, linear and quadratic errors, standard deviation, 
skewness, kurtosis, quartiles 1, 2 and 3, and inter-quartile ranges 1 — 2, 
2 — 3 and 1 — 3 of /s/[6]; relative positions of maximum and minimum, 
mean, linear regression coefficients 1 and 2, linear and quadratic errors, 
standard deviation, skewness, quartiles 1, 2 and 3, and inter-quartile 
ranges 1 — 2, 2 — 3 and 1 — 3 of I s f  [7]; maximum and minimum values, 
range, mean, linear and quadratic errors, standard deviation, skewness, 
quartiles 1, 2 and 3, and inter-quartile ranges 1 — 2, 2 — 3 and 1 — 3 of 
Zs/[8]; maximum and minimum values, range, mean, linear regression 
coefficients 1 and 2, standard deviation, linear and quadratic errors, 
quartiles 2 and 3, and inter-quartile ranges 1—2, 2—3 and 1—3 of AZs/[l]; 
maximum and minimum values, range, relative position of minimum, 
linear regression coefficients 1 and 2, linear and quadratic errors, standard 
deviation, quartiles 1 and 3, and inter-quartile ranges 1 — 2, 2 — 3 and
1 — 3 of AZs/[2]; maximum and minimum values, range, relative position 
of minimum, mean, linear regression coefficients 1 and 2, linear and 
quadratic errors, standard deviation, skewness, kurtosis, quartiles 1, 2 and 
3, and inter-quartile ranges 1 — 2, 2 — 3 and 1 — 3 of AZs/[3]; maximum 
and minimum values, range, mean, linear regression coefficients 1 and 
2, skewness, quartiles 1, 2 and 3, and inter-quartile ranges 1 — 2,
2 — 3 and 1 — 3 of A /s / [4]; relative position of minimum, mean, linear 
regression coefficients 1 and 2, skewness, kurtosis, quartile 1, quartile 2, 
quartile 3, and inter-quartile ranges 1 — 2 and 2 — 3 of A/s/[5]; maximum 
and minimum values, range, mean, linear regression coefficients 1 and 
2, linear and quadratic errors, standard deviation, skewness, kurtosis, 
quartile 1, quartile 3, and inter-quartile ranges 1 — 2, 2 — 3 and 1 — 3 
of A/s/[6]; maximum value, mean, linear regression coefficients 1 and 
2, linear and quadratic errors, standard deviation, skewness, kurtosis, 
quartile 1, quartile 2, quartile 3, and inter-quartile ranges 1 —2, 2 — 3 
and 1 — 3 of A/s/[7]; minimum value, range, mean, linear regression 
coefficient 1, linear regression coefficient 2, linear and quadratic errors, 
standard deviation, kurtosis, and inter-quartile range 1 — 2 of A/s/[8]
Continued on next page
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Feature
ty p e
S elected
features
D eta ils  o f  se lec ted  features
Intensity
( in t )
31 maximum and minimum values, range, relative position of maximum, 
mean, linear regression coefficients 1 and 2, linear and quadratic errors, 
standard deviation, quartiles 1, 2 and 3, and inter-quartile ranges 1 — 2, 
2 — 3 and 1 — 3 of in t ;  maximum value, range, mean, linear regression 
coefficients 1 and 2, linear and quadratic errors, standard deviation, 
skewness, quartiles 1, 2 and 3, and inter-quartile ranges 1 — 2, 2 — 3 
and 1 — 3 of A i n t
Loudness
(loud)
35 maximum and minimum values, range, relative positions of maximum 
and minimum, mean, linear regression coefficients 1 and 2, linear and 
quadratic errors, standard deviation, skewness, kurtosis, quartiles 1, 2 
and 3, and inter-quartile ranges 1 — 2, 2 — 3 and 1 — 3 of loud; maximum 
and minimum values, range, mean, linear regression coefficients 1 and 2, 
linear and quadratic errors, standard deviation, skewness, quartiles 1, 2 
and 3, and inter-quartile ranges 1 — 2, 2 — 3 and 1 — 3 of A l o u d
Probability 
of voicing 
(prvo)
31 maximum value, range, relative position of maximum, mean, linear 
regression coefficient 2, linear and quadratic errors, standard deviation, 
skewness, kurtosis, quartiles 1, 2 and 3, and inter-quartile ranges 1 — 2, 
2 — 3 and 1 — 3 of prvo;  maximum value, relative positions of maximum 
and minimum, mean, linear regression coefficients 1 and 2, linear and 
quadratic errors, standard deviation, kurtosis, quartiles 1 and 3, and 
inter-quartile ranges 1 — 2, 2 — 3 and 1 — 3 of A p r v o
Zero- 
crossing 
rate (ZCR)
28 maximum value, range, mean, linear regression coefficients 1 and 2, linear 
and quadratic errors, standard deviation, skewness, kurtosis, quartiles 2 
and 3, and inter-quartile ranges 1 — 2, 2 — 3 and 1 — 3 of ZCR; maximum 
and minimum values, range, linear regression coefficients 1 and 2, linear 
and quadratic errors, standard deviation, kurtosis, quartile 1, and inter­
quartile ranges 1 — 2, 2 — 3 and 1 — 3 of AZCR
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