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ABSTRACT 
Normal-hearing listeners are good at focusing on the target talker while ignoring the 
interferers in a multi-talker environment. Therefore, efforts have been devoted to build 
psychoacoustic models to understand binaural processing in multi-talker environments 
and to develop bio-inspired source separation algorithms for hearing-assistive devices. 
This thesis presents a target-Equalization-Cancellation (target-EC) approach to the source 
separation problem.  The idea of the target-EC approach is to use the energy change 
before and after cancelling the target to estimate a time-frequency (T-F) mask in which 
each entry estimates the strength of target signal in the original mixture.  Once the mask 
is calculated, it is applied to the original mixture to preserve the target-dominant T-F 
units and to suppress the interferer-dominant T-F units.  On the psychoacoustic modeling 
side, when the output of the target-EC approach is evaluated with the Coherence-based 
Speech Intelligibility Index (CSII), the predicted binaural advantage closely matches the 
pattern of the measured data. On the application side, the performance of the target-EC 
source separation algorithm was evaluated by psychoacoustic measurements using both a 
closed-set speech corpus and an open-set speech corpus, and it was shown that the target-
EC cue is a better cue for source separation than the interaural difference cues. 
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CHAPTER ONE: INTRODUCTION 
1.1 Psychoacoustic model of binaural processing 
Binaural hearing is not only important for listeners to localize sound sources, but also 
critical for listeners to hear the target sound out from a noisy background. Early 
psychoacoustic experiments investigated the latter role of binaural hearing mainly with 
simple stimuli, for example, tones and broadband noise. Later, more complex and natural 
stimuli were used, such as speech and recorded environmental noise. Correspondingly, 
various binaural psychoacoustic models have been proposed to explain the empirical 
data. Among all the binaural models, the Equalization-Cancellation (EC) model (Durlach, 
1963) has been a dominant one because of its mathematical elegance and its applicability 
to a wide range of experiment data.  
 
Lots of the recent empirical data are from speech-on-speech experiments (e.g. Hawley et 
al. (2004), Marrone et al. (2008)).To model the spatial release from masking (SRM) 
observed in the speech-on-speech experiment, the EC model attempts to cancel the 
dominant noise source, where the dominance is either defined by long-time power (Wan 
et al., 2010) or short-time power (Wan et al., 2014), and the output of the EC model is 
then evaluated with a computational speech intelligibility metric, such as SII (ANSI, 
1997). The application of the EC model to explain the measured data in speech-on-speech 
experiment is mostly successful, except in one condition when the interferers are 
symmetrical to the target talker and a closed-set speech corpus is used (Marrone et al., 
2008). In that condition, in the empirical data there is a large SRM when small spatial 
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separation is introduced between the interferers and the target talker; however, the EC 
model only predicts a small SRM. Therefore, Chapter Two of this thesis proposed a 
binaural model that is based on the EC process, to explain the SRM pattern observed in 
speech-on-speech experiments.  
1.2 Binaural cue-based source separation algorithms 
Source separation algorithms have broad range of potential applications. For example, 
hearing-impaired listeners often struggle in environments where there are multiple sound 
sources and therefore algorithms that can separate the target out from the interferers 
would be helpful in those noisy environments. As normal-hearing listeners are good at 
focusing on the target source while ignoring the interferers, efforts have been devoted to 
build hearing-system-inspired source separation algorithms and this general category of 
algorithms is referred to as the Computational Acoustic Scene Analysis (CASA) 
algorithms. The CASA algorithms use auditory cues, including binaural cues, pitch and 
common onset/offset, to calculate a mask that preserves the target-dominant time-
frequency (T-F) units and suppresses the interferer-dominant T-F units (cf. Bronkhorst 
(2015)).  
 
The most-commonly used binaural cues in the CASA algorithms are the interaural time 
difference (ITD) and interaural level difference (ILD). Based on the calculated similarity 
between the calculated interaural differences of each T-F unit to the empirical interaural 
differences of each source’s direction, each T-F unit is assigned to the most similar 
source direction. A possible problem of this method is that the directions of every source 
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need to be estimated; however, in most noisy environment, the noise sources are 
innumerable and their directions are difficult to keep track of. On the other hand, 
psychoacoustic data has shown that human listeners only need the location of the target 
source to stay focused on the target. Therefore, a binaural source separation algorithm 
that only requires the direction of the target source would be more practical in real world 
and more similar to the human hearing system. Based on these considerations, Chapter 
Three of this thesis discusses the target-EC-based source separation algorithm that only 
requires the target’s direction as prior knowledge and compares its performance with the 
interaural-differences-based source separation algorithms.  
1.3 Organization of the thesis 
This thesis is mainly composed of three manuscripts. Chapter Two reproduces the 
manuscript “A binaural grouping model for predicting speech intelligibility in multi-
talker environments” published in Trends in Hearing (Mi and Colburn, 2016). This 
chapter describes a binaural grouping model that is based on using a new, EC-based 
process in a new way (to test for cancelation of the target).  This chapter also 
demonstrates that the proposed grouping model can predict the large SRM observed in 
the empirical data using the coherence-based speech intelligibility index (CSII) to 
measure the speech intelligibility of the separated output. Chapter Three reproduces the 
manuscript “Comparison of a target-equalization-cancellation approach and a localization 
approach to source separation” published in the Journal of the Acoustical Society of 
America (Mi et al., 2017). This chapter compares the performances of source-separation 
algorithms that are based on localization cues with those that are based on the target-EC 
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cue as described above. Performance is measured by direct comparison with a “gold 
standard” (the ideal binary mask or IBM) and also by human evaluation of the 
intelligibility of the separated output.  Chapter Four is a manuscript to be submitted later, 
which combines the target-EC approach with a continuous-value (non-binary) mask and 
also re-evaluates several source-separation algorithms using an open-set speech corpus.  
Finally, Chapter Five considers the state of the field and suggests future work both in the 
modeling of psychoacoustic data and in the development of source separation algorithms 
for hearing-assistive devices. 
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CHAPTER TWO: A BINAURAL GROUPING MODEL FOR PREDICTING 
SPEECH INTELLIGIBILITY IN MULTI-TALKER ENVIRONMENTS 
2.1 Abstract 
Spatially separating speech maskers from target speech often leads to a large 
intelligibility improvement. Modeling this phenomenon has long been of interest to 
binaural hearing researchers for uncovering brain mechanisms and for improving signal-
processing algorithms in hearing-assistive devices. Much of the previous binaural 
modeling work focused on the ‘unmasking’ enabled by binaural cues at the periphery, 
and little quantitative modeling has been directed toward the grouping or source-
separation benefits of binaural processing. In this paper, we propose a binaural model that 
focuses on grouping, specifically on the selection of time-frequency units that are 
dominated by signals from the direction of the target. The proposed model uses 
Equalization-Cancellation (EC) processing with a binary decision rule to estimate a time-
frequency binary mask. EC processing is carried out to cancel the target signal and the 
energy change between the EC input and output is used as a feature that reflects target 
dominance in each time-frequency unit. The processing in the proposed model requires 
little computational resources and is straightforward to implement. In combination with 
the Coherence-based Speech Intelligibility Index (CSII), the model is applied to predict 
the speech intelligibility data measured by Marrone et al. [J. Acoust. Soc. Am. 124, 1146-
1158 (2008)]. The predicted speech reception threshold matches the pattern of the 
measured data well, even though the predicted intelligibility improvements relative to the 
co-located condition are larger than some of the measured data, which may reflect the 
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lack of internal noise in this initial version of the model.  
2.2 Introduction 
Many empirical studies have shown that speech intelligibility can be improved by 
spatially separating the maskers from the target (Arbogast et al., 2005; Kidd et al., 2005b; 
Freyman et al., 1999). This intelligibility improvement is called spatial release from 
masking or SRM (Arbogast et al., 2005). Since decreased hearing ability in multi-source 
environments is a frequent complaint by hearing-impaired listeners, particularly when 
using hearing aids or cochlear implants, modeling SRM in complex sound environments 
is of interest to hearing researchers. Better understanding of the psychophysical issues 
involved in this process could lead to a better understanding of neural mechanisms 
involved and might stimulate the design of better sound-processing algorithms for 
hearing-assistive devices.  
 
Previous binaural models of SRM (Wan et al., 2014; Lavandier and Culling, 2010; Wan 
et al., 2010; Beutelmann et al., 2010; Beutelmann and Brand, 2006; Zurek, 1992; Levitt 
and Rabiner, 1967) focused on the ‘binaural unmasking’ aspects of processing, where 
unmasking refers to the enhancement of signal-to-noise ratio (SNR) by suppression of 
masker components with binaural processing. The Equalization-Cancellation (EC) model 
of Durlach (1963) is the most widely used model of binaural unmasking and has been 
used in several SRM modeling efforts. Levitt and Rabiner (1967) first adapted the EC 
model to predict improvement in speech intelligibility in broadband noise by applying the 
EC model separately in each frequency band and calculating the corresponding SNR.  
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These SNRs were then combined across frequency with the standard band-importance 
function (ANSI, 1997) to calculate the Speech Intelligibility Index (SII). This band-by-
band unmasking approach with the SII frequency combination was applied by Zurek 
(1992) to describe the dependence of speech intelligibility on the direction of 
unmodulated speech-shaped noise. This EC model was further developed to also apply to 
speech masked by other masker types including modulated noise, multiple speech and 
reversed-speech maskers (Wan et al., 2014; Lavandier and Culling, 2010; Wan et al., 
2010; Beutelmann and Brand, 2006). These models’ predictions have shown general 
agreement with experimental data when non-speech maskers are involved. When the 
maskers are speech, however, the predicted SRM is much smaller than measured data and 
shows little dependence on spatial separation relative to the data (Wan et al., 2010), 
which is possibly due to not considering the amplitude fluctuations of the speech 
maskers. In particular, with two maskers in different positions, a dominant masker can be 
cancelled (approximately) but the dominant masker varies over time. In order to exploit 
the amplitude fluctuations of speech signals, researchers developed short-time EC (or 
STEC) models which perform EC calculations in short time frames (Wan et al., 2014; 
Beutelmann et al., 2010).  For the speech-on-speech experiment, the dependence of 
speech reception threshold (SRT) on spatial separation can be successfully predicted by 
the STEC model, with the exception of the collocated condition; thus, the model fails to 
predict the large amount of SRM that is observed when maskers change from being 
collocated with to being separated from the target. With a spatial separation as small as 
15 degrees, the measured SRM can be as large as 10 dB (Marrone et al., 2008), while 
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predicted SRM is no larger than 1 dB (Wan et al., 2014).   
 
This unexplained SRM for the speech maskers case has been attributed to the existence of 
informational masking (Wan et al., 2014). Informational masking (Kidd et al., 2008) is a 
broad concept that generally refers to the confusability between target and maskers. In 
order to avoid confusion of the target with maskers in a multi-talker mixture, listeners use 
cues like pitch or spatial location to distinguish target speech components from masker 
speech components and to group target elements together across time and frequency. This 
process is referred to by Bregman (1990) as grouping. Unlike the abundant works on the 
psychoacoustic modeling of binaural unmasking, relatively little work has been done on 
the psychoacoustic modeling of binaural grouping [cf., review by Bronkhorst (2015)]. 
Most literature on grouping using binaural cues is found in the Computational Auditory 
Scene Analysis (CASA) domain (Jiang et al., 2014; Mandel et al., 2010; Roman et al., 
2006; Roman et al., 2003; Lyon, 1983); however, those studies focused on engineering 
solutions for source separation rather than proposing a physiologically plausible binaural 
grouping model. Thus, those models are seldom applied to predict data from 
psychoacoustical experiments.  
 
The study reported here proposes a grouping model based on binaural cues, and combines 
the grouping model with the Coherence-based Speech Intelligibility Index or CSII (Kates 
and Arehart, 2005) to predict SRM measured by Marrone et al. (2008). The model uses 
EC processing to estimate the strength of the signal from the target direction. 
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Specifically, signals from the left and right channels are equalized with the equalization 
parameters chosen to match the known (or postulated) target direction. Then, the 
equalized signals are subtracted (cancelled) to eliminate the signal from the target 
direction and the size of the residual is evaluated. If a time-frequency (T-F) region is 
dominated by target, the cancellation is likely to be successful with a small residue. In 
other words, if a T-F region has much less energy after EC processing compared with the 
energy before EC, that T-F region is likely to be dominated by the target. The output of 
the binaural model consists of the combined components from these target-dominated T-
F regions. The intelligibility of the resulting output is evaluated with the CSII measure. 
The proposed grouping model predicts a 6-10 dB larger SRM compared with the short-
time EC (or STEC) ‘unmasking’ model (Wan et al., 2014) and this prediction correlates 
well with human performance in Marrone et al. (2008). Another significant difference 
between the current model and past models is the ability to perform the binaural 
processing without a priori knowledge of the stimulus waveforms.  In the STEC model, 
for example, this knowledge is used to choose the equalization parameters that could 
maximally cancel the maskers in each time-frequency unit. In the current model, the only 
a priori knowledge assumed is the direction of the source of interest and the associated 
head-related transfer function (HRTF). 
2.3 Description of the binaural grouping model 
The grouping model proposed here is fundamentally a mechanism using binaural cues to 
select time-frequency intervals of the input waveforms that are dominated by the target. 
Target direction and the associated interaural time/level differences (ITD/ILD) of target 
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direction are assumed to be known a priori (i.e., the HRTF is assumed known for the 
target direction). A block diagram of the proposed model is shown in Figure 1. The 
model consists of the following four stages: (1) a linear-filter model of the auditory 
periphery; (2) an Equalization-Cancellation (EC) process applied to time-slices of the 
filtered signals to show the relative strength of the target signal in each time-frequency 
unit; (3) estimation of a binary mask based on reduction of the signals by the EC 
processing; (4) reconstruction of the binaural target signal by applying the binary mask to 
the input signals.  
 
Figure 1. Diagram of the proposed binaural grouping model. The input to the model is 
binaural multi-talker mixtures. The model consists of four stages: (a) peripheral processing, 
(b) equalization-cancellation of target, (c) estimation of ideal binary mask, and (d) target 
signal reconstruction. 	
The input of the model is a binaural mixture that is generated by two or more speech 
sources at different locations. If the binaural mixture is from collocated speech sources, 
the model will not be able to use binaural cues to group target elements together. So, for 
the collocated case, the binaural signals will simply pass through the linear filter stage 
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and get reconstructed with an all-unity binary mask, essentially skipping the second and 
the third stages.  The collocated stimuli still need to go through peripheral processing 
because the auditory filterbank in the peripheral processing stage could introduce 
temporal distortions to the original signal. So if a speech intelligibility metric that is 
sensitive to temporal alignment is used for evaluating intelligibility of the model’s output, 
all the stimuli have to go through peripheral processing stage to avoid temporal mis-
alignment.  
 
The peripheral processing stage is simulated with a bank of bandpass filters. The 
filterbank here includes 32 gammatone filters implemented in the MATLAB Auditory 
Toolbox (Slaney, 1998). The center frequencies of the filters range from 80 Hz to 6 kHz 
and are spaced uniformly on a logarithmic scale.  
 
The goal of the second stage is to cancel out the target signal from the mixture. In each 
frequency channel, the left-filtered waveform and right-filtered waveform are equalized 
and cancelled (EC) with the interaural time difference and interaural amplitude ratio 
corresponding to the target direction chosen as the EC parameters. Equation 1 below 
summarizes the EC process: 
 𝑌" 𝑡 = 	 1𝛼" 𝐿" 𝑡 + 𝜏"2 −	 𝛼"𝑅" 𝑡 − 𝜏"2  (1) 
In this Equation,	𝐿"(t) and 𝑅"(𝑡) represent the filtered left-ear and right-ear waveforms for 
the 𝑖12	frequency channel before EC processing; the variables 𝜏"  and 𝛼"  stand for the 
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intrinsic interaural time difference and amplitude ratio between two ears for the target 
direction; and 𝑌"(𝑡)  represents the 𝑖 th channel output after EC processing. In the 
equalization step, the left and right signals are time-aligned and amplitude adjusted using 
the interaural parameters of target direction. Then, in the cancellation step, the difference 
between the equalized left and right waveforms is calculated, which represents the 
residual of the mixture after cancelling the target signal. Note that by cancelling the target 
signal, the masker signal might be boosted when the target signal has a large ILD; 
however, unlike classic use of the EC model, this EC processing is only used as a method 
for cancelling the target in order to estimate its relative strength compared to the maskers. 
The EC output is not directly used as the model’s output. The internal noise that is 
present (Durlach, 1963) in classic EC implementation is not taken into consideration 
here, primarily because this model is intended to be a proof-of-concept model for 
grouping using binaural cues.  In the future, a more refined model should include internal 
noise in the binaural processing.  Note also that this model can be also applied as a 
computational auditory scene analysis algorithm, and any internal noise would be omitted 
for that purpose. 
 
The goal of the third stage is to estimate an ideal binary mask (IBM) based on the target 
cancellation result described previously. The IBM is an energy-based binary mask that 
preserves the time-frequency (T-F) regions with positive SNR and that silences the T-F 
regions with negative SNR. The IBM has been shown to be a reasonable goal for source 
segregation algorithms in Computational Auditory Scene Analysis (CASA) (Wang, 2005). 
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We adopted this concept from CASA for psychoacoustic modeling. In the proposed 
model, each filtered signal was divided into 20-ms time slices using Hamming 
windowing with 50 percent overlap. In each time-frequency unit, the output-to-input ratio 
(OIR) is calculated as specified in Eq. 2 (cf., Roman et al., 2006): 
 𝑂𝐼𝑅 𝑖, 𝑗 = 10 ∗ 𝑙𝑜𝑔	<= 𝑌",>(𝑡) ? 𝑑𝑡0.5 ∗ ( 𝐿",>(𝑡) ?𝑑𝑡 + 𝑅",>(𝑡) ?𝑑𝑡) (2) 
In Equation 2, 𝑌",> 𝑡 	represents the target-cancelled output in the 𝑖th frequency channel 
and the 𝑗th time slice; and 𝐿",>(𝑡)and 𝑅",>(𝑡)represent the left and right filtered signals of 
that T-F unit before target-cancellation. So, the denominator represents the average input 
energy of the EC stage and the numerator is the output energy of the EC stage, both 
computed for each T-F unit. The 𝑂𝐼𝑅 variable is used to indicate the relative strength of 
the target in a T-F unit (Roman et al., 2006). Suppose a T-F unit consists of only target 
signal; the numerator will then be approximately zero due to the nearly perfect 
cancellation and OIR will go to minus infinity (as a decibel measure). Otherwise, when 
sources from other directions dominate a T-F unit, cancellation of target will not 
effectively suppress the other sources and OIR will stay relatively large. In other words, 𝑂𝐼𝑅 is an indicator of SNR in the original T-F unit. Because the ideal binary mask is 
generated by imposing a threshold on SNR for the binary decision, a decision threshold 𝐷(𝑓) is imposed on OIR to create the OIR-based mask. The decision threshold 𝐷(𝑓) is a 
function of frequency 𝑓  due to the frequency-dependency of binaural cues.  For the 
binary decision, if a T-F unit has an OIR greater than the threshold 𝐷(𝑓), it will be 
labeled as 1 in the estimated binary mask; otherwise, it will be labeled as 0. The setting of 
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the threshold 𝐷(𝑓) is critical to the model. How the threshold is set in the proposed 
model and how human listeners could potentially set the threshold internally will be 
discussed in section III.  
 
The last step is the application of the estimated binary mask to the original binaural 
mixture. Those T-F units that are labeled as 1 will be preserved and the T-F units that are 
labeled as 0 will be replaced by zero. The same binary mask will be applied to the left-ear 
and right-ear mixtures separately. The masked binaural signals are summed across 
frequency at each ear and the summed broadband binaural signals form the output of the 
binaural model. The signal at the better ear, namely the ear with higher SNR before 
processing, goes on to be evaluated by the speech intelligibility model.  
2.4 Specification of model parameters 
In order to study and evaluate the proposed model, we simulate a set of binaural stimuli 
using head-related transfer functions measured in anechoic conditions. In the simulation, 
a female target-talker was placed in the front, and two female masker-talkers were placed 
symmetrically at +/-60 degrees to the target talker. The Coordinate Response Measure 
(CRM) corpus (Bolia et al., 2000) was used as speech source for all talkers; the masker 
talkers and the target talkers were different female voices from the same corpus. The 
simulated scenarios are designed to be similar to the experiment done by Marrone et al. 
(2008) for convenient comparison purposes.  
2.4.1 The relationship between SNR and OIR 	
Figure 2 shows a scatter plot of individual T-F units’ SNR (SNR measured before the 
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application of HRTFs) and OIR values for a frequency channel centered at 950 Hz with a 
120-Hz bandwidth. The plotted data are computed from 10 sets of three-talker mixtures. 
Figure 2(a) shows the case when the target is in front. It can be seen that, in the positive 
SNR region, OIR has an approximately linear relationship with SNR. The more target 
energy in a T-F unit, the more energy will get cancelled in the EC step; thus, higher SNR 
leads to lower OIR. In the negative SNR region, OIR doesn’t vary much with SNR 
because the proportion of cancelled target energy over total mixture energy is becoming 
negligible. Especially in the very low SNR region (SNR below -20dB), the OIR only 
deviates slightly around 10dB and is not correlated with SNR. Figure 2(b) shows the case 
when the target is at 60 degrees. It can be seen when the target is off-front, the OIR is still 
a good indicator of the SNR. A similar pattern between SNR and OIR has been observed 
for the other frequency channels. Based on these observations, it can be concluded that 
OIR is a good indicator of the polarity of SNR in the anechoic condition.  
 
Figure 2. Scatterplots of the OIR to the SNR for each time slices in a frequency channel 
centered at 950 Hz. Circle symbol represents the T-F unit with positive SNR and cross 
symbol represents the T-F unit with negative SNR. The three talkers are at 60, 0, and _60 
degrees, respectively. (a) The target talker is at front. (b) The target talker is at 60 degrees.  
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2.4.2 Optimal threshold setting 	
As mentioned above in Section II, a frequency-dependent OIR threshold needs to be 
chosen for the estimation of the ideal binary mask in stage three of the processing. Setting 
the threshold properly is crucial for the predicted intelligibility by the model. We define 
the optimal threshold as the threshold that leads to the most accurate estimation of the 
ideal binary mask. The optimal threshold can be influenced by many factors, including 
frequency, spatial configuration, and room characteristics. First, as mentioned above, the 
relationship between SNR and OIR varies due to the frequency-dependence of binaural 
cues; thus, the optimal threshold needs to be set for each frequency channel individually. 
Second, the binaural interactions of multiple sources change when the spatial 
configuration change; therefore, the optimal thresholds need to be set for each spatial 
configuration as well. And last, room characteristics like reverberation have a huge 
impact on the binaural properties of the sound, so the threshold also depends on the room 
characteristics. The currently proposed binaural grouping model is only intended to 
model empirical data measured in anechoic conditions and there is no further discussion 
here of how optimal thresholds are affected by room acoustics. This important question 
will be addressed in future work.  
 
In the model analyzed here, the optimal threshold is defined as the threshold that 
minimizes the difference between the estimated binary mask and the ideal binary mask. 
To quantify the difference, two types of error are counted: false-positive errors and false-
negative errors. A false-positive error is made when a T-F unit is labeled as 1 in the 
estimated mask while it is labeled as 0 in the ideal binary mask. That happens when a T-F 
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unit with negative SNR has OIR below the threshold. A false-negative error is made 
when a T-F unit is labeled as 0 in the estimated mask while it is labeled as 1 in the ideal 
binary mask. That happens when a T-F unit with positive SNR has OIR above the 
threshold. Based on the definitions of the two types of error, we then calculate the 
receiver-operating-characteristic (ROC) curve by moving the OIR threshold from one 
direction to the other direction. With equal weight placed on false positive error and false 
negative error, the point with minimal error rates is identified on the ROC curve. We 
choose to give equal weights to the two types of error, but the threshold could be easily 
adjusted to accommodate different weights for different error types. Past studies have 
argued that false positive error is more detrimental to speech intelligibility in binary-
mask-processed sound (Yu et al., 2014; Li and Loizou, 2008); however, there is still 
controversy (Kressner and Rozell, 2015) and no definitive conclusion has been reached. 
So whether a different weighing of error could lead to intelligibility improvement of the 
model’s output could be a future research direction.   
 
Figure 3. (a) Error rates of the estimated binary mask compared with the ideal binary mask. 
The two dashed lines represent false positive and false-negative error rates, respectively. The 
solid line represents the total error rate. (b) Optimal OIR thresholds of each frequency channels 
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for two different spatial configurations: 1. Maskers are 15° symmetrically separated from 
target; 2. Maskers are 60° symmetrically separated from the target. 
 
Figure 3(a) shows how the error rates of different frequency channels vary, assuming 
optimal thresholds for the previously described simulated scenario: anechoic room, two 
maskers symmetrically located, and an overall SNR of -3dB. First, it can be observed 
that, especially for frequencies above 500Hz, the error rates are below a level of 0.35, 
which is slightly worse than the state-of-art performance of a binaural-cue-based source-
segregation algorithm (Jiang et al., 2014). Second, the particularly high error rates below 
500Hz are expected from two factors. The first factor is the broader distribution of energy 
over the time-frequency units. This is due to the facts that speech energy is more densely 
distributed over the frequency bandwidths in low-frequency auditory filters compared 
with in high-frequency auditory filters (Mi and Colburn, 2015; Lewicki, 2002) and that 
the narrower bandwidths of low-frequency auditory filters lead to a wider spread of 
speech energy in time. Thus, energy distributions from different sources tend to overlap 
with each other in time and in frequency. Therefore, below 500Hz, there is little chance 
that one T-F unit is clearly dominated by one source. As a result, the grouping of T-F 
units will not be very useful in this region. The second factor is that the naturally 
occurring ITDs for spatial separations are not strongly frequency dependent, but the 
resulting IPDs depend on the center frequency.  This implies that the phase differences 
for different sources are smaller at lower frequencies, and would provide less cancelation 
in the subtraction process. Figure 3(b) shows the optimal thresholds for two spatial 
configurations: (1) target at front, two maskers separately at +/-15 degrees; (2) target at 
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front, two maskers separately at +/-60 degrees. Note first that the variation of optimal 
threshold can be as large as 8dB across frequency channels, and thus setting the threshold 
to a value independent of frequency would have adverse impact on the performance. Note 
also that the change in spatial configuration may cause a threshold change as large as 
10dB. The difference between the thresholds for these two spatial configurations also 
shows frequency dependency.  
 
The determination of the optimal threshold in stage three must be specified, and this may 
be difficult for an unfamiliar condition. The method described in the previous paragraphs 
only applies when the waveforms of the target and maskers are known for a period of 
time to allow the estimation of the thresholds. In real-life situations, the opportunity to 
get separate estimates of target and maskers is rare; however, there is evidence showing 
that binaural speech intelligibility in a background of maskers can be improved by pre-
exposure to the listening environment (Brandewie and Zahorik, 2010; Kidd et al., 2005a). 
Hence, a listening-history-based solution is proposed for finding sub-optimal thresholds. 
The idea is that the units with OIR values at the lower end of the OIR distribution are 
always desirable. Thus, a short history of OIR could be accumulated to estimate OIR 
distributions for each frequency channel. Then, the proportion of target-dominant units 
over the whole accumulation time period should be estimated. For example, in the 
simulated three-speaker scenario, the proportion of target-dominant T-F units is estimated 
to be 100 ÷ 3 ≈ 33	percent. This estimation is made based on the assumption that the 
speech signals are orthogonal to each other in the time-frequency domain and the speech 
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signals are roughly equal in long-term power. In that case, the chance of a T-F unit 
dominant by target source is one third. The assumption of orthogonality is over-idealized 
but supported to some extent by analysis of speech in the time-frequency domain (Yilmaz 
and Rickard, 2004). With the accumulated OIR distribution and the estimated percentage, 
the accumulated OIR are ranked from the lowest value to the highest value. Also, an 
index is calculated by multiplying the estimated percentage (33 percent is used here) by 
the total number of time units. Finally, the indexed value of the ranked OIR distribution 
is used as the threshold for the corresponding frequency channel. Figure 4 shows how the 
estimated thresholds change with increasing accumulation time for the simulated 
scenario. As can be seen, the estimated thresholds converge to the optimal thresholds 
within one second for frequency channels for most frequency region. The strongest 
deviations are in the frequency channels below 500Hz. However, in that frequency 
region, binaural grouping itself probably won’t be very useful in enhancing intelligibility 
so the threshold is not that important. Overall, this OIR-history-based method provides a 
good solution to the threshold-setting problem.  
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Figure 4. Estimated OIR thresholds at different accumulation times. The dash lines show 
the OIR thresholds estimated in the way proposed in the text with different amounts of 
accumulation time. The solid line shows the optimal thresholds that were chosen to 
minimize error rates compared with the ideal binary mask. 
 
2.5 Model predictions compared with psychoacoustic data 
The model was applied to predict human performance in the speech intelligibility tasks 
described in Marrone et al. (2008) . Specifically, they measured the binaural SRTs for a 
target speech sentence masked by two speech maskers that were located symmetrically 
with respect to the frontal target. The experiments were conducted using loudspeakers in 
a large sound booth (12’4’’ long, 13 wide, 7’6’’ high) with very low reverberation (6.3 
dB direct-to-reverberant ratio and 0.06 sec reverberation time).  The target and masker 
sentences are from the CRM corpus with different female talkers. The CRM sentences 
follow the structure ‘Ready <call sign> go to <color> <number> now’. The <color> and 
<number> choices are made randomly (without replacement for the three speech signals) 
for each of the presentations. Subjects are asked to report the color and number spoken by 
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the front target, which always has ‘Baron’ as the call sign. In this paper, we simulated 
their experimental condition with anechoic head-related impulse responses from the 
CIPIC database. Marrone’s data were specifically chosen here for modeling for two 
reasons: First, in their experiments the maskers are symmetrically distributed with respect 
to the target; there is no monaural ‘better-ear’ acoustical advantage to confound the 
analysis of the binaural system’s role in spatial release from masking. Second, both target 
and maskers are spoken by female talkers in their study; therefore, pitch separation will 
play a small role in performance. This is good for the analysis here because pitch 
separation could also lead to release from informational masking, which would be 
another cue-dimension in addition to the spatial cues.  
 
For the predictions here, as is described above, the binaural mixture first went through the 
binaural grouping model as described above and the Coherence-based Speech 
Intelligibility Index (CSII) (Kates and Arehart, 2005) of the model output was calculated. 
Only the keywords (color and number) portion of output is used for CSII calculation 
because the other part of the sentence has little effect on the performance. To calculate 
the CSII, the first step is to calculate the magnitude-squared-coherence of output signal to 
target signal in each T-F unit; then, the signal-to-distortion ratio (SDR) is derived from 
the coherence value; finally, SII was calculated by replacing the SNR with the SDR 
without changing the importance weightings of frequency bands (ANSI, 1997). The 
detailed calculation of CSII is described in Kates and Arehart (2005). The CSII measure 
was chosen because it has been shown to be one of the best predictors for speech 
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intelligibility in fluctuating noise conditions (Ma et al., 2009). Although SII is the most 
widely used speech intelligibility model (Wan et al., 2010; Hawley et al., 2004), it is not 
suitable for evaluating the intelligibility of the binary mask-processed sound. For 
example, suppose in a frequency channel there is only one T-F unit preserved and the 
SNR of that T-F unit is very high; this condition would lead to a high SNR estimation 
(the estimated SNR is equal to the SNR of the one preserved T-F unit) of the output of 
that channel even though the true long term SNR of that frequency channel might be low. 
Compared with SII, CSII won’t have this problem because it is based on the coherence 
between the output signal to the target signal in all time intervals. So if too little target is 
preserved, the coherence of the output signal to desired target will be low.  
 
 
Figure 5. (a) CSII-SNR curves. The CSII values are calculated for the binaural grouping 
model’s output at different Target-to-Masker (T/M) Ratio (approximately 3 dB higher than 
SNR in the three-talker condition). The line with open symbols is for the collocated 
condition and the line with solid symbols is for 15° separation condition. (b) Simulated and 
measured speech reception threshold. Symbols are the measured data replotted from 
Marrone et al. (2008). The horizontal axis labels the locations of maskers in degree. The 
solid curve is the model prediction using the (0,0) case as reference, and the dashed curve is 
the prediction using the (-90,90) case as reference. The shaded area shows one standard 
deviation of the predictions. 
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The CSII is based on the SII; and, like the SII, the CSII value depends on multiple factors 
like speech materials and masker types. Thus a CSII criterion has to be chosen for the 
specific experiment setting for predicting SRT. Here, the CSII criterion was chosen such 
that the SRT of the collocated condition matched the empirical data. Figure 5(a) shows 
two SNR-CSII curves, one for the collocated condition and one for the model-processed 
spatially separated condition. In the measured data, the SRT for the collocated condition 
(labeled in Fig. 5(a) as SRTr) is around 3 dB, so the CSII criterion was set as 0.4 to match 
the measured data of the collocated condition. Using this criterion, a prediction for the 15° separation could be made by identifying the point matching the CSII criterion on 
SNR-CSII curve for the 15° separation. The predicted SRT (labeled in Figure 5(a) as 
SRTp) is approximately -10 dB.  
 
Figure 5(b) shows both the measured and predicted binaural SRTs for different angles of 
spatial separations. Each prediction is the mean and standard deviation of 25 repetitions 
with different target and masker stimuli. The standard deviation, represented by the 
shaded area, is calculated from the standard deviation of CSII by assuming a local linear 
relationship between CSII and SRT. In both measured and predicted data, the largest SRT 
change happens when maskers change from collocated with the target to 15° 
symmetrically separated from the target. A separation as small as 15° can lead to a spatial 
release from masking (SRM) as large as 10dB in the measured data and 13dB in the 
predicted data. Further separations between target and maskers only generate an 
additional 3 dB of SRM. In general, the predicted SRT matches the pattern of measured 
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SRT very closely (For convenience of seeing the pattern, predictions with (-90,90) as 
reference condition are plotted in Fig. 5b, represented by the dashed curve; as can be 
seen, by choosing a different CSII criterion, the predicted SRT match most of the 
measured SRTs except the collocated SRT). However, the predicted SRT for separations 
of 15 degrees and more is always 3 to 4 dB lower than the measured data. This offset 
could be due to multiple reasons. The first possibility is that binaural noise is not 
considered in carrying out the EC processing in the current implementation (Durlach, 
1963), which would reduce the benefit of using binaural cues; second, the OIR thresholds 
involved in the prediction are set optimally while it is unclear whether listeners could 
operate the selection of target components optimally; lastly, the application of the binary 
mask in the model only allows the selected components to pass through while completely 
shutting off all the sound in other T-F units. It’s unlikely that the brain carries out a 
completely binary operation, so the unwanted components might still be able to distract 
the listeners. Whether to replace the silenced region with appropriate noise or use a non-
binary mask could be addressed within future versions of the model.  
2.6 Discussion 
This paper proposes a binaural grouping model that is straightforward in implementation 
and that accurately predicts the pattern of spatial release from masking (SRM) of the 
measured data in Marrone et al. (2008). In the grouping model, a binary decision is made 
for each individual T-F unit to determine whether it is dominated by the target-direction 
component or not. The key feature for the decision-making is the amount of energy 
decrease after EC processing is carried out to cancel the target. The energy decrease is 
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measured by the output-to-input ratio (OIR). A large energy decrease is expected only 
when the interaural time difference (ITD) and interaural level difference (ILD) match 
those for the target direction and when the interaural coherence (IC) is relatively high. 
Lacking any of the three conditions will not result in a large energy decrease when the 
target is cancelled using EC processing. Thus, the OIR measure can be considered as 
combining the three most important binaural features: ITD, ILD and IC. This is also one 
particular benefit of using E-C processing rather than cross-correlation method to 
calculate the measure used for binary mask estimation. Suppose cross-correlation method 
is used to calculate ITD and IC for each T-F unit; then, combined with the high-
frequency-dominant ILD cue, the binary decision has to be made on a two or three-
dimension feature space, namely ITD+ILD or ITD+ILD+IC. Modeling the statistical 
distribution of the multiple binaural features is not easy, which is likely to require pre-
learning of the distribution (Roman et al., 2003). Therefore, by using EC processing, the 
binary decision can be made based only on a single variable, OIR, which is less complex 
than making decision on a multiple-dimensional feature space.    
 
The proposed model is an initial effort for quantitative modeling of the grouping stage of 
auditory processing [cf., review by Bronkhorst (2015)]. Though studying binaural-cue-
based grouping has a long history in CASA (Jiang et al., 2014; Mandel et al., 2010; 
Roman et al., 2006; Roman et al., 2003; Lyon, 1983), the main goal of those studies is to 
develop and optimize source separation algorithms for computing devices. Therefore, 
those algorithms usually require pre-training for each listening environment and are 
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computationally intense. For example, the algorithm by Mandel et al. (2010) optimizes 
localization and separation of sources simultaneously and achieves state-of-the-art 
source-separation performance. However, it is a batch-processing algorithm and is 32 
times slower than real-time measured by computational power of that time.  Though not 
biologically plausible, previous CASA studies set a good basis for quantitative modeling 
of human performance. The grouping model proposed here is inspired by the target-
cancellation idea of Roman et al. (2006). Unlike most CASA algorithms that segregate 
streams from all the sources simultaneously, Roman’s algorithm only segregates the 
target stream from background sources. This is very similar to human perception of 
foreground and background sound. This model proposed here makes several 
improvements to Roman’s algorithm. In Roman et al. (2006), a few seconds of clean 
target is required to adaptively train a filter to cancel the target, which might be 
unrealistic to operate in a real environment. To circumvent this problem, the proposed 
model uses the HRTF of target direction and EC processing, a heuristic method to cancel 
the target. Another problem is that the OIR thresholds are set as a constant for all 
frequency channels and all conditions in Roman et al. (2006), which could harm the 
separation performance as shown in the Results section. The current model addresses this 
issue by proposing a history-based threshold-setting strategy. With these improvements, 
the proposed model requires minimal amounts of pre-training and computational 
resources, making it biologically plausible and computationally sensible.  
 
Previous psychoacoustic binaural modeling that focused on binaural-enabled 
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‘unmasking’ failed to predict the big improvement in speech intelligibility for even small 
degrees of separation of the speech target and maskers. Besides the failure on the 
modeling side, experiments have also shown that the SRM in speech-on-speech 
experiment does not mainly depend on an unmasking-based mechanism (Schoenmaker et 
al., 2016; Schoenmaker and van de Par, 2016). Instead of focusing on unmasking, the 
proposed model focused on grouping based on binaural cues, which represents a 
subsequent stage after peripheral and brainstem levels. The SRM predicted by the 
proposed model fits the measured data from the speech-on-speech experiment well, 
which suggests that binaural-cue-based grouping, rather than unmasking, contributed 
most to the improved speech intelligibility when speech sources are spatially separated. 
Many factors, like attention, can actively interact with the grouping process (Best et al., 
2008; Kidd et al., 2005a). Though attention is not explicitly modeled here, it could play a 
role at multiple stages of this model, including which sound direction to cancel and 
determining the optimal threshold. For example, once the target direction changes, 
attention resources are possibly required to analyze the short history of OIR to determine 
the optimal threshold. To combine an attention model with the current binaural model 
would be an interesting direction to pursue.  
 
Binaural cues are the only grouping cues used in the proposed model; however, the role 
of binaural cues in grouping is controversial. Though binaural cues could lead to large 
spatial release from masking, previous studies have also shown the ITD cue plays a weak 
role in grouping on short-time scales (~100ms) (Schwartz et al., 2012; Culling and 
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Summerfield, 1995). Culling and Summerfield (1995) showed that listeners could not 
identify synthetic vowel-like sounds through across-frequency grouping based on 
common ITD; however, the stimuli they used are unmodulated narrowband noises which 
are unlike natural sounds and Stern et al. (2006) have shown that, by adding natural 
amplitude or frequency modulation in the synthetic vowels, listeners could use common 
ITD to group sound components together across frequency. In another study of ITD’s 
role in grouping, Schwartz et al. (2012) used more complex synthetic stimuli that share 
similarities to natural sounds while lacking grouping cues like harmonicity and co-
modulation. Although they pointed out that ITD plays a weak role in promoting target 
segregation, the effect of ITD is statistically significant in their data. Moreover, their 
complex stimuli are not sparse in time-frequency domain like natural speech. In their 
second experiment, they showed that by reducing the spectral-temporal overlap between 
target and masker, the effectiveness of ITD in promoting source segregation was 
improved significantly. Therefore, some aspects of their study support the present 
model’s assumption that for stimuli that are sparse in time-frequency domain (like 
speech), binaural cues can be used to distinguish target components from the sound 
mixture.  The proposed model only uses binaural cues as a starting point for 
psychoacoustic modeling of grouping; other grouping cues available in natural speech, 
like pitch and common onsets/offsets, would also play a role in speech-on-speech 
experiments.  
 
In addition to being a psychoacoustic model of binaural grouping, the model also has the 
		 30 
potential to be a target-enhancing algorithm in hearing-assistive devices. Hearing-
impaired listeners have difficultly picking out the target in complex listening situations, 
and efforts have been devoted to developing source-segregation algorithms to alleviate 
users’ difficulties in noisy situations. The model proposed here is easy to implement and 
doesn’t require many computational resources, making it plausible as a signal processor 
in hearing aids. Additionally, the parameters in the model, including target direction and 
OIR thresholds, could be adjusted intuitively, unlike the non-intuitive parameters in more 
complicated algorithms. This could provide users the benefit of adjusting the related 
hearing-aid settings according to their own preferences. For example, if a user prefers 
more direction-focused speech, the OIR thresholds could be set to a lower level to allow 
fewer T-F units through. In contrast, if a user prefers a more complete sound image with 
a slight enhancement of the target, the OIR threshold could be set to a higher level to 
filter out fewer T-F units. Users could also adjust the OIR thresholds according to 
different room acoustics, like the adaptation to room acoustics by normal hearing 
listeners (Brandewie and Zahorik, 2010). Future work on adapting the model into a 
practical algorithm could focus on identifying the optimal threshold for noise-masker 
case and studying the model’s behavior in reverberant condition.  
 
This model raises many questions. On the psychoacoustical modeling side, future work is 
needed to determine the general utility of this approach to modeling of speech-on-speech 
situations. For example, binary masks could also be derived based on pitch, common 
onsets/offsets and co-modulation; how that could be done in a straightforward way and 
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how to combine the binary masks derived using different cues in a probabilistic way 
remain open questions. Also, the validity of using binary masks for psychoacoustic 
modeling needs to be examined. Listeners have shown the ability to listen in gaps; 
however, whether the listening-in-gaps strategy operates in the brain in a similar way to 
applying a binary mask to the original mixture is not clear. It seems likely that the human 
hearing system adopts a more complex and powerful grouping mechanism than simply 
applying binary masks. But for initial exploration of psychoacoustic modeling of 
grouping, the application of binary masks is a reasonable simplification of the problem.  
On the engineering solution side, future work on adapting the model into a practical 
algorithm could focus on identifying the optimal threshold for different types of noise 
maskers and studying the model’s behavior in reverberant conditions. 
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CHAPTER THREE: COMPARISON OF A TARGET-EQUALIZATION-
CANCELLATION APPROACH AND A LOCALIZATION APPROACH TO 
SOURCE SEPARATION  
3.1 Abstract 
Interaural differences are important for listeners to be able to maintain focus on a sound 
source of interest in the presence of multiple sources. Because interaural differences are 
sound localization cues, most binaural-cue-based source separation algorithms attempt 
separation by localizing each time-frequency (T-F) unit to one of the possible source 
directions using interaural differences.  By assembling T-F units that are assigned to one 
direction, the sound stream from that direction is enhanced.  In this paper, we propose a 
different type of binaural cue for source-separation purposes.  For each T-F unit, the 
target-direction signal is cancelled by applying the equalization-cancellation (EC) 
operation to cancel the signal from the target direction; then, the dominance of the target 
in each T-F unit is determined by the effectiveness of the cancellation. Specifically, the 
energy change from cancellation is used as the criterion for target dominance for each T-
F unit.  Source-separation performance using the target-EC cue is compared with 
performance using localization cues.  With simulated multi-talker and diffuse-babble 
interferers, the algorithm based on target-EC cues yields better source-separation 
performance than the algorithm based on localization cues, both in direct comparison 
with the Ideal Binary Mask and in measured speech intelligibility for the separated target 
streams.  
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3.2 Introduction 
Normal-hearing listeners are adept at focusing on the sound source of interest when in the 
presence of other sound sources; this phenomenon is called the cocktail party effect 
(Cherry, 1953).  In contrast, hearing-impaired listeners often struggle in challenging 
listening environments (e.g., those that are noisy and/or that have multiple simultaneous 
sources). Automatic speech recognition systems often yield compromised performance in 
such environments as well. Therefore, ongoing efforts in the Computational Acoustic 
Scene Analysis (CASA) domain have been devoted to building hearing-system-inspired 
cocktail-party processors that can separate out the source of interest from the background 
noise (cf., Wang and Brown, 2006).  
 
The overall ability of human listeners to solve the cocktail party problem relies on many 
acoustic cues, including pitch, common onsets/offsets and binaural cues (cf., Bronkhorst, 
2015). Binaural cues are among the most useful and well-modeled cues. In fact, binaural 
cues and their processing have been studied in the psychoacoustic domain for decades 
and various models have been suggested to explain binaural interaction mechanisms, 
including the coincidence-detection model (Jeffress, 1948), the Equalization-Cancellation 
(EC) model (Durlach, 1963) and the auditory-nerve-based model (Colburn, 1977; 1973). 
Among these models, the EC model is capable of quantitatively predicting binaural 
hearing benefits in multiple listening conditions, including tone-in-noise detection 
(Durlach, 1963), speech-in-noise intelligibility (Zurek, 1992) and speech-on-speech 
interference (Wan et al., 2010).  However, when it comes to source separation algorithms 
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in the CASA domain, the EC model has not been widely applied. One possible reason for 
this is that the EC model was formulated to cancel a single noise source at a time, while 
in many situations of interest, there are often multiple interfering sources. 
 
Most binaural source separation algorithms in CASA use interaural time difference 
(ITD), interaural level difference (ILD) and interaural cross-correlation coefficient 
(IACC) as binaural features (Liu and Zhang, 2014; Mandel et al., 2010; Yilmaz and 
Rickard, 2004; Roman et al., 2003). In those algorithms, each time-frequency (T-F) unit 
is localized to one of the possible source directions based on ITD and ILD. By 
assembling all the T-F units that are allocated to one source’s direction, the sound stream 
made by that source is separated from the mixture. The IACC is defined as the peak value 
of the cross-correlation function (Yin et al., 1987) and is sometimes used to eliminate 
those T-F units that have low cross-correlation between the waveforms at the two ears 
(Alinaghi et al., 2013). The performance of such localization-based algorithms mainly 
depends on two factors. The first factor is the accurate extraction of ITD, ILD and IACC 
from short time slices. ITD can be calculated using the time-domain cross-correlation 
function between the signals at the two ears; however, for high-frequency channels, the 
cross-correlation functions are multi-modal within the physiologically reasonable ITD 
range, thus there will be confusion in determining the fine-structure ITD.  To resolve the 
confusion caused by multi-modality, top-down integration of across-frequency 
information is necessary. This integration is acceptable for sound localization algorithms, 
but cannot be applied to source separation algorithms that make separate decisions for 
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individual T-F units. Previous source-separation algorithms either ignore high-frequency 
ITD (Yilmaz and Rickard, 2004), use top-down information to alleviate the confusion 
(Mandel et al., 2010) or use envelope ITD for high-frequency channels (Roman et al., 
2003). The second factor is how the ITD, ILD and IACC cues are combined to improve 
localization of individual T-F units. Joint ITD-ILD distributions have been constructed by 
either supervised learning for each spatial configuration (Roman et al., 2003) or by 
assuming conditional-independency of ITD and ILD distributions given their respective 
direction-specific values (Mandel et al., 2010). For the former method, it is laborious to 
acquire enough training samples for the many possible spatial configurations in realistic 
listening environments, especially considering the uncertainty about the number of 
sources and the uncertainly of each source’s location. For the latter method, it is not 
always reasonable to assume that ITD and ILD distributions are conditionally 
independent. In reality, the interfering source is often binaurally correlated, for example, 
interfering speech from a person nearby. Therefore, after conditioning on intrinsic 
direction-specific ITD and ILD, the ITD and ILD distributions may still show correlation, 
as they are affected by the same interfering source.  
 
In this study, we developed a previously proposed binaural processing scheme (Mi and 
Colburn, 2016) that can be used for source separation purposes and that does not involve 
the localization of individual T-F unit. The scheme is inspired by the EC model, together 
with the target-cancellation idea in the work of Roman et al. (2006).  In the Roman study, 
a ten-second white noise in the target-direction was used to train an adaptive filter that 
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could be applied to the left or right target signal to make it identical to the signal at the 
other ear so that the difference between these outputs would result in cancellation of 
target-direction signals. The adaptive filter could later be applied to the sound mixture to 
cancel the signal from the target direction in the presence of interferers. In the current 
study, instead of learning a cancellation filter with a sample of target-alone stimuli, the 
signal components are equalized using HRTFs from the known target direction and then 
cancelled.   To be more specific, this target-EC process can be considered as a steerable-
null filter but with pre-stored filter coefficients, and the method applied here can be 
described as using a simple target-EC process as an alternative to the adaptive filter in 
Roman’s study. In both methods, after cancelling the target, the output-to-input ratio 
(OIR) of cancellation process is calculated for individual T-F units. Based on the OIR, 
the target source dominance is estimated for each T-F unit. The basic rationale is based 
on the observation that, if a T-F unit has a large energy decrease after the target EC, 
which corresponds to a small OIR, then the T-F unit is likely to be dominated by the 
target; if the energy is not significantly reduced after the target-EC processing, which 
corresponds to a large OIR, then the T-F unit is likely to be dominated by noise sources. 
In other words, based on the OIR value, a binary mask of target dominance for each T-F 
unit is estimated; then the mask is used to manipulate the original sound mixture to pass 
the target-dominant T-F units and to block the interferer-dominant T-F units.  This 
proposed binaural processing scheme was described and applied to model human 
performance in multi-talker conditions (using data from Marrone et al. (2008)) in Mi and 
Colburn (2016). A similar scheme of applying this target-EC model to source separation 
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has been reported in Deshpande and Braasch (2016). In the current paper, instead of 
focusing on explaining available human data with the proposed target-EC binaural 
processing scheme, we focus on the engineering problem, that is, which group of binaural 
cues – localization cues (ITD, ILD and IACC) or target-EC cues (OIR) – is better for 
source-separation purposes. 
 
The rest of this paper is organized into four sections: Model Framework, Evaluation, 
Results, and Discussion. The Model Framework section introduces the basic structure 
under which the two groups of cues are compared and then presents the details of the cue 
extractions. The Evaluation section describes the three simulated listening conditions 
under which the comparisons are done and the two ways of assessing the algorithms’ 
performance. The Results section compares the performance of the classifiers that use the 
two different groups of binaural cues (localization cues and target-EC cues). Finally, the 
Discussion section summarizes the findings and discusses the relevance of the target-EC 
model in both engineering solutions and psychoacoustic modeling. 
3.3  Model Framework 
Most binaural source separation algorithms in the CASA domain follow the framework 
shown in Figure 6, so here the comparison between the two groups of binaural cues is 
presented under the same framework. There are four steps in this framework: (1) 
peripheral processing; (2) extraction of binaural cues; (3) estimation of a binary mask 
based on the pattern of the binaural-cue distribution; and (4) resynthesis of the target 
stream using the estimated binary mask.  Because the main aim of this study is to 
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evaluate which group of binaural cues is better for source separation purposes, we 
construct source separation algorithms based on different combinations of binaural cues. 
For all algorithms considered, the direction of the target source and the direction-related 
interaural parameters are assumed to be known. The interaural parameters are calculated 
from the head-related transfer functions. In the following paragraphs, each of the four 
steps is specified in detail. 
 
 
Figure 6. General source-separation framework. The binaural mixtures are either speech 
mixtures from multiple talkers (as shown here) or speech masked by diffuse background 
babble. The binaural mixtures first pass through filter banks and then each filtered signal is 
divided into short time slices. For each time-frequency unit, two groups of binaural cues 
(localization cues and EC cue) are extracted. The distributions of binaural cues are then 
analyzed to estimate a binary mask. Lastly, the estimated binary mask is used to 
manipulate the original binaural mixture to obtain the separated target stream. 
 
The peripheral processing step (Step 1) is simulated with 32 gammatone filters. The 
center frequencies of the filters range from 80 Hz to 6 kHz; they are spaced uniformly on 
a logarithmic scale. The filtered signals are divided into 20-ms time slices using a 
Hamming window, with 50 percent overlap between successive windows.  
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In the binaural-cue extraction step (Step 2), we extract two groups of binaural cues. The 
first group is based on interaural difference cues, specifically, ITD distance, ILD distance 
and IACC, which are specified in detail in the next paragraph. Because ITD and ILD are 
also the cues for sound localization, this group is referred to as “localization cues”. The 
second group of binaural cues only includes the OIR of the target-EC operation. This is 
referred to as the target-EC cue and is explained in detail below.  
 
For the localization cues, in frequency channels below 1200 Hz, the fine-structure ITD is 
calculated; in frequency channels above 1200 Hz, the envelope ITD is calculated. Both 
ITDs are calculated by identifying the peak location of the cross-correlation function of 
the left and right signals or signal envelopes of the corresponding frequency channels. 
The ILD is the energy ratio between two ears, expressed in decibel units. The distance 
(absolute difference) between the calculated ITD and target-direction ITD, and the 
distance between the calculated ILD and target-direction ILD are used, instead of directly 
using the calculated short-time ITD and ILD. The reason for this “distance” choice is that 
our goal is to formulate the problem as a binary classification problem and to use a 
simple classifier to solve the problem. Therefore, we only want to differentiate each T-F 
unit into either a target-dominant or a noise-dominant unit, and we do not care which 
noise source is dominant.  For example, suppose there are two spatially separated noise 
sources located at different sides relative to the target direction.  The ITD, ILD 
distributions of T-F units dominated by the different noise sources will be on different 
sides of the ITD, ILD distributions of the target-dominant T-F units. Thus, a linear 
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classifier would have difficulty classifying each T-F unit into one of only two possible 
classes (target-dominant or noise-dominant), as there are actually three populations. In 
contrast, with ITD-distance and ILD-distance, the target-dominant T-F units have ITD 
and ILD close to the intrinsic target-direction ITD and ILD, and so the target-dominant 
T-F units are close to the origin in the ITD-distance and ILD-distance plane.  Similarly, 
the noise-dominant T-F units are far away from the origin. Thus, a linear binary classifier 
would be enough to separate the target-dominant units from the noise-dominant units.  
 
For the target-EC cue, we first calculate the output of a T-F unit using the following 
equation:  
 𝑌" 𝑡 = 	𝐿" 𝑡 −	𝛼"𝑅" 𝑡 − 𝜏"  (3) 
In this equation,	𝐿"(𝑡) and 𝑅"(𝑡) represent the filtered left-ear and right-ear waveforms 
for the 𝑖12	frequency channel before the target-EC processing; the variables 𝜏"  and 𝛼" 
stand for the intrinsic interaural time difference and amplitude ratio between two ears for 
the target direction; and 𝑌"(𝑡) represents the 𝑖th channel output after EC processing. The 
output-to-input (OIR) ratio is defined as:  
 𝑂𝐼𝑅 𝑖, 𝑗 = 10 ∗ 𝑙𝑜𝑔	<= 𝑌",>(𝑡) ? 𝑑𝑡0.5 ∗ ( 𝐿",>(𝑡) ?𝑑𝑡 + 𝑅",>(𝑡) ?𝑑𝑡) (4) 
In this equation, 𝑌",> 𝑡 	represents the target-cancelled output in the 𝑖th frequency channel 
and the 𝑗th time slice; and 𝐿",>(𝑡)and 𝑅",> 𝑡  represent the left and right filtered signals of 
that T-F unit (before the target-cancellation). As described above, the OIR is small 
whenever the target dominates the inputs.  When the SNR is positive, the OIR is 
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negatively correlated with short-time SNR, because the larger the SNR, the more 
completely is the signal cancelled. In contrast, when the SNR is negative, the OIR stays 
almost uniform for a large range of SNRs, because there is not much signal to be 
cancelled at negative SNR region (cf.  Figure 2 in Mi and Colburn (2016)) .   
 
In the pattern analysis step (Step 3), several binary masks are estimated, with each mask 
based on either the localization cues or the target-EC cues as extracted in Step 2.  In the 
current study, the estimation is mainly done with the logistic regression (LR) classifier.  
For the training of the classifier, either the localization cues or the target-EC cue are 
provided as the features and the Ideal Binary Mask (IBM) is provided as the labels. The 
IBM is a binary mask in that weights each T-F unit by either zero or unity, depending on 
the signal-to-noise ratio within that unit. The IBM is ideal in that it calculates the signal-
to-noise ratio for each unit by assuming complete knowledge of all waveforms (target 
and interferers) within the unit.  The IBM is commonly regarded as a reasonable goal for 
source separation algorithms (Wang, 2005). Separate logistic regression classifiers are 
trained for each frequency channel and for each listening condition. In real-life 
applications, it is unrealistic to have each classifier specifically trained for each listening 
condition; however, the goal here is to study which group of binaural cues is better for 
source separation purpose, so we primarily focus on the cue itself. Strategies for making 
the source separation algorithms more realistic are considered in the Discussion section.  
 
Also in Step 3, in addition to the logistic regression classifiers, a Support Vector Machine 
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(SVM) classifier with a Gaussian kernel (Cortes and Vapnik, 1995) is used to estimate 
the mask with localization cues. The SVM classifier would improve the performance in 
cases for which the non-linear interaction between the localization cues has a large effect 
on the classification results. Basically, the SVM classifier with Gaussian kernel aims to 
find a non-linear hyperplane that separates two classes with maximized margins between 
the data points and the hyperplane. In the Gaussian-kernel SVM classifier, there is a 
kernel parameter that controls the smoothness of the hyperplane and a penalty parameter 
that controls the mis-classification tolerance of the classifier. The choice of these two 
parameters is critical to the classifier’s performance; thus, a five-fold cross-validation 
using the training data is performed to choose functional parameters for the classifier. In 
the five-fold cross-validation, the training samples are partitioned into five equal-sized 
subsample groups. In each repetition, four subsample groups are used as training data and 
the remaining subsample group is used as validation data. The procedure is repeated five 
times and the best parameters from each repetition are averaged to yield the final kernel 
and penalty parameters. This tuning of parameters is not needed for the logistic 
regression classifiers, only for the SVM classifier. 
 
The last step (Step 4) reconstructs the target stream by applying the estimated binary 
mask to the original dichotic stimuli. This reconstruction is done using the cochleagram 
analysis/synthesis toolbox1 and a detailed description of the reconstruction process can be 
found in Wang and Brown (2006). This step provides binaural output waveforms for each 
of the binary masks as they are applied to the input.  
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3.4 Evaluation 
The source separation algorithms using different groups of binaural cues were evaluated 
in three simulated listening conditions: the anechoic multi-talker condition, the 
reverberant multi-talker condition, and the diffuse-babble condition. The anechoic head-
related transfer functions used were taken from the CIPIC database (Algazi et al., 2001) 
and the reverberant room response was simulated with an image-model-based (Allen and 
Berkley, 1979) room simulator2. The simulated room was of size 6𝑚×10𝑚×3𝑚 and the 
sources were at a distance of 1.5m from the listener. The uniform absorption coefficient 
of the wall was set as 0.147 and the resulting reverberation time was 0.7s.  In the 
anechoic and reverberant multi-talker conditions, a female target-talker was placed in the 
front, and two female masker-talkers were placed symmetrically at ± 60° to the target-
talker (as shown in Figure 6). The Coordinate Response Measure corpus (Bolia et al., 
2000) was used as the speech source for all talkers, mainly because many experiments 
studying spatial release from masking in multi-talker conditions used this corpus. In the 
diffuse-babble condition, the diffuse babble was simulated by combining 23 talkers that 
were located in the horizontal plane at 15-degree intervals in all directions except the 
target direction. The speech signals used for these 23 talkers were randomly selected 
from Harvard IEEE sentences (Rothauser, 1969). The final mixture of the 23 talkers’ 
spoken sentences was interaurally uncorrelated and was not intelligible, thus this 
condition is here referred as the “diffuse-babble” condition.  For each listening condition, 
the training set and testing set each contained 20 stimuli, and each stimulus contained 32 
frequency channels and about 150 time frames. 
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 The performance of the constructed source separation algorithms was evaluated in two 
ways: (1) the estimated mask was compared with the Ideal Binary Mask described above; 
(2) the speech intelligibility of the separated target stream was measured with human 
subjects. The details of these assessments are explained below.  
 
The first evaluation was to compare the estimated mask with the Ideal Binary Mask 
(IBM). As described explicitly above, the IBM is an energy-based mask that preserves 
the time-frequency (T-F) regions with SNRs above a certain threshold and that silences 
the T-F regions with SNRs below a certain threshold. In our calculation of the IBM, the 
threshold was set to 0dB. For reverberant stimuli, we only considered the direct-path 
target signal as the target in the IBM calculation3. 
 
In the second evaluation, seven normal-hearing subjects were recruited to evaluate the 
intelligibility of the separated speech waveforms. The CRM sentences used in the stimuli 
follow the structure “Ready <call sign> go to <color> <number> now” (Bolia et al., 
2000). Subjects were asked to choose the color and number that they heard in the target 
stream using a MATLAB GUI to indicate their choice. The level of the combined 
maskers was fixed at 70dB SPL and the target level varied adaptively. The speech 
reception threshold (the T/M ratio at which subjects achieved 50% correct response rate) 
was recorded. There were 15 types of trials (3 listening condition × 5 types of stimuli) 
and each type of trial was done with three repetitions. The three listening conditions, (1) 
anechoic multi-talker, (2) reverberant multi-talker, and (3) diffuse babble, are specified in 
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detail above, at the beginning of this section.  For each listening condition, there were 
five types of stimuli. Three of the stimuli were generated by applying different binary 
masks to the original dichotic mixture. The three binary masks were (i) the IBM 
(described above), (ii) the binary mask estimated with the target-EC-cue-based logistic 
regression classifier (LR + target-EC cue), and (iii) the binary mask estimated with the 
localization-cues-based logistic regression classifier (LR + localization cues). (The 
logistic regression classifiers are trained using training samples that are at -3dB overall 
SNR. These trained classifiers were used for all the tested SNR levels.) Note that the 
SVM classifier with localization cues was not tested in this listening experiment. The 
other two types of stimuli were the “unprocessed collocated” and “unprocessed spatially 
separated” mixtures. For the multi-talker conditions, “collocated” means that all the 
talkers are placed in front, and “spatially separated” means that the two maskers are 
symmetrically separated from the target. For the diffuse-babble condition, “collocated” 
means that the left side babble is mixed with the target and the mixture is presented 
diotically, and “separated” means that the binaurally generated diffuse babble is mixed 
with the same target in each ear and the mixture is presented dichotically.  
3.5 Results 
3.5.1  Comparison with the Ideal Binary Mask 	
To quantify the pairwise similarity between each of the three estimated masks (i.e., the 
two localization-estimated masks and the target-EC-estimated mask) and the IBM, the 
hit-minus-false-alarm (HIT-FA) rate, comparing against the IBM, is calculated for each 
of the three classifiers in the three listening conditions for all frequency channels and 
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averaged over channels. The HIT rate is defined as the percentage of target-dominant T-F 
units (T-F units with label 1 in the IBM) that are correctly labeled as 1 by the estimated 
classifier; the FA rate is defined as the percentage of interferer-dominant T-F units (T-F 
units with label 0 in the IBM) that are labeled as 1 by the estimated classifier. The HIT-
FA rate has been shown to be closely correlated with speech intelligibility (Kim and 
Loizou, 2010) in stable noise conditions and it is a widely used metric in the CASA 
domain. The results were calculated with the overall SNR level setting at -3dB. In Figure 
7, the HIT-FA rates averaged over frequency channels are plotted for each type of 
classifier and for each listening condition. The three classifiers involved are: the logistic 
regression classifier using localization cues (LR + localization cues), the logistic 
regression classifier using the target-EC cue (LR + target-EC cue) and the Support Vector 
Machine (SVM) classifier using localization cues (SVM + localization cues). 
 
Figure 7. HIT-FA rates of the three classifiers (indicated by different colors) in three 
conditions, using the Ideal Binary Mask as the standard. The HIT rate is the percentage of 
correctly classified target-dominant T-F units and the FA rate is the percentage of 
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incorrectly classified interferer-dominant T-F units. In this figure, ‘LR’ represents the 
Logistic Regression classifier and ‘SVM’ represents the Support Vector Machine classifier. 
The signal-to-noise ratio of the evaluated mixture is -3dB in all the cases plotted.  	
From the bar graph in Fig. 7, it can be seen that the logistic regression classifier using the 
target-EC cue yields the highest HIT-FA rates in all three listening conditions, showing 
the best agreement with the IBM. To our surprise, using localization cues, the SVM 
classifier only performs better than the logistic regression classifier in the diffuse-babble 
condition. For both anechoic and reverberant multi-talker conditions, the SVM classifier 
performs slightly worse than the logistic regression classifier when they both use 
localization cues. This implies that in some cases, ITD distance and ILD distance can be 
considered as independent while in other cases (e.g., diffuse -babble condition), they 
cannot. In the multi-talker condition, because all the speech sources are sparse in the T-F 
domain, each T-F unit is likely to be dominated by a single source (Yilmaz and Rickard, 
2004). In this case, the ITD distance and ILD distance of the target-dominant T-F units 
can be considered as independent because the contamination by other sound sources in 
each T-F unit can be ignored.  Thus, the logistic regression classifier using localization 
cues might do better than the SVM classifier because there is no significant interaction 
between ITD and ILD. For the diffuse-babble condition, even though there are 23 
simultaneous interferers, the noise waveforms at the two ears might still be correlated in 
many T-F units. In this case, the ITD distance and ILD distance are not independent, so 
the SVM classifier performs better than the logistic regression classifier using 
localization cues as it takes the interaction between different cues into consideration.  
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The performance increase obtained by using the target-EC cue instead of the localization 
cues stems from two benefits. The first benefit is that, when extracting the target-EC cue 
from the binaural waveform, the ITD does not need to be calculated because the target 
direction is known; thus, the multi-modality confusion in determining ITD from the 
cross-correlation function is avoided.  Although, for the localization cues, the envelope 
ITD is used for frequency channels above 1200Hz, the cross-correlation functions of 
500Hz to 1200Hz binaural signals can still have multiple peaks in the human 
physiological range (i.e., within +/- 1ms). The second benefit is that the target-EC cue 
combines the information from ITD, ILD, and IACC together, in the sense that it depends 
on all three parameters. To be more specific, for a T-F unit to yield a good cancellation, 
both ITD and ILD should be close to the target direction parameters and the waveforms 
at both ears should correlate well with each other.  Thus, in the calculation of the target-
EC cue, the interactions among ITD, ILD and IACC are naturally taken into 
consideration without building statistical models to capture their relationships. 
  
Among the three stimulus conditions, the anechoic multi-talker condition yielded the best 
match to the IBM (i.e., the highest overall HIT-FA rates) and the reverberant multi-talker 
condition yielded the worst match to the IBM. This is within our expectation, as it is well 
known that reverberation can be very harmful for binaural cues. Nevertheless, we note 
that binaural cues are not completely destroyed even in strong reverberant conditions. 
With proper extraction of binaural information, notably using the target-EC process, the 
binaural cue could still be a very useful source separation cue.  
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3.5.2  Speech intelligibility evaluation 	
Figure 8 shows the means and standard deviations of the measured speech reception 
thresholds (SRTs) for the seven subjects in the various environments with the several 
processing schemes. In both of the multi-talker conditions (i.e., anechoic and reverberant), 
the separated SRT is lower than that of the collocated, as one would expect.  In the 
anechoic multi-talker condition, all three binary-mask-processed stimuli lower the SRTs 
by at least 10dB, relative to the unprocessed separated mixture condition.  In the 
reverberant multi-talker condition, the change in SRT achieved by applying binary masks 
is much smaller, which might be due to different reasons for different types of binary 
masks. For the IBM, because only the energy of the direct-path target is included as the 
target and the remainder is considered as noise, for the same SNR, the number of T-F 
units that are preserved in the reverberant condition is much less than the number 
preserved in the anechoic condition. Therefore, at a low SNR level, the IBM in the 
reverberant case might preserve too few T-F units. For the binary masks estimated with 
the binaural cues, because the strong reverberation severely distorted the binaural 
representation, the estimations for the binary masks become much less accurate. However, 
it is important to note that subjects can still achieve lower SRTs with the output of the 
binaural-cue-based source separation algorithms than with the unprocessed spatially-
separated mixture (listening binaurally).  
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Figure 8.  Speech threshold measured for five types of stimuli (indicated by colors as 
labeled) in three listening environments (grouped along the axis). For each stimulus-
environment combination, the mean and standard deviation are calculated from the 
measurements of seven normal hearing listeners.  
 
In the diffuse-babble condition, the thresholds with the diffuse babble (indicated as 
“separated”) and the collocated babble (indicated as “collocated”) are very close, 
suggesting that binaural information is not useful for the enhancement of the target in this 
scenario. Also, because the babble produces little informational masking (Durlach et al., 
2003), the SRT of the unprocessed stimuli (separated and collocated) in the diffuse-
babble condition is much lower than that in multi-talker conditions.  Applying the IBM to 
the mixture in this condition only reduces the SRT by a small amount. The SRT with the 
target-EC-based binary mask is similar to the SRT with unprocessed stimuli; in contrast, 
the SRT with localization-cues-based binary mask is even higher than the SRT of 
unprocessed stimuli. If we are going to build a source-separation processor based on 
binaural cues, the bottom line is that the processor should not harm the intelligibility in 
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any circumstance. Therefore, the target-EC cue would be a better candidate for such a 
processor than the localization cues.  
 
It is important to mention that, at very low SNRs, all of the binary-mask processed 
stimuli sound very fragmented. But as this is a closed set speech task, subjects can often 
successfully predict the correct key words with stimuli synthesized from a limited 
number of T-F units, when those T-F units contain critical information to decode some of 
the syllables. Thus, it would be expected that for an open-set speech task, if only a 
limited number of T-F units are preserved, subjects would not be able to identify the 
word accurately with the few syllables heard.  Therefore, in the future, the effectiveness 
of the binary mask processing strategy needs to be evaluated further with an open-set 
speech corpus. Pilot experiments using the IEEE corpus (instead of the CRM corpus) 
conducted by the authors show that the normal-hearing subjects can achieve comparable 
performance with target-EC processed stimuli and with the unprocessed stimuli in several 
listening conditions.  This is promising in that the target-EC stimuli do not lose 
information and hinder the understanding of the target speech (consistent with results 
presented in this paper).  Replacing the binary mask with a continuous-valued mask 
might also be a way to preserve more target information; this is discussed further in the 
Discussion section.  
3.6 Discussion 
This paper reports the development of a binaural processing scheme for individual time-
frequency units, specifically one based on the effectiveness of cancellation of signals 
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from the target direction. This target-EC based processing is compared with the 
processing based on localization cues (ITD, ILD and IACC) in terms of source-separation 
performance. Binaural hearing contributes to auditory scene analysis by enabling us to 
localize and separate sound sources; therefore, many previous computational studies 
solve the source separation problem by location-based T-F units grouping with ITD, ILD 
cues.  For these grouping algorithms to work, the direction of each sound source is 
usually assumed to be known; however, localization of multiple simultaneous sources is 
not an easy computational task, and there is no evidence that the human listeners need to 
know the directions of all sound sources to stay focused on the target stream.  
Experiments have only shown that human listeners can accurately localize a target source 
in multi-source conditions and that the accurate localization of the target is closely related 
to the successful understanding of the target (Yost et al., 1996). It would be a burden for 
the brain to localize each source in a very noisy environment such as a restaurant or a bar, 
even without considering the complexity brought by moving sources.  In this context, we 
note that the target-EC-cue-based source separation scheme only requires the target 
direction to be known, which is a minimal assumption and which is consistent with our 
subjective impressions.  
 
In addition to better performance and fewer assumptions, the target-EC-cue-based source 
separation scheme also demands fewer computational resources.  To calculate the 
localization cues in the time domain, the cross-correlation of each T-F unit needs to be 
calculated and the peak of the cross-correlation has to be identified. In contrast, to 
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calculate the target-EC cue, we could process a long period of signal in bulk, with simple 
operations including shifting in time, adjusting the amplitudes, and subtraction.  Though 
the computation power is a lesser concern nowadays, it is still better to have smaller 
computational loads for small electronic devices, such as the hearing aids and audio-
enhancement headsets. Moreover, computation-light algorithms are more efficient in 
real-time applications. 
 
The aim of this study was to compare which group of cues – localization cues or the 
target-EC cue – is better for source separation performance. Each classifier (the logistic 
regression classifier or the SVM classifier) is just a medium to conduct the comparison.  
In this study, the classifiers used are trained individually for each specific listening 
environment, which would be difficult to realize in real environments.  However, we 
should also realize that it is impossible to train a classifier that works universally for 
every environment. Ideally, the decision rule of the classifier should be dynamically 
adjusted according to the intelligibility and quality of the separated signal. For example, 
in the target-EC-cue-based classifier, the OIR threshold controls how many T-F units are 
preserved.  There is a tradeoff between the direction-selectiveness and the intelligibility 
of the final separated signal. If the intelligibility of the separated output could be 
measured, then the algorithm would be able to adjust the OIR threshold in the direction 
that will increase the intelligibility score.  Such an intelligibility measure should be able 
to work without the target-alone signal; otherwise it will not be useful in real-world 
decisions.  Unfortunately, the calculation of most current speech intelligibility/quality 
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metrics requires the target-alone signal, such as the Speech Intelligibility Index and the 
short-time objective intelligibility (Taal et al., 2010; ANSI, 1997).  Therefore, a closed-
loop design for the source-separation algorithm is not currently feasible.  As the “puzzle 
principle” states, “we can program a computer to solve any problem by trial and error, 
without knowing how to solve it in advance, provided only that we have a way to 
recognize when the problem is solved” (Minsky, 1986). We cannot build an intelligent 
cocktail party processor without a standard to evaluate its performance. The human brain, 
in contrast, possesses a set of agents to evaluate the intelligibility and quality of the 
separated stream, and the feedback signal from those evaluation agents in turn changes 
the behavior of the “source-separation” agents. 
 
In the classification setting, each T-F unit has only two states: target-dominated or noise-
dominated.  The binary mask in the classification setting has the advantage of simplicity, 
at the price of introducing artificial noise.  There are recent studies suggesting that 
replacing the binary mask with a soft mask could lead to speech quality improvement 
(Narayanan and Wang, 2013).  The values in the soft mask are continuous real numbers 
and are correlated with probabilities of a T-F unit being dominated by the target. The 
binary mask in the target-EC-based source-separation scheme could be easily replaced 
with a soft mask, as described by Equation 3. In general, the smaller the OIR, the larger 
the probability that the T-F unit is dominated by the target and the T-F unit should be 
amplified more; the larger the OIR, the larger the probability that the T-F unit is 
dominated by the interferers and the T-F unit should be suppressed more. So the soft 
		 55 
mask needs to be formulated so that the OIR is inversely correlated with the value in the 
soft mask. In Equation 3, the OIR is projected to the (0,1) range through a logistic 
function; and then the difference between one and the output of the logistic function is 
defined as the value of the soft-mask.  
𝑜𝑢𝑡𝑝𝑢𝑡_𝑚𝑖𝑥𝑡𝑢𝑟𝑒 𝑖, 𝑗 = 𝑖𝑛𝑝𝑢𝑡_𝑚𝑖𝑥𝑡𝑢𝑟𝑒 𝑖, 𝑗 	×	(1 − 11 + 𝑒ST∗UVW ",> ) (5) 
In this Equation, 𝑖𝑛𝑝𝑢𝑡_𝑚𝑖𝑥𝑡𝑢𝑟𝑒(𝑖, 𝑗)	represents unprocessed left/right ear mixture in the 𝑖th frequency channel and the 𝑗th time slice; 𝑂𝐼𝑅 𝑖, 𝑗  represents the logarithm of the 
output-to-input ratio of the same time-frequency unit , so that good cancellation leads to 
negative values of 𝑂𝐼𝑅 𝑖, 𝑗  (and the 𝑜𝑢𝑡𝑝𝑢𝑡_𝑚𝑖𝑥𝑡𝑢𝑟𝑒 𝑖, 𝑗 	 approaches the 𝑖𝑛𝑝𝑢𝑡_𝑚𝑖𝑥𝑡𝑢𝑟𝑒 𝑖, 𝑗 in Eq. 3); and 𝛽 is a positive constant, which controls the steepness 
of the logistic function: the larger the constant 𝛽, the steeper the logistic function. When 𝛽 approximates plus infinity, the soft mask in this scheme will become a binary mask 
again. When 𝛽 approximates zero, the soft mask value will be almost not affected by the 
OIR and the resulted output will not be spatially focused. We found that setting 𝛽 to a 
value between 0.5 and 1 leads to reasonable separation performance. In an informal 
listening test, we found the output of the specified target-EC-soft-mask scheme sounds 
very similar to the output of the previous target-EC-binary-mask scheme in the three 
listening conditions tested. This is surprising because in the binary mask case the 
threshold is acquired through pre-training and the thresholds are different for different 
conditions, while in the soft-mask case the parameter of the OIR projection function was 
chosen almost arbitrarily and stays the same for all conditions (the constant 𝛽 was set 
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equal to unity in all three conditions).  However, we should interpret the result of the 
informal listening tests with caution; formal tests are required to study the feasibility of 
the soft-mask scheme.  
 
In terms of engineering solutions for the cocktail party problem, there are three general 
categories: blind source separation (BSS) (Bell and Sejnowski, 1995),  beamforming 
(Levin, 1964) and computational auditory scene analysis (CASA) (Wang and Brown, 
2006). The former two techniques utilize signals from multiple receptors to derive the 
target signal, based on assumptions of the target/noise statistics. Certain formulations of 
the BSS and beamforming have been shown to be equivalent to each other (Araki et al., 
2003). The CASA technique inspired by the human hearing, separates out the target 
signal by applying a mask to the original mixture; the mask is estimated based on cues 
that are relevant to human perception of multiple sound sources.  The CASA approach 
differs from the other two techniques in two aspects: first, it uses signals from no more 
than two receptors and it can still separate the target source when the number of sound 
sources exceeds the number of receptors; second, the transformations applied to the 
original signal are non-linear, while in the other two techniques the target signal is 
generally derived via linear combinations of the original multi-channel signals.  The 
target-EC-based source-separation algorithm discussed in this paper is a CASA algorithm.  
The target-cancellation idea is not novel in the beamforming domain (Griffiths and Jim, 
1982) and it is often used to block the target signal in order to better model the noise 
reference. In this paper, the result of target-cancellation is directly used as a criterion to 
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select time-frequency units; and the noise estimation is not part of the source-separation 
process. As shown in Roman et al. (2006), for two-channel stimuli, with intelligibility of 
the separated output as the evaluation standard, the adaptive beamforming method only 
performs better than binaural-cues-based CASA methods when there is only one 
interferer. When the number of interferers exceeds the number of receptors, the 
performance of beamforming method degrades faster than the CASA method.  Another 
benefit of CASA algorithms over beamforming is that binaural cues are preserved in the 
separated stimuli, so the listeners can still have spatial awareness. In terms of sound 
quality, CASA methods tend to introduce noise to the separated signal due to the non-
linear transformations, and the separated signal can become very fragmented in low SNR 
setting due to the sparsity of the preserved time-frequency units. There are also 
algorithms that perform T-F unit manipulations on the original binaural stimuli based on 
the beamforming output (cf., review by Baumgärtel et al. (2015)). Those algorithms have 
been shown to outperform traditional beamforming algorithms in terms of speech 
intelligibility/quality improvement while still maintaining the binaural cues in the original 
stimuli, which makes them promising.   
 
In terms of psychoacoustic models for the multi-talker condition, the EC model and its 
variations can explain human data in many listening scenarios (Wan et al., 2010; 
Lavandier and Culling, 2010; Beutelmann and Brand, 2006; Hawley et al., 2004). Even 
though the EC process is formulated to cancel one noise source at a time, the EC process 
can still possibly attenuate multiple noise sources when multiple noise sources are at the 
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same side of the listeners.  Therefore, the predictions of the EC model can often match 
human data when interferers are located close to each other on one side of the listener 
(Wan et al., 2010). In the special case of speech-envelope-modulated interferers, a short-
term EC processor is able to use the sparseness of interferers to partially cancel the 
dominant source, even when they are symmetrically distributed with respect to the target; 
however, for the case that the speech interferers are symmetrically distributed to the 
target, the short-time EC model still fails to predict the large amount of spatial release 
from masking observed in psychoacoustic experiments (Wan et al., 2014). Although the 
case of symmetrically distributed interferers is a very special spatial configuration that 
seldom exists in daily scenes, the large spatial benefit observed suggests that the brain 
has a good strategy for this condition.  The time-frequency glimpsing strategy has been 
shown to be a viable strategy. (Schoenmaker and van de Par, 2016). Different strategies 
could be chosen based on the specific listening scenario.  For example, if there are 
multiple widely separated interferers, the time-frequency glimpsing strategy might be 
better than the noise-cancellation strategy (e.g. EC process); if the interferers are close to 
each other, the noise-cancellation strategy might be more convenient to operate than the 
time-frequency glimpsing strategy.  The target-EC processing scheme proposed in this 
paper can be viewed as a time-frequency selection strategy inspired by the classic EC 
model; however, it only uses the EC calculation as a way to cancel the target, and thereby 
follows a completely different strategy from the classic EC model.  
 
The target-EC-based binaural processing scheme should be evaluated in more realistic 
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listening environments in the future. The multiple talker conditions in this paper used the 
CRM corpus as the speech source for the target and interfering talkers, so that the results 
could be directly compared with many psychoacoustic experiments that were done using 
the CRM corpus (Marrone et al., 2008; Brungart et al., 2001). With the CRM corpus, the 
voice activity of the target and maskers are almost simultaneous; however, in real life, 
multiple people often talk sequentially and the conversations are corrupted by dynamic 
background noise. Future studies could focus on developing methods to simulate such 
listening environments and use more realistic simulations to test the proposed target-EC-
based source separation approach. 	  
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CHAPTER FOUR: EVALUATION OF THE TARGET-EC APPROACH ON AN 
OPEN-SET SPEECH CORPUS 
4.1 Abstract 
Closed-set speech corpuses are frequently used to study binaural processing in multi-
talker conditions. Recognizing words in a closed-set testing is more like a discrimination 
task due to the limited number of word choices; however, in daily conversations, listeners 
have to recognize words from thousands of daily-used words.  In this sense, an open-set 
test is more similar to the real-world listening environment. The goal of this study is to 
evaluate several source-separation strategies using an open-set speech corpus and to 
compare the results with previous evaluations that used a closed-set speech corpus (Mi et 
al., 2017). In addition, a variation of the previously proposed target-Equalization-
Cancellation source-separation algorithm is also introduced and evaluated. The 
evaluation results showed that the choice of corpus can have a big impact on the 
measured performance of source separation algorithms and that binary mask-based 
source separation strategies are much less effective with open-set speech than with 
closed-set speech.  	
4.2 Introduction 
Spatial cues are important cues for human listeners to focus on the sound source of 
interest in noisy environments. Therefore, numerous studies have investigated how 
different factors can affect listeners’ ability to utilize spatial cues in multi-talker 
environments and these factors often include spatial configurations, reverberations, etc 
(Marrone et al., 2008; Hawley et al., 2004).  Many of those studies used closed-set 
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speech corpuses to measure the speech reception threshold. A very popular closed-set 
speech corpus is the Coordinate Response Measure (CRM) Corpus (Bolia et al., 2000). 
The CRM sentences follow the structure ‘Ready <call sign> go to <color> <number> 
now’ and subjects are informed to report the color and number spoken by the target talker 
while to ignore the interferers. The benefit of using a closed-set speech corpus lies in 
many aspects, for example, convenient evaluations of users’ responses during the 
experiment. But the most important benefit is that the sentences in a closed-set speech 
corpus are often random combinations of key words; therefore, the relatively context-free 
nature ensures that changes in speech intelligibility observed are only due to 
manipulations of different experimental factors rather than contextual clues.  Additionally, 
with an open-set speech corpus, subjects can often memorize the sentences after a few 
repetitions, which is not a concern with a closed-set speech corpus.  
 
Although closed-set speech corpus experiments have several advantages, real-life 
listening situations bear little similarity with the psychoacoustic experiments performed 
with closed-set speech corpuses. In real life, listeners have to recognize the target speech 
from thousands of commonly used words, which is a recognition task. In experiments 
with closed-set corpuses, subjects only need to choose the keyword from limited number 
of candidates, which is a discrimination task. So it raises the question that to what extent 
the conclusions that are drawn from psychoacoustic experiments done with the closed-set 
speech corpus still apply to real-life listening environments. Compared with using a 
closed-set speech corpus, measuring speech intelligibility using an open-set speech 
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corpus might be a closer approximation to most real-life speech recognition tasks. 
Therefore, it is of interest to replicate some of the multi-talker experiments using an 
open-set speech corpus instead of a closed-set speech corpus.  
 
A commonly investigated topic on listening in multi-talker environments is the listener’s 
ability to use the target-dominated short time-frequency glimpses to understand the target 
speech. (Best et al., 2017) In previous studies, we have proposed a source separation 
algorithm that is based on target equalization-cancellation (Mi et al., 2017). The 
algorithm cancels the signal from the target direction and the energy changes due to the 
cancellation are used to select target-dominant time-frequency units. The performance of 
the algorithm is measured using simulated spatially separated speech mixtures(Mi et al., 
2017). The speech materials were from the closed-set CRM corpus. We observed that 
when the overall signal-to-noise ratio is low, the separated target speech sounds very 
fragmented; however, since there are only a small number of key words, subjects can still 
make correct decisions about the keywords. Therefore, in the current study, we are going 
to re-evaluate the algorithm’s performance with the open-set IEEE sentences to gain a 
better understanding of the algorithm’s practicality. In addition, we propose a variation of 
the previously proposed target-EC-based source separation algorithm and the evaluation 
of this new variation is also described in this manuscript.  	  
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4.3 Method 
4.2.1 Algorithm structure 	
In this manuscript, we are proposing a variation of the target equalization-cancellation 
(target-EC) source-separation algorithm described in previous chapters. Figure 9 shows 
the block diagram of the proposed algorithm. Because the major part of the diagram is the 
same as in Mi and Colburn (2016), here only a general description of the diagram is 
provided. For more details about the algorithm, please also see the “description of 
binaural grouping model” section in Mi and Colburn (2016).   
      
 
Figure 9. The diagram of the soft-mask target-EC source separation algorithm. The input to 
the model is binaural multi-talker mixtures. The model consists of four stages: (a) 
peripheral processing, (b) equalization-cancellation of target, (c) generation of a soft-mask 
by applying logistic transformation to the output-to-input ratio, and (d) target signal 
reconstruction. 	
The left and right ear mixtures first go through a 32-channel filter bank. Then in each 
frequency channel, the filtered signal is divided into 20-ms time slices. For each time-
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frequency unit, the EC process is applied to the left and right signals with the empirically 
known target-direction interaural time difference (ITD) and interaural level difference 
(ILD) as the EC parameters. Then, the output-to-input ratio (OIR) of each T-F unit is 
calculated; the OIR is defined as the energy ratio of the EC output relative to the average 
of the EC inputs in decibel units. The OIR is related to the short-time SNR such that, if 
the short-time SNR of a T-F unit is high, the cancellation will be successful so that the 
OIR will be a small number; whereas if the short-time SNR of a T-F unit is low, the 
cancellation would not be effective and the OIR will be a large number. Therefore the 
OIR can be used to estimate a time-frequency mask that can be applied to the original 
mixture to enhance the target-dominant T-F units.  
 
In the original target-EC source separation algorithm, a binary mask is estimated based 
on the OIR. To be more specific, if the OIR is smaller than a certain frequency-dependent 
threshold, the mask for that T-F unit is set to unity; otherwise it is set to zero. The 
thresholds can vary depending on spatial configurations, reverberation, and other factors. 
In the variation explored here, a continuous-value mask is estimated and is called a “soft 
mask” in the sense it is not an on-or-off binary mask. The value of the soft mask is 
described by Equation 6.  
𝑚𝑎𝑠𝑘 𝑖, 𝑗 = 11 + 𝑒T∗UVW ",>  (6) 
In this Equation, 𝑂𝐼𝑅 𝑖, 𝑗  represents the output-to-input ratio of the 𝑖 th frequency 
channel and the 𝑗th time slice. As shown in Eq. 6, the logistic function is applied to 𝑂𝐼𝑅 𝑖, 𝑗  to get 𝑚𝑎𝑠𝑘 𝑖, 𝑗 . The parameter 𝛽 is a positive constant, which controls the 
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steepness of the logistic function: the larger the constant 𝛽 , the steeper the logistic 
function; when 𝛽 approximates plus infinity, the soft mask becomes a binary mask again; 
when 𝛽 approximates zero, the soft mask’s value is near unity and is almost not affected 
by the OIR so that the resulted output is approximately the same as the original mixture. 
We found that setting 𝛽 to a value between 0.5 and 1 leads to reasonable separation 
performance and 𝛽 is set to 0.5 in all the results presented in this paper.  
4.2.2 Psychoacoustic Experiment 	
Seven normal-hearing subjects were recruited to measure the speech reception thresholds 
for stimuli generated with different processing methods and in different room conditions. 
There were eight types of stimuli in total (four processing strategies for each of two room 
conditions). The four types of processed stimuli include the unprocessed mixture and 
three target-separated stimuli generated by applying different masks to the original 
mixture. The three masks are the Ideal Binary Mask (IBM), the target-EC binary mask, 
and the target-EC soft mask. The IBM is an energy-based mask that preserves the time-
frequency (T-F) regions with SNRs above a certain threshold and that silences the T-F 
regions with SNRs below a certain threshold. (Wang, 2005) In our calculation of the IBM, 
the threshold was set to 0dB. The target-EC binary mask and the target-EC soft mask 
shared the target-EC step in their calculation. For the former, a frequency-dependent 
threshold was applied to the OIR to determine the “0” or “1” state in the binary mask; for 
the latter, a logistic function was applied to the OIR to map it into a number between 
(0,1) as in Eq. 6 above with 𝛽 set to 0.5, and the resulting number was the value of the 
soft mask. 
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The simulated spatial configurations were the same for all the stimuli, in which the target 
talker was in front, one interferer was at +60° and the other interferer was at -60° degree. 
Two room conditions were simulated: anechoic and reverberant. The anechoic head-
related transfer functions used were taken from the CIPIC database (Algazi et al., 2001) 
and the reverberant room response was simulated with an image-model-based (Allen and 
Berkley, 1979) room simulator. The simulated room was of size 6𝑚×10𝑚×3𝑚 and the 
sources were at a distance of 1.5m from the listener. The uniform absorption coefficient 
of the wall was set as 0.147 and the resulting reverberation time was 0.7s.  The speech 
materials are from the female talker of the IEEE corpus (IEEE, 1969).  
 
The SRTs were measured for each stimuli type with three experimental runs. Each run 
consisted of listening to ten stimuli. In the experiment, the level of the combined maskers 
was fixed at 70dB SPL and the target level varied adaptively. The energy ratio of the 
target over that of a single masker is defined as the target-to-masker ratio (TMR). For 
each stimulus, subjects were informed to type in the target sentence heard, and after 
typing was completed, the transcript of the target sentence was displayed for self-
evaluation. Each IEEE sentence has five keywords indicated and subjects self-reported 
the correct number of keywords for each sentence. When three or more keywords were 
correctly identified, the TMR of the mixture decreased by 2dB; when two or less 
keywords were correctly identified, the TMR of the mixture increased by 2dB. The TMR 
of the last five stimuli was defined as the SRT. Each run began with adjusting the target 
sound level. Subjects were instructed to adjust the target sound high enough that they can 
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hear at least three keywords. Once the adjustment was completed, the target sound level 
was adjusted adaptively based on the subject’s response and from this point the count of 
ten stimuli began. Ten stimuli for each run seem like a small number. We chose this 
number based on the following considerations: 1. In pilot runs with the experimenters 
themselves, the TMR typically stabilize around the third stimuli.  The TMR converges so 
fast because the counting of ten stimuli began after the level adjustment stage and the 
random fluctuation with the open-set speech corpus is small. 2. As memorization is an 
issue with the open-set speech corpus, we made sure not to use more-than-enough 
number of stimuli in order to have enough non-repeating stimuli for all the conditions we 
planned to test.  
4.3 Results 
Figure 10 shows the measured SRTs for the eight types of stimuli.  In both anechoic and 
reverberant conditions, subjects perform best with the IBM-processed stimuli as 
expected. In the anechoic condition, all three mask-processed stimuli show improved 
performance compared with the unprocessed stimuli; the performances of the target-EC 
soft mask and the target-EC binary mask are comparable.  In contrast, in the reverberant 
condition, only the IBM processing significantly improves the performance compared 
with unprocessed stimuli; the target-EC binary mask even makes the performance worse.  
The target-EC soft mask did make improvements over the target-EC binary mask in the 
reverberant condition and it did not make the performance worse than the unprocessed 
stimuli. 
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Figure 10. Speech reception thresholds measured with the IEEE corpus for four types of 
stimuli (indicated by colors are labeled) in two listening environments (grouped along the 
axis). For each stimulus-environment combination, the mean and standard deviation are 
calculated from the measurements of seven normal-hearing listeners.  	
An important aim of the study was to compare the performance measured with the open-
set corpus and the closed-set corpus. Figure 11 compares the SRTs measured with the 
CRM corpus (re-drawn from the data reported in Mi et al. (2017)) and the IEEE corpus 
for three types of stimuli (the stimuli used in Figure 10 excluding the target-EC with the 
soft mask, which was not measured in Mi et al. (2017)). The most striking impact of the 
speech corpus used (Fig. 11) is that with the CRM corpus, all masks in both the anechoic 
and reverberant conditions lower the SRTs by a much larger amount than with the IEEE 
corpus. Another important difference is that, with the CRM corpus, the target-EC binary 
mask shows performance as good as the IBM mask; however, with the IEEE corpus, the 
IBM mask has a clearly better performance than the binary target-EC mask, especially in 
the reverberant condition. An interesting observation is the SRTs of the unprocessed 
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stimuli with the CRM corpus and the IEEE corpus are very similar to each other in both 
the anechoic and the reverberant conditions. Because the CRM sentences are highly 
synchronized, so subjects can easily get confused between the target talker and the 
interferers; therefore, it is reasonable to think that the CRM corpus could result a higher 
SRT than the IEEE corpus due to the existence of the confusion caused by synchrony; 
however, we did not observe that difference here. One reason might be that with the 
IEEE sentences, subjects can only type in the correct keywords when they clearly hear 
the word, while with the CRM corpus, subjects can guess the keyword correct even 
though only pieces of the target are heard. Therefore, in this sense, using the IEEE corpus 
could result a higher SRT than using the CRM corpus; considering the previous 
reasoning that the CRM corpus could result a higher SRT, the effects of the corpus on 
SRTs in the two above reasoning might cancel each other so we observed little difference 
in the SRTs of the unprocessed stimuli.  
  
Figure 11. Comparison of speech reception thresholds measured with the IEEE corpus and 
the CRM corpus for three types of stimuli (indicated by colors are labeled) in two listening 
environments (grouped along the axis). For each stimulus-environment combination, the 
mean and standard deviation are calculated from the measurements of seven normal-
hearing listeners. 
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4.4 Discussion 
This paper describes a source-separation algorithm that is a variation of the target-EC 
approach (Mi	 and	 Colburn,	 2016).	The proposed algorithm differs from the previous one 
in that it derives a continuous-value mask (soft mask) rather than a binary mask for the 
re-synthesis of the separated target. There are two advantages associated with changing 
from a binary mask to a soft mask: the first advantage is that with the binary mask, 
frequency-dependent thresholds need to be learned for different spatial configurations 
and for different types of interferers; while with the soft mask, we found that for the 
conditions we have tested, no particular tuning of parameters is needed, although fine-
tuning might help a little; the second advantage is that using a continuous-value mask 
results in better sound quality than using a binary mask. Although, in the binary mask 
case there is fifty percent overlap between adjacent hamming-windowed time slices to 
avoid the potential high-frequency noise introduced by sharp onsets of the stimuli, the 
binary-mask-processed stimuli still sound more fragmental and blurry than the soft-mask 
processed stimuli at low SNR.  
 
To supplement the previous evaluations using a closed-set CRM corpus (Mi	 et	 al.,	 2017), 
this paper used an open-set IEEE corpus to evaluate the performance of different sound 
processing strategies. The reverberant condition with the IEEE corpus might be the 
closest approximation to the real-life listening environments among all the conditions 
presented in this paper, so we consider this condition in more detail. In this condition, the 
IBM-processed stimuli only allow a slightly better performance than the unprocessed 
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stimuli (less than 2 dB improvement in SRT). Although it is possible that the 
performance with IBM could be improved by tuning the local SNR thresholds in 
generating the IBM, it is still surprising that with the prior knowledge of what the target 
and maskers are (required for the calculation of the IBM), little benefit has been observed 
compared with direct listening to the unprocessed stimuli. The performance with the 
target-EC soft mask is very close to the performance with the unprocessed stimuli, which 
suggests that the target-EC soft mask strategy can do as well as the human hearing 
system in conditions with source separation. More vigorous tests in real-world listening 
environments are definitely needed for the soft-mask target-EC source separation 
algorithm to be incorporated into real applications. For example, the performance with 
more dynamic or more spectrally dense interferers is of interest to test and whether tuning 
of the 𝛽 parameter will help in dynamically changing environments is also an important 
issue to study. 		  
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CHAPTER FIVE: FUTURE WORK 
This thesis work discusses the target-Equalization-Cancellation (target-EC) approach 
from two perspectives: the psychoacoustic modeling perspective and the source-
separation application perspective. For the psychoacoustic modeling, a target-EC-based 
binaural grouping model that uses CSII as the speech intelligibility metric, can 
successfully predict the large spatial release from masking observed in the symmetrical-
speech-interferers condition, in which previous models predicted a very small amount of 
spatial release from masking. For the source-separation application, target-EC based 
source-separation algorithms can achieve source-separation performance that is 
comparable to human performance in multiple conditions (including anechoic and 
reverberant) with multiple types of interferers (including speech and diffuse babble), as 
shown by psychoacoustic experiments using both a closed-set speech corpus and an 
open-set speech corpus. It is also shown that the target-EC cue is better than sound 
localization cues (ITD, ILD) in terms of the achievable source separation performance, 
which makes the target-EC cue a better candidate for the binaural-cue-based source-
separation applications.  
5.1 Psychoacoustic Model 
The target-EC binaural grouping model, using CSII as the speech intelligibility metric, 
has successfully predicted the large amount of spatial release from masking in the 
condition where a closed-set speech corpus is used and the interferers are symmetrically 
distributed to the target talker. Future work needs to investigate the applicability of the 
target-EC model to more conditions. For example, when the interferers are all on one side 
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of the target talker, the spatial benefit consists of the better-ear benefit and the binaural-
processing benefit. The classic EC model chooses the pathway that has best SNR from 
among the two monaural and one binaural pathways, so it naturally takes the better-ear 
benefit and the binaural-processing benefit into consideration. The target-EC binaural 
grouping model only considers the binaural processing benefit, so to apply it to the 
asymmetrical-interferers case, additional care should be taken to add the better-ear 
benefit. Another important aspect of psychoacoustic modelling is to add the modelling of 
the internal noise that exists in the neural system. The current target-EC model assumes 
noise-free calculations at each step, which is not possible in the neural system and may 
explain why the modelled spatial release from masking is larger than the measured data 
in some cases. In the future, time jitter and amplitude jitter should be added to the filtered 
binaural stimuli to account for the internal noise.  
5.2 Engineering solutions for spatial sound processing 
The target-EC-based source-separation scheme has been tested in multiple simulated 
conditions, including the anechoic and reverberant multi-talker conditions and diffuse-
noise condition; however, the frequency-dependent thresholds in the binary-mask target-
EC case are pre-tuned to different values for different conditions. Although in the soft-
mask target-EC case, the 𝛽 in the logistic function remains constant for all the tested 
conditions, it is not difficult to see that parameter settings (the OIR threshold and the 𝛽) 
might play an important role in the intelligibility of the separated target. Therefore, an 
important future direction is to make the source-separation algorithm adaptable to 
different listening environments. There have been some attempts in this direction. For 
		 74 
example, in Kim	 et	 al.	 (2010), the parameter of the source-separation algorithm is tuned 
by minimizing the correlation between the separated target and the separated interferers, 
which assumes that the target and interferer are independent of each other. That work is 
more from the signal processing perspective. To think from a brain perspective, the 
concept of feedback-loop might be helpful in making the algorithm adaptive. To be more 
specific, if a speech intelligibility metric could be used to measure the intelligibility of 
the separated stimuli, then parameters of the source-separation algorithms could be 
optimized to maximize the intelligibility of the separated stimuli. Another important 
future direction is to integrate other auditory cues with the target-EC approach. For 
example, if the target is speech, then pitch cues and onset/offset cues could be used to 
first group local T-F units into large T-F regions and apply the target-EC approach to the 
grouped time-frequency region. A larger time-frequency region will have smaller random 
fluctuations in the output-to-input ratio, therefore the target-EC will have better 
performance and the resulted stimuli will sound more like a continuous auditory object.   
 
Finally, in terms of the evaluation of the source separation algorithms, efforts need to be 
devoted to study how to best simulate different real-world listening environments and 
benchmarks should be established for the evaluation. This proposed target-EC-based 
source separation algorithms are evaluated in multi-talker conditions using both a closed-
set and an open-set speech corpus, and the results showed that many factors, including 
the type of interferers, the room condition and even the speech corpus, can have a big 
impact on the intelligibility of the separated speech. Therefore, without a benchmark, it is 
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difficult to compare different source separation algorithms evaluated in different listening 
environments. Fortunately, there is already the CHiME speech separation and automatic 
speech recognition challenge (Barker et al., 2017), and stimuli in the CHiME challenge 
are typically recordings of natural conversational speech in one scenario. Considering the 
complexity of everyday listening environments, more recordings from different scenarios 
should be collected to build the benchmark for source-separation algorithms.		 
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