NebeskÃ y [Math. Bohem. 119 (1994) 15] found a necessary and su cient condition for a set of paths in a given connected graph G to be the set of all geodesics in G. A simple proof of an extension of that result will be outlined here. c 2001 Elsevier Science B.V. All rights reserved.
If Ã is the empty sequence (the empty word) in , we put Ã = Ã and ||Ã|| = −1.
As usual, by a path in G we mean such a ∈ that there exist mutually distinct v 0 ; : : : ; v n ∈ V (n¿0) with the properties that (a) = v 0 : : : v n and (b) vertices v i and v i+1 are adjacent in G for each i, 06i ¡ n. Let P denote the set of paths in G.
Similarly as in [6] , by a route system on G we mean a subset R of P such that the following statements hold for all x; y ∈ V and all ; ÿ; ; ∈ :
• if x = y, then there exists ∈ such that x y ∈ R;
• if x and y are adjacent in G, then xy ∈ R;
• if x y ∈ R, then y ∈ R;
• if x y, ÿx y ∈ R, then ÿx y ∈ R.
By a geodesic (or a shortest path) in G we mean such a path ∈ P that || || = d(A ; B ). Let denote the set of all geodesics in G. It is easy to see that is a route system on G.
Theorem 0 (cf. L. NebeskÃ y [4] ). Let R be a route system on G. Then R = if and only if R satisÿes the following conditions:
(I) if uv x; vuÿy; uÿyx ∈ R; then v xy ∈ R (for all u; v; x; y ∈ V and all ; ÿ ∈ ); (II) if xy; uv x ∈ R and v xy ∈ R; then there exists ∈ such that either uv y ∈ R or u yx ∈ R (for all u; v; x; y ∈ V and all ∈ ); (III) if uv ∈ R; then ux v ∈ R (for all u; v; x ∈ V and all ∈ ):
The proof of Theorem 0 given in [4] was rather complicated. A more transparent proof of an extension of Theorem 0 will be outlined here. (Note that a proof of Theorem 0 based on a di erent idea is given in [8] .) Consider arbitrary ; ∈ such that || ||¿2, || ||¿2, A = A and B = B . Then there exist r; t; w; z ∈ V and Ä; ∈ such that = rtÄw and = r zw. Put C( ; ) = tÄwz and D( ; ) = tr z:
Let ; ÿ ∈ such that || ||¿2, ||ÿ||¿2, A = Aÿ and B = Bÿ. Denote C 0 ( ; ÿ) = , D 0 ( ; ÿ) = ÿ, and
Lemma. Let R be a route system on G; let ∈ R; let ÿ ∈ ; and let A =Aÿ; B =Bÿ and || ||¿||ÿ||¿2. Denote m = || || and n = ||ÿ||. Assume that R satisÿes (I); and either m = n or ÿ ∈ R: If ÿ ∈ R; then there exists k; 06k ¡ n; such that C k ( ; ÿ) ∈ R and D k+1 ( ; ÿ) ∈ R. If ÿ ∈ R; then there exists k; 06k ¡ n; such that C k ( ; ÿ) ∈ R and C k+1 ( ; ÿ); D k ( ; ÿ) ∈ R.
Proof. Denote = C n ( ; ÿ). We ÿrst prove that ∈ R. To the contrary, let ∈ R. Then ∈ R. We get ÿ ∈ R. Thus m ¿ n. There exist r; s; t ∈ V and Á; ; ! ∈ such that = r s!t and = rÁt !s. Since ∈ R, we have rÁt !s!t ∈ R and therefore, R − P = ∅; a contradiction. Hence ∈ R.
Let ÿ ∈ R. Then m ¿ n. Since ∈ R and ∈ R, there exists k, 06k ¡ n, such that
Certainly, there exist u; v; x; y ∈ V and ; ∈ such that C k ( ; ÿ) = uv x and D k ( ; ÿ) = u yx:
Let vu y ∈ R. Since uv x; u yx ∈ R, (I) implies that v xy ∈ R; a contradiction. Hence D k+1 ( ; ÿ) ∈ R. Let ÿ ∈ R. Since ∈ R, there exists k, 06k ¡ n, such that C k ( ; ÿ) ∈ R, D k ( ; ÿ) ∈ R, and either C k+1 ( ; ÿ) ∈ R or D k+1 ( ; ÿ) ∈ R: Accept notation (1). Let v xy ∈ R. Then vu y ∈ R. Since uv y ∈ R, (I) implies that u yx ∈ R; a contradiction. Hence C k+1 ( ; ÿ) ∈ R, which completes the proof.
If T ⊆ P and i¿0, then we put T(i) = { ∈ T; d(A ; B ) = i}. The following theorem is an extension of Theorem 0. Proof (outlined). It is not di cult to prove that (A) ⇒ (C). We will only prove that ((B) ∨ (C)) ⇒ (A). Let ((B) ∨ (C)) hold. Suppose, to the contrary, that there exists n¿0 such that R(j) = (j) for all j; 06j ¡ n;
and R(n) = (n). Clearly, R(0) = (0). As follows from (III), R(1) = (1). Thus n¿2.
There exist ∈ R(n) − and ÿ ∈ such that A = Aÿ and B = Bÿ. We have || || ¿ n and ÿ ∈ R. By the lemma, there exists k, 06k ¡ n, such that C k ( ; ÿ) ∈ R and D k+1 ( ; ÿ) ∈ R. Using notation (1), we have uv x ∈ R and vu y ∈ R. Therefore, d(v; y) ¡ n. Clearly, v x ∈ R. By virtue of (2), d(v; x)¿n. This implies that there exists ∈ such that v yx ∈ (n). Thus v yx ∈ R. Clearly, d(u; y) ¡ n. As follows from (2), uv y ∈ R:
Since uv x; v yx ∈ R, we get uv yx ∈ R and therefore uv y ∈ R; a contradiction.
Case 2: Let (n) − R = ∅. Then R satisÿes (II). There exist ÿ ∈ (n) − R and ∈ R such that A = Aÿ and B = Bÿ. By the lemma, there exists k, 06k ¡ n, such that C k ( ; ÿ) ∈ R and C k+1 ( ; ÿ); D k ( ; ÿ) ∈ R. Using notation (1), we get uv x ∈ R and v xy; u yx ∈ R.
If d(u; x) ¡ n, then (2) implies that uv x ∈ and thus || || ¡ n; a contradiction. We get u yx ∈ (n). By virtue of (2), u y ∈ R. If there exists ∈ such that u yx ∈ R, then u yx ∈ R; a contradiction. Thus, u yx ∈ R for all ∈ :
As follows from (II), there exists Â ∈ such that uvÂy ∈ R. By (2), uvÂy ∈ (n − 1). This implies that vÂyx ∈ (n − 1). By (2), vÂyx ∈ R. Since uv x ∈ R, we have uvÂyx ∈ R, which contradicts (3). Thus R = , which completes the proof.
The main notion of this paper is closely related to the notion of the interval function of a connected graph in the sense of Mulder [3] (i.e. to the notion of a ÿnite graphic interval space in the sense of Bandelt et al. [2] and Bandelt and Chepoi [1] ). The present author found a characterization of the interval function of a connected graph in [5] . A new proof of that characterization is given in [7] .
