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Abstract
When random disturbances are regularly introduced into a dynamical system over time, its small-signal stability is determined by
the energy of perturbations accumulated in the system. To analyze this perturbation energy, this paper proposes a novel physically
motivated Lyapunov modal analysis (LMA) framework, which combines selective modal analysis with the spectral decompositions
of specially chosen Lyapunov functions. This approach allows the modal interactions in dynamical systems to be characterized
and estimated in connection with specific state variables. Conventional participation factors characterize the relative contribution
of the system modes and state variables to the evolution of states and modes, respectively. In contrast, the proposed Lyapunov
participation factors characterize similar contributions to corresponding Lyapunov functions, which determine the integral energy
associated with the states and modes on an infinite or finite time interval. This allows the estimation of modal interactions in terms
of total energy produced by their mutual actions over time. Using a two-area four-machines power system, we demonstrate that
LMA reliably identifies resonant modal interactions, merging of modes, and loss of stability, even for a linear model, and associates
them with certain state variables. The Lyapunov participation factors corresponding to the selected part of the system spectrum can
be calculated independently and serve as a basis for rapid real-time calculations of critical mode behaviors in large-scale dynamical
systems.
Keywords: selective modal analysis, participation factors, modal interactions, Lyapunov functions, small-signal stability, spectral
decomposition, Lyapunov modal analysis, power systems.
1. Introduction
Developing modern smart grid and microgrid technologies
are a priority in the advancement of electric power systems
(EPSs). A critical requirement for the introduction of these
technologies is increasing the reliability of EPS and the abil-
ity to monitor and control its stability in real time (Ha¨ger et
al., 2014). In a large EPS, weakly stable modes usually occur
in groups, leading to resonance interaction problems and the
appearance of dangerous low-frequency oscillations. Such os-
cillations may occur within the power facility, regional power
grid, or global power system (Pal, Thorp, 2012). Quite fre-
quently, these oscillations establish critical limitations for max-
imum transfer capability in the main power transmission lines
and lead to the occurrence of voltage collapse and cascading
failures (Weber, Al Ali, 2016). The loss of stability is accompa-
nied by the accumulation of energy in the low-frequency oscil-
lations that causes a resonant reaction in the system. Therefore,
the small-signal stability analysis of modern EPSs requires an
accurate estimation and prediction of the resonant interactions
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of weakly stable system modes with reference to specific state
variables.
In the conventional modal analysis of linear systems, modal
interactions are not taken into account directly. In nonlinear
versions of modal analysis, modal interactions are considered in
the second and higher order terms of the Taylor expansion of the
system dynamics. In general, this approach imposes demanding
requirements on model accuracy and has a high computation
cost. More importantly, however, conventional modal analysis
estimates small-signal stability with respect to some initial dis-
turbance in the system and modal interactions are considered in
terms of instantaneous dynamics. However, when random dis-
turbances are introduced into the system regularly, the time fac-
tor becomes critical for the small-signal stability. In this case,
the system stability is determined not so much by the instanta-
neous dynamics of a single perturbation, but rather by the en-
ergy of perturbations accumulated in the system over time. This
perturbation energy can be estimated using the spectral decom-
positions of Lyapunov functions proposed in (Yadykin, 2010;
Yadykin, Iskakov, 2017). For this purpose, this paper proposes
a Lyapunov modal analysis (LMA) framework that combines
selective modal analysis with the spectral decompositions of
specially selected Lyapunov functions. This approach allows
the estimation of modal interactions based on the total energy
produced in a system by mutual action of modes over time
rather than in terms of their instantaneous dynamics. It is con-
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ceptually different from considering second-order and higher
terms in the instantaneous dynamics of the nonlinear model.
1.1. Literature review
Modal analysis is one of the most popular methods for study-
ing the small-signal stability of dynamical systems. A selective
modal analysis (SMA) framework proposed in (Pe´rez-Arriaga
et al., 1982; Verghese et al., 1982) allowed an accurate identi-
fication of the elements of the system structure associated with
specific eigenmodes based on the so-called participation fac-
tors (PFs). For linear time-invariant systems, PFs have been de-
fined as the relative contributions of state variables to the evolu-
tion of system modes, or as the relative contributions of system
modes to the evolution of states. Subsequently, the concept of
PFs gained widespread use in power engineering and other ap-
plications for analyzing stability (Verghese et al., 1982; Song et
al., 2019), reducing dynamic models (Chow, 2013), determin-
ing the optimal placement of sensors and stabilizers (Singh et
al., 2010), and solving clustering problems (Genk et al., 2005).
The interpretation of PFs has been expanded in terms of the
sensitivity of eigenvalues (Pagola et al., 1989), modal control-
lability and observability (Hamdan, Nayfeh, 1989), and modal
mobility (Tawalbeh, Hamdan, 2010). This original interpreta-
tion of PFs involved specially selected initial conditions, and
it was observed that this assumption could lead to counterin-
tuitive results (Hashlamoun et al., 2009); therefore, an alterna-
tive method of averaging over an uncertain set of initial system
conditions was proposed. Accordingly, the original definition
of PFs was retained for the mode-in-state PFs; however, a new
definition was proposed for the state-in-mode PFs (or SIMPFs).
Subsequently, similar SIMPF concepts were considered for dy-
namical nonlinear systems (Hamzi, Abed, 2014) and for sys-
tems described by algebraic equations such as power flow equa-
tions (Song et al., 2019).
Attempts to account for nonlinear effects and intermodal in-
teractions within the framework of modal analysis developed
mainly in two directions. The model-based approach is asso-
ciated with taking into account the higher-order terms of the
Taylor expansion in the system approximation and using nor-
mal Poincare´ forms (Vittal et al., 1991; Hamzi, Abed, 2014;
Tian et al., 2018). A study in (Sanchez-Gasca et al., 2005)
showed that accounting for these terms becomes significant,
for example, when studying inter-area oscillations in stressed
power systems following large disturbances. These methods,
however, generally require solving a highly nonlinear numeri-
cal problem using computationally expensive algorithms. An-
other approach involves estimating the PFs directly from mea-
surements. This approach, for example, can be based on ex-
tended dynamic mode decomposition (Williams et al., 2015)
and Koopman mode decomposition (Netto et al., 2019). The
performance of these methods still requires careful verification
in practical applications.
Another conceptual method in stability analysis is associated
with the use of Lyapunov equations (Dahleh, 2011). Lyapunov
stability analysis is based on a positive definite function of a
system state V(x) = xT P x, where the positive definite ma-
trix P = PT > 0 is a solution for the corresponding Lyapunov
equation which is called the Gramian. For linear time-invariant
systems, Lyapunov functions can be associated with the inte-
grated energy of the input or output signal. The Gramians of
controllability and observability are commonly used in connec-
tion to this. In general, the observability Gramian characterizes
the system stability in terms of its output energy limit while
the controllability Gramian does so in terms of its asymptotic
sensitivity to the random input disturbances. For a stable lin-
ear system, the Gramians are closely related to the squared H2
norm of its transfer or impulse response functions. The physi-
cal interpretation of these values is that they characterize energy
amplifications in the system averaged over time or frequency.
The energy-based interpretation of Gramians generally holds
true for time-varying linear systems if the exponential expres-
sions eAt are replaced with a fundamental solutionΦ(0, t) of the
homogeneous equation x˙ = A(t) x (Shokoohi et al., 1982; Ver-
riest, Kailath, 1983). The concept of Gramians was further gen-
eralized and interpreted for deterministic bilinear and stochastic
linear systems as energy functionals (Gray, Mesko, 1998; Ben-
ner, Damm, 2011).
Lyapunov stability analysis was applied to assess the stabil-
ity of electric power systems in (Pavella et al., 2012; Chiang,
2011). The spectral properties of Gramians and energy func-
tionals were effectively used for model order reduction tech-
niques. These techniques include methods for balanced trun-
cation (Moore, 1981), the use of cross-Gramians (Fernando,
Nicholson, 1984) and their various modifications (see the re-
view in Baur et al. (2014)). Antoulas (2005) obtained singu-
lar expansions for infinite Gramians of controllability and ob-
servability based on diagonalization of the dynamics matrix.
A more general form of the spectral decompositions of Lya-
punov functions into components corresponding to the individ-
ual eigenvalues of the system or their pairwise combinations
was proposed in (Yadykin, 2010; Yadykin et al., 2014; Yadykin,
Iskakov, 2017; Zubov et al., 2017). Each eigen-part was de-
noted a sub-Gramian. These allow estimations of the inter-
actions between eigenmodes and were applied to the stability
analysis of power system in (Yadykin et al., 2016).
1.2. Main contribution
The objective of this paper is to offer a novel framework for
Lyapunov modal analysis that combines two approaches, se-
lective modal analysis and the spectral decompositions of Lya-
punov functions, for stability assessment. For this purpose, we
propose the concept of Lyapunov participation factors, which
characterize the relative contribution of system modes z and
state variables x, not for the evolution of states and modes, re-
spectively, but for the corresponding Lyapunov functions, i.e.,
to the quantities xT Pxx or z∗Pz z. The matrices Pz and Px here
are the solutions of the Lyapunov equations, which are chosen
such that their solutions measure the integrated energy associ-
ated with a particular eigen-mode or state variable. The corre-
sponding Lyapunov functions are denoted Lyapunov energies.
These values are important when analyzing the stability of the
system because they do not reflect the instantaneous values of
the states or signals, but the variation in their energies over a
time interval (i.e., their energy gains in the system). In terms of
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mechanics, Lyapunov energy corresponds more to Hamilton’s
action, i.e., the energy integrated over time (Landau, Lifshitz,
1978), than to the energy itself.
The key question is how to define the energy of states and
modes. For the former, we follow the definition of stored energy
proposed by MacFarlane (1969) for electromechanical systems,
which is a quadratic function 12 x
T x of state variables x after
suitable scaling. After this, the Lyapunov energy of the k-th
state variable xk can be defined as
Exk =
t∫
0
x2k(τ)dτ .
The definition of modal energy is less obvious. The modal
energy of the ith mode was defined in (Hamdan, 1986) as
xTui(3i)T x, where ui and 3i are the normalized right and left
(column) eigenvectors of the ith mode. Unfortunately, this def-
inition lacks a physical meaning; using it results in modal ener-
gies that are negative and unlimited in magnitude even in a very
simple system (see Iskakov (2019)).
Therefore, two alternative definitions of modal energy are in-
vestigated in this study. First, i-th mode energy can be defined
as
(x)T (3Ti )
∗(ui)∗ui 3Ti x = |ui|2|zi|2 ,
where zi = 3Ti x is the ith component of the system mode vec-
tor z. Then, choosing the normalization of eigenvectors so that
|ui|2 = 1, the Lyapunov energy of the i-th mode can be repre-
sented as
Ezi =
t∫
0
|zi(τ)|2dτ ,
by analogy with Exk . We show that this definition leads in prac-
tice to the state-in-mode PFs defined in (Hashlamoun et al.,
2009) for real eigenvalues and corrected in (Konoval, Prytula,
2017; Iskakov, 2019) for the case of complex eigenvalues. Al-
ternatively, the energy of the ith mode can be defined as a modal
contribution of the ith mode to the Lyapunov energy of states
(i.e., into
∑
k Exk ) based on the spectral decompositions pro-
posed in (Yadykin, 2010; Yadykin, Iskakov, 2017). With this
definition, modal contributions of some modes can be negative
if there are other modes with a sufficiently large amplitude and
negative correlation with a given mode. This correlation be-
tween modes is determined by both the dynamic properties of
the system and its current state. We introduce the idea of Lya-
punov modal interaction energies and factors that characterize
pairwise modal interactions in terms of the Lyapunov energy
they produce in different state variables, based on this second
definition of modal energy. We also offer two indicators for
selecting the state variables that are the most (i) sensitive for
identifying a specific modal interaction and (ii) influential for
dampening this interaction.
The definitions of Lyapunov energies for states and modes
allow us to introduce the corresponding concepts of Lyapunov
participation factors. We examine the theoretical properties
of these indicators and use a simulation of a power system
(Kundur, 1994) to show that they can reliably identify resonant
modal interactions, mode merging, and the loss of stability, and
associate these events with certain state variables.
Unlike works on nonlinear modal analysis (Vittal et al., 1991;
Hamzi, Abed, 2014; Tian et al., 2018), this paper proposes a
new principle for evaluating modal indicators and modal inter-
actions. This principle is not based on the instantaneous dynam-
ics of variables, but on variation of their energy over a time in-
terval. It allows the identification of low-frequency oscillations
dangerous for small-signal stability and the detection of the ef-
fect of energy accumulation in these oscillations. Unlike works
on spectral decompositions of Lyapunov functions (Yadykin et
al., 2014, 2016; Yadykin, Iskakov, 2017; Zubov et al., 2017),
the proposed method allows the association of these decom-
positions with specific state variables and their application to
problems of modal analysis. The idea of combining selective
modal analysis and Lyapunov spectral expansions has been al-
ready mentioned in (Vassilyev et al., 2017). This paper presents
a general framework for its implementation.
1.3. Organization of the paper
Preliminary information on PFs and sub-Gramians is briefly
summarized in Section 2. Section 3 introduces the Lyapunov
energies of states and modes and the corresponding Lyapunov
PFs. Lyapunov modal interaction analysis and the correspond-
ing pair PFs are first mentioned and defined in Section 4. In
Section 5, some characteristic properties of Lyapunov PFs are
established. The numerical experiment that demonstrates the
potential advantages of Lyapunov modal analysis is provided
in Section 6. Section 7 contains the conclusions drawn from
this work.
2. Theoretical background
2.1. Participation Factors
In this subsection, we recall the definition and some proper-
ties of the participation factors given in (Pe´rez-Arriaga et al.,
1982; Pagola et al., 1989; Garofalo et al., 2002). Consider an
autonomous linear time-invariant system
x˙ = Ax(t) , (1)
where x ∈ Rn is a system state vector and A ∈ Rn×n is a real
matrix with a simple spectrum that can be represented as
A = UΛV = (u1u2 . . . un)

λ1 0 . . . 0
0 λ2 . . . 0
...
...
. . .
...
0 0 . . . λn


3T1
3T2
...
3Tn
 , (2)
where UV = VU = I and (·)T is the transpose operation. Let
uki and 3
l
i be the k-th and l-th components of the eigenvectors ui
and 3i, respectively. Then
pki = uki 3
k
i and pkil = u
k
i 3
l
i (3)
are called participation factors (PFs) and generalized par-
ticipations, respectively (Pagola et al., 1989). The PF pki
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“weights” the participation of the i-th mode in the k-th state
variable and was interpreted in (Hashlamoun et al., 2009) as the
mode-in-state PF. We then recall the following two important
properties of generalized participations from (Garofalo et al.,
2002).
Property 1. The generalized participation pkil is the sensitivity
of the i-th eigenvalue λi with respect to the element alk of A,
i.e.,
pkil =
∂λi
∂alk
, pki =
∂λi
∂akk
. (4)
The residue matrices Ri are defined as the coefficients in the
expansion of the resolvent matrix A (Garofalo et al., 2002):
(sI − A)−1 = R1
s − λ1 +
R2
s − λ2 + · · · +
Rn
s − λn . (5)
Property 2. The generalized participations pkil are the coeffi-
cients of the corresponding residue matrix Ri, i.e.,
pkil = eTk Ri el , Ri =
∑
k,l
pkil ek · eTl , (6)
where ek and el are the k-th and l-th columns of the identity
matrix.
By applying to (1) the diagonalizing transformation
z = Vx , (7)
the evolution of the system mode vector z(t) can be specified as
z˙(t) = V Ax(t) = ΛVx(t) = Λz(t) . (8)
For the analysis of z(t) Hashlamoun et al. (2009) proposed the
use of state-in-mode PFs which, taking into account the correc-
tion in (Konoval, Prytula, 2017), were defined as
piki =
(3ki )
∗ 3ki
(3i)∗ 3i
. (9)
2.2. Gramians and sub-Gramians
Here, we recall the definition and some properties of the
Gramians and sub-Gramians from (Yadykin, 2010; Yadykin et
al., 2014; Yadykin, Iskakov, 2017). A Gramian is a positive
definite solution P = P∗ > 0 of the following matrix Lyapunov
equation:
A∗ P + P A = − Q , Q = Q∗ > 0 , (10)
where (·)∗ denotes the conjugate transpose of a matrix. For sim-
plicity, we also assume that the matrix A has a simple spec-
trum. In this case, the solution of (10) can be written as follows
(Yadykin, Iskakov, 2017):
P = −
n∑
i, j=1
R∗i Q R j
λ∗i + λ j
, (11)
where Ri and R j are the residue matrices defined by (5) corre-
sponding to λ = λi and λ = λ j, respectively.
It follows from (5) that
n∑
j=1
R j
−λ∗i − λ j
= (−λ∗i I − A)−1 .
Substituting this in (11), we obtain another form of the spectral
decomposition as follows:
P = −
n∑
i=1
R∗i Q (λ
∗
i I + A)
−1 = −
n∑
j=1
(λiI + A∗)−1Q R j , (12)
The following Hermitian parts of matrices in the spectral de-
compositions (11) and (12)
P˜i = −
{
R∗i Q (λ
∗
i I + A)
−1}
H
, Pi j = −
R∗i Q R jλ∗i + λ j

H
. (13)
have been denoted sub-Gramians. Here, {·}H represents the
Hermitian part of a matrix, i.e., {M}H = 12 (M + M∗). Using
sub-Gramians (SGs), the decompositions (11) and (12) can be
written as
P =
n∑
i=1
P˜i =
n∑
i, j=1
Pi j , P˜i =
n∑
j=1
Pi j . (14)
The SGs P˜i and Pi j characterize the contribution of eigenmodes
or their pairs to the asymptotic variation of perturbation energy
in the system defined by the Gramian P.
The SGs (13) also satisfy the Lyapunov equations, as fol-
lows:
A∗ P˜i + P˜i A = − 12
(
R∗i Q + Q Ri
)
,
A∗ Pi j + Pi j A = − 12
(
R∗i Q R j + R
∗
jQ Ri
)
. (15)
These equations can be verified by substituting (13) directly
into them.
2.3. Relationship between participation factors (PFs) and sub-
Gramians (SGs)
Given all of the above, the relationship between PFs and SGs
can now be established. Although they are clearly different in
terms of their conceptual definitions, it is easy to see that both
quantities are calculated using matrix residues. Substituting ex-
pression (6) for the matrix residues Ri and R j in (13), we obtain
the following:
P˜i = −
n∑
k,l=1
{
p∗lik eke
T
l Q (λ
∗
i I + A)
−1}
H
, (16)
Pi j = −
n∑
k,l,m,r=1
 p∗lik pr jm ekeTl Q ereTmλ∗i + λ j

H
. (17)
These new representations allow the calculation of SGs via PFs.
The SG P˜i is the sum of terms proportional to the PFs corre-
sponding to i-th eigenmode. The pairwise SG Pi j is a quadratic
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form of PFs corresponding to the i-th and j-th eigenmodes. For-
mulas similar to (16) were obtained in (Antoulas (2005), p.149).
Substituting (3) into (16) and (17), we obtain the following:
P˜i = −
{
(3Ti )
∗u∗i Q (λ
∗
i I + A)
−1}
H
, (18)
Pi j = −
 (3Ti )∗u∗i Q u j 3Tjλ∗i + λ j

H
. (19)
These equations allow the calculation of SGs using eigenvec-
tors that correspond to them when A has a simple spectrum.
They demonstrate that the calculation of the individual SGs
does not require knowledge of the entire spectrum, but only of
the eigenvalues and eigenvectors corresponding to the particu-
lar SG.
Substituting (4) into (16) and (17), we obtain
P˜i = −
n∑
k,l=1
{ (
∂λi
∂akl
)∗
ekeTl Q (λ
∗
i I + A)
−1}
H
,
Pi j = −
n∑
k,l,m,r=1
{
1
λ∗i +λ j
(
∂λi
∂akl
)∗ ∂λ j
∂amr
ekeTl Q ere
T
m
}
H
.
These equations allow the calculation of SGs using the sensi-
tivities of the corresponding eigenvalues with respect to the el-
ements of matrix A.
3. Lyapunov energies and participation factors
In this section, we introduce new indicators for selective
modal analysis. Unlike conventional PFs, the proposed Lya-
punov PFs characterize the relative contribution of the system
modes z and state variables x not to the evolution of states and
modes, respectively, but to the corresponding Lyapunov ener-
gies, i.e., to the quantities xT Px x or z∗Pz z, where the Grami-
ans Px and Pz are the solutions of the corresponding Lyapunov
equations. For this purpose, we first consider the concept of
Lyapunov energies, which characterize the squared state vari-
ables and system modes integrated over time.
3.1. Lyapunov energies of states and modes
Consider a linear dynamical system of the form:
x˙ = Ax , y = Cx , (20)
where x, y ∈ Rn are the state and output vectors, C ∈ Rn×n is an
output matrix, and A ∈ Rn×n is a stable state matrix, which has
n distinct eigenvalues (λ1, λ2, . . . , λn) and can be represented
through its eigenvectors by (2). In further analysis, we also as-
sume that the eigenvectors associated with real eigenvalues are
real, and the eigenvectors associated with a complex conjugate
pair of nonreal eigenvalues λi, λ∗i are complex conjugates:
Re{ui∗} = Re{ui}, Im{ui∗} = −Im{ui},
Re{3i∗} = Re{3i}, Im{3i∗} = −Im{3i}, (21)
where i∗ is the index of the eigenvector associated with λ∗i . Tak-
ing into account the normalization conditions (21), the eigen-
vectors in the representation (2) are not uniquely determined,
but up to an arbitrary constant using which for any i, one can
multiply the left eigenvector 3i and divide the right eigenvector
ui. Therefore, to avoid this ambiguity, we impose an additional
normalization condition
∀i : |ui|2 = 1 . (22)
The integrated output signal energy in the stable system (20)
generated by the initial state x0 can be defined as
E =
∫ ∞
0
xT0 e
A∗t CT C eAtx0 dt = xT0 P x0 , (23)
where the Gramian P =
∫ ∞
0 e
A∗t CT C eAtdt is the solution of the
Lyapunov equation A∗P + P A = − CT C.
In the matrix C, let us take a unit vector with a unit k-state
component and other components equal to zero:
C = eTk = (0, . . . , 0, 1k, 0, . . . , 0) .
Then, y = xk is a k-th component of the state vector x, and the
expression (23) characterizes the integrated energy produced in
the k-th state. Therefore, we define the Lyapunov energy pro-
duced in the k-th state as
Exk = x
T Pxk x =
∫ ∞
0
x2k(t) dt , where
A∗ Pxk + Pxk A = − ekeTk . (24)
The total Lyapunov energy of all the state variables is
Ex =
n∑
k=1
Exk = x
T Px x , where Px =
n∑
k=1
Pxk , (25)
which is the solution of the Lyapunov equation
A∗ Px + Px A = − I . (26)
By applying the diagonalizing transformation (7) to the state
vector x, we obtain the system mode vector z = Vx ∈ Cn, for
which the equation of the dynamic (20) takes the diagonal form
z˙ = Λz. By analogy with (24), we define the Lyapunov energy
of the i-th mode as
Ezi =
∫ ∞
0
z∗i (t) zi(t) dt = z
∗ Pzi z , where
Λ∗ Pzi + Pzi Λ = − eieTi , (27)
where zi is the i-th component of the mode vector z ∈ Cn. The
total Lyapunov energy of the mode vector z is
Ez =
∫ ∞
0
z∗(t) z(t) dt =
n∑
i=1
Ezi = z
∗Pz z , (28)
where Pz =
∑n
i=1 Pzi is the solution of the Lyapunov equation
Λ∗ Pz + Pz Λ = − I . (29)
Note that the quantities Ek and Ez in (25) and (28) are defined
in the spaces of state variables and modal vectors, respectively.
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Therefore, in general, Ek , Ez.
Remark 1. Without the additional normalization condition
(22), the invariant definition of the Lyapunov modal energy
takes the form
Ezi = |ui|2
∫ ∞
0
z∗i (t) zi(t) dt .
Remark 2. The Lyapunov energies of states (24) and modes
(27) depend on the dimensional units of the system variables.
Using additional dimensional coefficients c = (c1, · · · , cn)T ∈
Rn, these quantities can be represented in the form invariant
with respect to a change of units
Exk = c
2
k
∫ ∞
0
x2k(t) dt , Ezi = |cTui|2
∫ ∞
0
z∗i (t) zi(t) dt .
In the following, we assume that all state variables are suitably
scaled so that ck = 1 for all k.
On the basis of the definitions (24) and (27) of Lyapunov
energies of the states and modes, we further introduce a novel
concept of Lyapunov participation factors.
3.2. Mode-in-state Lyapunov PF
The Lyapunov energy of each state Exk in (24) can be par-
titioned into parts associated with individual eigenvalues us-
ing the decomposition (13)-(14) of Gramian Pxk into the sub-
Gramians
Exk =
n∑
i=1
Exk i , where Exk i = x
T P˜xk i x , Pxk =
n∑
i=1
P˜xk i , (30)
and the sub-Gramians P˜xk i, which, according to (15), satisfy the
following Lyapunov equations
A∗ P˜xk i + P˜xk i A = −
1
2
(
R∗i eke
T
k + eke
T
k Ri
)
.
According to (18)-(19), for the sub-Gramians that we obtained
P˜xk i = −
{
(3Ti )
∗(uki )
∗eTk (λ
∗
i I + A)
−1}
H
= −

n∑
j=1
(3Ti )
∗(uki )
∗ukj 3
T
j
λ∗i + λ j

H
. (31)
Therefore, Lyapunov energies of the states (24) can be ex-
pressed through the eigenvectors and state variables as
Exk = x
T Pxk x = −xT
 n∑
i=1
(3Ti )
∗(uki )
∗eTk (λ
∗
i I + A)
−1

H
x
= −xT

n∑
i, j=1
(3Ti )
∗(uki )
∗ukj 3
T
j
λ∗i + λ j

H
x . (32)
This expression can also be obtained directly from the solution
of the system (1)
xk(t) =
n∑
i=1
uki zi(0) exp (λit), where zi(0) = 3
T
i x0, x0 = x(0).
Substituting this in the definition (24), we obtain the same result
as in (32)
Exk =
∫ ∞
0
x∗k(t)xk(t)dt =
=
∫ ∞
0
( n∑
i=1
xT0 (3
T
i )
∗(uki )
∗exp (λ∗i t)
)
·
( n∑
j=1
ukj 3
T
j x0 exp (λ jt)
)
dt
= xT0
 n∑
i, j=1
(3Ti )
∗(uki )
∗ukj 3
T
j
∫ ∞
0
exp ((λ∗i + λ j)t) dt
 x0 .
On the basis of (30), we introduce the following definition.
Definition 1. The mode-in-state Lyapunov participation factor
(MISLPF) is the relative participation of the i-th mode in the
Lyapunov energy Exk of the k-th state (24), that is
eki =
Exk i
Exk
=
xT0 P˜xk i x0
xT0 Pxk x0
. (33)
The MISLPFs defined in (33) clearly depend on the initial
state vector x0 and the correlation among its components. Two
different ways to take into account the initial conditions have
been employed in the conventional definitions of participation
factors (PFs). The original definition (3) of the PFs and gener-
alized participations (GPs) in (Pe´rez-Arriaga et al., 1982) used
specially selected initial conditions of the form
x0 = ek and x0 = el, l , k . (34)
In particular, for the first initial condition, we get PF pki, which
“weights” the participation of the i-th mode and initial k-th state
in the dynamics of the k-th state. For the second initial condi-
tion, we get the GP pkil, which “weights” the participation of
the i-th mode and initial l-th state in the dynamics of the k-th
state
xk(t) =
∑
i
pki xk(0) exp (λit) +
∑
i, l,k
pkil xl(0) exp (λit) .
Under the initial conditions (34), by analogy with the pki and
pkil, the corresponding mode-in-state Lyapunov PFs and GPs
can be calculated as
eki =
(
P˜xk i
)
kk∑n
i′=1
(
P˜xk i′
)
kk
, ekil =
(
P˜xk i
)
ll∑n
i′=1
(
P˜xk i′
)
ll
. (35)
The difference from pki and pkil is that the participations in
(35) are taken not in relation to the state variable itself, but in
relation to its Lyapunov energy.
Another approach was proposed in (Hashlamoun et al.,
2009), which was based on averaging over an uncertain set of
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initial conditions. The corresponding formula for calculation of
the PFs was proposed for the spherically symmetric distribution
of the initial conditions with respect to zero. Following this ap-
proach, from Definition 1, we obtain the following formula for
calculating the MISLPF:
eki =
trace
(
P˜xk i
)
trace
(
Pxk
) . (36)
Substituting here from (31), we obtain
eki =
Re
{
trace
(
(3Ti )
∗(uki )
∗eTk (λ
∗
i I + A)
−1)}
Re
{
trace
(∑n
i′=1(3
T
i′ )
∗(uki′ )∗e
T
k (λ
∗
i′I + A)−1
)}
=
Re
 n∑j=1 3
∗
i 3 j (u
k
i )
∗ukj
λ∗i + λ j

Re
 n∑i′, j=1 3
∗
i′3 j(u
k
i′ )
∗ukj
λ∗i′ + λ j

. (37)
3.3. State-in-mode Lyapunov PF
The initial Lyapunov energy of the i-th mode (27) can be
expressed through the eigenvectors and initial state variables:
Ezi = x
T
0 V
∗PziVx0 =
xT0 (3
T
i )
∗ 3Ti x0
−2 Re{λi} , where Pzi =
− ei eTi
2 Re{λi} .
This Lyapunov energy can be partitioned into the parts corre-
sponding to the state variables so that the contribution from
each two state variables be divided in half between them. Then,
the contribution in Ezi from the k-th state is
Ezik =
1
2
xT0
(
V∗PziV ekeTk + eke
T
k V
∗PziV
)
x0 .
=
xT0 (3
T
i )
∗3ki x
0
k + (3
k
i )
∗x0k 3
T
i x0
−4 Re{λi} , (38)
where 3ki and x
0
k are the k-th components of 3i and x0, respec-
tively. Introducing the notation
Ezik = z
∗
0 P˜zik z0 , P˜zik = PziV eke
T
k U + U
∗ekeTk V
∗Pzi ,
we can formulate the following definition.
Definition 2. The state-in-mode Lyapunov participation fac-
tor (SIMLPF) characterizes the relative participation of the k-th
state in the Lyapunov energy Ezi of the i-th mode (27), that is
εki =
Ezik
Ezi
=
z∗0 P˜zik z0
z∗0 Pzi z0
=
xT0 (3
T
i )
∗3ki x
0
k + (3
k
i )
∗x0k 3
T
i x0
2 xT0 (3
T
i )
∗ 3Ti x0
. (39)
This definition coincides with the modified definition for
conventional SIMPF proposed in (Iskakov, 2019). In this study,
it was shown that Definition 2 in general reproduces the results
of the definition of SIMPFs proposed in (Hashlamoun et al.,
2009) for real eigenvalues, and rectifies the results in the case
of complex eigenvalues. In particular, for the spherically sym-
metric distribution of the initial conditions with respect to zero,
we obtain from Definition 2,
εki =
(3ki )
∗ 3ki
(3i)∗ 3i
. (40)
This coincides with (9) obtained in (Hashlamoun et al., 2009)
for real eigenvalues and corrected in (Konoval, Prytula, 2017)
for the case of complex eigenvalues. The obtained coincidence
can be explained as follows. The amplitude of the i-th mode
and all its components (into whatever parts it is divided) change
in time with the same exponential rate. Therefore, the ratio of
the corresponding Lyapunov energies coincides with the ratio
of the same “instantaneous” energies at the initial moment.
Thus, the state-in-mode LPFs coincide with the corresponding
conventional PFs. In contrast, the mode-in-state LPFs in (33)
are characterized by Lyapunov energies in the state space,
which are determined by the exponential terms with different
rates. Therefore, in contrast to (39), there is a characteristic
dependence in (37) on pair combinations of the eigenvalues.
Remark. Although Definition 2 is invariant with respect to a
change of units of the system state variables, the expression (40)
is not, because it includes the assumption of spherical symmetry
of the initial conditions. The expression (40), however, justifies
its meaning when all state variables are independent and scaled
so that they have the same variance.
4. Modal analysis of Lyapunov energy of states
4.1. Modal contributions to Lyapunov energy of states
The Lyapunov modal energy Ez in (28) is defined in the space
of modal vectors z ∈ Cn. Nevertheless, the Lyapunov energy of
states Ex in (25) can also be considered from the point of view
of modes, if we apply the transformation (7), that is
Ex = xT Px x = xT V∗U∗Px U V x = z∗ Pz z = Ez , (41)
where Pz = U∗Px U, and z = Vx. Substituting the representa-
tion (2) of the matrix A into (26) and multiplying the resulting
equation from the right by the matrix U and from the left by the
matrix U∗, we obtain that Pz satisfies the following Lyapunov
equation:
Λ∗ Pz + Pz Λ = −U∗U . (42)
The joint contribution to Ex from ith and jth modes can be
divided equally between these modes. Then, a contribution of
the i-th mode to Ex can be defined as
Ezi =
1
2
n∑
j=1
(
z∗i (Pz)i j z j + z
∗
j (Pz) ji zi
)
, (43)
where (Pz)i j and (Pz) ji are the elements of the matrix Pz. Sub-
stituting their values from (42), we obtain
Ezi = −Re

n∑
j=1
u∗i u j
λ∗i + λ j
z∗i z j
 . (44)
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On the other hand, one can apply to (42) the decomposition
(13)-(14) of Pz into the sub-Gramians:
Pz =
n∑
i=1
Pzi , where
Pzi = −
{
eieTi U
∗U(λ∗i I + Λ)
−1}
H
= −

n∑
j=1
ei u∗i u j e
T
j
λ∗i + λ j

H
. (45)
Therefore, comparing this with (44), we can define the modal
contribution (MC) of the i-th mode to the Lyapunov energy of
states using the sub-Gramian Pzi as
Ezi = z
∗Pzi z , where z = Vx ,
Λ∗ Pzi + Pzi Λ = −12
(
U∗U eieTi + eie
T
i U
∗U
)
. (46)
Values Ezi in (27) characterize modal energies in the space
of modal vectors. By definition, they are always positive. In
contrast, the quantities Ezi in (46) determine the contributions
of the modes to the Lyapunov energy accumulated in state vari-
ables. As can be seen from (44), they can be negative if there
are modes with sufficiently large amplitudes and negative cor-
relation with a given mode. It follows from (43) that
Pzi =
1
2
(
Pz eieTi + eie
T
i Pz
)
. (47)
Because the matrix Pzi is self-adjoint,
(
Ezi
)∗
= Ezi , i.e., the
MCs are always real. In addition, the MCs of the modes
corresponding to a pair of complex conjugate eigenvalues are
the same.
Proposition 1. Let i and i∗ be the indexes associated with
eigenvalues λi and λ∗i , respectively. Then, the corresponding
modal contributions are the same:
Ezi∗ = Ezi .
Proof. For arbitrary j, we consider in the expression (46) for
Ezi a term
z∗i Pzi z j + z
∗
j Pzi zi = −
1
2
 z∗i u∗i u jz jλ∗i + λ j +
z∗ju
∗
juizi
λ∗j + λi

H
. (48)
Choose j∗ such that if j corresponds to a real eigenvalue, then
j∗ = j, and if j corresponds to a complex eigenvalue λ j, then j∗
corresponds to a complex eigenvalue λ∗j . Then, one can verify
that in the expression for Ezi∗ , there is the term
z∗i∗ Pzi∗ z j∗ + z
∗
j∗ Pzi∗ zi∗ , (49)
which equals to (48) under the assumption (21). By the
one-to-one correspondence of terms (48) and (49), we obtain,
z∗ Pzi z = z∗ Pzi∗ z. 
The total contribution of all modes is equal to the Lyapunov
energy of all states:
n∑
i=1
Ezi = z
∗Pz z = Ex , where Pz =
n∑
i=1
Pzi (50)
is the solution of the Lyapunov equation (42). From (45) and
(31), one can also verify that the modal contribution of the i-th
mode is the sum of its contributions to all states
Ezi = x
T V∗Pzi Vx =
n∑
k=1
xT P˜xk ix =
n∑
k=1
Exk i .
4.2. Lyapunov modal interactions
Unlike state variables or signals, their Lyapunov energies can
be partitioned not only into parts corresponding to individual
eigenvalues, but also into parts corresponding to pair combi-
nations of eigenvalues, i.e., the solution of Lyapunov equation
(10) can be decomposed by (13)-(14):
P =
n∑
i, j=1
Pi j = −
n∑
i, j=1
{R∗i Q R j
λ∗i + λ j
}
H
.
This allows us to characterize the pairwise modal interactions
in the system by the Lyapunov energies produced in the system
states by the corresponding pairwise mode combinations.
Definition 3. The Lyapunov modal interaction energy (LMIE)
of the i-th and j-th modes in the system (1) is
Ez i j = xT P(i j) x , where P(i j) = −12
 R∗i R jλ∗i + λ j + R
T
i R j
λi + λ j

H
= −1
2
 (3Ti )∗u∗i u j 3Tjλ∗i + λ j +
3i uTi u j 3
T
j
λi + λ j

H
. (51)
Because the matrix P(i j) is self-adjoint, the LMIEs are always
real, i.e., Ez i j = xT Re
{
P(i j)
}
x. In addition, for any matrix C,
the equality Re {{C}H} = Re {{C}S Y M} holds, where {C}S Y M =
1
2 (C + C
T ). Therefore, the definition of LMIE implies that
Ez j i = −12 x
T Re

 R∗j Riλ∗j + λi

H
+
 RTj Riλ j + λi

S Y M
 x
= −1
2
xT Re

 R∗i R jλ∗i + λ j

H
+
 RTi R jλi + λ j

S Y M
 x = Ez i j .
Furthermore, the symmetrization in (51) ensures that the
LMIEs associated with the complex conjugate eigenvalues λi
and λ∗i are always the same, that is
Ez i∗ j = Ez i j , (52)
where i and i∗ are the indexes associated with eigenvalues λi
and λ∗i , respectively. The matrix P(i j) in (51) is the solution of
the Lyapunov equation
A∗ P(i j) + P(i j) A = − 14
(
R∗i R j + R
T
i R j + R
∗
jRi + R
∗
j
(
RTi
)∗)
.
It follows from (44), (45), and (51) that
1
2
(
Ezi + Ezi∗
)
=
n∑
j=1
Ez i j ,
1
2
V∗
(
Pzi + Pzi∗
)
V =
n∑
j=1
P(i j) .
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In view of Proposition 1, this implies that the MC of the mode
is a sum of the Lyapunov energies corresponding to its modal
interactions with other modes, that is
Ezi =
n∑
j=1
Ez i j , V∗PziV =
n∑
j=1
P(i j) .
When analyzing small-signal stability in a linearized system,
it would be convenient to have general indicators that would
characterize the participation of the modes and their interaction
in terms of accumulated Lyapunov energy, but would not de-
pend on state variables, in which the initial perturbation was
made. For this purpose, we consider a probabilistic description
of the uncertainty in the initial condition and assume that the
components of the initial condition vector x01, x
0
2, . . . , x
0
n are dis-
tributed independently with zero mean and unit variance, that
is
E
{
x0k x
0
k′
}
= δkk′ , (53)
where the expectation operator E {·} is evaluated using some
assumed joint probability function f (x0) for the initial condi-
tion uncertainty, and δkk′ is the Kronecker delta.
Proposition 2. Under assumption (53), the averaged Lyapunov
MCs Ezi and modal interaction energies Ez i j can be computed
as
E
{
Ezi
}
= − Re
{
trace
(
R∗i (λ
∗
i I + A)
−1)} ,
E
{
Ez i j
}
= − 1
2
Re
 trace
(
R∗i R j
)
λ∗i + λ j
+
trace
(
RTi R j
)
λi + λ j
 . (54)
Proof. Under the assumption (53), the first expression follows
from (45), (46), and the formula Ri = ui3Ti for the residue of
the resolvent of the matrix A. The second expression follows
directly from the definition (51). We also take into account the
equality trace {C}H = Re{trace C}. 
Based on the result of Proposition 2, the following indicator
can be proposed as a convenient measure of the relative
participation of the modes in each other.
Definition 4. The Lyapunov modal interaction factor (LMIF)
of the j-th mode in the i-th mode is
LMIFi j =
E
{
Ez i j
}
∑n
j′=1
∣∣∣∣E {Ez i j′}∣∣∣∣ , (55)
where E
{
Ez i j
}
is defined in (54).
These indicators make practical sense if the state variables
can be scaled in such a way that their disturbances have approx-
imately the same importance as the point of view of analyzing
small signals in the system. This somewhat specific interpreta-
tion is compensated, however, by the fact that the LMIFs do not
have an explicit dependence on individual state variables.
4.3. Lyapunov pair PFs
In order to analyze modal interactions in connection with
specific state variables, it is necessary to introduce Lyapunov
energies and participation factors that correspond not only to
individual eigenvalues but also to their pair combinations. Ac-
cording to (13), (14), (15), and (24), Lyapunov energy of the
k-th state variable associated with a pair of i-th and j-th modes
can be defined as
Exk i j = x
T Pxk i j x , Pxk =
n∑
i, j=1
Pxk i j , where
Pxk i j = −
1
2
R∗i ekeTk R jλ∗i + λ j + R
T
i eke
T
k R j
λi + λ j

H
= −1
2
 (3Ti )∗(uki )∗ukj 3Tjλ∗i + λ j +
3i uki u
k
j 3
T
j
λi + λ j

H
, (56)
and the symmetrized sub-Gramians Pxk i j satisfy the Lyapunov
equations
A∗ Pxk i j + Pxk i j A =
− 1
4
(
R∗i eke
T
k R j + R
∗
jeke
T
k Ri + R
T
i eke
T
k R j + R
∗
jeke
T
k (R
T
i )
∗) .
By this definition, we have Exk i j = Exk ji and Exk i∗ j = Exk i j.
Moreover, from (51) and (56) it follows that
n∑
k=1
Exk i j = Ez i j . (57)
Similar to (56), Lyapunov energy of the i-th mode associated
with a pair of k-th and l-th states can be defined as
Ezikl = z
∗Pzikl z
=
1
2
xT
(
eleTl V
∗PziV ekeTk + eke
T
k V
∗PziV eleTl
)
x
=
(3li)
∗xl 3ki xk + (3
k
i )
∗xk 3lixl
−4 Re{λi} . (58)
On the basis of Lyapunov energies (56) and (58), we can
introduce the corresponding Lyapunov PFs.
Definition 5. The pair MISLPF is the relative pairwise partic-
ipation of i-th and j-th modes in the Lyapunov energy (24) of
the k-th state
e˜k(i j) =
Exk i j
Exk
=
xT Pxk i j x
xT Pxk x
. (59)
The pair SIMLPF is the relative participation of k-th and l-th
states in the Lyapunov energy (27) of the i-th mode
ε˜i(kl) =
Ezikl
Ezi
=
z∗Pzikl z
z∗Pzi z
. (60)
The first indicator (59) shows the state variables having Lya-
punov energies that are most sensitive to a particular modal in-
teraction. The second indicator (60) shows the pairs of state
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variables that produce the particular mode. Definition 5 is con-
sistent with the previous definitions in the sense that the follow-
ing relations hold between the Lyapunov PFs:
n∑
j=1
e˜k(i j) = eki,
n∑
l=1
ε˜i(kl) = εki,
n∑
i, j=1
e˜k(i j) =
n∑
k,l=1
ε˜i(kl) = 1 .
Under the conventional initial conditions (34), the corre-
sponding pair mode-in-state Lyapunov PFs and GPs can be cal-
culated similar to (35) as
e˜k(i j) =
(
Pxk i j
)
kk(
Pxk
)
kk
, e˜k(i j)l =
(
Pxk i j
)
ll(
Pxk
)
ll
. (61)
The calculation formulas for pair Lyapunov PFs can also be
easily obtained for the spherically symmetric distribution of the
initial conditions with respect to zero using (56), (58), (27), and
(32):
e˜k(i j) =
trace ( Pxk i j)
trace ( Pxk )
=
1
2
Re
3∗i 3 j (uki )∗ukjλ∗i + λ j +
3i 3 j uki u
k
j
λi + λ j

Re
 n∑i′, j′=1 3
∗
i′3 j′ (u
k
i′ )
∗ukj′
λ∗i′ + λ j′

, (62)
ε˜i(kl) = δklεki .
Although the pair SIMLPF (60) is in some sense dual to the
pair MISPF (59), it does not seem to be a meaningful indica-
tor. As a more conceptual indicator, we can consider the state
participation in LMIEs, which characterizes the relative partic-
ipation of the k-th state in the LMIE (51) of the i-th and j-th
modes as
ek(i j) =
Ezi jk
Ez i j
=
xT P(i j)k x
xT P(i j) x
, where (63)
Ezi jk = x
T P(i j)k x , P(i j) =
n∑
k=1
P(i j)k , Ez i j =
n∑
k=1
Ezi jk ,
P(i j)k =
1
2
(
P(i j) ekeTk + eke
T
k P(i j)
)
.
This indicator shows the state variables that produce a given
modal interaction. Indicator (59) can be useful for selecting
state variables that are most sensitive for identifying a specific
interaction, while indicator (63) can be used to select the state
variables for damping this interaction.
5. Lyapunov PFs in the selective modal analysis
In this section, we present some characteristic properties of
Lyapunov PFs that highlight the potential advantages of Lya-
punov modal analysis.
5.1. Relation between Lyapunov PFs and conventional PFs
We compare conventional PFs (3) and MISLPFs of Defini-
tion 1 under conventional initial conditions (34). In this case,
the conventional coefficients pki and pkil correspond to the
Lyapunov PFs from (35) and pair Lyapunov PFs from (61).
Property 1. Under the conventional initial conditions (34),
MISLPFs in Definition 1 (33) and pair MISLPFs in Definition 5
(59) can be represented through the conventional PFs (3) and
corresponding eigenvalues as follows:
eki = − 1eTk Pxk ek
{
p∗kie
T
k (λ
∗
i I + A)
−1ek
}
H
,
e˜k(i j) = − 12 eTk Pxk ek
{
p∗ki pk j
λ∗i + λ j
+
pki pk j
λi + λ j
}
H
. (64)
Proof. Substitute (31) and (56) into the definitions (35) and
(61), for the MISLPF and pair MISLPF, respectively, obtained
under the conventional initial conditions (34). Then, we take
into account the definition of the conventional PFs (3). 
While the conventional PFs characterize the participation of
modes in the instantaneous dynamics of the state variables, the
MISLPFs and pair MISLPFs characterize their participation
in the integrated energies accumulated in the state variables.
Thus, in contrast to the conventional PFs, new indicators take
into account the time responses of specific devices, which
are reflected by the dependence on the eigenvalues in the
denominators in (64).
5.2. LPFs indicate the distance from the stability boundary
Suppose that the matrix A smoothly changes depending on
the parameter γ so that the following assumption is satisfied.
Assumption 1. All conventional PFs (3) remain limited, i.e.
∀ k, i ∃ C ∈ R : |pki| < C . (65)
Since the conventional PFs represent the sensitivities of
eigenvalues, this assumption means that the spectrum of the
dynamic matrix changes smoothly with respect to γ. Then, the
characteristic property of LPFs is established by the following
proposition.
Property 2. Let the matrix A of the stable system (20) change
under Assumption 1 in such a way that the i-th eigenvalue tends
to the imaginary axis from the left, while other eigenvalues are
limited:
Re (λi)→ −0 , Re (λ j) < −α < 0, λ j , λi, λ∗i . (66)
Then, under conventional initial conditions (34), Ezi → +∞,
and there is at least one state variable k such that the following
limiting relations are satisfied for MISLPFs:
if λi is real : Exk i → +∞, eki → 1 , ek j → 0 , j , i ;
if λi is complex : Exk i, Exk i∗ → +∞, (67)
eki, eki∗ → 0.5 , ek j → 0 , j , i, i∗ .
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Proof. Consider the case when λi is real. Choose a state vari-
able k such that |pki| , 0. Note that under conventional initial
conditions (34), Exk = eTk Pxk ek. Then, it follows from (64) that
Exk e˜kii = −
{
p∗ki pki
λ∗i + λi
}
H
=
|pki|2
−2Re(λi) → +∞ ,
∀ j , i : |Exk e˜ki j| <
|p∗ki| |pk j|
−Re(λi) − Re(λ j) <
C2
α
,
∀ j, j′ , i : |Exk e˜k j j′ | <
|p∗k j| |pk j′ |
−Re(λ j′ ) − Re(λ j) <
C2
2α
.
From here, we obtain
Exk i = Exk eki = Exk
n∑
j′=1
e˜ki j′ → +∞ ,
∀ j , i : Exk j = Exk ek j = Exk
n∑
j′=1
e˜k j j′ <
(n + 1) C2
2α
,
eki =
Exk i∑n
j′=1 Exk j′
→ 1, ∀ j , i : ek j = Exk j∑n
j′=1 Exk j′
→ 0.
The case of complex λi is treated similarly. 
It follows from Property 2 that, in contrast to conventional
PFs, the values of LPFs depend on the distance of the corre-
sponding eigenvalues from the stability boundary. Therefore,
the proposed indicators account for the risk of stability loss as-
sociated with individual weakly stable modes, i.e. modes hav-
ing low decay rates. In expression (64), this is reflected by the
dependence of the denominator on λi. The closer the i-mode is
to the stability boundary, the smaller the value of the real part
of λi is, and the greater the values of the corresponding LPFs
and Lyapunov energies are.
5.3. Pair LPFs indicate resonant modal interactions
Consider a stable system (20) with two close eigenfrequen-
ciesω1 ≈ ω2 corresponding to the eigenvalues λ1,1∗ = −α1±iω1
and λ2,2∗ = −α2 ± iω2. Suppose that the matrix A smoothly
changes depending on the parameter γ so that the following
assumptions are satisfied.
Assumption 2. The damping for λ1, λ2 is small, i.e.
α1 + α2 << ω1 + ω2 . (68)
Remark. This assumption is fulfilled in many practical
situations. For example, if we consider all modes with a decay
rate less than unity and a frequency greater than 1 Hz (i.e.
α < 1 and ω > 2pi), then this assumption is practically satisfied.
Assumption 3. The eigenfrequencies ω1 and ω2 change much
faster with γ than the corresponding conventional PFs do, i.e.,
for each k, l:
1
ω1
dω1
dγ
,
1
ω2
dω2
dγ
>>
1
pk1l
dpk1l
dγ
,
1
pk2l
dpk2l
dγ
. (69)
The characteristic property of LMIEs and pair LPFs is
established by the following proposition.
Property 3. Let the matrix A change under assumptions 1,
2, 3 in such a way that it passes through the point ω1 = ω2.
Then, the LMIE Ez i j in (51) and Lyapunov energies Exk12(γ)
in (56) associated with a pair of eigenvalues λ1 and λ2 reach
the local maximum in the neighborhood of point ω1 ≈ ω2,
both under conventional (34) and spherically symmetrical (53)
initial conditions.
Proof. Choose a state variable k such that |pki| , 0, |pk j| , 0.
Under conventional initial conditions (34), according to (64),
we have
Exk12 = Exk e˜k(12) =
1
4
∑
i=1, 1∗
∑
j=2, 2∗
Re
{
− p
∗
ki pk j
λ∗i + λ j
}
. (70)
Let us introduce the notations α = α1 + α2, ω = ω1 + ω2,
∆ω = ω2 − ω1. According to definition (3), we have pk1∗ = p∗k1
and pk2∗ = p∗k2 . Using this and combining the terms in (70), we
obtain
Exk12 =
1
2
αCkR + ∆ωC
k
I
α2 + ∆ω2
+
1
2
αDkR + ωD
k
I
α2 + ω2
, (71)
where the coefficients CkR = Re {pk1 p∗k2}, CkI = Im {pk1 p∗k2},
DkR = Re {pk1 pk2}, DkI = Im {pk1 pk2} have the same order of
magnitude. According to assumption (68), α << ω and the
second term in (71) is negligible
α · Exk12 =
1
2
CkR + ∆ω˜C
k
I
1 + ∆ω˜2
+ O() , (72)
where ∆ω˜ = ∆ω/α,  = α/ω << 1 .
According to assumption (69), the dependence of the coeffi-
cients CkR and C
k
I on γ can be neglected. Then, the maximum
absolute value of (72) is reached approximately at CI∆ω˜ ≈√
C2R + C
2
I −CR, or, returning to the original notation, at
|∆ω| ≈ α |pk1 p
∗
k2| − Re{pk1 p∗k2}
|Im {pk1 p∗k2}|
< α1 + α2 << ω1 + ω2 .
Under spherically symmetrical initial conditions (53), the proof
is similar, albeit with the replacement of CkR and C
k
I by
C˜kR =
n∑
l=1
Re {pk1l p∗k2l} and C˜kI =
n∑
l=1
Im {pk1 p∗k2}.
According to (57), Ez12 =
∑n
k=1 Exk12. Therefore, under spheri-
cally symmetrical initial conditions (53), the function Ez12 has
the same structure as (72):
Ez12 =
n∑
k=1
Exk12 ≈
1
2α
(
∑
k C˜kR) + ∆ω˜ (
∑
k C˜kI )
1 + ∆ω˜2
.
This function reaches its local maximum approximately at
∆ω ≈ α
(√
σ2 + 1 − σ
)
< α1 + α2 << ω1 + ω2 ,
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where σ =
∑
k C˜kR
/∑
k C˜kI . 
Remark. It follows from Property 3 that if the Lyapunov en-
ergies corresponding to other mode pairs change rather slowly
in the neighborhood of point ω1 ≈ ω2, then the functions
LMIF12(γ) in (55) and MISLPF e˜k(12)(γ) in (59) also reach a
local maximum in the neighborhood of point ω1 ≈ ω2.
It follows from Property 3 that the values of pair Lyapunov
energies and pair LPFs facilitate the identification of the reso-
nant interactions between lightly damped oscillating modes. In
general, it can be seen that in (64), the value of LPF ki =
∑
j ˜ki j
is not simply proportional to |pki|2, but involves the interaction
of the i-mode with other j modes. In accordance with Prop-
erty 3, the closer the j-mode is in frequency to the i-mode, the
greater its contribution ˜ki j to ki is, which characterizes the res-
onance interaction. Similarly, the smaller |Re(λ j)| is, the greater
the j-mode contribution ˜ki j to ki. This characterizes the inter-
action with a weakly stable mode.
5.4. Fast calculation of Lyapunov PFs
The possibility of fast calculation of Lyapunov energies and
LPFs for the purposes of selective modal analysis is based
on formulas (31), (35), (37), (56), (61), (62). These can be
summarized as follows.
Property 4. The Lyapunov energies of states associated
with particular modes and unnormalized LPFs can be calcu-
lated through the corresponding eigenvalues and eigenvectors,
namely under conventional initial conditions (34):
Exk i = Exk eki = −
{
(uki )
∗(3ki )
∗ eTk (λ
∗
i I + A)
−1ek
}
H
,
Exk i j = Exk e˜ki j = −
1
2
 (3ki )∗(uki )∗ukj 3kjλ∗i + λ j +
3ki u
k
i u
k
j 3
k
j
λi + λ j

H
,
and under spherically symmetric initial conditions (53):
Exk i = Exk eki = −Re
{
trace
(
(3Ti )
∗(uki )
∗eTk (λ
∗
i I + A)
−1)} ,
Exk i j = Exk e˜ki j = −
1
2
trace
 (3Ti )∗(uki )∗ukj 3Tjλ∗i + λ j +
3i uki u
k
j 3
T
j
λi + λ j

H
.
Property 4 implies that in order to analyze the dynamics of
Lyapunov energies and unnormalized LPFs in the critical part
of the spectrum, it is not necessary to know the entire spectrum
of the system matrix. It is sufficient to know only the eigen-
values and eigenvectors in the critical part of the spectrum,
which can be obtained using the well-known algorithms of
selective modal analysis, such as the modified Arnoldi method
or simultaneous iterations (Wang, Semlyen, 1990). Therefore,
the LMA can be performed quickly for the critical modes and
serve as a basis for the fast calculation of their behavior in
large-scale dynamical systems in real time.
Remark. Formulas of Proposition 4 are valid only for systems
with a simple spectrum. When two eigenvalues approach each
other, these formulas start to become ill-conditioned. When
Figure 1: Two-area power system with four generators from (Kundur (1994)).
a multiple root appears, the eigenvectors may not be uniquely
determined. In this case, all the formulas must be modified.
However, this is beyond the scope of this work.
5.5. LPFs and eigenvalue sensitivities
Property 5. LPFs and corresponding Lyapunov energies can
be represented using the sensitivities of the corresponding
eigenvalues with respect to the elements of the dynamic matrix
A:
Exk eki = −
{(
∂λi
∂akk
)∗
eTk (λ
∗
i I + A)
−1ek
}
H
,
Exk e˜k(i j) = −
1
2
{
1
λ∗i + λ j
(
∂λi
∂akk
)∗ ∂λ j
∂akk
+
1
λi + λ j
∂λi
∂akk
∂λ j
∂akk
}
H
.
These formulas are obtained by substitution of (4) into the
formulas of Proposition 1. In practical applications, the
corresponding sensitivity coefficients can be identified using
various measurement methods.
Based on the above considerations, it can be expected that
the LPFs may provide additional advantages for the purposes of
the small-signal stability analysis, while the PFs retain their im-
portance in assessing the instantaneous dynamics of the system.
6. Simulation experiment
In this section, we present a fairly simple numerical exper-
iment, which is nevertheless able to demonstrate the potential
advantages of Lyapunov modal analysis.
6.1. Experiment description
For carrying out a simulation experiment, we use the two-
area power system with four generators that was considered by
Kundur (1994) and is shown in Figure 1. It consists of two sim-
ilar areas connected by a weak tie. Each area consists of two
coupled stations. The third station, G3, was considered as a
swing bus. For dynamical analysis, all generators of the power
system are represented by sixth order models. The speed con-
trollers were ignored. The model parameters chosen were the
same as those in the textbook (Kundur (1994), Example 12.6,
p.813). To avoid zero eigenvalues in the dynamic matrix, all ro-
tor angles and speed deviations were taken with respect to those
of reference generator G3.
We studied the limit of the system stability by simultane-
ously increasing all the loads (PL,QL,QC) and the active power
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Figure 2: Trajectory of the real (on the left) and imaginary (on the right) parts of eigenvalues in the experiment.
of each generator (Pi) while keeping the ratios between them
fixed. We define the power increase coefficient as α = P/P0 =
Q/Q0. This change in α results in further changes in system
modes. The list of the main ones is presented in Table 1. All
oscillations listed in the table are rotor angle electro-mechanical
oscillations. The aperiodic modes S1 and S2 correspond to the
rotor angle. The aperiodic modes S4 and S5 correspond to flux
linkage. Figure 2 shows the evolution of the real (on the left)
and imaginary (on the right) parts of the eigenvalues during the
test experiment as functions of the power increase coefficient α.
Mode names on the legend correspond to Table 1. The simula-
tion indicates nontrivial dynamics of system modes. As the pa-
rameter α increases, the following changes, which are marked
in Figure 2, are observed:
(a) At αa ≈ 1.293, the aperiodic S4 and S5 modes merge into
one low-frequency oscillation.
(b) When αb ≈ 1.321, the aperiodic inter-area angle mode S1
becomes unstable. As can be seen, however, the instability
of the S1 mode does not influence the behavior of the other
modes.
(c) When αc ≈ 1.375, there is resonance between the S6 and
S7 oscillations, after which they become inter-area oscil-
lations.
(d) The S1 mode becomes stable again at αd ≈ 1.395.
(e) When αe ≈ 1.430, the aperiodic modes S1 and S2 merge
into one low-frequency oscillation.
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Figure 3: Evolution of Lyapunov energies of the states (on the left) and modes (on the right) in the experiment.
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Figure 4: Behavior of the conventional PFs pki (on the left) and Lyapunov PFs eki (on the right) for the state variables ∆(ω1 − ω3) and ∆Ψ1 above and below,
respectively.
Mode Initial eigenvalue Type and location
S 1 −0.096 aperiodic rotor angle mode
(mostly between G3 and G4)
S 2 −0.117 aperiodic rotor angle mode
(mostly between G1 and G2)
S 3 −0.111 ± 3.43 j inter-area rotor oscillation (be-
tween G1, G2, G3, G4)
S 4 −0.265 local inter-machine flux linkage
mode (between G3 and G4)
S 5 −0.276 local inter-machine flux linkage
mode (between G1 and G2)
S 6 −0.492 ± 6.82 j local inter-machine oscillation
(between G1 and G2)
S 7 −0.506 ± 7.02 j local inter-machine oscillation
(between G3 and G4)
Table 1: Modes and initial eigenvalues.
(f) The system becomes unstable again at αf ≈ 1.453. An ob-
vious relationship can be seen in the behavior of the dan-
gerous modes S3, S6, and S7 in the pre-fault operation.
6.2. Simulation results and discussion
The evolution of Lyapunov energies of the states and modes
is shown in Figure 3 as a function of the power increase coef-
ficient α. The units of Lyapunov energies are derived from the
system of units used in (Kundur (1994), see also Remark 2).
The graphs on the left show the values of Exk calculated by (24)
for the main state variables, namely for the deviations of flux
linkages and rotor angles and speeds of different generators.
When the system loses stability at points (b), (d) and (f), the
Lyapunov energies in the corresponding variables tend to infin-
ity. However, in some other variables, they remain bounded.
The graphs on the right show the values of |ui|2Ezi , which are
calculated using (27) and characterize the invariant measure of
Lyapunov modal energies (see Remark 1) for the modes S 1 to
S 7 listed in Table 1. Each curve characterizing an oscillation
contains two identical graphs; either of which corresponds to
one of the complex conjugate eigenvalues. The graphs reflect
all qualitative changes in the spectrum of the system, including
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Figure 5: Lyapunov modal interaction factors normalized to 1.
the loss of stability by the corresponding modes at points (b),
(d), and (f), the fusion of aperiodic modes at points (a) and (e),
and the resonance between the oscillations S 6 and S 7 at (c).
Figure 4 shows the behavior of the conventional MISPF pki
defined by (3) (on the left) and MISLPF eki defined by (33) and
(35) (on the right) depending on α. The plots at the top show
the modal PFs in ∆(ω1 − ω3), i.e., in the deviation of the rotor
angle speed of generator G1 with respect to that of generator
G3. The plots at the bottom show the modal PFs in ∆Ψ1, i.e.,
in the deviation of flux-linkage of generator G1. The general
composition of modes in the considered state variables accord-
ing to both pki and eki are similar. Both coefficients identify
the process of merging the aperiodic modes at points (a) and
(e). However, unlike conventional PFs, Lyapunov PFs clearly
identify the moments of stability loss occurring due to the cor-
responding mode and state variables. In the plots at the top,
two graphs of eki characterizing the oscillation S 3, which loses
stability at (f), in the sum tend to unity at α f . In the plots at the
bottom, the graph characterizing the aperiodic mode S 1, which
loses stability in the interval between points (b) and (d), tends
to unity in the same interval. Thus, in accordance with Prop-
erty 2, the MISLPFs identify the stability loss occurring due to
specific modes and state variables.
Figure 5 shows the behavior of LMIFs calculated by (55) de-
pending on α. The participations of all modes in modes S 1, S 3,
S 6, and S 7 are shown on separate tabs. In the case of unstable
modes, in accordance with the physical meaning, we assume
that
LMIFi j = +∞ , if Re{λ∗i + λ j} > 0 .
Each curve showing the interaction with the oscillation contains
two identical graphs, either of which corresponds to one of the
complex conjugate eigenvalues. In accordance with the chosen
normalization, the sum of the absolute values of the graphs on
each tab is always equal to one. LMIF plots allow for the ob-
servation of a general structure of the modal interaction, as well
as to identify the following characteristic features of the modal
dynamics.
• Loss of stability of an aperiodic or oscillatory mode.
When the S 1 mode becomes unstable at point (b), its own
participation approaches 1, and the participations of the
other modes in it disappear. Similarly, when the oscilla-
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tory modes S 3, S 6, and S 7 approach the stability boundary
at (f), their own participations also tend to unity.
• Merging of two aperiodic modes into one oscillation.
When aperiodic modes S 4 and S 5 merge into a single os-
cillation at (a), there is a noticeable increase in the partic-
ipations of merging modes in other modes before merging
and a sharp increase in the participations of other modes
after that. A similar phenomenon is observed when ape-
riodic modes S 1 and S 2 merge into a single oscillation at
(e).
• Occurrence of a resonance between two oscillations. Os-
cillations S 6 and S 7 interact mainly with each other (see
the tabs at the bottom of Figure 5). As their frequencies
approach each other at (c), the graphs show a characteris-
tic increase in the mutual participation of these modes in
each other, with the opposite sign.
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Figure 6: Behavior of pair MISLPFs e˜k(i j) for the interaction of the oscillations
S 6 and S 7 and different state variables.
Figures 6 and 7 show the behavior of pair MISLPFs e˜k(i j) de-
fined in (59) and state participations in LMIEs ek(i j) defined in
(63), respectively, for the interaction of the oscillations S 6 and
S 7 and different state variables. In Figure 6, one can indicate the
state variables ∆(ω2 − ω3) and ∆(ω4 − ω3), which are sensitive
to this interaction, when it becomes resonant in the neighbor-
hood of αc ≈ 1.375. We note that the presence of the unstable
mode S 1 in the system creates additional terms of the Lyapunov
energy with large or infinite magnitude in some state variables
(see Figure 3). This can make some state variables insensitive
to the interaction of oscillations S 6 and S 7. In Figure 7, the state
variables ∆(ω1 − ω3), ∆(ω2 − ω3), and ∆(ω4 − ω3), which pro-
vide the main contribution to this interaction, can be observed.
Note that the magnitudes of ek(i j) practically do not depend on
the unstable mode S 1, as the Lyapunov energy of oscillations
S 6 and S 7 does not depend on it.
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Figure 7: Behavior of state participations in LMIEs ek(i j) for the interaction of
the oscillations S 6 and S 7 and different state variables.
7. Conclusion
This study proposes a novel LMA framework based on the
concepts of Lyapunov energies and Lyapunov PFs, which char-
acterize the time integrated energy associated either with par-
ticular modes and state variables, or with their pairwise com-
binations. It was proved that, in contrast to conventional PFs,
the proposed indicators have characteristic properties that allow
one to identify
• the loss of stability of a particular mode,
• the resonant interactions between two modes,
• merging of two aperiodic modes into low-frequency oscil-
lation,
and associate these phenomena with certain system state vari-
ables. The calculation of the proposed Lyapunov indicators for
the critical part of the spectrum does not require knowledge
of the entire spectrum of the system matrix and can be per-
formed independently. Therefore, the LMA can be performed
quickly to analyze resonant interactions of the critical modes
in large-scale dynamical systems. The proposed indicators can
also be calculated using the sensitivities of eigenvalues obtained
directly from measurements.
Although the LMA was applied for analysis of the small-
signal stability of the test power system in this work, its perfor-
mance can also be tested for solving other problems of modal
analysis, such as transient stability analysis, optimal placement
of sensors and stabilizers, and cluster analysis of electrical net-
works, which is the subject of our further research.
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