Introduction
Coupled atmosphere ocean sea ice general circulation models (AOGCMs) have become an important tool for the projection of the Earth's climate over the next century and beyond. The ongoing effort of the Intergovernmental Panel on Climate Change (IPCC, 2001 ) reflects the history and development of the application of coupled models for climate prediction. The IPCC reports also document, however, the diversity of models and the dependence of the findings on the respective models and their parameterizations of sub-grid-scale processes.
The MPI-M atmosphere (ECHAM) and ocean (MPI-OM) models have undergone significant development in recent years. The technical details of these developments are described in Roeckner et al. (2003) (for the atmosphere component) and, for the ocean model, in Marsland et al. (2003) . Here we describe results from a version of the model that serves as a prototype for the IPCC AR4 simulations. The atmosphere model uses the cycle 5.2 of the ECHAM model family (ECHAM5.2) and is run at T63 resolution (1.875° × 1.875°) with 31 vertical (hybrid) levels. The ocean has 1.5° average horizontal grid spacing with 40 unevenly spaced vertical levels. A 300 year present-day climate control simulation run without flux adjustment is presented concentrating on the analysis of key climate variables such as sea surface temperature (SST), sea ice concentration and extents, oceanic heat and freshwater transports and water mass transformations.
The accurate simulation of the equatorial SST climatology is crucial for a proper representation of the El Niño Southern Oscillation (ENSO). A previous version of the model (Keenlyside et al., 2004) showed a pronounced cold bias in the equatorial Pacific, where the SST error in the western Pacific exceeded 4 K. A number of attempts to improve the model by modifications to the physical parameterizations of friction and diffusion turned out to be largely unsuccessful. As has been found in the El Niño Simulation Intercomparson Project (ENSIP), the equatorial cold/warm bias is a problem common to many coupled models (Latif et al., 2001) and is related to the amplification of model errors by coupled feedbacks leading to an over/under estimation of the divergence of equatorial ocean currents and associated upwelling. Although ENSO originates in the tropics, it affects both the mean and the variability of global climate. Latif et al. (2000) showed that tropical feedbacks even influence the stability of the THC. Reducing the easterly winds at the equator will certainly reduce the wind driven ocean currents, their divergence and the associated upwelling. While many studies have emphasized the sensitivity of stress to surface drag (e.g. Large and Pond, 1981) there are only a few papers that deal with the impact of ocean currents on wind stress. Pacanowski (1987) suggested that wind stress be calculated from the velocity difference between the near surface wind speed and the ocean current. He found significant changes in equatorial SST and in the seasonal cycle of the upwelling in a model experiment forced by climatological wind stress when the ocean currents were taken into account in the stress calculation. However, this approach did not find a widespread application in coupled ocean atmosphere models. We have implemented such a parameterization in our coupled model, following Luo et al. (2005) .
The paper is structured as follows. The ocean model, the formulation of the parameterization for wind stress, and the experiments performed are described in section 2. In section 3, the model's climatology is compared with observations and in section 4, the simulation of tropical interannual variability is presented. The impacts of the new parameterization on the mean state and on interannual variability are described in the respective sections. A summary is presented in section 5.
The ocean and sea-ice model
Technical details of the ocean model MPI-OM and the parameterizations that have been implemented during the transition from the Hamburg Ocean Primitive Equation (HOPE) model (Wolff et al., 1997) to the MPI-OM model can be found in Marsland et al. (2003) .
Here we summarize the main features. The primitive equations for a hydrostatic Boussinesq fluid are formulated with a free surface. The vertical discretization is on z-levels and the bottom topography is resolved by way of partial grid cells (Wolff et al., 1997) . Using the formulation of Arakawa and Lamb (1977) the spatial arrangement of scalar and vector variables is formulated on a C-grid.
The along-isopycnal diffusion is based on the work of Redi (1982) and is implemented following Griffies (1998) . The effect of horizontal tracer mixing by advection with the unresolved eddies is parameterized following Gent et al. (1995) . For the vertical eddy viscosity and diffusion the Richardson-number dependent scheme of Pacanowski and Philander (1981, PP hereafter) is applied. Since the PP scheme in its classical form underestimates the turbulent mixing close to the surface, an additional wind mixing parameterization is included. The wind stirring near the surface is proportional to the cube of the 10 m wind speed and decays exponentially with depth.
In the presence of static instability, convective overturning is parameterized by greatly enhanced vertical diffusion. A slope convection scheme has been included that allows for a better representation of the flow of statically unstable dense water over sills, such as in Denmark Strait or in the Strait of Gibraltar (see Marsland et al. (2003) for details) and off shelves, such as on the Arctic and Antarctic shelves.
The dynamic and thermodynamic sea ice model is similar to the earlier HOPE model (Wolff et al., 1997) . The dynamics of sea ice are formulated using viscous-plastic rheology following Hibler (1979) . The thermodynamics relate changes in sea ice thickness to a balance of radiant, turbulent, and oceanic heat fluxes. The effect of snow accumulation on sea ice is included, along with snow-ice transformation when the snow/ice interface sinks below the sea level due to snow loading. The effect of ice formation and melting is accounted for within the model assuming a sea ice salinity of 5 psu.
An orthogonal curvilinear grid allows for an arbitrary placement of the grid poles. In the current set-up, the model's North Pole is shifted to Greenland and the South Pole is moved toward the center of the Antarctic continent (Figure 1 ). This approach not only removes the numerical singularity associated with the convergence of meridians at the geographical North Pole but also produces higher resolution in the deep water formation regions near Greenland (Greenland Sea, Labrador Sea) and in the Weddell Sea. In fact, the grid spacing is at minimum with about 15 km around Greenland and at maximum with 184 km in the Pacific.
The topography was interpolated from the ETOPO5 (National Geophysical Data Center, 1988) 1/12° dataset and specific topographic features, such as the important conduits of overflows and throughflows, were adjusted to observed sill depths.
Atmosphere and ocean are coupled by means of the OASIS coupler (Valcke et al., 2003) .
The ocean passes the sea surface temperature (SST), sea ice concentration, sea ice thickness, snow depth, and the ocean surface velocities to the atmosphere. River runoff and glacier calving are treated interactively in the atmosphere model and the respective fresh water fluxes are passed to the ocean as part of the atmospheric freshwater flux field. The land hydrology model includes a river routing scheme Dümenil-Gates, 1998, 2003) , but the mass balance of glacier ice sheets is not accounted for in this model. Snowfall onto glaciers is, therefore, directly transferred to adjacent ocean points. None of the experiments described below require the use of flux adjustment.
The effect of ocean currents on wind stress
The surface wind speed is typically one or two orders of magnitude larger than the surface currents over much of the ocean. In equatorial regions, however, oceanic surface speeds can exceed 1 ms -1 (e.g. Weisberg, 1984) while typical wind speeds are about 5-6 ms -1 (Halpern, 1988) . For this reason, Pacanowski (1987) suggested that wind stress calculations should take into account the surface wind relative to the underlying ocean flow:
where ρ and C D are the density of air and the drag coefficient, W is the lowest level wind vector and V is the ocean velocity vector, respectively. Kelly et al. (2001) compared satellite derived scatterometer data with those from the Tropical Atmosphere Ocean (TAO) array and found that the differences between both products can be as large as 50%. The role of the ocean currents in causing this discrepancy (at least in the tropics) is supported by the strong relationship between the TOA-measured surface motion and the differences in the respective wind measurements. Pacanowski (1987) implemented the ocean current effect on the wind stress calculation into an ocean model that was forced by climatological wind velocities. In his study, an application to the tropical Atlantic Ocean showed the following effects: the westward surface currents that are in the same direction as the wind stress were reduced by about 30%, the North Equatorial Counter Current was also reduced and the equatorial upwelling decreased significantly. As a result there was a warming near the equator of about 1 K and cross equatorial current profile simulation was in closer agreement with measurements.
Recently, Luo et al. (2005) have improved the equatorial cold bias in the Scale
INTeraction Experiment (SINTEX-F) coupled model by allowing for momentum transfer of the ocean currents to the atmosphere. We have adopted Luo et al's "fully coupled" Wind Stress Correction (WSC) because this method reduced the cold bias much more than the "semi-coupled" version where the ocean currents enter only the bulk formulae for the wind stress calculation. In fact, in the "fully coupled" approach, the ocean velocities enter the wind stress calculations in two ways. Firstly, the calculation of the vertical shear owing to friction is modified by using the ocean velocities as lower boundary conditions, rather than assuming a non-moving surface. Secondly, the relative motion between the lowest atmospheric layer and the ocean surface is used in the calculation of the drag coefficient (and other turbulent mixing coefficients) assuming a law-of-the-wall formulation (Roeckner et al., 2003) . Apart from the momentum fluxes, the 10 m wind speed entering the calculation of the turbulent mixing in the upper layers of the ocean is modified accordingly. In the presence of sea ice, a similar modification is used for the air-ice stresses.
The SINTEX-F model described by Luo et al. (2005) has a relatively high resolution (T 106 in the atmosphere) and, since it doesn't include a sea ice model, is mainly used for low to mid-latitude interaction studies. Here, we apply the WSC to a state-of-the art climate model that is used for long-time integrations and climate change projections. Notice, however, the drift in the observational data during the last two decades of the 20 th century that is most likely caused by multidecadal variability of the North Atlantic/Arctic climate system (Polyakov and Johnson, 2000) . While the monthly mean data indicate that the model simulates the summer extent well, the winter ice area is always smaller than the lowest winter estimate from the HADISST data. In the Southern Hemisphere, the model reproduces the observed annual mean of about 10×10 12 m 2 and the summer ice extent well. Here, however, the winter maxima are about 10% higher than the climatological values. As will be shown below, there is too much ice spread northward into the Atlantic sector of the Southern Ocean. Generally, there is no significant trend in the ice area time series, indicating a wellbalanced system.
Globally averaged subsurface temperature deviations from the Polar Science Center
Hydrographic Climatology (PHC, Steele at al., 2001) climatology are relatively small at the beginning of the coupled experiment whereas initial salinity errors are larger, carried over from the climatologically forced ocean-only experiment (not shown). The distribution is consistent with the error patterns found in the uncoupled simulation of Marsland et al. (2003) and can be attributed to the inability of the model to maintain intermediate water mass
properties in the Atlantic and the Pacific. There is a considerable drift in the temperature at intermediate and deep water levels that occurs during the coupled experiment. As a result, the model produces too warm and too salty deep water masses. This drift has, however, no pronounced effect on the Thermohaline Circulation (THC).
The mean state
Sea surface temperature and sea ice are the most important ocean variables for the determination of the atmosphere to ocean fluxes and the realism of the coupling and atmosphere-ocean fresh water fluxes are sensitive indicators of coupled model performance.
The difference between modeled surface temperature averaged over the last 50 years of the simulation WSC, and the AMIP surface temperature is shown in Figure 3 Positive SST biases occur at the western coasts of the Americas and Africa. This is a consequence of the lack of sufficient stratocumulus clouds in the atmosphere model, a feature that is widespread among state of the art coupled models (e.g. Barthelet et al., 1998; Gordon et al., 2000; Washington et al., 2000; Roberts et al., 2004) . and other coupled models (Latif et al., 2001; Kiehl and Gent, 2004 ) the cold bias in the equatorial Pacific is much improved. As discussed below, the new parameterization for wind stress is a major contributor to this improvement, which is in agreement with another modeling study (Luo et al., 2005) .
Precipitation is one of the most important climate variables and the proper simulation of patterns and variability is still a challenge for coupled global climate models (Mechoso et al., 1995; Dai, 2006) . One outstanding feature is the so-called double Inter Tropical Convergence Zone (ITCZ). In the Pacific, most models (without flux adjustment) simulate two perennial zonal bands of maximum precipitation straddling the equator, whereas in nature there is only a seasonal double ITCZ in the eastern Pacific. The simulation presented here is no exception as can be seen from the differences between the model precipitation and the Xie and Arkin Gyre, which is, in reality, confined to the Beaufort Sea, extents too far into the central Arctic.
The TDS is therefore shifted too far to the European Basin. This shift is even more pronounced in summer (Figure 4d ), where the center of anticyclonic motion spreads out even more towards the North Pole. This simulated seasonal change does not agree with the buoydrift figures presented by Proshutinsky et al. (2002) , who report a weakening of the Beaufort Gyre in summer but not a spatial shift. The ice transports largely reflect the overlying atmospheric circulation. In the simulation, the polar high is slightly too weak and located over the central Arctic in winter.
In the SSM/I data, the TDS is supplied primarily from Siberian coastal waters rather than from the Beaufort Gyre. However, the model captures well the ice flow exiting from the Kara Although open ocean convection has been observed in the Weddell Sea (Gordon, 1978) the observations are limited in time and space. In reality, most of the Antarctic Bottom Water (AABW) is formed on the shelves during polynya conditions (Orsi et al., 1999) . As has been shown by Marsland et al. (2004) , high resolution and an adequate representation of topographic details are required to realistically simulate high rates of sea ice growth and brine rejection. The evolution of the simulated water mass properties (too warm) and spreading rates of AABW indicates that the bottom water formation rate is too small in our model (not shown). Sv (1Sv = 10 6 m 3 s -1 ), exceeds the estimates of 134±14 Sv from Nowlin and Klinck (1986) .
The throughflow between Australia and Antarctica is about 170 Sv compared to 147±10 Sv estimated from repeated sections by Rintoul and Sokolov (2001) . The strength of the ACC depends on the resolution of topographic details, such as the South Sandwich Islands, and on the choice of isopycnal diffusivity (Gent et al., 1998; Gent et al., 2001) . Other large-scale oceanic volume transports are as follows: Florida Strait transport is about 24 Sv, compared to an estimate of about 32 Sv by Larsen et al. (1992) , the Indonesian throughflow is 13 Sv where Wijffels et al. (1996) give an estimate of 7±12 Sv. The relatively dense waters flow (σ θ 27.8) through the Denmark Strait and the Faeroe Bank Channels form the core of the lower North Atlantic Deep Waters (NADW). In the model, overflow transport rates at the sills are close to 2.5 Sv and 2 Sv, respectively, in agreement with observations (Ross, 1984; Saunders, 1990) . As was demonstrated by Marsland et al. (2003) with the observational estimates of 18±4 Sv (Macdonald, 1998) and 18 Sv (Talley et al., 2003) . Across the southern boundary of the Atlantic more than 15 Sv are exported. The AABW cell in the Atlantic has a maximum of about 3.3 Sv and about 3 Sv enter the South Atlantic at 30°N. Compared to estimates from inverse models the AABW rates are rather low. Sloyan and Rintoul (2001) and Ganachaud and Wunsch (2000) suggested an AABW inflow of about 6 Sv from geostrophic velocity estimates. Moreover, the AABW cell weakens considerably over the course of the experiment from more than 5 Sv to 3.3 Sv.
Apparently, the formation of AABW with correct water mass properties is insufficient in this model owing to insufficient bottom water formation on the Antarctic shelves. On the other hand, the strength and structure of the NADW cell is quite stable.
The simulated global heat transports compare favorably with the estimates from direct Sv around 40ºS exceeds the direct and indirect estimates discussed in Wijffels (2001) . In the Atlantic (Figure 7 d) , the most robust discrepancy between the observational estimates and the simulation is the much too negative fresh water flux poleward of 30ºN.
We now quantify the impact of the new wind stress parameterization on the mean state (defined here as the 250-300 year average) by comparing the experiment WSC with an otherwise identical simulation without the wind shear correction (NWSC). The impact of the parameterization can be thought of as arising from two effects. The first, and most straightforward to understand, is simply due to the change in the magnitude (and curl) of the wind stress seen by the ocean. The second, which is non-trivial to diagnose, is due to changes in the feedbacks between the ocean and the atmosphere, e.g. due to changes in atmospheric and oceanic sensitivity that result either from the direct effect of the atmosphere being influenced by the ocean currents, or from changes in the mean state itself. As expected, the parameterization affects the wind stress curl (Figure 8 a) mostly where ocean speeds are high.
In the Southern Ocean, winds and the upper layer of the ocean move in the same direction so that there is both a reduction of (the usually positive) wind stress curl on the northern flank of the ACC and a reduction of negative stress curl anomalies to the south of the ACC axis.
There is also a clear effect in the regions of the boundary currents on the eastern coasts of the continents, such as the North Brazil Current and the Gulf Stream-North Atlantic Current.
Whereas there are only minor changes in the wind stress curl in the equatorial Atlantic, the changes in the Pacific equatorial current /wind system leave a clear imprint on the wind stress curl distribution. The changes are mainly due to a reduction of the westward component of the wind stress. The reduction of the westerly wind stress anomalies in the ACC region is associated with a reduction of easterly wind stress anomalies in the Tropics by means of the global angular momentum balance. The gain of angular momentum in the Tropics must be balanced by loss in the extratropics (Luo et al., 2005) . The sensitivity experiments in Luo et al. (2005) show that the influence of the atmospheric general circulation adjustment contributes significantly to the reduction of the easterly trade winds. A comparison of the precipitation changes between WSC and NWSC reveals most pronounced differences in the equatorial regions of the Pacific and Indian Ocean. In the western Pacific, the dry bias is reduced by up to 2.5 mm/day (roughly 30%), but not eliminated (c.f. Fig. 3 b) . This supports the finding of Li et al. (2004) Pacific. Directly at the equator, the zonal advection contribution is reduced by roughly 50%.
The vertical advection is also reduced but the warming effect appears only in the western Pacific owing to changes in the thermocline depth. There is less mixing necessary to balance the advective heat contributions in the regions off the equator (Luo et al., 2005) . In the western Pacific, the now warmer SSTs have a damping effect on the surface heat fluxes (Figures 10 a, b) .
As equatorial upwelling is reduced, the warmer SST in this region is consistent with the atmospheric circulation changes. Thus, the sign of the changes in equatorial Pacific atmosphere and ocean are easily understood. The magnitude of the changes is, however, strongly modulated by the Bjerknes feedback, which relates changes in zonal wind stress, upwelling, and SST. However, the structure of the mean surface currents is relatively poor, with the simulated SEC having a maximum on the equator, in contrast to the observed minimum (not shown). The simulated equatorial undercurrent (EUC) is insensitive to the new parameterization. Due to the model's coarse meridional resolution of approximately 1.5º, the model's EUC is 50% too weak (having a maximum eastward velocity of about 0.4ms -1 ) and meridionally too diffuse. In contrast, the simulated equatorial thermal structure is in good agreement with observations. The mean depth of the 20-degree isotherm along the equator matches the Levitus et al. (1998) climatology well, and the thermocline is only slightly too diffuse. The slope and sharpness of the thermocline are improved over the NWSC simulation, with the largest differences in the western/central Pacific where the thermocline is some 30 meters shallower (not shown) in the WSC case (i.e., the east west tilt is reduced consistent with the weaker zonal winds).
Simulation of tropical variability
In this section, the simulated interannual variability of the tropical Pacific is described.
The statistics for the Niño 3 monthly-mean anomalies (Table 1) indicate that, although the variability is drastically reduced in the WSC compared to the NWSC run, the standard deviation of the simulated SSTs is still roughly 0.5 K higher than the respective ones from HADISST. Moreover, the higher moments, which indicate the "non-normality" (Burgers and Stephenson, 1999) of ENSO, deviate significantly from the observed data. There is no predominance of El Niño events compared to La Niña events and the simulated time series are more or less normally distributed. In the higher moments, we don't see any improvement from the NWSC to the WSC experiment. The reason why the model underestimates the degree of non-linearity in ENSO is not clear and more research is necessary to understand the underlying physics. Compared to the NWSC run, the spectral peak of the WSC Niño 3 time series is shifted from 3 to 4 years, more close to the 4-6 years band that characterizes the dominant ENSO period in the observations (Figure 11 ).
The model's annual cycle of equatorial SST is characterized by a weak semi-annual cycle in the west, and a strong westward propagating annual cycle in the east (Figure 12 a, b) . In the west, the phase and strength match observations well. In the east, the strength is well simulated but the positive phase lags observations by 1-2 months, and the negative phase slightly leads observations. This is an improvement on an earlier version of the model (Keenlyside et al., 2004) and resembles the better-performing models of the ENSIP (Latif et al., 2001 ). However, this improvement is not due to the shear correction, and is more likely related to changes in the mean state, which were much larger between the old and new versions of the model (most likely due to improvement in resolution in the atmosphere model going from a T42 -19 level to a T63 -31 level set-up) than between the WSC and NWSC experiments. The link between the mean state and the annual cycle has been demonstrated in other modeling studies (e.g., Li and Philander 1996) . The simulated variability is, however, less related to the annual cycle and does not show the pronounced phase-locking that is obvious in the observations. In the WSC experiment, the model simulated standard deviations as a function of calendar month (Figure 12 c) is more flat, but shows minimum standard deviations in April, as in the observations. In the NWSC set-up, the minimum is shifted into summer and there is an even more pronounced second minimum in autumn.
The spatial pattern of interannual SST variability is portrayed by the correlation between Niño3 SST anomalies and global SST anomalies ( Figure 13 ). In the Pacific, there is good agreement with correlations obtained from observations (HADISST) with realistic meridional structure and strength, the westward extension of variability in the model is, however, too strong. Teleconnected variability is broadly consistent with observations, although discrepancies occur in the equatorial Atlantic and Indian oceans. Experiments with other AOGCMs indicate that atmospheric resolution is an important factor obtaining a realistic spatial pattern of tropical Pacific interannual SST variability (Gualdi et al., 2003) . A recent intercomparison study by VanOldenborgh et al. (2005) of 20 IPCC AR4 models has confirmed that the ECHAM5/MPI-OM coupled model produces relatively realistic ENSO variability. Given the ocean's coarse meridional resolution in the tropics, these results support the idea that the atmosphere plays a dominant role in determining important characteristics of interannual SST variability (Guilyardi et al., 2004) .
Relative to the NWSC run, there have been several improvements in the simulation of interannual variability. Equatorial SST variability is dominated by unrealistically strong westward propagation in NWSC (Figure 14 , middle panel), unlike the WSC simulation (right panel). The strength of the variability is weakened by about 30% in the eastern and central Pacific, and the westward extension of the variability into the warm pool is much reduced (Figure 14) . The mechanism of this damping feedback is easily understood: wind anomalies introduce surface current anomalies in the same direction that, in turn, reduce the wind stress anomalies.
Pacific equatorial SST anomalies in the WSC experiment are simulated with an almost standing east-west pattern. Individual events, however, exhibit significant differences, and interdecadal changes in ENSO characteristics are also simulated. In particular, there are strong positive events, which propagate eastwards (e.g., model year 273), weak positive events that are confined to the central western Pacific (e.g., around year 270), and periods characterized by weak westward propagation (e.g., model year 255). Negative events also tend to be westward propagating. All these features are reminiscent of observations. While significant progress has been made in understanding the factors controlling ENSO period and its damped/undamped nature, the factors which control its amplitude are not well understood. However, it is tacitly understood that changes in the relevant positive/negative feedbacks will impact ENSO amplitude (as well as period). These changes may be induced through changes in the mean state. For example, experiments with other AOGCMs indicate that ocean background diffusivity, which affects the thermal structure, can strongly affect ENSO amplitude (Meehl el al. 2001 ).
The feedbacks relevant to the delayed oscillator framework have been estimated in the two simulations using scatter plots and regression analysis among anomalies of SST, τ x , thermocline depth, and net surface heat flux. The analysis suggests that one reason for the reduced variability is an approximately10% reduction of atmospheric (central Pacific zonal wind stress) sensitivity to eastern Pacific SST (Figure 15 ). Despite the 30% reduction in equatorial upwelling in the central Pacific, the eastern Pacific SST-thermocline feedback is not changed, perhaps due to a slightly sharper thermocline with a weaker east-west gradient.
The changes in atmospheric sensitivity are certainly partly due to the direct effect of the atmosphere sensing ocean currents, but may well also be due to changes in the mean state.
Changes in the mean state of the ocean appear to contribute to the reduction in variability in other ways as well, given that the wind shear correction only results in a roughly 10% decrease in atmospheric sensitivity, while there is a 30% reduction in variability. An analysis of the terms controlling interannual SST variability (Table 2) indicates that the relative role of these terms changes with the introduction of the WSC. With WSC, the vertical advection term strengthens and becomes dominant. This is consistent with the diagnosed changes in SST variability. In particular, the SST propagation characteristics are westward in the NWSC (an SST mode characteristic), and more or less stationary in the WSC run (consistent with a thermocline mode). The reduction in variability may also be interpreted as due to a reduction in the strength of the surface horizontal advective terms, and also to the weakening of the atmospheric sensitivity (see above), both of which are consistent with the impact of the WSC, i.e., reduced wind stress and surface current difference. and in the equatorial ocean (gradual refinement from 2º to 0.5º). In general, our results confirm the findings of Luo et al. (2005) . The equatorial cold bias is significantly reduced in both coupled models. However, there are also differences, for example the increase in upwelling near the Peruvian coast that does not occur in our study. Luo et al. (2005) describe only a slight decrease of ENSO amplitudes whilst we find an order of 30% reduction. These differences are most likely due to differences in the mean state and to the different resolutions. Further improvement of WSC could probably be made by taking into account sub-grid-scale dependencies of ocean currents and wind stress. More analysis, both for the individual models but also a cross-model comparison is, however, needed to better understand the feedback mechanisms.
Summary and conclusions
In this article we have discussed the main ocean-related results from a 300 year long A feature of the current model is that the ocean velocities are taken into account in the calculation of the wind stresses following Luo et al. (2005) , rather than assuming an immobile surface as lower boundary condition. The WSC modification has beneficial effects, mainly in the tropical Pacific. Not only is the cold bias reduced by more than 1 K, there are also improvements in the simulation of tropical variability. The strength of the variability is reduced and the extension of SST variability into the western Pacific is also much reduced.
The ENSO period is more realistically simulated, with a dominant period of 4 years. Despite these improvements, the shear correction has no beneficial impact on the simulation of the equatorial annual cycle of SST, the skewness of SST anomalies, or the seasonality of the variability.
The reasons for this and other methods, which could reduce these discrepancies, need to Hemisphere in late winter (March, upper panels) and late summer (September, lower panels).
Observational estimates are taken from the HADISST data sets. CI is 20% starting at 10%.
Simulated sea ice velocities (only every fourth vector) are also shown for those areas where the concentration exceeds 50%. Macdonald and Wunsch (1996) , and Johns et al. (1997) . Estimates derived from the top of the atmosphere as part of the earth radiation budget (ERBE) experiment are taken from Trenberth and Solomon (1994) . Fresh water transport based on direct observations are taken from various sources compiled in Wijffels (2001) . Anomalies are calculated from model years 78 to 300 after detrending. Table 2 : Correlation between the main heat budget tendency terms (udT/dt = zonal advection, vdT/dy = meridional advection, wdT/dt = vertical advection, and SFHFL = surface heat fluxes) and the SST tendency (dT/dt). . The ocean data were averaged over the last 50 years of the simulation. Heat transport estimates with error bars based on observations are taken from Rintoul and Wunsch (1991) , Macdonald and Wunsch (1996) , and Johns et al. (1997) . Estimates derived from the top of the atmosphere as part of the earth radiation budget (ERBE) experiment are taken from Trenberth and Solomon (1994) . Fresh water transport based on direct observations are taken from various sources compiled in Wijffels (2001) . 
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