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NEMLINE¶ARIS SZIMBOLIKUS TRANSZFORM¶ACI¶OK
OPTIMALIZ¶AL¶ASI FELADATOKRA1
CSENDES TIBOR { DOBJ¶ANN¶E ANTAL ELVIRA
Szegedi Tudom¶anyegyetem { Neumann J¶anos Egyetem, Kecskem¶et
A szimbolikus algebra rendszerek elterjed¶ese kapcs¶an egyre nyilv¶anval¶obb az
optimaliz¶al¶asi feladatok ¶at¶³r¶as¶anak, kedvez}obb alakra hoz¶as¶anak lehet}os¶ege.
Az ilyen egyszer}us¶³t¶esek haszna tÄobbr¶et}u lehet. Egyr¶eszt kevesebb m}uvelettel
ki¶ert¶ekelhet}o alakra hozhatjuk az ¶erintett fÄuggv¶enyeket. FÄolismerhetÄunk to-
v¶abb¶a olyan, a feladat redundanci¶aj¶ara vonatkoz¶o ÄosszefÄugg¶eseket, amiket
¶altal¶aban nincs es¶elyÄunk ¶eszrevenni. Ezek ismeret¶eben az ¶atalak¶³tott feladat
megold¶asaib¶ol az optim¶alis pontokb¶ol ¶all¶o alteret is meghat¶arozhatjuk. V¶egÄul
az esetleges dimenzi¶ocsÄokkent¶es a legtÄobb optimaliz¶al¶asi elj¶ar¶as iter¶aci¶osz¶a-
m¶anak csÄokken¶es¶et eredm¶enyezi. Az automatikus m}ukÄod¶es miatt elj¶ar¶asunk
¶erdemi emberi kÄozbeavatkoz¶ast nem ig¶enyel, ¶es ¶³gy nagym¶eret}u, bonyolult
feladatok is kezelhet}ov¶e v¶alhatnak. A jelen cikkben ¶attekintjÄuk az e t¶eren
v¶egzett munk¶ankat, ¶es ¶uj eredm¶enyeket mutatunk az intervallum aritmetik¶an
alapul¶o glob¶alis optimaliz¶al¶asi algoritmus hat¶ekonys¶ag¶anak ¶es pontoss¶ag¶anak
nÄovel¶ese vonatkoz¶as¶aban.
1 Bevezet}o
Szimbolikus eszkÄozÄok r¶eg¶ota haszn¶alatosak optimaliz¶al¶asi feladatok megold¶a-
s¶aban. P¶eld¶aul a szimbolikus preprocessz¶al¶as a line¶aris programoz¶asban [16],
illetve ilyen ¶atalak¶³t¶as az AMPL automatikus ,,presolving" mechanizmusa is
[9,10]. Egy ¶ujabb p¶elda Liberti ¶es munkat¶arsai Reformulation-Optimization
Software Engine nev}u (vegyes-) eg¶esz¶ert¶ek}u optimaliz¶al¶asi seg¶edprogramja
[14].
Csendes ¶es Rapcs¶ak cikkei [7,19] megmutatt¶ak, hogy lehets¶eges korl¶atoz¶as
n¶elkÄuli nemline¶aris optimaliz¶al¶asi feladatokat ¶ugy ¶at¶³rni automatikus m¶odon
szimbolikus eszkÄozÄokkel, hogy kÄolcsÄonÄosen egy¶ertelm}u hozz¶arendel¶es l¶etezzen
a k¶et probl¶ema sz¶els}o¶ert¶ekei kÄozÄott. Ez a m¶odszer alkalmas a redund¶ans v¶al-
toz¶ok kikÄuszÄobÄol¶es¶ere ¶es a feladat m¶as szempontb¶ol val¶o egyszer}us¶³t¶es¶ere is.
Az eredeti (kicsit bonyolult) motiv¶al¶o feladat a kÄovetkez}o l¶egz¶esmechanikai
param¶eterbecsl¶esi probl¶ema volt [13], az
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minimaliz¶al¶asa, ahol ZL(!i) 2 C a m¶ert impedancia ¶ert¶ek ¶es Z0L(!i) az
impedancia modellfÄuggv¶enye az !i frekvencia ¶ert¶ekekre (i = 1; 2; . . . ;m).
A keresett modell param¶eterek Raw; Iaw;B, ¶es ¿ . Az eredeti nemline¶aris
modellfÄuggv¶eny a ¯zikai modell param¶etereivel:










ahol ° = 101=4 ¶es { a k¶epzetes egys¶eg.
A szimbolikus algoritmus kidolgoz¶as¶at a kÄovetkez}o egyszer}us¶³tett modell-
fÄuggv¶eny motiv¶alta, ami line¶aris a modell param¶eterekben:










A nehezen fÄolismerhet}o Äugyes helyettes¶³t¶es l¶enyeg¶eben az A = B log(¿). A
modell param¶eterek sz¶ama megegyezik a k¶et alakban. Az ¶atalak¶³t¶as nagy
¶erdeme, hogy line¶aris modellek legkisebb n¶egyzetes illeszt¶ese egyszer}u, nem
is ig¶enyel optimaliz¶al¶ast.
A cikk a kÄovetkez}o szerkezetet kÄoveti: a m¶asodik szakaszban ismertetjÄuk
az Äotletet ¶es megadjuk a kapcsol¶od¶o elm¶eleti eredm¶enyeket, a harmadik sza-
kaszban pedig az elj¶ar¶assal el¶erhet}o javul¶as r¶eszleteit adjuk meg tÄobb szem-
pont szerint rendezve.
2 Az egyszer}us¶³t¶esi m¶odszer, Äotlet ¶es elm¶eleti
eredm¶enyek




alakban, ahol f(x) : IRn ! IR egy sima fÄuggv¶eny, amit k¶eplet form¶aj¶aban
is ismerÄunk. Itt k¶epleten szimb¶olumoknak (konstans, v¶altoz¶o, m}uveleti jel,
fÄuggv¶enyn¶ev ¶es z¶ar¶ojel) egy z¶art alakban fÄol¶³rt, szintaktikailag helyes kom-
bin¶aci¶oj¶at ¶ertjÄuk. Ezt egy sz¶am¶³t¶og¶epes algebra rendszerben (mint amilyen
p¶eld¶aul a Mathematica) ¶altal¶aban egy ir¶any¶³tott kÄormentes gr¶afot [20] le¶³r¶o
list¶aval adhatjuk meg. A szimbolikus alak rendelkez¶esre ¶all¶asa az egyszer}u-
s¶³t¶es term¶eszetes fÄolt¶etele, hab¶ar az optimaliz¶aland¶o fÄuggv¶eny gyakran csak
elj¶ar¶assal adott, esetleg kÄozel¶³t¶es form¶aj¶aban, vagy p¶eld¶aul szimul¶aci¶ora t¶a-
maszkodva ¶erhet}o el.
Az egyszer}us¶³t}o elj¶ar¶as azt dÄonti el, hogy (1) ¶atalak¶³that¶o-e olyan ekvi-
valens alakba, amely kedvez}obb valamely szempontb¶ol: az ¶uj fÄuggv¶eny ke-
vesebb aritmetikai m}uveletet ig¶enyel a ki¶ert¶ekel¶eshez, a probl¶ema dimenzi¶oja
alacsonyabb, vagy egyszer}ubb megoldani valamely m¶as okb¶ol. Az ekvivalens
alak itt azt jelenti, hogy kÄolcsÄonÄosen egy¶ertelm}u lek¶epez¶es adhat¶o az eredeti
¶es az ¶atalak¶³tott feladat sz¶els}o¶ert¶ek pontjai kÄozÄott.
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Csendes ¶es Rapcs¶ak [7] megmutatt¶ak, hogy egy g(y) c¶elfÄuggv¶eny ekvi-
valens f(x)-el, ha g(y) el}o¶all a kÄovetkez}o transzform¶aci¶oval:
² alkalmazzunk egy helyettes¶³t¶est f(x)-re:
yi := h(x) ; 1 · i · n;
ahol h(x) egy sima fÄuggv¶eny, aminek ¶ert¶ekk¶eszlete IR, ¶es szigor¶uan mo-
noton legal¶abb egy xi v¶altoz¶oj¶aban,
² a megmarad¶o v¶altoz¶okat nevezzÄuk ¶at:
yj := xj ; j = 1; . . . ; i ¡ 1; i + 1; . . . ; n;
¶es
² hagyjuk el azokat az yi v¶altoz¶okat, amelyek nem szerepelnek a kialakult
c¶elfÄuggv¶enyben.
Alkalmas helyettes¶³t¶esen olyan yi = h(x) helyettes¶³t¶est ¶ertÄunk, amelyre
teljesÄul, hogy
² h(x) sima, monoton legal¶abb egy xi v¶altoz¶oban, ¶es az ¶ert¶ekk¶eszlete IR,
² h(x) jellemzi legal¶abb egy xi v¶altoz¶o Äosszes el}ofordul¶as¶at, azaz xi tel-
jesen elt¶avol¶³that¶o f(x)-b}ol, ha h(x)-et yi-vel helyettes¶³tjÄuk, ¶es
² yi = h(x) nem egy egyszer}u ¶atnevez¶es, teh¶at h(x) 6= xi; i = 1; . . . ; n.
Az yi = h(x) helyettes¶³t¶es ut¶an y v¶altoz¶oinak sz¶ama legfÄoljebb annyi,
mint az x dimenzi¶oja. A redund¶ans v¶altoz¶ok tÄorl}odnek, ha h(x) tÄobb v¶altoz¶o
Äosszes el}ofordul¶as¶at jellemzi. M¶as sz¶oval, fel tudjuk ismerni, hogy a mo-
dellÄunket kevesebb ismeretlennel is meg lehet-e fogalmazni. A megadott, a
helyettes¶³t¶esre vonatkoz¶o fÄolt¶etelek elegend}oek, de nem fÄolt¶etlen szÄuks¶egesek.
Ennek megfelel}oen a t¶argyalt elj¶ar¶as csak egy a lehets¶egesek kÄozÄott, m¶as utak
is elk¶epzelhet}ok.
TekintsÄuk p¶eld¶aul az f(x1; x2) = (x1 +x2)
2 fÄuggv¶eny minimaliz¶al¶as¶at. Ez
nyilv¶anval¶oan ekvivalens a g(y1) = y21 sz¶els}o¶ert¶ek¶enek megkeres¶es¶evel, ¶es az
x1 ¶es x2 optim¶alis ¶ert¶ekeit meghat¶arozhatjuk az y1 = x1+x2 egyenletb}ol, ami
egy alkalmas helyettes¶³t¶est ad. Ezen a m¶odon v¶egtelen sok minimumpontot
is tudunk kezelni, ami am¶ugy nem lenne lehets¶eges a szok¶asos numerikus
m¶odszerekkel. Ez az egyik f}o c¶elja a m¶odszerÄunknek: szimbolikus helyette-
s¶³t¶essel felismerni ¶es alkalmas helyettes¶³t¶essel megszÄuntetni a redundanci¶at a
fÄuggv¶enyÄunkben.
Az els}o cikkben [7] igazolt k¶et t¶etel fÄolt¶eteleket ad az alkalmazott transz-
form¶aci¶okra ahhoz, hogy az eredeti ¶es az ¶at¶³rt feladat megold¶asai sz¶armaz-
tathat¶ok legyenek.
1. t¶etel. Ha h(x) sima ¶es szigor¶uan monoton az xi v¶altoz¶oban, akkor az
ennek megfelel}o transzform¶aci¶o egyszer}us¶³ti a fÄuggv¶enyt abban az ¶ertelemben,
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hogy h(x) minden el}ofordul¶as¶at egy ¶uj v¶altoz¶oval helyettes¶³tjÄuk az ¶atalak¶³tott
g(y) fÄuggv¶enyben, m¶³g f(x) minden helyi minimumpontja (maximumpontja)
transzform¶altja a g(y) fÄuggv¶eny minimumpontja (maximumpontja) lesz.
2. t¶etel. Ha h(x) sima ¶es szigor¶uan monoton az xi v¶altoz¶oban, ¶es az ¶er-
t¶ekk¶eszlete egyenl}o a val¶os sz¶amokkal (IR), akkor a g(y) ¶atalak¶³tott fÄuggv¶eny
minden y¤ helyi minimumpontj¶ahoz (maximumpontj¶ahoz) van olyan x¤, hogy
y¤ az az x¤ transzform¶altja, ¶es x¤ helyi minimumpontja (maximumpontja)
f(x)-nek.
Ugyanez a cikk m¶odszert javasolt az alkalmas helyettes¶³t¶esi k¶epletek meg-
keres¶es¶ere az 1. ¶es 2. ¶all¶³t¶asban [7], ehhez k¶epezni kell a @f(x)=@xi parci¶alis
deriv¶altakat, majd szorzatra bontani ezeket, ¶es a faktorok kÄozÄott megkeresni
az alkalmas helyettes¶³t}o k¶epleteket.
1. ¶all¶³t¶as. Ha az xi v¶altoz¶o az f(x) sima fÄuggv¶eny k¶eplet¶eben mindenÄutt
a h(x) kifejez¶es form¶aj¶aban fordul el}o, akkor a @f(x)=@xi parci¶alis deriv¶alt
fÄol¶³rhat¶o (@h(x)=@xi) p(x) alakban, ahol p(x) folytonosan di®erenci¶alhat¶o.
2. ¶all¶³t¶as. Ha az xi ¶es xj v¶altoz¶ok az f(x) fÄuggv¶enyben mindenhol egy
h(x) kifejez¶es form¶aj¶aban jelennek meg, akkor a @f(x)=@xi ¶es @f(x)=@xj
parci¶alis deriv¶altak szorzatra bonthat¶ok ¶ugy, hogy (@h(x)=@xi) p(x), illetve
(@h(x)=@xj) q(x), ¶es p(x) = q(x).
Ha @f(x)=@xi nem bonthat¶o szorzatra, akkor csak olyan alkalmas helyet-
tes¶³t¶est v¶egezhetÄunk, amelynek k¶eplete az xi v¶altoz¶o line¶aris fÄuggv¶enye.
Az eml¶³tett elm¶eleti eredm¶enyek alapj¶an egy olyan sz¶am¶³t¶og¶epes progra-
mot lehet ¶³rni, amely korl¶atoz¶as n¶elkÄuli optimaliz¶al¶asi feladatok egyszer}us¶³-
t¶es¶ere automatikusan k¶epes alkalmas helyettes¶³t¶est keresni. Az implement¶a-
ci¶onk a kÄovetkez}o l¶ep¶eseket kÄoveti.
1. Hat¶arozzuk meg a c¶elfÄuggv¶eny gradiens¶et.
2. Faktoriz¶aljuk a parci¶alis deriv¶altakat.
3. Gy}ujtsÄuk Äossze az xi-re vonatkoz¶o lehets¶eges helyettes¶³t¶esi k¶epleteket
az li list¶aba:
(a) Inicializ¶aljuk li-t az Äures halmazzal.
(b) Ha a faktoriz¶al¶as eredm¶enyes volt @f(x)=@xi-re n¶ezve, akkor eg¶e-
sz¶³tsÄuk ki az li list¶at a faktorok megfelel}o integr¶aljaival.
(c) B}ov¶³tsÄuk az li list¶at f(x) olyan r¶eszkifejez¶eseivel, amelyek line¶ari-
sak xi-ben.
(d) TÄorÄoljÄuk li azon elemeit, amelyek nem teljes¶³tik az alkalmas helyet-
tes¶³t¶es fÄolt¶eteleit (az li-beli kifejez¶eseknek monotonnak kell lenniÄuk
xi-re vonatkoz¶oan).
4. Hozzunk l¶etre alkalmas helyettes¶³t¶eseknek f(x)-re val¶o alkalmaz¶as¶ab¶ol
egy S list¶at: S =
S
li; i = 1; . . . ; n.
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5. V¶alasszuk ki a legkisebb m}uveletig¶eny}u elemet S-b}ol, ami az egyszer}u-
s¶³tett c¶elfÄuggv¶eny lesz.
6. Oldjuk meg az egyszer}us¶³tett c¶elfÄuggv¶eny minimaliz¶al¶asi feladat¶at (ha
lehets¶eges).
7. Hat¶arozzuk meg az eredeti feladat megold¶as¶at az inverz transzform¶aci¶o
alkalmaz¶as¶aval.
Az algoritmus ¶altal megk¶³v¶ant l¶ep¶esek tÄobbs¶ege (parci¶alis di®erenci¶al¶as,
szorzatra bont¶as, szimbolikus integr¶al¶as ¶es helyettes¶³t¶es) kÄozvetlenÄul el¶er-
het}ok a modern sz¶am¶³t¶og¶epes algebra rendszerekben. M¶asr¶eszt a Maple
rendszerben ¶³rt els}o implement¶aci¶onk azt mutatta, hogy m¶eg a piacvezet}o
sz¶am¶³t¶og¶epes algebra rendszerekben is komoly hi¶anyoss¶agok vannak a behe-
lyettes¶³t¶esi k¶epess¶egek ¶es az intervallum aritmetika v¶egtelen intervallumokra
val¶o alkalmaz¶asa ter¶en [4].
Egy fÄuggv¶eny monotonit¶as¶at intervallum aritmetik¶aval is lehet ellen}orizni.
Egy f : IRn ! IR fÄuggv¶eny akkor szigor¶uan monoton, ha b¶armely x;y 2 IRn-
re ha x < y, akkor f(x) < f(y) (f(x) > f(y)). Ez ellen}orizhet}o az f de-
riv¶altja ¶ert¶ekk¶eszlet¶evel: amennyiben az nem tartalmazza a null¶at, akkor f
monoton. Az algoritmusunkban azt kell tiszt¶azni, hogy a hi(x) helyettes¶³t}o
k¶epletre igaz-e, hogy @hi(x)=@xi nem veheti fÄol a nulla ¶ert¶eket. Meg kell
eml¶³teni, hogy a monotonit¶as intervallum aritmetik¶aval val¶o ellen}orz¶es¶et ne-
hez¶³ti az intervallumos sz¶am¶³t¶asok gyakori t¶ulbecsl¶ese (az, hogy a kapott
korl¶atok sokszor nem ¶elesek).
3 Implement¶aci¶o ¶es sz¶am¶³t¶og¶epes eredm¶enyek
A [4] cikkben bemutatott Maple implement¶aci¶o sor¶an felmerÄult { a program-
kÄornyezetb}ol ad¶od¶o { hi¶anyoss¶agok kikÄuszÄobÄol¶es¶ere az elj¶ar¶ast megval¶os¶³tot-
tuk Mathematic¶aban is [3]. A kor¶abbival Äosszehasonl¶³tva a Mathematic¶anak
tÄobb el}onye is van. El}oszÄor is, a mi c¶elunkhoz szÄuks¶eges helyettes¶³t¶esek sokkal
jobban m}ukÄodnek, mivel a Mathematica programoz¶asi nyelve term-¶at¶³r¶ason
alapul [15]. Pontosabban, a Mathematica helyettes¶³t}o rutinja regul¶aris kife-
jez¶esekkel megadott term-¶at¶³r¶asi szab¶alyokkal vez¶erelhet}o, r¶aad¶asul ezek a
felhaszn¶al¶o ¶altal de¯ni¶alt szab¶alyok magasabb precedenci¶at ¶elveznek a rend-
szerbe ¶ep¶³tettekkel szemben [11]. A meg¶³rt speci¶alis helyettes¶³t}o rutin mint-
egy Äotven programsorb¶ol ¶all, ami a Mathematica eleg¶ans, kifejez}o nyelv¶et
ismer}ok sz¶am¶ara Äonmag¶aban is ¶arulkodik Äosszetetts¶eg¶er}ol. Tucatnyi (k¶eslel-
tetett) szab¶alyt vezettÄunk be, amiket n¶egy kÄulÄonbÄoz}o m¶odon ¶ert¶ekelÄunk ki,
bevonva a k¶eplet Mathematica ¶altal kifejtett, egyszer}us¶³tett, ¶es faktoriz¶alt
alakjait is. Val¶osz¶³n}uleg ez a rutin a program legfontosabb r¶esze, hiszen tÄobb
f¶azisban is megh¶³v¶odik, ¶³gy kis jav¶³t¶asokkal alapvet}oen megv¶altoztathat¶o az
egyszer}us¶³t¶esi folyamat eredm¶enye.
A Mathematic¶aban tal¶alhat¶o intervallum aritmetika is megb¶³zhat¶obb: ez
a helyettes¶³t¶esre sz¶oba jÄov}o kifejez¶esek gyors ¶es megb¶³zhat¶o ¶ert¶ekk¶eszlet-
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becsl¶es¶ehez kÄulÄonÄosen fontos. Az ¶ert¶ekk¶eszlet behat¶arol¶as¶ara szolg¶al¶o naiv
intervallumos befoglal¶ast a be¶ep¶³tett intervallum aritmetik¶aval val¶os¶³tottuk
meg.
Az ¶uj program t¶amogatja az Äosszes lehets¶eges helyettes¶³t¶es felsorol¶as¶at is,
majd ezek kÄozÄul a legkedvez}obb kiv¶alaszt¶as¶at az algoritmusunk 4.-5. l¶ep¶e-
s¶eben, fut¶asi id}o tekintet¶eben m¶egis felveszi a versenyt az egyszer}ubb Maple
v¶altozattal, amely moh¶o m¶odon az els}o megtal¶alt alkalmas helyettes¶³t¶est
szolg¶altatta. KÄoszÄonhet}o ez a mindk¶et sz¶am¶³t¶og¶epes algebra rendszer ¶altal
k¶³n¶alt, de a Mathematic¶aban alapvet}obb [12,23] funkcion¶alis programoz¶asi
paradigma alkalmaz¶as¶anak, ¶es a Mathematica rendszer tov¶abbi kedvez}o tulaj-
dons¶againak, mint amilyen a lista m}uveletek automatikus p¶arhuzamos¶³t¶asa.
Ugyanakkor az Äosszes lehets¶eges helyettes¶³t¶esen ¶ertelmezett keres¶esi t¶erre
vonatkoz¶o korl¶atoz¶as ¶es sz¶etv¶alaszt¶as jelleg}u strat¶egia megalkot¶asa gyors¶³tana
az elj¶ar¶ason, ez egy eddig kiakn¶azatlan tov¶abbfejleszt¶esi lehet}os¶eg.
K¶eszÄult egy webes alkalmaz¶as is a bemutatott algoritmus k¶epess¶egeinek
demonstr¶al¶as¶ara, ez a Mathematica programk¶oddal egyÄutt a kÄovetkez}o linken
¶erhet}o el:
http://www.inf.u-szeged.hu/»csendes/symbsimp/
3.1 El}orel¶ep¶es a Maple v¶altozathoz k¶epest
A Mathematica implement¶aci¶o hat¶ekonys¶ag¶at el}oszÄor is a saj¶at teszthalma-
zon, abb¶ol is a Maple verzi¶o sz¶am¶ara probl¶em¶as eseteken vizsg¶altuk. A kor¶ab-
bi vizsg¶alatainkban szerepl}o tesztesetekre a Mathematic¶aban el¶ert eredm¶enyt
az 1. t¶abl¶azat tartalmazza. Az ebben nem szerepl}o esetekben a k¶et im-
plement¶aci¶o kimenete azonos volt. Az ¶erdekesebb helyettes¶³t¶esek kiemel¶ese
¶erdek¶eben az egyszer}u ¶atnevez¶eseket (yj := xj) nem tÄuntetjÄuk fel. JelÄol¶esek:
Azon.: a feladat azonos¶³t¶oja, Fel.: a feladat t¶³pusa, Ered.: az eredm¶eny jel-
lege. Ut¶obbi k¶et jellemz}o tartalma: A feladat t¶³pus¶at A-nak de¯ni¶aljuk, ha
egyszer}us¶³t}o ¶atalak¶³t¶asok adhat¶ok a bemutatott elm¶elettel Äosszhangban. A
feladat t¶³pusa D, ha nem sz¶am¶³tottunk semmilyen hasznos ¶atalak¶³t¶asra. Az
eredm¶eny jellege azt mutatja, hogy a programunk korrekt helyettes¶³t¶est adott
(1), vagy semmilyen helyettes¶³t¶est sem adott (2). A kategoriz¶al¶as r¶eszletesebb
volt kor¶abbi kÄozlem¶enyeinkben [2,3,4].
Azon. f fÄuggv¶eny g fÄuggv¶eny Helyettes¶³t¶esek Fel. Ered.
Sin2 2x3 ¢ sin(2x1 + x2) 2x3 sin(y1) y1 = 2x1 + x2 A 1
Exp1 ex1+x2 ey1 y1 = x1 + x2 A 1
Exp2 2ex1+x2 2ey1 y1 = x1 + x2 A 1
Sq1 x21x
2
2 semmi semmi D 2
Sq2 (x1x2 + x3)2 y21 y1 = x1x2 + x3 A 1
SqCos1 (x1x2 + x3)
2 ¡ cos(x1x2) y21 ¡ cos(x1x2) y1 = x1x2 + x3 A 1
SqExp2 (x1 + x2)2 + 2e1ex1+x2 y21 + 2e
1+y1 y1 = x1 + x2 A 1
SqExp3 (x1 + x2)2 + 2e1+x1+x2 y21 + 2e
1+y1 y1 = x1 + x2 A 1
1. t¶abl¶azat. A probl¶em¶as saj¶at tesztfÄuggv¶enyeken el¶ert eredm¶enyek a Mathematica
implement¶aci¶oval
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A Maple intervallum aritmetik¶aja kapcs¶an jelentkez}o anom¶ali¶ak miatt az
eredeti implement¶aci¶oban heurisztik¶at alkalmaztunk az ¶ert¶ekk¶eszlet-becsl¶esre.
A felmerÄul}o hib¶ak m¶asik nagy csoportj¶at a gyenge helyettes¶³t}o rutin okozta.
A kÄovetkez}okben r¶eszletesen kifejtjÄuk az eredm¶enyekben jelentkez}o kÄulÄonbs¶e-
geket. A Sin2 probl¶em¶ara az ¶uj implement¶aci¶o alkalmas helyettes¶³t¶est tal¶alt,
m¶³g a r¶egi egy Äosszetettebb, de nem monoton helyettes¶³t¶est szolg¶altatott.
Exp2 -ben ex1+x2 ¶ert¶ekk¶eszlete nem a teljes val¶os sz¶amok halmaza, de a
Maple-ben haszn¶alt heurisztikus ¶ert¶ekk¶eszlet-becsl¶es alkalmas helyettes¶³t¶es-
k¶ent ismerte fel. A Mathematic¶aban k¶eszÄult ¶ert¶ekk¶eszlet-becsl}o rutin jobban
teljes¶³tett ebben az esetben.
Az Sq1 eset¶en a Maple nem ismerte fel x21x
2
2-ben a x1x2 k¶epletet, hab¶ar
Sq2 -n¶el x1x2+x3-at megtal¶alta a n¶egyzetes alakban. Mivel az ut¶obbi a legma-
gasabb szinten szorzat helyett Äosszead¶as t¶³pus¶u, a reprezent¶aci¶oja kÄulÄonbÄoz}o.
Mathematic¶aban hasonl¶o az eset, de az egyedi helyettes¶³t¶esi szab¶alyokb¶ol
¶ep¶³tkez}o speci¶alis helyettes¶³t}o rutin j¶ol vizsg¶azott erre a feladatra. M¶asr¶eszt
x1x2 nem monoton sem x1, sem x2 fÄuggv¶enyek¶ent a teljes keres¶esi tartom¶any-
ban (amit IR-nek felt¶etelezÄunk), ez¶ert nem volt alkalmas helyettes¶³t¶esk¶ent
megjelÄolve.
Hasonl¶ok¶epp az SqCos1 tesztfeladatra az ¶uj, Mathematica-alap¶u elj¶ar¶as
helyesen ¶allap¶³totta meg, hogy y1 = x1x2 nem monoton, ez¶ert elt¶avol¶³totta a
lehets¶eges helyettes¶³t¶esek list¶aj¶ab¶ol.
SqExp2-3 eset¶en ugyancsak a Maple mintailleszt¶es ter¶en jelentkez}o gyen-
ges¶ege ¯gyelhet}o meg, mivel x1 + x2-t felismerte e1ex1+x2-ben, e1+x1+x2-
ben azonban nem. A Mathematica implement¶aci¶oban nem jelentkezett ez a
probl¶ema. ÄOsszefoglal¶asul meg¶allap¶³thatjuk, hogy a Mathematica alap¶u im-
plement¶aci¶onk l¶enyeges jav¶³t¶ast jelent a kor¶abbihoz k¶epest, ¶es l¶enyeg¶eben az
elv¶arhat¶o m¶odon m}ukÄodik.
3.2 Glob¶alis optimaliz¶al¶asi tesztfeladatokon el¶ert ered-
m¶enyek
A Mathematica implement¶aci¶o vizsg¶alata sor¶an a standard ¶es egy¶eb gyakran
haszn¶alt glob¶alis optimaliz¶al¶asi tesztfeladatokat tartalmaz¶o teszthalmazt n¶e-
mileg b}ov¶³tettÄuk a kor¶abbi publik¶aci¶ohoz k¶epest [4,3]. A legtÄobb esetben az ¶uj
eredm¶eny megegyezik a kor¶abbi megval¶os¶³t¶as¶eval. A k¶et elt¶er¶est a Schwefel-
227 (Sch227) ¶es a Schwefel-32 (Sch32) fÄuggv¶eny k¶etdimenzi¶os alakj¶an¶al ta-
pasztaltuk. A Schwefel-227 feladatra a Maple v¶altozat az y1 = x21 +x
2
2 ¡2x1
helyettes¶³t¶est adta. Ez a kifejez¶es jellemzi x2 minden el}ofordul¶as¶at, de nem
monoton egyik v¶altoz¶oj¶aban sem, ez¶ert a Mathematica v¶altozat nem java-
solta helyettes¶³t¶esre. A Rosenbrock-feladattal rokon k¶etdimenzi¶os Schwefel-
32 eset¶en a Mathematica tal¶alt alkalmas helyettes¶³t¶est, m¶³g a Maple nem.
Ez¶uttal az ¶atalak¶³t¶as fut¶asi idej¶et is m¶ertÄuk. Minden ¶at¶³r¶as a Mathema-
tica 9:0-es verzi¶oj¶aval k¶eszÄult, a fut¶asi id}ot f¶el ¶or¶aban maxim¶altuk. Azokban
az esetekben, amikor a teljes egyszer}us¶³t¶es nem zajlott le 1800 m¶asodpercen
belÄul, a fut¶ast meg¶all¶³tottuk. A numerikus teszteket egy Intel i5-3470 pro-
cesszorral, 8 GB RAM-mal, ¶es 64-bites oper¶aci¶os rendszerrel felszerelt sz¶am¶³-
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t¶og¶epen futtattuk.
A teljes¶³tm¶eny pro¯l ¶ert¶ekel¶ese alapj¶an kijelenthet}o, hogy a fut¶asi id}o
nagy r¶esz¶et { nem meglep}o m¶odon { a szimbolikus k¶eplet-¶atalak¶³t¶asok ¶es a
kiterjesztett helyettes¶³t}o rutin ig¶enyelte. M¶³g az 1. t¶abl¶azat ¶atalak¶³t¶asainak
mindegyike kevesebb, mint 0,2 m¶asodperc alatt lezajlott, a standard tesztfe-
ladatok fut¶asi ideje sokkal nagyobb sz¶or¶ast mutatott. A 45-b}ol 24 teszteset
kevesebb, mint egy m¶asodperc alatt futott. Tov¶abbi 10 esetben kevesebb,
mint egy perc elegend}onek bizonyult. Viszont 7 esetben tÄobb, mint f¶el ¶or¶at
ig¶enyelt volna az automatikus egyszer}us¶³t}o.
ÄOsszesen 45 j¶ol ismert glob¶alis optimaliz¶al¶asi tesztfeladatot vizsg¶altunk,
¶es ezek kÄozÄul 8 esetben a Mathematica program tal¶alt ekvivalens ¶at¶³r¶ast.
M¶as szavakkal, a m¶odszerÄunk a teszthalmaz 18%-¶ara aj¶anlott valamif¶ele
egyszer}us¶³t¶est. Tekintve, hogy ezekre a feladatokra nincs m¶as ismert m¶odszer,
amely ilyen jelleg}u automatikus egyszer}us¶³t¶eseket ¶all¶³tana el}o, az eredm¶eny
¯gyelemre m¶elt¶o. Megvizsg¶altuk, hogy a produk¶alt ¶at¶³r¶asok milyen hat¶ast
gyakorolnak egy klasszikus numerikus multi-start megold¶o teljes¶³tm¶eny¶ere.
Az Äosszes tesztfeladat ¶atlag¶aban a fÄuggv¶eny-ki¶ert¶ekel¶esek sz¶am¶anak az ¶at-
¶³r¶asnak kÄoszÄonhet}o relat¶³v javul¶asa 32,0% volt. Ugyanakkor ez a mutat¶o a
saj¶at tesztfeladataink ¶atlag¶aban kedvez}obb (51,8%), a standard probl¶em¶akon
kev¶esb¶e j¶o (14,7%). A fut¶asi id}ok tekintet¶eben az ¶atalak¶³tott feladatalak
szinte minden esetben egy kicsivel gyorsabb fut¶ast tett lehet}ov¶e a GLOBAL
optimaliz¶al¶o elj¶ar¶as sz¶am¶ara. Az eg¶esz teszthalmazra a fut¶asi id}o ¶atlagos re-
lat¶³v javul¶asa 31,5%. E mutat¶o a saj¶at tesztfeladataink ¶atlag¶aban 56,9%, a
standard probl¶em¶akra pedig 9,3%.
3.3 Az intervallumos befoglal¶as jav¶³t¶asa
Intervallumos m¶odszerek [1] mind n¶epszer}ubbek olyan esetekben, amikor
glob¶alis optimaliz¶al¶asi feladatok megb¶³zhat¶o megold¶as¶ara van szÄuks¶eg. Az in-
tervallum aritmetik¶at t¶amogat¶o olyan korszer}u sz¶am¶³t¶og¶epes eszkÄozÄok, mint
a Matlab intervallumos kieg¶esz¶³t}o csomagja, az Intlab, vagy magas szint}u
programoz¶asi nyelvek, amelyek mind az intervallumos befoglal¶o fÄuggv¶enyeket,
mind a deriv¶altakat automatikusan tudj¶ak gener¶alni (pl. C-XSC) sz¶eles¶³tett¶ek
a lehets¶eges alkalmaz¶asok kÄor¶et. M¶egis, az intervallumos sz¶am¶³t¶asok f}o neh¶ez-
s¶ege, az ¶ugynevezett t¶ulbecsl¶es nagyon meg tudja nÄovelni az egyes feladatok
megold¶as¶ahoz szÄuks¶eges sz¶am¶³t¶asi id}ot.
A t¶ulbecsl¶esre az egyik gyakran haszn¶alt elrettent}o p¶elda az f(x) = x2 ¡x
fÄuggv¶eny ¶ert¶ekk¶eszlet¶enek intervallumos befoglal¶asa az ¶un. naiv intervallum
aritmetika seg¶³ts¶eg¶evel. TekintsÄuk az X = [0; 1] intervallumot. Ezen az f(x)
¶ert¶ekk¶eszlete nyilv¶an f(X) = [¡0;25; 0], hiszen 0 ¶es 1 ¶epp f(x) z¶erushelyei, ¶es
f(x) minimuma a 0,5 pontban van, az ¶ert¶eke ¡0;25. Ezzel szemben f(x) egy
befoglal¶o fÄuggv¶enye F (X) = X ¢X ¡X, amit a [0,1] intervallumon ki¶ert¶ekelve
[0; 1] ¢ [0; 1] ¡ [0; 1] = [0; 1] ¡ [0; 1] = [¡1; 1]-et kapunk. Ez az intervallum
nyolcszor sz¶elesebb, mint f(x) ¶ert¶ekk¶eszlete a [0,1] intervallumon! MikÄozben
mindÄossze k¶et m}uveletet hajtottunk v¶egre, ¶es nyilv¶anval¶oan a bonyolultabb
fÄuggv¶enyek eset¶en nagyobb t¶ulbecsl¶esre sz¶am¶³thatunk.
Nemline¶aris szimbolikus transzform¶aci¶ok optimaliz¶al¶asi feladatokra 41
A probl¶ema r¶eszletes elemz¶es¶ebe most nem tudunk belemenni, de arra
szeretn¶enk r¶amutatni, hogy a probl¶em¶at az okozza, hogy ha matematikai bi-
zony¶³t¶o er}ovel b¶³r¶o befoglal¶o fÄuggv¶enyeket hat¶ekonyan akarunk kisz¶am¶³tani
sz¶am¶³t¶og¶epen, akkor minden m}uvelet v¶egrehajt¶asa sor¶an azt kell fÄolt¶etelez-
nÄunk, hogy az argumentum intervallumok fÄuggetlenek, azaz az azokban l¶ev}o
val¶os sz¶amok b¶armely kombin¶aci¶oja el}ofordulhat. Ez nyilv¶an nem teljesÄul a
p¶eld¶ankban. Az intervallum aritmetika hÄuvelykszab¶alya szerint akkor lehet
pontos befoglal¶ast kapni, ha a fÄuggv¶enyÄunk ¶ugynevezett SUE t¶³pus¶u (single
use expression), amely teh¶at minden v¶altoz¶ot csak egyszer haszn¶al a ki¶ert¶e-
kel¶es sor¶an. Ezt sajnos nem lehet fÄolt¶etelezni ¶altal¶aban gyakorlati feladatok
eset¶en, s}ot, a nagy m¶eret}u modellez¶esi feladatok Äossze¶all¶³t¶as¶aban alkalma-
zott folyamatszint¶ezis rendszerek [8] ¶epp hogy er}osen redund¶ans kifejez¶eseket
produk¶alnak.
A cikkÄunkben le¶³rt m¶odszer alapj¶aban v¶eve az optimaliz¶aland¶o fÄuggv¶e-
nyÄunk ki¶ert¶ekel¶es¶ehez szÄuks¶eges m}uveletek sz¶am¶at akarja csÄokkenteni, ¶es
amennyiben ez lehets¶eges, fÄolismerni az eredeti alakban a redundanci¶at. Ez
nem ugyanaz, mint ami az intervallumos ki¶ert¶ekel¶es pontoss¶ag¶anak nÄovel¶es¶e-
hez kell. A probl¶ema megold¶as¶anak els}o l¶ep¶esek¶ent m¶egis azt vizsg¶altuk meg,
hogy a meglev}o nemline¶aris fÄuggv¶eny egyszer}us¶³t¶esi transzform¶aci¶onknak mi
a hat¶asa glob¶alis optimaliz¶al¶asi feladatok intervallumos m¶odszerekkel val¶o
megold¶as¶ara. A tesztelt algoritmus az intervallumos Newton-m¶odszerrel ki-
eg¶esz¶³tett korszer}u korl¶atoz¶as ¶es sz¶etv¶alaszt¶as t¶³pus¶u glob¶alis optimaliz¶al¶asi
algoritmus volt [18]. A meg¶all¶asi felt¶etelbeli konstans legal¶abb k¶et ¶ert¶ekes
jegynyi relat¶³v pontoss¶agot kÄovetelt meg.
TekintsÄuk el}oszÄor a j¶ol ismert Rosenbrock-feladatot (ban¶anfÄuggv¶enyk¶ent
is ismert, a k¶eplete (1¡x)2 +100(x2 ¡ y)2, az egyetlen helyi minimumpontja
nyilv¶anval¶oan (1; 1)T , az optimum ¶ert¶eke nulla). Maga az egyszer}us¶³t¶es el-
hanyagolhat¶o mennyis¶eg}u sz¶am¶³t¶ast kellett volna hogy megtakar¶³tson, hiszen
a k¶et fÄuggv¶enyalak kÄozti elt¶er¶es a v¶egzett m}uveletek sz¶am¶aban nem jelent}os.
Az eredeti fÄuggv¶enyalakra a kÄovetkez}o eredm¶enyt kaptuk:
Function name: ros2
The set of global minimizers is located in the union of the following boxes:
c1:[0.99487304687500, 1.00235210730573] [0.98876953125000, 1.00708007812500]
c2:[1.00271012643331, 1.00488165028086] [1.00097656250000, 1.01318359375000]
The global minimum is enclosed in:
[0.000000000000000000, 0.000022260135021864]
Statistics:
Iter Feval Geval Heval MLL Time(sec)
36 251 174 15 10 0.94
Meg¶allap¶³thatjuk, hogy az eredm¶eny helyes, a c1 intervallum tartalmazza
a megold¶ast, ¶es a kapott relat¶³v pontoss¶ag is j¶o: 2-3 jegynyi a helyben, ¶es
hasonl¶o az optim¶alis c¶elfÄuggv¶eny ¶ert¶ekben. L¶assuk az ¶atalak¶³tott feladatra
kapott outputot:
Function name: ros2v
The set of global minimizers is located in the union of the following boxes:
c1:[-0.00000000000000, 0.00000000000000] [-0.00000000000000, 0.00000000000000]
The global minimum is enclosed in:
[0.000000000000000000, 0.000000000000000000]
42 Csendes Tibor { Dobj¶ann¶e Antal Elvira
Statistics:
Iter Feval Geval Heval MLL Time(sec)
9 42 31 1 1 0.11
Ez nyilv¶an az ¶atalak¶³tott feladat eredm¶enye, teh¶at a nulla ¶ert¶ekek a hely-
ben ¶es az optimum ¶ert¶ek¶eben helyesek. A kapott pontoss¶ag olyan j¶o, hogy
igaz¶ab¶ol Äossze sem vethet}o az eredeti¶evel. A Matlab ki¶³rat¶asi rendszere isme-
ret¶eben azt lehet mondani, hogy a kapott intervallumok elt¶ernek ugyan a [0,0]
intervallumt¶ol, de az elt¶er¶esek m¶ert¶eke olyan kicsi, hogy azt m¶eg a standard-
n¶al hosszabb sz¶am¶abr¶azol¶as sem tudja megmutatni. Minden esetre olyan t¶³z
nagys¶agrenddel pontosabb az eredm¶enyÄunk. R¶aad¶asul ezt a sz¶ep eredm¶enyt
nem nÄovekv}o sz¶am¶³t¶asi r¶aford¶³t¶assal ¶ertÄuk el, hiszen minden hat¶ekonys¶agi
mutat¶o javult: 36 helyett el¶eg volt 9 iter¶aci¶o (Iter). A fÄuggv¶enyh¶³v¶asok (Fe-
val), a gradiensh¶³v¶asok (Geval) ¶es a Hesse m¶atrix sz¶am¶³t¶asok (Heval) sz¶ama
is csÄokkent, rendre: 251-r}ol 42-re, 174-r}ol 31-re ¶es 15-r}ol 1-re. Az is nagyon
besz¶edes, hogy a fÄoldolgozatlan r¶eszintervallumok maxim¶alis sz¶ama (MLL) is
kisebb lett: 10-r}ol 1-re. Ez azt jelzi, hogy a m¶odszer a lehet}o legegyszer}ubb-
nek tal¶alta az ¶at¶³rt feladatot. A CPU id}o csÄokken¶ese ugyan Äosszhangban van
az el}obb mondottakkal, de ennek kisebb a jelent}os¶ege, hiszen val¶odi feladaton
ink¶abb az el}oz}o mutat¶ok a fontosak. ÄOsszess¶eg¶eben azt mondhatjuk, hogy a
kapott eredm¶eny m¶ar-m¶ar gyan¶usan kedvez}o.
L¶assunk most egy m¶asik standard glob¶alis optimaliz¶al¶asi feladatot, a
Levy-10 nev}ut.
Function name: L10
The set of global minimizers is located in the union of the following boxes:
c1: [0.99999993564181, 1.00000006433416] [0.96591507795486, 1.04004632763272]
[0.99366780273703, 1.12761120490455] [0.93750000000000, 1.19587646550836]
[0.89381419541709, 1.00189285440539]
The global minimum is enclosed in:
[0.000000000000000000, 0.000567456706858098 ]
Statistics:
Iter Feval Geval Heval MLL Time(sec)
17 127 85 6 17 3.20
Az egyszer}us¶³tett feladatra kapott eredm¶eny:
Function name: L10v
The set of global minimizers is located in the union of the following boxes:
c1: [0.00000000000000, 0.00077514614094] [-0.01031504005235, 0.02046607537265]
[-0.04137133829842, 0.01705999539191] [-0.04080756533673, 0.04296875000000]
[-0.02127534259525, 0.01985113485206]
The global minimum is enclosed in:
[0.000000000000000000, 0.000000000000000000]
Statistics:
Iter Feval Geval Heval MLL Time(sec)
258 2130 1651 133 32 51.73
Meg¶allap¶³thatjuk, hogy ez esetben a hat¶ekonys¶agi mutat¶ok mind rosszab-
bak lettek, az ¶at¶³rt feladatra egy-k¶et nagys¶agrenddel tÄobb sz¶am¶³t¶og¶epes er}o-
forr¶ast kellett ford¶³tani. Ennek ellen¶ere ez is egy lelkes¶³t}o eredm¶eny, mert
ugyan a meg¶all¶asi felt¶etel v¶altozatlan volt, m¶egis ism¶et sokkal pontosabb
eredm¶enyt kaptunk. A pontoss¶ag javul¶as¶at is ¯gyelembe v¶eve a fÄuggv¶enyh¶³-
v¶asok stb. sz¶ama fajlagosan l¶enyegesen csÄokkent. Ennek val¶osz¶³n}uleg az az
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oka, hogy az ¶at¶³rt fÄuggv¶eny kedvez}obb volt a Newton-l¶ep¶es sz¶am¶ara. Ezt a
meg¶allap¶³t¶ast a tÄobbi, itt nem r¶eszletezett tesztÄunk is al¶at¶amasztja.
A sz¶am¶³t¶og¶epes vizsg¶alatokat megism¶eteltÄuk az olyan gyakran haszn¶alt
glob¶alis optimaliz¶al¶asi tesztfeladatokra, amelyen az egyszer}us¶³t¶esi elj¶ar¶asunk
v¶altoztatott. Az eredm¶enyeket a 2. t¶abl¶azatban foglaltuk Äossze. Teh¶at a kÄovet-
kez}o l¶ep¶eseket kÄovettÄuk: lefuttattuk a [18] cikkben le¶³rt intervallumos glob¶alis
optimaliz¶al¶o algoritmust minden gyors¶³t¶o teszttel (monotonit¶asi teszt, kon-
kavit¶asi teszt, intervallumos Newton-l¶ep¶es) az eredeti ¶es az ¶at¶³rt feladaton.
Ezut¶an megm¶ertÄuk a glob¶alis optimum hely¶eben ¶es ¶ert¶ek¶eben kapott bizony-
talans¶agot. Ezt azzal jellemeztÄuk, hogy a kiindul¶asi tÄobb-dimenzi¶os interval-
lum m¶eret¶ehez k¶epest mekkora az eredm¶eny intervallumok Äosszt¶erfogata. A
kapott ¶ert¶ekeket sz¶azal¶ekos form¶aban jelen¶³tettÄuk meg. Az ¶at¶³rt feladatok
eredm¶enyeit ¶ugy kaptuk, hogy az ¶atalak¶³tott kiindul¶o box t¶erfogat¶ahoz ha-
sonl¶³tottuk az eredm¶eny t¶erfogat¶at. ¶Igy a t¶abl¶azatunk Äosszevethet}o ¶ert¶ekeket
tartalmaz.
A 2. t¶abl¶azatban haszn¶alt jelÄol¶esek a kÄovetkez}ok. Min. pont rel. m¶erete
(%): a glob¶alis minimum pontot befoglal¶o boxok Äosszt¶erfogat¶anak a kiindul¶o
boxhoz viszony¶³tott sz¶azal¶ekos ar¶anya. Min. rel. m¶erete (%): a minimu-
mot befoglal¶o box t¶erfogat¶anak a kiindul¶o boxhoz viszony¶³tott sz¶azal¶ekos
ar¶anya. A futtat¶asi id}ot m¶asodpercben m¶ertÄuk, ¶es minden k¶³s¶erletet 10 al-
kalommal megism¶eteltÄunk. Maga az optimaliz¶al¶o elj¶ar¶as determinisztikus, a
megism¶etelt futtat¶asra csak a fut¶asid}o megb¶³zhat¶o meghat¶aroz¶asa v¶egett volt
szÄuks¶eg. Az ¶at¶³rt feladatok azonos¶³t¶oja v¶eg¶ere egy "v" bet}ut ¶³rtunk, teh¶at az
eredeti ¶es az egyszer}us¶³tett feladatok egym¶as ut¶an kÄovetkeznek a t¶abl¶azatban
a kÄonnyebb Äosszevet¶es ¶erdek¶eben.
Azon. Min. pont rel. m¶erete Min. rel. m¶erete Fut¶asi id}o
(%) (%) (mp)
Br 6:4114 ¢ 10¡4 1:4059 ¢ 10¡11 1:5304
Brv 0:0000 ¢ 100 8:7349 ¢ 10¡8 0:4243
L8 6:3680 ¢ 10¡10 6:4578 ¢ 10¡8 1:0499
L8v 1:2049 ¢ 10¡5 1:9293 ¢ 10¡31 4:2791
L9 1:4414 ¢ 10¡9 5:3049 ¢ 10¡8 1:8486
L9v 1:3570 ¢ 10¡7 3:5078 ¢ 10¡32 16:662
L10 1:1151 ¢ 10¡15 1:7733 ¢ 10¡8 3:0077
L10v 9:5443 ¢ 10¡11 6:3778 ¢ 10¡33 51:2230
L11 3:7110 ¢ 10¡30 5:5522 ¢ 10¡13 7:3071
L11v 4:0440 ¢ 10¡15 3:8334 ¢ 10¡35 1025:0000
Rb2 7:3628 ¢ 10¡7 5:5650 ¢ 10¡8 0:9220
Rb2v 0:0000 ¢ 100 3:8670 ¢ 10¡33 0:1123
Rb5 1:1622 ¢ 10¡11 5:6901 ¢ 10¡6 60:3720
Rb5v 6:2214 ¢ 10¡91 2:2637 ¢ 10¡7 36:8400
Sch3.2 9:3274 ¢ 10¡3 4:4420 ¢ 10¡4 0:3214
Sch3.2v 0:0000 ¢ 100 0:0000 ¢ 100 0:1014
2. t¶abl¶azat. Fut¶asi eredm¶enyek az intervallumos glob¶alis optimaliz¶al¶o elj¶ar¶assal ([18]),
10 futtat¶as ¶atlag¶aban
A 2. t¶abl¶azat eredm¶enyei ki¶ert¶ekel¶ese sor¶an tekintettel kell lennÄunk arra,
hogy az algoritmust az alap be¶all¶³t¶asokkal futtattuk, v¶altozatlan form¶aban.
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¶Igy nem is hangoltuk azt az adott helyzetre. Ennek kÄovetkezm¶enye az,
hogy a glob¶alis minimum hely¶eben, illetve ¶ert¶eke korl¶ataiban nagyon elt¶er}o
pontoss¶ag¶u eredm¶enyeket kaptunk. Mindenesetre az meg¶allap¶³that¶o, hogy
az egyszer}us¶³tett feladatokra kapott eredm¶enyek minden esetben hatalmas
pontoss¶agjavul¶ast mutatnak vagy a helyben, vagy az ¶ert¶ekben, vagy mind-
kett}oben. Ezzel messze nem ar¶anyos a mutatkoz¶o sz¶am¶³t¶asi id}o ig¶eny. Teh¶at
azt jelenthetjÄuk ki, hogy az alkalmazott szimbolikus egyszer}us¶³t¶esi m¶odszer
sok nagys¶agrendnyi pontoss¶agi javul¶ast okoz, ezzel Äossze nem m¶erhet}o, sokkal
kisebb ar¶any¶u sz¶am¶³t¶asi id}o nÄoveked¶es ¶ar¶an.
Az intervallumos Newton-m¶odszer az intervallumos glob¶alis optimaliz¶al¶asi
algoritmusok legkritikusabb eleme, jellemz}o m¶odon m¶as gyors¶³t¶o technik¶akkal
(p¶eld¶aul a monotonit¶asi teszt) utol¶erhetetlen hat¶ekonys¶ag¶u is lehet, de nagy
id}opazarl¶ast is okozhat. Tanulm¶anyunk alapj¶an azt az ¶ovatos kÄovetkeztet¶est
tudjuk levonni, hogy a szimbolikus egyszer}us¶³t}o transzform¶aci¶ok a megvizs-
g¶alt standard glob¶alis optimaliz¶al¶asi feladatokon nagyon ¶³g¶eretes hat¶ekony-
s¶agjavul¶ast mutattak. A jelen tanulm¶any csak a kezdet¶et jelzi a fejleszt¶esi
munk¶anak, hiszen a tal¶alt rendk¶³vÄuli pontoss¶agnÄovel}o hat¶as Äugyes kiakn¶az¶asi
m¶odjait m¶eg nem ismerjÄuk. A kÄovetkez}o vizsg¶alatok kiterjedt tesztel¶es ut¶an
olyan ¶at¶³r¶asi algoritmusokat keresnek majd, amelyek az intervallumos glob¶alis
optimaliz¶al¶o algoritmusok pontoss¶ag¶anak nÄovel¶es¶ere, illetve hat¶ekonys¶aguk
jav¶³t¶as¶ara tÄornek. Ezzel egyÄutt az intervallumos glob¶alis optimaliz¶al¶asi algo-
ritmust is ennek megfelel}oen hangolni kell majd, hogy a meg¶all¶asi felt¶etelekkel
j¶ol szab¶alyozhat¶o legyen a pontoss¶ag nÄoveked¶es nyeres¶ege a sz¶am¶³t¶asi id}o
vonatkoz¶as¶aban.
Irodalom
1. Alefeld, G., Herzberger, J. Introduction to Interval Computation. Academic
Press, New York, 1983.
2. Antal Elvira: A matematikai modellez¶es hat¶asa nemline¶aris optimaliz¶al¶asi
feladatok megold¶as¶anak hat¶ekonys¶ag¶ara. PhD ¶ertekez¶es, Szeged, 2017.
3. Antal, E., Csendes, T. Nonlinear Symbolic Transformations for Simplifying
Optimization Problems Acta Cybernetica 22:715{733, 2016.
4. Antal, E., Csendes, T., Vir¶agh, J. Nonlinear Transformations for the Simpli-
¯cation of Unconstrained Nonlinear Optimization Problems. Cent. Eur. J.
Oper. Res. 21(4):665{684, 2013.
5. Avanzolini, G., Barbini, P. Comment on \Estimating Respiratory Mechanical
Parameters in Parallel Compartment Models". IEEE Trans. Biomed. Eng.
29:772{774, 1982.
6. Csendes, T., P¶al, L., Send¶³n, J. O. H., Banga, J. R. The GLOBAL Optimiza-
tion Method Revisited. Optimization Letters 2:445{454, 2008.
7. Csendes, T., Rapcs¶ak, T. Nonlinear Coordinate Transformations for Uncon-
strained Optimization. I. Basic Transformations. J. Global Optim. 3(2):213{
221, 1993.
Nemline¶aris szimbolikus transzform¶aci¶ok optimaliz¶al¶asi feladatokra 45
8. Farkas, T., R¶ev, E., and Lelkes, Z. Process °owsheet superstructures: Struc-
tural multiplicity and redundancy: Part I: Basic GDP and MINLP represen-
tations. In Computers & Chemical Engineering, 29(10): 2180{2197, 2005.
9. Fourer, R., and Gay, D. M. Experience with a Primal Presolve Algorithm.
In Hager, W. W., Hearn, D. W. and Pardalos, P. M., editors, Large Scale
Optimization: State of the Art, pages 135{154. Kluwer Academic Publishers,
Dordrecht, 1994.
10. Gay, D. M. Symbolic-Algebraic Computations in a Modeling Language for
Mathematical Programming. In Alefeld, G., Rohn, J. and Yamamoto, T.,
editors. Symbolic Algebraic Methods and Veri¯cation Methods, pages 99{106.
Springer- Verlag, 2001.
11. Gaylord, Richard J., and Kamin C, Samuel N. Wellin, Paul R.: An Intro-
duction to Programming with Mathematica. 2. kiad. New York, NY, Springer
New York, 1996, 141{143. p. ISBN 978-1-4612-2322-1.
12. Heck, Andr¶e: Introduction to computer algebra. In Introduction to Maple.
New York, NY, Springer New York, 2003, 11. p. ISBN 978-1-4613-0023-6.
13. Hantos, Z., Dar¶oczy, B., Csendes, T., Suki, B., and Nagy, S. Modeling of
Low-frequency Pulmonary Impedance in the Dog. J. of Applied Physiology
68:849{860, 1990.
14. Liberti, L., Ca¯eri, S., Savourey, D. The Reformulation-Optimization Soft-
ware Engine. Mathematical Software { ICMS 2010, LNCS 6327, pages 303{
314, 2010.
15. Maeder, Roman E.: The Mathematica Programmer. Academic Press, 1994,
8. p. ISBN 978-0-12-464990-3.
16. M¶esz¶aros, Cs., Suhl, U. H. Advanced preprocessing techniques for linear and
quadratic programming. OR Spectrum 25(4):575{595, 2003.
17. P¶al, L. Global optimization algorithms for bound constrained problems. Ph.D.
thesis, University of Szeged, 2011.
18. P¶al, L. and Csendes, T. INTLAB implementation of an interval global opti-
mization algorithm. Optimization Methods and Software 24:749{759, 2009.
19. Rapcs¶ak, T., Csendes, T. Nonlinear Coordinate Transformations for Uncon-
strained Optimization. II. Theoretical Background. J. Global Optim. 3(3):359{
375, 1993.
20. Schichl, H., Neumaier, A. Interval Analysis on Directed Acyclic Graphs for
Global Optimization. J. Global Optim. 33(4):541{562, 2005.
21. Stoutemyer, D. R. Ten commandments for good default expression simpli¯-
cation. J. Symb. Comput. 46:859{887, 2011.
22. T¶oth, B., Csendes, T. Empirical investigation of the convergence speed of
inclusion functions. Reliable Computing, 11:253{273, 2005.
23. Wellin, P.: Functional programming. In Programming with Mathematica: An
Introduction. Cambridge University Press, 2014, 115{188. ISBN 978-1-107-
00946-2.
24. Wolfram Mathematica 9 Documentation Center, Mathematica Tutorial: Ba-
sic Internal Architecture: https://reference.wolfram.com/mathematica/ tu-
torial/BasicInternalArchitecture.html
25. Wolfram Mathematica. Software Development: CUDA and OpenCL support.
http://www.wolfram.com/mathematica/new-in-8/cuda-and-opencl-support .
[2017.01.12.].
46 Csendes Tibor { Dobj¶ann¶e Antal Elvira
NONLINEAR SYMBOLIC TRANSFORMATIONS FOR OPTIMIZATION
PROBLEMS
With the advent of symbolic computer algebra systems the possibility has become
clear for reforming the optimization problems into a more advantageous form. The
advantages of such simpli¯cations are many-folded. At one hand the respective
functions can hopefully be evaluated with less operations. Then we can recog-
nize such redundant relations among the variables that usually cannot be noticed.
Knowing these allows us to determine the subspace that consists only of optimal
points. And ¯nally, due to the possible dimension decrease the iteration numbers
of most of the optimization techniques can drop. The procedure does not require
human interaction, hence large scale and complex problems can become solvable by
applying our simpli¯cation tool. The present paper overviews our work done on this
¯eld and new results are demonstrated on the application of the novel algorithm
to improve the e±ciency and precision of interval arithmetic based optimization
algorithms.
