Introgression is the permanent incorporation of genes from one population into another through hybridization and backcrossing. It is currently of particular concern as a possible mechanism for the spread of modified crop genes to wild populations. The hazard rate is the probability per time unit that such an escape takes place, given that it has not happened before.
of an artificial type, which we will call type-0. There is one permanently 99 present individual of this type, that produces a stochastic number of hy-
where Z of type-m that was born in year k + 1 from the initial type-i individual.
139
In the specific scenario described in Fig. 1 , we find the following recursive relationships in k for the different p.g.f.'s of the I i (k, n)'s, where f I i (k,n) (s) denotes the p.g.f. of I i (k, n) (see Appendix Appendix A.1):
f I 0 (k,n) (s) = f I 0 (k+1,n) (s)G 0 k; p 0 f I 1 (k+1,n) (s) + 1 − p 0 (2) f I 1 (k,n) (s) = (1 − r 1 )(1 − p 1 ) + (1 − r 1 )p 1 f I 1 (k+1,n) (s) + r 1 G 1 (p 0 s + 1 − p 0 ) with the initial conditions f I 1 (n,n) (s) = f I 0 (n,n) (s) = 1. Note that, since the 140 seed production of type-1 individuals is homogeneous,
141
f I 1 (k,n) (s) = f I 1 (0,n−k) (s).
The time of an introgression event, T , is defined as the time that the first 142 type-E individual is produced whose lineage never becomes extinct. The 143 8 population starts with a single type-0 individual, therefore:
since the probability that an introgression event occurs after a time n is the 145 probability that all type-E individuals produced at or before year n have 146 become extinct.
147
The hazard rate of introgression is defined as the probability per time
148
unit that an introgression event occurs given that it has not occurred before.
149
With time units of one year, this gives:
150
H n (q) = P (T = n|T > n − 1)/year = 1 − f I 0 (0,n) (q) f I 0 (0,n−1) (q) year
with n ∈ N 0 .
151
The second equation of (2) can be solved to yield (see Appendix Appendix 
where, in order to simplify future expressions, we have introduced the quan- 
Putting (2), (3), (4) and (5) together gives us the following expression for which can be computed by using (6). This result provides us with a general method for calculating the hazard rate with time-inhomogeneous hybridiza-159 tion. In the next sections we examine several situations. 
Deterministically varying hybridization

161
For mathematical convenience we assume that hybrids are generated ac- 
We also take ξ 1 as Poisson-distributed with mean m 1 in presented numerical 164 work.
165
Combining (6) to (9) gives:
From (10) it follows that the long term behaviour of the hazard rate depends on the limit behaviour, as k → ∞, of: can easily be shown that, for the current model, this value equals
In the next subsections we will examine the effects of specific frequently used crop-management schemes. 
Temporary crops
174
Crop cultivation may be stopped for a variety of reasons. In the case of 175 transgene crops, e.g., legislation may change, or termination of cultivation 176 may be used as a management strategy to lower the chance of introgression.
177
In this sub-section we examine the case where hybridization occurs at a 178 constant rate, and is then stopped at a fixed time S, i.e.:
with m 0 > 0.
180
Substituting this into (10) gives:
Thus, the hazard rate increases monotonically to a maximum level of
at time S + 1 and decays monotonically afterwards.
183
The decay is only seen to start at time S + 2 because stopping hybridiza-184 tion at year S will only affect the population of type-1 individuals at time parameters on this asymptotic level can be inferred from (11).
197
With temporary crops, there is a positive probability that introgression 198 never occurs. From (4), (9), (12) and the derivation in Appendix Appendix
199
A.3 it is apparent that this probability equals:
Thus, it decreases exponentially with the stopping time S, at a rate deter-201 mined by the hybridization rate and the life history parameters.
202
A numerical example of the shape of the hazard rate for two different 203 stopping times (10 and 20 years) is given in Fig. 2a 
For small values of H n (q), the product term is close to one, and the proba- 
with v ∈ N 0 .
224
It can be shown (see Appendix Appendix A.4) that in the long run the 225 hazard rate tends to a periodic function with period R + S, i.e. if we define 226 the time:
then, for n tends to infinity the hazard rate becomes:
The time in (17) is high alternate with periods in which it is low. Figure 2c illustrates that 233 this asymptotic behavior can be reached very quickly. Figure 2d shows the 234 corresponding probabilities of introgression events happening at time x. As 235 noted previously, the probability distribution is nearly equal to the hazard 236 rate initially, but (inevitably) decreases with x.
237
There are different ways to quantify the effect of a given crop rotation 238 scheme on the hazard rate. The asymptotic maximum hazard rate can be
239
found by subsituting k = S − 1 in (18), leading to:
and the minimum by subsituting k = R + S − 1, which gives:
For the numerical example in Figure 2c the asymptotic maximum hazard 242 rate equals 0.00154, and the minimum is of the order 10 −6 . As can be seen 243 from the figure, these values are reached quite soon. 
Thus, the long-run average hazard rate is the same as the asymptotic hazard 250 rate with a continuous crop and a constant expected number of newly pro-251 duced hybrids equal to S/(R + S) times m 0 . In Fig. 2d variations can be independent, or (positively or negatively) autocorrelated.
260
In this section, we consider the effect of random variation according to 261 different regimes.
262
Random temporal variation of m 0 can be included in the model by using 
Using the solution of f I 1 (0,n) (q) from (6) and taking large n leads to the 284 asymptotic value:
To examine the effects of autocorrelation, let and type-(0, 2) individuals, as depicted in Fig. 3b . In a specific realisation, the hazard rate then oscillates as previously observed, which is also shown 302 in Fig. 3b , where the process is initiated by a single type-(0, 1) individual. 
317
The scheme is represented in Fig. 4 .
318
The hazard rate in this scenario follows a similar method to the derivation 319 in the previous case, but see Appendix Appendix A.7 for full details. Nu-320 merical solutions of the supremum of the hazard rate against L are shown 321 in Fig. 5a for the crop-rotation situation described in (16).
322
To further examine the effect of bottlenecks, we consider a Taylor ap-323 proximation of the hazard rate around the point q = 1, for the case that 
where m i , i = 1, 2, . . . , L, represents the average number of seeds produced 327 by a type-i individual.
328
When the values of m i are similar, this expression decreases geometrically 329 with L, which corresponds to the shape observed in Fig. 5a .
330
Bottlenecks not only reduce the maximum hazard rate, but also induce 331 a delay in the changes of the hazard rate in reaction to changes in crop 332 cultivation. This is illustrated in Fig. 5b . risk of introgression events may still be quite high (see Fig. 5b ), reaffirming 
356
The risk that introgression occurs is determined by the interaction be- as the magnitude of the hazard rate depends on life-history characteristics.
361
For instance, increases in fitness bottlenecks not only cause a delay in ad-362 justment of the hazard rate, but also decelerate the adjustments, and lower 363 the maximum level. Furthermore, in all scenarios, the maximum level of 364 the hazard rate is affected by the factor β 1 (q), which is determined by the 365 fitness of the backcrosses (see (7)).
366
We examined the effect of several possible scenarios. With temporary 367 crops, there is a positive probability that introgression does not occur, that 368 depends on the duration of the crop cultivation. Furthermore, in this situ-369 ation, the hazard rate at a given time x is nearly equal to the probability 370 of an introgression event at that time, and thus provides a good approxi-371 mation for the probability distribution (see e.g. Fig. 2b ). This is a general 372 result, that can be derived from the relation between the hazard rate and 373 the time-distribution.
374
With crop rotation, the hazard rate becomes periodic, and fluctuations also occur in the time-distribution of introgression events ( Fig. 2c and d) .
376
In such situations, a simpler measure of risk might sometimes be needed.
377
One option is to use the hazard rate that in the long run would lead to 378 the same introgression risk over a given period as the crop rotation scheme.
379
This value is given in (21), and indicated in Fig. 2c . with large fluctuations the use of the average hazard rate as a risk indicator 391 might be misleading, since the maximum hazard rate is much higher than 392 the average. This is illustrated in Fig. 2c . In such a situation, the time-393 distribution of introgression events corresponding to the average hazard rate 394 is also radically different from the real one (see Fig. 2d ).
395
Another possible way to quantify the risk is to use the long-run maximum 396 hazard rate, which provides a conservative measure of risk. Figure 2d 
2000)
). This is another line of ongoing research.
438
The use of stochastic models in introgression studies is quite rare, al- Using (1) and the definition of p.g.f.'s we find:
We can manipulate (A.1) as above because the individual lineages are in- 
Putting (A.1) and (A.2) together, we find that
In our specific model, we have the following reproduction laws:
Substituting (A.5) and (A.4) into (A.3) gives (2).
475
Appendix A.2. Derivation of (6)
476
Since the population initiated by a type-1 individual is time-
477
homogeneous, f I 1 (k,n) (s) = f I 1 (0,n−k) (s). Using this in the second equation 478 of (2) results in:
allowing k = 0, this can be rewritten as follows:
Computing the geometric sum above, and taking the quantities defined in (6) gives the required result.
481
Appendix A.3. Derivation of (8)
482
Deriving (8) follows from repeating equation (2) in the following way:
The expression in (8) follows from substituting (A.8) into (5). period that hybridization is introduced, i.e. if v(R + S) + 2 ≤ n < v(R + 486 S) + S + 2, the following holds:
and for the (v + 1) th period that hybridization is stopped, i.e. if v(R + S)
and, as in (10), the hazard rate equals zero for n ∈ {0, 1}. Substituting (17) 490 into (A.9) leads to the following for 0 ≤ k < S :
and substituting (17) into (A.10) leads to, for S ≤ k < S + R:
) .
(A.12)
To reach the asymptotic behaviour described in (18), take v → ∞ in both
493
(A.11) and (A.12).
494
Appendix A.5. Derivation of (21) 495 First, note that the survival function of T and the hazard rate are related 496 as follows. For any t ∈ [0, +∞):
Define the sequence {c n , n ∈ N 0 }:
The use of (A.8) with (4) and (A.14), gives:
Note how the second product in the numerator is identical to the denomi-500 nator. This is a result of the periodicity of the hybridization rate in (16).
501
Also, note that for S + 1 ≤ i ≤ R + S, m(i) = 0, which is used to reduce 502 the number of terms in the sum.
503
When n → ∞, c n converges to
Thus, in the long run, a process with a constant hazard rate, λ, and such 505 that lim n→∞
= C, would have the same probability of an intro-506 gression event occurring within a period from n to n+R+S, with sufficiently 507 large n. Using (A.13) and (A.16) we find that λ must satisfy it to include i = (0, 1) and (0, 2). As before, a joint p.g.f. of the offspring 513 distribution of a single type-i (i = (0, 1), (0, 2), 1, E) is defined:
Then, following the same methodology established in Appendix A.1, we get:
Following further the methodology in Appendix A.1, the following recursive relationships hold:
where the simplifying expression f I i (k,n) (s) = f I i (0,n−k) (s) has been applied.
Using the forms of G 0,1 (s) and G 0,2 (s) as specified in section 5, and setting k = 0, gives:
Since the environmental process is stationary: We start by defining the random variable I i (k, n) as before, except with 522 i ∈ {0, 1, . . . , L}. Also, we define p.g.f.'s, f I i (k,n,) (s), of these random vari-523 ables in the same way as previously done.
524
Since an individual belonging to a generation greater than n can produce 525 no type-E individuals before n, write the following for any i ∈ {0, 1, . . . , L},
(A.24)
Let us now turn to the case k < n. For a fixed i ∈ {0, . . . , L}, and 527 a general scenario, where individuals can have offspring of any type, the 528 following decomposition holds
where the random variables 
L (k + 1), are defined in a analogous way, but now for the type-1, type-2, ..., type-L, 530 respectively, offspring of the initial type-i individual.
531
First manipulate the generating functions of (A.25) as follows: 
Putting (A.26) and (A.27) together, we find that
In our specific model, we have the following assumptions regarding the 540 reproduction:
541
• the reproduction law of a type 0 individual depends on the year number 542 and the corresponding p.g.f. is given by
• for a type i individual, with i ∈ {1, . . . , L}, the reproduction law does 544 not depend on the year number and the corresponding p.g.f. is given
with s L+1 ≡ s E . The fact that the reproduction law of these individuals is independent of time implies that
This relation will be used more or less explicitly in the following calcu-547 lations.
548
The use of (A.30) and (A.28) with i = L, gives
n ≥ 0, which is :
The calculation of (A.31) above follows the same reasoning shown in Ap-552 pendix Appendix A.2.
553
Now that we can calculate the p.g.f.'s of I L (0, n), we proceed by finding 
Now, for n > L − i, the use of (A.30) and (A.28), gives
Repeating the procedure gives
Computing the sums above gives us the following p.g.f.'s: 
which can be calculated using (A.33) and (A.31).
562
The use of (A.35) and noting that, as before,
yields the hazard rate:
(A.36) Appendix A.8. Derivation of (24)
565
Taking r 1 = 1 in (A.31) to (A.34) gives:
where i = 1, 2, ..., L − 1. Differentiating these expressions with respect to s and evaluating the results at the point s = 1 gives:
where we have used the fact that the derivative of a p.g.f. evaluated at one is the mean of the random variable.
567
Taking logarithms in (A.35) and differentiating at s = 1 yields the following expression:
where the last equality uses the expressions in (A.39).
568
Consider the representation of the hazard rate in (5). It is apparent that 569 the constant-term in the Taylor approximation will be zero, due to the fact 570 that p.g.f.'s evaluated at one are one. Taking the derivative of (5) around 571 one yields: (1-r 1 )p 1
(1-r 2 )(1-p 2 )
(1-r 1 )(1-p 1 ) 
