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Una de las técnicas más habituales de evalua-
ción del rendimiento de los subsistemas de en-
trada/salida de un computador es la utiliza-
ción de modelos de simulación detallados que
tienen en cuenta características específicas de
los dispositivos de almacenamiento como la
geometría del disco, la división en zonas y los
algoritmos utilizados por las políticas de la me-
moria caché del disco.
No obstante, dichos modelos requieren una
mayor carga computacional y además están
basados en discos que difieren en sus carac-
terísticas y prestaciones de los discos más ac-
tuales.
Otra alternativa es el modelado del disposi-
tivo de almacenamiento, incluyendo su caché,
como un proceso estocástico. Esto permite la
generación de los tiempos requeridos por las
operaciones realizadas sobre el dispositivo con
una menor carga computacional y con un al-
to nivel de fidelidad. De esta manera se puede
alcanzar una mayor escalabilidad en la evalua-
ción del rendimiento de subsistemas de entra-
da/salida mediante simulación.
En este trabajo se presenta una evaluación
y modelado de un disco de tamaño modera-
do (20 GB). Los resultados obtenidos demues-
tran que los tiempos de acceso al disco eva-
luado constituyen un proceso estocástico es-
tacionario y que este hecho es independiente
de la activación o no de la caché de disco. Asi
mismo los resultados sugieren que, en ausen-
cia de caché, los tiempos de acceso siguen una
distribución normal. En cambio, en presencia
de caché, el tiempo de acceso se puede mode-
lar como la composición de varias funciones de
distribución, debido al efecto de la propia ca-
ché. En ambos casos nuestro modelo se ajusta
a los datos experimentales con un error cua-
drático medio menor al 1%.
1. Introducción
Una de las técnicas más habituales en la eva-
luación del rendimiento de sistemas es la eva-
luación por simulación estocástica. La simula-
ción presenta indudables ventajas puesto que
no hace necesaria la disponibilidad del sistema
real y permite comparar distintas alternativas
de diseño. No obstante, un aspecto fundamen-
tal es el uso de parámetros que sean represen-
tativos del sistema a evaluar.
En muchos sistemas, el rendimiento del sis-
tema está muy influenciado por el rendimien-
to del subsistema de entrada/salida, del que
los dispositivos de almacenamiento son un ele-
mento clave. Tradicionalmente, los discos se
han modelado utilizando modelos analíticos
bastante detallados basados en la geometría
del dispositivo [5], incluyendo detalles de zo-
nificación [10, 1] llegando en algunos casos al
nivel de emulación. En algunos casos estos mo-
delos incluyen herramientas de caracterización
automática [6].
No obstante, estos modelos se basan en dis-
cos de cierta antigüedad y con capacidades
de almacenamiento bajas en comparación con
los disponibles hoy día. Por ejemplo, la base
de datos de parámetros de disco [2] de Disk-
Sim contiene modelos de disco de entre los
años 1992 y 1999 con capacidades de alma-
cenamiento de entre 1 GB y 9 GB. Por otra
parte, la mayoría de los modelos se basan en
una simulación muy detallada tanto del com-
portamiento físico del disco como del compor-
tamiento de la caché incorporada al mismo [7].
Cuando se plantea la evaluación de siste-
mas de almacenamiento escalables, los recur-
sos computacionales consumidos por le modelo
de disco crecen con el número de discos que se
incluyen en el sistema simulado. En este ca-
so, el uso de modelos muy detallados puede
tener un impacto negativo en el tiempo nece-
sario para poder llevar a cabo simulaciones ar-
bitrariamente largas. El uso de un modelo tan
detallado solamente se justifica si un modelo
más sencillo no puede ofrecer una precisión si-
milar.
Un enfoque alternativo es modelar el com-
portamiento del tiempo necesario para ejecu-
tar las operaciones sobre un disco como un
proceso estocástico. En un modelo de este ti-
po se puede considerar un disco, incluyendo
su caché, como un fenómeno a caracterizar del
que se desconocen los detalles.
En este artículo se presenta el método segui-
do para realizar la caracterización del tiempo
de acceso a un disco como un proceso estocás-
tico. El disco seleccionado para su caracteriza-
ción es un disco de tamaño moderado (20 GB).
Si bien, el objetivo es la caracterización de dis-
cos de gran tamaño, el trabajo se ha realizado
primero con un disco de menor tamaño con
objeto de poner a punto el método de trabajo.
2. Metodo de evaluación
Para realizar la evaluación se ha procedido a
aplicar una carga de trabajo a un disco. La
carga de trabajo utiliza un formato compati-
ble con el definido por el Storage Performance
Council [9]. El disco evaluado en este traba-
jo es un Maxtor 2B020H1, que tiene una ca-
pacidad de 20 GB, con un total de 39851760
sectores de 512 bytes direccionables mediante
LBA.
Con objeto de medir el tiempo de acceso
al disco evaluado, se ha montado como disco
adicional en un sistema con un disco primario.
En el disco primario se encuentra el sistema
operativo y se utiliza para volcar el archivo
con la traza de la evaluación.
Un aspecto importante en la evaluación es la
necesidad de evitar que el sistema de ficheros o
el gestor de bloques interfieran en las medidas.
Es decir, es necesario que todas las operaciones
que se realizan sobre el disco, se realicen físi-
camente sobre el dispositivo. En Linux esto se
puede conseguir definiendo un dispositivo de
caracteres (mediante mknod) y asociándolo al
dispositivo a evaluar (mediante raw). De esta
manera se puede acceder directamente al dis-
positivo mediante el uso de las llamadas read
y write. Además se consigue que toda la en-
trada salida se realice directamente en el espa-
cio de direcciones del proceso de evaluación,
mediante DMA. Este método obliga a que las
direcciones tanto en el disco como en memo-
ria se encuentren alineadas a un múltiplo del
tamaño de sector del dispositivo (512 bytes).
Otro aspecto a considerar es el efecto que
tienen sobre el rendimiento del disco la caché
de escritura y el búfer de prelectura. Para com-
probar este efecto se han realizado las evalua-
ciones primeramente desactivando ambas op-
ciones del dispositivo (mediante hdparm). Pos-
teriormente se han repetido las evaluaciones
activando dichas opciones.
Para minimizar las posibles interferencias de
otros procesos en las mediciones realizadas el
proceso de evaluación se ha ejecutado con un
número mínimo de procesos activados (usando
el modo init 1).
Para realizar la evaluación, se ha utilizado
una carga de trabajo que forma parte de la es-
pecificación para ASU-1 del benchmark SPC-
1 [8]. Las características de la carga de trabajo
utilizada se muestran en la tabla 1.
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Parámetro Valor
Tamaño de transferencia 4 bloques
Porcentaje de lecturas 50%
Dirección de transferencia Uniforme
Número de operaciones 106
Cuadro 1: Características de la carga de tra-
bajo
Para generar la carga de trabajo se ha utili-
zado el generador de números aleatorios Mer-
senne Twister [4] que tiene un periodo de
2
19937
− 1. Esto garantiza que no hay auto-
correlación entre los datos generados ni hay
correlación entre el tipo de operación y el nú-
mero de bloque lógico de cada operación.
3. Resultados de la evaluación
La evaluación y posterior modelado se ha
realizado primero inhibiendo la caché de disco.
Aunque se podría argumentar que esta condi-
ción no es realista, la comparación de los re-
sultados obtenidos con los que se obtienen en
el caso en que la caché esta activada permite
una mejor comprensión del efecto que tiene la
caché sobre el comportamiento global del dis-
co.
3.1. Evaluación sin caché de disco
Si se consideran las operaciones que se rea-
lizan sobre un disco, los tiempos de acceso de
cada una de las peticiones constituyen un pro-
ceso estocástico. Para valorar si el proceso es-
tocástico presenta un período transitorio ini-
cial, hemos efectuado un análisis de las distin-
tas realizaciones del experimento para la carga
de trabajo propuesta a las que hemos aplicado
el procedimiento de Welch [12, 3]. El procedi-
miento implica la evaluación de la media móvil
con distintos tamaños de ventana y la verfi-
ciación de la convergencia de la misma. Las
figuras 1, 2 y 3 muestran que la media mó-
vil converge desde el principio de la serie para
valores relativamente pequeños de tamaño de
ventana. Por tanto, podemos concluir que el
proceso no presenta período transitorio inicial
y se trata de un proceso estocástico estaciona-
rio.
Figura 1: Media móvil para peticiones sin caché
con tamaño de ventana 1000
Figura 2: Media móvil para peticiones sin caché
con tamaño de ventana 5000
El proceso presenta un tiempo medio de
19,225±0,008525ms con un nivel de confianza
del 95%. Un intervalo de confizanza tan pre-
ciso supone un apoyo a la hipótesis de que el
proceso es totalmente estacionario.
El estudio de los histogramas de los datos
experimentales (figura 4), sugiere que se pue-
den ajustar bastante bien a una distribución
normal. La tabla 2 muestra los estimadores de
máxima verosimilitud para dicha distribución.
La coincidencia entre los datos experimenta-
les y la distribución normal estimada (figura 5)
es muy alta. Para comparar los datos experi-
mentales con las mencionadas distribuciones
se ha realizado una comparación de cuatiles
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Figura 3: Media móvil para peticiones sin caché
con tamaño de ventana 10000
Figura 4: Histograma promedio para peticiones sin
caché.
(figura 6).
Para medir el grado de ajuste de la distri-
bución normal a los datos experimentales, se
utiliza el error cuadrático medio. Además de
ser un estimador del ajuste, esto permite com-
parar nuestros resultados con otros trabajos
previos como el de Ruemmler y Wilkes [5]. En
este caso el error cuadrático medio obtenido
es de 146 microsegundos. Esto representa un
error del 0,75%. Este error es más que acep-
table si se compara con el 2,6% del trabajo
anteriormente citado.
3.2. Con caché de disco
Las evaluaciones realizadas se han repetido
activando las cachés de disco (tanto de lectura




Cuadro 2: Estimadores de máxima verosimili-
tud de operaciones sin caché para la distribu-
ción normal.
Figura 5: Destribución experimental y distribución
normal estimada.
to de Welch [12, 3] a los resultados de las eva-
luaciónes se han obtenido representaciones de
la media móvil para distintos valores de ven-
tana (figuras 8 y 9).
El proceso presenta un tiempo medio de
15,61943±0,01804ms con un nivel de confian-
za del 95%. Un intervalo de confizanza tan
preciso supone un apoyo a la hipótesis de que
el proceso es totalmente estacionario.
El histograma de los datos experimentales
(figura 10) sugiere que la distribución del tiem-
po de acceso se deriva de la composición de
varias distribuciones individuales. Esto se de-
be, sin duda, al comportamiento de la caché
de disco. Por una parte, existe un número ele-
vado de peticiones (más del 16%) para el que
el tiempo de acceso es muy pequeño (menor de
5 ms). Por otra parte, el resto de la distribu-
ción podría representarse como la suma de la
distribución para el caso sin caché más una dis-
tribución que incorpora frecuencias altas para
valores ligeramente menores y que puede de-
berse al comportamiento de la caché en el tra-
tamiento de las peticiones de escritura.
Como el objetivo de este trabajo es la ge-
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Figura 6: Gráfico cuantil-cuantil para la distribu-
ción de normal sin caché.
neración de valores aleatorios que sigan la dis-
tribución del tiempo de acceso, se ha optado
por utilizar un generador de números aleato-
rios basado en una muestra empírica. No obs-
tante, se considera interesante el modelado de
la distribución obtenida como una mixtura o
una composición de distribuciones, lo que que-
da para un trabajo posterior.
Para generar valores aleatorios que sigan
una cierta distribución experimental se ha uti-
lizado como base el entorno de simulación OM-
NET++ [11] que ofrece la posibilidad de gene-
Figura 7: Media móvil para peticiones con caché
con tamaño de ventana 1000
Figura 8: Media móvil para peticiones con caché
con tamaño de ventana 5000
Figura 9: Media móvil para peticiones con caché
con tamaño de ventana 10000
rar números aleatorios a partir de un conjunto
de datos representados en forma de histogra-
ma. Este enfoque hace que el tiempo de inicia-
ción de una simulación se incremente, al ser
necesario cargar una muestra experimental al
iniciar el simulador.
La figura 11 muestra una comparación de
los datos experimentales con los datos suminis-
trados por el generador de números aleatorios
basado en histograma. Puede apreciarse que
la coincidencia de cuantiles es prácticamente
total.
Para medir el grado de ajuste de la distri-
bución generada a los datos experimentales,
se utiliza el error cuadrático medio. El error
cuadrático medio obtenido es de 126 microse-
gundos. Esto representa un error del 0,65%.
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Figura 10: Histograma promedio para peticiones
con caché.
4. Conclusiones
En este trabajo se ha presentado un método
para la evaluación y modelado del tiempo de
acceso a un dispositivo de almacenamiento co-
mo un proceso estocástico. Las evaluaciones
se han realizado tanto inhibiendo como per-
mitiendo el uso de la caché de disco. Si bien
no parece tener sentido, al menos de forma ge-
neral, la inhibición de la caché de disco, el mo-
delado de este caso supone una ayuda en la
comprensión del comportamiento del disposi-
tivo.
En los dos casos analizados se ha observado
que el tiempo de acceso al dispositivo cons-
tituye un proceso estocástico completamente
estacionario en el que no se observa la existen-
cia de un período transitorio inicial.
En el caso en el que la caché de disco se
encuentra inhibida, se ha comprobado que el
tiempo de acceso se puede modelar bastante
bien mediante la distribución normal, siendo
el error relativo cometido de 0.75%.
Al activar la caché de disco, el modelo que
sigue la distribución no se ajusta directamente
a ninguna distribución conocida. Más bien pa-
rece que el efecto del uso de la caché provoca
la superposición de varias funciones de distri-
bución, lo que podría modelarse mediante una
mixtura de distribuciones o una combinación
lineal de distribuciones. Para este caso se ha
procedido a la generación de números aleato-
rios a partir de los datos de un histograma, lo
Figura 11: Gráfico cuantil-cuantil para la genera-
ción de valores aleatorios basada en histograma.
que permite construir una fuente de números
aleatorios aun cuando su función de distribu-
ción sea conocida. El error relativo cometido
usando este método es del 0.65%.
5. Tabajo futuro
Las evaluaciones realizadas en este trabajo co-
rresponden a la utilización de una de las tra-
zas sintéticas del estándar SPC-1. En un próxi-
mo trabajo pretendemos confirmar los resulta-
dos obtenidos utilizando una carga de trabajo
complete formada por la combinación de to-
dos los flujos de peticiones de SPC-1 que son
más representativos de la utilización real de un
subsitema de entrada/salida.
Por otra parte, somos conscientes de la nece-
sidad de validar los resultados obtenidos frente
a discos de mayor tamaño. Por esta razón el si-
guiente paso será la evaluación y construcción
de un modelo para un disco de 300 GB.
Otro aspecto en el que se hace necesario
avanzar es el modelado del tiempo de acceso
para el caso de activación de cachés de disco.
Si bien es cierto que hemos sido capaces simu-
lar con bastante precisión el tiempo de acceso
al disco, el método se basa en cargar inicial-
mente en el simulador un conjunto de datos
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representativo del histograma de los datos ex-
perimentales. La descomposición de la función
de distribución, ya sea como una mixtura o
como una combinación lineal de funciones de
distribución, permitiría alcanzar un método de
generación de números aleatorios sin requisi-
tos de tiempo de iniciación ni de consumo de
memoria.
Por último pretendemos incluir los resulta-
dos obtenidos en la herramienta de simulación
de sistemas de entrada/salida escalables que
se está desarrollando en el grupo ARCOS de
la Universidad Carlos III de Madrid.
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