ABSTRACT. The main result of this paper states how the discretization parameter and regularization parameter should be chosen in relation to the noise level in order to yield the optimal convergence rate for the Tikhonovregularized solution of an ill-posed linear operator equation in a finite-dimensional subspace in the framework of Hilbert scales. The results apply to a wide class of spline and finite-element subspaces of Sobolev scales.
Introduction.
The most widely used method for solving linear ill-posed problems is probably "Tikhonov regularization" (see [4] for a comprehensive treatment of this method). A more flexible variant of Tikhonov regularization has been introduced in [10] , namely "Tikhonov regularization in Hilbert scales": Let H, U be Hilbert spaces and A: H -► U a bounded linear injective operator. Let (Ha)s€fi be a Hilbert scale [5] , i.e., Hs is the completion of Hítlo D(Tk) with respect to the norm (1.1) 11/11-:= ir/ll (»€R),
where T is an unbounded selfadjoint strictly positive definite operator on H. (By || we will, according to the context, denote either || ||0 in 220 = 22 or the norm in U.)
We want to solve the equation (1.2) Af = g, with g E R(A); the unique solution of (1.2) will be denoted by /o-We assume that there is an a > 0 such that (1.3) ro||/||-< HA/II < M||/||_a holds for all / € 22 with suitable M > m > 0 (independent of /); i.e., the norms ||A/|| and ||/||_a are equivalent. This implies that (1.2) is ill-posed (cf.
[10]). Thus, if instead of g we have noisy data gs EU fulfilling
(1-4) \\g-gs\\<6, then Af = gg will either not be solvable or its solution will not be a good approximation for /o even for small 6 > 0. This observation leads to the need for regularization. The optimal convergence rates will depend on the number q > 0 in the a priori assumption (1.5) /o e Hq, which in the case of Sobolev scales is just a smoothness assumption (with some boundary conditions) about the exact solution. For a > 0, we will denote by /* the minimizer of the functional (1.6) f-+\\Af -gs\\2 + a\\f\\2p
over Hp, where we always assume that p > 0. This minimizer exists and is unique. In [4] , the problem of choosing the "regularization parameter" a = a(6) in such a way that the convergence rate for ||/* -/o|| is as high as possible is discussed. In [10], the following "a priori choice" of a leading to the optimal convergence rate is proposed for Tikhonov regularization in Hilbert scales: 
PROOF. Follows from [10].
Here, by "a ~ b" we mean "a = 0(b) and b = 0(a)." In [3] , an "a posteriori choice" for the regularization parameter was described that leads to the optimal rate (1.7).
In [7] , the regularizing effect of projection onto finite-dimensional spaces was discussed, whereas in [8] , (ordinary) Tikhonov regularization was combined with projection: it was shown how to choose the mesh size in such a way that the convergence rate for the regularized solution in the corresponding finite-dimensional subspaces is the same as in the infinite-dimensional setting. In this paper, we will study the corresponding question for regularization in Hilbert scales. For Sobolev scales and p > q, a result in this direction can be extracted from the proof of Theorem 2 in [9] .
2. Convergence rates. We assume that the (usually finite-dimensional) subspaces we use fulfill the following assumption, which is quite usual in this context ||A/-^||2+a||/||2-min, f E Sh.
We finally want to estimate ||/* h -/n||. Because of Theorem 1.1, it suffices to estimate ||/*,fc-/|||.
We will do this by estimating ||/£ft -/*||p and ||/*ifc -/|||_« and then using the interpolation inequality. The estimates will involve H/albp+a, which we estimate as follows. 
4). O
Note that in general, the right-hand side of (2.4) will not go to 0 as a -* 0 under the conditions needed in Theorem 1.1.
We are now ready to prove our main result. with e = p/{a+p), we obtain from (2.9), (2.10) and (2.4) (together with (2.6)) that (2.8) holds. D Thus, with the choice of the discretization parameter as in (2.6), we obtain the same rate of convergence as in the infinite-dimensional case (Theorem 1.1), which is the optimal rate under the assumptions (1.3)-(1.5) . In terms of the discretization parameter, we obtain (2.12) ll/S,*-/o|| = 0(ft«), which is best possible under assumption (1.5), as can be seen from [2, (4.2)]. Note that (2.6) says that if a higher order of regularization is used (i.e., p becomes larger) and/or the problem becomes more ill-posed (i.e., a becomes larger), then the discretization parameter should be permitted to tend to 0 more slowly in comparison with the regularization parameter (cf. [8] ).
If we choose T = (A* A)-1, p = 0, a = |, q e]0,1], we obtain results for ordinary Tikhonov regularization (cf. [10, 3] ; note that Theorem 1.1 holds for p > a/2 -a then). Condition (1.5) reduces to the usual condition (2.13) f0 E R((T*T)0); the optimal choices (2.6) are then (2.14) a~k~6tK1+9<\
leading to the (optimal) convergence rate (2.15) ll/lfc-/o|l=0(¿2,/(1+2,)).
Note that Assumption 2.1 is fulfilled for a wide variety of spline and finite-element spaces, for which our results can be used. E.g., in the scale of Sobolev spaces on [0,1], splines on a quasi-uniform partition (with maximal distance h oí knots) that are piecewise polynomials of degree 2p + a and overall p times continuously differentiable (where p and 2p + a have to be replaced by the next integer if they are not integers) can be taken as elements of Sh ■
