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Abstract. Submodular function minimization is a key problem in a wide variety of applications in
machine learning, economics, game theory, computer vision, and many others. The general solver
has a complexity of O(n3 log2 n.E + n4logO(1)n) where E is the time required to evaluate the
function and n is the number of variables [32]. On the other hand, many computer vision and machine
learning problems are defined over special subclasses of submodular functions that can be written
as the sum of many submodular cost functions defined over cliques containing few variables. In
such functions, the pseudo-Boolean (or polynomial) representation [3] of these subclasses are of
degree (or order, or clique size) k where k  n. In this work, we develop efficient algorithms
for the minimization of this useful subclass of submodular functions. To do this, we define novel
mapping that transform submodular functions of order k into quadratic ones. The underlying idea
is to use auxiliary variables to model the higher order terms and the transformation is found using
a carefully constructed linear program. In particular, we model the auxiliary variables as monotonic
Boolean functions, allowing us to obtain a compact transformation using as few auxiliary variables
as possible. The transformed quadratic function can be efficiently minimized using the standard max-
flow algorithm with a time complexity of O((n + m)3) where m is the total number of auxiliary
variables involved in transforming all the higher order terms to quadratic ones. Specifically, we show
that our approach for fourth order function requires only 2 auxiliary variables in contrast to 30 or
more variables used in existing approaches. In the general case, we give an upper bound for the
number or auxiliary variables required to transform a function of order k using Dedekind number,
which is substantially lower than the existing bound of 22
k
.
Keywords: submodular functions, quadratic pseudo-Boolean functions, monotonic Boolean func-
tions, Dedekind number, max-flow/mincut algorithm
1 Introduction
Many optimization problems in several domains such as operations research, computer vision, machine
learning, and computational biology involve submodular function minimization. Submodular functions
(See Definition 1) are discrete analogues of convex functions [33]. Examples of such functions include
cut capacity functions, matroid rank functions and entropy functions. Submodular function minimization
techniques may be broadly classified into two categories: algorithms for general submodular functions
and efficient and customized algorithms for subclasses of submodular functions. This paper falls under
the second category.
General solvers: The role of submodular functions in optimization was first discovered by Edmonds
when he gave several important results on the related poly-matroids [10]. Grötschel, Lovász, and Schrijver
first gave a polynomial-time algorithm for minimization of submodular function using ellipsoid method
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[17]. Recently several combinatorial and strongly polynomial algorithms [13,22,24,45,36] have been de-
veloped based on the work of Cunningham [9]. The current best strongly polynomial algorithm for min-
imizing general submodular functions [32] has a run-time complexity of O(n3 log2 n.E + n4logO(1)n),
where E is the time taken to evaluate the function, and n is the number of variables. Weakly polynomial
time algorithms with a smaller dependence on n also exist. For example, Lee et al. [32] shows a method
with a run-time complexity of O(n2log nM.E + n3logO(1)nM), where M is the maximum absolute
value of the function values.
Specialized solvers: Higher order submodular functions are useful in modeling many computer vision
and machine learning problems [26,31,21]. Such problems typically involve millions of pixels making
the use of general solvers highly infeasible. Further, each pixel may take multiple discrete values and the
conversion of such a problem to a Boolean one introduces further variables. On the other hand, the cost
functions for many such optimization algorithms belong to a small subclass of submodular functions.
The goal of this paper is to provide an efficient approach for minimizing these subclasses of submodular
functions using a max-flow algorithm.
Notations: Let B denote the Boolean set {0, 1} and R the set of reals. Let the vector x = (x1, ..., xn) ∈
Bn, and V = {1, 2, ..., n} be the set of indices of x. We introduce a set representation to denote the
labelings of x. Let S4 = {1, 2, 3, 4} and let P be the power set of S4. For example, a labeling {x1 =
1, x2 = 0, x3 = 1, x4 = 1} is denoted by the set {1, 3, 4}. For a subset A ⊆ V , let us denote by 1A ∈ Bn
its characteristic vector, i.e.
1Sj =
{
1 if j ∈ A,
0 otherwise.
(1)
Definition 1. Submodular functions map f : Bn → R and satisfy the following condition:
f(X) + f(Y ) ≥ f(X ∨ Y ) + f(X ∧ Y ), (2)
where X and Y are elements of Bn and the symbols ∨ and ∧ denote union and intersection of sets
respectively.
In this paper, we use a pseudo-Boolean polynomial representation for denoting submodular functions.
Definition 2. Pseudo-Boolean functions (PBF) take a Boolean vector as argument and return a real num-
ber, i.e. f : Bn → R [3]. These can be uniquely expressed as multi-linear polynomials, i.e. for all f there
exists a unique set of real numbers {aS : S ∈ Bn} :
f(x1, ..., xn) =
∑
S⊆V
aS(
∏
j∈S
xj), aS ∈ R, (3)
where a∅ is said to be the constant term.
The term order refers to the maximum degree of the polynomial. A submodular function of second order
involving Boolean variables can be easily represented using a graph such that the minimum cut, computed
using a max-flow algorithm, also efficiently minimizes the function. However, max-flow algorithms can
not exactly minimize non-submodular functions or some submodular ones of an order greater than 3 [49].
There is a long history of research in solving subclasses of submodular functions both exactly and ef-
ficiently using max-flow algorithms [1,28,18,48,38]. In this paper, we propose a linear programming
formulation that is capable of answering this question: given any pseudo Boolean function, it can derive
a quadratic submodular formulation of the same cost or a closest quadratic submodular function (i.e., say
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under L1 norm), if an exact derivation does not exist. The problem of using a linear program (LP) for
expressing a given function using other functions (with AVs) was already established in [6]. Compared
to the existing results, we also provide a smaller LP for submodular functions and also show that we need
only fewer AVs compared to existing methods.
Definition 3. Fk denotes a class of pseudo-Boolean functions of order k such that every function f(x) ∈
Fk satisfies the submodularity property given in Definition 2.
It was first shown in [18] that any function in F2 can be minimized exactly using a max-flow al-
gorithm. Billionnet and Minoux [1] showed that any function in F3 can be transformed into a function
in F2 using additional variables. While transforming a given higher order function to a function in F2,
we use additional variables that we refer to as auxiliary variables (AV). In the course of this paper, you
will see that these AVs are often more difficult to handle than variables in the original function and our
algorithms are driven by the quest to understand the role of these auxiliary variables and to eliminate the
unnecessary ones.
Kolmogorov [27] improved the complexity of Iwata’s capacity scaling algorithm [23] for special func-
tions which are represented as a sum of submodular terms. This is the first line of research that does not
use auxiliary variables to handle higher order terms. The formulation of Kolmogorov also closely resem-
bles the approach of Cooper [7], who used a linear program with an exponential number of constraints
for solving the minimization of the submodular function. It was shown that we can have a algorithm that
can be parallelized for minimizing decomposable submodular functions, which can be decomposed into
sum of simple submodular functions. In [35], it was shown that the algorithm converges linearly, and
they also provide upper and lower bounds on the rate of convergence.
Recently, Zivny et al. [49] made substantial progress in characterizing the class of functions that can
be transformed to F2. Their most notable result is to show that not all functions in F4 can be transformed
to a function in F2. This result stands in strong contrast to the third order case that was positively re-
solved more than two decades earlier [1]. Using Theorem 5.2 from [37] it is possible to decompose a
given submodular function in F4 into 10 different groups Gi, i = {1..10}, where each Gi is shown in
Table 1. Zivny et al. showed that one of these groups (G10) can not be expressed using any function in F2
employing any number of AVs. Most of these results were obtained by mapping the submodular function
minimization to a valued constraint satisfaction problem.
1.1 Problem Statement and main contributions
Largest subclass of submodular functions: We are interested in transforming a given function in Fk into
a function in F2 using AVs. As such a transformation is not possible for all submodular functions of order
four or more [49], our goal is to implicitly map the largest subclass Fk2 that can be transformed into F2.
This distinction between the two classes Fk2 and Fk will be crucial in the remainder of the paper (see
Figure 1).
Definition 4. The class Fk2 is the largest subclass of Fk such that every function f(x) ∈ Fk2 has an
equivalent quadratic function h(x, z) ∈ F2 using AVs z = z1, z2, ..., zm ∈ Bm satisfying the following
condition:
f(x) = min
z∈Bm
h(x, z), ∀x. (4)
In this paper, we are interested in developing an algorithm to transform every function in this class Fk2 to
a function in F2.
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Fig. 1. All the function in the classesF1,F2,F3 andFk2 , k ≥ 2 can be transformed to functions inF2 and minimized
using the maxflow/mincut algorithm.
Efficient transformation of higher order functions: We propose a linear programming algorithm to trans-
form higher order submodular functions to quadratic ones using monotonic Boolean functions (MBF [8]).
This framework provides several advantages. First we show that the state of an AV in a minimum cost
labeling is equivalent to an MBF defined over the original variables. This provides an upper bound on the
number of AVs given by the Dedekind number [29], which is defined as the total number of MBFs over
a set of n binary variables. In the case of fourth order functions, there are 168 such functions. Using the
properties of MBFs and the nature of these AVs in our transformation, we prove that these 168 AVs can be
replaced by two AVs.
Minimal use of AVs: One of our goals is to use a minimum number (m) of AVs in performing the trans-
formation of (4). Although, given a fixed choice of Fk2 , reducing the value of m does not change the
complexity of the resulting min/cut algorithm asymptotically, it is crucial in several machine learning and
computer vision problems. In general, most image based labeling problems involve millions of pixels and
in typical problems, the number of fourth order priors is linearly proportional to the number of pixels.
Such problems may be infeasible for large values of m. It was shown that the transformation of functions
in F42 can be achieved using about 30 auxiliary variables [50]. On the other hand, we show that we can
transform the same class of functions using only 2 additional nodes. Note that this reduction is applicable
to every fourth order term in the function. A typical vision problem may involve functions having 10000
F42 terms for an image of size 100 × 100. Under these parameters, our algorithm will use 20000 AVs,
whereas the existing approach [50] would use as many as 300000 AVs. In several practical problems, this
improvement will make a significant difference in the running time of the algorithm.
For a function in Fk2 , the maximum number of AVs required is given by 22
k
[6]. We show that one can
transform the function using substantially fewer number of AVs given by Dedekind number. In section 3.1,
we show that the Dedekind number is substantially lower than 22
k
. In [6], an LP based approach was used
to obtain the bound of 22
k
. We also use an LP-based approach, however the use of monotonic Boolean
functions enables us to improve this bound to Dedekind number. The idea of reducing the number of AVs
in an LP formulation has been done in other contexts [46]. In [46], a combinatorial structure commonly
referred to as gadgets were computed using linear programming. This enables the transformation of
constraints from one optimization problem to another. In this work, we show that we can transform a
function with several AVs to a function involving much fewer AVs using a linear programming approach.
1.2 Limitations of Current Approaches and Open Problems
Decomposition of submodular functions: Many existing algorithms for transforming higher order func-
tions target the minimization of a single k-variable kth order function. However, the transformation frame-
work is incomplete without showing that a given n-variable submodular function of kth order can be de-
composed into several individual k-variable kth order sub-functions. Billionnet proved that it is possible
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to decompose a function in F3 involving several variables into 3-variable functions in F3 [1]. To the
best of our knowledge, the decomposition of fourth or higher order functions is still an open problem
and it will remain a hard problem due to the following reasoning. In [16], it was proven that testing a
membership of a function f with n variables in F4 is NP-complete. It is easy to test the submodularity of
a fourth order function with 4 variables. Thus if a function f with n variables is decomposed into several
4-variable fourth order functions and if each of these individual 4-variable functions are submodular, then
the function f is submodular. This seems to be most possible case when we know that a function is sub-
modular. Thus it is very unlikely to know that a function is submodular and not know its decomposition.
Given this, it is likely that specialized solvers based on max-flow algorithms may never solve the general
class of submodular functions. However, this decomposition problem is not a critical issue in machine
learning and vision problems. This is because the higher order priors from natural statistics already occur
in different sub-functions of k nodes - in other words, the decomposition is known a priori. This paper
only focuses on the transformation of a single k-variable function in Fk. As mentioned above, the so-
lution to this problem is still sufficient to solve large functions with hundreds of nodes and higher order
priors in applications.
Non-Boolean problems: The results in this paper are applicable only to set or pseudo-Boolean functions.
Many real world problems involve variables that can take multiple discrete values. Ishikawa showed
that it is possible to transform a multi-label second order function to a Boolean second order function
using Boolean variables to encode multi-label variables [20]. To denote a single multi-label variable with
l labels, l Boolean variables were used. Ishikawa’s method considered functions with convex priors, a
class of functions that is slightly more restricted than general submodular functions. Schlesinger and
Flach later showed that it is possible to transform general submodular multi-label functions of second
order to Boolean second order functions [44]. This approach used l − 1 Boolean variables to encode an
l-label multi-label variable. Ramalingam et al. [39] generalized this work for transforming multi-label
higher order functions to Boolean second-order functions. In [39], the transformation does not preserve
submodularity for fourth or higher order functions [39]. Zivny et al. [49] proved that it is not possible to
have a submodularity preserving transformation for fourth or higher order functions.
Excess AVs: The complexity of an efficient max-flow algorithm isO((n+m)3) where n is the number of
variables in the original higher order function andm is the number of AVs. Typically in imaging problems,
the number of higher order terms is of O(n) and the order k is less than 10. Thus the minimization of the
function corresponding to an entire image with O(n) higher order terms will still have a complexity of
O((n + n)3). However when m becomes at least quadratic in n, for example, if a higher-order term is
defined over every triplet of variables in V , the complexity of the max-flow algorithm will exceed that of
a general solver being O((n+ n3)3). Thus in applications involving a very large number of higher order
terms, a general solver may be more appropriate.
2 Preliminaries
Definition 5. The (discrete) derivative of a function f(x1, . . . , xn) with respect to xi is given by:
δf
δxi
(x1, . . . , xn) = f(x1, . . . , xi−1, 1, xi+1, . . . , xn)− f(x1, . . . , xi−1, 0, xi+1, . . . , xn). (5)
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Definition 6. The second discrete derivative of a function ∆i,j(x) is given by
∆i,j(x) =
δ
δxj
δf
δxi
(x1, . . . , xn) (6)
=
(
f(x1,...,xi−1,1,xi+1...,xj−1,1,xj+1...,xn)−f(x1,...,xi−1,0,xi+1...,xj−1,1,xj+1...,xn)
)
−
(
f(x1,...,xi−1,1,xi+1...,xj−1,0,xj+1...,xn)−f(x1,...,xi−1,0,xi+1...,xj−1,0,xj+1...,xn)
)
.
Note that it follows from the definition of submodular functions (2), that their second derivative is always
non-positive for all x.
3 Transforming functions in Fn2 to F2
Consider the following submodular function f(x) ∈ Fn2 represented as a multi-linear polynomial:
f(x) =
∑
S∈Bn
aS(
∏
j∈S
xj), aS ∈ R. (7)
Let us consider a function h(x, z) ∈ F2 where z is a set of AVs used to model functions in Fn2 . Any
general function in F2 can be represented as a multi-linear polynomial (consisting of linear and bi-linear
terms involving all variables):
h(x, z) =
∑
i
ai xi −
∑
i,j:i>j
ai,j xixj +
∑
l
al zl −
∑
l,m:l>m
al,m zlzm −
∑
i,l
ai,l xizl. (8)
The negative signs in front of the bi-linear terms (xixj , zlxi, zlzm) emphasize that their coefficients
(−aij ,−ail,−alm) must be non-positive if the function is submodular. We are seeking a function h such
that:
f(x) = min
z∈Bn
h(x, z),∀x. (9)
Here the function f(x) is known. We are interested in computing the coefficients (a), and in determining
the number of auxiliary variables required to express a function as a pairwise submodular function. The
problem is challenging due to the inherent instability and dependencies within the problem – different
choices of parameters cause auxiliary variables to take different states. To explore the space of possible
solutions fully, we must characterize what states an AV takes.
3.1 Auxiliary Variables as Monotonic Boolean Functions
Definition 7. A monotonic (increasing) Boolean function (MBF) m : Bn → B takes a Boolean vector as
argument and returns a Boolean, s.t if yi ≤ xi, ∀i =⇒ m(y) ≤ m(x).
Lemma 1. Let zs(x) be a function that takes an argument x and returns a Boolean as shown below:
zs(x) = argmin
zs
(
min
z′
h(x, z′, zs)
)
, (10)
where h(x, z′, zs) is a submodular function defined in Equation (8) and satisfying Equation (9). The
function zs(x) that maps a Boolean vector x to the Boolean state of zs is an MBF (See Definition 7),
where z′ is the set of all auxiliary variables except zs.
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Proof. We consider a current labeling x with an induced labeling of zs = zs(x). We first note
h′(x, zs) = min
z′
h(x, z′, zs) (11)
is a submodular function i.e. it satisfies (2). We now consider increasing the value of x, that is given a
current labeling x we consider a new labeling x(i) such that
x
(i)
j =
{
1 if j = i
xj otherwise.
(12)
We wish to prove
zs(x
(i)) ≥ zs(x) ∀x, i. (13)
Note that if zs(x) = 0 or xi = 1 this result is trivial. This leaves the case: zs(x) = 1 and xi = 0. It
follows from (6) that:
h′(x1, . . . , xi−1, 1, xi+1, . . . , 0)− h′(x1, . . . , xi−1, 0, xi+1, . . . , 0) ≥
h′(x1, . . . , xi−1, 1, xi+1, . . . , 1)− h′(x1, . . . , xi−1, 0, xi+1, . . . , 1). (14)
Using Equation (10), we derive the following from our hypothesis zs(x) = 1 and xi = 0:
h′(x1, . . . , xi−1, 0, xi+1, . . . , 0) ≥ h′(x1, . . . , xi−1, 0, xi+1, . . . , 1). (15)
Hence by replacing h′(x1, . . . , xi−1, 0, xi+1, . . . , 0)with h′(x1, . . . , xi−1, 0, xi+1, . . . , 1) in Equation (14),
we have
h′(x1, . . . , xi−1, 1, xi+1, . . . , 0)− h′(x1, . . . , xi−1, 0, xi+1, . . . , 0) ≥ (16)
h′(x1, . . . , xi−1, 1, xi+1, . . . , 1)− h′(x1, . . . , xi−1, 0, xi+1, . . . , 0).
This implies the following:
h′(x1, . . . , xi−1, 1, xi+1, . . . , 0) ≥ h′(x1, . . . , xi−1, 1, xi+1, . . . , 1). (17)
Therefore zs(x(i)) = 1 as per the Equation (10). Repeated application of the statement gives yi ≤
xi,∀i =⇒ zs(y) ≤ zs(x) as required uunionsq
Definition 8. The Dedekind number M(n) is the number of MBFs of n variables. Finding a closed-form
expression for M(n) is known as the Dedekind problem [25,29].
The Dedekind number of known values are shown below: M(1) = 3, this corresponds to the set of
functions:
M1(x1) ∈ {0,1, x1}, (18)
where 0 and 1 are the functions that take any input and return 0 or 1 respectively.M(2) = 6 corresponding
to the set of functions:
M2(x1, x2) = {0,1, x1, x2, x1 ∨ x2, x1 ∧ x2}. (19)
Similarly, M(3) = 20, M(4) = 168, M(5) = 7581, M(6) ≈ 7.8 × 106, M(7) ≈ 2.4 × 1012, and
M(8) ≈ 5.6× 1023.
Theorem 1. On transforming the largest graph-representable subclass of kth order function to pairwise
Boolean function, the upper bound on the maximal number of required AVs is given by the Dedekind
number D(k).
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Proof. The proof is straightforward. Consider a general multinomial, of similar form to Equation (7)
with more than D(k) AVs. It follows from Lemma 1 that at least 2 of the AVs must correspond to the
same MBF, and always take the same values. Hence, all references to one of these AV in the pseudo-
Boolean representation can be replaced with references to the other, without changing the associated
costs. Repeated application of this process will leave us with a solution with at most D(k) AVs. uunionsq
Although this upper bound is large for even small values of k, it is much tighter than the existing upper
bound of S(k) = 22
k
[6] (also see Proposition 24 in [51]).
Lemma 2. Let D(k) denote the Dedekind number for all positive values of k. Given S(k) = 22
k
and for
even values of k, we have:
S(k) ≥ 2
∑
i∈{0,1,...,k}\{ k
2
−1, k
2
} (
k
i)D(k). (20)
When k is odd, we have:
S(k) ≥ 2
∑
i∈{0,1,...,k}\{ k−1
2
, k+1
2
} (
k
i)D(k). (21)
Proof. For even small values of k = {3, ..., 8} the upper bound using Dedekind’s number is much tighter
compared to S(k):(M(3) = 20, S(3) = 256), (M(4) = 168, S(4) = 65536), (M(5) = 7581, S(5) ≈
4.29× 109), (M(6) ≈ 7.8× 106, S(6) ≈ 1.85× 1019), (M(7) ≈ 2.4× 1012, S(7) ≈ 3.4× 1038), and
(M(8) ≈ 5.6 × 1023, S(8) ≈ 1.156 × 1077). For k > 8, D(k) remains unknown, and the development
of a closed form solution remains an active area of research.
Several upper bounds have been derived for D(k) and we use the following bound by Hansel [19,25]
to prove our result.
D(k) ≤ 3(
k
b k
2
c), (22)
D(k) ≤ 2log2(3)(
k
b k
2
c). (23)
The proof is given for two different cases depending on whether k is even or odd. First let us consider the
case when k is even. (
k
bk2 c
)
=
(
k
k
2
)
. (24)
We can obtain the following:(
k
k
2
)
=
k × (k − 1)...(k − k2 )
1× 2...(k2 )
=
k × (k − 1)...(k − (k2 − 1))
1× 2...(k2 − 1)
=
(
k
(k2 − 1)
)
. (25)
Using binomial theorem we know that ∑
i∈{0,1,...k}
(
k
i
)
= 2k. (26)
Using Equations( 25) and ( 26) we have the following Equation:
2k =
∑
i∈{0,1,..., k2−2, k2+1,...,k}
(
k
i
)
+ 2
(
k
k
2
)
. (27)
Since log2(3) < 2, it is easy to observe the following:
2k ≥
∑
i∈{0,1,..., k2−2, k2+1,...,k}
(
k
i
)
+ log2(3)
(
k
k
2
)
. (28)
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Taking both sides to the exponent of 2, we have the following:
22
k ≥ 2
∑
i∈{0,1,..., k
2
−2, k
2
+1,...,k} (
k
i)+log2(3)(
k
k
2
) (29)
22
k ≥ 2
∑
i∈{0,1,..., k
2
−2, k
2
+1,...,k} (
k
i)2
log2(3)(
k
k
2
) (30)
S(k) ≥ 2
∑
i∈{0,1,...,k}\{ k
2
−1, k
2
} (
k
i)D(k). (31)
This implies that S(k) is significantly larger than D(k). Let us consider the case when k is odd.(
k
bk2 c
)
=
(
k
k−1
2
)
. (32)
It is well known that:(
k
k+1
2
)
=
k × (k − 1)...(k − k−12 )(k − k+12 )
1× 2...(k−12 )(k+12 )
=
(
k
k−1
2
)
k − 1
k + 1
=
(
k
k−1
2
)
(1− 2
k + 1
). (33)
Using Equations( 33) and ( 26) we have the following Equation:
2k =
∑
i∈{0,1,..., k−32 , k+32 ,...,k}
(
k
i
)
+ (1 + 1− 2
k + 1
)
(
k
k−1
2
)
. (34)
Since log2(3) < (1 + 1− 2k+1 ) for k > 8, it is easy to observe the following:
2k ≥
∑
i∈{0,1,..., k−32 , k+32 ,...,k}
(
k
i
)
+ log2(3)
(
k
k−1
2
)
. (35)
By lifting both sides to the power of 2, we have the following relation:
22
k ≥ 2
∑
i∈{0,1,..., k−3
2
, k+3
2
,...,k} (
k
i)+log2(3)(
k
k−1
2
)
(36)
22
k ≥ 2
∑
i∈{0,1,..., k−3
2
, k+3
2
,...,k} (
k
i)2
log2(3)(
k
k−1
2
) (37)
S(k) ≥ 2
∑
i∈{0,1,...,k}\{ k−1
2
, k+1
2
} (
k
i)D(k). (38)
uunionsq
We observe that S(k) is significantly larger than D(k) when k is odd.
In [52], the problem of improving this upper bound was mentioned as an open problem. In some
sense, both these upper bounds are not practically feasible for even small values of k. This number is
prohibitive because we are looking for an exact transformation that preserves submodularity. By using
auxiliary variables, we can also transform a given higher order function to a non-submodular one using
much fewer variables [21,12,15]. In section 5, we will further tighten the bound for fourth order functions.
Note that this representation of AVs as MBF is over-complete, for example if the MBF of a auxiliary
variable zi is the constant function zi(x) = 1 we can replace minz,zi h(x, z, zi) with the simpler (i.e. one
containing less auxiliary variables) function minz h(x, z, 1).
Given any function f in Fk2 , the equivalent pairwise form f ′ ∈ F2 can be found by solving a linear
program. The construction of the linear program is given in the following section.
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4 The Linear Program
A sketch of the formulation can be given as follows: In general, the presence of AVs of indeterminate state,
given a labeling x makes the minimizing an LP non-convex and challenging to solve directly. Instead of
optimizing this problem containing AVs of unspecified state, we create an auxiliary variable associated
with every MBF. Hence given any labeling x the state of every auxiliary variable is fixed a priori, making
the problem convex. We show how the constraints that a particular AV must conform to a given MBF can
be formulated as linear constraints, and that consequently the problem of finding the closest member of
f ′ ∈ F2 to any pseudo Boolean function is a linear program.
This program will make use of the max-flow linear program formulation to guarantee that the min-
imum cost labeling of the AVs corresponds to their MBFs. To do this we must first rewrite the cost of
Equation (8) in a slightly different form. We write:
f(x, z) = c∅ +
∑
i
ci,s (1− xi) +
∑
i
ct,i xi +
∑
i,j:i>j
ci,j xi(1− xj)
+
∑
l
cl,s (1− zl) +
∑
l
ct,l zl +
∑
l,m:l>m
cl,m zl (1− zm) +
∑
i,l
ci,l xi (1− zl). (39)
where c∅ is a constant that may be either positive or negative and all other c are non-negative values
referred to as the capacity of an edge. By [11], this form is equivalent to that of (8), in that any function
that can be written in form (8), can also be written as (39) and visa versa.
4.1 The Max-flow Linear Program
Under the assumption that x is fixed, we are interested in finding a minimum of the Equation:
fx(z) = c∅ +
∑
i
ci,s (1− xi) +
∑
i
ct,i xi +
∑
i,j:i>j
ci,j xi(1− xj)
+
∑
l
cl,s (1− zl) +
∑
l
ct,l zl +
∑
l,m:l>m
cl,m zl (1− zm) +
∑
i,l
ci,l xi (1− zl)
= dx,∅ +
∑
l
dx,l,s (1− zl) +
∑
l
dx,t,l zl +
∑
l,m:l>m
dx,l,m zl (1− zm) (40)
where
dx,∅ = c∅ +
∑
i:xi=0
ci,s +
∑
i:xi=1
ct,i +
∑
i,j:i>j∧xi=1∧xj=0
ci,j (41)
dx,l,s = cl,s +
∑
i:xi=1
ci,l, dx,t,l = ct,l and dx,l,m = cl,m. (42)
Then the minimum cost of Equation (39) may be found by solving its dual max-flow program. Writing
∇x,s for flow from the sink, and∇x,t for flow to the sink, we seek
max∇x,s + dx,∅, (43)
subject to the constraints that
fx,ij − dx,ij ≤ 0, ∀(i, j) ∈ E∑
j:(j,i)∈E fx,ji −
∑
j:(i,j)∈E fx,ij ≤ 0, ∀i 6= s, t
∇x,s +
∑
j:(j,s)∈E fx,js −
∑
j:(s,j)∈E fx,sj ≤ 0
∇x,t +
∑
j:(j,t)∈E fx,jt −
∑
j:(t,j)∈E fx,tj ≤ 0
fx,ij ≥ 0, (i, j) ∈ E
(44)
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where E is the set of all ordered pairs (l,m) : ∀l > m, (s, l) : ∀l and (l, t) : ∀t, and fx,i,j corresponds to
the flow through the edge (i, j).
We will not use this exact LP formulation, but instead rely on the fact that fx(z) is a minimal cost
labeling if and only if there exists a flow satisfying constraints (44) such that
fx(z)−∇x,s − dx,∅ ≤ 0. (45)
4.2 Choice of MBF as a set of linear constraints
We are seeking minima of a quadratic pseudo Boolean function of the form (39), where x is the variables
we are interested in minimizing and z the auxiliary variables. As previously mentioned, formulations that
allow the state of the auxiliary variable to vary tend to result in non-convex optimization problems. To
avoid such difficulties, we specify as the location of minima of z as a set of hard constraints. We want
that:
min
z
fx(z) = fx([m1(x),m2(x), . . .mD(k)(x)]) ∀x. (46)
where fx is defined as in (40), and m1, . . .mD(k) are the set of all possible MBFs defined over x. By
setting all of the capacities di,j to 0, it can be seen that a solution satisfying (46) must exist. It follows
from the reduction described in Lemma 1, and that all functions that can be expressed in a pairwise form
can also be expressed in a form that satisfies these restrictions.
We enforce condition (46) by the set of linear constraints (44) and (45) for all possible choices of x.
Formally we enforce the condition
fx([m1(x), . . . ,mD(k)(x)])−∇x,s − dx,∅ ≤ 0. (47)
Substituting in (40) we have 2k sets of conditions, namely,∑
l
dx,l,s (1−ml(x))+
∑
l
dx,t,l (1−ml(x))+
∑
l,m:l>m
dx,l,mml(x) (1−mm(x))−∇x,s ≤ 0, (48)
subject to the set of constraints (44) for all x. Note that we make use of the max-flow formulation, and
not the more obvious min-cut formulation, as this remains a linear program even if we allow the capacity
of edges d1 to vary.
Submodularity Constraints We further require that the quadratic function is submodular or equivalently,
the capacity of all edges ci,j be non-negative. This can be enforced by the set of linear constraints that
ci,j ≥ 0, ∀i, j. (49)
4.3 Finding the nearest submodular Quadratic Function
We now assume that we have been given an arbitrary function g(x) to minimize, that may or may not lie
in Fk. We are interested in finding the closest possible function in F2 to it. To find the closest function
to it (under the L1 norm), we minimize:
1 In itself d is just a notational convenience, being a sum of coefficients in c.
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min
c
∑
x∈Bk
∣∣∣g(x)−min
z
f(x, z)
∣∣∣ = (50)
min
c
∑
x∈Bk
∣∣∣g(x)−f(x,m(x))∣∣∣ = (51)
min
c
∑
x∈Bk
∣∣∣g(x)−(c∅ +∑
i
ci,s (1− xi) +
∑
i
ct,i xi +
∑
i,j:i>j
ci,j xi(1− xj) (52)
+
∑
l
cl,s (1−ml(x)) +
∑
l
ct,l (1−ml(x)) +
∑
l,m:l>m
cl,mml(x) (1−mm(x))
+
∑
i,l
ci,l xi (1−ml(x))
)∣∣∣
where m(x) = [m1(x), . . . ,mD(k)(x)] is the vector of all MBFs over x, and subject to the family of
constraints set out in the previous subsection. Note that expressions of the form
∑
i |gi| can be written as∑
i hi subject to the linear constraints hi > gi and hi > −gi and this is a linear program. uunionsq
4.4 Discussion
Several results follow from the linear program described in the previous section. In particular, if we
consider a function g of the same form as Equation (3) such that
min
c
∑
x∈Bk
∣∣∣g(x)−min
z
f(x, z)
∣∣∣ = 0. (53)
exactly defines a linear polytope for any choice of |x| = k, and this result holds for any choice of basis
functions.
Of equal note, the convex-concave procedure [47] is a generic move-making algorithm that finds
local optima by successively minimizing a sequence of convex (i.e. tractable) upper-bound functions
that are tight at the current location (x′). [34] showed how this could be similarly done for quadratic
Boolean functions, by decomposing them into submodular and supermodular components. The work [30]
showed that any function could be decomposed into a quadratic submodular function, and an additional
overestimated term. Nevertheless, this decomposition was not optimal, and they did not suggest how to
find a optimal overestimation. The optimal overestimation which lies in F2 for a cost function defined
over a clique g may be found by solving the above LP subject to the additional requirements:
g(x) ≤ minzf(x, z), ∀x 6= x′ (54)
g(x′) ≥ minzf(x′, z). (55)
Efficiency concerns: As we consider larger cliques, it becomes less computationally feasible to use the
techniques discussed in this section, at least without pruning the number of auxiliary variables considered.
As previously mentioned, constant AVs and AVs that corresponds to that of a single variable in x i.e.
zl = xi can be safely discarded without loss of generality. In the following section, we show that a
function inF42 can be represented by only two AVs, rather than 168 as suggested by the Dedekind number.
However, in the general case a minimal form representation eludes us. As a matter of pragmatism, it
may be useful to attempt to solve the LP of the previous section without making use of any AV, and to
successively introduce new variables, until a minimum cost solution is found.
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5 Tighter Bounds: Transforming functions in F42 to F2
Consider the following submodular function f(x1, x2, x3, x4) ∈ F4 represented as a multi-linear poly-
nomial:
f(x1, x2, x3, x4) = a0 +
∑
i
aixi +
∑
i>j
aijxixj +
∑
i>j>k
aijkxixjxk + a1234x1x2x3x4, ∆ij(x) ≤ 0
(56)
where i, j, k ∈ S4 and ∆ij(x) is the discrete second derivative of f(x) with respect to xi and xj .
Consider a function h(x1, x2, x3, x4, zs) ∈ F2 where zs is an AV used to model functions in F42 . In
general, we need several AVs to transform a function in F42 to a function in F2. Any general function in
F2 using one AV, can be represented as a multi-linear polynomial (consisting of linear and bilinear terms
involving all five variables):
h(x1, x2, x3, x4, zs) = b0+
∑
i
bixi−
∑
i>j
bijxixj +(gs−
4∑
i=1
gs,ixi)zs, bij ≥ 0, gs,i ≥ 0, i, j ∈ S4.
(57)
The negative signs in front of the bilinear terms (xixj , zsxi) emphasize that their coefficients (−bij ,−gs,i)
must be non-positive to ensure submodularity. We have the following condition from Equation (4), given
in page 3:
f(x1, x2, x3, x4) = min
zs∈B
h(x1, x2, x3, x4, zs), ∀x. (58)
Here the coefficients (ai, aij , aijk, aijkl) in the function f(x) are known. We wish to compute the co-
efficients (bi, bij , gs, gs,n) where i, j ∈ V, i 6= j, n ∈ S4. If we were given (gs, gs,i) then from Equa-
tions (57) and (58) we would have:
zs =
{
1 if gs −
∑4
i=1 gs,ixi < 0,
0 otherwise.
(59)
Our main result is to prove that any function h ∈ F42 can be transformed to a function h′(x1, x2, x3, x4, zt, zr) ∈
F2 involving only two auxiliary variables zt and zr as stated in Theorem 2.
Let A be the family of sets corresponding to labelings of x such that: zs = 0 = argminzs h(x, zs).
In the same way let B be the family of sets corresponding to labelings of x such that:zs = 1 =
argminzs h(x, zs). These sets A and B partition x, as defined below:
Definition 9. A partition dividesP into setsA andB such thatA = {S(x) : 0 = argminz∈B h(x, z),x ∈
B4} and B = P\A. Note that ∅ ∈ A. Here S(x) denotes the set corresponding to x.
In the rest of the paper, we say that the AV zs is associated with [A,B] or denote it by zs : [A,B]. We
illustrate the concept of a partition in Figure 2.
A few partitions that play a key role in our transformation are referred to as forward, backward, and
intermediate partitions.
Definition 10. The forward reference partition [Af ,Bf ] takes the form:
B ∈ Bf ⇐⇒ |B| ≥ 3,Af = P\Bf (60)
The backward reference partition [Ab,Bb] is shown below:
B ∈ Bb ⇐⇒ |B| ≥ 2,Ab = P\Bb (61)
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(a) (b)
Fig. 2. We show some examples of partitions using Hasse diagrams. Here, we use set representation for de-
noting the labelings of (x1, x2, x3, x4). For example the set {1, 2, 4} is equivalent to the labeling {x1 =
1, x2 = 1, x3 = 0, x4 = 1}. In (a), A = {{}, {2}, {3}, {4}, {2, 3}, {2, 4}, {3, 4}, {2, 3, 4}} and B =
{{1}, {1, 2}, {1, 3}, {1, 4}, {1, 2, 3}, {1, 2, 4}, {1, 3, 4}, S4}. (a) and (b) are examples of partitions. Any arbitrary
AV must be associated with one of these 168 partitions as given by the Dedekind number D(k).
Figure 3(a) and (b) show the forward and backward partitions respectively.
We consider a set of 18 partitions as intermediate partitions [Ai,Bi] as shown in Figure 4. There
are 6 intermediate partitions where there are five sets in Bi that have cardinality 2 (one such partition
is shown in Figure 4(a)). There are 12 intermediate partitions where there are four sets in Bi that have
cardinality 2 (one such partition is shown in Figure 4(b)). One may expect more intermediate partitions
by considering all possible different sets in Bi having cardinality 2. However, we will see later that such
partitions are not necessary for transforming a function in F42 to a function in F2.
(a) (b)
Fig. 3. The two reference partitions, referred to as forward and backward, are shown.
The basic idea in our work is to replace several AVs using the minimum number of AVs without changing
the values of the function at their respective minima.
Definition 11. We say that a function h(x, z) can be transformed to another function h′(x, z′) where
z 6= z′ if the following condition is satisfied:
min
z
h(x, z) = min
z′
h′(x, z′), ∀x (62)
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(a) (b)
Fig. 4. We have a total of 18 intermediate partitions. In (a), we show one of the 6 intermediate partitions where five
sets in Bi have cardinality 2. We denote this as I(34), where the index refers to the only set that does not have
cardinality 2. In (b), we show one of the 12 intermediate partitions where four sets in Bi have cardinality 2. We
denote this as I(24, 34), where the indices refer to the sets that do not have cardinality 2.
where z and z′ are vectors of auxiliary variables with different partitions. The cardinality of z need not
be equal to the cardinality of z′.
Through a sequence of transformations of the above form, we start with a general function h(x, z) and
finally compute a function h′(x, zs, zt) with only two AVs in reference partitions.
Lemma 3. Let za : [As,Bs] and zb : [As,Bs] be two AVs that have the same partition then h(x, za, zb) ∈
F2 can be transformed to some function h′(x, zs) ∈ F2 involving only one AVzs.
Proof. According to the Equation 62, we can transform a function h(x, za, zb) to h′(x, zs) if it satisfies
the following condition:
min
za,zb
h(x, za, zb) = min
zs
h′(x, zs), ∀x (63)
Since the AVs za and zb take the same partition [As,Bs] their Boolean values are equal for different
configurations of x. Thus we can replace all instances of za and zb with zs. uunionsq
Theorem 2. Any function f(x) in F42 can be transformed to some function h(x, zf , zs) in F2 where
zf correspond to the forward partition and zs can either be the backward partition or one of the 18
intermediate partitions.
Proof. Using Theorem 5.2 from [37] we can decompose a given submodular function inF4 into functions
in 10 different groups Gi, i = {1..10} where each Gi is shown in Table 1. As shown in [50] the functions
in G10 does not belong to F42 . It was also shown that any submodular function that has any functions from
group G10 does not belong to F42 according to Theorem 16(3) in [50]. Thus all the functions in Fk2 should
be composed of functions in the groups Gi, i ∈ {1, ..., 9}.
The number of distinct terms in each group Gi is given in Table 1. Overall, there are 31 distinct
functions in the groups Gi, i ∈ {1, ..., 9}. The terms in the first group G1 has only second degree terms.
Hence, the functions in this group does not require any AVs. The terms in the next 7 groups Gi, i ∈
{2, ..., 8} can each be represented by a single AV, which can be either zf or zb. Here zf and zb denote
AVs in the forward and backward partitions respectively. The 6 terms in G9 can be represented using two
AVs zf and zi, where zf and zi correspond to forward and intermediate reference partitions (denoted by
I(k, l) in Figure 4(a)) respectively. It is important to note that the functions in G9 involve interaction
between zf and zi, i.e., there exists a bilinear term zfzi in G9.
We prove the result by considering two cases.
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Group Gi |Gi| f(x) minz1,z2 h(x, z1, z2) where h ∈ F2
G1(i, j) 6 −xixj −xixj
G2(i, j, k) 4 −xixjxk minzf (2− xi − xj − xk)zf
G3 1 −xixjxkxl minzf (3− xi − xj − xk − xl)zf
G4 1
−xixjxkxl + xixjxk + xixjxl + xixkxl+
xjxkxl − xixj − xixk − xixl−
xjxk − xjxl − xkxl
minzb(1− xi − xj − xk − xl)zb
G5(i, j, k) 4 xixjxkxl − xixjxk − xixl − xjxl−xkxl minzb(2− xi − xj − xk − 2xl)zb
G6(i, j, k) 4 xixjxk − xixj − xixk − xjxk minzb(1− xi − xj − xk)zb
G7(i) 4 xixjxkxl − xixjxk − xixjxl − xixkxl minzf (3− 2xi − xj − xk − xl)zf
G8 1 2xixjxkxl − xixjxk − xixjxl − xixkxl−xjxkxl minzf (2− xi − xj − xk − xl)zf
G9(i, j) 6 xixjxkxl − xixj − xixkxl − xjxkxl
minzf ,zi((2− xk − xl)zf+
(1− xi − xj)zi
−zfzi)
G10 6 −xixjxkxl + xixkxl + xjxkxl−xixk − xixl − xjxk − xjxl − xkxl f(x) /∈ F
4
2 as shown in [50]
Table 1. The above table is adapted from Figure 2 of [51] where {i, j, k, l} = S4. Each group Gi has several terms
depending on the values of {i, j, k, l}. The number of distinct terms in each group is given by |Gi|. Since the groups
G4 and G8 involve all four variables and are symmetric, they contain one function each. zf and zb correspond to
AVs for forward and backward partitions. zi corresponds to one of the intermediate partitions denoted by I(kl) in
Figure 4(a). For each group Gi, we also use an index (.) in the first column to identify a specific function from others
in its group.
Absence of G9 functions: In the first case, we consider functions that can be expressed as a sum of
functions in the first 8 groups Gi, i = {1..8}. In other words, we study the scenario where we express
the function without using any function from G9. Let us denote such a function as f0(x) that can be
expressed as a sum of 25 functions from the 8 groups Gi, i = {1..8} as shown below:
f0(x) = α1G1(i, j) + · · ·α25G8 (64)
The only AVs involved in all the functions are zf and zb. Using Lemma 3 we can obtain a function
that uses only two variables zf and zb as shown below:
f0(x) = g(x) + min
zf ,zb
(gf (x)zf + gb(x)zb), (65)
where g(x), gf (x) and gb(x) are functions involving x. This implies that any function that can be ex-
pressed without any function from G9 can be expressed using the only forward and backward partitions.
Presence of G9 functions: Let us consider an arbitrary function f(x) in F42 that is expressed as a sum of
functions from these 31 groups including functions from G9:
f(x) = α1G1(i, j) + α2G2(i, j) + · · ·+ α31G9(k, l) (66)
In Table 2, we show that the sum of two functions can always be represented using only two auxiliary
variables. In Tables 3, 4 and 5 we show the sum of functions with 3, 4 and 5 terms respectively. Different
combinations of functions lead to functions that can always be expressed with only 2 auxiliary variables.
Without loss of generality, we have avoided the repetition for all possible indices by treating them
using the set {i, j, k, l} = {1, 2, 3, 4}. We have already proved the case where where G9 is absent. Thus,
the tables only show summations that involve at least one function from G9.
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In some cases, we do not show the sums of functions with real coefficients (α, β, γ, δ, η) to demon-
strate the special scenarios where the combination of two functions involving intermediate partition zi
can be transformed to a function that involves only zf and zb. In such cases, we can do the following
sequentially:
α1f1(x) + α2f2(x) = α1(f1(x) + f2(x)) + (α2 − α1)f2(x), α1 ≤ α2 (67)
Let β = α2 − α1 and let f3(x) = f1(x) + f2(x) as per the Table 2. Now we can further use Table 2
on α1f3(x) + βf2(x) to generate other functions.
As we see in Table 1, the function G9(i, j) uses two auxiliary variables zf and zi ∈ I(k, l). As we
observe in Table 2, on adding the function G9(i, j) with other functions we have the following scenarios:
1. The coefficient of zi is unaltered and we only change the coefficients of zf . This happens in 6 of
the additions in Table 2 as given by (G9(i, j),G1(i, j)), (G9(i, j),G2(j, k, l)), (G9(i, j),G7(k)) and
(G9(i, j),G8).
2. We obtain a function that can be expressed with only one zf . This happens in 4 of the additions in
Table 2 as given by (G9(i, j),G2(i, j, k)), (G9(i, j),G3),(G9(i, j),G7(i)), and (G9(i, j),G9(k, l)).
3. We obtain a function that can be expressed with only one zb. This happens in 2 of the additions shown
in Table 2 as given by (G9(i, j),G4) and (G9(i, j),G6(j, k, l)).
4. We obtain a function that can be expressed with zf and zb. This happens in one of the additions
shown in Table 2 as given by (G9(i, j),G5(i, j, k)).
5. We obtain a function with zf and zi, whose coefficients are changed. This happens in 3 of the addi-
tions shown in Table 2 as given by (G9(i, j),G5(j, k, l)), (G9(i, j),G6(i, j, k)), and (G9(i, j),G9(i, k)).
There are 6 functions in group G9. However, as shown in Table 2, additions involving G9(i, j) and
G9(k, l) produce functions involving only one auxiliary variable zf . In other words, sum of functions
involving G9(i, k) can sometimes be represented using functions from the first 8 groups (G1 to G8). Out
of the 6 functions in G9 only two of them are necessary at a time. Without loss of generality, we rewrite
the f(x) using a maximum of 2 functions in group G9 as shown below:
f(x) = α1G1(i, j) + · · ·+ α26G9(i, j) + α27G9(i, k). (68)
The remaining four terms in G9 are not necessary due to the following reasons:
– G9(i, l) is not necessary because its addition to G9(i, j) and G9(i, k) will lead to a function involving
only zf and zb as per the second last row of Table 3.
– Any function G9(j, k) is not necessary because its addition to G9(i, j) and G9(i, k) will lead to a
function involving only zf and zb as per the last row of Table 3.
– Any function G9(j, l) is not necessary because its addition to G9(i, k) can be represented using a
function that involves only zf as per the last row of Table 2.
– Any function G9(k, l) is not necessary because its addition to G9(i, j) can be represented using a
function that involves only zf as per the last row of Table 2.
We observed that we need a maximum of two functions from G9 to represent any function in F42 . So there
are two possibilities for f(x) and we denote them as f1(x) and f2(x) depending on whether we use one
or two of the functions from G9 as shown below:
f1(x) =αG9(i, j) + βG5(i, k, l) + γG5(j, k, l) + δG6(i, j, k) + ηG6(i, j, l) + σmin
zf
(gf (x)zf ) + g(x),
(69)
f2(x) =αG9(i, j) + βG9(i, k) + γG5(j, k, l) + δG6(i, j, k) + ηmin
zf
(gf (x)zf ) + g(x). (70)
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We have represented f1 and f2 using 7 and 6 terms respectively. We show that we do not need any
other functions for representing f1 and f2:
– G1: We can represent them using g(x).
– G2: These functions involve zf and we can represent them using minzf gf (x, zf ) according to
Lemma 3.
– G3: These functions involve zf and we can represent them using minzf gf (x, zf ) according to
Lemma 3.
– G4: By adding this function to G9(i, j) we obtain functions in G6. The generated G6 functions can
be subsequently added to any functions in G9(i, j) or G9(i, k). If there is no G9 term, then we can
represent the function using zf and zb as explained earlier in the case of f0.
– G5 : In the case of f1, some functions in G5 can be added to G9(i, j) to obtain G6 and G8. The
generated functions can be subsequently added to any G9(i, j) terms. If there is no G9(i, j) term, then
we can represent the function using zf and zb as explained earlier in the case of f0. The functions
G5(i, k, l) and G5(j, k, l) alter the coefficients of zi. For now, we keep these functions of G5 as separate
terms in function f1(x).
In the case of f2, some functions in G5 can be added to G9(i, j) or G9(i, k) to obtain G6 and G8
terms. The generated functions can be subsequently added to any G9(i, j) or G9(i, k) terms. If there
is no G9(i, j) term, then we can represent the function using zf and zb as explained earlier in the case
of f0. On adding the function G5(j, k, l) to G9(i, j) or G9(i, k) we produce functions that alter the
coefficients of zi. For now, we keep this function in G5 to represent the original function f2(x).
– G6 : In the case of f1, some functions in G6 can be added to G9(i, j) to obtain functions in G5, which
can be subsequently added to any G9(i, j) terms. If there is no G9(i, j) term, then we can represent
the function using zf and zb as explained earlier in the case of f0. The functions G6(i, j, k) and
G6(i, j, l) produce functions that alter the coefficients of zi. For now, we keep these two functions of
G6 as separate terms in f1(x).
In the case of f2, some functions in G6 can be added to G9(i, j) or G9(i, k to obtain G5, which can
be subsequently added to any G9(i, j) or G9(i, k) terms. If there is no G9(i, j) term, then we can
represent the function using zf and zb as explained earlier in the case of f0. On adding the function
G6(i, j, k) to G9(i, j) or G9(i, k) we produce functions that alter the coefficients of zi. For now, we
keep this function G6(i, j, k) as separate term in f2(x).
– G7 : Some functions in G7 can be added to G9(i, j) or G9(i, k) to generate functions in G8, which
can be subsequently added to any G9(i, j) or G9(i, k) terms. In other cases, the functions in G7 only
modify the coefficients of zf terms that can be represented by the function minzf (gf (x)zf ).
– G8 : This function can be represented by minzf (gf (x)zf ) since it only has one AVzf .
Using Table 5 we rewrite f1 as given below:
f1(x) =g(x) + min
zf ,zi
((α(2− xk − xl) + σg(x))zf+ (71)
(α(1− xi − xj)+
β(2− xi − 2xj − xk − xl)+
γ(2− 2xi − xj − xk − xl)+
δ(1− xi − xj − xk)+
η(1− xi − xj − xl))zi−
αzfzi)
=g(x) + min
zf ,zi
(g′f (x)zf + gi(x)zi − αzfzi)
(72)
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f1(x), α ∈ R+ f2(x), β ∈ R+ minz1,z2 h(x, z1, z2),where h(x, z1, z2) = f1(x) + f2(x), ∀x AVs
αG9(i, j) βG1(i, j)
−βxixj + αminzf ,zi((2− xk − xl)zf+
(1− xi − xj)zi−
zfzi)
zf ,
zi ∈ I(kl)
G9(i, j) G2(i, j, k) −xixj + G7(k) =−xixj +minzf (3− xi − xj − 2xk − xl)zf
zf
αG9(i, j) βG2(j, k, l)
minzf ,zi((α(2− xk − xl) + β(2− xj − xk − xl))zf+
α(1− xi − xj)zi−
αzfzi)
zf ,
zi ∈ I(kl)
G9(i, j) G3 −xixj + G2(i, k, l) + G2(j, k, l) =−xixj +minzf ((2− xi − xk − xl) + (2− xj − xk − xl))zf
zf
G9(i, j) G4 G6(i, j, k) + G6(i, j, l) - xkxl=−xkxl + minzb(2− 2xi − 2xj − xk − xl)zb
zb
G9(i, j) G5(i, j, k)
G8 + G6(i, j, l) - xkxl=
−xkxl + minzf (2− xi − xj − xk − xl)zf+
minzb(1− xi − xj − xl)zb
zf ,
zb
αG9(i, j) βG5(j, k, l)
minzf ,zi((α(2− xk − xl)zf+
(α(1− xi − xj) + β(2− 2xi − xj − xk − xl))zi−
αzfzi)
zf ,
zi ∈ I(kl)
αG9(i, j) βG6(i, j, k)
minzf ,zi((α(2− xk − xl)zf+
(α(1− xi − xj) + β(1− xi − xj − xk))zi−
αzfzi)
zf ,
zi ∈ I(kl)
G9(i, j) G6(j, k, l) G5(i, k, l)− xkxl =−xkxl +minzb(2− xi − 2xj − xk − xl)zb
zb
G9(i, j) G7(i) G8 − xixj + G2(i, k, l) =−x1x2 +minzf ((2− xi − xj − xk − xl) + (2− xi − xk − xl))zf
zf
αG9(i, j) βG7(k)
minzf ,zi((α(2− xk − xl) + β(3− xi − xj − 2xk − xl))zf+
α(1− xi − xj)zi−
αzfzi)
zf ,
zi ∈ I(kl)
αG9(i, j) βG8
minzf ,zi(α(2− xk − xl) + β(2− xi − xj − xk − xl))zf+
α(1− xi − xj)zi−
αzfzi)
zf ,
zi ∈ I(kl)
αG9(i, j) βG9(i, k)
minzf ,zi((α(2− xk − xl) + β(2− xj − xl))zf+
(α(1− xi − xj) + β(1− xi − xk))zi -
αzfzi − βzfzi)
zf ,
zi ∈ I(kl, jl)
G9(i, j) G9(k, l) G8 − xixj − xkxl =−xixj − xkxl +minzf ((2− xi − xj − xk − xl)zf
zf
Table 2. We show the sum of a function G9(i, j) with any other function in Table 1 can be expressed using two
auxiliary variables. Here the index set {i, j, k, l} = S4 denotes the four distinct integers S4 = {1, 2, 3, 4}.
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f1(x), α ∈ R+ f2(x), β ∈ R+ f3(x), γ ∈ R+ minz1,z2 h(x, z1, z2),h(x, z1, z2) = f1(x) + f2(x) + f3(x), ∀x AVs
αG9(i, j) βG5(i, k, l) γG5(j, k, l)
minzf ,zi((α(2− xk − xl)zf+
(α(1− xi − xj)+
β(2− xi − 2xj − xk − xl)+
γ(2− 2xi − xj − xk − xl))zi−
αzfzi)
zf ,
zi ∈ I(kl)
αG9(i, j) βG6(i, j, k) γG6(i, j, l)
minzf ,zi((α(2− xk − xl)zf
(α(1− xi − xj)+
β(1− xi − xj − xk)+
γ(1− xi − xj − xl))zi−
αzfzi)
zf ,
zi ∈ I(kl)
αG9(i, j) βG5(j, k, l) γG6(i, j, l)
minzf ,zi((α(2− xk − xl)zf
(α(1− xi − xj)+
β(2− 2xi − xj − xk − xl)+
γ(1− xi − xj − xl))zi−
αzfzi)
zf ,
zi ∈ I(kl)
αG9(i, j) βG9(i, k) γG5(j, k, l)
minzf ,zi((α(2− xk − xl) + β(2− xj − xl))zf
(α(1− xi − xj)+
β(1− xi − xk)+
γ(2− 2xi − xj − xk − xl))zi−
αzfzi − βzfzi)
zf ,
zi ∈ I(kl, jl)
αG9(i, j) βG9(i, k) γG6(i, j, k)
minzf ,zi((α(2− xk − xl) + β(2− xj − xl))zf
(α(1− xi − xj)+
β(1− xi − xk)+
γ(1− xi − xj − xk))zi−
αzfzi − βzfzi)
zf ,
zi ∈ I(kl, jl)
G9(i, j) G9(i, k) G9(i, l)
−xjxkxl + G8 + G5(j, k, l) =
−xjxkxl +minzf (2− xi − xj − xk − xl)zf+
minzb(2− 2xi − xj − xk − xl)zb
zf ,
zb
G9(i, j) G9(i, k) G9(j, k)
G7(l) + G8 + G6(i, j, k) =
minzf ((3− xi − xj − xk − 4xl)+
(2− xi − xj − xk − xl))zf+
minzb(1− xi − xj − xk)zb
zf ,
zb
Table 3. We show the sum of any three functions from Table 1 can be expressed using two auxiliary variables. Here
the index set {i, j, k, l} = S4 denotes the four distinct integers S4 = {1, 2, 3, 4}.
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f1(x) f2(x) f3(x) f4(x)
minz1,z2 h(x, z1, z2),
h(x, z1, z2) = f1(x) + f2(x) + f3(x) + f4(x), ∀x AVs
G9(i, j) G5(i, k, l) G5(j, k, l) G5(i, j, k)
(G9(i, j) + G5(i, j, k))+
(G5(i, k, l) + G5(j, k, l)) =
(G8 + G6(i, j, l) + G1(k, l))+
(G5(i, k, l) + G5(j, k, l))
zf ,
zb
G9(i, j) G6(i, j, k) G6(i, j, l) G6(j, k, l)
(G9(i, j) + G6(j, k, l))+
(G6(i, j, k) + G6(i, j, l)) =
(G5(i, j, k) + G1(k, l))+
(G6(i, j, k) + G6(i, j, l))
zf ,
zb
αG9(i, j) βG5(i, k, l) γG5(j, k, l) δG6(i, j, k)
minzf ,zi(α(2− xk − xl)zf+
(α(1− xi − xj)+
β(2− xi − 2xj − xk − xl)+
γ(2− 2xi − xj − xk − xl)+
δ(1− xi − xj − xk))zi−
αzfzi)
zf ,
zi ∈ I(k, l)
αG9(i, j) βG6(i, j, k) γG6(i, j, l) δG5(i, k, l)
minzf ,zi(α(2− xk − xl)zf+
(α(1− xi − xj)+
β(1− xi − xj − xk)+
γ(1− xi − xj − xl)+
δ(2− xi − 2xj − xk − xl))zi−
αzfzi)
zf ,
zi ∈ I(k, l)
αG9(i, j) βG9(i, k) γG5(j, k, l) δG6(i, j, k)
minzf ,zi((α(2− xk − xl) + β(2− xj − xl))zf+
(α(1− xi − xj)+
β(1− xi − xk)+
γ(2− 2xi − xj − xk − xl)+
δ(1− xi − xj − xk))zi−
αzfzi − βzfzi)
zf ,
zi ∈ I(k, l)
Table 4. We show the sum of any four functions from Table 1 can be expressed using two auxiliary variables. Here
the index set {i, j, k, l} = S4 denotes the four distinct integers S4 = {1, 2, 3, 4}.
f1(x),
α ∈ R+
f2(x),
α ∈ R+
f3(x),
α ∈ R+
f4(x),
α ∈ R+
f5(x),
α ∈ R+
minz1,z2(f1(x) + f2(x) + f3(x) + f4(x) + f5(x)),
∀x
αG9(i, j) βG5(i, k, l) γG5(j, k, l) δG6(i, j, k) ηG6(i, j, l)
minzf ,zi(α(2− xk − xl)zf+
(α(1− xi − xj)+
β(2− xi − 2xj − xk − xl)+
γ(2− 2xi − xj − xk − xl)+
δ(1− xi − xj − xk)+
η(1− xi − xj − xl))zi−
αzfzi)
Table 5. We show the sum of five functions from Table 1 can be expressed using two auxiliary variables zf and
zi ∈ I(k, l). Here the index set {i, j, k, l} = S4 denotes the four distinct integers S4 = {1, 2, 3, 4}.
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Using the last row of Table 4 we rewrite f2 as given below:
f2(x) =g(x) + min
zf ,zi
((α(2− xk − xl) + β(2− xj − xl) + gf (x))zf+ (73)
(α(1− xi − xj)+
β(1− xi − xk)+
γ(2− 2xi − xj − xk − xl)+
δ(1− xi − xj − xk))zi−
αzfzi − βzfzi)
=g(x) + min
zf ,zi
(g′f (x)zf + gi(x)zi − (α+ β)zfzi)
(74)
It is shown that f1 and f2 need only two AVs zf and zs. In the case of f0, zs is a backward partition.
In the case of f1 and f2, zs belongs to one of the 18 intermediate partitions. uunionsq
6 Linear Programming solution
For a given function f(x1, x2, x3, x4) in F42 , our goal is to compute a function h(x, z) in F2. Theorem 2
shows that we need only two AVs (zf , zs). Here zf corresponds to the forward reference partition. The
AVzs is either the backward partition or one of the 18 intermediate reference partitions. Unfortunately,
we do not know which one of these 19 partitions is required before we do the transformation. In what
follows, we will show the transformation assuming that we know the specific partition for zs. Note that
zb is a special case of zi and we do not use the bilinear term zfzs when zs = zb. In order to handle this
condition we use a Boolean variable that takes the value 0 when the intermediate partition is the backward
reference partition and 1 otherwise:
δ(zs) =
{
0 if zi ∈ [Ab,Bb],
1 otherwise.
(75)
The required function h(x, z) is the following:
h(x, zf , zs) = b0 +
∑
i
bixi −
∑
i>j
bijxixj + (gf −
4∑
i=1
gf,ixi)zf + (gs −
4∑
i=1
gs,ixi)zs − δ(zs)jfszfzs,
(76)
such that bij , gf,i, gs,i, jfs ≥ 0 and i, j ∈ S4. As we know the partitions of (zf , zs), we know their
Boolean values for all labelings of x. We need the coefficients (bi, bij , jfs, gf , gs, gf,i, gs,i), i ∈ S4 to
compute h(x1, x2, x3, x4, zf , zs). These coefficients satisfy both submodularity constraints (that the co-
efficients of all bilinear terms (xixj , xizf , xjzs, zfzs) are less than or equal to zero) and those imposed
by the reference partitions. First we list the submodularity conditions below:
bij
gf,i
gs,i
jfs

T
︸ ︷︷ ︸
Sp
≥ 0, i, j = S4, i 6= j, (77)
Efficient Minimization of Higher Order Submodular Functions using Monotonic Boolean Functions 23
where 0 refers of a vector composed of 0’s of appropriate length. Next we list the conditions which
guarantee f(x) = minzf ,zs h(x, zf , zs), ∀x. Let η(S) be the value of zfzs for S ∈ P . This can be
obtained using the partitions of zf and zs.
η(S) =
{
1 if S ∈ (Bf ∩ Bs)
0 otherwise.
(78)
Let us denote the value of AVzs for different subsets of S4 as given below:
zSs =
{
1 if S ∈ Bs,
0 if S ∈ As.
(79)
Let G andH denote values of functions f and h respectively:
G = f(1S1 ,1S2 ,1S3 ,1S4 ), ∀S ∈ P (80)
H = h(1S1 ,1S2 ,1S3 ,1S4 , 0, 0) + (gf −
4∑
i=1
gf,i1
S
i )z
S
f + (gs −
4∑
i=1
gs,i1
S
i )z
S
s − δ(zs)η(S)jfs (81)
As a result we have the following 16 linear Equations (N.B. there are 24(16) different S):
G = H, ∀S ∈ P (82)
We already know the partition of (zf , zs) and their appropriate values a priori. The following constraints
ensure that zf and zs behave according to their associated partitions.
(
gf −
∑4
i=1 gf,i1
S
i
gs −
∑4
i=1 gs,i1
D
i
)
︸ ︷︷ ︸
Gg
≥ 0, S ∈ Af , D ∈ As (83)
(
gf −
∑4
i=1 gf,i1
S
i − δ(zs)η(S)jfs
gs −
∑4
i=1 gs,i1
D
i − δ(zs)η(D)jfs
)
︸ ︷︷ ︸
Gl
≤ 0, S ∈ Bf , D ∈ Bs. (84)
We need to compute the coefficients (bij , gf , gf,i, gs, gs,i, jfs) that satisfy the Equations (77), (82), and
(84). This is equivalent to finding a feasible point in a linear programming problem:
min const (85)
s.t Sp ≥ 0, G = H, Gg ≥ 0, Gl ≤ 0 (86)
In the above LP formulation we assumed that we know the partition of AVs zf and zs. However, zs can
be one of the 19 partitions. Before we do the transformation it is not easy to know which one of the 19
partitions is necessary. So we solve the LP 19 times and iterate over all the 19 partitions to identify the
necessary one. For the correct partition, will be able to find a solution that satisfies all the constraints.
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Fig. 5. We generated submodular functions using non-weighted sum of functions from groups Gi, i = {2, ..., 9}. The
x-axis denotes the number of functions chosen from Gi, i = {2, ..., 8} in generating the submodular functions and
the y-axis gives the percentage of transformations requiring zi in intermediate partition.
7 Experiments
The functions in the class F42 can be transformed to functions in F2 using 25 AVs according to existing
results [49]. We show that this transformation can be done using only two AVs using a linear program. In
Matlab, the transformation takes around 0.03 seconds and it can be further improved using efficient C++
implementation.
In our experiments as shown in Figure 5, we generated submodular functions using non-weighted
sum of functions from G9 and functions from groups Gi, i = {2, ..., 8}. We do not consider functions
from group G1 since they do not require any AVs. The number of functions nG used from groups Gi, i =
{2, ..., 8} is increased from 0 to 19. For each value of nG , we generated 1000 functions and the non-
negative weights are randomly generated in the interval [0, 1]. We observed that as we increase nG , the
generated submodular functions were less likely to use intermediate AVs. This also concurs with Table 2,
that many combinations of G9 with other functions can be represented using functions in the first 8 groups
(G1 to G8) that do not require any AVs in intermediate partition.
8 Discussion and open problems
The reduction of higher order functions to quadratic ones will be beneficial for developing efficient
minimization algorithms. These techniques can be broadly classified into two types: submodularity-
preserving [1,28,18,48,38,14,40,50,42] and general techniques [41,12,15,2,21]. This paper belongs to
the submodular-preserving class of algorithms where higher order submodular functions are transformed
to quadratic submodular functions using AVs. The general techniques are usually employed in associa-
tion with roof-duality approaches for minimizing non-submodular functions [4,3,5,43]. The general tech-
niques also employ AVs and these AVs need not be MBFs. The existing upper bound for general reduction
techniques is given byG(k) = 2k−2(k−3)+1 for a kth order function. We show the comparison between
the AVs used in general techniques and submodularity-preserving techniques in Table 6.
Note that the upper bound for the number of AVs required for submodularity-preserving transfor-
mation is much higher than for general reduction techniques. We have improved the upper bound for
submodular functions from 22
k
to Dedekind number D(k). In the case of fourth order functions we have
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Type Degree 3 4 5 6 7 8
General Ishikawa [21] 1 5 17 49 129 321
Submodularity Preserving Dedekind [25] 1 2 7581 ≈ 7.8× 106 ≈ 2.4× 1012 ≈ 5.6× 1023
Table 6. Comparison of the number of AVs used for general versus submodularity-preserving techiques. The
Dedekind number D(k) is unknown for k > 8.
further improved the upper bound from 168 (D(4)) to 2.
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