A technique to achieve output tracking for nonminimum phase nonlinear systems with non-
Here we describe how the inversion approach is used to develop output tracking controllers.
T is the output, with the same number of inputs and outputs, i.e., Let Yd(') be the desired output trajectory to be tracked.
In the inversion-based approach we, first, find a bounded, nominal input-state trajectory, [u/y(.), Zre](')] that satisfies the system equations (1) and yields the desired output exactly, i.e.,
J and, second, we use the exact-output yielding input trajectory, ulI(.), as feedforward and the system is stabilized by using feedback. It is noted that in this output tracking scheme, the feedforward input u1i (.) is computed off-line.
In the absence of modeling errors, initial condition errors, and external disturbances, exact-tracking can be achieved by the use of feedforward alone. If the system (1) is stable (or stabilized with feedback before the inversion is applied) then standard Lyapunov arguments [22] can be used to show that, with the use of feedforward, z(t) --+ Z_el (t) and y(t) --+ yd(t) as t --+ c_ and output tracking is achieved [3, 15] . The feedback scheme can also include integrals of the tracking error [22] to obtain zero steady-state errors (see Figure 1 ).
While stabilization of the system can be achieved through standard techniques, the main challenge is to find the inverse input-state trajectory [u]l (.), Xre! (')] -especially for systems with nonminimum phase dynamics. This paper addresses the issue of generating the inverse input-state trajectory for a system and can be used in conjunction with any feedback stabilization scheme.
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The Internal Dynamics
In this subsection, it is shown that finding the inverse input-state trajectory is equivalent to finding bounded solutions to the system's internal dynamics.
Assumption 1 System
(I) has a well defined vector relative degree, r := [r_, r2, ..., rv].
The well-defined vector relative degree assumption enables the system equations to be rewritten, through a co-ordinate transformation
in the following form [1, 21] (l(t) = A¢,(z(t)
where _ represents the output, along with its time derivatives, ( is partitioned as (l(t) " (2(t) and is given by
, with each block consisting of zeros except for ones on the super-diagonal (Ak is a (rk --1) × (rk --1) matrix for each 1 < k < p). A G is a matrix whose elements are zeros except for elements on the (rl + r2 +... + rk -k)-th row and k-th column, which are ones (for all 1 _< k _< p). Further, from Assumption (1), s2(., .) is invertible in a neighborhood of the origin, and since the origin is assumed to be an equilibrium point, we also have sl (0, 0) = 0, s3(0, 0) = 0. Note that the desired ¢'(.) is known when the desired output trajectory Yd(') and its time derivatives are specified. This desired ¢(.) is defined as (a('). If exact output tracking is achieved (i.e., if ((t) = (d(t)) then the control law for maintaining exact tracking can be written as, from equation (4),
which results in state-equations of the form
This is the inverse system and equation (8) 
and the reference state trajectory can be found as 
Note that the modified input does not attempt to achieve exact tracking of the desired output (i.e., _'(.) = (:d(') is not required) Therefore, the modification, v(t), Of the control law can be used to modify the internal dynamics.
With this control law, the system equation (4) becomes
For ease in notation, we define the tracking error, e¢(t), as 
&,_(t) ]
If v(t) = 0 then Equation (13) represents the inverse-system, which has to be solved to find the exacttracking inverse input-state trajectories. However, the internal dynamics part of equation (13), 
which is re-written in a simplified form as _(_) = s (e¢(t), _(t), Y_(t)).
Next, stable inversion of the modified inverse system (16) is carried out [3] .
3
Computation of the Inverse
This section discusses the computation of the inverse for the hyperbolic, modified, 
where the first term on the right hand side (r.h.s.) is the linearization of s(-,., .) with respect to the first two variables, e¢(-) and r/(.), and the second term on the r.h.s, represents a perturbation. This motivates the following iterative solution of the internal dynamics.
.
Step 2
We begin with [e¢(t) _7(t)]T = 0 and then, at at each iteration in the following scheme, the bounded solution of the Z(s,N+l) 
where and ZN+l(t) := [ Z(s,N+1) 
z(u,N+1)(t) = ftooe-S"('-t)GuYN(r)dr
Vt E (-oo, oo).
Next, a change of co-ordinates yields the bounded solution to (18) as (20) [.,,,>]= ,,1> r/(t) N+I Z(u,N+l)(t) N+I"
Convergence of Iterative Algorithm
The following Theorem states that, as N -+ co, the solutions of the above iterative algorithm converge to a bounded solution of the modified inverse system (16).
Theorem
Let the hyperbolic, modified, internal dynamics s(-,., .) and its linearization S satisfy the fol- 
The inverse input-state trajecotry, [ulf (.), Zref(-)] , is then used with feedback stabilization to obtain output tracking [3] .
Error Analysis
The following Lemma establishes an upper bound on the tracking error, e ((,d) , for a given choice of feedback, F, that removes the nonhyperbolicity of the inverse system (15). where S is the linearization of _(.,., .) with respect, to the variables, e_(-) and 7(') (see equation (15) Here, the inversion-technique is applied to an example two-cart and pendulum system shown in Figure   2 . Given the desired output trajectory profile, the input that maintains exact tracking (i.e., which maintains ((t) = (a(t)) is obtained from equation (26) as
With this exact tracking control law, the linearized internal dynamics (represented by r/), is given by This F removes the nonhyperbolicity of the internal dynamics and stable inversion of the modified inverse system is carried out using the algorithm in Section 3. Simulation results are presented in Figure 3 , which shows the error caused in output-tracking due to redefinition of the output trajectory. The tracking error is less than 1% of the maximum value of the desired output (see Figure 3 ) -the rate at which the error goes to zero depends on the choice of F. The internal dynamics ( xu, 8 ) is also shown in Figure 3 . Note that the nonhyperbolicity is circumvented and stable inversion is achieved with a relatively minor modification of the output.
Conclusion
A technique to achieve output tracking for nonminimum phase nonlinear systems with nonhyperbolic internal dynamics was presented. The approach integrated stable inversion techniques (that achieve exact tracking) with approximation approaches (that modify the internal dynamics) to remove the nonhyperbolicity of the internal dynamics. It was shown that, by giving up some of the precision in tracking, it is possible to achieve stable inversion of nonlinear nonminimum phase systems with nonhyperbolic internal dynamics.
