Unified approach to reset processes and application to coupling between
  process and reset by Lapeyre Jr., G. John & Dentz, Marco
Unified approach to reset processes and application to coupling between process and
reset
G. J. Lapeyre, Jr.1 and M. Dentz1
1Spanish National Research Council (IDAEA-CSIC), E-08034 Barcelona, Spain
(Dated: March 28, 2019)
We present a unified approach to those observables of stochastic processes under reset that take
the form of averages of functionals depending on the most recent renewal period. We derive solu-
tions for the observables, and determine the conditions for existence and equality of their stationary
values with and without reset. For intermittent reset times, we derive exact asymptotic expressions
for observables that vary asymptotically as a power of time. We illustrate the general approach
with general and particular results for the power spectral density, and moments of subdiffusive pro-
cesses. We focus on coupling of the process and reset via a diffusion-decay process with microscopic
dependence between transport and decay. In contrast to the uncoupled case, we find that restarting
the particle upon decay does not produce a probability current equal to the decay rate, but instead
drastically alters the time dependence of the decay rate and the resulting current.
The action of interrupting a process and restarting
it afresh from its initial state has found wide applica-
tion in mathematics, physical sciences, and beyond [1–
23]. Reset processes appeared in mathematical studies
of Markov chains that “return”, or undergo “killing and
resurrection” by moving immediately under some condi-
tion to the initial state [1–5]. More recently, diffusion
with random resetting (or restarting) has played a sem-
inal and ongoing role in furthering our understanding of
processes under reset [7–20, 24–28]. A prime applica-
tion is first passage [29, 30] under reset applied to search
strategies [9, 31–37], such as animal foraging [38], bio-
chemical reagents locating targets [39], and completion
of reactions [40–43].
A major focal point in these works is the effect of
restarting on occupation distributions, which typically
approach a non-equilibrium stationary distribution. An
early prototypical example is Brownian motion reset at
constant rate [7]. Since then, a wide variety of directions
have been explored, including fluctuating interfaces [24],
Levy flights [32], non-Poissonian reset times [16, 17],
time-dependent resetting [15] and diffusion [44, 45], res-
idence times [46, 47], bounded domains [12, 19], po-
tential landscapes [13], interacting particles [27], quan-
tum dynamics [48, 49], and continuous time random
walks [10, 18, 50–52]. Recent research has moved beyond
distributions to other other observables including spec-
tral density [20], and additive functionals [21, 53, 54].
All of these studies have assumed an extrinsic reset
mechanism, independent reset and transport, and either
a homogeneous reset, or one with deterministic spatial
variation [8]. In particular, they neglect the effects of
disorder. In fact, disorder is ubiquitous, and processes on
disordered media import in engineering [55], sciences [56–
62], and mathematics [63, 64]. In the context of search-
ing, imagine a scenario in which local random varia-
tions influence the decision whether to stop searching
and restart as well as the rate at which the environment
is explored. Mathematically, in the presence of disorder,
fluctuations in the local environment couple the transi-
tions and reset and have a profound effect on the reset
rate.
The expanding diversity of applications of reset pro-
cesses has been accompanied by growing acknowledg-
ment of the need for unifying approaches to disparate
results. Fundamental derivations are repeated (See ref-
erences in Ref. [53]), using a variety of techniques and
including details of particular processes which obscure
the essence of basic principles. Efforts to fill this need go
back to restarted discrete Markov processes [3, 4], and
continue in particle densities [17] and first passage statis-
tics [34, 65, 66]. However, we still lack a unified frame-
work for analyzing functionals of a reset processes. Ide-
ally, such a framework would encompass not only models
studied to date, but also processes on disordered media,
and, more generally, dependent processes and reset.
In this article we present a framework for analyzing
functionals of reset processes and apply it to diffusion
under decay on a disordered medium in which small-scale
fluctuations introduce dependence between the diffusion
and reset time. In contrast to previous studies, we find
that resetting the particle upon decay does not simply
counter-balance the decay rate, but rather drastically al-
ters the emergent decay/reset rate. However, our frame-
work goes much further in that it may be easily applied
to any stochastic process subject to any sequence of i.i.d.
random reset intervals. In particular, we provide a num-
ber of fundamental and generic results for processes un-
der intermittent resetting.
Functionals of stochastic processes under reset.—Let
X(t) be a stochastic process with no restrictions on state
space or transitions, although for convenience, we often
refer to X(t) as the state of a particle at time t. The
process under reset is obtained by repeatedly restarting
X(t) at random time intervals {R1, R2, . . .}, which are
i.i.d. copies of the reset time R. X and R may be depen-
dent. The time of the nth reset Tn is then determined
by T1 = R1 and Tn+1 = Tn + Rn+1. More precisely,
during the nth reset period, the reset process is given by
Xn(t−Tn), where {X1, X2, . . .}, are i.i.d. copies of X(t).
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2The number of resets performed up to time t is the re-
newal process Nt ≡ max{n : Tn ≤ t}. At any time t, the
time of the most recent reset is TNt . The restart process
is then given by Xr(t) ≡ XNt(t−TNt). We study the av-
erage of functionals (meaning any function of a function)
of the reset process Fr(t) ≡ 〈f(Xr(t′), t)〉 that depend
only on the most recent renewal period, that is on Xr(t
′)
for TNt ≤ t′ < TNt+1. Particular instances of Fr(t) may
depend on additional parameters. The crucial point is
that the restriction to dependence on the most recent re-
set period means that X(t) enters only via the quantity
Fp(t) defined by
Fp(t) = 〈f(X, t)I(t < R)〉 = F (t)pR(t), (1)
where F (t) ≡ 〈f(X, t) | t < R〉, and f(X, t) [where X im-
plies X(t′)] is the functional of the process without reset,
and pR(t) ≡ Pr(t < R) is the survival probability. We
emphasize that (1) by itself does not describe a process
under reset, but rather under decay (or removal). The
reset process is then obtained by restarting the removed
particle. This class of functionals covers the vast major-
ity of quantities under reset studied to date and many
more. All one-point functions, such as the density and
its moments are included. But, we also treat functionals
of the entire renewal period.
A renewal calculation yields the equation relating the
averages under death Fp(t) and reset Fr(t)
Fr(t) = Fp(t) +
∫ t
0
kR(t
′) Fp(t− t′) dt′, (2)
where the kernel kR(t) = ∂t 〈Nt〉 is the time-dependent
density of resets[67]. The integrand represents the con-
tribution from particles that were reset at time t′ and
have survived until time t. In the Laplace domain, kR(t)
takes the simple form kˆR(λ) = [λpˆR(λ)]
−1−1. Through-
out, we denote Laplace-transformed quantities by a tilde,
and the Laplace transform by Lλ. The solution to (2) is
obtained immediately as
Fˆr(λ) = Fˆp(λ)/[λpˆR(λ)] (3)
We present a number of general results on sta-
tionary and asymptotic forms of Fr(t) that we em-
ploy in the remainder of this paper. Using the rule
limt→∞ f(t) = limλ→0 λfˆ(λ), the stationary average
Fr,s ≡ limt→∞ Fr(t), if it exists, is
Fr,s = lim
λ→0
Fˆp(λ)/pˆR(λ) = 〈R〉−1
∫ ∞
0
pR(t)F (t) dt (4)
where the last equality holds if 〈R〉 exists. The follow-
ing theorems comparing the stationary average with re-
set Fr,s, and the stationary average without reset Fs ≡
limt→∞ F (t) follow directly from (4) [67].
Theorem 1 If Fˆp(λ) ∼ pˆR(λ)q(0) as λ → 0, where
q(λ) ≡ Fˆp(λ)/pˆR(λ), then Fr,s and Fs exist and q(0) =
Fr,s = Fs.
Theorem 2 Suppose 〈R〉 =∞. If Fs does not exist then
Fr,s does not exist. If Fs exists, then Fr,s exists and
Fr,s = Fs.
A counter example is restart at constant rate r, for
which Fs = limλ→0 λFˆ (λ), while Fr,s = rFˆ (r), which
approaches Fs only as r → 0.
Consider intermittent (bursty) reset, characterized by
pR(t) ∼ (r0t)−ν . Furthermore, assume F (t) ∼ Kβtβ with
β > 0. Then, if ν > β + 1 and ν > 1, the last equality
in (4) applies. Expansion of (3) in powers of λ yields the
asymptotic expressions [67]
Fr(t) ∼ r
−ν
0 Kβt
1−ν+β
(1 + β − ν) 〈R〉 for 1 < ν < β + 1
Fr(t) ∼ Γ(1 + β − ν)
Γ(1 + ν)Γ(1 + β)
Kβt
β for ν < 1.
(5)
Below, we apply these general results to moments of dif-
fusion processes.
Correlations under reset.—An example of a functional
depending on the entire most recent reset period is
g(X(t′), t) =
∫ t
0
cos(τω)X(t)X(t− τ) dτ, (6)
which gives the power spectral density [68] as ST (ω) =
2
∫ T
0
dt 〈g(X, t)〉 /T . The power spectral density under
reset is then computed from 〈gr(X, t)〉 and (3). For Brow-
nian motion, 〈g(X, t)〉 = 2Dω−2[1 − cos(ωt)]. Taking
the power-law survival time pR(t) = [max(t, 1/r0)r0]
−ν ,
we find that the long-time, low-frequency limit changes
qualitatively with ν [67]. In particular, for ν > 3
limω→0 Sr,∞(ω) = 4Dr−20 (ν−1)/6(ν−3). For 1 < ν < 3,
Sr,∞(ω) ∼ ν−1ω−(3−ν)4D Γ(2−ν) sin(νpi/2)r1−ν0 , as ω →
0. Letting ν → 1 (and thus 〈R〉 → ∞) in the last expres-
sion we recover the no-reset result Sr,∞(ω) ∼ 4D/ω2. It
would be convenient to apply our framework to the func-
tional
∫ T
0
dtg(X, t), but this is not possible because this
functional includes X(t′) conditioned on survival not at
one time, but at all times from 0 to T .
Density.— For f(X, t) = δ[x − X(t)], the general re-
sults apply pointwise in x. Eq. (1) reduces to p(x, t) ≡
〈δ[x−X(t)]I(t < R)〉, the density under decay. Defining
c(x, t) ≡ 〈δ[x−X(t)] | t < R〉, the density under restart
pr(x, t) is obtained from (3) as
pˆr(x, λ) = Lλ {pR(t)c(x, t)} /(λpˆR(λ)). (7)
We denote the stationary density without reset by
cs(x) ≡ limt→∞ c(x, t) and with reset by pr,s(x) ≡
limt→∞ pr(x, t). Making the substitutions Fp(t) →
p(x, t), q(s) → q(x, s), Fr,s → pr,s(x), and Fs → c(x),
Theorems 1–2 apply for the equality of stationary densi-
ties cs(x) = pr,s(x).
Diffusion under disordered reset.— Consider the con-
tinuous time random walk (CTRW) [69–72] in which the
time of the nth step Tn, and nth position Yn ∈ R are
3given by Yn+1 = Yn + ξn+1 and Tn+1 = Tn + τn+1, for
n = 0, 1, . . . , and T0 = 0, and c0(x) ≡ 〈δ(Y0 − x)〉. Here,
ξn is the random displacement, and τn the random wait-
ing time, of the nth step. Furthermore, 〈ξ〉 = 0 and〈
ξ2
〉
= δ2m, where δm is the microscopic length scale. We
add to this CTRW a single-step restart time ∆n associ-
ated with the nth step. If ∆n < τn, the particle takes no
step, but instead is reset according to its initial distribu-
tion c0(x) and the clock advances by ∆n rather than τn.
If instead τn ≥ ∆n, the particle survives the attempted
reset event, takes a step, and the walk continues. We
suppose the sets {τn}, {ξn}, {∆n} are i.i.d. copies of τ ,
ξ, ∆, respectively. The time Rd at which the particle is
reset (after zero or more interrupted attempts at reset)
takes the form of the generic first passage time under
reset [66] given by
Rd =
{
∆ if ∆ < τ
τ +R′d otherwise ,
(8)
where R′d is an i.i.d. copy of Rd. In this context, passage
is completion of spatial reset at time Rd, and τ plays the
role of a reset time interrupting the spatial reset process.
We define p∆(t) ≡ Pr(t < ∆) and pRd(t) ≡ Pr(t < Rd).
Density under disordered reset.— In order to compute
the density of this diffusion under disordered reset, we
first find the density under removal or decay p(x, t). De-
noting the Fourier transform by a tilde, the correspond-
ing density under removal is [73]
ˆ˜p(k, λ) =
1− φˆτ∆(λ)− φˆ∆τ (λ)
λ
c˜0(k)
1− φˆτ∆(λ)ψ˜ξ(k)
, (9)
where ψξ(x) is the PDF of ξ, φ∆τ (t) ≡
ψ∆(t | ∆ ≤ τ) Pr(∆ ≤ τ), and
φτ∆(t) ≡ ψτ (t | τ < ∆) Pr(τ < ∆). (10)
Noting that ˆpRd(λ) = ˆ˜p(0, λ), application of the general
solution (7) to the density of particles that have survived
removal (9) yields immediately the particle density under
continual reset
ˆ˜pr(k, λ) =
1− φˆτ∆(λ)
λ
c˜0(k)
1− φˆτ∆(λ)ψ˜ξ(k)
. (11)
We focus on subdiffusion-reaction resulting from di-
verging mean waiting time 〈τ〉 = ∞, by choosing PDF
ψτ (t) ∼ ατmΓ(1−α) (t/τm)−1−α, with 0 < α < 1, for
t  τm, where τm is a microscopic timescale. In the
scaling limit δm → 0, τm → 0 such that Dα ≡ δ2m/(2ταm)
remains constant, the density (11) becomes [67]
ˆ˜p(k, λ) =
c˜0(k) 〈(λ+ ρ)α〉λ−1
〈(λ+ ρ)α〉+ k2Dα , (12)
where the random rate ρ is defined by p∆(t) = 〈e−ρt〉.
Manipulation of (12) yields the corresponding fractional
Fokker-Planck equation [67]
∂tpr(x, t)−Dα∂t
∫ t
0
dt′K(t− t′)∂xxpr(x, t′)
= kRd(t)c0(x)− ∂t
∫ t
0
kRd(t
′)pr(x, t− t′) dt′, (13)
where the diffusion kernel is Kˆ(λ) = [λ〈(λ + ρ)α−1]−1.
Integration over x shows that ˆkRd(λ) = [ ˆpRd(λ)λ]
−1 − 1
is a special case of the reset kernel in (2). Likewise, (9)
leads to the evolution equation in the presence of decay,
but not reset [73]
∂tp(x, t)−Dα∂t
∫ t
0
dt′K(t− t′)∂xxp(x, t′)
= −∂t
∫ t
0
kRd(t
′)p(x, t− t′) dt′. (14)
Uncoupled restart.— The significance of (13) is best
illustrated by comparing with uncoupled restart. We
begin with two observations. (i) Let O[p(x, t)] = 0 be
the evolution equation for the density p(x, t) of a process
under decay. Then O[pr(x, t)] = h(t)c0(x) is the evolu-
tion equation for the density under instantaneous reset to
c0(x), where h(t) is the function such that pr(x, t) is con-
served. This observation leads, for example, from (14)
to (13). (ii) Let p(x, t) = w(x, t)c(x, t) be the density
of a process under decay, where the conserved density
c(x, t) satisfies the evolution equation O′[c(x, t)] = 0.
Then O′[p(x, t)/w(x, t)] = 0 yields an evolution equa-
tion for p(x, t). In particular, if c(x, t) is the density of
CTRW [70], and pr(x, t) is the density under reset with a
generic survival probability pR(t), then (i) and (ii) yield
∂tpr(x, t)−DαpR(t)∂t
∫ t
0
(t− t′)α−1∂xx
[
pr(x, t
′)
pR(t′)
]
dt′
=− ∂tln pR(t) [pr(x, t)− c0(x)] . (15)
Eq. (15) is typical for reset processes: Reset produces a
conservative current equal to the decay rate −∂t ln pR(t)
of the process without reset. Even with space-dependent
w(x, t), the decay rate is unchanged upon adding the re-
set term. This observation is in marked contrast to the
effect of introducing reset to disordered decay, as is seen
by integrating (13) and (14) over x. In (14), the pure-
decay rate is −∂t ln pRd(t). But, in (13), the decay and
reset rates are equal to the reset kernel kRd(t). As shown
in Fig. 1, −∂t ln pRd(t) decreases monotonically, while
kRd(t) increases monotonically. This dramatic difference
is due to the memory induced by coupling of transport
and reset on the microscopic level.
To highlight the effect of the dependence of X(t) and
Rd, we consider two physical interpretations of disor-
dered reset that lead to different ways to uncouple the
reset and transport in (13). Both yield spatially homo-
geneous reset described by (15). On one hand, since at
each step the walker samples a new random rate ρ defined
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FIG. 1. Decay rates −∂t ln pR(t) for disordered decay in (14);
(orange triangles) α = 1/2, (green squares) α = 2/3, and
decay/reset rate for disordered reset kRd(t) in (13); (pur-
ple crosses) α = 1/2, (blue circles) α = 2/3. For all curves
p∆(t) = (1 + r0t)
−1/2.
by p∆(t) = 〈e−ρt〉, we can break the dependence between
X(t) and reset by assuming that the walker is reset at
the constant average rate 〈ρ〉. An alternative viewpoint,
following (8), is that resetting with time ∆ is due to
the interaction of local with internal degrees of freedom,
and is itself restarted when the walker takes a step. In
this case we break the dependence by allowing the re-
setting process to go to completion independently of the
walker’s position. We treat the latter viewpoint first,
which leads to an ordinary CTRW with density c(x, t)
subject to restart with survival time p∆(t). We assume
the asymptotic form p∆(t) ∼ (r0t)−ν , with ν > 0, The
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FIG. 2. Mean squared displacement (purple crosses) un-
der disordered decay, (green squares) under disordered reset,
(blue circles) under uncoupled reset p∆(t) with ν > α + 1,
(orange triangles) same with 1 < ν < α+1, (red pluses) same
with ν < 1. Dashed lines are exact asymptotic expansions
from (4), (5), and Ref. [73].
effect of this uncoupling is compared to the coupled pro-
cess in Fig. 2. Application of Theorem 1 to (12) shows
that for all 0 < α < 1 and ν > 0, the particle density
under both coupled decay and coupled reset tend to the
same limit, cs(x) = pr,s(x), and all moments exist [67].
In the uncoupled, homogeneous, case, the confining effect
of reset is much weaker, and the behavior of the moments
is changed dramatically. In this case, application of (4)
and (5) shows that for ν > 1 + α, the mean squared dis-
placement (MSD) under intermittent reset is constant at
long times, but is greater than in the disordered case.
For 1 < ν < 1 + α, the effect of reset on the MSD is to
reduce the exponent with respect to free diffusion to the
value 1 +α− ν. For ν < 1, the mean reset time diverges,
and the MSD grows as again as tα, but with a reduced
prefactor.
But, (4) and (5) enable us to say much more about
moments under intermittent reset. Suppose m2n(t) =
ΛnDnαtnα, is the 2nth moment of the symmetric density
of a diffusion process, where Dα is a generalized diffusiv-
ity, and Λn is a numerical factor. For example, α = 1
for ordinary diffusion, and 0 < α < 1 for subdiffusion
due to fractional Brownian motion, or a random walk
on a random fractal [58, 59], or the CTRW. It follows
from (4) and (5), that the 2nth moment under reset has
a stationary limit only for n < (ν − 1)/α. If ν > 1 then
moments with n > (ν − 1)/α grow as t1−ν+nα. If ν < 1,
the moments grow as tnα.
In the second interpretation, we subject CTRW to
decay at constant rate 〈ρ〉 finding the stationary den-
sity pr,s(x) = exp(−|x|/l)/(2l), where l =
√Dαταl ,
and τu = 1/ 〈ρ〉 [51]. We observe that replacing τu by
τc = 〈ρα〉−1/α gives the stationary density under cou-
pled reset obtained from (12) [67]. It is easy to see that
τu/τc < 1 and increases with α to the limit one. Thus
both ways of homogenizing the reset reduce the confine-
ment, although interruption of the resetting has a much
stronger effect than homogenizing rates.
Immobilization.—The solution for the density under
reset (11) is formally identical to the Fourier-Laplace do-
main solution of the standard CTRW with no decay or
reset [70], with φτ∆(t) substituted for the waiting time
density ψτ (t). We define the waiting time τ
∗ of this
non-decaying CTRW via its probability density in ac-
cordance with (10): ψτ∗(t) ≡ ψτ (t | τ < ∆) Pr(τ < ∆).
Since
∫∞
0
φτ∆(t) dt = Pr(τ < ∆) < 1, it follows that
ψτ∗(t) is a non-proper probability density. In particu-
lar, 1 − ∫∞
0
ψτ∗(t) dt = Pr(τ
∗ = ∞) > 0. Thus, on the
the level of the probability density, diffusion under disor-
dered reset is equivalent to a CTRW whose waiting time
has positive probability of being infinite, immobilizing
the walker.
Conclusions and outlook.—The growing importance of
stochastic processes under reset calls for a well-developed
general theory. To this end, we derived and solved in full
generality equations for averaged functionals of a stochas-
tic process under reset conditioned on survival in the the
most recent renewal period. We determined the condi-
tion for equality of stationary averages with and without
reset, and asymptotic forms of generic power-law observ-
ables under generic power-law reset times. Applying this
general framework, we easily obtained both general and
particular fundamental quantities under reset. These in-
clude; the density, moments and spectral density. These
results subsume derivations in the literature for particu-
lar cases, obviate the need to perform them in the future,
and sharpen our understanding by laying clear which de-
tails are irrelevant in this context.
We applied the framework to statistically dependent
5reset and diffusion arising from diffusion under reset in a
disordered medium. The resulting generalized fractional
Fokker-Planck equation shows a spatially-dependent re-
set rate that differs dramatically from removal rate in
the corresponding decay model. We compared the results
with decoupled reset and diffusion, demonstrating quan-
titatively enhanced confinement due to coupling. We fur-
thermore showed that this diffusion under disordered re-
set is equivalent to an ordinary continuous time random
walk whose single-step waiting time may be infinite with
positive probability.
Our general results apply not only to diffusions, but to
a wide range of applications. An example is restarting a
search process on nodes of graph-based data structures,
which are now ubiquitous in high-performance data anal-
ysis and machine learning [74, 75].
Finally, an outstanding challenge is to extend our ap-
proach to scenarios depending on the entire history of the
of the process [21, 25, 37, 53], or that otherwise preserve
memory across reset events [45, 51].
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1Supplemental Information for the article “Unified approach to reset processes
and application to coupling between process and reset”
I. GENERAL APPROACH TO PROCESSES UNDER RESET
A. Average over a functional of the process under reset
1. Derivation of the evolution of average of functionals of X under reset: 〈fr (X, t)〉
As in the main text, we consider an arbitrary stochastic process X(t) and random death time R. The process under
reset is obtained by instantaneously resetting the particle to its initial state (or distribution over states) every time
it dies, that is, after i.i.d. time intervals {Rn}, with Rn d= R. The time of the nth reset Tn is then determined by
T1 = R1 and Tn+1 = Tn +Rn+1. It follows that the number of resets performed up to time t is the renewal process
Nt ≡ max{n : Tn ≤ t}. (S1)
Thus, at any time t, the time of the most recent reset is TNt . The process under reset is given by Xr(t) ≡ XNt(t−TNt).
We study the average of functionals of the reset process Fr(t) ≡ 〈f(Xr(t′), t)〉 that depend only on the most recent
renewal period up to time t. That is, the average depends on Xr(t
′) for TNt ≤ t′ < TNt+1. We use the following
simpler definition of the process under reset that is equivalent for computing averages restricted to the most recent
renewal period
Xr(t) ≡ X(t− TNt). (S2)
Note that (S2) involves only a single copy of the process. Then f (Xr, t) = f (X, t− TNt). For notational convenience
we write 〈fr (X, t)〉 for 〈f(Xr(t′), t)〉. Partitioning the expectation by number of reset events n we write
〈fr (X, t)〉 =
∞∑
n=0
〈I(Nt = n)f (X, t− Tn)〉 =
∞∑
n=0
〈I(Tn ≤ t < Tn+1)f (X, t− Tn)〉 .
Writing Tn+1 as Tn +Rn+1, we have
〈fr (X, t)〉 =
∞∑
n=0
〈I(Tn ≤ t) I(t < Tn +Rn+1) f (X, t− Tn)〉 .
Introducing an integral and delta function to replace the random variable Tn by the number t
′, we write
〈fr (X, t)〉 =
∞∑
n=0
∫ ∞
0
dt′
〈
δ(t′ − Tn)I(t′ ≤ t) I(t− t′ < Rn+1)f (X, t− t′)
〉
.
We replace I(t′ ≤ t) by an upper limit on the integral
〈fr (X, t)〉 =
∞∑
n=0
∫ t
0
dt′ 〈δ(t′ − Tn) I(t− t′ < Rn+1) f (X, t− t′)〉 .
Observing that Tn and Rn+1 are independent, we factor the expectation, and furthermore replace Rn+1 by R because
they are equal in distribution, obtaining
〈fr (X, t)〉 =
∞∑
n=0
∫ t
0
dt′ 〈δ(t′ − Tn)〉 〈I(t− t′ < R) f (X, t− t′)〉 . (S3)
Defining
ψn(t) = 〈δ(t− Tn)〉 and kR(t) =
∞∑
n=0
ψn(t)− δ(t) (S4)
2we obtain our main result
〈fr (X, t)〉 =
∫ t
0
[kR(t
′) + δ(t′)] 〈f(X, t− t′)I(t− t′ < R)〉dt′
= 〈f(X, t)I(t < R)〉+
∫ t
0
kR(t− t′) 〈f(X, t′)I(t′ < R)〉dt′
= Fp(t) +
∫ t
0
kR(t− t′)Fp(t′) dt′,
(S5)
where we defined Fp(t) ≡ 〈f(X, t)I(t < R)〉. If X(t) and R are independent, then (S5) reduces to
〈fr (X, t)〉 = pR(t) 〈f(X, t)〉+
∫ t
0
kR(t− t′) pR(t′) 〈f(X, t′)〉dt′, (S6)
where pR(t) ≡ Pr(t < R). Choosing the constant function f(X, t) ≡ 1 and taking the Laplace transform, we find the
expression for the kernel in the Laplace domain,
kˆR(λ) =
1
λpˆR(λ)
− 1. (S7)
As in the main text, we use the notation F (t) ≡ 〈f(X, t) | t < R〉 and Fr(t) ≡ 〈f(X, t− TNt)〉 to write (S5) as
Fr(t) = pR(t)F (t) +
∫ t
0
kR(t− t′) pR(t′)F (t′) dt′, (S8)
with solution
Fˆr(λ) =
Fˆp(λ)
λpˆR(λ)
=
Lλ {pR(t)F (t)}
λpˆR(λ)
. (S9)
Employing the identity limt→∞ f(t) = limλ→0 λfˆ(λ), we find that the stationary solution, if it exists, is
Fr,s ≡ lim
t→∞Fr(t) = limλ→0
Fˆp(λ)
pˆR(λ)
=
∫∞
0
pR(t)F (t) dt
〈R〉 , (S10)
where the last equality holds if 〈R〉 exists. Defining Fs ≡ limt→∞ F (t) and q(λ) ≡ Fˆp(λ)/pˆR(λ), we consider the
condition
Fˆp(λ) = Lλ {pR(t)F (t)} ∼ pˆR(λ)q(0) as λ→ 0, (S11)
where q(0) ≡ limλ→0 q(λ). We have the following theorems relating the stationary average with reset Fr,s and without
reset Fs.
Theorem I.1 If Fˆp(λ) ∼ pˆR(λ)q(0) as λ → 0, where q(λ) ≡ Fˆp(λ)/pˆR(λ), then Fr,s and Fs exist and q(0) = Fr,s =
Fs.
Theorem I.2 Suppose 〈R〉 = ∞. If Fs does not exist then Fr,s does not exist. If Fs exists, then Fr,s exists and
Fr,s = Fs.
These theorems are demonstrated as follows. If condition (S11) holds, the limit (S10) immediately gives that
Fr,s exists and Fr,s = q(0). But, (S11) also implies Fp(t) ∼ pR(t)q(0) as t → ∞, which in turn implies that
Fs ≡ limt→∞ F (t) = q(0) = Fr,s. Thus (S11) implies that the stationary averages with and without reset both exist
and are equal: Fr,s = Fs. Suppose instead that Fr,s exists and that 〈R〉 = limλ→0 pˆR(s) = ∞. Then (S11) must
hold in order for the divergences in the numerator and denominator in (S10) to cancel, and once again Fr,s = Fs. If
〈R〉 < ∞, then (S11) is satisfied only if the first non-analytic term in the expansion of pˆR(λ) is of lower order than
the first non-analytic term in q(λ). The second part of theorem I.2 follows from the contrapositive of the first part.
We stress that all results in this section apply to arbitrary functionals f and processes X and R. A particular
application will have additional degrees of freedom, such as the point x in the state space of X for the occupation
density c(x, t), or the time shift τ in the autocorrelation function C(t; τ). These are carried along as parameters when
applying the results of this section. Below we show that the application is often quite straightforward, reproduces
known results, and produces new ones.
32. Reset at constant rate
For restart at constant rate r, we have pR(t) = e
−rt. Then (S7) gives kR(t) = r. According to (S8) the averaged
function of X(t) under reset is then
Fr(t) = e
−rtF (t) + r
∫ t
0
e−rt
′
F (t′) dt′, (S12)
with solution given by (S9)
Fˆr(λ) = Fˆ (λ+ r)
λ+ r
λ
, (S13)
and stationary solution given by (S10)
lim
t→∞Fr(t) = rFˆ (r). (S14)
B. Specific functionals f(X, t) under reset
A main point of these examples is to demonstrate that for f(X, t) satisfying the conditions given in Sec. I A 1
obtaining an expression for its average under reset 〈fr(X, t)〉, and attendant properties, requires no further probabilistic
reasoning. Analysis of the particular problem is then reduced to computing 〈f(X, t)|t < R〉.
1. Occupation density
Here we compute the particle (or occupation) density, usually the first object of interest when studying a process
under reset. Taking
f(X, t) = δ[x−X(t)], (S15)
Eq. (S5) immediately gives us
pr(x, t) = pR(t)c(x, t) +
∫ t
0
kR(t
′)pR(t− t′)c(x, t− t′)dt′, (S16)
where we denote the particle density under reset by
pr(x, t) ≡ 〈δ[Xr(t)− x]〉 , (S17)
and define
c(x, t) ≡ 〈δ[X(t)− x] | t < R〉 . (S18)
Eq. (S16) has been derived in many contexts, including: Eq.(2) in Ref. [53] in the context of a one-dimensional
continuous time Markov process; Eq.(5) in Ref. [11] in the context of diffusion in three dimensions; Eq.(2) in Ref. [17]
in the context of a motion governed by a Langevin equation under non-Poissonian reset; Eq.(10) in Ref. [6] and on the
last page of Ref. [5] in the context of population dynamics. Note that Theorem I.2 applies to densities. In particular,
if c(x, t) has no stationary density, then 〈R〉 =∞ implies no stationary density under reset.
2. Intermittent (power-law) reset of power-law averages
Suppose that the averaged functional F (t) varies asymptotically as a power F (t) ∼ Kβtβ , and that the survival
probability varies as p∆(t) ∼ (r0t)−ν . Then Fp(t) ∼ r−ν0 Kβtβ−ν . In the following, we compute asymptotic forms of
Fr(t) via (S9) and (S10). Suppose that ν > β + 1 and ν > 1. Then both 〈∆〉 =
∫∞
0
p∆(t) dt = limλ→0 pˆ∆(λ) and
Fˆp(0) ≡ limλ→0 Fˆp(λ) exist, and Fr(t) has the stationary limit given directly by (S10),
Fr,s = 〈∆〉−1
∫ ∞
0
p∆(t)F (t) dt. (S19)
4Now suppose 1 < ν < β + 1 so that 〈∆〉 exists, but Fˆp(0) does not. Then, Fˆp(λ) ∼ r−ν0 KβΓ(1 + β − ν)λν−β−1 as
λ→ 0. And Fr(t) grows for large t as
Fr(t) ∼ r
−ν
0 Kβ
(1 + β − ν) 〈∆〉 t
1−ν+β . (S20)
Finally, suppose ν < 1, and ν < β + 1, so that neither Fˆp(0) nor 〈∆〉 exist. Then pˆ∆(λ) ∼ r−ν0 λν−1 as s→ 0, and for
large t we find
Fr(t) ∼ Γ(1 + β − ν)
Γ(1 + ν)Γ(1 + β)
Kβt
β . (S21)
In the main text, we consider the concrete choice p∆(t) = 〈e−tρ〉 = (1 + r0t)−ν , with corresponding PDF ψρ(r) =
r−ν0 r
ν−1 exp(−r/r0)/Γ(ν). Then 〈∆〉 = [r0(ν − 1)]−1. Note that (S21) is independent of details of p∆(t). Eq. (S20),
which depends on F (t) only via its asymptotic form, becomes
Fr(t) ∼ (ν − 1)r
1−ν
0 Kβ
(1 + β − ν) t
1−ν+β , for 1 < ν < β + 1 (S22)
Eq. (S19) depends on both F (t) and p∆(t) for all t ≥ 0. So, we choose F (t) = Kβtβ (which is more restrictive than
F (t) ∼ Kβtβ), and find
Fr,s =
Γ(1 + β)Γ(1 + β − ν)
Γ(ν − 1) Kβr
−ν
0 , for ν > β + 1, ν > 1. (S23)
We also consider the Pareto distribution with survival probability
p∆(t) = [max(t, t0)/t0]
−ν , for ν > 0 (S24)
and its Laplace transform
pˆ∆(λ) = λ
−1 [1− e−λt0 + (λt0)νΓ(1− ν, λt0)] , (S25)
where Γ(n, z) is the upper incomplete gamma function. The mean survival time 〈∆〉 is
〈∆〉 = lim
s→0
pˆ∆(λ) = t0ν/(ν − 1) for ν > 1, (S26)
and does not exist for ν ≥ 1.
3. Power spectral density
Suppose
X(t) ∈ R, 〈X(t)〉 = 0, and X(t) = 0 for t ≤ 0. (S27)
The power spectral density (PSD) is defined by
ST (ω) =
1
T
∫ T
0
dt2
∫ T
0
dt1 cos([t1 − t2]ω) 〈X(t1)X(t2)〉 , (S28)
which we rewrite as
ST (ω) =
2
T
∫ T
0
〈g(X, t)〉dt, (S29)
where the functional g is
g(X, t) ≡
∫ t
0
dτ cos(τω)X(t)X(t− τ), (S30)
5and 〈g(X, t)〉 is written
〈g(X, t)〉 =
∫ t
0
dτ cos(τω)C0(t; τ), (S31)
and the autocorrelation function C0(t; τ) is given by
C0(t; τ) ≡ 〈X(t)X(t− τ)〉 , τ > 0. (S32)
Using (S6), we find that the power spectral density under reset Sr,T (ω) for arbitrary random reset time is
Sr,T (ω) =
2
T
∫ T
0
〈gr(X, t)〉dt, (S33)
where gr(X, t) is g(X, t) under reset. Using (S9), (S33), the rule hˆ(λ)/λ = Hˆ(λ) −H(0)/λ, where H(t) =
∫
h(t) dt,
the solution is
Sr,T (ω) =
2
T
L−1T
{Lλ {p(t) 〈g(X, t)〉}
λ2pˆ(λ)
}
. (S34)
Assuming restart at constant rate r, defining F (t) = 〈g(X, t)〉, and using (S13), the Laplace-domain solution is given
by
Sr,T (ω) =
2
T
L−1T
{
Fˆ (λ+ r)
λ+ r
λ2
}
. (S35)
For Brownian motion the autocorrelation function (S32) is given by
C0(t; τ) = 2D(t− τ)u(t− τ), (S36)
where u(t) is the unit step function, and D the diffusion coefficient. Then (S31) becomes
F (t) = 〈g(X, t)〉 = 2Dω−2[1− cos(ωt)], (S37)
with Laplace transform Fˆ (λ) = 2D/[λ(ω2 +λ2)]. The Laplace transformed quantity in (S35) is then [1/(λ2(ω2 + (λ+
r)2)), which is easily inverted to find that the PSD for Brownian motion under constant reset rate r is
Sr,T (ω) =
4D
ω2 + r2
[
1− 1
ω(ω2 + r2)T
(2ωr − 2ωr cos(ωT )e−rT − (r2 − ω2) sin(ωT )e−rT )
]
(S38)
This expression appears as Eq.(7) in Ref. [20] where various limits are discussed and further application to fractional
Brownian motion is presented.
Returning to general R and X(t), if the limit T →∞ in (S33) exists, then applying Theorem I.2, we have
lim
T→∞
Sr,T (ω) =
2 limλ→0 Lλ {p(t) 〈g(X, t)〉}
〈R〉 . (S39)
For Brownian motion, (S37) gives
lim
T→∞
Sr,T (ω) =
4D
ω2
limλ→0 Lλ {p(t)[1− cos(ωt)]}
〈R〉 . (S40)
Choosing for p(t) the Pareto survival time (S24), we have
Lλ {p(t)[1− cos(ωt)]} =
e−λt0
[
ω2(eλt0 − 1)− λ2[1− cos(ωt0)]− ωλ sin(ωt0)
]
λ(λ2 + ω2)
+ t0
∫ ∞
1
x−νe−λt0x[1− cos(ωt0x)] dx.
(S41)
Using (S26), the stationary PSD for Brownian motion (S40) under Pareto-distributed reset becomes
Sr,∞(ω) ≡ lim
T→∞
Sr,T (ω) =
4D
ω2
{
1− ν − 1
ν
[∫ ∞
1
x−ν cos(ωt0x) dx+
sin(ωt0)
ωt0
]}
(S42)
6The limiting cases are instructive. The low frequency limit is, for ν > 3,
lim
ω→0
Sr,∞(ω) =
4Dt20(ν − 1)
6(ν − 3) , (S43)
and for ν < 3,
Sr,∞(ω) ∼ ω−(3−ν) 4D Γ(2− ν) sin(νpi/2)t
ν−1
0
ν
as ω → 0. (S44)
This means that for ν < 3, the effect of resetting is not strong enough to cut off low frequency correlations. As ν → 1
in (S44), the PSD approaches the stationary value for Brownian motion without reset 4D/ω2, which is expected since
the mean reset time diverges at ν = 1. We also recover the result for Brownian motion for large minimum reset time t0,
limt0→∞ Sr,∞(ω) = 4D/ω2. The high frequency limit Sr,∞(ω) ∼ 4D/ω2 as ω →∞ also approaches that for Brownian
motion. The limit of rapid resets gives limt0→∞ Sr,∞(ω) = 0, as does reset at constant rate with r →∞ [20]. Finally,
as β → ∞, reset occurs at the non-random time t0 and correlations are destroyed. This is equivalent to computing
the PSD (S28) at time T = t0. As expected, (S42) gives the PSD for Brownian motion computed at time t0
lim
ν→∞Sr,∞(ω) =
4D
ω2
[
1− sin(ωt0)
ωt0
]
. (S45)
4. Autocorrelation function
Assuming (S27), the functional f(X, t) = X(t)X(t− τ), and using (S32), the autocorrelation function under reset
Cr(t; τ) ≡ 〈Xr(t)Xr(t− τ)〉 is obtained directly from (S6) as
Cr(t; τ) = p(t)C0(t; τ) +
∫ t
0
kR(t
′)p(t− t′)C0(t− t′; τ) dt′. (S46)
Eq. (S46) for the particular case of constant reset rate, that is p(t) = e−rt, appears as Eq.(4) in [20]. Now let us assume
that X(t) is Brownian motion. The Laplace transform of the autocorrelation function for Brownian motion (S36) is
Cˆ0(λ; τ) = 2D e
−τλ
λ2
. (S47)
We furthermore assume constant reset rate r. Then the result for general functional (S14) gives the stationary (fixed
τ , large t) solution limt→∞ Cr(t; τ) = rCˆ0(r; τ) = 2Dr e
−τr. Eq. (S13) gives the Laplace-domain solution for finite t
Cˆr(λ; τ) = 2D e
−τ(λ+r)
λ(λ+ r)
, (S48)
which upon inversion gives the autocorrelation function for Brownian motion under constant reset rate
Cr(t; τ) =
2D
r
(
e−τr − e−tr)u(t− τ), (S49)
in agreement with Eq.(5) in Ref. [20]. By Theorem I.2, limt→∞ Cr(t; τ) exists only for finite 〈R〉. For power-law
survival time (S24) with corresponding mean (S26), the stationary value of the autocorrelation function of Brownian
motion (S36) under reset is given via (S10) as
lim
t→∞Cr(t; τ) =
2Dtν−10
ν(ν − 2)τ
2−ν , for ν > 2, τ > t0. (S50)
C. Statistical meaning of the kernel kR(t)
Here show that kR(t) is the density of the mean number or resets, ie, kR(t) = ∂t〈Nt〉. Note that Nt, the number of
resets up to time t, as defined in (S1), may also be written
Nt =
∞∑
n=1
I(Tn ≤ t),
7so that the mean number of resets up to time t is
〈Nt〉 =
∞∑
n=1
Pr(Tn ≤ t),
and the associated density of the mean number of resets (not a probability density) is
∂t〈Nt〉 =
∞∑
n=1
ψn(t),
where ψn(t) ≡ ∂t Pr(Tn ≤ t). In words, ψn(t) is the PDF of the time at which the nth reset occurs. It is easy to see
that ψn(t) is the n-fold convolution of ψ1(t) [71, 76]. Recall that T1 = R1, R1
d
= R, and −∂tpR(t) = ψR(t), where the
survival probability of the reset time pR(t) = Pr(t < R), and ψR(t) is the corresponding PDF. In the Laplace domain,
we then have ψˆn(λ) = ψˆ
n
R(λ), and
L{∂t〈Nt〉} = ψˆR(λ)
1− ψˆR(λ)
.
Referring to (S7) we see that kR(t) = ∂t〈Nt〉.
II. DIFFUSION AND RESET ON A DISORDERED MEDIUM
A. Generalized fractional reaction diffusion equation for diffusion under disordered reset
We begin with the generalized Montroll-Weiss equation in the scaling limit for disordered diffusion under decay or
removal [73]
ˆ˜p(k, λ) =
c˜0(k)
〈
(λ+ ρ)α−1
〉
〈(λ+ ρ)α〉+ k2Dα . (S51)
Recall that the spatial reset time Rd is itself given by the first passage time ∆ subject to reset time τ
Rd =
{
∆ if ∆ < τ
τ +R′d otherwise .
(S52)
The Laplace transform of the survival probability pRd(t) is obtained by setting k to zero in (S51)
pˆRd(λ) =
〈
(λ+ ρ)α−1
〉
〈(λ+ ρ)α〉 , (S53)
where p∆(t) = 〈e−ρt〉. Applying the generic formula (S9), we obtain the density of diffusion under disordered reset in
the Fourier-Laplace domain
ˆ˜pr(k, λ) =
λ−1c˜0(k) 〈(λ+ ρ)α〉
〈(λ+ ρ)α〉+ k2Dα . (S54)
Multiplying by the denominator, we have
ˆ˜pr(k, λ) 〈(λ+ ρ)α〉 = −Dαk2 ˆ˜pr(k, λ) + λ−1c˜0(k) 〈(λ+ ρ)α〉 (S55)
We rewrite the factor 〈(λ+ ρ)α〉 on both the left and right hand sides as
〈(λ+ ρ)α〉 = λ 〈(λ+ ρ)α−1〉+ 〈ρ(λ+ ρ)α−1〉 ,
and divide the equation by λ
〈
(λ+ ρ)α−1
〉
to obtain
ˆ˜pr(k, λ) + ˆ˜pr(k, λ)
〈
ρ(λ+ ρ)α−1
〉
λ 〈(λ+ ρ)α−1〉 = −Dαk
2 1
λ 〈(λ+ ρ)α−1〉 +
c˜0(k)
λ
(
1 +
〈
ρ(λ+ ρ)α−1
〉
λ 〈(λ+ ρ)α−1〉
)
. (S56)
8This can be written
ˆ˜pr(k, λ) + ˆkRd(λ) ˆ˜pr(k, λ) = −Dαk2Kˆ(λ) ˆ˜pr(k, λ) +
c˜0(k)
λ
+
c˜0(k)
λ
ˆkRd(λ). (S57)
where ˆkRd(λ) and Kˆ(λ) are given by
ˆkRd(λ) =
〈ρ(λ+ ρ)α−1〉
λ〈(λ+ ρ)α−1〉 , Kˆ(λ) =
1
λ〈(λ+ ρ)α−1〉 . (S58)
Inverting we obtain
pr(x, t)−
∫ t
0
dt′K(t− t′)Dα ∂
2pr(x, t
′)
∂x2
=
∫ t
0
dt′kRd(t− t′) [c0(x)− pr(x, t′)] + c0(x). (S59)
Taking the time derivative, we find (13)
∂pr(x, t)
∂t
− ∂
∂t
∫ t
0
dt′K(t− t′)Dα ∂
2pr(x, t
′)
∂x2
= − ∂
∂t
∫ t
0
dt′kRd(t− t′)pr(x, t′) + kRd(t)c0(x). (S60)
B. Stationary densities of diffusion with disordered reset
We have the density under disordered reset in the the Fourier-Laplace domain (S54). Multiplying by λ and taking
the limit λ→ 0 we obtain the stationary density under disordered reset
ˆ˜pr(k, λ) =
c˜0(k) 〈ρα〉
〈ρα〉+ k2Dα . (S61)
On the other hand the density under disordered decay (S51) may be written using (S53) as
ˆ˜p(k, λ) = pˆ(λ)
c˜0(k) 〈(λ+ ρ)α〉
〈(λ+ ρ)α〉+ k2Dα . (S62)
That the hypothesis of Theorem I.1 is satisfied can be understood as follows. For ψρ(r) ∼ rν−1 as r → 0, the expansion
of 〈(λ+ ρ)α〉 in λ has max{k : k < α+ ν} regular terms before the first non-analytic term. The factor 〈(λ+ ρ)α−1〉,
which appears only in the numerator of pˆ(λ), has k − 1 such terms, so pˆ(λ) dominates as λ→ 0 and we have
p˜(k, t) ∼ p(t) c˜0(k) 〈ρ
α〉
〈ρα〉+ k2Dα as t→∞. (S63)
The normalized density under decay c˜(k, t) = p˜(k, t)/p(t), is thus identical to that under reset (S61) as t → ∞.
Eq. (S62), may be Fourier-inverted (with c0(x) = δ(x)) to obtain
pˆ(x, λ) =
pˆ(λ)
2
R(λ)e−|x|R(λ), (S64)
where R(λ) ≡ D−1/2α 〈(λ+ ρ)α〉1/2.
