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Cílem této bakalářské práce je navrhnout a implementovat klasifikátor objektů za pomocí
radaru, konkrétně klasifikátor vozidel na silničních komunikacích. V první části jsou pop-
sány principy fungování radaru a metody, které slouží k analýze radarového signálu. Práce
uvádí základy klasifikace, přičemž je kladen důraz na klasifikační model
”
Support Vector
Machines“. Předvedenými postupy jsou z radarového signálu extrahovány příznaky pro
klasifikaci. V další části je proveden návrh a implementace klasifikátoru. Nakonec je vyhod-
nocena úspěšnost klasifikátoru a je navrženo možné pokračování práce.
Abstract
The aim of this bachelor’s thesis is to design and implement classification system using
radar, specifically vehicle classification system. The first part describes both radar principles
and radar signal processing methods. A brief introduction to machine learning is provided,
with emphasis on Support Vector Machines classification model. Feature extraction methods
from radar signal are discussed as well. The next part describes concept and implementation
of system for vehicle classification. In the end, the implemented classification system is
evaluated and the possible continuation of this work is stated.
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Tato práce se zabývá využitím radaru jako netradičního prostředku pro klasifikaci objektů.
S rozvojem techniky v posledních letech je kladen stále větší důraz na automatizované
rozpoznávání a detekci objektů. Počítačové vidění je odvětví, které se této problematice
intenzivně věnuje. Jedná se zejména o zpracování a získávání relevantních informací z vi-
dea a fotografií. Typickým problémem bývá rozhodnout o přítomnosti konkrétního objektu
nebo vlastnosti. Příkladem může být detekce obličeje na fotografii nebo počítání vozidel na
silničních komunikacích. V průmyslu jsou časté systémy, které provádějí kontrolu jakosti
výrobků. Nejčastěji používanými senzory pro tyto úlohy jsou zařízení poskytující obrazový
záznam. Dnešní multimediální technika je schopna snímat okolí s velkou rozlišovací schop-
ností a ve vysoké kvalitě. Nevýhodou těchto zařízení je ale omezená funkčnost ve zhoršených
viditelnostních podmínkách (tma, mlha, déšť,. . .).
V takových situacích mohou být řešením radarové systémy. Radar vysílá vysokofrek-
venční signál, který je objekty částečně odražen. Tento odraz je radarem následně zachycen
a zpracován. Kromě funkčnosti ve tmě či mlze poskytuje radar navíc informace o rychlosti
a vzdálenosti objektů. Tato původně vojenská technika sloužila již za druhé světové války
k detekci nepřátelských letounů a k navigaci. Postupem času se vyvinulo několik typů
radaru ke specifickým účelům. Díky technologickému rozvoji se radary stávají finančně
dostupné a nalézají uplatnění ve spoustě civilních aplikací. Časté je využití radaru pro
měření rychlosti vozidel policií nebo v podobě panelů, informujících o aktuální rychlosti při
vjezdu do obcí. Zvláště výhodně se jeví propojení radarové a kamerové techniky, jako je
tomu např. u automobilových asistentů, které sledují okolní provoz a v případě nutnosti na
něj reagují.
V této práci je věnována pozornost klasifikaci dopravních prostředků na silničních ko-
munikacích. Radarový signál při vhodném použití obsahuje informace nezbytné pro roz-
poznávání mezi jednotlivými typy vozidel jako jsou osobní automobily, motorky, dodávky,
autobusy nebo nákladní vozidla.
Motivací pro mne bylo prohloubení a využití znalostí o zpracování signálů a strojovém
učení. Velkou roli také sehrála možnost experimentů se zajímavou technologií, jakou jsou
radary.
V kapitolách 2 a 3 jsou popsány principy fungování radaru a metody, pomocí kterých
lze z radarového signálu extrahovat požadované informace. Kapitola 4 uvádí základy strojo-
vého učení, s důrazem na popis klasifikačního modelu
”
Support Vector Machines“. Kapitola
5 obsahuje analýzu problematiky klasifikace vozidel a je proveden návrh příznaků a klasifi-
kátoru. V kapitole 6 je popsána implementace samotného klasifikátoru v prostředí Matlab.
Kapitola 7 vysvětluje, jakým způsobem probíhal sběr reálných dat a je diskutována invari-
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antnost příznaků vůči rychlosti vozidel. Kapitola se také zabývá vyhodnocením úspěšnosti





Radar je zkratka z anglického
”
Radio Detection And Ranging“, kterou bývají označovány
zařízení, která jsou schopna mimo jiné detekovat objekty a provádět měření vzdálenosti.
Princip fungování spočívá ve vysílání vysokofrekvenčních elektromagnetických vln, které
jsou předmětem částečně odraženy zpět a zachyceny. Takto odražený a zachycený signál
v sobě nese určité informace o daném objektu. Typicky se jedná o rychlost a vzdálenost,
ale je možné získávat i jiné informace v závislosti na typu radaru a jeho účelu.
Využívají se frekvence řádově od stovek megahertz až po desítky gigahertz [16]. Délka
vlny ovlivňuje rozlišovací schopnosti radaru, útlum signálu při průchodu prostředím, ale také
požadavky na fyzickou velikost antén. Rychlost šíření těchto vln vzduchem je konstantní a je
přibližně rovna rychlosti šíření světla. Toho je využíváno při určování vzdálenosti, kterou je
možné vypočíst na základě zpoždění mezi vysláním a přijetím odraženého signálu. Množství
odražené energie od objektu je závislé mj. na materiálu, ze kterého je objekt složen. Největší
odrazivost vykazují elektricky vodivé materiály jako jsou kovy [15].
Významného vývoje doznaly radarové technologie díky jejich využití ve vojenství, kde již
od druhé světové války slouží k detekci letounů a střel ve vzdušném prostoru. Jejich dnešní
uplatnění je ale podstatně širší. Pravděpodobně nejrozšířenější civilní využití je měření rych-
losti vozidel. Radary mají své nezastupitelné místo při kontrole a řízení letového a lodního
provozu, kde jsou schopné poskytovat údaje pro navigaci i za nepříznivého počasí. V mete-
orologii se používají pro detekci dešťových mraků a přesné předpovědi počasí by bez nich
byly prakticky nemožné. Kosmickým sondám slouží ke vzdálenému snímání povrchu planet.
V geologii se využívá speciální radar schopný pronikat povrchem Země a mapovat prostor
pod ním ([15]). Se stále klesající cenou radary pronikly i do automobilového průmyslu, kde
přispívají k bezpečnosti jako automobiloví asistenti, které monitorují a reagují na okolní
provoz.
2.1 Dopplerův jev
Radary vysílají elektromagnetické vlny o určité frekvenci. Vlny, odražené od statických
objektů (vzhledem k radaru), přicházejí do radaru s nezměněnou frekvencí. Pokud má
objekt vzhledem k radaru nenulovou rychlost, bude docházet ke změně frekvence vln. Při
pohybu směrem k radaru se frekvence přijatých vln bude zvyšovat a při pohybu směrem
od radaru naopak snižovat. Toto chování je známé jako Dopplerův jev.






Obrázek 2.1: Zdroj vln pohybující se zleva doprava. Frekvence je vyšší na pravé straně a
nižší na levé straně. (Převzato z [14])
kde f je pozorovaná frekvence, f0 je původní frekvence, c je rychlost šíření vln v prostředí,
vr je rychlost přijímače v prostředí a vs je rychlost zdroje vln.
Uvedený vzorec předpokládá, že zdrojem vln není samotný přijímač, ale jiný objekt.
Pokud se tento vzorec vztáhne k fungování radaru, odpovídá f frekvenci, se kterou budou
vlny vyslané radarem dopadat na pohybující se objekt. Následuje odražení vln a jejich






kde fd je rozdíl mezi vyslanou a přijatou frekvencí [Hz], vr je rychlost objektu směrem
k radaru [m/s] a λ je vlnová délka [m].
2.2 Rozdělení typů radarů
Základní rozdělení radarů je na aktivní a pasivní. Aktivní radary vysílají a přijímají vyso-
kofrekvenční elektromagnetické vlny. Pasivní radary naproti tomu provádějí pouze příjem.
Podle spolupráce radaru s dalšími zařízeními se provádí dělení na primární a sekundární
radary ([16]).
• Primární radary – Jedná se o aktivní radary, které získávají informace na základě
zpracování odraženého elektromagnetického vlnění. Ke své činnosti nepotřebují od
cíle žádnou spolupráci.
• Sekundární radary – Aktivní radary, které ke své činnosti vyžadují spolupráci
dalšího zařízení. Používají se při řízení letového provozu, kde se letadlům v dosahu
pozemního radaru zasílají výzvy k identifikaci a zaslání dalších informací. Tyto výzvy
jsou na letadlech zachyceny a pomocí tzv. odpovídače je zaslána radaru odpověď.
Výhodou tohoto řešení je možnost získávat mnohem větší množství informací, než
které by bylo možné získat pomocí klasického primárního radaru, nevýhodou pak
nutnost spolupráce sledovaného cíle.
Další dělení je možné provádět podle průběhu vysílaného signálu.
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• Pulzní radary - Fungují na principu periodického vysílání krátkých elektromagne-
tických signálů (pulzů). Po vyslání každého pulzu se přechází na určitou dobu do
pasivního režimu, ve kterém mohou být přijaty odrazy od prostředí. Pro tento typ
radarů je typické sdílení antény pro vysílání signálu i jeho příjem, jelikož se současně
provádí pouze jedno z nich. Vzdálenost k objektu je možné určit jednoduše na základě
zpoždění mezi odvysíláním pulzu a jeho přijetím. Měření rychlosti se pak provádí na
základě Dopplerovy frekvence. Pulzní radary jsou vhodné pro použití na delší vzdá-
lenosti a jejich využití je tedy např. v meteorologii a leteckých radarech ([15]).
• Radary s kontinuální vlnou - Vyznačují se nepřerušovaným vysíláním signálu.
Vysílání a příjem signálu probíhá současně, proto je nutné mít u tohoto typu radarů
dvě antény. Vyzařovaný signál bývá obvykle nízkoenergetický, což omezuje použití
na krátké vzdálenosti ([16]). Vzdálenost k objektu není možné určovat ze zpoždění
mezi odvysíláním signálu a jeho přijetím, protože zde nejsou žádné pauzy ve vysílání,
jako je tomu u pulzních radarů. Z tohoto důvodu se pro měření vzdálenosti využívají
techniky frekvenční modulace, založené na principu změn frekvence vysílaného signálu
v čase.
2.3 Radar s kontinuální vlnou
Obrázek 2.2: Blokové schéma radaru K-MC1 (Převzato z [1]).
Radar s kontinuální vlnou vysílá nepřerušovaný periodický signál s frekvencí ftx pomocí
antény Tx. Signál odražený od pohybujícího se objektu je zachycen anténou Rx s frekvencí
frx = ftx + fd (2.3)
kde fd je Dopplerova frekvence. Následně je prováděno směšování výstupního a vstupního
signálu ([16]):
cos(2pifrxt) · cos(2piftxt) =
= 12 [cos(2pi(frx + ftx)t) + cos(2pi(frx − ftx)t)] (2.4)
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Výsledkem násobení jsou dva periodické signály, jejichž frekvence odpovídají součtu
a rozdílu vstupní a výstupní frekvence. Signál 12 cos(2pi(frx + ftx)t) bývá rovný přibližně
dvojnásobku výstupní frekvence a je odfiltrován přímo elektronikou radaru ([15]). Výstupem
je tedy periodický signál s frekvencí danou rozdílem frx − ftx. Objekty s nulovou rychlostí
vůči radaru nebudou proto na výstupu generovat žádné periodické signály.
Funkce cosinus je sudá a není tedy možné z jejího výstupu rozeznat, zda má kladnou či
zápornou frekvenci (zda se objekt pohyboval směrem k radaru nebo od radaru). Radar je
proto vybaven výstupy I a Q, mezi kterými je fázový posun pi2 v případě pohybu k radaru
a −pi2 v případě pohybu od radaru.
Pro měření vzdálenosti pomocí radaru s kontinuální vlnou je nutné využít některou
z technik frekvenční modulace. Radar pro to musí být vybaven takovým způsobem, aby
mohl uživatel v určitém rozsahu měnit vysílanou frekvenci. Často to bývá realizováno po-
mocí speciálního vstupního pinu, na který lze přivedením napájecího napětí tuto frekvenci
měnit. Jednotlivé techniky se liší právě průběhem změny výstupní frekvence radaru.
• Lineární frekvenční modulace signálu – Vyznačují se lineární změnou frekvence
signálu. Je kladen důraz na dodržení co nejlineárnějšího průběhu frekvence signálu,
což většinou vyžaduje použití korekcí.
Obrázek 2.3: Typická závislosti frekvence na napětí vstupního řídícího pinu radaru K-MC1 -
Výrobce poskytuje nástroj na výpočet nelinearity na základě 3 známých kombinací vysílané
frekvence a napájecího napětí řídícího pinu. (Převzato z [1])
Nejjednodušší je tzv. pilová modulace, která spočívá v periodickém lineárním růstu
nebo poklesu frekvence signálu. Odražený signál se díky konečné rychlosti šíření elek-
tromagnetických vln vrací v době, kdy již radar vysílá na jiné frekvenci. To vede na
výstupu radaru k tvorbě periodického signálu známého jako tzv. Beat frekvence. Z něj











kde R je vzdálenost [m], ∆t je zpoždění odraženého signálu [s], c0 je rychlost světla
v [m/s], fb je beat frekvence [s−1] a TM je časová perioda opakování průběhu vysíla-
ného signálu [s].
Při použití této techniky není možné současně měřit rychlost. Změna frekvence způ-
sobená Dopplerovým jevem se projeví jako chyba při výpočtu vzdálenosti.
Trojúhelníková modulace periodicky lineárně zvyšuje a snižuje frekvenci a umožňuje
současně měřit vzdálenost i rychlost na základě Dopplerovy frekvence.
• Diskrétní frekvenční modulace signálu – U této metody je vzdálenost určována










kde R je vzdálenost [m], Ru je maximální jednoznačná detekovatelná vzdálenost, φT
je fáze signálu [rad], c je rychlost šíření vln v prostředí [m/s] a f je použitá frekvence
[Hz].
Jak je patrné ze vztahu 2.7, maximální vzdálenost, kterou je možné takto měřit, je
závislá na nosné frekvenci radarového signálu. Při použití vysokofrekvenčních radarů
je tato vzdálenost velice krátká a činí tento způsob měření vzdálenosti prakticky
nepoužitelný.
FSK funguje na principu diskrétních periodických změn frekvence vysílaného signálu
(frekvence f1af2. Pro měření vzdálenosti se pak využívá fázový rozdíl těchto signálů:
R =
cφT








Maximální detekovatelná vzdálenost (vztah 2.9) pak závisí pouze na rozdílu frekvencí
f1af2. Rozdíl mezi frekvencemi je tak malý, že Dopplerova frekvence způsobená pohy-
bem objektu bude v obou signálech téměř stejná. Velkou výhodou diskrétní modulace
je to, že nenarušuje původní spektrum odraženého signálu tak, jako je tomu u metod
s lineární modulací. Pomocí FSK není možné detekovat statické objekty ani měřit je-
jich vzdálenost, protože u těchto objektů nedochází ke tvorbě Dopplerovy frekvence.
Na druhou stranu je možné této vlastnosti využít pro potlačení vlivů statického pozadí




Výstupem radaru je analogový signál, který odpovídá Dopplerově frekvenci generované
pohybujícími se objekty před radarem. Cílem zpracování je provedení frekvenční analýzy,
z jejíž výstupu je možné získat informace jako je rychlost nebo vzdálenost.
Analogový signál je nutné před samotným číslicovým zpracováním digitalizovat. S tím
je spojené vzorkování a kvantování signálu, pomocí kterých získáme posloupnost číselných
hodnot, reprezentující původní signál. Signál je následně rozdělen do jednotlivých rámců,
které budou použity jako vstup pro frekvenční analýzu. Před provedením frekvenční ana-
lýzy je vhodné ze signálu odstranit stejnosměrnou složku, která by narušovala výsledné
spektrum. Na jednotlivé rámce se aplikují okenní funkce, které zlepšují určité vlastnosti
signálu. Frekvenční analýza pak poskytuje informace o zastoupení jednotlivých frekvencí
v původním signálu.
3.1 A/D převod signálu
A/D převod signálu se provádí pomocí periodického měření analogového signálu (vzorko-
vání) a ukládání naměřené hodnoty v digitální podobě (kvantování).
Vzorkování je možné vysvětlit jako násobení původního signálu periodickým sledem Di-
racových impulzů. Výsledkem této operace je opět sled Diracových impulzů, ovšem s moc-
nostmi danými hodnotami původního signálu. Násobení signálů v čase odpovídá konvoluci
jejich spekter. Spektrum navzorkovaného signálu představuje periodickou posloupnost kopií





kde T je vzorkovací perioda [s].
Pokud je tedy vzorkovací frekvence příliš nízká, budou se jednotlivé kopie původního
spektra překrývat (překrývající části se sečtou). V takovém případě nelze navzorkovaný
signál rekonstruovat do původní podoby. Pro bezchybnou rekonstrukci původního signálu
je nutné dodržet Nyquistův teorém, který stanovuje minimální vzorkovací frekvenci na
základě nejvyšší frekvence ve vzorkovaném signálu jako ([9]):
Fs ≥ 2Fmax (3.2)
kde Fmax je nejvyšší frekvence vzorkovaného signálu [Hz].
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3.2 Segmentace signálu
Digitalizovaný signál se rozděluje na menší části (rámce), které budou následně samostatně
zpracovány frekvenční analýzou. To nám umožňuje sledovat změnu spektra signálu v čase.
Délka rámce ovlivňuje rozlišovací schopnost následné frekvenční analýzy. Krátké rámce
poskytují dobré rozlišení v čase, dlouhé naopak ve frekvenční oblasti. Bohužel není možné
dosáhnout obou současně, a je tedy nutné hledat kompromis ([17]). Minimální délka rámce je
omezena délkou jedné periody signálu, která je nepřímo úměrná rychlosti pohybu objektu.
Délka rámce se často volí jako mocnina čísla dvou, protože je to vhodné pro zpracování
rychlou Fourierovou transformací.
Pro plynulejší přechod změn hodnot ve spektru se používá překrývání rámců. Obecně lze
říci, že čím větší překrytí, tím plynulejší přechod, ale i větší nároky na paměť a výpočetní
výkon. Při přílišném překrytí budou spektra jednotlivých rámců velmi podobné, což je
negativní vlastnost pro následnou klasifikaci ([17]).
Ze signálu se odstraňuje stejnosměrná složka, protože ta by se ve spektru signálu pro-
jevovala na nulové frekvenci. Frekvenční analýza zpracovává signál po rámcích, je tedy
vhodné odstranit stejnosměrnou složku přímo z těchto rámců. To se provede odečtením
střední hodnoty od každého vzorku dat.
Na každý rámec se následně aplikuje okenní funkce, která zlepšuje jeho vlastnosti pro
frekvenční analýzu. Aplikace rámce představuje vynásobení rámce a okenní funkce v časové
oblasti, což ve spektrální oblasti odpovídá konvoluci jejich spekter ([18]). Nejjednodušší je
obdélníková funkce. Ze všech okenních funkcí je nejselektivnější, a je tedy schopna rozlišit
malé detaily ve frekvenční oblasti. Její velkou nevýhodou však je ovlivňování hodnot ve
spektru jejich okolím a není proto vhodná pro použití na radarová data. Hammingovo okno
a Hanningovo okno nejsou tak selektivní jako obdélníkové okno, ale tlumí účinek postranních
hodnot. Tato dvě okna jsou pro zpracování radarových dat nejvhodnější ([12]).
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Obrázek 3.1: Srovnání pravoúhlého a Hammingova okna v časové a frekvenční oblasti.
(Převzato z [17])
3.3 Frekvenční analýza
Diskrétní Fourierova transformace (DFT) slouží k frekvenční analýze signálů s diskrétním
časem. Vstupem DFT je posloupnost hodnot délky N a výstupem je N koeficientů, které














kde N je celkový počet vzorků a Fs je vzorkovací frekvence.
Počet vstupních vzorků tedy udává rozlišení DFT ve frekvenci. Zvýšením jejich počtu
se zvýší frekvenční rozlišení, ale právě použitím vzorků z delšího časového intervalu signálu
se zvyšuje riziko nestacionárního rámce. Často používanou technikou je doplňování vzorků
signálu nulami do požadovaného počtu. Výstup DFT má potom vyšší rozlišení a obsahuje
plynulejší přechody, nicméně samotné přidávání nul do signálu nepřináší žádnou dodatečnou
informaci a dosažený efekt tak lze chápat jako interpolaci výstupních hodnot.
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U reálných signálů jsou prvky DFT komplexně sdružené (mají stejný modul a opačnou
fázi) podle vztahu ([18]):
X[k] = X?[N − k] (3.5)
Výstupní signál z radaru však reálný není, protože se skládá z reálné a imaginární složky
(kanály I a Q). Výše uvedený vztah tak často nebývá zachován a není tedy možné vypočíst
pouze jednu polovinu spektra s domněním, že druhá polovinu bude komplexně sdruženou
kopií té první, jako je tomu u reálných signálů.
Časová složitost DFT je 2N2. Rychlá Fourierova transformace (FFT) poskytuje stejné




Klasifikace představuje proces zařazení objektu do jedné z několika možných tříd na základě
vhodných informací. Informace o objektech jsou reprezentovány pomocí číselných vektorů,
které je možné chápat jako souřadnice N-dimenzionálního prostoru. Úkolem klasifikátoru
je rozdělit tento prostor do takových částí, aby od sebe byly odděleny vektory (body)
jednotlivých tříd.
Za tímto účelem se provádí trénování klasifikátoru, které obvykle spočívá v předložení
množiny trénovacích příznakových vektorů a množiny jim odpovídajících tříd - jedná se
tedy o tzv. trénování s učitelem. Existují i metody trénování bez učitele, kdy systém nezná
třídy příznakových vektorů ani skutečný počet tříd. Natrénovaný klasifikátor je schopen
s určitou mírou spolehlivosti klasifikovat objekty, které mu předtím nebyly předloženy (za
předpokladu, že budou mít stejné nebo podobné vlastnosti jako objekty použité pro tré-
nování). Při trénování je nutné zabývat se generalizací modelu a vyhnout se případnému
přetrénování. Cílem je nalezení rozhodovacích hranic, které budou co nejvíce odpovídat
skutečnému rozložení tříd pomocí omezeného počtu trénovacích dat ([2]).
Klasifikátor provádí měkké nebo tvrdé rozhodnutí. V případě tvrdého rozhodnutí je
výstupem klasifikátoru pouze jedna třída, do které byl objekt zařazen. Měkké rozhodnutí
poskytuje pravděpodobnosti (v anglickém originále
”
likelihoods“) náležitosti objektu jed-
notlivým třídám. Měkká rozhodnutí poskytují možnost úpravy výsledků na základě doda-
tečných informací či preferencí. Srovnání výstupu měkkého a tvrdého rozhodnutí je možné
vidět na obrázku 4.1.
Klasifikačních modelů je celá řada a liší se zejména způsobem, jakým rozdělují prostor
s příznakovými vektory. V sekci 4.3 je detailnější popis modelu
”
Support Vector Machines“,
který byl použit v této práci.
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Obrázek 4.1: Srovnání tvrdého rozhodnutí (vlevo) a měkkého rozhodnutí (vpravo). Barva
pozadí udává třídu, do které byl bod v prostoru klasifikován - zde černá a bílá. U měkkého
rozhodnutí udává odstín náležitost bodu do obou tříd.
4.1 Příznaky pro klasifikaci
Cílem extrakce příznaků z radarového signálu je vybrat takové příznaky, které obsahují
informace, podle kterých je možné s co možná nejvyšší jistotou přiřadit objekt ke kon-
krétní třídě. Z těchto příznaků se následně vytvoří příznakový vektor, který je vstupem
pro samotný klasifikátor. Příliš mnoho informací vede k náročnější a pomalejší extrakci i
zpracování. Existují techniky, které umožňují snižovat délku příznakových vektorů odstra-
ňováním dimenzí, které nejméně napomáhají odlišovat mezi jednotlivým třídami (kapitola
4.2).





































Obrázek 4.2: Ukázka vhodných a nevhodných příznakových vektorů pro dvě třídy. U ne-
vhodně zvolených příznaků dochází k jejich vzájemnému překrývání v rámci jednotlivých
tříd, což znesnadňuje nebo úplně znemožňuje klasifikaci.
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4.2 Analýza hlavních komponent pomocí singulárního roz-
kladu
Na metodu singulárního rozkladu (singular value decomposition, SVD) lze nahlížet z více
úhlů pohledu. Je to metoda, která umožňuje provádět dekorelaci proměnných, na kterých
jsou pak patrnější různé vzájemné vztahy. SVD je současně nástroj pro identifikaci a uspořá-
dání dimenzí, napříč kterými data vykazují nejvyšší variabilitu. Po nalezení dimenzí s nej-
vyšší variabilitou je následně možné aproximovat originální data pomocí nižšího počtu
dimenzí. SVD tak slouží i jako prostředek pro redukci dimenzí.
Pomocí SVD je možné z dat získat vlastní čísla a vlastní vektory. Vlastní vektory právě
odpovídají dimenzím s nejvyšší variabilitou. Jsou definované jako nenulové vektory splňující
lineární rovnici ([8]):
A q = λq (4.1)
kde A je čtvercová matice, λ je vlastní číslo ve formě skalární hodnoty a q je vlastní vektor.
Vlastní vektory jsou vzájemně ortogonální. Konvencí je navíc uvádět vlastní vektory
ortonormální (vektory jsou na sebe kolmé a jejich délka je jednotková), vlastní čísla pak
popisují jejich
”
důležitost“, resp. variabilitu dat v jednotlivých dimenzích.

















Obrázek 4.3: Na levé straně jsou modrou barvou znázorněny dva vlastní vektory. Vlastní
čísla jsou reflektována pomocí délek vektorů. Na pravé straně jsou data do těchto vektorů
promítnuta. Tím dochází k dekorelaci dimenzí.
Singulární rozklad je založen na teorému z lineární algebry, který popisuje rozklad sy-
metrické matice A do čtvercové matice U , diagonální matice Σ a transponované čtvercové
matice V ([8]):
A = U ΣV T (4.2)
kde U a V jsou ortonormální matice obsahující vlastní vektory matic AAT a ATA. Σ je
diagonální matice, obsahující tzv. singulární čísla. Platí, že singulární čísla odpovídají druhé
odmocnině vlastním číslům matice AAT a jsou uvedena v sestupném pořadí.
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4.3 Support Vector Machines
Support Vector Machines (SVM) provádějí lineární klasifikaci v N-rozměrném prostoru.
Jsou typické použitím jádrových funkcí, které dokážou promítnout lineárně neseparovatelná
data do vyšších dimenzí, kde je již možné třídy oddělit pomocí lineární rozhodovací hranice.
Hranice lineárního klasifikátoru je navíc volena takovým způsobem, aby její vzdálenost od
jednotlivých bodů tříd byla co největší ([5]). SVM obecně poskytuje velmi dobré výsledky,
které je možné ovlivňovat dalšími parametry. Po natrénování modelu již není nadále nutné
udržovat trénovací data, což je výhodné z hlediska paměťové náročnosti klasifikátoru.
Rozhodovací hranice je definována pomocí normálového vektoru w a koeficientu b, který
realizuje posunutí hranice napříč tímto vektorem. Klasifikátor lze realizovat následovně:
Obrázek 4.4: Rozdělení prostoru pro účely binární klasifikace. Na obrázku je znázorněno
posunutí hranice pomocí koeficientu b (převzato z [3]).
f(x) = sign(wTx+ b) (4.3)
Vyhodnocená vzdálenost bodu třídy od rozhodovací hranice závisí na délce vektoru w.





kde y reprezentuje náležitost bodu do jedné či druhé třídy a nabývá hodnot +1 nebo -1.




Mezi body jednotlivých tříd z obrázku 4.5 existuje více možných lineárních rozhodo-
vacích hranic, které by dokázaly bezezbytku třídy od sebe oddělit. Rozhodovací hranice,
která bude vedena prostředkem prázdného místa mezi třídami, však vystihuje rozdělení tříd
v prostoru nejlépe. Vektory, znázorněné přerušovanými čarami na obrázku 4.5, se označují
jako tzv. podpůrné vektory (v anglickém originále
”
support vectors“), protože body tříd
jakoby podpírají. Tyto vektory přímo ovlivňují výsledné řešení a jsou definovány pomocí
těch bodů tříd, které jsou v nejbližší vzdálenosti vzhledem k bodům opačné třídy. Důležité
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Obrázek 4.5: Podpůrné vektory (převzato z [10])
je, že pokud by byla při trénování vypuštěna všechna data, která se podpůrných vektorů
nedotýkají, tak by výsledné řešení bylo stejné. Vzdálenost ρ mezi podpůrnými vektory se
nazývá geometrický okraj a je snahou, aby tato vzdálenost byla co největší. Nalezení op-
timální rozhodovací hranice lze formulovat jako následující minimalizační problém ([10]),
kde hledáme w a b takové, že
• 12wTw je minimalizováno
• pro všechna {(xi, yi)}, yi(wTxi + b) ≥ 1
Volné proměnné
V reálných klasifikačních úlohách velmi často nastává situace, že třídy není možné line-
árně separovat díky malému počtu trénovacích dat, které se nacházejí v oblasti cizí třídy.
Je zde úzká souvislost s volbou vhodných klasifikačních příznaků, nicméně i při použití
těch nejlepších dostupných příznaků se obvykle jednotlivé třídy více či méně překrývají.
To z principu předem znemožňuje stoprocentní úspěšnost klasifikátoru. Tento problém sice
může být řešitelný pomocí kernelových metod (viz. dále), ale ve výsledku to vede k nežá-
doucímu přetrénování klasifikátoru a snížení jeho přesnosti. Z tohoto důvodu byly zavedeny
takzvané volné proměnné (slack variables) ς. Pomocí nich lze dovolit několika málo bodům,
aby se ocitly na nesprávné straně rozhodovací hranice. Pro takto špatně zařazený bod je
definována cenová funkce, která bere v potaz vzdálenost bodu od rozhodovací hranice. Na-
lezení optimální rozhodovací hranice při zavedení volných proměnných lze formulovat jako
následující minimalizační problém ([10]), kde hledáme w a b takové, že
• 12wTw + CΣiςi je minimalizováno
• pro všechna {(xi, yi)}, yi(wTxi + b) ≥ 1− ςi
Nenulové hodnoty ς dovolují nedodržet podmínku absolutního oddělení bodů jednotlivých
tříd. Parametr C slouží jako nástroj, pomocí kterého lze předcházet přetrénování modelu.
Při malých hodnotách C se může mnoho bodů nacházet na špatné straně rozhodovací
hranice, což povede k velkému geometrickému okraji. Naopak při velkých hodnotách se
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bude více projevovat penalizace za špatně klasifikované body. Cílem přitom není dosáhnout
co nejvyšší úspěšnosti na trénovacích datech, ale nastavit model tak, aby následně s co
nejvyšší přesností klasifikoval dosud nepředložená data ([7]).
Kernelové metody
Princip oddělení lineárně neseparovatelných dat lineární rozhodovací hranicí spočívá v pro-
mítnutí dat do více-dimenzionálního prostoru, kde je vyšší šance tyto data oddělit anebo
je vhodněji strukturovat. Mapování vektoru do jiného prostoru pomocí transformace:
Φ : x 7→ φ(x) (4.5)
Při zpracování bodů (vektorů) v SVM se ale pracuje s těmito vektory pouze ve formě jejich




kde xi a xj jsou dva různé vektory tříd. Po namapování vektorů do více-dimenzionálního
prostoru se bude v SVM opět pracovat pouze se skalárními součiny dvojic vektorů, tentokrát




Díky tomu není nutné data do nového prostoru opravdu mapovat (počítat souřadnice v jed-
notlivých dimenzích), ale postačí znát výsledek jejich skalárního součinu. To je výhodné
zvláště pokud je výpočet skalárního součinu méně komplikovaný a efektivnější, než by byla
transformace 4.5. K(xi,xj) se nazývá také jako jádrová funkce. Právě tohoto ”
triku“ se






i xj + C)
d (4.9)
K(xi,xj) = exp(−γ‖xi − xj‖2) (4.10)
K(xi,xj) = tanh(γx
T
i xj + C) (4.11)
Lineární jádrová funkce 4.8 počítá skalární součin vektorů v původním prostoru. Pou-
žívá se v případech, kdy mapování do prostoru s vyššími dimenzemi není zapotřebí. Radiální
jádrová funkce 4.10 je jedna z nejpoužívanějších vůbec. Provádí nelineární mapování do pro-
storu s více dimenzemi. Při určitých parametrech poskytuje stejné výsledky jako lineární
funkce. 4.9 je polynomiální jádrová funkce a 4.11 je jádrová funkce
”
sigmoid“.
SVM původně vznikl pro úlohy binární klasifikace, dnes jsou však běžné spíše modifi-
kované verze schopné klasifikovat mezi více třídami.




5.1 Klasifikační třídy - dopravní klasifikátor
Součástí zadání bylo zvolit klasifikační úlohu. Po nastudování odborné literatury, seznámení
se s dostupnou technikou a konzultacích byl zvolen tento cíl - implementovat klasifikátor,
který bude schopný rozlišovat mezi jednotlivými typy (třídami) vozidel na silničních komuni-
kacích. Minimální množina tříd, mezi kterými bude prováděna klasifikace, bude obsahovat:
• Malá vozidla - Třída zahrnující osobní automobily a vozidla typu SUV.
• Střední vozidla - Třída zahrnující dodávky.
• Velká vozidla - Třída zahrnující autobusy a nákladní automobily.
Toto rozhodnutí bylo učiněno z několika důvodů. Automobily jsou díky jejich rozměrům
a materiálům radarem dobře zachytitelné. To umožňuje použití radarů s relativně nízkým
výkonem. Díky historii a trendům použití radarů pro civilní účely je to také důvod, proč jsou
radarové moduly často vyráběny a optimalizovány primárně pro účely analýzy silničního
provozu. Radar, který je byl použit v této práci (kapitola 5.3), je výrobcem určen jako
”
vhodný pro dopravní aplikace“ ([1]).
Při správném použití poskytuje radar vhodné příznaky pro klasifikaci jednotlivých typů
vozidel. V kombinaci s efektivním klasifikačním modelem lze dosáhnout vysoké přesnosti
výsledného systému. Důležitým prvkem je zde umístění radaru vzhledem k projíždějícím
vozidlům. Stejně tak důležité je nastavení parametrů pro samotný radar. Detailnější popis
je uveden v kapitole zabývající se analýzou problematiky (5.2).
Sběr dat, nad kterými lze provádět klasifikaci, často bývá jednou z nejproblematičtějších
nebo nejnáročnějších fází vůbec. Existují rozsáhlé databáze obrazových dat, např. databáze,
pomocí kterých se trénují a vyhodnocují detektory lidských tváří na fotografiích, či ve videu.
Radarové alternativy takových databází však obvyklé nejsou. Situaci ještě kompiluje fakt,
že v případě radarů s kontinuální vlnou (kapitola 2.3) je radarový záznam vždy pořízen
s určitou modulací a dalšími parametry, které již později nelze měnit. Díky vysoké intenzitě
provozu na silničních komunikacích se problém sběru dat podstatně redukuje.
5.2 Analýza
Pro klasifikaci vozidel pomocí radaru se ukázalo jako vhodné umístit radar nad vozovku,
protože je tak možné získat informace o tvaru vozidla, případně o jeho výšce ([6]). Zaměření
radaru pak svírá vůči vozovce úhel α.
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Díky tomu, že projíždějící vozidla budou radarem nahrávána pod nenulovým úhlem,
bude se projevovat tzv. faktor kosinového úhlu. Ten způsobuje nepřesnosti naměřené rych-
losti v a jeho efekt se zvyšuje současně s měřícím úhlem. Pokud je úhel měření znám, je
možné provést korekci měřené rychlosti následovně ([11]):
vzmerena = vrealna · cosα (5.1)
Na vozidlech lze nalézt několik význačných bodů, které efektivně odrážejí radarový
signál. Tyto body jsou umístěny na různých pozicích vozidla, díky čemuž mají vzhledem
k radaru rozdílný úhel α. Tím pádem generují i rozdílnou Dopplerovu frekvenci. Jak vo-
zidlo projíždí pod radarem, úhel α se postupně zvyšuje. Výsledkem je tvorba křivek ve
spektrogramu, kde každá křivka odpovídá jednomu význačnému bodu vozidla. Důležité
je, že vozidla s rozdílnými tvary budou generovat rozdílné spektrogramy. V [6] dosahoval
klasifikátor založený na tomto principu úspěšnosti klasifikace cca 95%, přičemž byl použit






















































Obrázek 5.1: Srovnání spektrogramů jednotlivých typů vozidel.
5.3 Použitý radar
V této práci byl použit radarový modul K-MC1 od Švýcarské firmy RFBeam Microwave
GmbH ([1]). Rozměry tohoto modulu jsou 6.5cm × 6.5cm × 0.5cm. Radar vysílá nepře-
rušovaný signál se základní frekvencí 24.150Ghz. Frekvenci je možné měnit v rozsahu cca
±80Ghz přivedením napětí na řídící pin. Výstupem je nízkofrekvenční signál s Dopplerovou
frekvencí rozložený do kanálů I a Q (kapitola 2.3) v základní i zesílené podobě. Schéma
modulu je na obrázku 2.2. Úhlový rozsah antény je přibližně 12 stupňů horizontálně a 25
stupňů vertikálně.
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Obrázek 5.2: Použitý radar (převzato z [1]).
5.4 Příznaky pro klasifikaci
Proces volby a extrakce vhodných příznaků se vyvíjel delší dobu za použití dat, která byla
nahrána v relativně rané fázi této práce. Byl kladen důraz na invariantnost výsledných
příznaků vůči rychlosti vozidel - stejná vozidla, jedoucí různou rychlostí, budou generovat
stejné, nebo velmi podobné příznaky.
V následujícím textu jsou uvedeny příznaky, které byly použity. Stejně tak jsou zmíněny
myšlenky a důvody, které stály za jejich výběrem.
• Rychlost - Informace o rychlosti projíždějícího vozidla je snadno zjistitelná. Jako sa-
mostatný příznak však není pro klasifikaci příliš užitečná, protože rychlost vozidla, až
na speciální případy, nezávisí v běžném provozu na jeho typu (kapitola 7.3). Rychlost
se však využívá při tvorbě jiných příznaků.
• Délka vozidla - Znalost délky vozidla může být pro klasifikaci velmi důležitá. Její
výpočet se provádí na základě doby trvání úseku, kdy se vozidlo vyskytuje před ra-
darem. Tato doba je vynásobena rychlostí vozidla.
• Průběh energie signálu - Jednotlivé typy vozidel se mj. odlišují konstrukčním tva-
rem. Jak vozidlo projíždí pod radarem, jsou radarem postupně zachyceny jednotlivé
části vozidla. Tvar, materiál, sklon a další atributy těchto částí ovlivňují to, jakou
měrou se od nich bude radarový signál odrážet zpět. Důležitým aspektem je také
šířka vozidla. Průběh energie signálu tak v sobě může nést klíčové informace pro
klasifikaci.
• Celková odrazová plocha - Tento příznak má hodně společného s předchozím.
Na rozdíl od průběhu energie je zde podstatná celková suma energie signálu odra-




• Vzdálenost - Radar nahrává projíždějící vozidla z pozice shora. Díky tomu informace
o vzdálenosti zachycuje výšku vozidla. Pro účely měření výšky by bylo ideální, pokud
by byl radar zaměřen kolmo dolů k vozovce.
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Přesnost prakticky všech příznaků je závislá na úhlu zaměření radaru α vůči vozovce.
Se zvětšujícím se úhlem α se bude zvyšovat přesnost všech popsaných příznaků, vyjma
rychlosti. Přestože je rychlost pouze jedním z několika příznaků, nelze ji zanedbat. Díky





   Tvorba příznaků
        Klasiﬁkace
  Detektor vozidel
VSTUP
VÝSTUP
Obrázek 5.3: Schéma klasifikátoru
• Vstup - Vstupem bude digitální radarový signál s kanály I a Q. Signál je navzor-
kovaný předem zvolenou vzorkovací frekvencí. Modulace signálu je žádná nebo je
použita diskrétní frekvenční modulace.
• Frekvenční analýza - Před provedením frekvenční analýzy je nutné vstupní signál
upravit. Prvním krokem je rozdělení signálu na segmenty (rámce) zvolené délky. Při
použití diskrétní frekvenční modulace je k tomu nutné využít tzv. synchronizační bity -
vzorky v signálu, pomocí kterých jsou označeny začátky jednotlivých period modulace.
Synchronizační bity jsou v signálu realizovány vysokou hodnotu vzorku, které jiné
vzorky nikdy nemohou nabýt. Po zjištění pozic synchronizačních bitů je nutné je tyto
vzorky potlačit, protože by v dalším zpracování působily rušivě. Dalším krokem je
odstranění stejnosměrné složky a aplikace Hammingovy okenní funkce (kapitola 3.2).
Pro analýzu signálu ve frekvenčně-časové oblasti je použita Rychlá Fourierova trans-
formace - FFT, jejímž výstupem je spektrogram vstupního signálu.
• Detekce vozidel - Ve spektrogramu signálu je nutné najít úseky s projíždějícími
vozidly. Podle principu funkce Dopplerova radaru s kontinuální vlnou (kapitola 2.3)
je radarem generován signál pouze v případě, že se před ním nachází pohybující
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se objekt. Efektem toho budou úseky (rámce FFT) s projíždějícími vozidly mít ve
spektrogramu oproti ostatním vysokou energii. Nalezením takových úseků signálu
s vyšší než definovanou energií jsou detekovány projíždějící vozidla. Výstupem jsou
časové intervaly, které udávají počátek a konec výskytu vozidel (obrázek 5.4).











Obrázek 5.4: Princip detekce vozidel - vložené značky znázorňují začátek a konec výskytu
vozidla.
• Tvorba příznaků - Zde se z úseků signálu s projíždějícími vozidly vytváří příznakové
vektory, které budou dále předány klasifikátoru. Samotný proces tvorby příznaků byl
popsán v kapitole 5.4.
• Klasifikace - V této fázi se provádí klasifikace příznakovými vektory. Jako klasifikační
model byl zvolen
”
Support Vector Machines“. Pro účely trénování je nutné všem
předaným příznakovým vektorům přiřadit jejich skutečnou klasifikační třídu. To je
nutné i v případě, že chceme vyhodnotit úspěšnost natrénovaného klasifikátoru.
• Výstup - Výstupem jsou informace o provedené klasifikaci detekovaných vozidel. Pro
vyhodnocení úspěšnosti je jednou z vhodných výstupních formátů tzv. matice záměn.
V jejích řádcích jsou uvedeny skutečné třídy a ve sloupcích klasifikované třídy. Řádky
s procenty udávají, kolik vzorků každé třídy bylo klasifikováno do jednotlivých tříd.
Ideální je případ, kdy se na diagonále vyskytují hodnoty 100% a jinde jsou nuly
- v takovém případě byly všechny testovací data klasifikována správně. Příkladem
matice záměn je následující tabulka:
Klasifikované třídy
T1 T2 T3
T1 30% 60% 10%
T2 25% 50% 25%
T3 0% 0% 100%
Tabulka 5.1: Příklad matice záměn. Testovací data třídy T1 byla klasifikována správně
s úspěšností 30%, přičemž většina byla klasifikována chybně jako třída T2. U třídy T2 byla




V této kapitole je popsána implementace navrženého klasifikátoru v prostředí Matlab. Nač-
tení radarových dat zajišťuje skript, který poskytl vedoucí práce.
6.1 Spektrální analýza
Signál je nutné rozdělit na jednotlivé rámce. K tomu se využívají synchronizační bity, jenž
označují začátky jednotlivých period signálu. V Matlabu lze najít pozice těchto bitů za
pomocí funkce find, která vrací indexy elementů splňujících zadanou podmínku. V našem
případě jsou to vzorky, které překročí stanovenou hodnotu. Jako rámce se pak používají
vzorky mezi dvěma sousedními bity.
V případě použití diskrétní frekvenční modulace se změna frekvence nachází uprostřed
mezi synchronizačními bity. Oblast mezi synchronizačními bity je tedy rozdělena na dvě
části, mezi kterými je určen fázový rozdíl pomocí angle.
Od každého rámce je odečtena jeho střední hodnota. Tu lze v Matlabu získat voláním
funkce mean. Aplikace Hammingova okna je realizována vynásobením rámce s výstupem
funkce hamming. Jelikož se signál skládá z kanálů I a Q, je před dalším zpracováním vhodné
sestrojit z nich komplexní signál s = I+jQ. Posledním krokem před provedením spektrální
analýzy je doplnění rámce nulovými hodnotami tak, aby délka rámce odpovídala nejbližší
mocnině čísla dvě. K tomu slouží vestavěná funkce nextpow2, které je předána délka rámce
a která vrací nejbližší mocninu. Počet nul, který bude k rámci doplněn je definován jako
rozdíl 2nextpow2(delka ramce)−delka ramce. Požadovanou sekvenci nul lze v Matlabu sestrojit
pomocí zeros.
Následně je vypočtena Rychlá Fourierova transformace předáním rámce funkci fft.
Výstupní spektrum je možné učinit přehlednější přehozením jeho polovin v horizontální
ose. K tomu slouží fftshift.
6.2 Detekce vozidel
Ze spektra vstupního signálu je získán graf průběhu energie. Toho je docíleno sečtením ab-
solutních hodnot výstupů Rychlé Fourierovy transformace nad jednotlivými rámci. Během
vývoje se ukázalo, že je vhodné tento průběh vyhladit zprůměrováním několika málo soused-
ních hodnot. Pro tento účel existuje vestavěná funkce smooth (ilustrace výsledného průběhu
na obrázku 5.4).
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Následně je nutné zjistit, ve kterých úsecích má signál vysokou energii (způsobenou
přijíždějícími vozidly). Funkce find vrátí indexy vzorků v průběhu energie signálu, které
jsou vyšší, než je tzv. prahovací hladina. Hodnota prahovací hladiny byla nastavena na
základě experimentů a její hodnotu ovlivňuje více faktorů, jako např. výška umístění radaru
nad vozovkou, úhel zaměření radaru atd.
V dalším kroku je zapotřebí rozdělit vzorky, resp. indexy těchto vzorků, mezi jednotlivá
vozidla. Drobnou komplikací je fakt, že během průjezdu vozidla pod radarem může průběh
energie signálu na krátkou dobu klesnout pod úroveň prahovací hladiny. Z toho důvodu
byl zaveden minimální časový rozestup, po jehož překročení se následující vzorky přiřazují
dalšímu vozidlu. Tato funkčnost je realizována nalezením pozic indexů, které se od svého
následujícího vzorku liší o větší, než určenou hodnotu (hodnoty vzorků zde představují
indexy v původním signálu, viz. předchozí odstavec). V Matlabu je to realizováno funkcí
diff. Tím jsou nalezeny počátky a konce intervalů s projíždějícími vozidly.






















































Obrázek 6.1: Detekce vozidel - vlevo je výstup funkce find, což jsou indexy vzorků signálu
s vyšší, než difinovanou hodnotou. Napravo jsou pomocí rozdílu sousedních hodnot indexů
původního signálu vypočteny časové rozestupy mezi vozidly - hodnoty odpovídají časovým
rozestupům mezi vozidly na obrázku 5.4.
6.3 Extrakce příznaků
Rychlost
Rychlost je odhadována na základě Dopplerovy frekvence. Ze spektra jsou odstraněny zá-
porné a nesmyslně vysoké frekvence, které by mohly při výpočtu rychlosti působit rušivě.
Pro každý rámec signálu je pak určena nejvíce zastoupená frekvence, ze které je možné určit
rychlost pomocí rovnice 2.2. Poté je provedena korekce, protože se projevil faktor kosino-
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vého úhlu (rovnice 5.1). Nejpřesnější odhad rychlosti je v počáteční fázi průjezdu vozidla
















Obrázek 6.2: Odhad rychlosti.
Délka vozidla
Výpočet délky je implementován následovně:
delka = doba prujezdu · rychlost · C (6.1)
kde C je kalibrační konstanta. Ta byla použita, aby délka pokud možno odpovídala reálné
délce vozidla. Pro klasifikaci jako takovou však není rozdíl mezi detekovanou a skutečnou
délkou podstatný, důležité je zachovat vzájemné poměry délek jednotlivých typů vozidel.
Průběh energie signálu
Energii rámce signálu je možné vyjádřit jako sumu absolutních hodnot výstupu Rychlé
Fourierovy transformace nad tímto rámcem. V Matlabu to lze realizovat pomocí abs a
sum. Průběh je možné normalizovat do intervalu < 0; 1 > vydělením maximální hodnotou,
kterou vypočítá funkce max.
Příznakové vektory musí mít stejnou délku, ale doba průjezdu vozidel (a s tím související
počet rámců signálu) může být různá. Jedním ze způsobů, jak dosáhnout uniformní délky,
je provést lineární interpolaci vestavěnou funkcí interp1.
Celková odrazová plocha
Počítá se obdobně, jako průběh energie signálu. Není však prováděna normalizace do inter-
valu < 0; 1 > ani interpolace na uniformní délku. Nad tímto průběhem je provedena suma,
čímž dostaneme jednu agregovanou hodnotu, která odpovídá celkové odrazové ploše vozidla.




Předané příznaky je možné zredukovat provedením analýzy hlavních komponent pomocí
singulárního rozkladu matice (kapitola 4.2). V takovém případě je nejdříve nutné od pří-
znakových vektorů odečíst jejich střední složku. V Matlabu ji vypočteme pomocí mean.
Příznakové vektory jsou seskupeny po sloupcích do matice A. Vynásobením této matice
s její transponovanou kopií vznikne matice AAT , ze které budou počítány vlastní čísla a
vlastní vektory. Ty získáme pomocí funkce eig.
Pro samotnou klasifikaci byla použita knihovna LibSVM.
LibSVM
LibSVM je knihovna, která implementuje funkcionalitu klasifikačního modelu
”
Support
Vector Machines“. Podporuje veškeré metody uvedené v kapitole 4.3 a umožňuje přímo
klasifikovat mezi více třídami.
Součástí jsou rozhraní pro nejrůznější programovací jazyky a nástroje, včetně rozhraní
pro Matlab. Existuje ve verzi pro operační systém Windows i Linux. Jako celek je tato sada
nástrojů dobře odladěná a snadno použitelná. LibSVM je vydáno pod modifikovanou BSD






Vozidla byla nahrávána shora z nadchodu pro chodce. Díky úzkému úhlovému rozsahu an-
tény bylo možné radar zaměřit na jediný dopravní pruh, proto se v radarovém signálu vždy
vyskytuje maximálně jedno vozidlo. Nahrávky byly pořízeny s následujícími parametry:
Parametr Hodnota
Vzorkovací frekvence 50 Khz
Modulace signálu 5 Mhz
Typ modulace diskrétní
Výška umístění radaru 7.8m
Úhel zaměření radaru 36◦
Tabulka 7.1: Parametry při nahrávání dat.
Celkem bylo nahráno kolem dvou set vozidel. Převažující skupinou jsou osobní automo-
bily. Následně bylo nutné přiřadit vozidlům na nahrávkách jejich klasifikační třídy. Tyto
”
popisky“ se později využívaly při trénování modelu i při vyhodnocování úspěšnosti natré-
novaného klasifikátoru na předem nepředložených datech. Některá vozidla byla z nahrávek
vyřazena - např. vozidla, která během nahrávání přejížděla do jiného jízdního pruhu.
Obrázek 7.1: Při nahrávání radarových dat byl současně pořizován video záznam, který
pak sloužil jako pomůcka při zařazování vozidel do jednotlivých tříd. Červenou barvou je
zvýrazněn prostor, do kterého byl radar zhruba zaměřen.
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7.2 Invariantnost příznaků vůči rychlosti
V této kapitole je vyhodnocena invariantnost příznaků vůči rychlosti vozidel. Pro tento
účel bylo při sběru dat provedeno několik průjezdů automobilem, u kterého se rychlost
zaznamenávala pomocí GPS.
Následující tabulka srovnává extrahované informace při průjezdu jednoho automobilu
odlišnými rychlostmi: Délka vozidla a celková odrazová plocha jsou při různých rychlostech
Příznak Rychlost
70 km/h 90 km/h
Detekovaná rychlost 69.33 km/h 89.44 km/h
Doba průjezdu 0.53 s 0.42 s
Délka vozidla 4.10 m 4.14 m
Celková odrazová plocha 3.05 3.10
Tabulka 7.2: Příznaky generované pro stejné vozidlo, jedoucí různou rychlostí. Použitý
automobil byl ŠKODA FABIA - skutečná délka je na základě měření 3.99 m.





























Obrázek 7.2: Srovnání průběhu energie při rychlosti 70 km/h a 90km/h.
Průběh energie signálu se při různých rychlostech liší pravděpodobně nejvíce. Při nižší
rychlosti se průběh interpoluje z delšího signálu (delší doba průjezdu), proto je detailnější.
Přesto však oba průběhy zachycují stejné klíčové části.
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7.3 Přesnost klasifikace
V této kapitole je rozebrána úspěšnost klasifikace podle jednotlivých příznaků, uvedených
v kapitole 5.4.
Pořízená data byla náhodně rozdělena na trénování a testování v poměru 80 : 20 pro
každou třídu. Trénování probíhalo výhradně na množině trénovacích dat a naopak. Po
vyhodnocení úspěšnosti se celý proces 100-krát opakoval a výsledky se průměrovaly. Počet
vozidel v jednotlivých třídách je nevyvážený. Je to způsobeno skutečným poměrem výskytu
těchto typů vozidel v oblasti, kde probíhalo nahrávání.
Nejlepších výsledků bylo dosaženo za použití lineární jádrové funkce. Výsledky klasifi-
kace pro jednotlivé příznaky jsou podobné. Lze říci, že příznakové vektory středních vozidel
se mírně překrývají s malými i velkými vozidly. Oddělení malých a velkých vozidel se ukázalo
jako bezproblémové. Situaci znázorňuje následující matice záměn. Pro všechny příznaky se
tato matice lišila pouze nepatrně:
Klasifikované třídy
Osobní automobily Dodávky Kamiony
Osobní automobily 25.62 0.38 0
Dodávky 0.98 4.78 0.24
Kamiony 0 0.67 4.33
Tabulka 7.3: Matice záměn pro klasifikaci podle délky vozidel. V řádcích jsou uvedeny
skutečné třídy a ve sloupcích klasifikované třídy. Hodnoty představují počet klasifikovaných
vozidel.
Rychlost
Rychlost byla pro klasifikaci na pořízených datech prakticky nepoužitelná. Rychlosti všech
typů vozidel se silně překrývají. Určitý význam by rychlost mohla mít např. pokud by se
mezi vozidly vyskytovala jízdní kola.






























Obrázek 7.3: Srovnání rychlostí jednotlivých typů vozidel.
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Délka
Klasifikace typů vozidel podle jejich délky se ukázala jako relativně úspěšná - celková přes-
nost byla 93.86%. Délky jednotlivých typů vozidel zachycuje následující histogram:




























Obrázek 7.4: Srovnání délek jednotlivých typů vozidel.
Celková odrazová plocha
Pomocí celkové odrazové plochy vozidel jako klasifikačního příznaku se podařilo dosáhnout
podobného výsledku, jako za použití délky. Přesnost klasifikace byla 94.16%.




























Obrázek 7.5: Srovnání celkových odrazových ploch jednotlivých typů vozidel.
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Délka a celková odrazová plocha
Spojením délky a celkové odrazové plochy do dvoudimenzionálního příznakového vektoru
bylo dosaženo pouze mírného zlepšení na přesnost 94.51%.
































Obrázek 7.6: Délka a celková odrazová plocha jsou vzájemně silně korelované (obrázek
vlevo). Pro dekorelování byla použita analýza hlavních komponent (výsledek vpravo).
Mezi původními příznaky se projevila významná korelace. Tu si lze vysvětlit tak, že ra-
dar nebyl při nahrávání zaměřen na celkovou šířku jízdního pruhu. Proto množství odražené
energie v sobě pravděpodobně nenese informaci o šířce vozidla a odpovídá tak především
jeho délce.
Průběh energie signálu
Průběh energie signálu také umožňuje vysokou přesnost klasifikace. Není obsažena infor-
mace o celkové délce vozidla ani o době průjezdu, protože průběh je vždy interpolován na
uniformní délku.
Je možné použít analýzu hlavních komponent pro redukci dimenzí. Vlastní čísla odhalují
(obrázek 7.8), že naprostou většinu variability dat je možno zachovat při promítnutí do
několika málo prvních vlastních vektorů (7.9). Tabulka 7.4 ukazuje úspěšnost klasifikace
při zvyšujícím se počtu použitých vlastních vektorů.
Počet vlastních vektorů 1 2 3 4 5 6 7
Úspěšnost klasifikace 78.89% 84.27% 86.64% 87.94% 88.00% 88.70% 88.76%
Tabulka 7.4: Celková úspěšnost klasifikace při zvyšování počtu použitých vlastní vektorů.
Při dalším zvyšování již docházelo pouze k zanedbatelnému, či žádnému zlepšení.
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Obrázek 7.7: Srovnání průměných průběhů energie signálu pro jednotlivé typy vozidel.






































Obrázek 7.9: Vlastní vektory zachycují největší variabilitu průběhů.












Obrázek 7.10: Průběhy energie signálu promítnuté do prvních dvou vlastních vektorů. Je





Cílem této práce bylo implementovat klasifikátor objektů s použitím radaru. Za konkrétní
úlohu byl zvolen klasifikátor typů vozidel. Po seznámení se z principy činnosti radaru (kapi-
tola 2), zpracování radarového signálu (kapitola 3), strojového učení (kapitola 4) a provedení
analýzy problematiky byl proveden návrh klasifikačních příznaků (kapitola 5). Navržené
řešení bylo implementováno v prostředí Matlab (kapitola 6). V kapitole 7 byla diskutována
úspěšnost klasifikace a invariantnost příznaků vůči rychlosti vozidel.





celková odrazová plocha“ na sobě byly velmi
závislé. Pravděpodobně by pomohlo, kdyby byl radar při nahrávání zaměřen na celou šířku
jízdního pruhu. Průběh energie signálu se pro klasifikaci typů vozidel také osvědčil. Navíc
možné tento průběh redukovat do několika málo dimenzí, při zachování stejné úspěšnosti
klasifikace. Příznaky prokázaly vysokou míru odolnosti proti různým rychlostem vozidel.
Za použití těchto příznaků se ukázalo jako bezproblémové klasifikovat třídu osobních
automobilů od třídy nákladních vozidel a kamionů. Třída dodávek se částečně překrývala
s osobními automobily i kamiony, což ve výsledku vedlo k poklesu přesnosti klasifikace.
Během implementace se vyskytly potíže s extrakcí informace vzdálenosti. Konkrétně byl
problém s porovnáváním fází úseků signálu s různou frekvencí. Z tohoto důvodu nakonec
nebyla vzdálenost jako příznak pro klasifikaci použita.
Jako pokračování práce navrhuji především využít při klasifikaci informaci o vzdálenosti,
získanou pomocí diskrétní frekvenční modulace. Se současným řešením by bylo možné pro-
vádět klasifikaci do více tříd, např. zařadit třídy pro jízdní kola, motocykly a autobusy.
Pro tento účel by bylo nutné nahrát dostatečný počet vozidel z každé třídy. Dále navrhuji
propojení klasifikátorů nad jednotlivými příznaky, například metodou AdaBoost. Zajíma-
vých výsledků by pravděpodobně bylo možné dosáhnout kombinací s klasifikátorem, který
by pracoval s obrazovými daty vozidel.
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