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Zusammenfassung 
Im Rahmen von BALTEX (BALTic Sea EXperiment) ist ein dreidimensionales ba-
roklines :O.Iodell der westlichen Ostsee entwickelt wordrn, tun den ]\fassen- und Salz-
transport durch die Dänischen Straßen zu berechnen. Die Gitterabstände betragen in 
horizontaler Richtung eine Seemeile und in vertikaler Richtung drei 1\leter, so daß die 
Bodentopographie in den Dänischen Straßen näherungsweise aufgelöst wird. Das 1\!o-
dellgebiet umfaßt Kattegat, Beltsee, Arkona- und Bornholmbecken. ,\n den offenen 
Grenzen des regionalen 1\lodells werden von Raum und Zeit abhängige, aktive Rand-
bedingungen für Temperatur, Salzgehalt und Oberflächenauslenkung berücksichtigt. 
Realistische Start- und Antriebsfelder vom Europamodell des Deutschen Wetterdien-
stes in Offenbach werden benutzt. Als Testzeitraum wurde September 1992 bis Septem-
ber 1993 ausgewählt, welcher den letzten großen Salzwassereinstrom einschließt. Die 
Modellergebnisse werden mit hydrographischen Daten, Wasserstands- und Geschwin-
digkeitsmessungen verglichen. 
Um die Resultate des regionalen Modells zu verbessern, werden an den offenen 
Rändern die Oberflächenauslenkungen eines grobauflösenden barotropen Modells der 
gesamten Ostsee vorgeschrieben und optimierte Windfelder als Antrieb verwendet. Die 
Ergebnisse des barotropen Modells, in dem der festländische Abfluß berücksichtigt wird, 
werden durch die Assimilation von Wasserstands- und Winddaten mit Hilfe der ad-
jungierten 1\lethode verbessert. Pegelstationen, die entlang der gesamten Ostseeküste 
verteilt liegen, liefern stündliche 1\lessungen für das Testjahr. Weil die Wasserstandsdif-
ferenzen zwischen 1\lodellund Beobachtungen zum größten Teil auf Fehler in den Ober-
flächenwindf<'idern des atmosphärischen 1\lodells zurückzuführen sind, werden räumlich 
veränderliche 1\lodellwindfelder auf Zeitskalen von einem Tag bis zu 15 1\lonaten durch 
die Assimilation optimiert. Bei der Berechnung der Kostenfunktion werden synopti-
sche Windbeobachtungen von Handelsschiffen berücksichtigt, weil durch die Assimila-
tion von Pegeldaten allein die \Vindfelder nicht eindeutig bestimmt werden können. Es 
wird durch den Vergleich mit unabhängigen Windmessungen gezeigt, daß die optimier-
ten Winde tatsächlich eine Verbesserung darstellen. 
Notwendige Voraussetzung fiir die Assimilation von Temperaturdatrn zur Optimie-
rung der Olwrflächenwärnwfliissc ist die richtige Parametrisierung der Deckschirht-
prozesse. Daher werdrn in clieser Arlwit drei verschiedene Vermischungsansätze in 
dem regionalen Ostsecmodell getestet und mit Daten wrglichen. Der früher wnwn-
dete Richanlsonzahl-abhängige :\nsatz führt in vielen Fällm zu einer drastischen Un-
terschätzung der Deckschichtt.iefe. Die Kopplung mit einem wreinfachtcn eindimensio-
nalen Kraus-Turner-1\lodelllicfert zwar bessere Ergebnisse bezüglich der D<'ckschicht-
tiefe im Spätsommer, aber die Temperaturgradienten in der saisonalen Sprungschicht 
sind im Hochsommer zu stark ausgebildet. Durch Anpassung der 1\lodellparanwter wer-
den die besten Ergebnisse im Vergleich zu den Daten mit einem gekoppelten eindimen-
sionalen Turbulenzmodell erzielt, das l<'diglich aus einer zusätzlichen prognostischen 
Gleichung für die turhuletlte kinetische Encrgi<' besteht. 
Abstract 
Within BALTEX (the BALTic Sea EXperiment), a three dimensional harociinic mo-
del of the weslern Baltic has been developed to calculate the water and sait exchange 
between the North Sea and the Baitic Sra. To resolve the topograph~· in the Danish 
Straits, a resoiution of one nauticai mile in the horizontal and three meters in the 
wrtical direction is used. The model domain comprises Kattegat, 13eit Sea, Arkona 
and Bornhohn Basin. Space and time dependent active boundary conditions for tem-
perature, salinity and surface eievation are implemented at the open boundaries of the 
regional modei. Reaiistic initial and forcing fieids from the German weather forecast 
model for Europe are used. September 1992 until September 1993 is chosen as a test 
period, including the iatest major inflow event. The results of the model are compared 
to hydrographical, sea Ievel and velocity measurements. 
To improve the resuits of the regional model, surface eievations from a coarse grid 
barotropic model of the whoie Baltic Sea are prescribed at the open boundaries and 
optimized wind fields are usrd. The results of the barotropic model, including river 
runoff, are improved by using the adjoint method to assimilate sea Ievel and wind data 
into the modei. Tide gauges iocated araund the 13aitic Sea provide houriy surface eie-
vations for the test year. As most of the sea Ievel differences between mO<!ei results and 
observations are due to errors in the surface wind fieids of the atmospheric modei, the 
assimiiation procedure is used to optimize space dependent modei wind fields on time 
scales from one day up to 15 mont.hs. Synoptic wind Observations from merchant ships 
are included into the caiculation of the cost function because assimilation of sea Ievel 
data alone does not uniquely determine the wind fields. Indeed, an improvement of the 
optimized wind fieids is shown by comparing them to independent wind observations. 
To assimilate temperature data in order t.o optimize snrface heat fluxes, it is necessa-
ry to parameterize mixed layer processrs adeqnateiy. Therefore, three different mixing 
schernes are t.est.ed within the regional Balt.ic Sea modeland compan•d to data. In a Iot 
of cases the mixed la~w depth is nnderestimated drasticaliy nsing the weil established 
Richardson munber dependent verticai friction. 13etter results for the mixed layer depth 
in lat.e summer are oht.ainrd with a coupled simplifircl one dimensional Kraus-Turner 
model which results in temperat.nre gradients of the seasonal t hrrmodine timt are too 
strong in rnidsumrner. Compared to data the brst rrsuits are ohtained by fitting the 
model parameters of a couplrcl one dimensional tnrbulence einsurr rnodel which ron-
sist.s of only one arlditional prognost.ic rquation for turbulent kinetic energy. 
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Eines der Ziele von BALTEX, dem BALTic Sea EXperiment, ist die Erstellung ei-
ner Wasser- und Energiebilanz für das gesamte Einzugsgebiet der Ostsee (Abb. 1). 
Dabei soll der Versuch unternommen werden, das gekoppelte System, bestehend aus 
Abbildung 1: Einzugsgebiet der Ostsee mit den wichtigsten Flüssen und jährlichen Ab-
flußraten (nach Bergström und Carlsson, 1994}. 
Atmosphäre, Landoberfläche und Ostsee einschließlich des winterlichen Meereises, zu 
verstehen und zu modellieren (vgl. BALTEX, 1995). Experimente mit gekoppelten 
Modelten, die über größere Zeiträume integriert werden, ermöglichen die Untersuchung 
\'On zwischenjährlichen natürlichen Variahilitäten und von anthropogen wrursachten 
Veränderungen im hydrologischen Zyklus. Eine Komponente in diesem komplexen Sy-
stem stellt die Ostsee dar, deren Wasserbilanz einerseits durch die Süßwasserzufuhr 
durch die Flüsse und andererseits durch den begrenzten Wasseraustausch mit der Nord-
see durch die schmalen und flachen Dänischen Straßen bestimmt ist. \Veiterhin tritt. 
1 
die Ostsee mit der Atmosphäre über die an der Grenzfläche auftretenden Süßwasser-, 
Wärme- und Impulsflüsse in \YechsehYirkung, die durch die Bildung ,·on \ Ieereis modi-
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Abbildung 2: Prinzipielle Kopplungsmechanismen zwischen Atmosphäre, Landober-
fläche und Ostsee. Dabei sind E, P: Verdunstung und Niederschlag, F: Ein- und Aus-
strom durch die Dänischen Straßen, ll: Wärme- und Energiefluß, L: Lateraler Aus-
tausch der Atmosphäre, R: Festländischer Abfluß, IV: Windschubspannung {nach BAL-
TEX, 1995). 
der Ostsee ungefähr gleich groß (Brogmus, 1952) und haben daher keinen Einfluß auf 
den Wasserhaushalt dt•r Ostsee. Letztendlich kann die \\'asserbilanz des Gesamtsy-
stems nur geschlossen werden, wenn es gelingt, den Nettoausstrom durch die Däni-
schen Straßen zu bestimmen. Da große horizontale Gradienten im Salzgehalt für das 
Secgebiet zwischen Skagerrak und der eigentlichen Ostsec charakteristisch sind, wer-
den die Transporte durch barokline Effekte modifiziert. Die Salzbilanz der Ostsee muß 
in die klimatologischen Untersuchungen des Gesamtsystems mit einbezogen werden. 
1\leteorologisch verursachte große Salzwa.ssereinbrüche in die Ostsee, wie zuletzt der 
im .Januar 1993, wrändern diese Salzbilanz auf der Zeitskala von Tagen grundlegend. 
Daher ist es für die Erstellung einer Volumen- und Salzbilanz der Ostsee notwendig, 
den zeitlich stark veränderlichen Ein- und Ausstrom durch die Dänischen Straßen im 
Periodenbereich von einigen Stunden bis hin zu klimatologischen Zeitspannen genau 
zu bestimmen, was nur durch Langzeitbeobachtungen in Verbindung mit realistischen 
numerischen Modellexperimenten möglich ist. Dabei werden die Zeitskalen nach unten 
hin durch die Perioden der Seiches niederer Ordnung begrenzt, die ungefähr 26 bis 
31 Stunden für die Ostsee betragen (Wübber und Krauss, 1979). Für Wasserstands-
schwankungen in der Ostsee mit kleineren Perioden sind die Dänischen Straßen quasi 
geschlossen (Lass, 1988). 
In der Vergangenheit sind verschiedene numerische Modelle entwickelt worden, um die 
Dynamik der Ostsee besser zu verstehen. Die meisten davon sind Boxmodelle oder zwei-
dimensionale :-lodelie mit vereinfachter Physik, z.B. Welander (1974), \Valin (1977), 
Stigebrandt (1983, 1987), Omstedt (1990), Gidhagen und Hakansson (1992). Dreidi-
mensionale i\lodelle sind von Simons (1976), Kielmann (1981) und Kraussund Brügge 
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(1991) zur Untersuchung der windgetriebenen Zirkulation benutzt worden, wobei die 
Integrationsintervalle lediglich im Bereich von einigen Tagen lagen. Ein dreidimen-
sionalrs wirbelauflösendes 1\lodell der gesamten Ostsee mit realistischen meteorologi-
schen Antriebsfeldern ist von Lehmann (HJ92, 1995) vorgestellt und über ein ganzes 
.Jahr integriert worden. In Ergänzung dazu haben Sayin und Krauss (1996) ein höher 
aufgelöstes, regionales :\lodell der westlichen Ostsee für Prinzipstudien zum Wasser-
austausch zwischen Nord- und Ostsee genutzt. Die Ergebnisse dieses :\lodells haben 
allerdings den Nachteil, daß die :\lodellränder im Kattegat und Bornholmbecken ge-
schlossen sind, so daß nur :t.lodellrechnungen über 12 Tage durchgeführt worden sind. 
Das hier beschriebene regionale 1\lodell, welches das Kattegat, die Beltsee, das Arkona-
und Bornholmbecken umfaßt, versteht sich als konsequente Weiterentwicklung dieser 
Arbeit, da offene Randbedingungen eingeführt und damit längere Integrationsinterval-
le möglich sind. 
Da die r.lodellrechnungen zur Untersuchung des Wasseraustausches möglichst rea-
listisch sein sollen, wurde ein Testjahr ausgewählt, nämlich September 1992 bis Sep-
tember 1993, für das möglichst viele 1\leßdaten aus dem Raum der westlichen Ostsee 
gesammelt worden sind. Diese Daten dienen der Initialisierung der :\lodelläufe (Kon-
struktion von hydrographischen Startfeldern mit Hilfe der objektiwn Analyse), der 
Validirrung der Modellphysik (Testen von wrschiedenen Parametrisierungen subskali-
ger Prozesse, die nicht vom r.loclcll aufgelöst werden) und der Datenassimilation mit 
Jlilfe der adjungierten Methode znr Verbesserung der meteorologischen Antriebsfelder 
(Winde und Nettowärmefliisse). Alle verfügbaren ozeanographischen Daten für Tem-
peratur, Salzgehalt, Wasserstand und Strömung und alle relevanten meteorologischen 
Daten, die vom Deutschen Wetterdienst in Offenbach zur Verfügung gestellt worcl('n 
sind, wurden in einer Datenbank gespeichert. 
Die Konzentration auf die westliche Ostsee hat. dabei zwei Ursachen. Zum einen muß-
te das Modellgebiet aufgrund der hohen räumlichen Auflösung begrenzt werden, weil 
das hier benutzte dreidimensionale GFDL ( Geophysical Fluid Dynamics Laboratory) -
:t.lodellmit freier Oberfläche (Killworth et al., 1991) sehr rechenzeitaufwendig ist. Zum 
anderen sind die meisten 1\leßclaten im Raum der westlichen Ostsee vorhanden. 
Die Konzentration auf das BALTEX Testjahr 1 !)92/93 rrfolgte, weil im .Januar I !)!)3 
nach langer 1 ßjährip;er Stagnationsphase wieder ein größerer Salzwa.~sereinst.rom in die 
Ostsee stattp;efunden hat.. Daher kann in diesem Zeitraum der \\'m;seraustausch zwi-
schen Nord- und Ostsee sowohl unter moclerat<'n als auch unter extr<'men Bedingun-
gen im :\loclelluntersucht. werden. In der Fol~>;e des Salzwa.~sereinstroms la.ssen sich di<' 
Vermischungsprozesse im Arkonabecken und die Ausbreitung des salzhaltigen NordseP-
wa.<;sers in das ßornholmbecken wrfolgen. Prinzipstudien dazu ennöp;lichen die ßeant-
wortung der allgemeineren Frap;e, unter welchen Voraussdzungen Salzwa.~sereinbriiche 
in die Ostse!' stattfinden könnPn. Erst wenn es gelingt, da.<; hier benutzte dreidimensio-
nale \ Iodeil so zu wrbessern, daß der \\'&<;seraustausch auf den Zeitskalen bis zu eitH'm 
.Jahr realistisch !><'schrieben werd<'n kann, erscheint es sinnYoll, das l\lodellgebiet. uncl 
den Integrationszeitraum fiir klimatologische Untersuchungen zu erweitern. 
Dir Beobachtungsdaten YOIII Salzwassereinstrom im .Januar ]!)!)3 sind in zahlrl'i-
dten Pnblikationen beschripbcn und anal~·siert worden, z.B. in Dahlin Pt al. (HJ93), 
Ilakansson et al. {1993), 1-.latthäus et al. (19!l3), Jakobsen (1995), :\latthäus und La.<;s 
3 
(1995). Erste ,\lodelläufe, die dieses Ereignis simulieren, wurden von Huber et al. (1994) 
und Lehmann (19%) durchgeführt. 
Die Zidsetzung ckr ozranographischen Komponente \"Oll BAL TEX ht>schränkt sich 
aber nicht nur auf die Erstellung einer Volumen- und Salzbilanz drr Ostsee. Von be-
sonderem InterPsse sind die \\'echselwirkungen zwischen Ozean und Atmosphäre. Die 
Strömungen in der Ostsee werden im wesPntlichen durch \Vinde und Luftdruckschwan-
kungen angetrieben und topographisch geführt. Je narh Windrichtung entstehen an den 
Küsten, hervorgerufen durch Ekmantransportc senkrecht zur Küstenlinic, lokale Auf-
und Abtriebsgebiete (\\'alin, 19i2a/b). Dadurch werden die Temprrnturwrteilungen 
an der 1\!eeresoberHäche und damit die Wärmenüsse zwischen Ozean und Atmosphäre 
verändert. Eine ähnliche Bedeutung haben turbulente Prozesse in der Deckschicht, 
die die an der 1\!eeresoberHäche eingetragene Wärme in der Vertikalrn verteilen. Die 
dafür erforderliche turbulente kinetische Energie wird zum großen Teil durch den Wind 
erzeugt (vgl. z.B. Krauss, 1981). 
Wegen der großen Bedeutung für die Kopplung zwischen Ozean und Atmosphäre, sol-
len in dieser Arbeit drei wrschiedene Ansätze zur Parametrisierung von Vermischungs-
prozessen in einem dreidimensionalen Zirkulationsmodell der westlichen Ostsee getestet 
und miteinander verglichen werden. Eine weitere Motivation für diesen Vergleich liegt in 
der Bedeutung, die die Vermischung in der westlichen Ostsec während der winterlichPn 
Stürme 1992/93 für die Salzbilanz der Ostsee hat. Zu groß gewählte ,\ustauschkoeffi-
zienten können eine so nachhaltige Durchmischung des salzarmen OberHächenwasscrs 
mit dem neu eingeströmten salzhaltigen Nordseewasser verursachen, daß eine Erneue-
rung des nodenwa.~sers im ßornholmlwcken nicht möglich ist. 
Ein einfacher Richardsonzahl-abhängiger Ansatz zur Parametrisierung von Diffusi-
on und Viskosität ist von 1\!unk und Anderson (1918) veröffentlicht worden bzw. von 
Pacanowski und Philancier (1981) in einem Zirkulationsmodell des tropischen Atlan-
tik angewandt worden. Ein einfacheres 1\!odell, basierend auf einer Skalenanalyse wr 
UrMrsuchung des Tagesganges in der Deckschicht, wurde von Price et al. (1986) mit 
Beobachtungen verglichen. Deckschichtmodelle vom "Kraus-Turner"-Typ (vgl. Kraus 
und TurrlPr, 1!J67) sind z.B. ll<'i Niiler und Kraus (19ii), narkmann (1987) und Gas-
par (1988) beschrieben und z.B. von Oherhui>Pr (1993a/h) und Ster! und Kattenberg 
(1991) mit ritH'm Zirkulationsmodell gekoppelt wordm. Viele Turbulenzmodelle mit 
entsprechenden Schließungshypothesen basieren auf der Arbeit von 1\!ellor und 'r"a-
rnada (197,1). Gaspar rt al. (1990) stellen eine Version dieser 1\!odellklasse vor und 
wrgleic:hen ihre 1\!odellergelmisse mit Beohachtungsdaten. Die Kopplung mit einem 
Zirkulationsmodell wird z.B. bei Rosati und 1\!i~·akoda (1988) und bei Blanke und 
Deleduse (1993) durchgrfiihrt. 
Ein weiterer Aspekt bei dPr \\'echselwirkung von Ozmn und Atmosphäre stellt die 
winterliche Bildung von 1\!rereis in der Ostsee dar (llaapala und Leppäranta, 19%; 
Lehmarm und Krauss, 19!JG), die allerdings fiir dm an Eis armen \\'inter 19!l2/!l3 im 
Bereich der westlichen Ostsee keine Rolle spielt und daher hier nicht betrachtet wird. 
Das Ziel der vorliegenden Arbeit ist also dir Verbesserung drr Ergebnisse eines drcidi-
nlPnsionalen regionalen 1\!odells der westlichen Ostsee im Hinblick auf die Reschreibung 
• des Wasseraustausches zwischen Nord- und Ostsee auf Zeitskalen bis zu einem 
.Jahr, 
• der Wechselwirkung mit der Atmosphäre. 
Dafiir wurden folgende Strategien verfolgt: 
1. Erhöhung der horizontalen und vertikalen ~lodellgitterauflösung, 
2. Kopplung mit einem eindimensionalen Deckschichtmodell, 
3. Datenassimilation mit llilfe der adjungierten ~lethode. 
Im allgemeinen schließen sich die Strategien 1 und 3 sowie 2 und 3 gegenseitig aus, 
weil kompliziertere Assimilationsverfahren wie z.B. die adjungierte ~lethode oder der 
Kaiman-Filter wegen ihres computertechnischen Aufwandes die Verwendung von re-
chenzeitintensiven hochauflösenden Modellen mit verbesserter ~lodellphysik unmöglich 
machen. Daher werden die drei Strategien hier unabhängig voneinander verfolgt, und 
das adjungierte Verfahren wird in einer Näherung im Zusammenhang mit vereinfach-
ten ~ Iodellen benutzt, die über eine genestete ~lodellhierarchie miteinander verbunden 
sind. Da die dabei gemachten Annahmen fiir die westliche Ostsee in guter Näherung 
zutreffen, lassen sich mit der adjungierten I> Iethode hier dennoch überzeugende Ergeb-
nisse erzielen. 
Die Arbeit ist wie folgt gegliedert: Im nächsten Kapitel sollen anhand des 1\lodells 
von Welander (1974) die wesentlichen ~kchanismen f'ines Astuars wie z.fl. der Ostsee 
dargestellt werden, um die Relevanz der mit dem regionalen 1\lodell durchgefiihrten 
Simulationen fiir Langzeituntersuchungen deutlich zu machen. Danach folgt in Kapitel 
3 eine Beschreibung der fiir das BALTEX Testjahr l!l!l2/!l3 vorhandenen Daten. In 
Kapitel 4 wird das wnwndete regionale ~lod<:'ll in der hochauflösenden Version be-
schrieben, unrl lllodellergebnisse werden mit den ~l<:'ßdaten verglichen. In Kapitel 5 
wird eine Hierarchie genesteter lllodelle vorgestellt und diskutiert, die den Informati-
onsmangel bezüglich der Transporte an den offenen 1\lodcllrändern beheben soll. Das 
dabei benutzte barotrope Modell für die gesamte Ostsee wird in Kapitel i beschrie-
ben, rkssen Ergelmisse durch die Assimilation von Pegel- und Winddaten mit Hilfe der 
adjungierten i\(et hode (Kapitel G) wrlwssert worden sind. Das vorgestellte Verfahren 
erlaubt die Optimierung der \fodellwindfeldn, die zusamn1en mit den Oberfliichenaus-
lenkungen an den offenen Windern das regionale Osts<'Pmodell antreib<•n. In Kapitel 
8 werden zwei verschiedene Deckschichtmodelle beschrieben, die mit drm regionakn 
i\lodell gekoppelt wenlen. Die Ergebnisse werden hinsichtlich der Vermischungspro-
zesse im Arkonalwcken und hinsiehtlieh dl'r Deckschichtd:>namik im flornholmhrckPII 
<iiskuti<'rt. In Kapitel !l wird eine Volumen- und Salzbilanz iiber ein .Jahr fiir die ganze 
Ostsee und fiir das Arkonaberken mit dem regionalen .illodell erstellt. Dafiir wird eine 
:\lodellvrrsion lwnutzt, die d<•n Ergebnissen der Kapitel :; bis 8 Rechnung trägt.. Die 
Arbeit endet mit einer Schlußbetrachtung und einem Ausblick. 
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2 Das Modell von Welander 
2.1 Die Modellgleichungen 
Da.~ zeitabhängige i\!odell YOn \\'elander (1974) zur Beschreibung eines 1\stuars wie 
der Ostsee besteht aus zwei übereinanderliegenden Schichten mit jeweils gleichförmi-
gem Salzgehalt. Die obere Schicht habe da.~ Volumen 1'1 und den Salzgehalt S1• Ent-
sprechend sei die untere Schicht durch 12 und S2 charakterisiert (Abb. 3). Es wird 
qm 
VI ,SI q, 
So q. I (1- cx,)qd 
qd 
Abbildung 3: Das Ästuarmodell von Welander (1974). 
angenommen, daß die Grenzschicht unterhalb der Schwellentiefe des Fjords liegt und 
daß außerhalb der gleichförmige Salzgehalt S0 vorgegeben ist. Der Einstrom im Sund sei 
durch q0 , der Ausstrom durch q1 und der mit der vertikalen Bewegung der Grenzfläche 
zusammenhängende Transport durch qi bezeichnet. Einströmendes Wasser mit dem 
Salzgehalt So wird zum Teil in die obere Schicht gemischt, der Rest sinkt in die untere 
Schicht ab. Die jeweiligen Bruchteile seien dabei ß bzw. 1- ß. Der diffusive Transport 
über die Grenzschicht hinweg von der unteren in die obere Schicht sei qd, während 
der Transport durch Entrainment in die umgekehrte Richtung (1 - n) qd sei, wobei 
ct von \\'elander als "erosion coefficient" bezeichnet wird. n und ß sollen Konstanten 
sein, während der diffusive Transport qd zeitabhängig sein darf. Neben dem äußeren 
Salzgehalt S0 sind noch der Siißwa.~serzufluß q1 und der barotrope Transport qm als An-
triebsfunktionen vorgegeben. Letzterer entsteht durch die Auf· und Abwärtsbewegung 
der Wa.~seroberfläche aufgrund des meteorologischen Antriebs. Es wird angenommen, 
daß die Wasserstandsschwankungen von Salzgehaltsänderungen unabhängig sind. Die-
se Hypothese wird von \Velander als "barotropic decoupling" bezeichnet und spielt in 
der ~lodellhierarchie, die in Kapitel 5 vorgestellt wird, eine entscheidende Rolle. 
Die Erhaltungsgleichungen für Volumen und Salzgehalt in jeder Schicht können in 










In den beiden letzten Gleichungen ist also die Salzgehaltsänderung multipliziert mit 
dem Volumen der Schicht gleich der Summe der Salzflüsse in die Schicht hinein, die 
sich durch ~lultiplikation des Einstroms mit der Differenz aus d~m Salzgehalt des 
einströmenden Wassers und dem Salzgehalt der Schicht berechnen. !Tier tauchen die 
abhängigen Transporte q; und q1 nicht mehr auf, die sich aus den Transportrelationen 
berechnen lassen: 
0 = ß Qo - Qt + QJ + Qm + a Qd + Q; , 
0 (1 - ß) Qo - a Qd - q; . 
{5) 
{6) 
Dieses aus 6 Gleichungen bestehende System für die 7 Variablen l i, 12, St. S2 , q0 , 
q1 und q; ist nicht geschlossen. Es muß also eine weitere Beziehung zu den einfachen 
Erhaltungssätzen hinzugefügt werden, die den \\'asseraustausch zwischen Fjord und of-
fenem Ozean beschreibt. Fiir das hier vorgestellte einfache ~lodell kann diese Gleichung 
( "hydraulic relation") für den Einstrom in Abhängigkeit von dem horizontalen Salz-
gehaltsgradient und dem vorgegebenen barotropen Druckgradient in der allgemeinen 
Form formuliert werden: 
(7) 
Die Funktion F beinhalt~t den Einfluß der Bodentopographie sowie kleinskaliger Pro-
zesse im Sund und kann daher beliebig kompliziert sein. In der Literatur wird oftmals 
die Bedingung eines kritischen Transports für den Einstrom im Sinne von hydraulischer 
Kontrolle angenommen {z.B. Stommel and Farmer, 1952; 1953). Gill {1977) gibt einen 
Überblick. Da aber diese Annahme für die Dänischen Straßen nicht zutrifft {vgl. Kapi-
tel ·1), soll die Diskussion hier wie bei \\'elander fortgesetzt werden, ohne die Funktion 
F näher zu spezifizieren. 
2.2 Gleichgewichtslösung 
Fiir konstante Antriebsfunktionen 80 , 1ft und 1/m. wob<'i q", dann offensichtlich 0 ist, 
gibt es fiir das Gleirhungss~·stcm des vorig<'n Abschnitts gPtJaU Pine zeitunabhängigP 
stabile Liisung, wie \\'elandPr ZPigt. Diese ist durch q, = 0 g~geben (GI. 1 un<l 2), d.h. 
GI. 6 ergibt dann 
1- d 
1/d = --· F(S,- So, f/J). 
a 
(8) 
Im GlPichgewicht balancieren sich also der Einstrom und diP :-Ienge salzhaltigen Was-
sPrs, die iiber die Grenzfläche in die obere Schicht hin~in gemischt wird. Aus d••r Ad-
dition von GI. 5 ll!Hl 8 folgt 
( 9) 
und GI. 8 in GI. ·I eing~setzt ergibt 
(10) 
Schließlich erhält. man durch Einsetzen von GI. 10, GI. 8 und GI. 9 in GI. 3 
(11) 
DieGleichungen (!J) und (11) stellen die bekannten Knudsen-Relationen dar. Zusätzlich 
ergibt sich mit GI. 10 eine "'eitere Beziehung für den Salzgehalt in der unteren Schicht, 
die besagt, daß eine Erhöhung des Süßwasserzuflußes, also eine Erniedrigung von S 1, 
bei unwrändertem äußerem Salzgehalt So eine Erhöhung der statisdten Stabilität in 
dem Astuar zur Folge hat. 
2.3 Störungsansatz 
\\"erden die Gleichungen (3) und (.J) durch die Einführung der neuen Variablen 
X= St- So und y = s2- So transformiert und in der Umgebung der stabilen Gleich-
gewichtslösung i, fi gemäß x = i + x1 , y = ii + y1 linearisiert, ergeben sich zwei neue 









mit den konstanten Koeffizientrn 
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Dabei ist F = F(i, q1 ). Dieses linrar homogene gewöhnliche Differentialgleichungssy-
stem mit konstanten Koeffizienten in der Form 
d.., ,~1 
rJ{ =; .T 
(,\ sei die Koeffizientenmatrix) hat genau dann eine nichttriviale Lösung 
( 18) 
(I !l) 
wenn dd(.l- .\I)= 0 ist.(.~ sei ein konstanter \"ektor, J die Einheitsmatrix), also 
.\ 2 - ( a + rl).\ + a d - b c = 0 . 
- {) -




gilt, sind die beiden \rurzdn .\ dieser quadratischen Glridmng reell und m•gativ, da.~ 
Gleichgewicht ist also stabil. 
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2.4 Diskussion der Zeitskalen 
Es sei nun der Einfachheit halber Vj = V2 = 0.5 V, n = ß = 0.5 und der Zusammenhang 
zwischen q0 + q1 und S1 - S0 linear, so daß 
- EJ - QJ 
x-F = Qo +-
EJx 2 
gilt. Dann ergibt sich für die Lösungen von GI. 20: 
,\1,2 a;d±~(a;dr -(ad-bc) 
,.------::c25::--
2 qÖ + 2 Qo QJ + 16 q]. 
{22) 
{23) 
Das Volumen der Ostsee beträgt ungefähr V = 22190 km3 (l\lagaard und Rheinhei-
mer, 1974). Der mittlere festländische Abfluß ist nach Brogmus (1952) q1 = 479 km3 /a 
und nach Bergström und Carlsson (1993, 1991) q1 = 446 km3 ja. Über die Knudsen-
Relationen läßt sich der mittlere Einstrom zu q0 = 737 km3 /a abschätzen (vgl. Kap. 
5 von G. Dietrich und F. Schott, in: 1\!agaard und Rheinheimer, 1974). Damit er-
geben sich für die Zeitskalen des Antwortverhaltens der Ostsee auf kleine Störungen 
tt,2 = -1/,\1,2 = 5.2 a und 16.5 a. Hiernach sind also dekadische Schwankungen um 
einen Gleichgewichtszustand möglich, die auch beobachtet werden (Fonselius, 19G9). 
Allerdings bleibt die Frage nach den tatsächlichen Zeitskalen der "halinen Zirkulation" 
wegen der Einfachheit des Welanderschen Prinzipmodells unbeantwortet. Untersuchun-
gen, jenen der thermohalinen Zirkulation des Atlantik vergleichbar (z.B. Döscher, 1994; 
Rahmstorf, 1995), können nur mit einem dreidimensionalen Zirkulationsmodell für die 
gesamte Ostsee durchgeführt werden. 
Da die Antriebsfunktionen S0 , Qm und q1 große Schwankungen um ihre jeweiligen 
i\littelwerte aufweisen (vgl. z.B. Abb. 9 bei Bergström und Carlsson (1993) bezüglich 
der Variabilität des festländischen Abflusses und z.B. Abb. 5 bei l\latthäus und Frank 
(1992) oder Abb. 3 bei Matthäus und Schinke (1994) bezüglich der Häufigkeit von 
meteorologisch verursachten Salzwassereinströmen), ist durchaus auch ein nichtlinea-
res Antwortverhalten der Ostsee denkbar. Eine weitere Nichtlinearität, die hier aus 
Gründen der Einfachheit vernachlässigt worden ist, ist in der Größe ß enthalten. In 
die Ostsee einströmendes Wasserhat unterschiedliche Salzgehalte und wird daher nicht 
in einem festen Verhältnis auf die beiden Schichten verteilt. Außerdem ist die verti-
kale Vermischung im Arkanabecken sehr stark von den jeweiligen Windverhältnissen 
abhängig. Entsprechend ist auch die Entrainmentrate 1 - n eine räumlich und zeit-
lich veränderliche Größe. Köuts und Omstedt (1993) ermitteln aus Temperatur- und 
Salzgehaltsdaten für den Zeitraum 1970-1990 mit Hilfe eines einfachen Zweischichten-
modells, in dem Geostrophie angenommen wird, mittlere Entrainmentraten von 79% 
in der Beltsee, 53% im Arkanabecken und 28% in der Stolper Rinne. Auf dem Weg 
von der Beltsee bis hin zum Landsorttief wächst danach der Transport des Tiefemva.~­
sers von 300 km3 /a bis auf 1180 km3 ja, also um einen Faktor 4, an. Dieses Ergebnis 
läßt sich für eine einfache Abschätzung gemäß 4 (1- ß) q0 = (1 - n) Qd nutzen, so daß 
9 
a = 1/3 folgt. Trotzdem bleiben a und ß mehr oder weniger unbekannte Größen. 
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Abbildung 4: Lineare Zeitskalen t 1 und t2 in a als Punktionen der Modellparameter in 
%. 
modellinternen Parametern ist der Einstrom bzw. die Funktion F(S1 - S0, QJ + Qm) 
unbekannt, aber bestimmend für das Gesamtsystem des Ästuars. Die Veränderlichkeit 
der Zeitskalen mit der Größe des Einstroms entspricht der in Abb. 4. Untersuchun-
gen mit dreidimensionalen Zirkulationsmodellen der Ostsee auf Zeitskalen bis hin zu 
einigen Dekaden haben daher nur Sinn, wenn diese Modelle auch 
• den Wasseraustausch durch die Dänischen Straßen und 
• Vermischungs- sowie Entrainmentprozesse im Bereich der westlichen Ostsee 
quantitativ richtig simulieren können. Diesen Fragestellungen widmet sich die vorlie-
gende Arbeit, indem Ergebnisse eines Modells der westlichen Ostsee mit Daten aus 
einem ausgewählten Testjahr verglichen und verbessert werden sollen. 
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3 Die Datenbasis 
3.1 Temperatur- und Salzgehaltsprofile 
Fiir drn ausgewähltrn Trstzeitraum 1992/93 wurden mehr als 2000 CTD-Profile von 
Ausfahrten zusammengetragen, die ,·on zahlreichen Instituten in d<•n Ostseeanrainer-
staaten durchgeführt wurden (Tab. 1). Die zeitliche und ränmlichr Datenahdeckung 
fiir den Tkrrich der westlichrn Ostsee ist sehr unterschiedlich. Nur 11·enige Daten sind 
fiir die ~lonate Dezember 1992 und .Januar 1993 ,·orhanden, so daß drr direkte Salz-
wasserrinstrom so gut wie nicht beobachtet worden ist (vgl. Ahb. 5). Dagegen sind in 
einigen andrren ~lonaten Daten von ausgedehnten Forschungsfahrten vorhanden, die 
die hydrographische Situation im Arkona- und Bornholmbecken ganz gut beschreiben. 
Hydrographische Daten aus Datenbanken sind vorn TCES in Korwnhagen und vom 
DOD (Deutsches Ozeanographisches Datenzentrum) am BSIT in ITamburg genutzt wor-
den. Vom ozeanographischen Labor des Sl\IHT in Västra Frölunda/Götchorg sind Da-
ten des schwedischen Forschungsschiffes R/V ARGOS, sowie Daten der schwedischen 
Küstenwache an den in Tab. 2 aufgelisteten l\lonitoringstationen zur Vrrfiigung gestellt 
Temperatur-, Salzgehalts- und Strömungsdaten 
(WB/CTD Profile, Zeitreihen): 
DIII/STlF Danish llydraulic Institute f AS Storeb<rltsforbinde\Ren, Copenhagen 
TCES lntPrnational Council For the Exploration of the Sea, Copcnhagen 
NERT National Environmental Research Institute, Roskilde 
TJSIT ßundPsamt für Seeschiffahrt und Hydrographie, Harnburg 
miKi<'~ Fisclu•reihioloKif>, Institut für Meereskunde, Kiel 
TIH•oretische Ü7..eanographie, Institut fi.ir ?\leere~kunde, Kiel 
TO\V Institut für Ostseeforschung, Warnemünde 
S\IIIT Sw('dish :-.IPteorological and Hydrological Institute, \':tGfrR Fri\lunda 
Wasserstandsmessungen (Pegel): 
DIIT/SßF Danish ITydraulic Institute ( AS StQreb<r!tsforbinde\SPn, Copenhagen 
m.n Danish t>.leteorologicaJ Institute, Copenhagen 
EilliiT Est.onian ~fPteomlogica! and Hydrological Institute, Tallinn 
FTJ\IR Finnish Institute of t>.larine Research, Helsinki 
nsn Bundf':'1amt für SP~hiffahrt und Hydrographie, \\'arnemünde 
WSD Nord \Va..."~r- und Srhiffahrt.sdirektiQn Nnrd, l<iel 
n-IG\\' Institute of Meteoro!ogy and \\'ater Management, Gdynia 
Si\ II li Swf'dish r..lf'teorologicRI and llydrological Institure, Nnrrki\ping 
Meteorologische Daten (synoptisch, Modellergebnisse): 
D\VD Deutsdlf'r \\'('tl.erdienst, OITPnbach 
Tfl\1 Kiel r..taritime r..fetroro!ogie, Institut für t>.leereskunde, Kiel 
Talwlle 1: lnBtitnte, die Daten zur Verfii_qung gestellt haben. 
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t (d) 
Abbildung 5: Anzahl der vorhandenen Profile von September 1992 bis Dezember 1993. 
I Station II<~> [0 N] I >. [0 0] I 
GF 4 57.5.50 11.52.5 
FLADEN 5i.l92 11.667 
ANHOLTE 56.667 12.117 
BY 2 55.000 14.083 
YSTAD 55.310 13.89.1 
HBP 215 55.617 14.867 
HANÖBTJKTEN 55.800 15.333 
KARLSHAMN .56.058 14.983 
KARLSKRONA 56.033 15.5·12 
Tabelle 2: Positionen der Monitaringstalionen der schwedischen I<ü.stenwache. (Dabei 
sind rjJ und .X geographische Breite und Länge.} 
"'Orden. Diese Stationen werden einmal im iv!onat (KARLS!!Ai\!N und KARLSKRO-
NA einmal in der Woche) angelaufen. Weitere iv!onitoringdaten der R/V GUNNAR 
T!IORSON des NERI in Roskilde, die fast jeden iv!onat einen Rundkurs Kattcgat-
Großer Belt-r\rkonabecken-Oresund-Kattegat abfahrt, stehen zur Verfügung. All die-
se Daten haben allerdings den Nachteil, daß sie nur in Standardtiefen von 1, 5, 10, 
15, 20, 25, 30, ·!0, 50, ... m oder ähnlichen vorliegen. Die Salzgehaltssprungschicht 
im Bornholmbecken z. B. wird daher nur unzureichend aufgelöst. {Später eingetroffene 
CTD-Profile des NERI mit einer wrtikalen Auflösung ,·on 25cm wurden bislang noch 
nicht bearbeitet und bleiben daher in dieser Arbeit unberücksichtigt.) Die l\!essungen 
der schwedischen Küstenwache sind z.T. auch in den oberen Schichten nur alle 10m 
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Tabelle 3: Meßtiefen von Temperatur, Salzgehalt und Strömungsgeschwindigkeit in m 
an den Verankerungspositionen. 
I Verankerung II </> 1° N) I .\ 1° 0) I Temperatur Salzgehalt Strömung 
Darßer Schwel!e 54.700 12.700 7, 17 (12), 19.5 7, 17 (12), 19.5 -
Oska.rsgrundet 55.600 12.850 5 5 5 
Fehmarnbelt 54.600 11.150 1, 6, 10, 15, 20, 25 6, 25 
-
I<iel LT 5UOO 10.2i5 0, 1, 2, 4, 8, 13 8, 13 
-
Sprog0 West 55.304 10.901 6.1, 9.1, 11.1, ... , 18.1 6.1, 11.1 2.6, 3.6, ... , 18.6 
durchgeführt worden. Ein weiterer Nachteil der Daten des Sl\IIII und des NERI liegt 
in der nur auf den Tag genauen Zeitangabe, was unter normalen Umständen ausrei-
chend ist. Während stürmischer Phasen aber, z.B. während des Salzwassereinstroms 
und in den Tagen danach, wäre eine auf die Stunde genaue Zeitangabe wünschens-
wert. Von den Terminfahrten der Schiffe des IOW, die viermal im Jahr Stationen im 
Arkana-, Bornholm- und Gotlandbecken anlaufen, sind Daten in 1m-Tiefenintervallen 
in den 1\lonaten Oktober/November 1992 undl\lärz/ April sowie Mai 1993 vorhanden. 
Während des Salzwassereinbruchs im .Januar 1993 wurden vier Schnitte über die Dar-
ßer Schwelle durchgeführt (1\latthäus et al., 1993). Insgesamt sechs Forschungsfahrten 
der Abteilungen Fischereibiologie und Theoretische Ozeanographie des Iflll Kiel mit 
der R/V ALKOR fallen in das ausgewählte Testjahr. Dabei ist das Arkana- und Born-
holmbecken im Februar, 1\lärz und Oktober sowie das Bornholmbecken im April, !\Iai 
und .Juni HJ93 mit vielen Profilen gründlich vermessen worden. 
3.2 Verankerungsdaten 
Temperatur- und Salzgehaltszeitreihen von Verankerungen in den Dänischen Straßen 
sind in Zeitintervallen von einer Stunde oder sogar kürzer verfügbar. Diese Veran-
kerungen befinden sich auf der Darßer Schwelle (Position 001), der Drogdenschwelle 
(Oskarsgrundet), im Fchmarnbelt, in der Kieler Bucht (Kieler Leuchtturm) und im 
Großen Belt (Position SBFOi, westlich der Dänischen Insel Sprogo) (vgl. Abb. 6). Aus 
Tab. 3 ist ersichtlich, welche physikalische Größe in welcher Tiefe gemessen wird und 
auch zur Verfügung gestellt wurde. An den meisten Positionen wurden Temperatur 
und Salzgehalt in verschiedenen Tiefen während des gesamten BAL TEX Testjahres 
oder, wie in einigen Fällen, wenigstens über einige 1\lonate aufgenommen. Die Veran-
kerung SBFOi lieferte Salzgehalte in allen Tiefen, in denen auch Temperatur gemessen 
wurde. Allerelings sind nach Jakobsen (1995) nur die Daten aus 6.1 und 11.1 m Tiefe 
wrwendbar. Eine zweite Verankerung befindet sich östlich der Insel Sprogo (SBF09), 
die Strömungsmessungen über den gesamten Zeitraum, Temperatur- und Salzgehalts-
messungen aber nur vom 1. .Juli bis zum 31. Oktober 1993lieferte. Diese Daten wurden 
zu Vergleichszwecken genutzt. 
Da die in Tab. 3 aufgelisteten Zeitreihen z.T. auch während des Salzwassereinstroms 
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Abbildung 6: Bodentopographie der westlichen Ostsee mit Verankerungspositionen {Tie-
fenlinienabstand: 3m). 
3.3 P egeldaten 
Stündliche (oder wie im Falle der polnischen Pegel vierstündliche) \tVasserstandsmes-
sungen von 57 Pegeln sind für die Jahre 1992 und 1993 vorhanden. Die Positionen und 
die Zuordnung zu den jeweiligen in Tab. 1 aufgelisteten Instituten aus Dänemark, Est-
land, Finnland, Deutschland, Polen und Schweden sind aus Tab. 4 ersichtlich. Die geo-
graphische Verteilung in Abb. 7 zeigt, daß die Pegel entlang der gesamten Ostseeküste 
verteilt sind. Die Stationsdichte ist im Bereich der westlichen Ostsee am größten. 
3.4 Meteorologische Daten 
Für die Jahre 1992 und 1993 liegen synoptische Beobachtungsdaten der Windgeschwin-
digkeit, des Bodenluftdrucks, der Meeresoberflächentemperatur, der Lufttemperatur, 
usw. von Landstationen und Handelsschiffen vor. Diese Daten stellte der DWD zu den 
vier synoptischen Hauptterminen 00, 06, 12, 18 GMT zur Verfügung. Ein Nachteilliegt 
in der ungenauen Positionsangabe der Daten, die nur auf 1/10° genau angegeben sind. 
Eine detailierte Beschreibung der Winddaten befindet sich bei Karger (1995) . 
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Tabelle .J: Positionen der Pegel. 
Institut II Pegel 11> [" N] I >. [" 0] II Institut II Pegel l<t> [0 N] I >. [0 0] I 
Dlii/SBF Rom!;ß LT 55.560 10.820 BSH Saßnitz M.r,oo 13.650 
Reei"'Sß 55.510 11.108 \Va.rnemUnde M.1R3 12.083 
Langeland LT 5.5.143 10.998 Koserow 5-1.067 14.017 
Stigsn::rs 55.213 11.215 Timmendorf 54.000 11.383 
Rudk0bing 54.938 10.703 \Vismar 53.900 11.467 
DM! Gedser 54.567 11.933 Zingst 5l.450 12.683 
K0benhavn 55.683 12.600 Neuendorfjüstsee 54.5:13 13.083 
Aarhus 56.150 10.217 Greifswald 54.120 13.450 
Frederikshavn 57.433 10.567 WSD Nord Schleimünde 54.673 10.037 
Korsor .5.5.333 11.133 Kiel LT .1)-1.500 10.275 
Rodby -~1.6.)0 11.3.50 1\laricnlruchte 51A97 11.210 
llornba>k 56.100 12.467 Travemünde 53.975 10.908 
Slipshavn .)5.283 10.833 1M\I'G Swinoujsde -53.916 14.300 
Tf'jn llavn 5.5.2.50 14.833 Kolobrzck 5-1. ti.'j 15.525 
EMHI Tallinn 59.450 24.783 U!>tka 54.5R3 16.853 
Ristna 58.938 22.0.')0 \Vlru.iyslav•/OWO M.797 18.410 
FIMR Ha.rnina 60.1)67 27.167 (;rla.nsk .IJ·tAt6 18.683 
llt>lsinki 60.167 24.967 SMIII Furuögrund 64.917 21.235 
lla.nko 59.817 22.967 Rat an 63.983 20.900 
Dcgerby 60.000 20.333 Spikarna 62.310 17..150 
Turku 60.150 22.2.1.1 Forl'lmark 60.400 18.200 
Rauma 61.133 21.178 Landoort fJ8.738 17.870 
Ma.entyluoto 61.600 21.467 Kungshnlmsfort .')6.092 15.537 
J(a.<;kinf'n 62.100 21.300 Simrishavn ."j.') • ."i."'J6 H.3."i8 
\'a.a.qa 63.083 21.600 ](lagshamn r,.s .. "l\6 12.900 
PietarRaari 63.6fi7 22.683 \'ikf'n .'Jfi.tH 12 .. ')i.') 
Haahe 6·1.683 21.183 Ringhals .'i7.2.'JO 12.08.1 
Ou!u 65.017 2.').467 Smöp;en ."i8.3rJ8 11.22.1 
Kemi Aj0S fi.'j, 7:1.1 2·Uifi7 
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.\ bbilc\ung 7: Geographische \'er·teilung der Pegel. 
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4 Das hochauflösende Modell der westlichen Ostsee 
4.1 Modellbeschreibung 
Trotz der großen, in Kapitd 3 beschriebenen Datenmenge ist es nicht möglich, ei-
rw zuverlässige Volumen- und Salzbilanz der Ostsee fiir dns ausgewählte Modelljahr 
allein aus den Daten zu erstellen. Insbesondere sind die Salztransporte über die Dar-
ßer Schwelle während des Einstromereignisses nur ungenügend bekannt (vgl. Kapitel 
9). Um den \Yasseraustausch durch die Dänischen Straßen dennoch quantitath· zu 
beschreiben und die physikalischen 1\lechanismen dabei zu verstehen, wurde ein drei-
dimensionales Zirkulationsmodell der westlichen Ostsee entwickelt, welrhes auf einer 
speziellen Version des GFDL-1\Iodells mit freier Oberfläche beruht (Bryan, 1969; Cox, 
198·1; Killworth et al., 1989; 1991). 
4.1.1 Modellgleichungen 
Das 1\lodell integriert im wesentlichen die primitiven Gleichungen (z.B. Krauss, 1973; 
1\lüller und \Villebrand, 1989), die aus den Navier-Stokes-Gieichungen durch Anwen-
dung der Boussinesq-, der Flarhwasser-, der traditionellen und der h~·drostatischen 
Approximation gewonnen werden. Die Erhaltungsgleichungen für Impuls, hlnsse, po-
tentielle Temperatur und Salzgehalt nehmen dann die folgmde Gestalt an: 
Du 
- + r(u)- fv 
t!t 
1 t!p F. 
-;;-+ U• Po R cosrf> u),. 
t!v 
Dt + r(v) + fu __ 1_ Dp + F. Po R t!rj> "' 
mit. dem :\dwktionsoperator 
r(l)=O, 
Dp 
az = -gp, 
t!T + r(T) = Fr, 
iJt 
aiJs + r(s) p,., 
t 







dem Coriolisparamrtn f = 2 n sin</>, dem Erdradius R = 6370 km, der \\'inkelge-
schwindigkeit der Erde n = 2 1r /86 16·1.9, der Gravitationskonstanten g = !l.81m/ s2 
und einer hdirhigen RefemlZ<iichte p0 • Dirses partielle Differentialgleichungssyt.em {1)-
{i) für die i abhängigen Variablen der Geschwindikeit 11, v, u:, des lokalen Druckes p, 
der potentiellen Temperatur T, des Salzgehaltes S und der Dichte p als Funktion der 
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unabhängigen Variablen der Zeit t, der geographischen Breite <P und Länge A und der 
Wassertiefe :: ( < 0) läßt sich im Prinzip numerisch lösen, wenn eine Zustandsglei-
chung (7) und Randbedingungen vorgegeben werden. Die Terme F," Fv, Fr und Fs 
bezeichnen dabei die Di\·ergenzen der rntsprechenden turbulenten FliissP, die man nach 
der Reynolds~l\littelung erhält und die z.fl. über das Austauschkonzept parametrisiert 
werden müssen, damit das Gleichungssystem geschlossen ist: 
Fu = :::(h"u(::)~~)+(-l)"+ 1 Au'V2"u, (9) 
Fv ~(Ku(::)~~)+ (-l)n+l Au V'2nv, (10) 
Fr %:: (Kr(::)~~) + ( -1)"+1 Ar V'2"T, (11) 
Fs = !!.__ (Kr(::) iJS) + ( -1)"+1 Ar V'2" S 
cJ:: iJ:: (12) 
mit 
(13) 
(zusätzliche metrische Terme in Fu und Fv sind vernachlässigt worden). Ku und Au 
bzw. Kr und Ar bezeichnen die wrt.ikalen und horizontalen Austauschkoeffizienten 
für Viskosität bzw. Diffusivit.ät. Für n = 1 ergibt. sich ein harmonischer und fiir n = 
2 ein biharmonischer Reibungsansatz (vgl. z.B. Semtner und i\lintr., 1977; Holland, 
1978). Statt der numerischen Integration der GI. I~ 7 ist. es wegen der unterschiedlichen 
Zeitskalen barot.roper und barokliner Prozesse in der Praxis sinnvoller, einen barotropen 
(externen) und einen baroklinm (internen) 1\lode einzuführen, die mit. wrschiedenen 
Zeitschritten integriert werden. Dafiir wird die h~·drostatische Gleichung (-1) vertikal 
integriert 
p- p(:: = 0) =PI.+ 1° g pd:: 
(PL sei der Luftdruck) und eine freie Oberfläche ((A, </>, t) durch 
p(:: = 0) =: g Po ( 
( 11) 
( 1 5) 
definiert, die klein gegeniiber d<•r Wassertiefe Il sein soll. i\lit d<•r Definition der 1\las-
senfliisse 
U := J< urlz 
~II 
und \' := J< vdz 
~II 
( 1 G) 
ergeben sich die prognostisdH'n Gleichungen des barotropen l\lodrs durch Vertikalin-
tegration der Kontinuitätsgleichung (3) und der Impulsgleichungen (I) und (2) w 
[)( I [[)U [) (\ _ . ")] 
-+-- -+- COS'i' 
i)t Rms<!:> c'JA ao 
m· 
1 
_ 9H iJ( 
-- \ +---
c'Jt Rco.w}J i)).. 
()\' !'- gll c'J( 
-+ u +--[)t R i),P 
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0, (17) 
T>. lT i) P1• r'). _ 
---:::----c -- - - + .\ 
Po poRms</J i)).. Po 
(18) 
Tm lT iJP,, r'!; • 
------+1 
Po Po R iJ rP Po 
(19) 
mit 
X = -!' r(u)dz- 9 !' dz [ODp dz+(-1)"+ 1 A.11 ll'V 2"(U/ll), (20) 
-II Po R ros<!J -II J z lJ >. 
1· = -!' r(v)dz- 9R f' dz f 0 0°P dz+(-1)"+ 1 .1ull\l2"(\"/ll). (21) -II Po -II }, </! 
Die horizontalen Austauschterme werden wie im internen 1\lod!' parametrisiert. Die 
Windschubspannung 1' und die Bodenreibung 1'8 tauchen nach Einsetzen der Rand-
bedingungen in GI. 18 und 19 auf, die das Gleichungssystem vervollständigen. An den 
seitlichen ßerandungen wird "no slip" für Impuls und Isolation fiir die Tracer ange-
nommen: 
lJT lJS 
u = V = i)ii = Dii = {). 
ii ist der Einheitsvektor normal zur Wand. An der 1\leeresoberfläche (z = 0) gilt: 
,. Dv 
flol\M Dz = T<J>, 
DS 




q sei der Gesamtwärmefluß. Niederschlag und Verdunstung werden vernachlässigt, was 
sicherlich eine gute Näherung im ßereich der westlichen OstsPe darstellt. Am ßoden 
(z = -ll) gilt entsprechend: 









1L Dll V i)Jl 
1L'=- ----. 




Die Zustandsgleichung (7) ist den spezifischen üstseebedingungPn angepaßt (1\lillero 
und Kremling, 19TG), ind!'m Salze beriicksirhtigt werden, die durch die Fliisse in die 
OstsPe gelangen und die diP rhPmische Zusammensetzung des 1\leerwassers verändern. 
Die ßodenreibung ist durch ein R<'ilmngsg!'sd.z z"·eitcr Ordnung paramctrisiert (Cox, 
1981): 
-n _; 2 2 ( ucosn- !'sinn) T =p0 qvu +v . u swn + v cosn (2!l) 
mit u = u(z = -ll), v = v(z = -11) und einem Auslenbvinkel n = 10°, drr di!' 
Ekmangrenzschicht am Boden parametrisiert. 
Die prognostischen Gleichungen fiir den internen 1\lode (1), (2), (5), (G) wsammen 
mit den diagnostischen Gleichungen (:J), (7), (H) und die prognostischen Gleichungen 
fiir den extNnen 1\lode (17), (18), (HJ) sind auf dem Arakawa-ß-Gitter (1\lesinger und 
,\rakawa, 1!l7G) diskretisiert und werden asynchron integriert mit einem baroklinen 
Zeitschritt :ltc und eirwm sehr viel kleineren barotropen Zeitschritt :ltb· Eine ausfiihr-
liche ßeschreibung dazu geben Kilh,·orth et al. (1!l89). //·,-'' .. , ' 
/-:-
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4.1.2 Modellgebiet und Auflösung 
Für realistische Simulationen ist eine hohe :\!odellgitteraunösung erforderlich, die sich 
an der Topographie der Schwellm und Engen der Dänischen Straß<'n orientiert (Abb. 
6). Die Drrite an der schmalsten Stelle im Oresund in der Nähe drr \"erbindungslinie 
zwischen Helsingor und Helsingborg beträgt nur ungefahr 4 km. Die Darßer Schwelle 
mit einer Tiefe von ca. 18m trennt die Beltsee vom Arkonabccken. Die im südlichen 
Dereich des Orcsunds gelegene Drogdenschwelle besitzt eine Tiefe von sogar nur 7 m. 
Aber nicht nur die Anforderungen durch die Bodentopographie sondern auch durch die 
physikalischen Prozesse erfordern eine hohe Aunösung. Horizontale Dichtefronten im 
Kattegat und der Beltsec und eine z. T. starke vertikale Schichtung in der westlichen 
Ostsee überhaupt müssen durch das ~!odellgitter aufgelöst werden. Beispielsweise be-
trägt ~litte Februar 1993 die wrtikale Salzgehaltsdifferenz im Arkonabecken nach dem 
Salzwassereinstrom zwischen dem oberen homogen durchmischten salzärmeren \Vas-
serkörper und dem salzhaltigen Bodenwasser bis zu 13 PSU auf 5 rn. Deshalb wurde 
eine Aunösung des ~!odellgitters von 1 Seemeile in horizontaler (otf> = 1', ß,\ = 2') 
und von 3 rn in vertikaler Richtung gewählt, was eine deutliche Verbesserung gegenüber 
dem Ostsecmodell \"On Lebmann (1992) darstellt (5 km und 6 rn in den oberen 100 rn), 
aber immer noch nicht ausreicht, um die physikalischen Verhältnisse im 0resund zu-
fricdenstellend zu beschreiben. 
Eine obere Schranke für den zugehörigen Zeitschritt liefert das Courant-Friedrichs-
Lewy-Kriterium. Hier wurde ein barokliner Zeitschritt von Öle= 120 8 und ein baro-
troper Zeitschritt \"Oll otb = 6 8 gewählt.. 
Die vorhandenen Computerkapazitätm erfordern eine Begrenzung des ~lodellgebie­
tes, welches das Kattegat, die Dänischen Straßen, die Beltsre, das Arkana- und Born-
hohnbeckm tunfaßt (Abb. 6). Im Dornhohntief hat das l\lodell seine maximale Anzahl 
mn 32 Schichten. Es ist nicht unbedingt notwendig, das Bornholmbecken in der hohen 
Aunüsung wie die Dänischen Straßen zu behandeln. Trotzdem tunfaßt das bis auf die 
geringe :\!eridiankonvergenz äquidistante l\!odellgitter auch das Bornholm hecken, denn 
es soll der gesamte \\'eg des eingeströmten salzhaltigen \\'assers inSimulationenverfolgt 
werdrn. ,\ ußerdem ist es so möglich, diP ~!odellsalztransporte in die Ostsee nicht nur 
mit dm Datenzeitreihen in dm Dänischen Straßen sondern auch mit den zahlreichen 
Profilen im mit salzhaltigrm \\'asser angefüllten Bornholmbecken zu kontrollieren, die 
den Endzustand des SalzwasserPinstroms dokumentien'n. \\'egen der ungelösten Pro-
bleme mit der ParanwtrisiPrung Yon \"ermisdnmg wurd<' von nichtäquidistanten, der 
BodmtopographiP bess<'r angqmßten :\!oddlgittern, Abstand genommen. 
4.1.3 Bodentopographie 
Die il!odPlltopographie basiert auf den Daten von S\'ifert und Ka~·ser (1995). Der :\!ee-
resboden im GPbiet der Beltsre und des Arkonabeckens wurde mit einer Aunösung 
nln ..16 = O.fJ' und t'<,.,\ = 1' in 1m Stufen aufgenommen, alle anderen Seegebiete der 
Ostsee mit ..16 = 1 ' und ..1,\ = 2' in TiPfenstufen von 1 m im Tiefenbereich Yon 1 m 
bis :iO m, mn ;; mim Tiefenbereich von 50 m bis 150m und Yon 10m im Tiefenbereich 
größer als 1 :iO m. Diese Daten wurden hier benutzt, um eine möglichst genaue :\!odell-
topographie zu erstellen. Im Brrrich der höheren horizontalen Aunösung wurden die 
Daten mit PitH'm Shapirofilter (Shapiro, 1910) 8. Ordnung, 213 mal ange,wndet, zeilrn-
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und spaltenweise gefiltert und zusammen mit den ungefilterten Daten im Bereich der 
niederen horizontalen Anßösung auf3m-Schichten diskretisiert. Anschließend wurden 
diejenigen Gitterpunkte ausgesondert, die auf dem Arakawa-B-Gitter nicht durch ad-
vektiw Terme mit dem übrigen ~lodellgrbirt verbunden sind. 
4.1.4 Offene Randbedingungen 
\\'eil die Integrationszeit sehr viel größer als die advektive Zeitskala ist, dir ein Wasser-
teilchen fiir die DurchquPrung dPs hlodellgebietPs benötigt., sind aktiw offene Randbe-
dingungen notwendig. Das heißt, im Falle von Einstrom werden gPnwssc1w Tt•mJwratur-
und Salzgehaltsprofile iiber eine Newtonrelaxation ,·orgPgebrn, und im Fall!' von Aus-
strom ist eine modifizierte Orlanski-Ausstrahlungsbrdingung fornmliert (Stevens, 1!J!JO; 
1!J!J1). 
Dazu werden die Impulsgleichungen (1) und (2) am Rand linearisiPrt, d.h. f(u) und 
f(v) werden vernachlässigt. Die offenen Ränder sollten daher immer außerhalb von 
Gebieten hoher dynamischer Aktivität, z.I3. von Randstromberrichrn, liegen. Der Ein-
fachheit wegen (aber nicht unbedingt notwendig) ist die Traceradvektion immer senk-
recht zum Rand gerichtet, und die Reibungsterme wrrden vernachliLssigt., so daß z.B. 
an der nördlichen Berandung für GI. (5) gilt: 
DT V+ er DT 
= ------Dt R D,P ' 
(30) 
falls v oder er positiv sind. Dir Korrekturphasengeschwindigkeit C"J" ist dabei erforder-
lich, weil andernfalls die "upst.rPam" -Diskrrtisierung des Adwktionsterms wrhindrrt., 
daß barokline Wellm im Falle von einwärts gerichteter Advektion das hlodellgebiet. 
verlassen können. Stevens (1 !J!JO) zeigt an Hand rinPs Bdspir!s, wie sich ohne die Kor-
rekturphasengPsrhwindigkeit \\'dlenrnrrgie an dPn off<•npn Rändrrn aufstaut.. er wird 
aus der Gleichung für elwne \\'ellcn zum vorhergehcmlen Zeitschritt bPrechnet (Orlan-
ski, 1 !J76): 
DT er DT 
Dt = - R D,P' (31) 
also in der diskrPtisierten Form 
R~"' T" · - T"-l. II 'P t,.!MT-1,k t • .JMI-l,k 
'"n .< = - --;--1 T" 1 T" 1 • 
-'· i.JAIT-I.k- i..IAIT-2.k 
(32) 
.] MT lwz<•ichnrt diPzonale Koordinate dPr Randgitt.erpunkte. Aus St.abilitätsgriinden 
muß die PhasrngcschwindigkPit durch 
n R ~</J 0 < CJ· L < --
- '·' - j.t (33) 
begrenzt wPnkn. Die finite Diffen•nzcnform von GI. (30) auf dem Arakawa-I3-Gittcr 
lautet dann 
T n+l T" i,JMT,k- i.JMT,k 
~~ 
n + n Tn Tn 




Sind v und er beide kleiner gleich 0, also in das l\lodellgebiet hinein gerichtet, werden 
die Tracerwerte am Rand gemäß 
DT =-.!_(T-T00') (35) 
Dt a 
mit der Zeitskala a = 1.2d an Beobachtungsdaten angepaßt. Da nur wenige Profile 
an den l\lodellrändern direkt vorliegen, wurden alle 7.6 d mittlere Profile aus allen zur 
\'erfiigung stehenden Daten konstruiert, die sich in einer 1° bzw. 2° weiten Box um 
den offenen Rand herum im Norden bzw. Osten gruppieren. Diese \·orgehensweise ist 
im Bornholmbecken ausreichend, führt aber zwangsläufig zu Fehlern am offenen Rand 
zum Skagerrak hin, denn dieser liegt genau im Bereich der räumlich und zeitlich stark 
wränderlichen Skagerrak~Kattrgat~Front (vgl. die Diskussion in Kapitel 5). 
Im FRAl\1~1\lodell wird die Stromfunktion am Rand durch die Sverdrup-Relation 
vorgegeben (Stevens, 1991). Die Anwendung einer vergleichbaren Beziehung für den ex-
ternen !\Iode ist in der Ostsee nicht möglich. Daher wurden die Obernächenauslenkun-
gen am nördlichen l\lodellrand durch die stündlichen Pegeldaten von Frederikshavn und 
Ringhals (Varberg) und am östlichen l\lodellrand durch die Daten von Kungsholmsfort 
und Ustka vorgegelwn (vgl. Abb. 7). Dafiir wurde der l\littelwert über die gesam-
te zweijährige Zeitreihe von jedem Pegrl abgezogen und durch Ergebnisse geodätischer 
Untersuchungen von Ekmanund l\läkinen (1991, 199·1) und Ekman (1!J9·l) ersetzt (Tab. 
5 ). Das in diesen Arbeiten eingeführte Höhensystem Nil 60 (Nordic Height system 
1960) ist auf da.'i Amsterdamer Normalnull NAP (Normaal Amsterdams Peil) geeicht. 
DiP Standardabweichung der mittleren Wasserstandsdifferenz zwischen zwei Pegeln in 
nun ergibt sich aus der Quadratwurzrl der Entfernung entlang der Nivellierungslinie 
auf Land in km. Die Wasserstandsdifferenz zwischen Varberg und Frederikshavn be-
trägt also 9.7 crn mit einem Fehler von 2.5crn (Ekman 1994, pers. 1\litteilung). Dieses 
Ergebnis läßt sich nicht durch einm mittiNeil genstrophischen Transport über den ge-
samten Querschnitt dPs Kattegats aufgrund des festländischen Abnußes erklären, der 
nur eine \\'asserstandsdiffcrcnz von ungefähr 0.6 cm bewirken würde (bei einer mittle-
ren \\'a.~sertiefe zwischen \'arlH'rg und Frederikshavn von 30m), sondern stellt vielmehr 
da.~ barokline Signal des transientcn Baltischf'n Stroms dar (vgl. nomell und Stige-
hrandt, J!J8cJ). Der von Ekman und l\!äkin<'n (1991) angpgebene mittlere Wasserstand 
für Kungsholmsfort ist fraglich. 
Außerd<'m wurden die PPgeldatPn nach der von Krauss (1!JG6) beschrielwnen 1\lctho-
dP gPfiltPrt' lllll die EnergiP alkr Period<'ll bis 21 h sowie da.s Signal dPr o,-TidP ans 
den SpPktren Z1l entfnnen. Damit sind dir Signale aller in der Ostsee mit deutlichen 
,\mplituden \'orkomnH'tH!Pn Gezeiten nicht mehr in df'n ßeobachtungsdat.en enthal-
ten (~!agaard und Krauss, 19GG), denn die Periodf'n der halbt.ii.glichen und täglichPn 
Partialgezeiten betragen fiir das .Jahr 19G8 12.00 h (82 ), 12.-12 h (!tf2 ), 23.93 h (J\t) 
und 2G.82 h ( 0 1). Die OlwrflächPnauslenkungen entlang <IN Verbindungslinie zwiscltf'n 
zwei Pe!\Pln wurden linear interpoliert. Damit sind die Transporte i'tber die offenen 
niinder noch nicht automatisch fPstgelegt, sondern Prgelwn sich erst im Zusammen-
hang mit den ,\uslenkungen an den IJl'nachbartPn Git!Prpunkten im l\fodellinneren des 
.-\rakawa- ß Gitters. 
,\lternati\' dazu ist auch <'ine nandbedingnng fiir diP Oberniichcnauslenknng denk-
bar, dif' dPrjenigen fiir Temperatm und Salzgehalt Pntspricht, also einer Urianski-
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Tabelle 5: Mittlere in den Randbedingungen beriick.sichtigte Wa8ursliinde und geodäti-
sche Ergebnisse von Ekman und Mäkinen ( 1991, 1994) und Ekman ( 1994) in cm. Ein 
Querstrich kennzeichnet dabei einen im Modellnicht vorgeschriebenen oder in der Li-
teratur nicht angegebenen Pegel. Die Litemtunverte sind ungefähr nnch der Position 
an westlicher oder östlicher ßerandung geordnet. 
II Modell I Literatur 
Frech~rikshavn • 11.1 . ll.l 
SmögPn •. 7.6 
57.500°N, 11.867°0 . 3.9 . 
Ringhals (Varbcrg) . 1.4 
Aarhus . 9.0 
llornb<f'k • 4.5 
Kcbenha.vn • 1.2 
Slipshavn . • 5.4 
Korsor . 2.8 
Gedser . l.l 
l(lagshamn . 2.2 
Simrishavn (Ystad) 4.5 
K unp;:!holmsfort ( l.O) 
.56.200"N, 17.133"0 3.0 
Ölands norra udde . i.O 
Ustka 2.0 . 
Ausstrahlungsbedingung im Falle von Ausstrom (GI. 30 mit v = 0) und einer New-
tonrelaxation im Falle von Einstrom (GI. 35). Eine Übersicht über verschiedene offrite 
Randbedingungen in einem barotropen ~lodell gibt Chapman (l!J85). Allerdings teste-
te Chapman nur Randbedingungen, die im Falle von Einstrom nicht. die Information 
aus llcobachtungsdaten nutzen. Experimente mit. dem regionalen Ostsecmodell ha-
ben jedoch ergeben, daß mit dieser Formulierung der Randbedingung ein verstärkter 
Volumentransport in die Ostsee verbunden ist und an den Rändern numerische lnsta-
bilitäten auftreten, die durch den Widerspruch zwischnt innerer Lösung und äußerer 
Vorgabe an benachbarten Gitterpunkten bedingt sind. Eine \'erlwsserungsmöglirhkeit. 
der Randlwdingung fiir die Oberflächenauslenkung wird in Kapitel 5 beschrielwn. 
4.1.5 Startfelder 
Aus den Profilen des in Kapitel 3 beschriebenen Datensatzes wurde mit Hilfe der ob-
jektiven Analyse (Hiller und Käse, l!J83) ein Startfdd fiir Temperatur und Salzgehalt 
für Oktober l!J!J2 konstruiert. Dabei wurden 22!J Profile verwendet, die zwischen dem 
2. Oktober und dem G. November gemessen worden sind. Entsprechend der zeitlichen 
Verteilung der Daten (Ahb. 5) sind weitere objektiY analysierte Felder fiir die l\lonate 
Februar, ~lärz, April, !\Iai und Juni l!J!J3 erstellt worden. Da die Profile fiir die Analy-
sen jeweils einem Zeitinten·all bis zu ·I \\'ochen entnommen worden sind und räumlich 
ungleichmäßig wrteilt sind, wurden Komrianzlängen Yon 80 bis 100 km benutzt, so 
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daß diese Felder relativ glatt sind und lediglich einen mittleren Zustand wiedergeben. 
Trotzdem sind sie als Startfelder den klimatologischen ~lonatskart<'n für die Ostsee 
(Lenz, 1971; Bock, 1971) vorzuzid1en, weil die Salzgehaltswrteilungen in der westlichen 
Ostsee sowohl vor als auch nach dem Salzwa.'iSereinstrom stark vom klimatologischen 
~litte! abweichen. Außerdem wird so auch den zwischenjährlichen Abweichungen vom 
mittleren .Jahresgang der Temperatur Rechnung getragen. 
4.1.6 Meteorologischer Antrieb 
Angetrieben wird das regionale Ostseemodell durch 6stiindliche \\"indfdder und Bo-
denluftdruckgradienten aus dem Europamodell des DWD. Die Windschubspannung 
wird aus der Windgeschwindigkeit in 10m Höhe nach Large und Pond {1981) be-
rechnet. Schon Kielmann (1981) zeigte, daß der horizontale Luftdruckgradient allein 
Wasserstandsschwankungen mit einer Amplitude bis zu 20 cm und mit einer Periode 
im Bereich von Stunden bis Tage in der Ostsee verursachen kann und deshalb nicht 
vernachlässigt werden darf. Auf saisonalen und längeren Zeitskalen wird der atmo-
sphärische Luftdruck wrgleichsweise immer wichtiger. 
Aus den vom D\VD zur Verfügung gestellten synoptischen Beobachtungsdaten wur-
den am Iflll Kiel tägliche Verteilungen u.a. der :t-leeresoberflächentemperatur fiir die 
gesamte Ostsee für 1992 und 1993 erstellt {Bumke 1995, pers. :t-litteilung). Die da-
bei verwendete Interpolationsmethode ist bei Bumke und Hasse {1989) beschrieben. 
In Ermangrlung zuw•rlässiger Daten der \Värmefliisse an der Meeresoberfläche wurde 
die Temperatur der ersten :t-lodrllschicht iiber einen Newtonrelaxationsterm mit einer 
Zeitskala von 12 h an die analysierten Karten angepaßt. Wie schon erwähnt, wurden 
Niederschlag und Verdunstung wrnachlässigt. 
4.1.7 Bodenreibung 
Die Parametrisierung der BotlenrPibung im :t-loclell (GI. 29) trägt der Rauhigkeit der 
Topographie Tlechnung, die nicht durch <Ia.~ ~lodell aufgelöst wird. Da der akknnndier-
te Transport in die Ostsee während des Salz"·assrreinstroms recht gut bekannt ist {vgl. 
:t-latthäus et al. (1993) oder .Jakobsrn (1!195)), läßt sich dPr Bod<'nreibungskoeffizient cb 
durch clrn ~Iode II- Daten--Yrrp;lrich bestimmen (<'b = O.:i x 10-3 ). \·oraussetzung dafür 
ist, daß diP kritisdwn Querschnitte exakt mit dm tatsächlichen iibereinstimnH'n {s.11.). 
4.1.8 Horizontaler Austausch 
Die horizontalen ,\ustauscht<'nnc fiir Viskosität und Diffusion haben die Bedeutung, 
kleinskalip;r Prozesse zu paramrtrisiPren, die nicht dnrch da.s :t-lodellgitt<'r aufp;eliist 
werc1<'n. Da das ~lodell jedoch mit <'inPr Gitter"·<'it<' von 1 sm wirbelauflösend ist {der 
intern<' Rossb~·-fladius in der OstsPr beträgt 2.5- 10 km (vgl. Aitsam und Elken, 
1982; Frnnd et al., 1991) ), ist dir horizontale Tleilmng im wesentlichen nur fiir die 
numerische Stabilität notwendig und sollte daher so klein wie möglich gewählt \Wrden. 
Unter fkdingungrn mit moderatem nwteorologischrm Antrieb sind dir horizontalen 
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Reibungsterme in df'n Impuls- und Tracer-Erhaltungsgleichungen (1 ), (2) und (5), (6) 
zu wrnachlässigen. Ab~r im Falle von Stürmen, z.ß. im .Januar 1993, ist die horizontale 
Reibung notwendig, um die Lösung zu stabilisieren. 
\\'~rden konstante Austauschko<'ffizienten Au und AT in \'erbindnng mit harmo-
nisdwr Rf'ibung (n = 1) in GI. 9-12 gewählt, ist die durch di<' Stabilitätsforderung 
notwendige Reibung jedoch so groß, daß die Salzgehaltssprungsehicht nach wenigen 
1\lonaten Integration zerstört ist. Da die 1\lodellösung bei gering~r g~wählter horizon-
taler Reibung oft an den Fronten instabil wird, die sich im Zusammrnhang mit dem 
Salzwassereinstrom im .Januar 1993 in der ßeltsee unc! am Südausgang des 0resunds 
bilden, liegt die Vermutung nahe, daß das nicht positiv definite Adwktionsschema, wel-
ches auf zentralen Differenzen beruht, Auslöser fiir die Instabilitiit~n ist. Tatsächlich 
werden "Überschießer" im Salzgehalt beobachtet, wie sie z.ß. von Farrow und Stevens 
(1995) beschrieben worden sind, d.h. stromabwärts hinter den Fronten nimmt der Salz-
gehalt unrealistisch ab. Um solche Effekte zu unterbinden, sind in der Literatur eine 
Reihe von alternativen Advcktionsschemata entwickelt und get~stet worden (z.ß. Ger-
des, 1988; Gerdes et al., 1991; Farrow und Stevens, 1995; Hechtet. al., 1995). Das von 
Gerdes (1988) im GFDL-1\Iodell untersuchte FCT-Schema ("flux··corrected transport 
algorithm") hat jedoch den Nachteil, daß sich die Rechenzeit des 1\lodells insgesamt ver-
doppelt. Da der Einbau so rechenzeitaufw<>ndiger Algorithmen in dem hochauflösenden 
l\lodell der westlichen Osts<>e nicht möglich gewesen wäre, wurde das YCrgleichsweise 
einfache Schema von Farrow und Stewns (I 995) getestet, wf'lehes aus dem eindimen-
sionalen Advektionssehema \'On Leonard (I 979) hervorgegangen ist .. Dabei zeigte sich, 
daß zwar die Temperatur- und Salzgelmlt.sfelder glat.tPr werden, die explizite horizon-
tale Reibung jedoch nicht. reduziert werden kann. Selbst durch die Implementierung 
d~s <>inseitigen "upstream" -Schemas mit hoher impliziter Diffusion, \Wiche vom Betrag 
der Advektionsg<>schwindigkeit abhängt, konnte die explizite Reihung nicht. wesentlich 
wrkleinert werden. Das Adwkt.ionsschema scheint. also nicht primär fiir die numeri-
schen Instabilität.~n bei stark<>m \\'ind wrantwortlich zu sdn. Allerdings wurde ein 
Enstrophie erhaltendes Sch<>ma nicht g<'t<>stet. 
Die tatsächliche Ursache ist offenbar die rauhe Bodentopographie iml\lodell. 1\lit. zn-
nehmender l\lodellgit.teranflösung \\'<'r<kn die Gradienten der Topographie größer, weil 
in den Dänischen Straßen feinere Strukturen berücksichtigt. werden. Dadurch werden 
alwr die numerischrn Störungen auf Gitterskala größer (Beckmann et al., 199·1), t!ie im 
Zusammenhang mit. dn nunwrischPn Diskret.isierung der \'ertikalgcschwindigkeiten im 
GFDL-:\Iodell stt'lwn. Zusätzlich wird lwi höherer Auflösung die in den diskret.isi<>r-
ten Gleichungen implizit \'Orhanden~ numerische Reihung kleiner, so daß eine explizite 
Glättung auf Gitterskala mit Hilfe eines geeigneten Reihungsansatzes erfordnlich wird. 
Diese sollte anf griißercn Skalen kldn sein, damit die \\'irhcld~·namik nnd die Entwick-
lung von Front<'n nicht nnt.crdrikkt und die vertikale Dichteschichtung nicht. aufgelöst. 
wird. Dah!'r wurde ein biharmonischcr Ansatz (n = 2) mit ,Iu = 1.3 x 1016 r·m4 ,.- 1 
und ..IT = 0.65 x I016 cm 1s- 1 ,·em·pndet, wobei Au und Ar mit dt'r Tiefe linear abklin-
gen. Vergleichbare Austauschkoeffizi<>nt<>n fiir harmonische und biharmonische Reihung 
erhält man iiber die Beziehung 
1 ( 2 Au.T,n=2 = ~ ..!u.T.n=1 ~x) · (3G) 
Dabei ist ~x der horizontale Gitterahst.and, also ~x = 1 8TT!. Entsprechende harmoni-
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sehe Austauschkoeffizienten an der Oberfläche wären also Au = 1.6 x 106 cm2 8-t und 
Ar= 0.8 x 106 rm2 q- 1. 
Zur Stabilisierung der offenen Ränder ist eine Reibungszone erforderlich, was sich mit 
dem Ansatz der biharmonischen Reibung nicht realisieren ließ, weil die Lösung instabil 
wurde. Daher wurde ein harmonischer Reibungsterm mit Au= 3.0 x 105 cm2s- 1 und 
Ar= 1.0 x 105 crn2s- 1 dazu addiert, der im ~lodellinneren klein ist im Vergleich zur 
bihannonischen Reibung, an den offenen Rändern aber linear um einen Faktor 40 auf 
einer Distanz \'On 10 Gitterpunkten anwächst. 
Da diese Konstruktion aufwendig und daher unbefriedigend ist, wurden andere ska-
lenselekti\·e Ansätze fiir die horizontale Reibung getestet, z.B. harmonische Reibung 
mit Austauschkorffizienten, die \'Oll der relatiwn Vorticity abhängig sind (Lehmann, 
I 995), oder die dazu ähnliche Formulierung \'Oll Rosati und hliyakoda (1988), bei der die 
Austauschkoeffizienten \'Oll der lokalen Deformationsrate abhängen. Allerdings konnten 
auf diese \\'eise keine besseren Ergebnisse erzielt werden. 
Fiir Vergleichszwecke wurde eine Version des hier beschriebenen Modells mit ei-
ner Auflösung \'On 2 srn und 6 rn und einer geglätteten Bodentopographie betrachtet 
(rb = 10-3). Da die Zeitschritte iltc = 300 s und iltb = 15 8 betragen, läßt sich mit 
dieser Version Rechenzeit \'Oll ungefähr einem Faktor 20 sparen. In diesem Fall wurden 
gute Resultate mit harmonischer Reibung erzielt, wobei konstante Austauschkoeffizi-
enten \'Oll Au= ·1.0 x JQ·5 cm2s- 1 und Ar= 2.0 x J0·5 crn2s- 1 verwendet worden sind. 
4.1.9 Vertikaler Austausch 
Die Yertikale Reibung hat grundsätzlkh eine andere Bedeutung als der horizontale 
Austausch, denn es müssen physikalische Prozesse in der Vertikalen parametrisiert 
werden . .Je nach .Jahreszeit und Eintrag \'On Windenergie werden die oberen Schichten 
im Ozean durch turbulente Vermischung gekennzeichnet, während auf der anderen Seite 
die Diffusion in der IIaloklinen sehr klein ist .. Die \Wtikalen Austauschkoeffizienten 
l\u und 1\r verändern sich daher \'Oll der ~leeresoberfliiche bis hin zum Bodrn dPs 
ßornholmlwck~ns um mehrere Größenordnnnii;ell. Dies wird in erster Näherung durch 
einPn Pinfachrn Richardsonzahl-abhii.ngig<'n ,\nsatz berii<'ksichtip;t (Pacanowski und 
Philandn, 1981 ). IliPr wird 
1\'M = 175/(1 + 10 x Rif/3 + 1.0 nnd 1\r = 20/(1 + 10 x Ri)112 + 0.01 {37) 
benntzt (1\'M, l\T in rm 2/s), wobei Ri die RichardsonzahiiH'Z<'idtnPt. Eine wrlwssertc 
Paranwtrisierung der turbnlenten \'ermischung wircl in Kapit~l 8 Yorg~stdlt. 
4.1.10 Parametrisierungen der Konvektion 
Wegen der lmlrostatisch~n ,\pproximation {GI. ·I) ist. eiiH' Parametrisi<'mng der Kon-
wktion nol\wmlig. In der Literatur wenlen im Zusammenhang mit dem GFDL-11!odrll 
wrschiedenP :\nsiitze fiir d~n Fall statischer Instabilität angewandt: 
I. Die Tracer in wrtikallwnachbarten Gitterboxen wenlen explizit (Cox, l!l81) oder 
implizit durch Ilochsetzrn der Anstanschk<wffizienten wrmischt. (Richtm:-w und 
~lorton, 1967). 
2G 
2. Die Tracer in vertikal benachbarten Gitterboxen werden lediglich ausgetauscht, 
solange bis die Wassersäule zu jedem Zeitschritt stabil ist. 
3. Durch die instabile Schichtung wird in einem Tnrbulenzmorldl turbulente ki-
netische Energie erzeugt, so daß größere AustauschkoeffizientPli fiir Impuls und 
Tracer implizite Ycrmischung verursachen. 
llier wurde die 2. Konwktionsparametrisierung benutzt, weil sie lwim Salzwasserein-
stromdie geringste vertikale Vermischung entlang des Salzgehaltsgradimten verursacht 
und das eingeströmte salzreiche Bodenwasser am wenigsten verdünnt. Allerdings sind 
die Unterschiede nicht sehr groß, weil der horizontale Austausch ebenso zu unrealisti-
scher numerischer Vermischung führt. 
4.2 Modellergebnisse 
4.2.1 Der Salzwassereinstrom im Januar 1993 
Im folgenden werden einige !llodellergdmisse fiir den Salzwassereinstrom im .Januar 
1993 gezeigt und mit den vorhandenen Daten verglichen. Die Intq~ration des !llodells 
beginnt aml. Septemlwr 1992mit u = v = ( = 0. Während der ersten fünfTage wächst 
der meteorologische ,\ntrieb und die Oberflächenauslenkungen an den offenen Rändern 
linear von 0 auf die jeweiligen realistischen \\'erte an. Da die Windgeschwindigkeiten 
im September relativ klein sind, eignen sich die ersten 30 Tage gut zur ,\npassung des 
Dichtefelds an die !llodelld~·namik. 
Ende Dezember 1992 und zu Beginn des .Jahres 1993 ergibt sich Pine ausgeprägte 
Ausstromlage mit niedrigen Salzgehalten in den Dänischen Straßen und einem aus-
geprägten, scharf abgegrenzten Baltischen Strom vor der sdnwdischen \\'estküst('. In 
Abb. 8 sind die Oberflächenströmungen am .30. Dezember und in ,\bb. 9a die Olwr-
flächensalzgehalte am ·1. .Januar wiedergeg<'IH'll. :-lach dem Einsetzen von starken \Wst-
lichen Winden verschieben sich die SalzgPl1altsfronten in Tiichtung des Arkonalwrkens. 
Die zeitliche Abfolge des Salzwassereinstroms ist in A hb. 9 und 10 dargestellt. ,\ m I G .
.Januar wird die ßeltsee mit salzhaltigem \\'m;ser aufgefüllt, und am 2!i . .Januar erreicht 
der Einstrom seinen lliihqmnkt mit maximalen Salzg<'halten auf der Darßer Scll\\·dle. 
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:l.bbildung 8: Oberflächenströmungen im regionalen Modell am SO. Dezember 1992. 
Lediglich jeder 2. Geschwindigkeitsvektor auf dem Modellgitter ist dargestellt. 
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Abbildung 9: Oberflächensalzgehalte in PSU im regionalen Modell: (a) 4. Januar 1993 
{oben), (b) 16. Januar 1993 {unten). 
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Abbildung 10: Oberflächensalzgehalte in PSU im regionalen Modelt: (a} 25. Januar 
1g93 {oben), {b} 28. Januar 1999 {unten). 
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Auf der Drogdenschwelle wird zwischen dem 6. und 27. Januar ein mittlerer Salz-
gehalt von 26.75 PSU beobachtet (Hakansson et al., 1993). Ein Vergleich gemessener 
Salzgehalte in 5 m Tiefe an der Verankerung Oskarsgrundet mit den simulierten Salz-
gehalten der 2. Modellschicht zeigt Abb. lla. Die Übereinstimmung ist sehr gut. Auf 
der Darßer Schwelle werden maximale mittlere Salzgehalte zwischen dem 26. und 28 . 
. Januar von ungefähr 22 PSU beobachtet (Matthäus et al., 1993), die auch im Modell 
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Abbildung 11: ( a) Salzgehaltsmessungen in 5 m Tiefe auf der Drogdenschwelle/Oskars-
grundet (dicke Linie) im Vergleich zu Modellergebnissen (dünne Linie) vo11 Oktober 
1992 bis Mai 1993. (b) Der arithmetisch gemittelte Salzgehalt, berechnet aus den Afes-
sungen in 7 m, 17m und 19.5 m auf der Darßer Schwelle (dicke Linie), im Vergleich 
zu Modellergebnissen (dünne Linie). 
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~Iodellexperiment vor dem Einstrom im Dezember und nach dem Einstrom im März 
zu hoch. 
Das Modell zeigt im Laufe der weiteren Integration, wie das Arkonabecken mit salz-
haitigern Wasser aufgefüllt wird. Meßdaten gibt es dafür direkt nicht. Lediglieb an Hand 
einiger Schnitte zwischen dem 20. und 28. Januar über der Darßer Schwelle wird das 
Überströmen in Messungen festgehalten (ohne Abb.). Die Vertikalstruktur des Salz-
gehalts über der Darßer Schwelle wird von dem Modell wegen seiner vergleichsweise 
hohen vertikalen Auflösung im Gegensatz zu anderen grobauflösenden Modellen relativ 
gut wiedergegeben (vgl. Abb. 5 bei Huber et al., 1994). 
Nach dem Überströmen der Schwellen findet eine Ablösung des eingeströmten Was-
sers von den Isolinien der Topographie nördlich vom Kap Arkona statt. Je nach dem 
lokalen meteorologischen Antrieb (der nicht genau bekannt ist, weil die \Vinddaten des 
grobauflösenden Buropamodells fehlerhaft sind) und je nach der verwendeten Reibungs-
parametrisierung (vgl. Kapitel 8) schnürt sich in einigen Experimenten am 28. Januar 
ein salzhaltiger 'Wirbel ab (Abb. 12). Dieser \Virbel überlagert salzhaltiges ·wasser, das 
-----
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Abbildung 12: Modellsalzgehalt in PSU im Arkonabecken in 7.5 m Tiefe am 28. Januar 
1993. 
einige Tage zuvor eingeströmt ist und das Bodenwasser des Arkonabeckens bereits er-
neuert hat . In einem Vertikalschnitt des Salzgehalts durch das Arkonabecken (Abb. 13) 
wird die zeitliche Bewegung des Wirbels deutlich (Abb. 14). Unter dem Einfluß der 
Schwerkraft bewegt sich der vVirbel entlang der geneigten IsohaHnen in Richtung Born-
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Abbildung 14: Vertikalschnitte des Modellsalzgehalts in P SU durch das Arkonabecken: 
(a) 28. Januar (oben), (b} 1. Februar 199:1 (unten). 
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·wassers über die Darßer Schwelle und Drogdenschwelle in das Arkanabecken ist also 
größer als der Abfluß durch das Bornholms Gatt, so daß die Ha lokline im Arkanabecken 
für einige Tage angehoben wird. Daher wird ein Teil des salzhaltigen Wassers, das sich 
nach dem 27. Januar noch über der Erhebung der Darßer Schwelle im Arkanabecken 
befindet, in den ersten Tagen der nachfolgenden Ausstromphase wieder über die Dar-
ßer Schwelle zurück in die Beltsee transportiert und geht damit für die Erneuerung des 
Tiefenwassers der Ostsee verloren (vgl. auch Matthäus und Lass, 1995) . 
Das Ablaufen des salzhaltigen ·wassers aus dem Arkona- in das Bornholmbecken 
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Abbildung 15: Vertikalschnitt des Modellsalzgehalts in PSU vom Fehmarnbelt zur Stol-
per Rinne durch das Arkona- und Bornholmbecken vom 9. Februar 1 g99. (Die Positio-
nen der Pro.fiie 'UJUrden in Anlehnung an den unte11 beschriebenen, gemessenen Schnitt 
in Abb. 17 gewählt.} 
grobauflösenden Modelle des Nordatlantik, die in z- I<oordinaten diskretisiert sind, das 
Überströmen von Schwellen nicht richtig simulieren können (vgl. Döscher, 1994; Heck-
mann und Döscher, 1996), ist in dem regionalen Ostseemodell dieser Prozeß durch die 
höhere Auflösung besser dargestellt. Die geostrophischen Strömungen quer zur Front, 
die in den Nordatlantikmodellen eine Stabilisierung der Front verursachen, können das 
Ablaufen aus dem Arkanabecken nicht verhindern. Eine zu starke Verdünnung des Bo-
denwassers findet allerdings auch hier statt, die im wesentlichen von der horizontalen 
Diffusion verursacht ist, wie oben diskutiert wurde. Der Mechanismus, der im Modell 
das schwere ·wasser den Hang ins Bornholmtief hinunterlaufen läßt, ist eine Folge von 
horizontaler Advektion und vertikalem Vertauschen der Tracer in übereinanderliegen-
den Gitterboxen, welches entsprechende Vertikalgeschwindigkeiten parametrisiert . 
Mitte Februar ist das Salzwasser bis auf eine dünne Bodenschicht vom Arkana-
becken in das tiefere Bornholmbecken abgeflossen (Abb. 16), wo es sich unter das 
alte, salzärmere und daher leichtere Bodenwasser schiebt, welches dabei angehoben 
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Abbildung 16: Vertikalschnitte des Salzgehalts in P SU vom Fehmarnbelt zur Stolper 
Rinne durch das Arkona- und Bornholmbecken, aufgenommen zwischen dem 14. und 
17. Februar 199:1: {a) Daten (oben}, {b) Modell {unten). 
tiefe von 65 m stellt die Stolper Rinne eine Verbindung zum Gotlandbecken her. Das 
neue Bodenwasser gelangt jedoch nicht bis in das Gotlandbecken. Die gute Überein-
stimmung der Modellergebnisse mit gemessenen Profilen wird deutlich. Die Lage des 
Schnitts in Abb. 16 wird in der Stationskarte in Abb. 17 gezeigt. Der mittlere Salzgehalt 
des Bodenwassers im Bornholmbecken steigt von ungefähr 15 PSU auf über 18 PSU an 
(vgl. Dahlin et al., 1993). Da die Schichtung im Bornholmbecken durch die Profildaten 
vor und nach dem Salzwassereinstrom bekannt ist, stellt die zeitliche Entwicklung des 
Modellsalzgehalts im Bornholmtief einen wichtigen Test sowohl für die Salztransporte 
über die Schwellen im Modell als auch für die Vermischung im Arkonabecken dar. 
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Abbildung 17: Stationskarte für den in Abb. 16 gezeigten Schnitt durch das Arkana-
becken. 
4.2.2 Geschwindigkeiten und Transporte in den Dänischen Straßen 
Da die Oberflächenauslenkungen an den offenen Rändern durch Pegeldaten vorgeschrie-
ben werden, ist es nicht verwunderlich, daß die Transporte durch die Dänischen Stra-
ßen relativ gut simuliert werden. Ein Problem taucht allerdings durch die sehr rauhe 
Bodentopographie auf, so daß die Geschwindigkeiten im Modell nicht automatisch mit 
den Messungen übereinstimmen. Die Wassertiefen aufTracerpunkten im GFDL-Modell 
werden durch die Bodentopographiedaten definiert und sind ganzzahlige Vielfache der 
vertikalen Schichtdicke. Die Wassertiefen auf Geschwindigkeitspunkten werden durch 
die Bildung des 1\Iinimums von vier benachbarten Tiefen auf Tracerpunkten bcrccl!-
net. Im Falle einer rauhen Bodentopographie ist also das durch die Tiefen auf Ge-
schwindigkeitspunkten aufgespannte Volumen kleiner als das ursprüngliche Voltunen 
der Bodentopographiedaten. Der für Volumentransporte relevante Modellquerschnitt 
bei Sprogo im Großen Belt, der die Position der Verankerung SBF07 schneidet, ist da-
her fast um einen Faktor 2 zu klein. Da die Transporte im Modell durch die Vorgabe der 
Oberflächenauslenkungen richtig sind (bei korrekter Einstellung des Dodenreibungsko-
effizienten cb), müssen die Geschwindigkeiten notwendigerweise zu groß sein. In einer 
neueren Version des regionalen Ostseemodells wurde die Bodentopographie so geändert, 
daß die Modellquerschnitte auf Geschwindigkeitspunkten im Großen Delt mit den von 
Jacobsen (1986) angegebenen gemessenen Querschnitten übereinstimmen. Dafür wur-
den die gefilterten Daten im Dereich der höheren horizontalen Auflösung in der Deltsee 
als Wassertiefen auf Geschwindigkeitspunkten interpretiert und die Tiefen auf Tracer-
punkten durch Bildung des Maximums von vier benachbarten Tiefen auf Geschwin-
digkeitspunkten ermittelt. Zusammen mit den unveränderten Daten im Dereich der 
geringeren Auflösung diente diese so veränderte Topographie auf Tracerpunkten dem 
Modell als Eingabe. Leider sind die bei der anschließenden Minimumsbildung berechne-
ten Tiefen auf Geschwindigkeitspunkten natürlich nicht unbedingt mit den ursprüng-
lichen Daten identisch. Durch eine Vergrößerung der Bodenreibung (cb = 3 x 10-3) 
erhält man realistische Transporte und Geschwindigkeiten (Abb. 18), die im Vergleich 
zu anderen Modellen bemerkenswert sind (vgl. z.B. Abb. 7.4.2 bei Lehmann, 1992). 
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Abbildung 18: Nord-Süd-Komponente der Strömungsgeschwindigkeit in verschiedenen 
Tiefen an der Verankerungsposition SBF07 im Großen Belt. aufgenommen im Novem-
ber und Dezember 1992: ( a} Daten, (b) Modell. 
kleiner, die Querschnitte für die Fitisse der Tracer jedoch in der neueren Version größer 
werden. Allerdings ergaben sich zunächst Stabilitätsprobleme während des Salzwasser-
einstroms im .Januar 1993, so daß die meisten Experimente mit der in Abschnitt '1.1.3 
beschriebenen Bodentopographie gerechnet worden sind. 
Eine Reihe YOn Veröffentlichungen, die auch in der Einleitung angesprochen wurden, 
beschäftigen sich mit den physikalischen Prozessen in den Dänischen Straßen. Dabei 
werden oft Annahmen über Termbalancen in dem Gleichungssytem (17)-(19) gemacht, 
um die Transporte in den Dänischen Straßen oder in anderen J\[eeresstraßen durch 
einfachere Relationen berechnen zu können. Werden die Kugelkoordinaten in G l. 17-19 
durch kartesische Koordinaten ersetzt und die folgenden Annahmen über eine Strömung 





• lokaler Wind und Luftdruck wrnachlässigbar, 
ergeben sich als Approximationen für GI. 18 und 19 
gll D( = n· 
D.r 
D. 1 \'2 
und g ll _2. = -- rfl=- cb-lJy Po Y JP . (38) 
Die erste Gleichung beschreibt. die grostrophische Nälwrung, di<• iu den Dänischen 
Straßen unbestritten gilt, und die zweite eine Balance zwischen dem Ol)('rflächengra-
dirntrn längs zur Straße und der Bodenreibung. Der Gradient \\'ir<l i.a. durch eine 
Wasserstandsdifferenz C>( zwischen zwei Pegeln stromauf und stromab approximicrt. 
Neben dieser Reibungshypothese wird in der Literatur für ~[eeresstraßen noch das Kon-
zept der genstrophischen und der hydraulischen Kontrolle diskutiert (Pratt, 1991 ). Dir 
genstrophische Kontrolle setzt voraus, daß die Gradienten der Oberflächenauslenkung 
längs und quer zur Straße gleich groß sind, so daß eine lineare Beziehung zwischen dem 
Transport \' und der Wasserstandsdifferenz C>( bestünde. Im Falle der hydraulischen 
Kontrolle wird in GI. 18 und 19 eine Balance der nichtlinearen Ternw, die in X und 
1' enthalten sind, mit den Liingsgradienten in der Oberflächenauslenkung angenom-
men. Dies würde wie in GI. 38 eine quadratische Beziehung implizieren, obwohl ein 
anderer physikalischer Hintergrund best.iinde. Beobachtungen aus dem 0resund (vgl. 
Abb. 2 bei ;\[attson, 1!1%) zeigen tatsächlich in erster Näherung eine Abhängigkeit. 
der Transporte \'Oll der \\'nrzel ans der \\'m;serst.andsdifferenz zwischen Katt.egat und 
,\rkonabecken. Die Streuung ist jedoch sehr groß. Lebmann (1992) wrglich in seiner 
.\bb. 7.-Ui die Volumentransporte im Großen Belt. aus <km :-.lodell mit der \\'asser-
standsdifferenz zwischen Aarhus und Rodb~·. Eine einfache lineare od!'r quadratische 
Beziehung ließ sich ans seinem Streudiagramm nicht ableitcn. Eine Schwierigkeit l)('i 
diesen Untersuchungen besteht darin, daß wegen der komplizierten Bodentopographie 
in dcn Dänischen Straßen es bei der Berechnung \'Oll \\'a.sserstan<lsdifferenzen g<'nau 
darauf ankommt, welche Gitterpunkte im ~lodPll dazu \W\\'endet werden. Außerdem 
ist rs offensichtlich, daß aufgrun<l d<'r großen horizontalm Salzgrhaltsgradienten in der 
ß<'ltsrr barokline Effekte nicht. wrnachlii.ssigt werden diirf<'n (auf jeden Fall nicht auf 
längeren Zeitskalen, vgl. Kapitel 2). 
in Fortsdzung drr von Sa~·in und Kmuss (I !l!JG) mit p;eschlossenen ~lodrllrändrrn 
durchg<'fiihrtrn Exp<'rimente wurde hi<'r mit Hilfe von Prinzipstudien wrsucht, <Ii<' 
lwim Wasseraustausch durch die DänisrlH'n All'<'rrsstraß<'n auf Zeitskalen bis zu 30 
Tagen dominanten T!'rme in den GI. 18 und 19 zu bestimnwn. Dabei wurde <'ine Ein-
stromsituat.ion rrz<'ugt, in dem die \\'assrrstandsdifferrnz zwischrn Kattegat. und Born-
holmbecken von 0 h<'ginnend linrar mit <kr Zeit erhöht wurde (C>( = 40 cm in 10 rl). 
Es wurden Experimente mit rinem barotropen, ein<'m homop;enen, einem linean'n und 
ritH'Ill Alodell ohn<' jPdr :\iihnungen in dPn GI. 18 und 1 !l gerechnet .. Di!'se \'orgdwns-
wPisr hat gegeniiber dPr Betrachtung von Termbalancen den Vorteil, daß das Ergebnis 
nicht von der \\'ahl einzl'lner Gitterpunkte abhängt., somll'rn den integralen Striimungs-
wid<'rstand der Dänischen Straß,,n als Funktion der angdegl<'n \\';tsserst.andsdiffrn'nz 
C>( wirdrrgibt. \!it ,\usnahnw der erstrn zwri Tage kann von quasistationären Bedin-
gungen ausgegangrn werden. Die Ergebnisse lassrn sich wie folgt zusammenfa.<>sen: 
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1. Die hier verwendete Bodentopographie erzeugt ein Transport,·erhältnis von un-
gefahr 27% zu 73% zwischen Oresund und Großem Belt in Cbereinstimmung 
mit Beobachtungen (vgl. Jacobsen, 1986) und früheren ~fodellstudien (Sayin und 
Krauss, 1996). 
2. Im ~!odell ist der dominante Term in GI. 19 die Bodenreibung, der den Gradienten 
der Oberflächenauslenkung längs der Straßen balanciert. 
3. Weitere wichtige Beiträge stellen die baroklinen und nichtlinearen Terme dar, die 
nicht zu vernachlässigen sind {letzterer besonders im Falle von großem Q(). Die 
Transport\-erhältnisse können sich verschieben. 
4. Im Arkona- und Bornholmbecken bilden sich starke zyklonale Wirbel mit ent-
sprechenden Aufwölbungen der Isopyknen {vgl. Sayin und Krauss, 1996). 
In Abb. 19 sind die Transporte als Funktion der Wasserstandsdifferenz für ein i\fodell-
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Abbildung 19: Transporte durch die Dänischen Straßen in einer prinzipiellen Einstrom-
situation als Funktion der Zeit bzw. der W asserstandsdij]erenz zwischen Kaltegal und 
Bomholmbecken: {1) Kleiner Bell (geschlossen}, {2) Oresund, {3) Großer Bett (strom-
auf bzgl. des kritischen Querschnitts), (4) Großer Bett (stromab). 
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\\"a&,erstandsdifferenz ,·on 108 cm zwischen Nord- und Ostrand des regionalen il!odells 
entspricht, gibt es einen rapiden Abfall im Transport durch den Großen Belt. Südlich 
des kritischen Querschnittsam Südausgang des Großen Belts sind die Transporte und 
die Oberflächenauslenkungen durch in die 1\ieler Bucht abstrahlende \\"ellen mit großer 
.-\rnplitude gekennzeichnet (Abb. 20). Die Periode dieser \Vellen beträgt ungefähr 5 h 
11E 
Abbildung 20: Oberfiächenauslenkungen im Bereich des südlichen Großen Belts nach 
30 d Integration (Linienabstand: 10 cm}. 
und die Wellenlänge 5 sm. Ein identisches Experiment ohne die nichtlinearen Terme in 
den Impulsgleichungen zeigte dieses Phänomen nicht. Die Transporte wuchsen weiter 
mit der Wa&Serstandsdifferenz an. 
Unter der Annahme, daß das il!odell auch bei großen C.( die nichtlineare Physik in 
den Dänischen Meeresstraßen richtig beschreibt, läßt sich hier der Schluß ziehen, daß 
im Falle von realistischen Einstromsituationen die nichtlinearen Terme nicht dominant 
sind, denn Wasserstandsdifferenzen zwischen Kattegat und Bornholmbecken von über 
einem il!eter, die länger als 5 h andauern, treten selbst bei den großen Salzwasserein-
brüchen kaum auf. 
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5 Die Modellhierarchie 
\\'eil die D~·namik im ~lodellgebi~t sehr stark von d~r \\'a.<;Serstandsdiffrrenz zwischen 
Kattegat und Arkanabecken sowie von der hydrographischen Situation im Kattegat 
abhängt, miissen die offenen Ränder sorgfaltig behandelt werden. 
Die Obernächenauslenkungm an den offenen Rändern werden durch lineare Inter-
polation zwisch~n zwei Pegeln an gegenüberliegenden Küsten ber~chn~t. Daher ist das 
Obernächensignal von Strömungen senkrecht zu den ~lodellränd<'rn im allgemeirwn 
nicht berücksichtigt., z.B. fächert sich der Baltische Strom an der schwedischen Küste 
in einigen Fällen auf, bevor er das !llodellgebiet verläßt. 
Der nördliche !llodellrand liegt genau im Bereich der sich vor- und zurückbewegen-
den Skagerrak-Kattegat-Front (Wattenberg, HH 1 ). Falls die Informationen über diese 
schnell veränderliche Front nicht. in den vorhandenen Daten enthalten sind, werden 
falsche Salzgehalte im Fall von Einstrom am Rand \'orgegeben. Eine ,\usdehnung des 
!I Iodeilgebiets nach Norden hin war nicht. möglich, weil die dafiir erforderliche Rechen-
zeit. nicht. zur VerfUgung stand. Da das Skagerrak mehr als 600 m tief ist, hätte der 
barotrope Zeitschritt verkleinert oder die Bodentopographie verändert. werden müssen. 
Eine !llöglichkeit., die fehlemlen Informationen an den offenen Rändern fiir die Va-
riablen T, S, ( zu erhalten, besteht in der Einbettung des regionalen hochaunösenden 
!lloddls in ein grobaunösendes 1\IQ(\ell für die gesamte Nord- und Ostsee. Eines der 
zur Zeit am If!ll Kiel entwickelten !llodelle ist ein Zirkulationsmodell der Ostsee mit 
einem künstlichen Nords~eh~cken als Anhang (Lehrnann, 1!l!J5). Dieses wird im folgl'll-
den als !llodell 1 bezeichnet, während das im vorigen Kapitel beschriebene regionale 
Ostseemodell als !llodell 2 g<'kennzdchnet wird. Der Nachteil von !llodell 1 liegt. in der 
geringen Gitteraunösung \'On 5 km in horizontaler und \'On 6 m in wrt.ikalcr Richtung 
in den oherm 100m. Die ßodentopographie der Dänischen Straßl'l! wird daher nur 
ungenau wi!'dergegeben, denn aus numerischen Gründen ist <'S ~rfor<lrrlich, mind!'st!'ns 
2 Geschwindigkeitsgittrrpunkte neben- und iibereinander zu d!'onieren. Die Drogden-
schwl'lle ist also in diesem ~ Iodeil 12m tief, und die engste Stelle im Oresund bei 
llelsingor/llrlsingborg ist brziiglich der \·olunwntransporlt' 10 km breit. Die not.wrndi-
ge künstliche Erweiternng d!'s Oresunds fiihrt zu einem mittlrr~n Transportwrhältnis 
zwisdwn Großem Brlt und Or!'stmd \'Oll ung~fiihr 1 : 1 (Ygl. ,\bb. 7 .. 3.2.·1 lwi IPh-
mann, 1!l!l2), so daß der Wasseraustausch zwischen :'\or<l- und Ostsee \'Oll l\lo<lrll I 
nicht adäquat beschri<'bm \Wr<len kann. 
Dirs~s Auflösungsproblem läßt sich theor!'tisch durch die beidseitige Kopplung <Irr 
!llod!'llr I und 2 lösen. Sogenannt~ gen~st<'lr !llo<l!'lle \\'<'r<lrn im Zusammenhang mit 
den Dänischm Straßm oft benutzt, Ygl. z.ß. v~stedt et al. (1 !l!J2) oder llulwr !'!. al. 
{l!l!H). ,\hPr die Unzuliinglichkeit~n der Liisung des grohauniis!'nden ~lo<lells an dm 
offenen fliindern des r<'gionalen l\lo<l<'lls wrnrsachen fehlerhafte \'olumen- und Salz-
transport<' durch die Diinisdt!'n Straßen. Ein Problem aller Osts~!'modcllr ist drr nnr 
unznr<'idH'tHi hrkannl<' \\'ind. Di<' Zirkulation in der Ostsel' wird ab!'r unmit.tdhar 
durch dil' wriind!'rlichen \Vindfl'lder angetriehl'n. Ein \'erglPidt dPs hcobacht.Ptrn \\'in-
<lrs Yon d!'r \\'etterstation am Kap :\rkona mit dmt \\'ind drs EnropamodPIIs wird \'Oll 
Huber PI al. (1!l!l I) in deren Abb. 2 gez!'igt. Beispirls\Yeise werden die mit dem Salz-
"·assPreinstrom dnh<'rgrhrndrn Orkane im .Januar l!l!l.3 Yom Europamo<lrll dra.,tisch 
unt~rschätzt. Der zu glatte ~lodellwind verursacht entsprechende Differenzen zwischen 
simulierten und beobachteten \\'asserständrn (Ygl. z.ß. den ~lodt>ll Daten-\'ergleich 
für den Pegel Saßnitz bei Huber et al. (199~), in deren Abb. 3b, ndPr fiir den Pegel 
\"iken lwi Lebmann (1995), in seirwr Abb. 8d). Der frlll<'rhafte barotrop~ Antrieb be-
wirkt nicht nur falsche Volumentransporte, sondern auch falsche Positionen u.a. der 
Skagerrak-Kattegat- Front, so daß möglicherweise di<' h~·drographisdren ß<'dingungen 
am :\'ordrand des r<'gionalen ~lodells falsch Yorgegeben werden. 
Aufgrund dieser Argumente wurden in einer <'rsten Näherung },!rßdaten anstelle Yon 
1\lodellergebnissen zur Berechnung der aktiven offenen Randbedingunp;en verwendet, 
wie im Yorigen Kapitel beschrieben worden ist. Da im allgemeinen aber nicht genügend 
Daten an den offenen Rändern d~s regionalen Modells Yorhanden sind, bleibt die bf'id-
s~itige Kopplung der I\ Iodelle 1 und 2 Ziel der AktiYitätf'n am Ifl\1 Kid im Zusammen-
hang mit ßALTEX. Voraussetzung dafür ist, daß beide 1\lodelle durch Datenassimila-
tion Yerbessert werden, was zur Zeit aus technischen Gründen noch nicht möglich ist. 
Daher wird hier eine vereinfachte 1\lodellhierarchie vorgestellt. 
Um den meteorologischen Antri~h zn verbessern, wurden Pegel-und \Vinddaten in ein 
barotropes 1\lod~ll fiir die gesamte Ostsee mit einer relativ geringen Auflösung von 6 sm 
(1\lodell 3) mit Hilfe der adjnngierten 1\lethode aBsimiliert. Die Oberflächenauslenkun-
gen aml\lodellrand im Katlegat und monatliche 1\littelwcrte für die Flußwassereinträge 
(ßergström und Carlsson, 1993; 1mH) wurden Yorgegeben. Eine Auflösung von 6 sm 
ist möglich, da in einem barotropen 1\lodell ohne horizontale Reihung 1\leerrsstraßrn 
dargestellt "·erden können, dir nur eine Gitterdistanz breit sind. Da die \Vassertie-
fen nicht diskretisiert werden miissrn, können die Querschnitte der 1\lerresstraßen im 
1\lodell genau dm tatsächlichen augepaßt werden. 
Das Assimilationswrfahren erlaubt die Optimierung der 1\lodellwindfclder bzw. 1\lo-
dellwindschubspannungen, die zusammen mit den Oberflädrenauslenkungen an den 
offenen Rändern das barokline 1\lodell der westlidren Ostsee antreiben. Dabei wird 
wie in dem dnfachen ßoxmodell, das in Kapitcl 2 beschrieben wurde, die entscheiden-
de Annahme Yom "harotropic dPcoupling" gemacht, d.h. die durch \Vind und Luft-
druckgradienten wrursachten \Vn.~serstandsschwankungen sind sehr Yiel größer als die 
baroklinrn Ohcrfiädrensignale. Zn beriirksichtigen bleibt kdiglich eine mittlere \Vn.~­
sprstandsznnahme Yom Kattegat bis hin wm Dornholmbecken aufgrundder Ahnahme 
im mittlPn'n Salzflehalt (Tab. !i). In diesem Zusammenhang wird das regionale 1\lodell 
in der \"ersion mit der gerinp;er<'n Gitteraufiiisung \"Oll 2 srn und 6 m wrwendet. Die ßo-
dentopographie im Oresund wurde so wrändert, daß der \"olumentransport ungefähr 
dem des hochauflösenden :\lodells entspricht. 
In den folgenden Kapiteln werden die AssimilationsprozPdur und die Ergehnisse der 
wreinfachten 1\lodellhierarchie beschrieben. Eine W!'itere Verbesserung wird durch die 
Assimilation Yon Temperaturprofilen direkt in das genestete regionale 1\lodell der west-
lichen Ostsee erwartet. Dies<'S \"orhaben wird im Ansblick diskutiert. Ahh. 21 faßt die 
Strategie der ,\rbeit zusammen. 
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Abbildung 21: Die Model/hierarchie. 
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6 Die adjungierte Methode 
6.1 Verschiedene Assimilationsverfahren 
Für dir Assimilation von Tkohachtungsdatrn in numerisch!' lllodeiiP <ks Ozeans stelwn 
eine Vielzahl von vrrschirdrnPn lllethoden zur Verfügung, die grüßtenteils ursprüng-
lich fiir die Wettervorhersage in der llleteorologie entwickelt wordPn sind. Einen Über-
blick grllPn Ghil und lllalanottr-Rizzoli (1991), und eine ZusanunPnstrllung wichti-
ger Literatur zur DatPnassimilation in der ~leteorologie findet man lwi Courtier et 
al. (1993). Interessante neuere Am,·endungen wrschiedPnt'r ~!ethod<'n der Datenassi-
milation sind in dem Telins-Sonderband 45A (1993) zusammengpfaßt. Anrlerson und 
Willebrand (1989) gehen einen Überblick über AssimilationsmetodPn in rler Ozeano-
graphie. Grundsätzliche Unterschiede zwischPn der Datenassimilation in ~!eteorologie 
und Ozeanographie bestehen hinsichtlich der ~!otivation (Vor- oder Nachhersage), der 
Datenahdeckung und der Physik (räumliche und zeitliche Skalen). DiP verschiedenen 
Assimilationsmethoden, wie z.I3. 
• da.~ "N udging"-VerfahrPli (Newtonrelaxation ), 
• das Variationswrfahren mit Hilfe der adjungierten ~!ethode, 
• und rlcr Kalman-FiltPr, 
basieren auf unterschiedlichen ,\nnahmen und verfolgen unterschiedliche Ziele, so daß 
eine vergleichende Wertung nicht möglich ist. Dir komplizierteren ~IPthoden haben al-
lt>rdings den Nachteil, daß der Rechenzeitaufwand und Sprichrrplatzlwrlarf sehr groß 
sPin können. 
Die Assimilation \'Oll Altimeterdaten mit Hilfe des "Nudging"-\'rrfahrPns in ein qua-
sigrostrophisches 3 -Schirhtrn-~ Iodeil im Zusammenhang mit Zwillingsexperimenten 
\\"tmle von Holland und lllalanotte-Rizzoli (1991) erfolgreich durchgt>fiihrt. Eine er-
weiterte "Nudging"-Technik im Vergleich zu einem Re-Initialisiernngsansatz wird von 
Oschlirs (1991) lwschriehrn. 
Die theoretischen Grundlag<'n der adjunginten ~ Iethode sind an verschiedener Stelle 
veröffentlicht worden, siehe z.ß. Le Dinwt und Talagrand (19RG), Talagrand und Cour-
tier (1987), Thacker und Long {1988). Die ,\nwendungen der adjungierten ~kthode 
sind sehr zahlreich und sollen daher hier nicht alle aufg<•listet werden. Eine NiilH'rung 
der adjungierten !~Iet hode im Zusammenhang mit einem Zirkulationsmodell des Atlan-
tiks wurde Yon Schiller (1993) getestet. 
Der 1\alman-Filtn basiert auf dem statistischen Konzept der optimalen lntrrpola-
tiott (sif'he z.ß. Ghil rt al., 1981). Seine Anwendungen sind sehr aufwendig, \\·eil dir 
Z<'itentwicklung der Kovarianzmatrix der lllodellfrhler berechnet wird. 
Um Pegrldatrn in ein barotroprs !I Iodeil der Ostsee zu assimilieren, mit dem Zi<'l, die 
an der :-.!eerrsobernärhe angreifenden \Yindschubspannungen zu verhf'sscrn (Kapitel 
7), wurden im Zusammenhang mit dies<'r ,\rheit Yrrsehiedene Ansätze der "Nud~ing"­
T<'chnik ausprobiert. Das ~lodrll besteht dabei aus den drei Glrirhungeu (17) (19) des 
Kapitel 4 mit X = 1· = 0. Durch die \·orgabe der Daten fiir die Obernächenauslrnkung 
ist es aus Konvergenzgründen naheliegend, einen Relaxationsterm mit entsprechender 
Zeitskala in GI. 17 einzufügen. Weil aber die Differenzen zwisrhen :\[odell und Daten 
aufgrund der fehlerhaften \Vindschubspannungen i'"00 durch die Impulsgleichungen 
und sicherlich nicht durch die 1\[assenerhaltungsgleirhung verursacht werden, würde 
ein solcher Ansatz zu unph~·sikalisrhen Ergebnissen führen. Daher sind lediglich Rela-
xationsterme in den Impulsgleidmngen sinnvoll: 
iJ~ I (~ ~-•) 
-U = "Physik" + - f'"00 - Jt U - u~• . 
iJt Po 
(I) 
Jl ist dabei eine geeigrwt gewählte inverse Zeitskala. Die optimierten \\'indschubspan-
nungen ;ort ergeben sich nach erfolgter Integration zu 
;opt = i'"od - Po Jl ( Ü - üoos) ' (2) 
wobei Ü Lösung der GI. I ist. Abgesehen von der Schwierigkeit, aus den Daten der we-
nigen, an den K iisten verteilt liegenden Pegelstatiorwn zugehörige Transporte Ü00' zu 
berechnen (eine genstrophische Näherung z.ß. ist nicht möglich), birgt dieser Ansatz 
das Problem in sich, daß der Relaxationsterm Fehler in drn \Vindschubspannungen 
nicht unbedingt ausgleichen kann, denn die Transporte Ü sind in der Ostsee topo-
graphisch geführt und müssen die Randbedingungen erfüllen (U = l' = 0 an der 
seitlichen ßcrandung). Zwillingsexperimente mit diesem ,\nsatz haben gezeigt, daß die 
Felder der optimierten Windschabspannungen ;ort vielfach die Struktur der I3odento-
pographie widerspiegeln. Dieser Effekt ist so dominant, daß das "N udging"-Verfahren 
verworfen und stattdessm die adjungierte 111cthode wrwendet wurde, die im folgenden 
beschrieben 'verden soll. 
6.2 Die prinzipielle Idee der adjungierten Methode 
Die adjungierte :\ Iethode besteht aus den folgenden 3 Schritten: 
1. Die diskretisierten Gleichungen eines numerischen Modells wercien in der Zeit 
vorwärts integriert: 
mit u = usl.arf. 
-0 - ( 11 = 0, ... , N - I). (3) 
DabPi IH•zeichrwt .Un+l einen Zustandswktor Zllm Z<'itsdrritt 11 +I, der über 
rin<' \'ektorfunktion IT aus <km ZustandsYektor zum Zeitschritt n und einer be-
liebigen, aber endlichen ,\nzahl ;\[ YO!l Kontrollparamet<'rn Tm lwredmet "·inl 
(rn = I, ... , Jlf). Als Kontrollparameter können nnbrkanntr 1-lodellparamrter, 
wie z.ß. 1\eibungskoeffizi<•nten, Anfangslwdingungen, RandfeidPr (im Falle YOll 
offenen 1\andbedingung<'n) oder Antriebsfelder an der ~leeresoberlliiche gewählt 
\wrden. Beispielsweise kennzeichnet hier Tm rine Komponente einer dreidimensio-
nalen FouriPrtransformation in Raum nnd Zeit Yon \\'indsdmbspannungs- (Kapi-
tPI /) oder NettmYärnwllußf<'ldern. Die ,\nfangsbedingungen wrrden durch Pim•n 
Startwktor .u'1"'1 definiert. \\'ährend der Integration der illodellgleidmngen wird 
die sog<'nannte Kostenfunktion .] aufsummiert: 
J 1 ""'' ( ob.•)T(•-\ ( oos) 




C :=(Cu- (:u){ (:u- (u))) (5) 
dil' Kovarianzmatrix. Dl'r Strich an der Snmnw lwdeutet, daß nnr die Terme 
für die Kostenfunktion in Raum und Zeit aufsummiert wPrdPn, fiir die auch 
Daten y 00' zur \'erfiigung stPiwn. Unter der Annahme einer Gaußwrteilung 
der Wahrscheinlichkeitsdichtefunktion ist der optimale Zustandswktor nach dem 
ßla:xinmm-Likelihood-Prinzip durch die l\linimierung einer CJUadratischen Ko-
stenfunktion gegeben (siehe z.B. !\lenke, 1989). Im Falle nicht normalwrteil-
ter Daten würde man eine andere, nicht quadratische Form <!Pr Kostenfunktion 
wähleiL Dabei sind alle Arten von Daten denkbar, vorausgesetzt, die zugehöri-
ge Variable läßt sich aus den Zustandsvariablen des l\!odells berechnen und ist 
mehr oder weniger von den Kontrollparametern abhängig. Da die Zustandsva-
riablen nicht unabhängig sind, sondern die Modellgleichungen (3) erfüllen sollen 
(diese Forderungen werden als "strong constraints" bezeichnet), nimmt die La-
grangefnnktion L folgende Gestalt an 
N-1 
L [lh.Ü, Tm]= J + L Jn+l (:Un+J- Il (Un, Tm))+ .Üo (:uo -y'tart). (6) 
n=O 
Die Einfiihrung der Lagrangemnltiplikatoren .ll hat dabei den Zweck, das l\lini-
mierungsproblem mit Nebenbedingungen in ein Problem ohne Nebenbedingungen 
zn transformieren, so daß alle Variablen des Fnnktionals L nnabhängig vonein-
ander variiert werden können und nach dem Ilamiltonschen Prinzip durch die 
Euler-Lagrangeschen Gleichungen bestimmt sind: 
JL iJL d iJL 
0 = - = - - - ( mit Xv = (.u, .1, Tm). 
O.Tv iJxv dt i) ~·Tv) (7) 
Der letzte Term in GI. 6 mnß lediglich berücksichtigt wPrden, wenn anch die 
St artfPl<IPr variiert \Wrden sollen. 
2. Ein notwendiges Kritrrinm für ein 111inimnm der Kostenfnnktion ist durch 
(i[, [)L , 
-=-=0 
rl:u" iJ:u" 
(n=l, ... ,N) (8) 
g<'gelH'n. Dnrch DifTPr<'nzieren der LagrangPfnnktion (GI. 6) erhält man das ad-
jungierte Modell: 
~n i)[{ -1 (u"- u~b·)' Jn+l ' 0 +C l.!n 
mit JN = c-1 ( u - u00")' 
-N -N (n =N-1, ... ,0), (9) 
das in dPr Zeit riirkwiirts intPgrirrt wer<l<'n mnß und durch die 1\lodell-Datrn-
Diffrn'nzrn angetrid>en wird. DiP Gradienten der Kostenfnntion werden dabei 
simultan berechnet: 
i).J N-1 i)[[ 
i)- =-Li)- ·Jn+l· Tm n=O Tm 
{10) 
·16 
Das heißt, die Gradienten der Kostenfunktion bezüglich der Beobachtungsdaten 
werden dem adjungierten ~!odell vorgegeben, welches daraus diP Gradienten der 
Kostenfuntion bezüglich dn Kontrollparameter berechnet. 
3. Mit Hilfe eines Minimierungsalgorithmus, welcher das Verfahren der konju-
gierten Gradienten ausnutzt (i\avon und Legler, 198i), wird aus den ermittelten 
Werten fiir die Kostenfunktion (GI. 4) und den zugehörigen Gradienten (GI. 10) 
eine neue Schätzung fiir den Satz von Kontrollparametern berechnet. llier wurde 
eine Fortran-Routine aus der li\!SL i\IATH/LII3RARY benutzt. 
Diese 3 Schritte werden iterativ wiederholt, bis die Kostenfunktion minimiert ist. Das 
Ergebnis ist eine Schätzung von KontrollparametPrn aus Beobachtungsdaten, die das 
Modell verbessern. Bei der Anwendung der adjungierten i\!ethode mit streng gültigen 
Nebenbedingungen wird die entscheidende Annahme gemacht, daß die Fehler der i\lo-
dellvariablen, die durch ungenaue i\lodellgleichungen entstehen, klein gegenüber den 
Fehlern sind, die durch die Kontrollparameter der ersten Schätzung verursacht wer-
den. Diese Hypothese ist in vielen Fällen nicht erfüllt und führt zu einem Versagen 
der adjungierten i\lethode in der hier beschriebenen Form. Daher können nur Modelle 
verwendet werden, bei denen die i\!odell-Daten-Dilferenzen eindeutig einem Satz von 
nicht optimierten Kontrollparametern zugeordnet werden können. 
Der Vorteil der adjungierten i\[ethode liegt darin, daß bei einer großen Dimensi-
on llf des Parameterraums eine Vorwärts- und eine Rückwärtsintegration von i\lodell 
nnd adjungiertem Modell ausreichen, um alle llf Gradienten zu berechnen, während 
andernfalls mindestens Al i\lodelläufe dafür notwendig wären. 
Eine Erweiterung der Kostenfunktion in GI. 6 ist durch sogenannte "Penalty"-Terme 
z.B. in der Form 
- I , " 2 
./ - .Job, + 2 1l1 LV' .!!n (II) 
n 
möglich, die den Funktionenraum der i\lodellvariablen auf hinreirhrnd glatte Funktio-
nen in Abhängigkeit der rdatiwn Gewichte /11 beschränken. 
Ein eindeutiges i\linimum der Kostenfunktion in GI. 6 für die Kontrollparameter exi-
stiert, wenn die Anzahl der Kontrollparameter kleiner als die Anzahl der unabhängigen 
i\lessungen ist und wenn dir Kostenfunktion konwx ist, d.h. falls die Jlessische i\!atrix 
der zweitrn Ableitungen der 1\ostrnfunktion bezüglich der Kontrollparameter positi\" 
definit ist (Yu und O'Bri<'n, l!l!l:i). Im allg<'m<'inen garantirrt eine i\!inimiernng der 
Kostenfunktion in GI. G allPin diese Eindeutigkeit der Lösung nicht, so daß das In-
wrsproblPm mathematisch nicht korrekt gPstellt ist. Dirst'S Problem kann durch das 
Jlinzufiigrn weiterer Hintergrundterme in GI. 6 behoben wenlen, die dir Abwriclmnp;Pn 
der Kontrollparameter nm gewissen a priori Schätzungen r,~ brstrafrn: 
(12) 
Beispiele dafür finden sich lwi Yu und O'Bri<'n (I!l!ll,l!l!l2,199!i) und SrhillH (l!l!l!i). 
Ii 
7 Assimilation von Pegeldaten in ein barotropes 
l'vlodell der Ostsee 
7.1 Motivation 
Ein bei verschiedenen numerischen 1\lodellen der Ostsee mit realistischem Windan-
trieb auftretendes Problem ist die Darstellung von \Vasserstandssch"·ankungen auf der 
Zeitskala von Stunden bis 1\lonaten, ''"ie in Abb. 22 dargestellt. Das hier wrwendete 
t (d) 
A bbilclung 22: Mit einem bamtropen Modell simulier·te Wasserstände von Il amina ( 1) 
im Vergleich zu stündlichen, ungefilterten Messungen {2} für Oktober und November 
1989. 
barotrope 1\lodell mit einem horizQntalen Gitterabstand von 5 km unterschätzt i.a. die 
Amplituden und ist zeitweise pha.senverschoben. Antrieb und Bodentopographie ent-
sprachen dabei 1\lodell 1 (Lehmann, 1992). Es wäre denkbar, daß die 1\lodell-Daten-
Differenzen durch Fehler in den folgenden Punkten verursacht sind: 
• l\lodellphysik, 
• Numerisches Verfahren, 
• Bodentopographie, 
• Reibung, 








Abbildung 23: Mit einem barotropen Modell simulierte Wasserstände von Hamina {1) 
im Vergleich zu den Ergebnissen des baroklinen Modells 1 {3) für Oktober und November 
1989. 
Modellphysik: Der in Abb. 23 gezeigte Vergleich zwischen den Wasserständen eines 
barotropen (X = Y = 0) und eines baroklinen Modells für die beiden l\!onate 
Oktober und November 1989 ergibt, daß die Unterschiede zwischen den Zeitrei-
hen beider Modelle sehr viel kleiner als die in Abb. 22 gezeigten Modell-Daten-
Differenzen sind. Daher sind einfache barotrope Modelle prinzipiell genauso gut 
zur Beschreibung von Wasserstandsschwankungen in der Ostsee geeignet wie l\lo-
delle, die die vollständigen primitiven Gleichungen enthalten. 
Numerisches Verfahren: Die räumliche Diskretisierung der hydrodynamischen 
Gleichungen in finite Differenzen ist auf verschiedenen Gittern möglich, die als 
Arakawa-A- bis E-Gitter bezeichnet werden. Die Dispersionsrelation eindimen-
sionaler harmonischer Wellen entspricht der analytischen Lösung am besten, wenn 
das B- oder C-Gitter verwendet wird (l\!esinger und Arakawa, 1976). In zwei 
Dimensionen bei veränderlicher Bodentopographie haben allerdings umfangrei-
che Vorstudien ergeben, daß bei einer räumlichen Auflösung größer als 5 km die 
Gitterdispersionsfehler in den Wasserständen nicht unbedingt zu vernachlässigen 
sind. In Abb. 2·1 sind die stationären Oberßächenauslenkungen nach siebentägi-
gem konstantem Südwestwind dargestellt, die sich aus Modelläufen ohne Reibung 
mit B- oder C-Gitter-Diskretisierung ergeben (ß:i; = 10 km). Im Falle des B-
Gitters sind 2-6x-Wellen sichtbar. Außerdem beträgt die Differenz 6( zwisclwn 
den maximalen Auslenkungen beider Diskretisierungen ungefähr 6( = ±21 cm. 
Da weder horizontale Reibung noch Bodenreibung wrwendet wurde, sind die 
Differenzen sicherlich größer als in realistischen Simulationen. Aber auch dort 
werden zeitweise erhebliche 2-6x-Störungen auf dem I3-Gitter beobachtet. 
Die Abb. 25a zeigt eine unter realistischen Bedingungen simulierte Wasserstands-
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Abbildung 2·!: Oberflächenauslenkungen nach 7tägiger Integration mit konstantem 
Südwestwind auf dem Arakawa-B- (a) bzw. C-Gitter (b), Linienabstand: 7 cm. Kon-
turen von -63cm bis +56cm in (a) und von -42cm bis +70cm in (b). 
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dellgleichungen auf dem C-Gitter diskretisiert wurden (CJ.x = 5 km). Die in Abb. 
25b dargestellten DifTerPnzen zu einem B-Gitter-~lodellexperinu•nt sind nicht zu 
vernachlässigen. Der externe Mode im GFDL-Modell mit freiPr Oberfläche wird 
mit einem Prediktor-Korrektor-Verfahren zeitlich integriert, welehes die nume-
rische Stabilität der getrennten Integrationen \'On externem und internem Anteil 
der Lösung mit unterschiedlichen Zeitschritten durch implizite numerische Rei-
bung garantiert, die sich auf alle r.loden bis auf den geostrophischen auswirkt. 
Alternativ dazu ist die Wahl eines "Euler forward-backward" -Schemas möglich, 
das aber im Falle der hier verwendeten realistischen Windfelder und Bodennei-
gungen in einem baroklinen ~lodell nicht stabil ist. Integrationm mit flachem 
Boden und/oder einem barotropen r.lodell sind dagegen möglich. \'ergleicht man 
beide Zeitschrittschemata in rein vertikalintegrierten r.lodellen (mit Bodentopo-
graphie) miteinander, stellt sich erwartungsgemäß heraus, daß der Zeitschritt nur 
klein genug gewählt werden muß (CJ.t ~ 30 s bei CJ.x = 5 km), damit der Einfluß 
des Zeitschrittschemas auf die Lösung zu vernachlässigen ist. Die hier beschriebe-
nen Unterschiede zwischen einem B-Gitter- und einem C-Gittermodell sind also 
allein auf die räumliche Diskretisierung und nicht etwa auf die Kopplung zwischen 
externem und internem r.lode oder auf das Zeitschrittschema zurückzuführen, 
wie anfanglieh vermutet wurde. Die Frage, welche der beiden räumlichen Diskre-
tisierungen bei endlichem Gitterabstand die bessere ist, wird in Abschnitt i.2 
beantwortet. 
Bodentopographie: Die \Vasscrtiefcn drei verschiedener Datensätze (Kielmann, 
19iG: ox = 10krn; Lehmann, 1992: CJ.x = 5km; Seifert und Kayser, 1995: 
CJ.x = 0.5/1 sm) wurden in Vergleichsexperimenten verwendet und die Ergehnis-
se jeweils mit Pegddaten verglichen. \'or allem im flachen Bereich der westlichen 
Ostsec ergaben sich gravierende Unterschiede durch die Güte der Bodentopogra-
phien. Die Daten von Seifert und Kayser (1995) sind sicherlich die zuverlässigsten, 
standen aber am Anfang dieser Arbeit trider nicht zur Verfügung. 
Reibung: Die horizontale Reibung ist in einem harotroprn r.locie11 gegenüber drr ßo-
denrl'ibung wrnachlässigbar. Für die Bodenreibung wurden wrsrhirdene tinrare 
und quadratische ,\nsätze ausprobiert. Die Ergebnisse unterschieden sich j<•doch 
nicht wPsentlirh. Die Größen der ReilJilngskoefliziPntl'n lassen sich bis auf tm-
gl'fähr Pinen Faktor 2 genatt durch das Ahklingwrha!tl'll \'Oll SPichrs bestimmen 
(Kirlmann, 1981 ). ,\us Pegelhrobachtungen hat Neumann (19 11) die natürli-
chen Dämpfungsraten aus der Amplitudmabnahme der Srichrs bestimmt .. Drr 
\\·esentliche UntPrschied bei dt•r Paranwtrisierung dn Bodenreihung Z\\'ischrn ei-
nem baroklinen :'llehrsrhichtrnmode1lund einem wrtikalintegrinten r.lodellliegt 
darin, daß die Bodenschubspannung in dem einen Fa11 \'Oll der Grschwindigkeit 
in dPr unterstt•n Schicht und in drm anderen Fa11 \'Oll der mittleren Gesrhwin-
digk<'it abhängt. Bride Fdd••r können stark Yoneinandrr abweichen. Daher \\'Urde 
\'Oll DaYies (1988) eine wrhesserte Paranwtrisierung der Bodenschuhspannung 
in wrtikalintegrierten ~loddlen auf der Basis einrr Faltungstechnik (.Jdesnian-
ski, 1 970) YorgPschlagm . .Jedoch zeigte der \·ergleich mit konwntione1lrn Bo-
dcnreibungsansätzen, daß die Oberflärhrnauslrnkungen in beiden :'llodellen sich 
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Abbildung 25: (a} Mit einem barotropen C-Gitter-Modell über 20 Tage simulierte Was-
serstände von J/amina (1} im Vergleich zu Daten {2}. (b) DijJeT'enz für den gleichen 
Integrationszeitraum zwischen dem simulierten Wasserstand von Hamina berechnet auf 
dem B-Gitter und dem entsprechenden auf dem C-Gitter. 
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schub~pannungen der verbesserten ~lethode stimmten allerdini(s gut mit denen 
eine~ dreidimensionalen ~lode!ls iiberein. Die gute Übereinstimmung in Abb. 23 
i~t ein weiterer Hinweis darauf, daß die genaue Formulierung der Bodenreibung 
unwesentlich für die Simulation von Oberflächenauslenkungen ist. Daher wurden 
in dieser Arbeit wrbesserte Bodenreibungsansätze nicht weiter getestet. 
Randbedingung im Skagerrak: Die in Abb. 22 gezeigte Wasserstandszeitreihe am 
PPgd Ilamina ist nur wenig von der Formulierung der nördlichen Randbedingung 
im Skagerrak abhängig. Die Pegel im Kattegat und in dn westlichen Ostsee, und 
damit auch die Transporte durch die Dänischen Straß(•n, sind aber entscheidend 
von einer solchen Randbedingung heeinflußt. Experimente mit einem barotro-
pen Nord- und Ost~eemodell mit realistischer Bodentopographie und offenem 
Rand zur Norwegischen See hin (( = 0) haben gezeigt, daß es nicht möglich ist, 
die Pegel im Kattegat mit den vorhandenen Winddaten ohne die Vorgabe von 
Wasserstandsdaten richtig zu modellieren. Die Vergrößerung de~ 1\lodellgebietes 
durch das Anhängen eine~ Nordseebeckens \"ermag nicht die Windstausituation 
im Skagerrak und Kattegat zu verbessern. Die besten Ergehnisse wurden durch 
die Vorgabe von PPgeldatPn im Kattegat erreicht. 
Wind: Verschiedene sechs~tiindliche Windfelder stamkn fiir das BALTEX-Testjahr 
1992/93 zur Verfügung: 
1. genstrophische \\'indfelder aus Bodenluftdruckfeldern des Europamodells, 
2. geostrophische Windfelder aus analysiPrten Bo(knluftdruckfeldern der syn-
optischen Daten (Bumke 1995, pers. ~litteilung), 
3. Bodenwindfelder aus den Europamodell. 
Da es nicht gelang, geeignete Parametrisierungen mit konstanten KoeffizientPn 
der planetaren BodenrPibungsschicht zu finden, um aus den geostrophischen Win-
den zuwrlässige BodPnwinde ]m,·. Winde in 10 rn Höhe iiber der Wasseroberfläche 
berechnen zu könnPn, und da die Windfelder des Europamodells des D\\'D zPit-
weise große Alnwichungen von ~leßdaten Z('igPn (vgl. Ahb. 2 bei Huber et al., 
1991), wunle die Annahme gemacht, daß der größte ,\nteil der ~lodell-Daten­
Dilferenz in den \\'a.<>serständPn (wie z.B. in ,\bb. 22) von den fehlerhaften Wind-
feldern herrührt., nachdm1 die Beiträge der and<'n'n, hiPr diskutierten Punkte 
entweder vcrnachliL~sighar oder durch Verb('SS<'rung<'n rPduzil'rt worden sind. 
7.2 Eigenschwingungen der Ostsee 
Zu klären bleibt noch die Frage, welche der lwiden räumlichen Diskrctisienmp;<'n 
(,\rakawa-B- oder C-Gitter) im Falle grober .-\uflösung zu bevorzugen ist. Zunächst 
wurden die numerisdlt'n Lösungen von Eigenschwingungen in einem geschloss<'nen, 
rechteckigen Becken mit flachem ßodPn mit den Ergdmissen von Rao (19GG) wrgli-
chen. Im Falle von Rotation ist zwar keine anal~·tisda' ,\blcitung mehr möglich, alH'r 
mit Hilfe einPr R('Sonanzit.eration (Piatzman, 1912) ndl'r dPr numerisdlt'n Konstruk-
tion zweirr Sätze orthogonaler Funktionen (Rao, l!JGG) lassl'n sich die Lösungen mit 
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:\ bbildung 26: Relative Perioden P / P0 der ersten 3 Eigensch1cingungen in einem ge-
schlossenen. rechteckigen Becken mit flachem Boden als Funktion des Gitterabstandes, 
berechnet mit expliziten Schemata auf dem Arakawa-B- und C-Gitter im Verhältnis 
zu den Ergebnissen von Raa. 1966 (P0}. 
den numerischen Schemata berechneten Perioden der ersten 3 Eigenschwingungen als 
Funktion des Gitterabstandes C.x im Vergleich zu den Ergebnissen von Rao (1!JGG). 
Das rechteckige Becken hatte dabei eine Länge von 480 km, eine Breite \'Oll 2,10 km 
und eine Tiefe von GO m. Der Coriolisparameter ist konstant: f = 3.175 x 10-4 s- 1 • 
Die Perioden der ersten 7 Eigenschwingungen als Funktion des Gitterabstandes sind 
in Tabelle G aufgelistet. Auf dem B-Gitter werden die Perioden immer überschätzt, 
während sie anf dem C-Gitter unterschätzt werden. Der Fehler wird mit Erhöhung 
der Auflösung natürlich immer kleiner. Da die Periode der einknotigen Schwingung 
im System Ostsec-Finnischer I\!eerbusen nach Neumann (1!J·!l) 27.6 h beträgt, würde 
dies bedeuten, daß bei einem horizontalen Gitterabstand von kleiner als 10 krn der 
Fehler der wichtigsten Seiches kleiner als eine Stunde ist, "·enn sich die Ergebnisse 
des rechteckigen Beckens auf die Ostsec übertragen ließen. Gemäß der ;\!erianschen 
Formel hängt die Periode linear von der Beckenlänge ab. Bei flachem Boden sind die 
Gittereffekte also vernachlässigbar. 
Die Eigenschwingungen der Ostsec wurden von Kraussund 1\!agaard (1!)62) mit Hilfe 
der Chrystalschen Gleichung(!= 0) berechnet. 1\!aagard und Krauss (1966) haben die 
Spektren von Wasserstandsdaten des Jahres 1958 untersucht und dabei festgestellt, daß 
die Amplituden der Seiches das Niveau der Umgebung im Spektrum nicht wesentlich 
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Tabelle G: Die Perioden der er.5ten 7 Eigenschwingungen in h für t•rr·srhiedene Gitter-
abstände in km auf dem ß-Gitter (obere Zeile) und auf dem C-Gitter (untere Zeile) 
im Vergleich zu den Ergebn~~sen von Raa (1966). Die Notation der Ordnung der Ei-
genschwingungen entspricht der vor! Raa (1966 ). 
I Ordnung II20km llükm l5km l25km II Ra.o {1966) I 
{I ,0) 13.57 1.1.18 13.00 12.91 12.83 
12.07 12.H 12.63 12.73 
(2,0) 7.02 6.78 6.68 6.62 6.56 
6.18 6.37 6.47 6.52 
{0,1) 5.09 4.80 4.72 4.68 4.64 
4.38 4..51 4..57 4.61 
{I, I) II 4.16 3.93 3.84 3.82 3.79 
3.63 371 3. 7.5 3 78 
(2,1) 3.66 3.64 3.65 3.66 3.67 
3.53 3.59 3.63 3.6!) 
{3,0) 
II 






3.12 3.07 3.0-> 3.01 
II 3.03 2.91 2.97 3.00 3.02 
übersteigen. Da die Eigenschwingungen durch die zerkliiftrte Bodentopographie stark 
gedämpft werden, spil'len sie energetisch gesehen in der Ostsee offenbar keine Rolle. 
~fit Hilfe eines zweidimensionalen ~lodells der geschlossenen Ostsee mit realistischer 
Bodentopographie von Kielmann (I!JTG) wurden die Perioden sowie die Vertdlungen 
der Amplitude und Phase der Eigenschwingungen von \\'iibhl'r und Krauss (l!JT!J) ana-
lysiert, deren ~!odell auf dem Arakawa-E-Gitter diskretisiert war. Die Ergebnisse fiir 
die Perioden riPr Seiches konnten mit <km hier wrwendl'h'n C-Gitter-~!odell innerhalb 
verniinftig<'r Fehlergrenzen ( < I h) reproduziert werden. Die Unterschierle sind nicht 
nur durch <Ii<' andere räumliche DiskrPtisiernng wrursacht, so1Hi<'rn können !Picht, da 
die Originaldaten der \\'assertirfm von Kielmann (I !JTG) \WSchollen sind, durch Ab-
weichungen bei der erneuten Digitalisierung der \W\Wndden Seekarte erklärt wen[,,n 
(:\!alz I!J!J2, pers. \!itteilung). 
Abb. 27 zeigt drl'i LinienspPktren frl'ier Schwingungen in der Ostsee, rli<' nach dem 
Verfahren von Blackman und Tuke~· (I!J:i8) berechnet wurden, das bei Krauss (l!JGG) 
lwschrieben ist. In A bb. 27a ist das Spektrum des Pegels !Iamina dargestellt, berechnet 
mit einem B-Gitt.rr--~!odrllunrlmit wrschwindendPm Corio!isparameter. Dir größte 
Amplitude .-I gd1iirt zu d<'r einknotigen Schwingung im System OstsPe- Finnischer 
\!eerbus,'n. D<'ntlirh erkennbar ist die Aufspaltung in Z\n'i Perioden P, die in dem 
Pntsprerhmrlen Spektrnm fiir ein C-Gittrr-~!orlell nicht auftritt (o. Abh.). In :\hb. 
27b und :\hh. 2ic sind entspr<'chrnd dir Spektren auf dem B- und C-Gitter fiir eim'n 
wränderlirhPn Coriolisparameter I = 2 n sino darRPStdlt. Fiir Perioden > 21" ist das 
Linienspektrum auf dem B-Gitter sehr viel stärker wrrauscht als auf dem C-Gitter. 
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Abbildung 27: Linienspektren von Eigenschwingungen in der Ostsee mit realistischer 
EJodentopographie: ( a) EJ-Gitter. f = 0, (b) EJ-Gitter. f = 2 0. sin9 und { c) C-Gitter, 
f = 2 n sirzr/J. 
bung von Oberflächenschwerewellen geeignet wie die auf dem C-Gitter. 
Da die in Kapitel 5 angesprochene Kopplung des regionalen baroklinen l\!odells mit 
dem barotropen l\[odell für die gesamte Ostsee konsistenter wäre, wenn beide Modelle 
mit derselben Auflösung auf demselben Gitter diskretisiert wären, wurden Versuche 
unternommen, den externen l\[ode im GFDL-1\!odell mit freier Oberfläche durch ei-
ne auf dem C-Gitter diskretisierte Version zu ersetzen. Leider war dieses gekoppelte 
B/C-Gitter-1\[odell bei Langzeitintegrationen nicht stabil. Außerdem ist es aus Re-
chenzeitgründen nicht möglich gewesen, die Assimilation der Pegeldaten mit einem 
barotropen 1 oder 2 sm-l\!odell durchzuführen. 
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7.3 Das Vorwärtsmodell 
7.3.1 Modellphysik 
Grundlage für die Assimilation von Pegeldaten ist ein wrgleichsweisr <'infaches verti-
kalintegriertt's, linearisiertes zweidimensionales r.lodell für die gesamte Ostsee, welches 
das Antwortverhalten der Ostsee auf den meteorologischen Antrieb in Form von \\'ind 
und Luftdruckgradientm hinreichend gut beschreibt, wie oben gezeigt wurde. Dieses 
"barotrope" Xlodell, bestehmd aus den 3 Gleichungl'n {17)-(19) des Kapitel 4 mit 
X = }" = 0, wird mit der relativ groben horizontalen Auflösung von 6 sm und einem 
Zeitschritt von !80s integriert {~lodell3, vgl. Abb. 21). 
Da die genaue Parametrisierung der Bodenreibung keinen Einfluß auf die Lösung des 
1\lodells hat, wurde wegen der einfacheren Formulierung der adjungierten Gleichungen 
ein linearer Ansatz für die Bodenschubspannung i 8 gewählt (Kielmann, 1981): 
(1) 
Der Bodenreibungskoeffizient fl hat die Dimension crn2 /s und stellt l'inen <kr Kontroll-
parameter in dem Assimilationsverfahren dar. 
7.3.2 Numerisches Verfahren 
Die Diskretisierung der Flachwassergleichungen erfolgte auf dem ,\rakawa-C-Gitter 
gemäß Platzman {1972) und Beardsley und llaidvogel {1981) mit einem expliziten "Eu-
ler forward-backward"-Zeitschrittschema. Zu beachten ist dabei wegen der wränder-
lichen Bodentopographie die Behandlung des Coriolistnms. Bei der räumlichen r.litte-
lung muß die potentielle Vorticity als Gewicht verwendet werden. Das z.ß. von r.lartin-
sen, Gjevik und Röed {1979) angegebt'ne Schema ist nur im Fall eines flachen Bodens 
nunwrisch stabil. Um die Fehler der Diskretisierung bei der relativ groben Auflösung 
so gering wie möglich zu haltrn, wurde die C-Gitter-Version und nicht die im GFDL-
XIodcll mit freier Oberfläche wrwendete Diskretisierung auf dem ,\rakawa-B-Gitt.er 
verwendet, wie in Abschnitt 7.2 diskutiert wurde. 
7.3.3 Randbedingung im Skagerrak 
Die Oberflächenauslenkungen am nördlichen lllodellrand mm!en entlang einer Linie 
Frederiksh:n-n-Smiigen durch lineare Interpolation zwischen den P<'geldaten vorgr-
geberL \\"ie in Kapitel l müssen dabei di<' mittlerPn \\'assPrstände in ,\nldrnuug an 
geodätische Untersudrungen gewählt ln>r<l<'Il. 
7.3.4 Süßwasserzufuhr durch Flüsse 
Da zu B<'ginn dieser ,\rhcit die aktuellen Abflußraten nicht zur \·erfiigung standPn, wur-
den aus den Daten Yon Bergström und Carlsson {1993) mittlPre .Jahresl'ängr für die lG 
wichtigsten Fliissc berechnet und dir monatlich<'n Transporte im 1\!oddl Yorgcschri<'-
brn. Dafür wurdrn di<' mittlerPn jährlichen Abflußraten einiger Flüsse fiir den Zeitraum 
1950 bis 1990 aus Tab. 2 bei Bergström und Carls.<;on {l!l!J.3) sowie die klimatologischPn 
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1-!onatsmittelwerte des Abflusses in einzelne Teilbecken der Ostsee (Bottenwiek, Bot-
tensre, Finnischer 1-leerbusen, Rigaischer 1-leerbusen, zentrale Ostser und Kattegat) 
aus Ahb. 7 bei Bergström und Carlsson (1993) verwendet. Da die angegebenen Flüsse 
nur rinm Teil des gesamten festländischen Abflussrs in die Teilbeckrn repräsentieren, 
wurden die einzelnen Beiträge anteilsmäßig erhöht, so daß der jährliche festländische 
Abfluß dem klimatologischen111ittelwert von 446km3/a. entspricht. 
Für zukünftige Untersuchungen im Rahmen von BALTEX werden umfangreiche hy-
drologische Datensätze aus den einzelnen Ostseeanrainerstaaten zur Verfrtgung stehen 
(Omstedt, 1995). Da die monatliche Süßwasserzufuhr großen jährlichrn Schwankungen 
unterliegt (vgl. Abb. 9 bei Bergström und Carlsson, 1993), sollten besser die aktuellen 
Daten anstelle der klimatologischen 1-lonatsmittelwerte verwendet werden. 
Klimatologische Veränderungen des festländischen Abflusses durch die Regulierung 
der Flüsse werden bei Carlsson und Sanner (1994) beschrieben. 
7.4 Das Assimilationsverfahren zur Optimierung der Modell-
winde 
7.4.1 Die Kontrollparameter 
Die Diskussion im ersten Abschnitt dieses Kapitels hatte ergeben, daß die griißten 
Defizite der numerischm ~lodr!le bei der Beschreibung von \Vasserstandsschwankun-
grn vermutlich auf die verwendeten Windfelder bzw. \Vindschubspannungen zurück-
zuführen sind. Die ~lodellwindschubspannung i'no.t wird üblicherweise über folgenden 
"Bulk" -Ansatz aus dem vorhandenen llloddlwind in 10m Jlöhe über der \\'asserober-
fläche Ü10mod berechnet: 
T~nod = C p JL;- modl LT mod d L 10 10 · (2) 
Dabei ist cd der Windschubspannungskoeffizient und PD die Dichte der Luft. 
Da die Modellwindfelder quadratisch in GI. 2 eingehen, trägt ihr Fehler sehr viel 
stärker zum Gesamtfdiler in drn \Vindschuhspannungen bei als der Fehler von C<t· Es 
ist daher sinnvoll, die ~!odellwindfclder als Funktion von Raum und Zeit als Kontrollpa-
rameter anzusdwn und nicht drn \Vindsdmbspannungskoeffizienten. Die Variation der 
Windfelder an jedem Gitterpunkt und zu jedrm Zeitschritt drs Ostseemodells ist jedoch 
tedmisch nicht möglich, weil das fiir das unten gezeigte Assimilationsrxperiment, d;L<; 
über ·15i d integriert wurdP, 2 3"J2 i02 02i 360 Kontrollparameter bedeuten wiirdr. Ein 
solches Exrwriment wiirr abrr auch nicht sinnmll, W<'il dann dir Anzahl der Kontrollpa-
rameter sehr \'iel größer alsdiPAnzahl drr DatPn wäre. Die iiberzähligen Freiheitsgrade 
müßten durch die Einführung geeigneter Hintergrundterme in der Kostenfunktion fc•st-
grlrgt werden. Da man nicht erwarten kann, daß inshrsotHirre die kleinen Skalen des 
Windes in Raum und Zeit durch einzelne, entlang der ganzen Ostserkiiste vrrtPiltr Pe-
grl, an denen lediglich cler \\'a.sserstand stündlich vorliegt, bestimmbar sind, ist die Idee 
der hier beschriebenen ,\ssimilationsprozc•dur, die Glattheit des \Vindrs von vornherein 
zu gewährleisten, indem nur die Skalen variiert 1n•rdm, von denen man annimmt, daß 
sie einen Einfluß auf dic• Wasserstände ausührn könnteiL 
Da der \\'ind in 10m Höhe mit geostrophischrm Wind korreliert ist, kann <'ine gute 
erste Schätzung für den ~lodellwind aus grostrophischen Windfeldern mit Ililfe ei-
G8 
nes konstanten Reduktionsfaktors a und eines konstanten ageostrophischen Winkels 
n berechnet werden (Bumke und Ha&se, 1989). Eine Verbe&~erung dieses Ansatzes ist 
möglich, wenn die räumlichen und zeitlichen Abweichungen von a(x, y, t) und a:(x, y, t) 
(mit x und y in Kugelkoordinaten) berücksichtigt werden: 
(3) 
Diese Formulierung ist der allgemeinste Ansatz für a und a: und wmde gemacht, weil 
keine genaueren Informationen über die Bodenreibung&~chicht zur Verfügung standen. 
Luthardt und Hasse (1981) haben a und n mit dem Stabilitätsparameter korreliert, 
und Karger (1995) berechnete die Abhängigkeit des Reduktionskoeffizienten \'On und 
zur Küste, so daß orographische Effekte Berücksichtigung fanden. Ein anderer Ansatz 
wurde von Duun-Christensen (1975) vorgeschlagen, der anstelle eirwr linearen Bezie-
hung zwischen der Geschwindigkeit des Bodenwindes und des geostrophischen Windes 
wie in GI. 3 eine Quadratwurzelfunktion vorschlägt. 
Die fiir GI. 3 und fiir die Druckgradienten in GI. 18 und GI. 19 des Kapitel 4 not-
wendigen Bodenluftdruckkarten wurden durch Analyse der synoptischrn Daten, die in 
Kapitel 3 beschrieben wurden, nach dem Verfahren von Bumke und Hasse (1989) auf 
einem 1° x 1° Gitter berechnet (Bumke 1995, pers. 1\litteilung). Da diese Karten einen 
mittleren R~!S-Fehler kleiner als 1 hPa haben, wird die Annahme gemacht, daß der 
Fehler nicht in den Druckfeldern sondern in der unzureichenden Parametrisierung zur 
Berechnung der Winde in 10 rn Höhe mit Hilfe konstanter Koeffizienten liegt. Daher 
werden der Reduktionskoeffizient a(x, y, t) und der agenstrophische Winkel a(x, y, t) 
als Kontrollparameter des Inversverfahrens angesehen. Die Luftdruckgradienten blei-
ben unverändert. 
Die Kontrollparameter n(.r, y, t) und n(x, !J, t), die die Bodenreibungsschicht para-
metrisieren, wurden bezüglich der Zeitkoordinate in einer verkürzten Fourierreihe ent-
wickelt und räumlich als Polynom 4. Ordnung dargestellt: 
N1-1 [N,-1 N,-1 ] I m i l..!.kt 
n(.T,y,t) = L L L ,\klm·r !J e r 
k=O 1=0 m=O 
(I) 
mit N1. = 911, N_, = Ny = 5, T = 457 d. Die komplexen Fourierkornponenten .-lktm 
sind nicht alle unabhängig, weil n ein re<'llcs Feld ist, so daß 
.·l:lm = .\_klm (5) 
gilt. Der Ursprung des Pnl~·rHltllS wurd~ b~i :;oo N un<l 0°0 gewählt. 
Das barotrope ~!odell wurde Yom 1. .Jnli 1992 aus der Ruhe bis zum 30. SPptrm-
brr 199.3 integri~rt, so daß die Länge der Z~itreihe -157 d beträgt. Es start~t also zwei 
:O.Ionate Yor d~ttt baroklinen :\lodell, weil die Obernärhenauslenkungen aus d('lll Expe-
riment mit Datenassimilation wnwndet wurden, um die off~nen Ränder dPs r<'gionnlen 
1\!odells anzutreilwn. Der Vorlauf ist notwendig, wPil die typischen Zeitskalm fiir \'o-
lumenschw;mkung<'n in der Ostsee \Yochen bis zu Pinigen 1\lonaten betragen können 
(Ygl. Kapitd 9). Ohne diesen Vorlauf könnte dir unrealistische Startlwdingung aus der 
Ruhe fiir das barotrope illoddl einen unrealistischen Ein- oder Ausstrom iibrr nwhre-
re Tage im baroklinen :\[odell zur Folge haben, so daß sich die Salzgehaltsfrontm zu 
Beginn der Integration verschöben. Die Wahl des Startzeitpunktes im .Juli ist günstig, 
weil die \\'indgeschwindigkeiten im Sommer niedriger sind und erst im Oktober bzw. 
:\ovember 1992 deutlich auffrischen. Alternativ dazu wäre es im Prinzip auch möglich 
gewesen, die Anfangsfelder zu variieren. Die wrwendeten Pegeldaten erlauben jedoch 
keine eindeutige Bestimmung. 
Wegen der Periodizität von Gl. 4 bezüglich t beträgt die maximale Frequenz (Ny-
quistfrequenz), mit der die Kontrollparameter mriiert wenlen, 
N, 
Je= 2T' (6) 
was einer minimalen Periode von 24 h entspricht. Die Variation kleinen'r Perioden bis 
zu zwei Stunden ist zwar im Prinzip möglich, würde aber eine entsprechend größere 
Anzahl von Kontrollparametern bedeuten. 
Eine zu Gl. ·I entsprechende Zerlegung wurde für den ageostrophischen Winkel ge-
macht. \Veitere Kontrollparameter des Assimilationsverfahrens waren dN Windschub-
spannungskoeffizient cd und der Bodenreibungskoe!Iizient Jl als Konstanten. Im all-
gemeinen ist cd eine komplexe Funktion der Windgeschwindigkeit, der Stabilität, der 
\Vellenhöhe, des Wellenalters, etc., siehe z.B. Garratt (1977), Large und Pond {1981), 
Jsemer und Hasse (1987), Hassclrnann ct al. (1988), Blake (1991), Smith d al. {1992). 
llier wurde lediglich ein konstanter Windschubspannungskoeffizient angenommen, weil 
die Windschubspannung sehr viel sensitiver von a als von C.t abhängt. 
Die Anzahl N aller Kontrollparameter beträgt N = 2 x N, x Nx x Ny+ 2 = 45 702, 
ist also sehr viel klPiner als die oben angeführte Anzahl von Frrilwitsgradcn für den 
Fall, daß die Wimli\eschwindigkciten an jl'dl'm Gitterpunkt und zu jedem Zeitschritt 
des barotropen l\lodells variiert würden. 
7.4.2 Die Kostenfunktion 
Unter der Annahme normalverteilter Pegel- und \\'inddaten besteht dir Kostenfunktion 
aus der Sumnw der quadratischen 1-loddl-Daten- Differenzen, i.e., 
(i) 
mit den a priori Standardalnwichungen rre = I.Onn, rrw = 2.0 ms- 1 und den Anzah-
len dPr !\!rssungen Ne = S95 ,129, Nw = i' .388. Im GPg<'nsatz zum vorigen Kapitd 
wurde die Kostenfunktion in kontinuierliclwr SchrPibweis<' PingPfiihrt., um dPn Unter-
schi<'d zwisrhm der Summation auf dem "f<'inen" 1-!oddlgitt.er und der Zerl<'gung in 
Fourierkoeffizienten im folgenden deutlich zu mach<'n. 
Da die stündlichen \\'m;scrstandsdatm d<'r 57 PPg!'!station<'n bis zu einer Periode 
von 21 h tiefpaß gefiltert "·urden (wi<' in Kapitel I beschrieben), ist. die Anzahl der 
unabhängigen \\'asserstandsnwssungen kl<'iner als Ne = ,19 619. Da wrmutlich nicht 
alle dieser ~lessungen in clPm Sinne unabhängig sind, daß die Kontrollparameter durch 
das Inversverfahren eindeutig bestimmt wären, ist PS sinnvoll, einen weiteren Term in 
die Kostpnfunktion einzufiihrrn. Es wurden daher dir S~'IHlptischen \Vindbeobachtun-
grn von llandrlssrhiffrn, die der D\\'D zur \'rrfiigung gPstdlt hatte, in einem zweiten 
Term der Kostenfunktion berücksichtigt. Die Beobachtungsdaten der Landstationen 
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gingen nicht ein, damit die orographischen Effekte das Ergebnis nicht wrfalschten. Et-
wa 30% der Schiffsdaten sind Schätzungen (in kn, vgl. Karger, 1995 ), diPsich auf eine 
Höhe von 10m über der Wasseroberfläche beziehen. Da bei den direkten ~lessungen 
(in m/s) keine Höhenangaben gemacht werden, wurde eine mittlere :-.!Pßhiihe von20m 
angenommen (Cardonc et al., 1990) und die Windgeschwindigkeit gemäß dem loga-
rithmischen Windprofil für neutrale Schichtung um 7% auf 10m Höhe reduziert. Im 
l\littel stehen ungefähr vier Windbeobachtungen alle sechs Stunden zur Verfügung, so 
daß die gesamte Anzahl Nw der \Vindmessungen bei einem Assimilationsintervall von 
457 d Nw = 7 388 beträgt. 
Die Standardabweichungen a< und aw entsprechen a priori Fehlern der Einzelmes-
sungen. Der Fehler für eine Windmessung beträgt üblicherweise 1. 7 ms- 1 (flumke 1995, 
pers. ~litteilung). Aufgrund der Datenqualität wurde aw etwas größer angenommen. 
Der Wichtungsfaktor in GI. 7 wurde eingeführt, weil andernfalls der zweite Term bei 
der Uinimierung wegen der sehr viel geringeren Anzahl \"Oll Windbeobachtungen keine 
Berücksichtigung fände. Da die Windmessungen aber direkt und nicht wie die Pegel-
messungen iib<'r die Gleichungen eines numerischen :-.todells (mit eigenen Fehlern) in 
die Optimierung eingehen, ist das Vertrauen in diesen Teil der Daten g<'nauso groß 
wie in den für die \\'asserstände. Zu Beginn der Optimierung sind beide Terme in der 
Kostenfunktion ungefähr gleich groß (s.u.). 
Durch den zweiten Term in der Kostenfunktion wird C<f zu einem von n unabhängigen 
Kontrollparameter, der die mittlere Windschubspannung festlegt. 
7.4.3 Eine erste Schätzung 
Da die dänischen Pegel für das Testjahr 1992/93 zunächst nicht vorlagen, wurden die 
Daten von 31 PPgeln aus den .Jahren 1989 und 1990 \-erwendet (.1 dänische, 11 schwe-
<lisclw, 9 finnische, 5 polnische, 2 deutsche Pegel) und mit llilfe eines einfacheren als 
des hier beschriebenen Optimierungsverfahrens in das barotrope ~lo<lell der Ostsee 
assimiliert (l\leier und Krauss, 199·1). Dabei wurde die erste Schätzung fiir die Kon-
trollparametern und n mit Hilfe des Prinzips der kleinsten Quadrate berechnet, indem 
grostrophische \\'indgt•schwindigkeiten, die aus den ßodrnluftdruckfddern drs Euro-
pamoclPlls des D\\'D lH'rechnet wurden, mit Windmessungen auf der dänischen Insel 
Sprogo aus drr Z\witm Hälfte des .Jahres 1!J8!l wrglichen wurden. DiPS<' Ergebnisse 
war<'n mit den optimierten :-.littelwerten für n und n konsistent und wurdm dalwr 
hier wieder wrwendPI. Testexperimente halwn jedoch gezeigt, daß di<' Ergdmisse der 
Assimilation relativ unabhängig von der ersten Schätzung dn Kontrollparameter sind. 
Daher sollen hier lediglich die anfänglichen Konstanten angegebPn und nicht \Witer 
diskutiert werden: n = 0.52, n = 17.6°, C.t = 1.5 and Jl = 80 cm 2s-t. 
7.4.4 Die adjungierten Gleichungen 
Die diskr<'tisierten adjungierten Gleichungen erhält. man aus den diskretisierten ~lo­
ddlgleichungrn wie in Kapitel G (GI. 9) beschrielwn "·urcle. Der Einfachheit halber 
wird hier die kontinuierliche Darstellung angegeben: 
iJ\ 1 D 1 D -~- D (gll,\u)- -- (gll.\1") 











Dabei sind,\<, ,\u und ,\1· dir den prognostischen Variablm (, U und 1' dt•s Vorwärts-
modells entsprechmden Lagrangemultiplikatoren. Die r.lodell- Datm Differenzen stel-
len eine ,\ntriebsfunktion für die adjungierten Gleichungen dar, die nur an den Gitter-
punkten und zu den Zeitschritten Yon 0 wrschieden ist, an denen \\"assPrstandsbeob-
achtungen Yorhandrn sind. 
7.4.5 Die Gradienten der Kostenfunktion 
Die Gradienten der Kostenfunktion bezüglich der Fourierkomponenten des Redukti-
onskoeffizienten a werden nach GI. 10 in Kapitel 6 berechnet und lauten: 
[ ( 
(- mod - obs) . - mod) ] N UIO - u!O DU,o 1..< 
+-<{{{ ·-- x1 ymd:rdyc•rkldt.(11) 
Nw lt }, lv ~r,,. 2 Da 
Dabei werden dir A blritungen \"Oll 7'"'00 und U10"'00 bezüglich a mit GI. 2 und 3 be-
reclmet.. Entsprechendes gilt für die Gradienten der Kostenfunktion bezüglich der Fou-
rierkomponenten des agt>ostrophischen \\'inkels n. Schließlich seien der Vollständigkeit 
halber noch die Gradientm der Kostenfunktion bezüglich cd und 11 angegrlwn: 
und (12) 
(13) 
Dir adjun)lirrtrn Gll'ichungen 1\'l'r<len in drr Zrit riirkwiirts intq;ri<•rt, während simul-
tan dir GradiPntrn der GI. 11 bis 13 mit Hilfe der rrsultirr<'IHll'n Lagrang<'multiplika-
torrn aufsummirrt wenlcn. Um Redwnzeit und Speicherplatz zu sparen, wurden die 
durch horizontale )ll'Sdnwifte Klannm·rn gekennzrichnetl'n Tnmr nur alle G Stunden 
anstaU zu jl'dem Zeitschritt -"t = 180 s aufsummiert. \\'ril in GI. 1.3 die Transpor-
tc U und 1· aus dem Vorwärtslauf bmötigt werden, ergibt sich bt•i der ()stündlichen 
,\btnstung der Gradit•ntcn eine enorme Spricherplntzersparnis, ohne die ein Assimila-
tionslauf iibl'f ·15i rlnicht möglich gewesen wäre. 
Zur Erhöhung der Konditionierung des Inversproblems wurden die Gradienten mit 
Hilfe einer linmn•n Transformation skaiirrt (Thackrr, Hl88): 
· • \klm 











.J (Aklm) :=.] (Aklm Slm) =.] (Aklm), (15) 
so daß für die transformierten Gradienten gilt: 
a.; 
ßA Slm· klm (16) 
7.5 Ergebnisse der Assimilation 
Die normalisirrte totale Kostenfunktion hotaJ = .] Pegel + Jwind wird im Laufe der 
Optimierung nach 300 Iterationen um mehr als 50% reduziert (vgl. Abb. 28a). Der 
JTotal = J Pegel+ Jwind 
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Abbildung 28: Normalisierte Kostenfunktion als Funktion der Anzahl der Iterationen. 
(a} Aufspaltung der Kostenfunktion in die beiden Anteilefür die Pegel- und Winddaten. 
(b) Kostenfunktion für die Pegeldaten wie in {a} {dicke Linie) im Vergleich zu einem 
Assimilationsexperiment, in dem die Windbeobachtungen nicht berücksichtigt wurden 
{dünne Linie). 
Anteil der Kostenfunktion .]Pegel, der die Pegeldaten enthält, nimmt sogar um i3% ab, 
während der Anteil Jw,nd• der die Windbeobachtungen der Schiffe enthält, lediglich 
um 25% reduziert >Yird. In einem zweiten Experiment wurde der Einfluß der Wind-
messungen auf die Lösung untersucht. Dabei ergab sich, daß die Optimierung der Was-
serstände von der Berücksichtigung der Windmessungen nur gering beeinA ußt ist ( A bb. 
28b). Es ist also möglich, die l'vlodellwindschubspannungen bei der gewählten Anzahl 
von Freiheitsgraden so bezüglich der Pegeldaten zu optimieren, daß die resultieren-
den r,[odellwindfelder mit den Schiffsbeobachtungen kompatibel sind. Es gibt keinen 
Widerspruch zwischen den Pegeldaten und Windschubspannungen einerseits und den 
Winddaten andererseits. 
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Dir Anmhl der Freiheitsgrade in den l>!odrllwindfeldern ist. jedoch nicht. groß genug, 
um die optimiprten 1-lodellwindfelder bezüglich der Schiffsbeobachtungen wesentlich zu 
optimirn•n. Die :\lodellwinde sind wegen ihrer räumlichen Darstellung als Polynome 
.1. Ordnung zu glatt, um den gemes.~enen Wind exakt. wiederzugebm. Karger {1995) 
zeigte, daß durch dPn Kiisteneinfluß, der über der Ostsee eine entspr!'chend größere 
Rolle als iiber den Ozeanen spielt., erhebliche Variationen der Windgeschwindigkeit auf 
Skalen von 10 bis 20 km verursacht werden. 
Eine weitere Aufspaltung der Kostenfunktion in die Anteile für die l'inzdnen Pegel 
zeigt Abh. 29. Die Standardabweichungen beinahe aller \VasserstandszPitr<'ihen werden 
durch die Assimilation verkleinert. Eine Ausnahme stellt der finnische P<'gcl Turku dar, 
wrmutlich weil die Alandinseln b<'i riner Gitterdistanz von 6 sm durch das barotrope 
1-lodell nicht aufgelöst werden. 
In Abb. 30 wen!m Wasserstands.~chwankungen des dänischen Pegels Rodby für den 
Zeitraum Oktober 1992 bis .Januar 1993 gezeigt. Durch die Assimilation der Pegel- und 
Winddaten ist eine deutliche Verbesserung sichtbar. Die Wahl der Kontrollparameter 
ist also vernünftig gewesen. Im allgemeinen unterschätzt das l>!odell ohne Assimilation 
die Amplituden der \\'asserstandsschwankungen. Da als erste Schätzung die konstan-
ten Kontrollparameter benutzt wurden, die durch die Anpassung der genstrophischen 
\Vindfelder an eine Landstation berechnet wun!en, ist der anfängliche Reduktions-
koel!izient offensichtlich fiir die gesamte Ostsee zu niedrig. Wie jedoch aus Abb. 22 
ersichtlich ist, lwi der die konstanten ~lodellparameter durch manuelle Adjustierung 
bestimmt worden sind, ist. es nicht möglich durch einen Satz von lediglich konstanten 
~lodellparamrtern, die Wasserstände aller l>lodellpegel besser an die Daten anzupassen. 
Größere Rrduktionskoel!izient.en bedeuten ein "Überschießen" der Daten zu gewissen 
Zeitpunkten und eine Vergrößerung der Phascnunt.erschiede. 
Da die beiden gezeigten Wasserstandszeitreihen in das Optimierungswrfahren mit 
eingehen, sind unabhängige Windmessungen als Test fiir eine richtige Wahl der Kon-
trollparameter aussagekräftiger. In Ahh. 31 wird daher der ~lodellwind mit unabhängi-
gen :\lessungen der Wetterstation am Kap Arkona verglichen, die als Landstation nicht 
in der Kostenfunktion berücksichtigt wirc!. Eine leichte \'<'rbcsserung des 1-.lodellwindes 
im Vergleich zu diesen unabhängigen :-leßdaten ist sichtbar. 
Um einen Einblick in die horizontalen \'eränderungen durch die Assimilation zu ge-
lwn, wird in :\ hb. 32 das analysierte grostrophische \Yindfdd vom 15. :\ ugust 1 9!)2 
mit dem entsprechenden, optimiPrten :\!odellwindfeld in 10m Hiihe wrglichen. Im all-
gemeinen sind dir Amplituden <!es Rodenwindes reduziert, und die \Vindrichtung ist 
gegenüber dem geostrophischen \Yind mathematisch positiv (nach links) et,vas ge-
dreht. Dieser agenstrophische Ablenkwinkel ist aber örtlich sehr unterschiedlich. Über 
der zentralen Ostsee zeigt die :\bb. 32 einen im wesentlichen konstanl!'ll Ablenkwin-
kel, während iiber <km Finnischen und Bottnischen ~leerbusPn größere Abweichungen 
mit z.T. nrgatiwn Ablenkwinkeln auftreten. ,\ls Funktion der Zeit sind die Kontroll-
parameter n{.r, y, t) und n(.r, y, t) sehr variabel mit besonders großen Abweichungen 
vom :-.littrlwert. bei starken Windereignissen wie den Orkanen im .Januar 19!)3, die den 
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Abbildung 29: Die Kostenfunktionen aller bei der Optimierung berücksichtigten Pegel. 
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Abbildung 30: Wasserstandsmessungen des dänischen Pegels Rodby (dünne Linie) im 
Vergleich zu Modellergebnissen (dicke Linie} ohne (a) und mit Assimilation (b) für den 
Zeitraum Oktober 1992 bis Januar 1993. 
Schließlich sei hier noch da.'i Ergebnis der Optimierung nach 300 Iterationen fiir die 
Kontrollparameter der :i\[ittelwerte angegeben: 
ii = 0. 71 ± 0.02, a = 23.7 ± 0.5 °, cd = 1.70 ± 0.02 ·10-3, 11 = 72.4 ± 0.6 cm2 s- 1. (17) 
Die spezifizierten Fehler sind aus einer genäherten Hessischen !1!atrix wie bei Tziperman 
und Thacker (1989) berechnet worden. Diese Angaben haben allerdings keine Bedeu-
tung, weil die systematischen Fehler des Modells sehr viel größer sind (vgl. 1\!arotzke 
und \Vunsch, 1993; Schiller, 1995 ). Karger ( 1995) berechnete Reduktionskoeffizienten 
über der Ostsee zwischen a = 0.45 und a = 0.86 (je nach der Entfernung zum Land) 
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Abbildung 31: O.st-lVest-Komponente der Windgeschwindigkeit an der Wetterstation 
von Kap Arkana (dünne Linie) im Vergleich zu Modellergebnissen (dicke Linie) ohne 
(a) und mit Assimilation (b) für den Zeitraum Juli 1992 bis September 1992. 
und einen ageostrophischen Winkel von e< = 25.5° + 1.7 i:::.T. Dabei ist i:::.T der Stabi-
litätsparameter für die Bodenreibungsschicht {Temperaturdifferenz Luft-Wasser). Der 
optimierte Windschubspannungskoeffizient ist etwas größer als der aus meteorologi-
schen 1\Iessungen bestimmte Koeffizient. Z.B. wurde während HEXOS ein mittlerer 
Windschubspannungskoeffizient von cd = 1.37 ± 0.30 x 10-3 für neutrale Schichtung 
und 10m Höhe aus Daten des Ißl Kiel Tripods in der Nähe der Niederländischen Küste 
berechnet (Smith et al., 1992). Kielmann {1981) bestimmte aus den logarithmischen 
Dekrementen abklingender Eigenschwingungen in seinem 1\Iodell durch Vergleich mit 










Abbildung 32: Horizontalverteilungen der Windgeschwindigkeit vom 15. August 19g2; 
(a) Geostrophischer Wind. Maximale Vektorlänge: 13.3 ms- 1. (b) Optimierter Wind in 
10m Höhe. Maximale Vektorlänge: 9.3 ms- 1. 
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Jl = 50cm2/s und 11 = 100cm2/s (vgl. Tab. 1 bei Kielmann, 1981: die angegebe-
nen \\'erte für JL miissen mit einem Faktor 2.5 multipliziert werden, um mit der hier 
gemachten Definition in GI. 1 konsistent zu sein). 
7.6 Diskussion 
In Abb. 28 fallt auf, daß die Optimierung nur sehr langsam erfolgte und nach 300 
Iterationen das ;\linimum nicht vollständig erreicht wurde. Die Fortsetzung der As-
similation über weitere 300 Iterationen zeigte eine nur sehr kleine \"erringerung der 
Kostenfunktion und geringfügige \"erschiebungen der ;\littehwrte der Kontrollparame-
ter, während sich die Beiträge der höheren Perioden nicht mehr wränderten. Auch 
nach 600 Iterationen wurde das Konvergenzkriterium nicht erreicht, das die Optimie-
rung beendet, falls die Summe der Quadrate der Gradienten eine bestimmte, unter 
numerischen Gesichtspunkten gewählte Schranke unterschreitet. 
Zwei Gründe fiir die langsame und unvollständige ;\!inimierung sind denkbar: 
1. Die Wasserstandsmessungen der verschiedenen Pegel sind möglicherweise nicht 
alle unabhängig, so daß das Inversproblem unterbestimmt wäre. 
Die Anzahl der Kontrollparameter N = 45 702 ist von gleicher Größenordnung 
wie die Anzahl der hier als unabhängig angenommenen \Vasserstandsmessungen 
Ne = ,19 619 mit einer Periode größer als 24 h. Leider sind mit Nw = 7 388 
zu wenig unabhängige Windbeobachtungen von SchifTen vorhanden, um das In-
versproblrm auf allr Fälle eindeutig zu konditionieren. \Yegen dieser Unsicherheit 
wäre ein weiterer Term in GI. 7 sinnvoll, wie in GI. 12 des vorigen Kapitels ge-
zeigt wurde. Weil aber <lie Parametrisierung der RPibungsschicht unphysikalisch 
ist, kann krin Ilintergrundterm konstruiert werden, der gewisse a priori Informa-
tionm über die Bodenreibungsschicht rnthält. Eine Einschränkung der \'arianz 
der Kontrollparameter oder die Berücksichtigung der Windfelder aus dem Euro-
pamoddl wiirde eine Glättung drr optimierten Windfelder bedeuten und erschien 
angrsichts der Qualität drr D\\'D-Winde nicht sinnYoll (s.u.). 
2. Da dir Gradii'ntPn lediglich näherungswPise herechtwt wurden, indem durch diP 
6stiindlidw .-\btastung nur die Signal<' mit Prrioden griißer als 12 Stunden berück-
sichtigt wurdPn, ist die Bestintmunp; d!'r Kontrollparamrt!'r durch d<'n Fehler in 
den Gradi<'ntrn nicht mehr unhPdingt Pindeutig möglich. Durch d!'n .-\nsatz für 
die Kontrollparantl'tPr (GI. 2 und 3) ist das wrwrndetr l>.lodell nichtlinmr, so 
daß auf jeden Fall durch dil' 01ährrung Informationen fiir die Gradienten verloren 
grhrn. 
Das Problem dn Eind<•ntigkl'it läßt sich möglichrrwrise durch einen linearen Ansatz 
fiir die \\'indschubspannungen (anstl'lle von GI. 2 und 3) in einem Zwillingsexperiment 
lösen. Dafiir miilltrn die Kontponrntrn dPr Windschubspannung in dreidimensionalen 
Fourirrrrihrn Pntwickelt wnden. Dir Gradienten kiinnten dann in Zeit- bzw. Längrn-
interYallen abgPtastrt wPnlen, die der Ili\Jftp dPr kleinsten Periode bzw. \\'dlrnlängr 
entsprrchrn, ohn<' daß Information Yerlorl'n gl'ht. Dann ließ<' sich die Frage nach c!Pr 
minimalen \\'rllPnli\ngP bmntworten, hPi dPr das \'ariationswrfahren noch rindPntig 
konwrgiert. 
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Die Einführung mn zweidimensionalen Fourierreihen für die räumliche Abhängigkeit 
bil'l~t zwei \"orteile: Es 1\wden eindeutig~ Skalen definiert, und die Liisung ist nicht 
m~hr von d~r \\'ahl des Ursprungs abhängig wie im Falle ~in es Polynoms. :\ us GI. 11 ist 
<'rsichtlieh, daß zur Berechnung des Gradienten fiir einen beliebigen Kodfizienten des 
Polvnoms, die ~lodell-Dat~n-Differenzen mit dem Abstand vom Ursprung gewichtet 
1\W~len, was zu unrealistischen Trends im Ergebnis führen kann. 
In Vergleichsexperimenten wurden die \\'dlcnlängen des r-lodell,,·indPs, die bei der 
Optimierung variiert wunkn, verkleinert, indem auch räumlich eine Entwicklung zu 
einer zweidimensionalen Fourierreihe durchgeführt wurde und die SkalPn gegenüber 
denen eines Pol~·noms .J. Ordnung verkleinert wurden. Die Erhöhung der Freiheitsgrade 
bei der Optimierung hatte zur Folge, daß die Modellwindfelder auch lwzüglich der 
Windbeobachtungen wesentlich verbessert wurden. Da aber eine Unterbestimmung des 
Inversproblems nicht ausgeschlossen werden konnte, werden diese Experimente hier 
nicht weiter beschrieben. 
Die analysierten Bodenwindfl'lder aus dem Europamodell des D\\'D 1\·urden hier nicht 
als erste Schätzung verwendet, weil die zu GI. 3 entsprechenden Korr~kt.urfunktionen 
keinen Bezug zu sonst in der ~leteorologie gebräuchlichen Ansätzen zur Parametri-
sierung der Bodenreibungsschicht hätten. Die oben erwähnten Abweichungen dieser 
r-loddlwinde von Beobachtungsdaten können möglicherweis~ auf die zu niedrige ho-
rizontale Aunösung im Europamodell od<'r auf <'ine unzureichend<' Paramrtrisierung 
der Grenzschicht. zurückgeführt werden. Die mittlere horizontale A unösung im Euro-
pamodell beträgt 55 km, so daß die Orographie nur geglät.tPt darg<'st.ellt. wPrden kann 
{vgl. Abb. 5.6 b~i Schrodin, l!l!l5). Land-S~<·windeffekte können daher nicht. richtig 
berücksichtigt w~rden. Die Insdn Öland und Bornholm sowie di~ Alandinsdn sind wr-
nachlii.'i.~igt, und der Einnuß d~r Küste mit einer ungefährPn Ausdehnung von 20 km 
über der Ostsee {Karger, l!l!l5) kann nicht. aufgelöst werden. Die aus BPobachtungsda-
ten abgeleiteten Reduktionskoemzienten schwanken über SPe als Funktion d~s Küsten-
abstandes zwischm a = 0.45 und a = 0.86 (Karger, l!l!l5), so daß die \Vindschuh-
spannungen in Kiist~nnähe bis zu einem Faktor 3. i falsch sein könnten, wmn sich die 
Küstenlinie wrschöbe. 
Analysen der \\'~ibullverteilungm haben ~rgdJPil, daß im Europamodell die !Iäufig-
keit. der \\'indgeschwindigkeiten bis zu 10 m/s s~·stematisch im \'ergkich w Beob-
achtungsdaten iib~rschiit.zt. und di~ der höheren \Vindgeschwindigk~it~n deutlich un-
terschätzt werdm (Bumke l!l!l6, IH'rs. :\litteilung). 
Zum Schluß der Diskussion sei betont, daß zwar formal ges~hen Bodenwindfelder 
optimint worden sind. \\'egen drr Vrrnachlä.'isigung der funktionalen Abhängigkeiten 
in "" wurden aber aus ph~·sikalischer Sicht. durch die Einlwziehung der Peg~ldaten 
\ \'i misch u bspannung~n ermit t~ I t.. 
7.7 Die genestete Modellversion 
Die Ergebnisse aus dem lwschri~benen :\ssimilations~xperimmt. wurden genutzt., um 
das r~gional~ :\loddl der westlichen Ostsee gemäß Ahb. 21 zu wrlwssern. Di~ Bod~n­
windf~ldn aus den1 Europamoddl bzw. die <JuasigPostrophischen \\'indfeldcr, die fiir 
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eine erste Schätzung im Assimilationsverfahren verwendet worden sind, wurden durch 
die optimierten \\'indfelder ersetzt. Statt der zwischen zwei Pegelstationen linear in-
terpolierten \\'asserstände an den offenen Rändern des regionalen ~lodrlls wurden die 
optimierten Oberflächenauslenkungen des barotropen l\lodells vorgeschrieben. Da für 
diPse l\lodellkopplung Pine Reihe \'Oll Testexperimenten notwendig war, um gute Er-
gelmisse zu erzielen, wurde dafür die Version des regionalen l\lodells mit der geringeren 
Auflösung von 2 sm in horizontaler und 6 m in vertikaler Richtung verwendet, die weni-
ger ReclH•nzeit als die hochauflösende Version wrbraucht. Zum Beispiel mußte gdestet 
werden, wie die Reibungszonen am Rand gewählt werden miissen, tun die Lösung stabil 
zu halten, oder wie groß die mittlere Wasserstandszunahme vom 1\attegat. bis in das 
Bornholmbecken anzusetzen ist., damit die einjährige Integration des :-.lodells eine mit 
allen verfügbaren Daten konsistente Volumen- und Salzbilanz liefert (vgl. Kapitel 9). 
Die Ergebnisse dieser l\lodellkopplung können wie folgt zusammengefallt werden: 
1. Die optimierten Windfelder im Bereich der westlichen Ostsee weisen keine gravie-
renden l\längel auf. Das barokline Antwortverhalten des regionalen l\lodells ist 
mit den vorhandenen Daten konsistent. "Ausreißer", die das Assimilationsverfah-
ren möglicherweise in die Windfelder projiziert. hätte, konnten nicht beobachtet 
werden. Der erfolgreiche Antrieb des regionalen l\lodells ist daher als eine Vali-
dierung der optimierten Windfelder zu wrst.ehen. 
2. Im Detail ergehen sich gravierende Unterschiede fiir die Transporte, inslwson-
dere im Bornholmlwcken, aufgrund der veränderten Randbedingung im Osten. 
In Abb. 33 werden die Transporte \'Om 5. Dezember 1992 gezeigt., wie sie durch 
eine Modellversion ohne und mit Ausnutzung der Assimilationsergebnisse sinm-
liert worden sind. Im Inneren des l\lodellgebiet.es sehen die VPrteilungen ähnlich 
aus, während sich die Transporte durch die Stolper Rinne umkdtren. In Abb. 
33b ist ein starker Einstrom durch die Stolper Rinne in das 1\lodellgebiet hinein 
zu beobachten, und der Austausch iiber den offenen Rand erscheint intensi\·iert 
gegenüber Abb. 33a. Allerdings ist es nicht möglich zu entsdteiden, ob wirklich 
in jedem Fall eine Verbesserung durch die l\lodellkopplung stattgefunden hat. Es 
muß beriicksichtigt. werden, daß das harotrope Ostseemodell nnr eine Aunösung 
von 6 srn hat. 
Fiir die Untersuchungen, <Ii<' in den nächstPn Kapiteln nläut.ert. wenlen, "·unl<• das 
2 sm-i\lodell in der genesteten \'rrsion genutzt. 
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Abbildung 33: Horizontalverteilungen der vertikal integrierten Geschwindigkeiten vom 
5. Dezember 1992 im regionalen Ostseemodell in der 2 sm-Version mit: ( a} qua-
sigeostrophischem Windantrieb und linear interpolierten Pegeldaten an den offenen 
Rändern, (b) optimierten Windschubspannungen und Oberflächenauslenkungen an den 
offenen Rändern, die sich aus der Assimilation in das barotrope Ostseemodell ergeben. 
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8 Kopplung mit einem Deckschichtmodell 
8.1 Der Richardsonzahl-abhängige Reibungsansatz 
Ergebnisse des hochauflösenden l\lodells der westlichen Ostsee in der ursprünglichen 
Version mit Richardsonzahl-abhängigen Austauschkoeffizienten wurden in Kapitel 4 
vorgestellt. Durch den Vergleich mit Daten wurde deutlich, daß die Salzbilanz für das 
Jahr l!J!J2/93 sowie die Scherungen der Geschwindigkeiten im Großen Belt mit diesem 
Ansatz richtig simuliert werden können. Dabei wurden die Austauschkoeffizienten I\ für 
Impuls und Tracer über eine empirische Funktion mit der Richardsonzahl Ri verknüpft: 
l . I\o 1 . \ = ( Ri )'t + '-min 
1 +-n· 
'o 
mit Ri = (au) 2 (i!v 2 . 
8z + a,) (1) 
N ist die Brunt-Väisälä-Frequenz 
(2) 
und I\0 , I\min, n sowie Rio sind Konstanten, die mit Hilfe der vorhandenen Daten 
angepaßt werden müssen. 
Dieser Ansatz wurde in einem dreidimensionalen Zirkulationsmodell des tropischen 
Atlantik von Pacanowski und Philancier (1981) erfolgreich getestet. Allerdings ist es 
damit nicht möglich, die Ausbildung einer Deckschicht in der Ostsee richtig zu modellie-
ren. Abb. 34 zeigt die Tiefen der Isothermen als Funktion der Zeit (September 1992 bis 
September 1993) im Bornholmtief für das hochauflösende l\lodell mit Richardsonzahl-
abhängiger Reibung (a) im Vergleich zu einem l\lodellexperiment mit eingebautem 
Deckschicht- und Strahlungsmodell (b), dessen interne Parameter so gewählt wurden, 
daß die Deckschichttiefen den beobachteten entsprechen. Eine genauere Beschreibung 
der in dieser Arbeit getesteten Deckschichtmodelle erfolgt in den nächsten Abschnitten. 
Die Unterschätzung der Deckschichttiefen im l\lodell kann im Prinzip folgende Ursa-
chen haben: 
• Die Parameterwahl des Richardsonzahl-Ansatzes erfolgte nicht richtig. 
• Die Windschubspannungen sind zu klein und verursachen daher zu große Ri-
chardsonzahlen. 
• Die wnvcndeten Karten der analysierten l\leeresoberflächenternperaturen haben 
einen zu großen Fehler, so daß die mit der Relaxation verbundenen Wärmeflüsse 
falsch sind. 
• Die solare Einstrahlung bedingt eine zusätzliche Aufwärmung der tieferen l\lo-
dellschichten, die in A bb. 34a nicht berücksichtigt wurde. 
• Es ist prinzipiellnicht möglich, die Diffusion lediglich an die Richardsonzahl zu 
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Abbildung 34: Tiefen der Isothermen (in °C) von September 1992 bis September 1993 
im Bornholmtief: (a) Richardsonzahlansatz {oben), (b) Deckschichtmodell (unten). 
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Da die ·wahl der hier verwendeten Parameter für den Richardsonzahl- Ansatz (vgl. 
Kapitel 4) in Anlehnung an das Modell von Lebmann {1992) erfolgte, stellt sich die 
Frage, ob es einen wesentlichen Einfluß der Gitterauflösung auf das Modellergebnis 
gibt. Daher wurde ein zu Abb. 34a identisches Modellexperiment durchgeführt, das 
eine Gitterauflösung von 2 sm in horizontaler und 6 m in vertikaler Richtung besitzt. 
Die Zeitskala, mit der die Temperaturen der obersten Modellschicht an die analysier-
ten Meeresoberflächentemperaturen gezwungen werden, beträgt dabei ßt = 24 h (statt 
12 h), damit die \Värmeflüsse vergleichbar bleiben. Das Ergebnis {Abb. 35) zeigt, daß 
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Abbildung 35: Tiefen der Isothermen (in °C} als Funktion der Zeit im Bornholmtief: 
wie Abb. 34a, nur beträgt die Gitterauflösung 2 sm bzw. 6 m. 
daß die zeitliche Entwicklung der Deckschichttiefe im Bornholmbecken nicht von der 
Auflösung {3 oder 6 m) abhängig ist, so daß im folgenden einige der Sirnutationen 
mit dem grobauflösenden Modell gerechnet wurden. In dem hier gezeigten Experiment 
fand allerdings nach dem Salzwassereinstrom im Februar 1993 keine Erneuerung des 
Bodenwassers im Bornholmbecken statt, was daraus ersichtlich ist, daß die Temperatur 
unterhalb der Haloklinen nicht auf weniger als 5 °C wie in Abb. 34 absinkt. Bei gleicher 
vVasserstandsdifferenz zwischen Kattegat und Arkanabecken und bei gleicher Boden-
reibung sind die Volumentransporte durch die Dänischen Meeresstraßen während des 
Salzwassereinstroms im Januar geringfügig, die Salztransporte jedoch viel kleiner als 
im Falle des hochauflösenden Modells. Daher ist eine andere Bodenreibung für das 
grobauflösende Modell erforderlich (vgl. Kapitel 4). 
Es wurden Experimente mit verschiedenen Ansätzen für die Richardsonzahl- abhängi-
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gen Austauschkoeffizienten durchgeführt. Um die Durchmischung im Bereich der vom 
\Vind beeinAußten obersten Schicht zu erhöhen, wurde z.B. die differenzierbare Funk-
tion in Gl. 1 durch eine Sprungfunktion ersetzt (n = oo): 
K _ { 175 : Ri < Rio = 0.1 
T - 0.1 . . . 0.001 : sonst · (3) 
Für Ri kleiner als die kritische Richardsonzahl Rio werden die Diffusionskoeffizienten 
so groß wie die Viskositätskoeffizienten. Für größere Richardsonzahlen wurde eine Tie-
fenabhängigkeit vorgeschrieben. Es läßt sich auf diese Weise zwar eine Vertiefung der 
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2.66 3.62 4 .67 5 .53 6.48 7 .43 8 .39 9 .34 10.30 11.25 12.21 13. 16 14.12 15.07 16.02 
Abbildung 36: Tiefen der Isothermen (in oc) als Funktion der Zeit im Bornholmtief: 
Modellergebnisse der im vorigen Kapitel beschriebenen einseitig genesteten Version mit 
Richardsonzahl-abhängiger Diffusion gemäß Gl. 9. 
Krauss (1981) zeigte, daß die Auflösung der sommerlichen Temperatursprungschicht 
im Gotlandbecken durch windinduzierte Thägheitswellen erfolgen kann, die an der Un-
terkante der Deckschicht durch einen Phasensprung um 180 ° besonders kleine Richard-
sonzahlen verursachen. Um den Einfluß des Windes bzw. der vVindschubspannungen 
auf die zeitliche Entwicklung der Deckschicht zu untersuchen, wurden Vergleichsex-
perimente mit quasigeostrophischen und den optimierten Windfeldern aus Kapitel 7 
durchgeführt. Unterschiede ergaben sich besonders im Herbst, die aber sehr viel gerin-
ger sind, als die in A bb. 34 gezeigten. 
Die analysierten Meeresoberflächentemperaturen haben sicherlich einen Fehler, weil 
im wesentlichen die Messungen von Landstationen berücksichtigt wurden, so daß die 
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horizontalt>n \'t>rteilungen aufgrund Yon Auf- oder Abtriebsgt>biett'n wrfalscht sein 
könrwn. Da abf'r die Datendichte der Schiffsmeldungen im Bereich der 'wst Iichen Ostsee 
noch relatiY hoch ist (Bumke 1995, pers. Xlitteilung), wurden die anal~·siertf'n Tempe-
raturkarten infraroten Satellitendaten Yorgezogen, die das BSII als "·iiclwntliche Ober-
flächentemperaturkarten ab 1.1.1993 zur Yerfiigung stellt. Ein \'t>rgleich drr zwischen 
2. und 3. ~lodellschicht gemittelten Temperatur, die ungefähr aufgrund der kurzen 
Rela.xationszeit YOn 12 h der Yorgeschridlf'!Wll Oberflächt>ntemprratur entspricht, mit 
unabhängigen Daten Yon der \'erankerung SBF07 im Großen Brlt in einer Tiefe YO!l 
6.1 m zeigt, daß der JahrPsgang der analysierten Tempt>raturen Abweichungen bis zu 
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Abbildung 37: Jahresgang der Tcmpemtur in ß m Tiefe als Funktion der Zeit rm der· 
Position der Vcnmkerung SßF117 im Großen flelt: ( 1} Daten, (2} Modell. 
mit den Profildaten im Bornholmbecken festgestellt (s.u.). 
Ans der Diskussion über die Ursachen der Unterschätwng der Drckschichttief<'n er-
gibt sich die Schlußfolgerung, daß nur ein wrb<•ss<•rtrr Ansatz fiir die Deckschicht-
prozesse in \'<•rbindung mit einem Strahlungsmodell Abhilfe liefern kann. Dir hier 
wrwendeten Oberflächenfliiss<' Yon Impuls und \\'iirme 'wisen zwar ebenfalls Fehler 
auf, die aber nicht allein für die hlodell-Daten ·Differenzen der TrmprraturPn in <!Pr 
Deckschicht verantwortlich sein können. 
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8.2 Das Strahlungsmodell 
Das hier wrwendete Strahlungsmodell ist bei Rosati und l\liyakoda (1!J88) lwschrieben. 
Aus dem Zenitwinkel der Sonne wird die solare Einstrahlung Qtot an der 1\leeresober-
Oäche unter Berücksichtigung von Absorption und Rückstreuung in dPr Atmosphäre 
berechnet. Der Abschwächung der solaren Einstrahlung durch Wolken wird durch die 
Parametrisierung von Reed (1977) Rechnung getragen: 
Q, = Qtot (1- 0.62 C + 0.001!) ß) {1 - n). (4) 
Dabei ist C der Bewiilkungsgrad, der der \\'olkenklimatologie von Defant {1972) ent-
nommen wurde. 11 bezeichnet die 1\littagshiihe der Sonne in ° und n die Albedo, die 
wreinfacht zu n = 0.06 für diffuse Strahlung angenommen wurde {Dietrich et al., 
1!Ji5). 
Der solare \Värmcfluß an der 1\leeresoberfläche Q, wurde von dem Nettowärmefluß 
abgezogen, der sich formal aus dem Relaxationsterm berechnen läßt. Die Divergenz 
der eingestrahlten, absorbierten Intensität I stellt eine zusätzliche \\'ärnwquelle in den 
tieferen 1\lodellschiehten drr Erhaltungsgleichung für Temperatur {GI. 5 in Kapitel ,f) 
dar: 
DT 1 DI 
-D + r(T) = FT +-.".-. (5) 
( f'oCpUZ 
Die Absorption wird dabei gemäß der Arbeit von Pau!son und Simpson {1917) para-
metrisiert: 
I= Q, [R cxp(::/(1) + (1 - R) cxp{::/(2)] {6) 
mit R = 0.78, ( 1 = 1.4 m und (2 = 7.9 rn, was dem optischen Ozeanwassertyp III von 
.Jerlov (1968) entspricht. .Jrr!ov selbst gibt allerdings fiir da.~ Skagerrak einen Küsten-
wa.~scrtyp 1 und für die zentrale Ostsee einen Kiistenwa.~sertyp 3 an, was norh kleinrrcn 
Absorptionslängen entsprechen würde, die aber von Paulscm und Simpson (1!J77) nicht 
berechnet wurden. 
Da die Temperaturen der <'rsten }.(odellschicht mit. einer rdativ kurzen Zeitskala zu 
den anal~·sierten 1\leerrsoberflikhentemperaturkarten n•laxi!'rt werden, führt die Sub-
traktion <Irr solaren Einstrahlung nicht zu einer \'rrändrrung der Obrrflächrntempera-
turen im \Iod!'!!. L<•diglich fiir die tieferen l\lodellschichten Prgebcn sich Unterschiede, 
die im \Wsentlichen vom nicht ge11a11 lll'kannt<'n ßcwiilkungsgrad und optisdH'n \\'<1<;-
scrtyp abhii ngen. 
Fiir dir Param~trisiernng der ßrwiilkung werd('l] in d••r Lil!'ratur sehr untcrschird-
lidtr <'mpirische Ansätze angegeben {vgl. z.B. Parkinsoll u11cl \Ya.~hi11gto11, 1979). :'-iic-
kamp (1992) wrglich drei wrschirdr11e \lodclle u.a. das vo11 Rrrd {1977) mit Datrn, 
konnt<> j<>dodt wege11 trihwis<> fd!lcrhaft<>r Strahlungsnwssu11grn keine E11tscheidun" 
beziiglidt der Giite trrffr11. "'''"en dirs<>r Unsicherheiten kann da.<; Strahlungsmodell 
hirr nur d!'m Zwrck dicnrn, dir Grüßenordnung der Erwiirmung durch di~ solare Ein-
strahlung abzuschätzen. Simpson und Dickey (1981) zeigten jedodt mit Hilfe eines ein-
dimensionalen Drckschirhtmod!'l!s, daß die solare Einstrahlung in tiefere Schichten die 
Struktur des oberen Ozmns \Y!'S!'ntlidt wriind<'rn kann und daher nicht wrnachliissip;t 
werden sollte. 
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8.3 Das reduzierte Kraus-Turner-Deckschichtmodell 
Die Deckschichtmoddl<' Yom "Kraus-Turner"-T~·p basieren auf der wrtikal integrier-
ten Gleichung für die turbulente kinetische Energie, die sich mit llilfe der Jle~·nolds­
mittelung aus den Navier-Stokes-Gieichungen herleiten läßt (Niiler und Kraus, 1917): 
- We (D.bh -suh) = mo u, +1 [(1 + n)Bo- (1- n) [Bol]+ Jo -- ( 1 ~2 3 h (h ) 2 ~ ~ 2 (i) 
Dabei ist w, die Entrainnwntgeschwindigkeit: 




h bezeichnet die Deckschichttiefe, C.b die Änderung des spezifischen Auftriebs über die 
Unterkante der Deckschicht hinweg, ih die horizontale mittlere Geschwindigkeit in der 
Deckschicht, u. die Reibungsgeschwindigkeit im Ozean, B0 den Auftriebsfluß an der 
~leeresoberfläche, ./0 die solare Einstrahlung (./0 = g n Q ,/ /Jo Cp mit dem thermischen 
Ausdehnungskoeffizienten n), ( die Absorptionslänge (falls nur ein Frequenzband im 
Gegensatz zu GI. 6 betrachtet wird) und .s, m0 , n Konstanten, die die Dissipation 
parametrisieren. Bei der Herleitung Yon GI. 7 wurden zwei wesentliche Annahmen 
gemacht: 
1. Die turbulenten Flüsse an der Unterkante der Deckschicht werden durch die so-
genannten "Sprungrelationen" beschrieben, d.h. fiir den turbulenten \\'ärmefluß 
gilt z.B. 
(9) 
2. Das wrtikale Integral der Dissipation über die Deckschicht ist proportional zu 
den Turbulenz erzeugendm Termen. 
Diese AnnahtMn zusammen mit der Vereinfachung durch die Vertikalintegration un-
terscheiden die Kraus-Turner-DPckschichtmodelle von den unten beschriebenen Tur-
bulenzmodellen. Hingegen ist die Vernachlässigung der zl'itlichen Anderung der tur-
bulenten kinetischen Energie immer eine gute Approximation fiir Zeitskalen größer als 
eine Stunde (Gargett at al., 19i!J). 
Es wird nun die Annahme gemacht, daß die Turbulenzerzeugung bzw. -wrnichtung 
durch dir :\uftriebsflüsse, dnrch die solare Einstrahlunp; und durch dir Geschwindig-
keitsscherungen an der Deckschichtunterkante klein gep;enüber der windinduziertPn 
TurbulPnzerzeugung sind, so daß lPdiglich die beiden TPrme iibPr rlrn geschweiften 
KlamnH'rn in GI. i zurückbleiben. Die \'ernachlässigung drr Geschwindigkeitsscherun-
gen ist keine gute Annahme, wie unten gezeigt wird, unrl awh nicht unbedingt notwen-
dig ( vgl. StPrl U!Hl Kattrnberg, 1 !J!J,I). Ebenso läßt sich das reduzierte Kraus-Turner-
:\ Iodeil Pinfach durch die Berücksichtigung der \Värmefliissc an der :\(eeresoberfliiche 
(in ß 0 ) und durch die solare Einstrahlung wrbessern. 
Die Vernichtung von turbulenter kinetischer Energie durch Entrainment ist äquiva-
lent zur zeitlichen Anrlernng der potentiellen Energie PE in der Wassersäule (vgl. z.n. 
Dengg, 1 !J!l5 ), so daß 
DPE 3 
- Dt = mou, {10) 
i!l 
gilt. Die Dissipation in der Deckschicht wird berücksichtigt, in dem die Ekmanlängen-
skala .X als Abklinglänge angenommen wird (\\'ells, 1979): 
rn0 = mc-~ mit m = -1.2, .X= 20m. {11) 
Eine Übersicht über andere Ansätze gibt Gaspar {1988). Die hier verwendPten Parame-
ter sind durch Anpassung an die gemessenen Temperaturprofile im Bornholmbecken be-
stimmt worden. Die numerische Implementation wurde von Dengg {1995) iilwrnommen. 
Es werden so viele Gitterboxen von der 1\leeresoberfläche an vollständig dnrchmischt, 
bis die turbulente kinetische Energie, die durch den Wind zur Verfügung gPstellt wird, 
aufgebraucht ist. \\'ie bei Ster! und Kat1mberg (199,1) wird überschüssig!' Energie, die 
nicht mehr ausreicht, um eine weitere Gitterbox vollständig zu durchmischen, durch 
partielle Vermischung aufgebraucht, so daß die hier verwendete Formulienmg Energie 
erhaltend ist. Die benutzten Parameter bewegen sich im üblichen nahmen. Gargett 
et al. (1979) geben eine Übersicht über die bis dahin veröffentlichtm Literaturwerte 
mit 0.15::; rn::; 17{75). Lueck und f!dd {1981) argumentierten, daß l<'diglich 10% 
der Windarbeit (in 10m lliiiH•) in turbulente kinetische Energie umg<'wandelt werden 
kann. Das würde bedeuten, daß m auf jeden Fall kleiner als 100 SPin muß. 
Da das regionale 1\lodell der westlichen Ostsee ans Stabiliätsgriinden nicht mit kon-
stanten Austauschkoeffizienten fiir Impuls gerechnet werden kann, wun!P für den Im-
puls die f!ichardsonzahl-abhängige Formulierung {GI. 1) beibehalten. DPr wesentliche 
Unterschied zu dem f!pferenzexperinwnt aus Abb. 3G besteht darin, daß die Entschei-
dung, ob Vermischung in der Deckschicht stattfindet, nicht von der f!ichardsonzahl 
sondern von einer Energiebilanz abhängig gemacht wird. 
Das Ergebnis eines :I\ Iodeilexperiments mit gekoppeltem Kraus-Turner- Deckschicht-
und Strahlungsmodell zPigt ,\hh. 38. Die Deckschicht ist in den Sommermonaten .Juli, 
August und September bis zur Aunösung durch die ersten Ilerhststiirme homogen bis zu 
einer maximalen Tiefe Yon ungl'iiihr 21m durchmischt, was einedeutliehe Veränderung 
gegenüber den Ergebnissen in Abb. 3G darstellt. ,\ußerdem wurden in,\bb. 38 noch die 
Tiefen der vollständig und partiell durchmischten Gitterboxen eingezeichnet, die für die 
ßerechnung der Dissipation in GI. 11 beniitigt werden. Die tatsikhliehe DPrksrhichttiefe 
stellt die Einhüllende dieser Z<'itlich und riiumlich stark wriin<i<>rlichen Größe h dar. 
8.4 Das Turbulenzmodell 
D:11; Tnrbulenzm<Hi<>ll, das im f!ahnwn dieser Arbeit in das regional<• 1\lodell der westli-
chen Ostse<' eingebaut wurde, ist im \Wsentlichen der ,\rl)('it Yon ßlanke und Delecluse 
(1993) entnommen worden, die eine wreinfachte \·ersion d<'S 1\loddls Yon Gaspard al. 
(1990) in Pin Zirkulationsmnd<'ll des tropischen Atlantik eingebaut hatten. ,\n jedem 
Gitterpunkt dPs :\ Ioddis wird Pine \Witere prognostische GIPidnmg fiir dir tmbulrnte 
kinetisch<' Energie c berPchnet: 
Dr iJ ( . D") . (iJ'h) 2 • •2 d 
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Abbildung 38: Tiefen der Isothermen {in oc) als Funktion der Zeit im Bornholmtief: 
Modellergebnisse mit einem gekoppelten Kraus- Turner-Deckschicht- und Strahlungs-
modell. Die weiße Kurve kennzeichnet die Tiefe der durch den Wind durchmischten 
Schichten. 
K g, KAI und Kr stellen die Austauschkoeffizienten für turbulente kinetische Ener-
gie, Impuls und Tracer dar. Die Momente höherer Ordnung in Gl. 12 sind durch das 
Mischungswegkonzept von Prandtl mit der Mischungsweglänge l parametrisiert: 
Ke =CA KM, KM= CJ< l../e, Kr= K,.tfPrt. (13) 
Prt ist die Prandtlzahl, die von der Richardsonzahl Ri wie folgt abhängt: 
{ 
1 : Ri < 0.2 
Prt = 5 Ri : 0.2 < Ri ~ 2 . 
10 : 2 < Ri 
(1-l) 
Die Konstanten CA, Cl(, cE müssen spezifiziert werden. Im Gegensatz zu dem Modell 
von Blanke und Delecluse {1993) ist eine Mittelung der Austauschkoeffizienten auf den 
verschiedenen Gitterpunkten nicht notwendig. Die physikalische Bedeutung der Terme 
auf der rechten Seite von Gl. 12 ist: 
• Diffusion von turbulenter kinetischer Energie, 
• Turbulenzerzeugung durch Scherungen in den Geschwindigkeiten, 
• Turbulenzvernichtung durch die Schichtung des Dichtefeldes, 
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• Kolmogorov-Dissipation. 
Da durch die separate Parametrisierung der Konvektion N 2 niemals negativ werden 
kann, wird in dieser Version des 1\Iodells durch Kom·ektion keine turbulente kinetische 
Energie erzeugt. Es wäre auch möglich gewesen, die Konvektion mit in das Turbulenz-
modell einzubauen. Eine instabile Schichtung wiirde dann durch große Diffusivitäten 
abgebaut wie im Falle der Konvektionsparametrisierung von Cox (198·1). Da die Si-
mulation der Ausbreitung des salzhaltigen Bodenwassers aber mit dem Vertauschungs-
algorithmus, wie oben beschrieben wurde, besser gelingt, wurde die Konvektion nicht 
mit in das Turbulenzmodell einbezogen. 
Im Gegensatz zu Blanke und Delecluse (1993) wurde eine Flußrandbedingung für die 
turbulente kinetische Energie verwendet: 
l . iJel 3 \Ei);; =mu., 
z=O 
(15) 
um den Eintrag von turbulenter kinetischer Energie durch die Windarbeit mit dem 
Kraus-Turner-1\lodell vergleichen zu können. 
Entscheidend für Turbulenzmodelle ist die Bestimmung der Mischungsweglänge I, die 
hier lediglich diagnostisch berechnet wurde: 
(16) 
Die so definierte 1\!ischungsweglänge ergibt sich aus dem allgemeineren Integralkrite-
rium von Bougeault und Lacarrere (1989) (vgl. Gaspar et al., 1990) für die Näherung 
einer kontinuierlichen Schichtung. Im Falle einer instabilen Schichtung muß eine be-
grenzende Längenskala eingefiihrt werden. In dieser Arbeit wurde der vertikale Gitter-
abstand 6z gewählt. Blanke und Delecluse (1993) hatten dagegen den Abstand zur 
Wasseroberfläche lzl als Begrenzung benutzt. Willebrand (1992) weist mit Hilfe ei-
ner Skalenanalyse darauf hin, daß das Mischungswegkonzept nur sinnvoll ist, wenn die 
1\!ischungsweglänge folgenden Ungleichungen geniigt: 
l <.je 
- N' t < ..;e I I -1~1' ~~ z, l ~ Il -lzl. (17) 
Die gleichzeitige Begrenzung der Mischungsweglänge durch die Entfernung zur 1\[ee-
resoberfläche und zum Boden bereitet z.B. im Arkanabecken wegen der geringen \Vas-
sertiefe konzeptuelle Schwierigkeiten, denn die windinduzierte Durchmischung kann bis 
zum Boden reichen mit theoretischen Mischungsweglängen in der Größenordnung der 
Wassertiefe. Andererseits sind aber auch Bodenreibungschichten in Verbindung mit 
einströmendem salzreichem Wasser möglich, das durch Entrainment mit Oberflächen-
wasser verdiinnt wird. Die Mischungsweglängen sollten in diesem Fall die Dicke der 
Bodenreibungsschicht nicht iiberschreiten. Daher wurde der vertikale Gitterabstand als 
einheitliche Begrenzung für beide Regime gewählt. Da die Geschwindigkeitsscherungen 
im I\ Iodeil sehr groß werden können, ist aus numerischen Griinden eine Beschränkung 
durch die 2. Ungleichung in GI. 17 nicht möglich. 
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Mit dem Schließungsansatz in Gl. 16 ist das beschriebene Modell vom Typ "Ievel 
1.5" in der Modellhierarchie von Gleichungen von Mellor und Yamada (1974, 1982). 
Alternativ dazu gibt es die k- €- Turbulenzmodelle (vgl. z.B. Burchard und Baumert, 
1995), die neben der Gleichung für die turbulente kinetische Energie (Gl. 12) eine wei-
tere prognostische Gleichung für die turbulente Energiedissipation beinhalten. Einen 
Überblick geben Davies et al. (1995). 
Verschiedene Einstellungen der Modellparameter wurden getestet. Gute Übereinstim-
mung mit den vorhandenen Daten wurde mit 
CA = 100, CK = 0.04, CE= 0.7, m = 20 ... 100 (18) 
erreicht, wobei die Modellösung gegenüber der Konstanten CK sehr sensitiv ist, weil 
diese die Größenordnung der Austauschkoeffizienten bestimmt. Das Ergebnis eines 
Modellexperiments mit gekoppeltem Turbulenz- und Strahlungsmodell zeigt Abb. 39. 
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Abbildung 39: Tiefen der Isothermen {in °C) als Funktion der Zeit im Bornholmtief: 
Modellergebnisse mit einem gekoppelten Turbulenz- und Strahlungsmodel I. 
ähnelt. Die maxima le Deckschichttiefe im September liegt jedoch mit27m etwas tiefer. 
Im Juli erfolgt die Erwärmung der tieferen Schichten im Bornholmbecken langsamer 
als im Falle des Kraus- Turner- Modells. 
83 
8.5 Vergleich der Deckschichtmodelle 
Die Unterschiede der in Abb. 36, 38 und 39 dargestellten Ergebnisse der drei verschiede-
nen Vermischungsparametrisierungen werden in Differenzenabbildungen am deutlich-
sten. Abb. 40 zeigt die mit dem Turbulenzmodell simulierten Temperaturen abzüglich 
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Abbildung 40: Tiefen der Isothermen {in °C) der Differenz zwischen Turbulenzmodell 
und Richardsonzahlansatz als Funktion der Zeit im Bornholmtief 
Sommermonaten Temperaturdifferenzen von ungefähr 5 bis 6 °C im Tiefenbereich von 
15 bis 30m. In den "Wintermonaten reicht die Vermischung mit Turbulenzmodell sehr 
viel tiefer, so daß sich in einer Tiefe von ca. 40 m das Wasser um fast 5 °C stärker 
abkühlt als im Falle der Richardsonzahl-abhängigen Reibungskoeffizienten. Der Jah-
resgang des Wärmeinhaltes des Oberflächenwassers oberhalb der Haloklinen ist für 
die beiden Vermischungsansätze sehr unterschiedlich, so daß für Betrachtungen der 
Wärmebilanz in der Ostsee die Güte des Deckschichtmodells eine wesentliche Rolle 
spielt. 
Die beiden hier vorgestellten Deckschichtmodelle weisen dagegen sehr viel geringere 
Temperaturdifferenzen untereinander auf (Abb. 41). Da die Modellparameter bei bei-
den Vermischungsansätzen an die Beobachtungsdaten angepaßt wurden, sind die Un-
terschiede vermutlich prinzipieller Natur. Mitte Juli bis Mitte September liegt die Tem-
peratursprungschicht im Turbulenzmodell etwas tiefer als im Kraus- Turner- Modell. Im 
Juli ist die Deckschicht im Kraus- Turner- Modell dagegen homogener erwärmt, so daß 
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Abbildung 41: Tiefen der Isothermen (in °C) der Differenz zwischen Turbulenz- und 
Kraus- Thrner-Deckschichtmodell als Funktion der Zeit im Bornholmtief. 
Da die Deckschichttiefe vom Kraus- Turner-Modell im Vergleich zu den Daten im Au-
gust und September unterschätzt wird, wurde der ursprünglich zu m = 3.2 festgelegte 
Proportionalitätsfa ktor zwischen der Windarbeit und der für die Deckschichtvertie-
fung zur Verfügung stehenden Arbeit auf m = 4.2 erhöht. Die Deckschicht konnte so 
tatsächlich geringfügig vertieft werden. Allerdings nahm gleichzeitig die unrealistische 
Homogenisierung im Juli zu (vgl. Abb. 41). Das reduzierte Kraus-Turner-Modell läßt 
sich also nicht beliebig genau den Daten aus verschiedenen Jahreszeiten anpassen. Das 
Turbulenzmodell führt auch gegenüber dem Kraus-Turner- Modell zu einer tieferen 
Abkühlung in den "Wintermonaten, die oberhalb der Salzgehaltssprungschicht mehr als 
3 °C betragen kann. 
Der Einfluß des Strahlungsmodells in der Form, wie es oben beschrieben wurde, ist 
aus A bb. 42 ersichtlich. Von Juni bis September gibt es in einem Tiefenintervall zwi-
schen 10 und30m eine nennenswerte zusätzliche Erwärmung durch die solare Einstrah-
lung bis zu knapp 2 °C. Wird statt des angenommenen optischen Ozeanwassertyps III 
von Jerlov (1968) der klarste vVassertyp I der Berechnung der Absorption der solaren 
Einstrahlung zu Grunde gelegt, ergeben sich zusätzliche Erwärmungen bis zu ungefähr 
5°C. 
Die drei verschiedenen Parametrisierungen der Vermischung werden im folgenden 
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Abbildung 42: Tiefen der Isothermen {in °C) der Differenz zwischen einem Turbulenz-
modell mit und ohne Strahlungsmodell als Funktion der Zeit im Bornholmtief 
der Ausbildung einer sommerlichen Deckschicht diskutiert. 
Am 4. November 1992 weist die obere Wassersäule im Bornholmtief eine homoge-
ne Temperaturverteilung von 9 °C auf (Abb. 43). Über der Salzgehaltssprungschicht 
befindet sich kälteres, altes Winterwasser und darunter wärmeres Wasser, das nach 
einem früheren Einstrom aus dem Arkonabecken, seinem Salzgehalt entsprechend, in 
die Salzgehaltssprungschicht eingelagert worden ist. Bis auf eine geringere Abweichung 
des Richardsonzahlansatzes in 33m Tiefe reproduzieren alle drei Modelle ungefähr den 
gemessenen vertikalen Temperaturverlauf. 
Am 15. Juni 1993 ist durch die sommerliche Erwärmung bereits eine deutliche 
Temperatursprungschicht ausgebildet (Abb. 44). Die Meeresoberflächentemperatur be-
trägt ungefähr 13.5 °C. Die Deckschichttiefe wird vom Modell mit Richardsonzahl-
abhängigem Ansatz vollkommen unterschätzt, während die Ergebnisse der beiden Deck-
schichtmodelle besser mit den Daten übereinstimmen. Allerdings ist die analysierte 
Meeresoberflächentemperatur, an die die Temperatur der ersten Modellschicht auge-
paßt wird, um ungefähr 1 °C zu niedrig, so daß der Nettowärmefluß nicht richtig sein 
kann. Abweichungen ergeben sich auch in der Salzgehaltssprungschicht. Eine mögliche 
Erklärung dafür ist, daß bei dem Salzwassereinstrom offensichtlich vom Volumen her 
etwas zu viel neues Wasser mit mittleren Salzgehalten eingeströmt ist, so daß das alte 
Bodenwasser im Bornholmbecken zu hoch angehoben wurde. Dieses hat z. T . das Born-
holmbecken nicht über die Stolper Rinne in Richtung Gotlandbecken verlassen können, 























Abbildung ·1,1: Temperaturprofile im Bornholmtief am 4. November 1992 (Tag 65): 
( 1) Daten, {2) Richardsonzahl-abhängige Diffusion, (3) ver·einfachte8 Kmus- Tumer-
Deckschichtrnodell, ( 4) Turbnlenzmodell. 
Salzgehalte durch \'erdiinnung zu niedrig gewordm sind. 
}.(aximale Temperaturen an <kr :t>.!eeresoberfliiche bis zu 16 °C wun!en am ·1. August. 
1993 beobachtet (Abb. -lfl). Wiederum wird die Yertikale Temperaturwrteilung ,·on 
dem :\!odell mit Richardsonzahlansatz nicht. richtig wiedergegeben. DiP Deckschicht 
ist Yicl zu flach ausgebildet und durch den erut>uten Einstrom \"On zu warmem, salz-
haltigem \\'asser aus dem Arkonabecken Ende .Juli, das sich in die Salzgl'haltssprnng-
schicht einbettet, entstdtt ein unrealistisch großes Temperaturma:ximum Yon 9 ac in 
ungefähr fl7 rn Tief<'. Die Daten in Übereinstinunung mit den beiden anderen Parame-
trisiernngsansät.zen zl'ig<'n, daß dieses Temperaturmaxinmm lediglich 7 °C beträgt. In 
der Dt>ckschieht. bis zu einer Tiefe \"Oll 20 111 st.inunen sowohl drrs Kraus Turner- als 
auch das Turbulenzmod<'ll gut. mit den :\!essungen iilwrein. \\'ie schon mit Abb. 41 
gezeigt wurde, treten große Differenzen zwischen beiden i\!odellen in der Temperatur-
sprungschicht zwischen 20 und-10m auf. Der Tmtperaturabfallmit. der Tiefe erfolgt im 
Kraus-Turner- i\!odell Yicl zu schnell, währt>nd das Turbulenzmodell den Gradienten 
im Vergleich zu den Daten richtig simuliert. 
Unter dnn Einfluß t!es \\'indes wrtieft sich im Herbst die D<'ckschicht, und die 
1\!een•soberflächentemperaturen betragen am 19. September 1993 nur noch et\\·as 
mehr als 12 °C (,\bb. 46), Die Deckschichttiefe wird YOm Turbulenzmo<kll geringfügig 
iiberschätzt und \"Oltl Krans-Turner- i\!oddlnntnschätzt. Im Prinzip stimmen aber al-
le drei :\!odelle einschließlich des Richardsonzahlansatzes gut mit. dt>n Daten überein, 
so daß der Schluß gezogen werden kann, daß die herbstliche Auflösung der Deckschicht 
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Abbildung 46: Wie Abb. 43, nur am 21. September 1993 (Tag 386}. 
auch mit Richardsonzahl-abhängigen Austauschkoeffizienten einigermaßen simuliert 
werden kann. 
Eine Vorstdlung über horizontale TemperaturYCrteilungen gibt ein Vertikalschnitt 
Yom Fehmarnbelt zur Stolper Rinne mit Stationskarte in Abb. 47, <kssen dnzelne 
Profile zwischen dem 28 . .Juli und 6. August l!l93 aufgenommen wurden {Abb. ·18). 
Die Tiefen der Temperatursprungschicht im hochauflösenden .t>lodell, das hier mit ei-
nem Kraus-Turner-Deckschichtmodellund einem Strahlungsmodell gekoppdt worden 
ist (vgl. Abb. 31b), stimmen gut mit gemessenen Tiefen iiberein. Wie aber schon im 
Zusammenhang mit Abb. 15 erwähnt wurde, sind die Gradienten der Temperatur-
sprungschicht im Kraus-Turner-Deckschichtmodell viel zu groß, und die Deckschicht 
ist viel zu homogen. Ldzteres ist auch eine Folge der sehr glatten anal~·sierten Ober-
flächentemperaturen, die regionale Strukturen wie Auf- uml Abtrieb nicht enthalten. 
Die ßpobachtungsdaten aus dem siebentägigen Zeitintervall variieren dagegen an der 
:\ Ieeresoberfläche bis zu 4 °C. 
Eine bessere Darstellung der \'ertikalstruktur der saisonalen Thermokline gdingt 
mit einem Turbulenzmodell {Abb. 4!l). Die Gradienten sind Yiel kleiner als im Kraus-
Turner-DeckschichtmodelL Die horizontale Verteilung im Arkonabecken ist offensicht-
lich realistischer simuliert {allerdings in 30m Tiefe um ca. 2 °C zu warm im \'ergleieh 
zu den Beobachtungen). ,\uch im Turbulenzmo<ldl mit der obigen Parameterwahl ist. 
die horizontale Struktur der Deckschicht noch unlwfriedigmd. 
8!l 
Abbildung ·17: Stationskarte für die in Abb. 48 und 49 gezeigten Schnitte vom Feh-
mambelt zur Stolper Rinne. 
8.6 Diskussion 
Die Einstellung der Parameter erfolgte zunächst genau "·ie bei Blanke und Delrcluse 
(l!J93). Da die Turbulenzerzeugung durch Scherung aber sehr viel größer in dem hoch-
auflösenden Ostseemodell als in grobauflösenden )\ Iodellen des Atlantiks ist, werden die 
Austauschkoeffizienten zu groß, so daß da.'i einströmende Salzwasser zu stark vermischt 
'virci. Daher wurde der}. Iodeilparameter c1, reduziert. Ohne den Scherungsterm in GI. 
12 konnte die Parameterwahl \·on Blanke und Delecluse (1993) libernommen werden. 
Eine Erklärung für diesen Unterschied könnte das Spektrum interner Wellen fiir die 
Geschwindigkeitsscherungen liefern (Gargett et al., 1981; Gargett, 1993), das bei einer 
Wellenlänge von 10m abfällt. Ozeanmodelle mit einem vertikalen Gitterabstand größer 
als 5 m unterschätzen demnach die Turbulenzerzeugung durch Geschwindigkeitssche-
rungen von internen Wellen. Neben der höheren vertikalen Gitterauflösung unterschei-
det. sich das regionale Ostseemodell von den Ozeanmodellen durch den Antrieb mit 
6stiindlichen anstatt mit monatlichen Windfeldern einer Klimatologie. Es ist also nicht 
verwunderlich, daß der Scherungsterm in GI. 12 hier eine sehr viel größere Bedeutung 
hat als in dem )\[odell von Blanke und Delecluse (1993). 
In der Deckschicht balancieren sich in GI. 12 in den vorgestellten Experimenten Dif-
fusion unci Geschwindigkeitsscherung mit der Dissipation von turbulenter kinetischer 
Energie. Wie Willebrand (1992) zeigte, ist eine Balance in GI. 12 ohne den Dissipa-
tionsterm nicht möglich. Der Scherungsterm wird an der Deckschichtunterkante und 
darunter vergleichsweise immer wichtiger. Der Auftriebsterm ist nur in der Salzge-
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Abbildung 48: Vertikale Temperaturverteilung {in °C) entlang eines Schnittes vom Feh-
marnbelt zur Stolper Rinne, aufgenommen zwischen dem 28. Juli und 6. August 1993: 
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Abbildung 49: Vertikale Temperaturverteilung {in °C) entlang eines Schnittes vom Feh-
marnbelt zur Stolper Rinne, aufgenommen zwischen dem 28. Juli und 6. August 1993 
im Modell mit gekoppeltem Thrbulenzmodell. 
Energie ist immer zu vernachlässigen. Die Bedeutung der Diffusion und damit der Grad 
der Homogenisierung wird über die Parameter m und CA eingestellt, die hier größer als 
bei Blanke und Delecluse (1993) sind. Daß J(E größer als J(M gewählt wird, mag theo-
retisch begründet (vgl. Large et al., 1994) oder aber auch nur eine Folge davon sein, daß 
das gekoppelte Deckschichtmodelllediglich eindimensional ist und daher stärker an die 
Turbulenz erzeugenden Oberflächenflüsse gekoppelt werden muß, damit die zeitliche 
Entwicklung der Deckschicht an den einzelnen Gitterpunkten ausreichend korreliert ist 
(Blanke und Delecluse, 1993). Vermutlich werden dadurch auch die größeren ·werte für 
m erklärt. 
Die in Gl. 7 vernachlässigten Terme können auf relativ einfache ·w eise ergänzt werden. 
Der Scherungsterm kann durch die Addition der kinetischen Energie zu der Energie-
bilanz in Gl. 10 berücksichtigt werden, die darüber entscheidet, ob zwei Gitterboxen 
vermischt werden oder nicht (Sterl und Kattenberg, 1994). Dieses wurde hier nicht 
unternommen, weil prinzipiell Turbulenzmodelle den Kraus- Turner- Modellen aus den 
folgenden Gründen vorzuziehen sind: 
1. Turbulenzmodelle stellen vertikale Strukturen innerhalb der Deckschicht dar (An-
dre und Lacarrere, 1985), die in vielen Fällen nicht vollständig homogen ist (vgl. 
Abb. 48) . 
2. Turbulenzmodelle berechnen die Austauschkoeffizienten an jedem Gitterpunkt, 
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so daß auch Turbulenzerzeugung unterhalb der Deckschicht dargrstellt werden 
kann. 
Das Kraus~ Turner-Deckschichtmodell wurde hier lediglich zum Verglrich herangezo-
gen, weil die beiden Parameter rn und ), leicht an die Daten anzupassm sind und weil 
die Frage untersucht werden sollte, ob in dem hier verwendeten Zirkulationsmodell 
ein aufwendiges Turbulenzmodell überhaupt notwendig ist. Am Jahresgang der Deck-
schichtentwicklung wurde jedoch gezeigt, daß das Turbulenzmodell bessPre Ergdmi&~e 
liefert. 
Daneben müssen jedoch auch die Diffusion in der llaloklinen und Entrainmentprozes-
se im Zusammenhang mit Strömungen von dichtem Bodenwa&~er beschrieben werden. 
Stigebrandt (1987) trennt diese drei Regime in einem Prinzipmodell votwinander. Von 
dem hier eingebetteten Turbulenzmodell wird jedoch envartet, das es alle drei Regime 
in einem beschreibt. In der Salzgehaltssprungschicht sollte die Diffusion gering und 
proportional zu N- 1 oder N~2 sein (Gargett, 198-1). \\'enn die turbulente kinetische 
Energie einen Minimalwert erreicht, ist diese Forderung durch das Turbulenzmodell 
aufgrund von GI. 16 automatisch erfüllt. Die vertikale Diffusion von turbulenter ki-
netischer Energie darf also nicht zu groß werden, damit die Halokline nicht erodiert. 
Geringe Auflösungserscheinungen werden allerdings sowohlmit dem Kraus--Turner- als 
auch mit dem Turbulenzmodell l>Pobachtet. 
Die Auswirkung der unterschiedlichen Vermischungsparanwtrisirrungen auf die Salz-
bilanz wird im nächsten Kapitel beschrieben. 
Die offensichtliclwn Verlwsscrungsmöglichkeiten fiir das Turbulenzmodell in zukiinf-
t igen Untersuchungen sind: 
• Einbeziehung der Auftriebsflüsse in die Oberflächenrandbedingung (GI. 15), 
• eine andere diagnostische oder prognostische Formulierung fiir die Vermi-
schungslänge l anstelle von GI. 16 (z.ß. Schließungsansätze höherer Ordnung, 
k-f~l-.lodelle, etc.). 
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9 Volumen- und Salzbudgets 
9.1 Bilanz für die Ostsee 1992/93 
1\lit Hilfe des regionalen Ostseemodells lassen sich Volumen- und Salzbudgets für das 
BALTEX Testjahr 1992/93 berechnen, in dem die Transporte bzw. Salztransporte zeit-
lich integriert werden. 
Wie in Kapitel 4 gezeigt wurde, ist es durch die bessere Darstellung der kritischen 
Querschnitte aufgrundder hohen Auflösung und durch die Vorgabe der Wasserstände 
im Kattegat und Bornholmhecken möglich, gemessene Geschwindigkeiten mit dem l\1(}-
dell zu reproduzieren. Die Bilanz auf Zeitskalen von länger als einem ~lonat hängt ne-
ben der Bodenreihung auch von der mittleren \Vasserstandsdi!Terenz zwischen Nord-
und Ostsee ab. Da der akkumulierte Transport in die Ostsee während des Salzwasser-
einstroms recht gut bekannt ist (.Jakobsen (1995) berechnet aus Daten ein Volumen 
von 288 km3, oder 1\latthäus et al. (1993) schätzen 310 km3 ab), ließ sich der Boden-
reibungskoeffizient cb durch den 1\lodell-Daten-Vergleich bestimmen (vgl. Kapitel 4). 
Die mittlere Wasserstandscli!Terenz, die im 1\lodell vorgegeben werden muß und die 
nicht aus geodätischen Untersuchungen mit der erforderlichen Genauigkeit bekannt 
ist, wurde so eingestellt, daß der Nettoausstrom dem mittleren festländischen Abfluß 
ungefahr entspricht. Eine weitere Zwangslwdingung ist die Forderung nach Überein-
stimmung mit den Salzgehaltsdaten, so daß sich eine mittlere \Vasserstandsdi!Terenz 
für das 13monatige Integrationsintervall zwischen dem Ost- und Nordrand des ~1(}­
dells von~(= 12 ... 14cm ergibt. Da die Salzbilanz der Ostsee sehr sensitiv bezüglich 
dieser Wasserstandsdifferenz ist, stellen die Ergebnisse des regionalen ~!odells eine 
~löglichkeit dar, Pegel zu eichen, vorausgesetzt die Integrationsdauer beträgt minde-
stens mehrere .Jahre. 
Durch den Salzwassereinstrom im Januar 1993 wird die Salzbilanz dH westlichen 
Ostsee grundlegend verändert. Die zeitliche Entwicklung des 1-.lodellsalzgchaltes in der 
rinseitig genesteten Version (vgl. Kapitel 5) im Arkona- und Bornholmtief zeigt Abb. 
50. Das salzhaltige Wasser mit Salzgehalten iiber 15 P SU ist am Ende des Testjahres 
vollständig aus dem Arkanabecken abgeflossen, und entsprechendnimmt cler Salzgehalt 
des Bodenwassers im Bornholmhecken um mehr als 3 PSU zu. 
Die Transportfunktionen durch die Dänischen Straßen sind zeitlich stark wränder-
lirh. Die integrierten \'olumentransportc durch die Dänischen Straß<>n (Schnitte bei 
Sprogo und Oskarsgrundet) sind in Abb. 51 darg<>stellt. Das Yolunwn der Ostsee kann 
sich auf der Zeitskala eines ~lonats auch unter normalen Windverhältnissen erheblich 
verändern(~ l -=100 km 3). \\'ii.hrend des Einstromereignissc>s strönwn innerhalb von 21 
Tagm (vom G. bis zum 27 . .Januar 1993) sogar 270 km3 dmch die Dänischen Straßen in 
di<> Ostsec hinein in guter Übereinstimmung mit Beobachtungen (vgl. .Jakobsen, 1995). 
\"on dieser \Ym;scrmenge wenlen 190 krn3 durch den Gro[kn Bclt uncl 80 km3 clurch 
den Oresuncl transportiert. Das \'erhältnis beträgt. also 70% zu 30% (vgl. Abschnitt 
·1.2.2). \Yie jedoch aus Abh. 51 <>rsichtlich ist, kann auf dn Zeitskala bis zu dnem .Jahr 
dieses Verhältnis sehr variabel sein. ;>lach 13 ~lonaten ist die Volumenbilanz negativ 
(~l·=- ·100km3 ). 







































120 1 50 1 80 210 240 270 300 330 360 3<10 
ZEIT [TAGJ 
120 1 50 180 210 240 270 300 330 360 3<10 
ZEIT [TAGJ 
7.58 8 32 9 .08 9 .8 0 10 .54 l l.28 12.02 12.76 13.50 14.24 14 .98 15 12 16.45 17.19 17.93 
Abbildung 50: Tiefen der Modellisohalinen (in PSU} von September 1992 bis Septem-
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Abbildung 51: Zeitlich integrierte Volumentransporte durch die Dänischen Straßen ins-
gesamt {1), den Großen Bell {2) und den Oresund {3) von September 1992 bis Sep-
tember 1993. 
Schwelle und 2.1 Gt über die Drogdenschwelle (Abb. 52). Die Summe beträgt also 
4.9 Gt, und das Verhältnis der Salztransporte ist 57 zu 43%. Bezüglich der Salzbilanz 
ist der Austausch über die Drogdenschwelle also fast genauso wichtig wie der über 
die Darßer Schwelle, weil das eingeströmte Wasser salzhaltiger ist. Ein großer Teil des 
Salzes verläßt die Ostsee in der anschließenden Ausstromphase wieder, weil sich die 
Fronten über die Schnitte auf den Schwellen in die Beltsee zurückschieben und weil 
sich salzhaltiges Wasser (> 15 PSU) über der Erhebung der Darßer Sclm·elle im Ar-
konabecken befunden hat (vgl. Kapitel 4). 
Da die Salzgehalte und Geschwindigkeiten im Modell gut mit den Bcolmchtungen 
übereinstimmen, sind die Ergebnisse für das Volumen- und Salzbudget \Wmutlich rea-
listisch. Aus l\leßdaten, die in dieser Arbeit auch berücksichtigt wurden, bestimmten 
Häkansson et al. (1993) einen Salzeintrag über die Drogdenschwelle von 2.1 Gt, was 
sich mit den l\lodellergebnissen deckt. Im Gegensatz dazu wurde von l\latthäus und 
Lass (1995) ein Salzeintrag von nur 0.9 Gt über die Darßer Schwelle errechnet. Um die 
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Abbildung 52: Zeitlich integrierte Salztransporte insgesamt ( 1 ), über die Darf/er Schwel-
le (2} und über die Drogdenschwelle {3) von September 1992 bis September 199.1. 
nwntcn durchgeführt, in derwn die ~lodellparametrr ~( und Cb, dir Paranwtrisirrung 
der Austauschkoeffizientrn, die \Vindfeldrr und die nandbedingungen wrändert wur-
den. Zusammengcfaßt ergeben diese Studien, daß ein Salzeintrag kleiner als 2 Gt über 
die Darßer Sclm·P!!c unwahrscheinlich ist. Dir gemrssmrn Geschwindigkeiten an der 
Ycrankerung auf der Darßcr Schwelle sind daher offensichtlich nicht rcpriisrntati,· für 
die ßerrdrnung <'ines Salztransportes iiber den gesamten Querschnitt \'Oll Zingst bis 
Mön. Das ~lodell zeigt in vielen Situationen ein sehr inhomogmes Geschwindigkeitsfeld 
über der Darßer Schwelle, z.ß. mit Einstrom nahe drr dänischen Kiiste und Ansstrom 
im Süden. 
9.2 Bilanz für das Arkonabecken 1992/93 
In der Beltsee, im r\rkonabecken und im Bornholms Gatt modifizieren \'errnischungs-
nnd Entrainmentprozesse das einströmende salzhaltige \\'asser. Im folgenden werden 
die Answirkungen der verschiedenen Parametrisierungen, dir im vorigen Kapitel vor-
gestellt wmden, am Beispiel einer Arkonabeckenbilanz für das salzreiche ßodenwassrr 
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Abbildung 53: Budget der Salzmasse M mit Salzgehalten über 15 PSU für das Arkana-
becken von September 1992 bis September 199.?: {1} Integrierter Salztmnsport über die 
Schwellen abzüglich dem durch das Bomholms Gatt, (2} Salzmasse im Arkonabecken, 
(3} Integrierter Salztmnsport durch das Bomholms Gatt, (4} Differenz von (1) und {2}. 
bndget ist in ,\bb. 53 dargestellt. Die Summe der adwkti\·cn Salztransporte in das Ar-
konabeckcn über dir Darßrr Schwelle und über die Drogdenschwrlle hinein und durch 
das flornholms Gatt hinans weist eine positive Salzbilnnz \'Oll rtwn ·I Gt nuf (Kurve 
1). Über die \'Prbindungslinie zwischen Stublwnknmnwr auf Rügenund flornholm über 
dt•n Adlergrund gelnngt kein Wasser mit Salzgehalten ülwr 15 P SU, \\'eil die Wassertie-
fe zu gering ist .. Am Ende des Integmtionszeitmumrs hnt nlles eingeströmte snlzhaltige 
\\'asser das :\rkonabrcken wirder wrlassrn. Kurve 2 zeigt dir durch Integration über 
das \'olumen des Arkonabeckcns berechnete 1\!asse des flodenwassers. Innerhalb \'Oll 30 
Tagm ist ein Teil des eingeströmten \Vassers von knapp 2 GI. in das flornholmbeckrn 
abgl'laufen (Kurve 3). Also sind in dem B:\LTEX Testzeitjahr insp;Psamt 6 Gt ringe-
strömt. Die Differenz der Kurven 1 und 2 wird als der integrierte vertikale Salznuß im 
Arkonabrcken interpretiHt und ist \'Oll der \'cm·endden Vermischnngsparamctrisicrnng 
abhängig. Die Abb. 53 ist für das Turbulenzmodell berechnet worden. Entscheidend 
fiir die Salzbilanz der Ostsec sind die Salztransporte durch das Bornholms Gntt, die 
\'Oll dem wrtikalen Salznuß in der Bellsee und im Arkanabecken abhängig sind. Im 
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Falle des Richardsonzahlansatzes ergeben sich 2.7 Gt, die in das Bornholmbecken ab-
fließen, während 2.1 Gt für das Kraus-Turner- und 1.8 Gt für das Turbulenzmodell 
errechnet wurden. Das Turbulenzmodell verursacht also eine stärkere \"ermischung als 
das Richardsonzahl-abhängige :t-.lodell um ungefähr 30 %. 
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10 Schlußbetrachtung und Ausblick 
In dirser ,\rbeit wurde dn regionales I\ Iodeil der west Iichen Ostsee <'ntwickelt, das sich 
durch diP höhNe wrtikale und horizontale Gitteraunösung, durch offen<' RandbPdin-
gung<'n, durch wrhesserte realistische Start- und Antriebsfelder und durch die Kopp-
lung mit dnem Pindimensionalen Deckschichtmodell von früheren Arheit<'n unterschei-
det. Es wurde das Testjahr 1992/93 ausg<'wählt, fiir das so viPle BPohachtungsdaten 
wie möglich zusammeng<'tragm wurden. Diese diPntm der ~lodellvalidi<'rnng und der 
Datenassimilation, so daß das I\ Iodeil in "hindcast" -Simulationen dafür genutzt wer-
den konnte, Untersuchungen zum realistischen Wasseraustausch durch die Dänischen 
Straßen durchzufiihren. Es ergab<'n sich dabei neue Erkenntnisse über den Vorgang des 
"Overnows" von salzhaitigern Nordseewasser iiber die Schwellen der Dänisdwn Straßen 
in das Arkana- und Bornholmhecken hinein, über die Ausbreitungswege des Bodenwas-
sers im Arkanabecken und über Vermischungs- und Entrainmentproz!'sse im Bereich 
der gesamten westlichen Ostsee. Obwohl durch die VerankerungsdatPn und durch die 
:\lonitoringfahrten einer Reihe von Institut<'n zahlreiche Beobachtungsdaten von Tem-
peratur, Salzgehalt und Geschwindigkeit vorhanden sind, ist es nicht möglich allein 
aus diPsen Daten ein zuwrlässiges Salzbudget der Ostsee aufwstellen, ,,-je am Beispiel 
der Salztransporte über die Darßer Schwelle dargestellt wurde. Daher sind physikali-
sche ;\lodelle wie das hi<'r ,·orgestellte notwendig, die durch Assimilation an die Daten 
augepaßt won!Pn sind. Prinzipstudien halwn gezeigt, daß der \Va.~seraustausch wegen 
der komplizierten Bodentopographie und dPr großen horizontalen SalzgPhaltsgradien-
ten nicht durch einfach<' Approximationen an die primitiwn Gleichung<'n b!'schrieben 
werden kann. Auf der Basis d<'s hier benutzten 1\lodells erscheint z.B. eine hydraulische 
Kontrolle in den Dänischen Straßrn unwahrscheinlich. 
Numerische Probl<'nH' mit dem venYend<'l<'n hochaufgdösten GFDL-~Iodell crgabPu 
sich aufgrund der SteigungPli der Bodentopographie, d!'r z. T. S<'hr großm \\'a.~ser­
standsdifferenzen zwischen Katlegat und Bornholmbecken in Verbindung mit orkan-
artig<'n \\'inden und mit den offenen Randbedingungen, die jPdoch zufriedenstellend 
gelöst werden konnten, so daß Simulationen iiber 13 ~lonate möglich waren. 
Die Obernächenauslenkungen an den offenen ~lodellränd<'rn liPferte <'in durch As-
similation Yon Pegelständen und Windmessungen Yerbessertes, barotropes ~lodell fiir 
die gesamte Ostsee. Die mit Hilfe der adjungierten illet hode optimier!Pn \\'indfrlder 
konnt<'n durch unabhängig<' \\'inddat.en im Bereich der \H'stlichen Ostsee und durch 
den erfolgreichen Einsatz als Antrieb im regionalen illodPII mlidiert wPrden. B<'i Be-
ginn dies<'r ,\rbeit war nicht klar, warum das dreidim<'nsionale Kieler Ostseemodell 
\\'asserstiinde nicht richtig moddlieren kann, was ein besond<'rs großes Probl<'m fiir die 
Transporte in den Dänischen Straßen darstellt, die durch die \\'asscrstandsdiffprenz zwi-
sch<'n Katlegat und Arkonab<'ckm angetrieben werden. Es konnte gezeigt wPrden, daß 
die :-.rodellphysik sicherlich Ol)('rnächenschwen'wellen hinreichend genau beschreibt, 
die Diskrd.isi<'rung auf dem C-Gitter aber dem B-Gitter vorzuziehen ist. Daher wtmle 
eitw <'ig<'nes barot ropes ~lodell fiir diP Assimilation der \\'a.~snstiinde entwickelt. Bei 
der in di<'ser Arbeit angestrebten Genauigkeit stPllt<'n sich Defizite in den \VindfPldern 
als <lic W<'sentliche Ursarlt<' fiir die 1\lodell-Daten-Differmzen heraus. 
Das hier entwickelte Assimilationswrfahren n'duziNt die Anzahl der Kontrollpara-
meter und berechnet die Gradienten der Kostenfunktion näherungswPise, so daß auch 
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größere Minimierungsprobleme mit heute zur Verfügung stehenden Rechnerkapazitäten 
auf diese \\'eise gelöst werden können. 
Trotz der erzielten guten Ergebnisse ist die Auflösung von 6 sm im harotropen Modell 
sicherlich nicht ausreichend: die Bodentopographie ändert sich und damit der \\'asser-
austausch durch die Dänischen Straßen. Außerdem ist das Modell nicht mehr wirbel-
auflösend. Daher wäre eine Auflösung und eine Bodentopographie wie im regionalen 
Ostsecmodell wiinschenswert. 
Da das Assimilationsverfahren auf Temperaturmessungen zur Verbesserung der Ober-
flächenwärmefliisse in Zukunft ausgedehnt werden soll, war es notwendig, die r.lodell-
physik durch die Einbettung eines Deckschichtmodells zu verbessern, um die Ober-
flächentemperaturcn besser simulieren zu können. Es wurde gezeigt, daß ein einfa-
ches Turbulenzmodell die Deckschichtdynamik wesentlich besser simulieren kann als 
der früher verwendete Richardsonzahl-abhängige Ansatz. Weitere Verbesserungen des 
Turbulenzmodells, auch in Bezug auf die Simulation der Diffusion unterhalb der Deck-
schicht, werden durch Schließungsmodelle höherer Ordnung erwartet, die aber auch 
rechenzeitaufwendiger sind. 
Für die Assimilation von Temperaturdaten wurde das regionale r.lodell in der verbes-
serten 2 sm-Vcrsion mit dem zugehörigen adjungierten r.!odell, das in der Näherung 
von Schiller und Willebrand (1995) angesetzt wurde, in Zwillingexperimenten getestet. 
Da die Nettowärmeflüsse wieder in Fourierreihen zerlegt wurden, deren Koeffizienten 
als Kontrollparameter angesehen werden, besteht die berechtigte Hoffnung, daß das 
hier vorgestellte Assimilationswrfahren auch mit realistischen Temperaturdaten flir 
das BALTEX Testjahr 1992/93 Ergebnisse liefern wird. 
Eine weitergehende Frage, die sich anschließt, aber nur mit einem ~lodell für die 
gesamte Ostsec beantwortet werden kann, ist die nach den tatsächlichen Zeitskalen der 
thermohalinrn Zirkulation entsprechend den Untersuchungen im Nordatlantik. Störun-
gen im Bereich der Labradorsec breiten sich zunächst durch Krlvinrandwellen inner-
halb von wenigen .Jahren aus (Diischer, 1991). Die permanent vorhandenen Strömungs-
systeme des Nordatlantik fiilnen zu einer adwktiwn Adaptation auf der Zeitskala von 
Dekaclen, gefolgt von <'iner diffnsiwn Anpassung in der Größenordnung von mehreren 
.Jahrhunderten (Rahmstorf, 1995 ). Die entsprechenden Zeitskalen in der Ostsee sind 
sehr viel kürzer. Simnlationsrechnnng<'n mit dreidimensionalen Zirkulationsmodellen 
liefern möglicherweise Einblick in das langzeitliche Responseverhalten der Ostsee g<'-
geniiber Störungen in der Siißwasserzufuhr und im atmosphärischen Antrieb. 
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Figure captions 
Fig. 1: The drainage basins and mean annual inflows of the Baltic Sea, the Danish 
Soundsand Kattegat (from Bergström and Carlsson, 1994). 
Fig. 2: Principal coupling mechanisrns between atmosphere, land surface and Baltic 
Sea. Arrows denote direction of influence. 
E, P Evaporation and precipitation over land and sea, 
F Inflow and outflow through the Danish Straits, 
H Heat and energy flux at the air-sea and air-land interfaces, 
including radiation, 
L Lateral exchange with the atrnosphere outside the BALTEX region, 
R River runoff, 
W Wind stress at the sea surface 
(from BALTEX, 1995). 
Fig. 3: The estuary basin rnodel from Welander (197 4). 
Fig. 4: Linear tirne scales t 1 and t2 in a as functions of the model pararneters in %. 
Fig. 5: Number of available profiles between Septernher 1992 and December 1993. 
Fig. 6: Bottom topography of the western Baltic Sea with the positions of rnoorings 
( distance of isolines: 3 m). 
Fig. 7: Geographical distribution of tide gauge positions. 
Fig. 8: Surface current velocities from December 30, 1992 calculated with the regional 
model. Only every second vector of the rnodel grid is depicted. 
Fig. 9: Surface salinity in PSU of the regional rnodel: (a) .January 4, 1993 (upper 
figure) (b) .January 16, 1993 (lower figure). 
Fig. 10: Surface salinity in P SU of the regional model: ( a) .January 25, 1993 ( upper 
figure) (b) .January 28, 1993 (lo\ver figure). 
Fig. 11: (a) Salinity data at 5 m. depth at Drogden Sill/Oskarsgrundet (heavy line) 
cornpared with n1odel results (thin line) fron1 October 1992 until !\Iai 1993. (b) 
Arithrnetic rnean salinity calculated frorn rneasurernents at 7 rn, 17m, and 19.5 rn 
depths at Darss Sill (heavy line) cornpared \vith rnodel results ( thin line). 
Fig. 12: Jvlodel salinity in P SU at 7.5 m depth in the Arkana Basin frorn .January 28, 
1993. 
Fig. 13: Jvlap showing the position of the section in Fig. 14. 
Fig. 14: Section of rnodel salinity in PSU through the Arkona Basin: (a) .January 28, 
1993 (upper figure) and (b) February 1, 1993 (lower figure). 
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Fig. 15: Section of salinity in P SU from Fehrnarn Belt to Stolpe Channel through the 
Arkana and Bornhohn Basin on February 3, 1993. The positions of the profiles 
are taken according to those of the observed section shown in Fig. 17 \Vhich is 
described below. 
Fig. 16: Section of salinity in PSU frorn Fehrnarn Belt to Stolpe Channel through 
the Arkana and Bornhohn Basin taken between February 14 and 17, 1993: (a) 
observations ( upper figure), (b) tnodel (lower figure). 
Fig. 17: !vlap showing the position of the section through the Arkana Basin in Fig. 
16. 
Fig. 18: North-south c01nponent of current velocity at different depths of the tnooring 
SBF07 in the Great Belt recorded during November and Decetnber 1992: (a) 
observations, (b) model. 
Fig. 19: Transports through the Danish Straits as a function of time ( corresponding to 
the sea level difference between Kattegat and Bornholm Basin) recorded during 
a principal inflow situation: (1) Little Belt ( closed), (2) 0resund, (3) Great Belt 
(upstream according to the critical cross-section), (4) Great Belt (downstream). 
Fig. 20: Surface eievatians in the region of the southern Great Belt after 30 days of 
integration. Distance of isolines: 10 cm. 
Fig. 21: !vlodel hierarchy. 
Fig. 22: Sea levels at Hatnina sitnulated with a barotropic tnodel (1) cotnpared to 
hourly, not smoothed observations (2) during October and Novernber 1989. 
Fig. 23: Sea levels at Hamina simulated with a barotropic model (1) cotnpared to 
results of the baroclinic Ivlodel 1 (2) during October and Noven1ber 1989. 
Fig. 24: Surface eievatians after seven days of integration using constant southwest 
\vind on the Arakawa B- (a) and C-grid (b). Distance of isolines: 7 cnL Contour 
lines frorn -63 crn until +56 cm in (a) and frotn -42 cn1 until +70 ern in (b). 
Fig. 25: ( a) Sea levels at Harnina simulated with a barotropic C-grid tnodel (1) com-
parecl to clata (2) during 20 days of integration. (b) Difference between the sea 
level at Harnina simulated with a B- and a C-grid rnodel during the satne inte-
gration period. 
Fig. 26: Relative periocls P / P0 of the first three modes of a closed reetangular basin 
with flat bottotn as a function of grid distance calculated with an explicit scheme 
on the Arakawa B- and C-grid related to Rao's results P0 (1966). 
Fig. 27: Spectra of Baltic Sea modes calculated with realistic bottotn topography: ( a) 
B-grid, j = 0, (b) B-grid, j = 2 n sinrjJ and ( c) C-grid, j = 2 n sinrjJ. 
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Fig. 28: Normalized cost function as a function of the nurober of iterations. (a) Split-
ting of the cost function into a part concerning the sea level and the wind data. 
(b) Cost function of the sea level data as in (a) (heavy line) cmnpared to an 
experiment without assimilation of wind observations ( thin line). 
Fig. 29: Cost functions of all tide gauges. 
Fig. 30: Sea level data from the Danish tide gauge R0dby ( thin line) cotnpared to 
model results (heavy line) without ( a) and with assimilation (b) frotn October 
1992 until .January 1993. 
Fig. 31: Observed east-west component ofwind speed at Arkona weather station (thin 
line) cotnpared to model results (heavy line) without ( a) and with assimilation 
(b) from .July 1992 until September 1992. 
Fig. 32: Horizontaldistributions of wind speed from August 15, 1992: (a) Geostrophic 
wind. Maximurn vector length: 13.3 m s-1. (b) Optimized wind in 10m height. 
Ivia.-xitnutn vector length: 9.3 m s-1. 
Fig. 33: Horizontal distributions of vertically integrated velocities from December 5, 
1992 calculated 'vith the 2 nm version of the regional Baltic Sea model: (a) qua-
sigeostrophic wind forcing and linear interpolated sea level data at the open 
boundaries, (b) optimized wind forcing and prescribed surface elevations at the 
open boundaries which are taken from the assimilation experitnent. 
Fig. 34: Depths of isotherms in °C from September 1992 until September 1993 at 
Bornholm Deep: ( a) Richardson nutnber eiependent vertical friction ( upper figu-
re), (b) mixed layer model (lower figure). 
Fig. 35: Depths of isothenns in °C from September 1992 until Septetnber 1993 at 
Bornholm Deep as shown in Fig. 34a, but here a grid distance of 2 nm and 6 rn, 
respectively, is used. 
Fig. 36: Depths of isothenns in °C as a function of titne at Bornhohn Deep: results 
of the one way nested model version described in the previous chapter with Ri-
chardson nutnber eiependent diffusion according to Eq. 3. 
Fig. 37: Annual cycle of tetnperature in 6 rn depth at the position of the tnooring 
SBF07 in the Great Belt: (1) data, (2) model. 
Fig. 38: Depths of isothenns in °C as a function of titne at Bornhohn Deep: results 
of a coupled Kraus-Turner mixed layer and radiation model. The white curve 
denotes the depth of the 'vind tnixed layer. 
Fig. 39: Depths of isothenns in °C as a function of titne at Bornhohn Deep: results 
of a coupled turbulence closure and radiation tnodel. 
Fig. 40: Depths of isothenns in °C of the difference between the results of a turbulence 
closure tnodel and a Richardson nmnber eiependent scheme as a function of time 
at Bornhohn Deep. 
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Fig. 41: Depths of isothenns in oc of the difference between the results of a turbulence 
closure and a Kraus-Turner n1odel as a function of tilne at Bornholm Deep. 
Fig. 42: Depths of isothenns in °C of the difference between the results of a turbu-
lence closure tnodel with and without a radiation tnodel as a function of tirne at 
Bornhohn Deep. 
Fig. 43: Tetnperature profile at Bornholm Deep on Novetnber 4, 1992 ( clay 65): (1) 
data, (2) Richardson nutuber dependent diffusion, (3) silnplified Kraus-Turner 
mixed layer rnodel, ( 4) turbulence closure n1odel. 
Fig. 44: As Fig. 43 but on .June 15, 1993 ( day 288). 
Fig. 45: As Fig. 43 but on August 4, 1993 ( day 338). 
Fig. 46: As Fig. 43 but on September 21, 1993 (day 386). 
Fig. 47: l'vlap of the position of the section from Fehmarn Belt to Stolpe Channel 
shown in Fig. 48 and 49. 
Fig. 48: Section of tetnperature in °C from Fehmarn Belt to Stolpe Channel taken 
between .Juli 28 and August 6, 1993: (a) data (upper figure), (b) results of a 
coupled Kraus-Turner rnixed layer n1odel (lower figure). 
Fig. 49: Section of tetnperature in °C frotn Fehtnarn Belt to Stolpe Channel taken 
between .Juli 28 and August 6, 199.3: results of a coupled turbulence closure tnodel. 
Fig. 50: Depths of n1odel isohalines in P SU from Septetuber 1992 until September 
1993: (a) Arkana Deep (upper figure), (b) Bornhohn Deep (lower figure). 
Fig. 51: Accunntlated volutne transports through the Danish Straits fron1 Septetuber 
1992 until Septetuber 1993: (1) total, (2) Great Belt, (3) 0resund. 
Fig. 52: Accutnulated salt transports through the Danish Straits frmn Septen1ber 1992 
until Septetuber 1993: (1) total, (2) Darss Sill, (3) Drogden Sill. 
Fig. 53: Budget of salt tnass i'l with salinities above 15 P SU in Arkana Basin frmn 
Septetuber 1992 until Septernher 199.3: (1) difl'erence of the accunudated salt 
transports through the Danish Straits and the Bornhohn Channel, (2) salt. tnass 
in Arkana Basin, (3) accumulated salt transports through the Bornhohn Channel, 
( 4) difference bet,veen ( 1) and ( 2). 
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Table captions 
Tab. 1: Institutes providing the data. 
Tab. 2: Positions of the monitaring stations maintained by the Swedish Coast Guard. 
( cjJ and ,\ denote latitude and longitude, respectively.) 
Tab. 3: Depths of ten1perature, salinity and velocity tneasurements in m at the posi-
tions of the moorings. 
Tab. 4: Tide gauge positions. 
Tab. 5: Nlean sea levels on the open boundaries and geodetical results frmn Ekman 
and Mäkinen (1991, 1994) and Ekman (1994) in cm. A dash denotes a not pre-
scribed sea level in the model or an unspecified literature value. The literature 
values are arranged approximately according to their position at the western or 
eastern boundary. 
Tab. 6: Periods of the first seven modes in h for different grid distances in km on the 
B-grid ( upper line) and on the C-grid (lower line) compared with results from 
Rao (1966). Notation of the mode order corresponds to Rao's (1966). 
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