Abstract
Introduction
Many data mining problems address the problem of finding a set of patterns that satisfy a constraint. Formally, this can be described as the task of finding the set of patterns Th(Q, D, L) = {ϕ ∈ L | Q(ϕ, D)}, i.e. those patterns ϕ satisfying query Q on database D. Here L is the language in which the patterns or rules are described and Q is a predicate or constraint that determines whether a pattern ϕ is a solution to the data mining task or not [14] . This framework allows us to view the predicate or the constraint Q as an inductive query to an inductive database system [6] . It is then the task of the inductive database management system to efficiently generate the answers to the query. This view of data mining as a declarative querying process is also appealing as the basis for a theory of data mining.
Relational algebra has proven to be useful for database theory because of a variety of reasons. First, there is the so-called closure property, which states that the result of a query is a relation. This allows the result of one query to be used in the next query. Secondly, relational algebra allows one to reason about query execution and optimization.
Thirdly, the relational algebra relies on a simple yet powerful set of mathematical primitives. These provide inspiration for developing inductive database theories. Because inductive databases aim at putting data mining on the same methodological grounds as databases, it should be useful to develop an algebra for manipulating pattern sets.
This paper contributes an algebraic framework for manipulating pattern sets and inductive queries. It extends the theoretical framework of De Raedt et al. [7] , who have contributed a theory centered around the class of boolean inductive queries. Such queries are boolean expressions over monotonic and anti-monotonic predicates. The present paper is an extension as we consider algebraic set operations on pattern sets and study their properties. A central concept in this theory is the notion of version space [15] . A version space is a convex set, which can be represented by its border sets (of maximally general and maximally specific elements). The solution space corresponding to a conjunctive query is a version space. Furthermore, effective algorithms exist for computing these solution sets [8, 12, 7, 3] . In this context, De Raedt et al. have studied the dimension of pattern sets (and boolean queries), i.e. the minimum number of version spaces needed to represent the pattern set. This in turn is related to the number of calls to a conjunctive query answering algorithm needed to answer an inductive query. In the present paper, these results are extended in the light of the algebraic operations and we also show how these results can be employed when reasoning about query execution and optimization.
Version spaces have been introduced in the context of concept-learning by Tom Mitchell [15] and have been rather popular ever since. Hirsh [11, 10] has investigated various set operations on version spaces and has shown that version spaces are closed under intersection but not under union. From this perspective, our present results extend those by Hirsh in that we show that generalized version spaces (i.e. finite unions of version spaces) are closed under set opera-tions and that we also deduce bounds on the dimensions of the resulting sets.
Finally, as an illustration of our general framework, we apply it to the pattern domain of strings. For this domain, we have designed a data structure, called the generalized version space tree, that is useful for computing and memorizing the solution space w.r.t. inductive queries. The pattern domain of strings is of interest because of the rapid generation of biological string databases. This paper is organized as follows. Section 2 introduces boolean inductive queries, closely following [7] . Section 3 then studies the algebraic operations, which enable us to construct many equivalent query execution plans for a given query (Section 4) and seek the optimal one. We implemented our framework on the domain of string patterns (Section 5), and performed some experiments on two data sets (Section 6). Finally, we conclude in Section 7.
Boolean Inductive Queries
Let us first define boolean inductive queries. We closely follow De Raedt et al. [7] .
A pattern language L is a formal language for specifying patterns. Each pattern ϕ ∈ L matches (or covers) a set of examples ϕ e , which is a subset of the universe U of possible examples. One pattern ϕ is more general than a pattern ψ, written ϕ ψ, if and only if ϕ e ⊇ ψ e . For instance, for the domain of strings over an alphabet Σ, one could choose L = U = Σ * and have that a pattern or string is covered by all its substrings in L.
A pattern predicate defines a primitive property of a pattern, usually relative to some data set D (a set of examples), and sometimes other parameters. For any given pattern, it evaluates to either true or false.
For illustration purposes, we introduce a number of pattern predicates inspired on MolFea [12] .
• min freq(ϕ, D, n) evaluates to true iff ϕ is a pattern that occurs in database D with frequency at least n, where the frequency of a pattern ϕ in a database D is the (absolute) number of data items in D covered by ϕ. Analogously, define max freq(ϕ, D, n).
• more gen(ϕ, ψ) is a predicate that evaluates to true iff pattern ϕ ψ. Dually, define more spec.
These predicates have the form pred(ϕ, Π) or pred(ϕ, D, Π), where Π is a tuple of parameter values, D is a data set and ϕ is a pattern variable. We say that m is a monotonic predicate, if for all possible parameter values Π and all data sets D:
The class of anti-monotonic predicates is defined dually. Thus, min freq and more gen are monotonic, their duals are anti-monotonic.
A pattern predicate pred(ϕ, D, Π) that can be applied to the patterns from a language L defines relative to D the solution set Th(pred 
is extended in the natural way to a definition of the solution set Th(Q, L) for boolean combinations Q of pattern predicates over a unique pattern variable:
The predicates that appear in Q may reference one or more data sets
We are interested in computing solution sets Th(Q, D, L) for boolean queries Q that are constructed from monotonic and anti-monotonic pattern predicates. This is the boolean inductive query evaluation problem :
Given
• a language L of patterns,
• a query Q that is a boolean expression over the predicates in M and A. De Raedt et al. have proposed a strategy for evaluating inductive queries and also a first step in the direction of query optimization. Their strategy consists of decomposing a boolean query Q into k sub-queries Q i such that Q is equivalent to Q 1 ∨ . . . ∨ Q k , k is minimal and each of the Q i is the conjunction of a monotonic and an antimonotonic subquery Q m,i ∧Q a,i . Notice that Q m,i and Q a,i may be boolean expressions themselves. Indeed, [7] show that Q m,i may be a DNF formula in which all the literals are monotonic, and similarly for Q a,i . A DNF formula of the form M 1 ∨ . . . ∨ M n where each of the M i is a conjunction of monotonic predicates is monotonic. The reason is that the conjunction of monotonic predicates is monotonic (hence all of the M i are), and also the disjunction of monotonic predicates is monotonic as well (and hence Q m,i is). The query evaluation strategy proposed by [7] first decomposes the query and then computes Th(Q, D, L) as
Because each of the sub-queries Q i will be such that Th(Q i , D, L) is a version space (also called a convex space), it can be efficiently computed for a wide class of pattern languages L, and queries Q i , cf. [12, 3] . Furthermore, the number of calls to such an algorithm is minimized because in the decomposition process, one minimizes the number k of subqueries. This is the so-called dimension of a query, which [7] introduced as follows:
Definition 2 The subset of patterns in L that satisfy a boolean query Q, composed of monotonic or antimonotonic predicates, is a generalized version space, denoted by Th(Q, D, L). The set of all generalized version spaces for L is denoted by VS (L). Note that
VS 1 (L) ⊆ VS (L). Definition 3 The set X ∈ VS (L) has dimension k if it is the union of k sets in VS 1 , but not the union of k − 1 sets in VS 1 . A
query Q has dimension k (with respect to the pattern language L) if k is the maximal dimension of any solution set Th(Q, D, L) of Q (where the maximum is taken w.r.t. all possible data sets D and w.r.t. the fixed language L)
.
is a version space [15] or a convex space [10] . Version spaces are particularly useful when they can be represented by boundary sets, i.e.
by the sets G(Q, D, L) of their maximally general elements, and S(Q, D, L) of their minimally general elements.
With the following lemma, De Raedt et al. [7] provided an alternative characterization of dimension k sets.
Lemma 4 Let
. Then the dimension of X is equal to the maximal k for which there exists in L an alternating chain of length k (or a k-chain for short) for X.
Example 5 Consider the following queries:
Then c, bc, abc is an alternating chain of length 2 for
The dimension of an inductive query is an important concept because it corresponds to the minimum number of calls to an algorithm for computing a convex solution space.
Operations on Solution Spaces
Consider two generalized version spaces V, W ∈ VS , We would like to know how we can combine them using the usual set operations. This is of interest because the solution set to an inductive query is, by definition, obtained as the result of applying set operations on solution set of simpler queries. At the same time, these operations promise to be useful when constructing query plans and in interactive querying sessions (cf. Section 4 for a detailed discussion).
We will analyze the operations: intersection (∩), union (∪), and complement ( ) w.r.t. L. Set difference can be treated as V \ W ≡ V ∩ W whereas symmetric difference can be interpreted as
When dim(V ) = dim(W ) are both 1, this reduces to traditional version spaces VS 1 . We know from the previ-
We have also shown above by a counter-example that the dimension of the union can be 2, although it may also be 1 (e.g. when V ⊆ W ). So, traditional version spaces, i.e. VS 1 , are not closed under union (as shown by [11] ). Nevertheless, our extension VS is closed under the usual set operations. The following theorems thus generalize Hirsh's results to the case where solution sets are represented by a finite number of version spaces.
Theorem 6 VS (L) is closed under the following set operations: intersection, union, complement, difference and symmetric difference.
It suffices to analyze the first 3 of them, as the latter can be defined out of the first 3 operations. The proofs are given below together with bounds for the resulting dimensions.
Theorem 7 Let
For the bounds, in case V and W are disjoint, U is empty and hence, dim(U ) = 0, a lower bound. For the upper bound, we provide a proof by contradiction. Assume that U = V ∪ W has dimension at least u = v + w. Then, by Lemma 4, U has a u-chain, i.e.
j=1 by R. Observe now that at most v − 1 members of R do not belong to V (Otherwise, if there would be at least v such members, one can use these to construct a v + 1 chain for V , which would imply dim(V ) ≥ v + 1, which contradicts our assumption.) This means that at least (u − 1) − (v − 1) = w members of R must belong to V . They form a subsequence
is an increasing sequence on {0, . . . , u − 1} and p ≥ w.
By a similar argument, at least v members of R must belong to W . They form a subsequence R W = {ρ qs } q s=1 of R. Now, R V and R W together have at least v + w = u members, all coming from R. But R has only u − 1 members. By the pigeon hole principle, at least one member of R is shared by R W and R V . Let us call this element ρ . According to the definition of R W and R V , ρ ∈ V ∩ W = U .
But this contradicts with the fact that
We cannot give a tighter lower bound other than 0, because of the following special case. Consider the case when both V and W are empty. This gives an empty U , and hence dim(U ) = 0. There-
Proof: There is a special case: V = ∅. In this case dim(V ) = 0, and L \ V = L, which has dimension 1. So, the theorem holds.
For the general case, observe first that u ≥ v − 1. Indeed, by Lemma 4, V has a v-chain. i.e. 
Query Plans and Algebraic Operations
By the definition of boolean inductive queries, the solution set Th(Q, D, L) of a query Q is obtained by applying algebraic operations on the solution sets w.r.t. the underlying queries. This can be formalized using the notion of a query plan.
Definition 10
A query plan is a boolean formula with some of its subqueries marked using the symbol . Furthermore, all marked subqueries are the conjunction of a monotonic and an anti-monotonic subquery. 
Example 11 Consider the query
Alternatively, one could rewrite query Q into the form For any inductive query Q, one can now construct a variety of different query plans by annotating queries that are logically equivalent to Q. The question then arises as to which query plan is optimal, in the sense that the resources (i.e. memory and cpu-time) needed for computing its solution set are as small as possible. A general approach to this problem would involve the use of cost estimates that for each call to a conjunctive solver and operation. One example of a cost function for a call to a conjunctive solver could be Expected Number of Scans of Data × Size of Data Set. Another one could be the Expected Number of Covers Tests. De Raedt et al. have studied (and solved) the query optimization problem under the assumption that each call to a conjunctive solver has unit cost and that the only set operation allowed is union. Under this assumption, decomposing a query Q into k subqueries of the form Q a,i ∧ Q m,i with (Q a,i anti-monotonic and Q m,i monotonic) and dim(Q) = k is an optimal strategy. In this paper, we will leave open the challenging question as to which cost-estimates to use in practice. However, what should be clear is that given such cost-estimates, one could optimize inductive queries by constructing all possible query plans and then selecting the best one. This is effectively an optimization problem, not unlike the query optimization problem in relational databases.
The optimization problem becomes even more interesting in the light of interactive querying sessions [2] , which should be quite common when working with inductive databases. In such sessions, one typically submits a rough query to get some insight in the domain, and when the results of this query are available, the user studies the results and refines the query. This often goes through a few iterations until the desired results are obtained.
These interactive sessions are again similar in spirit to those in traditional databases, where the results of intermediate queries are often cached for optimizing later queries. Indeed, consider that for the above example, we would already have the result of the query (a 1 ∨ a 2 ) ∧ m 1 . In this case, one could actually employ the following query plan:
where · · · denotes a query for which the solution is readily available. This query plan employs a union and could save a lot of time when m 1 is a minimum frequency query in a large database.
Even when the refined query Q 1 is not related to the original one Q 0 via Boolean algebra, there is still a possibility for reusing the cached results Th(Q 0 , D, L) to obtain the new solution Th (Q 1 , D, L) efficiently. One such situation occurs with the minimum frequency constraints. For example, Q 0 = min freq(ϕ, D, θ 1 ) and 
The problem boils down to recognizing the parts of queries Q 0 and Q 1 which are related this way. For simple queries, such recognition is simple. However, for more complicated queries, it becomes challenging to recognize such related parts of the queries. Our algebraic framework allows one to break down a complicated query into a disjunctive normal form, making it easier to recognize such related parts for optimization. Moreover, it is possible to rewrite the queries Q 0 and Q 1 into many equivalent forms, and we can then devise algorithms to recognize the related parts in these forms. This provides further opportunities for optimizations in data mining.
Generalized Version Space Trees
We have extended our previous data structure "Version Space Trees" [7] for mining VS 1 of strings to handle the general case of VS . The extended data structure is called Generalized Version Space Trees (GVS Tree). The GVS Tree maintains a set of strings which are patterns we are discovering from the database. Each such string is represented by a node in the tree. For any given node n, we denote the string pattern it represents by s(n). The organization of the tree is based on suffix tries. A suffix trie is a trie with the following properties:
• For each node n in the trie, and for each suffix t of s(n), there is also a node n in the trie representing t, i.e. t = s(n ).
• Each node n has as a suffix link, suffix(n) = n , such that s(n ) is obtained from s(n) by dropping the first character. The root node is special because it represents , which has no suffixes. We define suffix(root) = Ω, where Ω denotes a unique fake node.
Unlike the common approach in the literature on suffix trees [16, 17] , we use suffix tries in two very different ways from the main stream. The first one is that instead of building a suffix tree on all the suffixes of a single string, we are indexing all the suffixes of a set of strings patterns for a string database D. This means multiple strings are stored in the tree. Moreover, in parts of our algorithms, we even keep a count of occurrences of each such substring in the corresponding node.
We label each node n of the GVS Tree with either a "⊕" or a " ", according to whether or not the s(n) ∈ Th(Q, D, Σ * ) ∈ VS (Σ * ). In our previous publication [7] , the VS Tree had a restriction that there can be at most one sign change the root to any leave. This is because VS Tree was designed to model sets in VS 1 only. As a generalization in this current work, we have removed this restriction, allowing complete freedom on the assignment of the labels "⊕" or a " " to any node. As a result, a GVS Tree can represent sets of string patterns in VS . Observe that if dim(V ) = n, then there exists a path (exploiting both child and suffix links, and ignoring the link directions) in T with alternating signs so that the number of sign changes from to ⊕ is n (Lemma 4). Figure 1 shows a labelled GVS Tree for the set Th(Q, D, Σ * ) where Σ = {a, b, c, d} and Q(ϕ, D) = (bc ϕ abcd) ∨ (a ϕ acd). The dashed, curved arrows show the suffix links. The suffix links of the nodes immediate below the root node all points back to the root node, and are omitted for clarity. The ⊕ nodes represent the seven members of the GVS, namely a, abc, abcd, ac, acd, bc and bcd. Note that Q above is already in a minimal disjunctive normal form. So, the GVS has a dimension of 2, and the path through the nodes representing , a, ab, abc with exactly 2 sign changes.
An important property of the GVS Tree is that checking for membership is very efficient. Given any string ϕ ∈ Σ * , we just need to follow the symbols on ϕ and descend through the tree accordingly. We will then end up at a node n so that s(n) = ϕ. This node has an ⊕ mark if and only if ϕ is in the GVS. The time complexity is O(|ϕ|). The space complexity of a GVS Tree and the time required to build it is the same of that of suffix tries-quadratic in the size of the input strings.
The TreeMerge algorithm is basically an algorithm for merging two ordinary trees. However, we have to combine the flags ( or ⊕) from both trees, too. The combining algorithm is presented in the pseudocode in Algorithm 1 as an abstract Boolean operation . When the operation is "and", the flags are combined using conjunction during the merging ( is interpreted as "false" while ⊕ is treated as "true"), and hence the TreeMerge algorithm will compute the intersection of the represented GVSes. When = ∨, we get the union operation. When x y ≡ ¬(x → y), we get the set difference operation.
In the algorithm, the function root or negative(T ) returns the root node of a tree T if T is non-empty, or a node with label and no children if T is empty. Function child(n, σ) returns the child node of n on the child link labelled σ, where σ ∈ Σ. If there is no such child, NULL is returned. The function tree with root(n) returns a GVS Tree whose root node is n, or T empty if n is NULL. T empty denotes an empty GVS Tree.
Algorithm 1 TreeMerge
Input: T 1 , T 2 : two GVS Trees : a binary, boolean operator Output: T = The resulting of merging T 1 and T 2 . Body:
Create new tree T with root node r .
add c to r as a child node along link σ return T It should be emphasized that Algorithm 1 is pseudo code. In practice, optimizations can be introduced by specializing the code for each particular Boolean operation. For instance, when = ∧ and a certain branch in T 1 is empty, 
Preliminary Experiments
We have implemented the algorithm VST [7] that computes the results of conjunctive queries (with dimension 1) and a tree merging algorithm TreeMerge in C and performed some experiments on a PC computer with a Pentium-4 2.8GMHz processor, 2GB main memory, and running Linux operating system (kernel 2.4.19, glibc 2.2.5). The former is used as our conjunctive query solver (see Section 4) while the latter is for performing set operations on pattern sets. Our implementation supports as primitives the two predicates min freq and max freq as given in Section 2.
Two databases were used in the experiments. The first one is a command history collected from 168 Unix users over a period of time. [9] The users are divided into four groups: computer scientists, experienced programmers, novice programmers and non-programmers. The corresponding data subsets are denoted "sci", "exp", "nov" and "non", respectively. Each group has a number of users. When a user accesses the Unix system, he first logs in, then types in a sequence of commands, and finally logs out. Each command is taken as a symbol in the database, The sequence of commands from log in to log out constitutes a login session, which is mapped to a string in our experiment. The alphabet is the set of available commands. Each user contributes to many login sessions in the database. Table 1(a) gives some summary data on the database.
The second database is a collection of ORFs (open reading frames) of yeast, cf. [5] . The alphabet is the set of 20 amino acids. Out of these 20 symbols, every ORF (encoding for a protein) can be represented. Our database contains 6354 such sequences. Each sequence has a length between 8 and 4910. In addition, each sequence is associated with one or more functional categories (cat30: "Control of cellular organization", cat40: "Subcellular localisation", cat2: "Energy", etc.). As preprocessing, we have separated the sequences into groups according to their functional categories. When a sequence has more than one category, it ap-pears in multiple groups. However, within each group, a sequence appears at most once. Three of these groups were used in the experiments. They are given in Table 1(b). For both databases, we used a query of the following form and ran our programs to mine the patterns satisfying the constraints.
and Q A is an anti-monotonic constraint. The monotonic predicate len lb(ϕ, n) evaluates to true iff the length of ϕ is at least n. Here, D 1 and D 2 are subsets of the database being used, θ 1 and θ 2 are the corresponding minimum frequency thresholds, also set to 10%, and Q A is an anti-monotonic constraint.
Note that Q is neither monotonic nor anti-monotonic. So, the solution set is in VS . However, Q 1 and Q 2 are each a conjunction of an anti-monotonic constraint (minimum frequency) and a monotonic one (minimum length). So, dim(Q 1 ) = dim(Q 2 ) = dim(Q A ) = 1. Thus, one (straight-forward) strategy to find the set of patterns satisfying Q is to use the query plan
This involves 3 invocations of our frequent pattern miner VST. However, the VST algorithm (or any other frequent pattern discovery algorithm such as Apriori [1] ) is the most time-consuming part of the whole processes. We would like to minimize this cost. This is possible now with our algebra on generalized version spaces and theorems on the dimension. By Theorem 8, we know that dim(
Thus, Q has a dimension of at most 2. Thus, one can express Q as the union of two version spaces.
Indeed, we can obtain a different query plan for Q, which we denote by Q :
This query plan involves only 2 invocations of algorithm VST. It is thus expected to be faster. Moreover, having pushed the anti-monotonic constraint Q A deeper into the query evaluation, we expect the levelwise algorithm VST to prune more effectively.
To by experienced programmers with a length of at least 3 or by computer scientists with a length of at least 2, and are also frequently used by the other two groups of users?". With our algebraic framework, it is possible to perform data mining with such complicated constraints. The query for the protein database translates to "What amino acid sequences occur frequently in function category 'cat30' with a length of at least 3 or in function category 'cat40' with a length of at least 2, and is at the same time frequent among the function category 'cat2'?". The queries Q and Q are evaluated as described above using our implementation of the VST and TreeMerge algorithms. For each database the resulting patterns for both queries are compared and found to be identical. This verifies the correctness of our theory and implementation.
The time taken are noted and given in Table 3 . With the unix command database, it took 2.15 seconds to evaluate the query as Q and only 1.60 seconds to evaluate as Q . With the yeast database, it took 4.03 and 3.65 seconds, respectively. It is thus 9-26% faster to use strategy Q than Q to find out the set of patterns. The table also shows a breakdown of the time taken for evaluating the queries Q 1 , Q 2 , Q A , Q 1 and Q 2 . The pattern sets for these are all in VS 1 , and are computed by the VST algorithm. It should be noted that the time taken for the TreeMerge algorithm is negligible (less than 1 ms). This confirms our claim that invoca- Table 4 . Memory usage tions of algorithm VST is the most time-consuming part of the whole process. Another important observation in Table 3 is the number of patterns found for each query strategy and subqueries. In query strategy Q , the constraint Q A is pushed down to the subqueries Q 1 and Q 2 , effectively pruning the number of patterns that needs to be processed by the programs. This accounts for the improved speed and memory usage.
Not only is time saved, but also is memory more efficiently used when we use strategy Q instead of Q to compute the set of patterns in question. The amount of heap memory used by our programs were recorded. The maximum amount of heap memory usage is shown in Table 4 . Using query evaluation strategy Q , we save 11-48% of memory. Thus, it saves both time and memory to evaluate the query using Q .
Conclusions
We have generalized the notion of convex sets or version spaces to represent sets of higher dimensions. These generalized version spaces are useful for representing the solution sets to boolean inductive queries. Furthermore, we have studied the effect of algebraic operations on such generalized version spaces and shown that these generalized version spaces are closed under the set operations. This generalizes Hirsh's results on traditional version spaces (sets of dimension 1).
We have also shown how the resulting algebraic framework can be employed for query planning and optimization. The framework has been implemented for the pattern domain of strings and experimental results that illustrate the use of the framework have been presented.
Nevertheless, there are many remaining opportunities for further research. Most important is the development of effective and realistic cost functions for inductive query evaluation and their use in query optimization.
