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Introducción
Diversas situaciones de mecánica, física, biología y muchas otras áreas de aplicación como
procesos de crecimiento y migración de poblaciones, utilizan las ecuaciones diferenciales
parciales (EDP) para modelar procesos.
Al estudiar ecuaciones que modelan estos fenómenos es importante garantizar existencia
y unicidad de las soluciones y dependencia continua de dichas soluciones con condiciones
iniciales. Además es importante saber como se comportan dichas soluciones a diferentes
tiempos.
Analizaremos un problema con condición de frontera Neumann para caso discreto. Primero
nos aseguraremos que el problema esté bien planteado, luego mostraremos que las solu-
ciones del caso discreto convergen al caso continuo, (análisis de consistencia) y por último
analizaremos un fenómeno conocido como extinción de las soluciones, el cual fue estudiado
por Kawarada en 1975 , ver [9].
Varios autores han extendido los resultados obtenidos por Kawarada a traves de los años
y una amplia variedad de problemas se han abordado, como los trabajados Acker y Wal-
ter [2],[3], Levine y Montgomery quienes obtienen de manera independiente valores críticos
donde la extinción ocurre, en 1992 Levine hizo un resumen sobre los casos de las ecuaciones
parabólicas e hiperbólicas del trabajo original de Kawarada, en 1994 Chan realiza sus estu-
dios sobre extinción y explosión de las soluciones para los problemas de combustión, en el
2001; publicados en el diario Dynamics of continuous Discrete and Impulsive Systems,que
produjo Mathematical Analysis with an issue called advances in Quenching; en el 2003
el mismo diario publicó Un artículo llamado .A Review of Quenching results in the con-
text of nonlinear Volterra equations", y otros autores como Diabate Nabongo, Théodore
K.Boni en el 2008 [7], han tabajado sobre soluciones de tiempo de extinción para ecua-
ciones parabólicas no lineares.
III
CAPÍTULO 1
PRELIMINARES
1.1. Antecedentes
Hay procesos de reacción-difusión que son modelados por la siguiente ecuación:
ut(x, t) = J ∗ u− u(x, t) =
∫
R
J(x− y)u(y, t)dy − u(x, t), (1.1)
donde J : R → R una función no-negativa, suave, simétrica J(−r) = J(r) , estrictamente
creciente en [−1, 0], de soporte compacto y con ∫R J(r)dr = 1; ver [11],[8]. En [8] la función
u(x, t) representa la densidad en un punto x en un tiempo t y J(x − y) representa la
distribución de probabilidad de saltar de la posición y a la posición x entonces (J ∗u)(x, t)
es la razón con la cual los individuos llegan a la posición x desde las otras posiciones, en
forma analoga −u(x, t) =
∫
R
J(y−x)u(x, t)dy representa la razón con la cual los individuos
en la posición x viajan a cualquier otra posición. Estas consideraciones en ausencia de
fuentes externas llevan a que la densidad u(x, t) satisfaga la ecuación (1.1).
La ecuación (1.1) comparte algunas propiedades con la ecuación del calor ut=∆u, como el
principio del máximo, satisface la propiedad de propagación de velocidad infinita es decir,si
el dato inicial u(x, 0) > 0 para x ∈ R entonces u(x, t) > 0 para (x, t) ∈ R× (0,∞).
Además dentro del estudio de los modelos de difusión encontramos la ecuación de medios
porosos ut = ∆um con m > 1 la cual comparte propiedades con la ecuación del calor, pero
esta presenta la propiedad de propagación finita, es decir si u0 es de soporte compacto
entonces u(x, t) es de soporte compacto, ver [6]. Un modelo de difusión no-local no-ineal,
donde la difusión en un punto depende de la densidad, es estudiado por Córtazar, Elgueta y
Rossi en [5]. En el cual J
(
x−y
u(y,t)
)
1
u(y,t) representa la distribución de probabilidad de saltar
de la posición y a la la posición x, cuando u(y, t) > 0 y 0 en caso contrario. Por lo tanto∫
R
J
(
x− y
u(y, t)
)
dy representa la razón de los individuos que saltan a la posición x de otros
lugares y −u(x, t) =
∫
R
J
(
x− y
u(x, t)
)
dy, bajo estas condiciones la densidad u satisface
ut(x, t) =
∫
R
J
(
x− y
u(y, t)
)
dy − u(x, t) (1.2)
1
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Ellos analizan en [5] para (1.2) la existencia y unicidad de las soluciones, tambien de-
muestran que las soluciones satisfacen la propiedad de propagación finita. Luego Bogoya,
Ferreira y Rossi en [1] estudian el problema de Neumann asociado a (1.2) , el cual es
ut(x, t) =
∫ L
−L
J
(
x− y
u(y, t)
)
dy − J
(
x− y
u(x, t)
)
dy (1.3)
en [−L,L]× [0,∞) con dato inicial u(x, 0) = u0(x). Para este modelo se asume que ningún
individuo puede salir o entrar del dominio [−L,L]. Lo que indica que el flujo de individuos
a través de la frontera es nulo, entonces se tienen las condiciones de frontera de Neumann.
De la ecuación (1.3) se realizó el estudio de existencia y unicidad de las soluciones, un prin-
cipio de comparación y el comportamiento asintótico de las soluciones , ver [1]. Igualmente
se analizó el modelo discreto asociado a (1.3)
(ui)′(t) =
N∑
j=−N
hJ
(
h(i− j)
uj(t)
)
−
N∑
j=−N
hJ
(
h(i− j)
ui(t)
)
(1.4)
con dato inicial ui(0)=u0(xi), para i = −N, ...N . Los autores además de estudiar la ex-
istencia y unicidad, el comportamiento asintótico de las soluciones de (1.4), demuestran
que las soluciones de (1.4 ) convergen asintóticamente a las soluciones de (1.3) cuando
el parámetro h→0. Luego Bogoya en [4] estudia la generalización del problema (1.3) en
N ≥ 1 dimensiones teniendo en cuenta una fuente, más aún el problema que estudia es
ut(x, t) =
∫
Ω
J
(
x− y
uα(y, t)
)
u1−Nα(y, t)dy
−
∫
Ω
J
(
x− y
uα(x, t)
)
u1−Nα(x, t)dy + f(u(x, t))
(1.5)
en Ω× [0, T ), con dato inicial u(x, 0) = u0(x). Ω ⊆ RN es un dominio acotado con frontera
suave, f es una función creciente positiva que representa la fuente del modelo y α es un
parámetro con 0 < α ≤ 1N .
Luego Mora en [14] analiza el modelo asociado a (1.7), con término de absorción.
ut(x, t) =
∫
Ω
J
(
x− y
uα(y, t)
)
u1−Nα(y, t)dy
−
∫
Ω
J
(
x− y
uα(x, t)
)
u1−Nα(x, t)dy − f(u(x, t))
(1.6)
y dato inicial u(x, 0) = u0(x).
En (1.6) se analiza, existencia y unicidad, dependencia continua de las soluciones y el
fenómeno de extinción.
1.2. Planteamiento del Problema
Consideremos la ecuación (1.6) para el caso unidimensional; con Ω = [−L,L] luego se tiene
el siguiente problema:
ut(x, t) =
∫
[−L,L]
J
(
x− y
u(y, t)
)
dy −
∫
[−L,L]
J
(
x− y
u(x, t)
)
dy − f(u(x, t)), (1.7)
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en [−L,L]× [0, T ), con dato inicial u(x, 0) = u0(x). El objetivo de este trabajo es estudiar
el problema de Neumann con término de absorción para el modelo discreto asociado a
(1.7). Consideramos una descomposición uniforme del intervalo [−L,L] con xi = ih, i =
−N, · · · , N , donde aproximando las integrales en 1.7se obtiene la ecuación
(ui)′(t) =
N∑
j=−N
hJ
(
h(i− j)
uj(t)
)
−
N∑
j=−N
hJ
(
h(i− j)
ui(t)
)
− f(ui(t)), (1.8)
con h > 0, dato inicial ui(0) = u0(xi) para i = −N, · · · , N y f una función que satisface
H1: f : [0,∞) → [0,∞) función positiva, creciente, Lipschitz, con constante de
Lipschitz K > 0 .∫ 1
0
1
f
ds <∞.
Para el estudio de (1.8) analizamos existencia y unicidad, dependencia continua de las
soluciones, teorema de comparación; análisis del fenómeno de extinción de la solución para
algunos términos de absorción y la convergencia de las soluciones de (1.8) convergen a las
soluciones de (1.7).
1.3. Conceptos Generales
En el estudio que se va a realizar es importante tener en cuenta algunos teoremas y defini-
ciones para el análisis, ver [13],[10].
Definición: Espacio de Banach: Sea E un espacio vectorial normado, decimos que E
es un espacio de Banach si y solo si toda sucesión de Cauchy converge en E.
Definición: Espacio normado Sea E un espacio vectorial sobre K. Una norma en E es
una función real
‖.‖ : E → R definida sobre E, que satisface las siguientes condiciones, cualesquiera que
sean x, y ∈ E y el escalar α ∈ K :
N1) ‖x‖ ≥ 0, y, ‖x‖ = 0 si y solamente si x = 0.
N2) ‖αx‖ = |α| ‖x‖
N3) ‖x+ y‖ ≤ ‖x‖+ ‖y‖ (desigualdad triangular).
Un espacio vectorial normado (o, simplemente, un espacio normado) es una pareja (E, ‖.‖),
en donde E es un espacio vectorial sobre K y ‖.‖ es una norma en E.
Teorema del valor medio : Sea f una función real continua en el intervalo cerrado [a,b]
y diferenciable en el intervalo abierto (a,b), entonces existe un c<(a,b) tal que
f(c)′ =
f(b)− f(a)
b− a (1.9)
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Definición: Función Lipschitz: Sea f una función definida en un espacio métrico E, se
dice que f es Lipschitz si existe una constante K > 0 tal que:
d(f(x), f(y)) ≤ Kd(x, y), (1.10)
donde K es la llamada constante de Lipschitz.
Definición: Contracción Sea f : E → E con E espacio métrico. Se dice que f es
contracción si existe una constante c, con 0 < c < 1, tal que
d(f(x), f(y)) ≤ cd(x, y), (1.11)
Teorema del punto fijo de Banach
Sea E un espacio Banach, f : E → E un operador. Si f es una contracción entonces existe
un único punto u ∈ E tal que f(u) = u.
Teorema de la convergencia monótona generalizado)
Sea (fk) una sucesión monótona (creciente o decreciente) de funciones medibles. Si alguna
de las funciones de estas sucesiones es integrable, entonces las dos expresiones, lim
∫
fk y∫
limfk, existen y
lim
∫
fk =
∫
limfk
CAPÍTULO 2
ANALISIS DEL PROBLEMA
2.1. Existencia y unicidad
Para el análisis del problema (1.8), seguimos las mismas ideas de [12].
En el análisis de existencia y unicidad del problema (1.8), se considerarán un espacio y
operador apropiados para aplicar el Teorema del punto fijo de Banach.
Para ello, se considera el espacio l1h = {(ui)i/ui ∈ R} con i = −N, ..., N , dotado de la
norma:
|‖w‖| = ma´x
0≤t≤t0
‖(ui)||l1h
en donde ‖(ui)‖l1h =
N∑
h |ui|
i=−N
.
Efectivamente ‖| · |‖ es una norma ya que:
i) |‖w‖|›0 |‖w‖| = ma´x
0≤t≤t0
‖w(., t)‖l1 como es una norma en l1 es mayor que 0, ya que
ma´x
0≤t≤t0
N∑
i=−N
h |ui| , donde |ui|›0,
ii) |‖w‖| = 0, si u = 0 tenemos que |‖w‖| = ma´x
0≤t≤t0
N∑
i=−N
h |ui| = 0
si h = 0, |‖w‖| = ma´x
0≤t≤t0
N∑
i=−N
h |wi| = 0 o si ui = 0 |‖w‖| = ma´x
0≤t≤t0
N∑
i=−N
h |wi| = 0
iii)|‖λu‖| = ma´x
0≤t≤t0
N∑
i=−N
h |λwi| = ma´x
0≤t≤t0
N∑
i=−N
h |λ| |wi| = |λ|ma´x
0≤t≤t0
N∑
i=−N
h |wi| = |λ| |‖w‖| o
|‖λw‖| = |λ| |‖w‖| λ ∈ R ,
|‖w‖| = ma´x ‖|λ|w(., t)‖l1 = |λ|ma´x ‖w(., t)‖l1 .
iv) |‖w + z‖| = |‖w‖|+ |‖z‖| (Desigualdad triangular)
|‖w + z‖| = ma´x
0≤t≤t0
N∑
i=−N
h |wi + zi| , usando h |wi + zi| ≤ h |wi|+ h |zi|
5
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N∑
i=−N
h |wi + zi| ≤
N∑
i=−N
h |wi|+
N∑
i=−N
h |zi| ≤
N
ma´x
0≤t≤t0
∑
i=−N
h |wi|+
N
ma´x
0≤t≤t0
∑
i=−N
h |zi| = |‖w‖|+ |‖z‖| .
Sea t0 > 0 fijo, consideremos X = C([0, t0]; l1h).
Se afirma que X es un espacio de Banach con la norma ‖| · |‖, en efecto C ([0, t0] ; l1h) es un
espacio vectorial con la suma usual y la multiplicación por un escalar. Ahora veamos que
el espacio C
(
[0, t0] ; l1h
)
es completo .
Sea fn∈C
(
[0, t0] ; l1h
)
de Cauchy.
Dado ε›0, existe un N() ∈ N tal que para m,n›N entonces
|‖fn − fm‖| <  (2.1)
Ahora
‖fn(·, ti)− fm(·, ti)‖l1h < ma´x0≤t≤t0‖fn(x, t)− fm(x, t)‖l1h <  (2.2)
con ti fijo entre [0, t0].
(fn(·, ti))n∈N esta en l1h, por la completez de este espacio la sucesión converge a f(·, ti),
con 0 ≤ ti < t0, se tiene que:
lim
n→∞‖fn(·, ti)− f(·, ti)‖l1h = 0 (2.3)
entonces
‖fn(·, ti)− f(·, ti)‖l1h <  (2.4)
Dado que ||| · ||| , es la norma uniforme entonces f ∈ C ([0, t0] ; l1h).
Sea Xt0 = {(wi)i ∈ C([0, t0]; l1)/0 ≤ (wi)i ≤ k, k ≥ 2||(w0)i||},con i = {−N, ...N} un
subconjunto de X, veamos que Xt0 es cerrado.
Sea (wi)n una sucesión de Xt0 convergente a w. Por definición de convergencia de suce-
siones, dado un ε > 0, existe N ∈ N, tal que para todo n≥N se tiene:
|||(wi)n − wi||| = ma´x
0≤t≤t0
‖wi(·, t)− wi(·, t)‖lh1 < ,
como la convergencia es uniforme, entonces el límite de la sucesión es también una función
continua, positiva y acotada, por lo tanto Xt0 es cerrado.
2.2. Operador
La existencia y unicidad de la solución de (1.8) es consecuencia del Teorema del punto fijo
de Banach. Para tal fin se construye el siguiente operador :
Sea T hu0 : X
h
t0 → Xht0 , se tiene que:
(ui)´ (t) =
N∑
j=−N
hJ(h(i−j)uj(t) )−
N∑
j=−N
hJ(h(i−j)ui(t) )− f(ui(t))
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∫ t
0
(ui)′(t) =
∫ t
0
 N∑
j=−N
h
(
J
(
h(i− j)
uj(s)
)
− J
(
h(i− j)
ui(s)
)) ds− ∫ t
0
f (ui(s)) ds
∫ t
0
[(ui(s)]′ds =
∫ t
0
 N∑
j=−N
h
(
J
(
h(i− j)
uj(s)
)
− J
(
h(i− j)
ui(s)
)) ds− ∫ t
0
f (u(x, s)) ds
ui(t)− ui(0) =
∫ t
0
 N∑
j=−N
h
(
J
(
h(i− j)
uj(s)
)
− J
(
h(i− j)
ui(s)
)) ds− ∫ t
0
f (u(x, s)) ds
ui(t) =
∫ t
0
 N∑
j=−N
h
(
J
(
h(i− j)
uj(s)
)
− J
(
h(i− j)
ui(s)
)) ds− ∫ t
0
f (u(x, s)) ds+ ui(0)
Por lo tanto se define :
T hu0(ui)(t) =
∫ t
0
 N∑
j=−N
h
(
J
(
h(i− j)
uj(s)
)
− J
(
h(i− j)
ui(s)
)) ds−∫ t
0
f (u(x, s)) ds+ui(0)
para i = −N, ..., N
2.3. Lema 1
Sean (w0,i)i , (z0,i)i,para todo i = {−N, ..., N} con componentes no negativas tales que
(w0)i , (z0)i ∈ l1h, para todo h›0, f una función Lipschitz con constante de Lipchitz Ky
(wi)i,(zi)i∈ Xt0 entonces existe una constante C˜ = C(h,K) positiva tal que:
∥∥∣∣T hw0(u)− T hz0(z)∣∣∥∥ ≤ C˜t0 ‖|w − z|‖+ ‖w0 − z0‖l1h.
Demostración: Sean (w0)i , (z0)i ∈ l1h, con componentes no negativas y w, z ∈ Xht0 , con
w = (w−N , w−(N−1), .., w0, ...wN ), z = (z−N , z−(N−1), .., z0, ...zN ) , i = {−N, ..., N} :
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N∑
i=−N
h|T hw0(w)− T hz0(z)| =
N∑
i=−N
h
∣∣∣∣∣
∫ t
0
N∑
j=−N
h
(
J
(
h(i− j)
wj(s)
)
− J
(
h(i− j)
zj(s)
))
ds
−
∫ t
0
N∑
j=−N
h
(
J
(
h(i− j)
wi(s)
)
− J
(
h(i− j)
zi(s)
))
ds
+ (w0)i − (z0)i −
∫ t
0
f(wi(s))− f(zi(s))
∣∣∣∣∣ds
Sea
≤
∫ t
0
N∑
i=−N
h
∣∣∣∣∣
N∑
j=−N
h
(
J
(
h(i− j)
wj(s)
)
− J
(
h(i− j)
zj(s)
))∣∣∣∣∣ds+∫ t
0
N∑
i=−N
h
∣∣∣∣∣
N∑
j=−N
h
(
J
(
h(i− j)
wi(s)
)
− J
(
h(i− j)
zi(s)
))∣∣∣∣∣ds
−
∫ t
0
N∑
i=−N
h
∣∣f(wi(s))− f(zi(s))∣∣ds+ N∑
i=−N
h
∣∣(w0)i − (z0)i∣∣
Sea S1 =
∫ t
0
N∑
i=−N
h
∣∣∣∣∣ N∑j=−N h
(
J
(
h(i−j)
wj(s)
)
− J
(
h(i−j)
zj(s)
))∣∣∣∣∣ds,
S2=
∫ t
0
N∑
i=−N
h
∣∣∣∣∣ N∑j=−N h
(
J
(
h(i−j)
wi(s)
)
− J
(
h(i−j)
zi(s)
))∣∣∣∣∣ds,
S3=
∫ t
0
N∑
i=−N
h
∣∣f(wi(s))− f(zi(s))∣∣ds,
S4=
N∑
i=−N
h
∣∣(w0)i − (z0)i∣∣.
= S1 + S2 − S3 + ‖w0 − z0‖l1h
Para analizar S1 consideremos los siguientes conjuntos
A+(s) = {j/wj(s) ≥ zj(s)} y A−(s) = {j/wj(s)‹zj(s)}
así S1 =
∫ t
0
N∑
h
i=−N
∣∣∣∣∣∣
N∑
j=−N
h
(
J(
h(i− j)
wj (s)
)− J(h(i− j)
zj (s)
)
)∣∣∣∣∣∣
si j ∈ A+(s)
Sea i− j = k y wj(s)›zj(s)›h |k|,
realizamos un cambio de índices : si i − j = k entonces j = i − k y sustituimos en la
anterior
CAPÍTULO 2. ANALISIS DEL PROBLEMA 9
(2)
N∑
j∈A+(s)
h
N−j∑
h
k=−N−j
(
J( h(k)wj(t))− J(
h(k)
zj(t)
)
)
,
como J es suave tenemos por el Teorema del Valor Medio que:
entonces
J
(
hk
wj(t)
)
− J
(
hk
zj(t)
)
= J´(ζ)
(
hk
wj(t)
− hkzj(t)
)
con zj ≤ ξ ≤ wj
y sustituyendo en (2)
∑
j∈A+(s)
h
N−j∑
k=−N−j
hJ´(ζ)h |k|
(
zj(s)−wj(s)
zj(s)wj(s)
)
como wj(s)›zj(s)›h |k|
wj(s)zj(s)›h2 |k|2
1
wj(s)zj(s)
‹ 1
h2|k|2 . Si
∑
j∈A+(s)
h
N−j∑
k=−N−j
hJ´(ζ)h |k|
(
zj(s)−wj(s)
zj(s)wj(s)
)
≤ ∑
j∈A+(s)
N−j∑
k=−N−j
h2J´(ζ)h |k|
(
zj(s)−wj(s)
h2|k|2
)
≤ ∑ 1|k|
j∈A+(s)
N−j∑
k=−N−j
J´(ζ)h (zj (s)− wj (s))
si J´(ζ) = C1 y k = −2N, ...,2N se tiene que
C1
∑ 1
|k|
j∈A+(s)
∑
k=−N−j
h (zj (s)− uj (s)) ≤ C1
2N∑ 1
|k|
−2N
∑
j∈A+(s)
h (zj (s)− wj (s))
ahora para wj(s)›h |k|›zj(s), se tiene que h|k|zj(s) ≥ 1 y J
(
h|k|
zj(s)
)
= 0 y por lo tanto J (1) = 0,
así:
N∑
j∈A+(s)
h
N−j∑
h
k=−N−j
(
J( h(k)wj(t))− J(
h(k)
zj(t)
)
)
N∑
j∈A+(s)
h
N−j∑
h
k=−N−j
(
J( h(k)wj(t))− J(1)
)
=
N∑
j∈A+(s)
h
N−j∑
h
k=−N−j
J´(ζ)h|k|−wj(s)wj(s)
≤ C1
2N∑ 1
|k|
−2N
∑
j∈A+(s)
h (zj (s)− wj (s)) .
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Para h |k|›zj y h |k|›wj estos términos estan acotados.
Veamos para j ∈ A−(s) donde A−(s) = {j/wj(s)‹zj(s)}
y (3)
N∑
h
i=−N
∣∣∣∣∣ N∑j=−Nh
(
J(h(i−j)wj(t) )− J(
h(i−j)
zj(t)
)
)∣∣∣∣∣
≤ C1
2N∑ 1
|k|
−2N
( ∑
j∈A+(s)
h (zj (s)− wj (s))−
∑
j∈A−(s)
h (zj (s)− wj (s))
)
≤ C1
2N∑ 1
|k|
−2N
( ∑
j∈A+(s)
h |zj (s)− wj (s)|
)
.
Ahora para analizar el término S3como f es Lipschitz con K constante de lipschitz, se
tiene que
N∑
h
i=−N
|f (wi (t))− f (zi (t))| ≤ K
N∑
i=−N
h |wi (t)− zi (t)| (4)
de (3) y (4)
N∑
i=−N
h
∣∣T hw0(u)− T hz0(z)∣∣ ≤ C1
t∫
0
(
2N∑
−2N
1
|k|
)(
N∑
i=−N
h |zj (s)− wj (s)|
)
ds
+
N∑
i=−N
h |(w0)i − (z0)i|+K
t∫
0
N∑
i=−N
h |wi (s)− zi (s)| ds
≤ C
t∫
0
‖zj − wj‖ ds+ ‖z0 − w0‖+K
t∫
0
‖zi − wi‖ ds
≤ ma´x
o≤t≤t0
C t∫
0
‖zj − wj‖ ds+ ‖z0 − w0‖+K
t∫
0
‖zi − wi‖ ds

Se tiene que∥∥∣∣T hw0(u)− T hz0(z)∣∣∥∥ ≤ C˜ t0 ‖|w − z|‖+ ‖|w0 − z0|‖l1h, donde C˜ = (C +K)
2.4. Teorema (Existencia y Unicidad)
Para toda (w0)i ∈ l1h con componentes no negativas, f una función positiva y Lipschitz
existe una única solución del problema (1.8).
Demostración: En un análisis anterior se estableció T hw0 : X
h
t0 → Xht0 . Si (z0)i=(w0)i,
para i = −N, ..., N , por el lema 1 se tiene que: ‖|Tw − Tz|‖ ≤ Ctt0‖|w − z|‖;
Eligiendo C˜t0 < 1, se tiene que es una contracción, entonces por el teorema del punto fijo
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de Banach, T tiene un único punto fijo el cual es solución de (1.8).
Como consecuencia del teorema de Existencia y Unicidad y del lema 1, se tienen las sigu-
ientes observaciones:
2.5. Observación 1
Las soluciones de (1.8) dependen continuamente de las condiciones iniciales, en el siguiente
sentido: Si (ui)i y (vi)i son soluciones de (1.8) con datos iniciales ui(0), vi(0) entonces
existe una constante C = C (t0,J, L) tal que
ma´x
o≤t≤t0
‖ui(t)− vi(t)‖l1h ≤ C ‖ui(0)− vi(0)‖l1h .
Demostración: En efecto ui, vi, son soluciones de (1.8), entonces son los puntos fijos de
T (u0)i y T (v0)i, así reemplazando en la desigualdad del Lema 1, se obtiene
|||ui − vi|‖ ≤ C˜‖|ui − vi‖|+ ‖(u0)i − (v0)i‖l1h
|||ui − vi|‖ − C˜‖|ui − vi‖| ≤ ‖(u0)i − (v0)i‖l1h
(1− C˜)|||ui − vi|‖ ≤ ‖(u0)i − (v0)i‖l1h
|||ui − vi|‖ ≤ 1
1− C˜ ‖(u0)i − (v0)i‖l1h
C =
1
1− C˜
2.6. Observación 2
ui, con i = −N, ..., N es solución de (1.8) si y sólo si
(ui) (t) =
t∫
0
N∑
j=−N
(
hJ(h(i−j)uj(s) )−
N∑
j=−N
hJ(h(i−j)ui(s) )
)
ds−
t∫
0
f(ui(s))ds+ (u0)i .
Demostración: =⇒ Si ui con i = −N, ..., N es solución de (1.8) entonces:
T hu0(ui)(t)=uit.
⇐= Si ui con i = −N, ..., N satisface (1.8). En efecto derivando ui con respecto a t se
tiene:
(ui) (t) =
t∫
0
N∑
j=−N
(
hJ(h(i−j)uj(s) )−
N∑
j=−N
hJ(h(i−j)ui(s) )
)
ds−
t∫
0
f(ui(s))ds+ (u0)i .
(ui)′(t) =
N∑
j=−N
h
(
J
(
h(i− j)
uj(t)
)
− J
(
h(i− j)
ui(t)
))
− f (ui(t)) .
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A continuación presentamos un teorema de comparación, válido para soluciones continuas
2.7. Teorema : Principio de Comparación
Sean ui(t), vi(t) soluciones continuas de (1.8), con datos iniciales ui(0), vi(0) respectiva-
mente . Si ui(0) ≤ vi(0) para todo i = −N,···, N entonces ui(t) ≤ vi(t), para todo t > 0.
Demostración:
Sean ui(0), vi(0) datos iniciales de las soluciones continuas de 1.8, tal que
uci (0) = wi(0) + c
vdi (0) = zi(0) + d
wi(0) < zi(0) 0 < c < d
Como uci (0) ≤ vdi (0), existe δ > 0 tal que uci (0) + δ < vdi (0). Supongamos que existe t0 > 0
e i ∈ {−N, · · · , N} tal que
uci (t0) = v
d
i (t0)
y
uci (t) ≤ vdi (t) ∀i ∈ {−N, · · · , N} t ∈ [0, t0)
Sea B =
{
i/uci (t0) = v
d
i (t0)
}
con el operador γ = (uci − vdi )(t) se tiene que
B = γ−1 ({0}) . Para algún k ∈ B tenemos que uck = vck en t0,
lı´m
h→0
(uck−vdk)(t0+h)−(uck−vdk)(t0)
h = lı´mh→0
(uck−vdk)(t0+h)
h ≥ 0 pues (uck − vdk)(t) ≤ 0, en [0, t0)
y (uck − vdk)(t0) = 0
así (5)
0 ≤
(
uck − vdk
)
(´t0) =
 N∑
j=−N
hJ(
h(k − j)
ucj (t0)
)−
N∑
j=−N
hJ(
h(k − j)
uck (t0)
)− f(uck(t0))

−
 N∑
j=−N
hJ(
h(k − j)
vdj (t0)
)−
N∑
j=−N
hJ(
h(k − j)
vdk (t0)
)− f(vdk(t0))

=
N∑
j=−N
[
hJ
(
(
h(k − j)
ucj (t0)
)− (h(k − j)
vdj (t0)
)
)]
+
N∑
j=−N
[
hJ
(
(
h(k − j)
uck (t0)
)− (h(k − j)
vdk (t0)
)
)]
−f(uck(t0) + f(vdk(t0)
como (uck − vdk)(t0) = 0 entonces uck(t0) = vdk(t0) para f se tiene
−f(uck(t0) + f(vdk(t0) = 0
y
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J
(
(
h(k − j)
uck (t0)
)− (h(k − j)
vdk (t0)
)
)
= 0
luego
N∑
j=−N
[
hJ
(
(
h(k − j)
uck (t0)
)− (h(k − j)
vdk (t0)
)
)]
= 0.
Ahora si ucj(t0) ≤ vdj (t0) entonces
ucj(t0) ≤ vdj (t0)
1
ucj(t0)
≥ 1
vdj (t0)
h(k − j)
ucj(t0)
≥ h(k − j)
vdj (t0)
J
(
h(k − j)
ucj(t0)
)
≥ J
(
h(k − j)
vdj (t0)
)
0
N
≥
∑
j=−N
[
hJ
(
(
h(k − j)
ucj (t0)
)− (h(k − j)
vdj (t0)
)
)]
por (5)
0 ≤ (uck − vdk )´ (t0) ≤ N∑
j=−N
[
hJ
(
(h(k−j)ucj(t0) )− (
h(k−j)
vdj (t0)
)
)]
≤ 0, se tiene que
N∑
j=−N
[
hJ
(
(h(k−j)ucj(t0) )− (
h(k−j)
vdj (t0)
)
)]
= 0
así ucj (t0) = v
d
j (t0) con j ∈ {−N, ..., N} , donde j es un punto interior de B, entonces B
es abierto y cerrado, lo cual garantiza que B = {−N, · · · , N}.
De esta manera se ha mostrado que uck = v
d
k para todo t > 0, pero esto contradice el hecho
que d > c. Por lo tanto se debe tener que ucj(t) < v
d
j (t) para todo t ∈ [0, t0]. Entonces
l´ım
c→0
ucj(t) ≤ l´ım
d→0
vdj (t)
uj(t) ≤ vj(t)
CAPÍTULO 3
CONSISTENCIA
Se analizará la consistencia del problema para garantizar que las soluciones del problema
(1.8) convergan a las del problema (1.7). Para esto se tiene el siguiente Teorema.
3.1. Teorema
Sea u(x, t) ∈ C1 solución positiva del problema continuo (1.7) , ui(t) solución del problema
discreto (1.8) y f una función lipschitz. Entonces existe una constante Cˆ = Cˆ(J, T, L), tal
que ∣∣||u(xi, t)− ui(t)∣∣|| ≤ Cˆh
Demostración: Sea u(x, t) solución de (1.7) y uh(x, t) solución de (1.8) con dato inicial
u(0) > 0, entonces existe un δ > 0 tal que: u(0) ≥ δ > 0, luego por el principio de
comparación se tiene que:
u(x, t), uh(x, t) ≥ δ > 0 (3.1)
Veamos para una función g, con g ∈ C1, se tiene que∫ x(j+1)
xj
g(y)dy = hg(xj) +O(h2) (3.2)
Además como J, u ∈ C1 y por (3.1), la función g(y) = J( x−yu(y,t))∈ C1. De esta modo, si
vi(t) = u(xi, t), entonces
(vi)′(t) = ut(xi, t) =
∫ L
−L
J
(
xi − yj
u(yj , t)
)
dy −
∫ L
−L
J
(
xi − yj
u(xi, t)
)
dy − f(u(xi, t))
=
N∑
j=−N
∫ x(j+1)
xj
J
(
xi − yj
u(yj , t)
)
dy −
N∑
j=−N
∫ x(j+1)
xj
J
(
xi − yj
u(xi, t)
)
dy − f(u(xi, t)
luego g(yj), g(xi) ∈ C1, por la condición (3,1) tenemos
(vi)′(t) =
N∑
j=−N
hJ
(
h(i− j)
vj(t)
)
−
N∑
j=−N
hJ
(
h(i− j)
vi(t)
)
− f(vi(t)) +
N∑
j=−N
O(h2)
14
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como h = L2N+1 , entonces
N∑
j=−N
O(h2) = O(h2)(2N + 1) = O(h2)Lh = O(h). De este modo
(vi)′(t) =
N∑
j=−N
hJ
(
h(i− j)
vj(t)
)
−
N∑
j=−N
hJ
(
h(i− j)
vi(t)
)
dy − f(vi(t)) +O(h)
Entoces∫ t
0
(ui − vi)′(t) =
∫ t
0
N∑
j=−N
h
[
J
(
h(i− j)
uj(t)
)
− J
(
h(i− j)
vj(t)
)]
ds
−
∫ t
0
N∑
j=−N
h
[
J
(
h(i− j)
uj(t)
)
− J
(
h(i− j)
vj(t)
)]
ds−
∫ t
0
f(ui(t)) + f(vi(t))ds+O(h)
Ahora, como J, u ∈ C1, por el teorema del valor medio se tiene que existe h(i−j)uj(s) < ξ <
h(i−j)
vj(s)
, tal que
N∑
j=−N
h
[
J
(
h(i− j)
uj(s)
)
− J
(
h(i− j)
vj(s)
)]
≤
N∑
j=−N
hJ ′(ξ)h|k|vj(s)− uj(s)
uj(s)vj(s)
donde k = i− j. Así, por la acotación que se hizo para j ∈ A+, tenemos que∣∣∣∣∣
N∑
j=−N
h
(
J
(
h(i− j)
uj(s)
)
− J
(
h(i− j)
vj(s)
))∣∣∣∣∣ ≤ C
N∑
j=−N
h|uj − vj |
donde C = J ′(ξ) no depende de h. Dado que f es una función lipschitz, existe una constante
K tal que |f(ui(s))− f(vi(s))| ≤ −K|ui(s)− vi(s)|. Así∫ t
0
N∑
j=−N
h
[
J
(
h(i− j)
uj(t)
)
− J
(
h(i− j)
vj(t)
)]
ds
−
∫ t
0
N∑
j=−N
h
[
J
(
h(i− j)
uj(t)
)
− J
(
h(i− j)
vj(t)
)]
ds−
∫ t
0
f(ui(t)) + f(vi(t))ds+O(h)
≤
∫ t
0
C
N∑
j=−N
h|uj − vj |ds−
∫ t
0
C1
N∑
j=−N
h|ui − vi|ds+
∫ t
0
K|ui(s)− vi(s)|ds+O(h)
= C
∫ t
0
||u− v||lh1 ds− C1
∫ t
0
||u− v||lh1 ds+
∫ t
0
K|ui(s)− vi(s)|ds+O(h)
≤ Ct||u− v||lh1 − C1t||u− v||lh1 +Kt||u− v||+ C2th
y, tomando C˜ = C − C1 +K y ma´x0≤t≤t0 en [0, T ] se tiene que
|||u− v||| ≤ C˜t0|||u− v|||+ C2t0h
como C˜ y C2 no dependen de h; entonces para C˜t0 = 12 , se tiene que
|||u(xi, t)− ui(t)||| ≤ Cˆh
CAPÍTULO 4
ANÁLISIS DEL FENÓMENO DE EXTINCIÓN
Se hará el estudio del fenómeno de extinción para la solución, cuando el término de absor-
ción es f(u) = up
4.1. Definición
Sea f una función a valor real, decimos que u se extingue en tiempo finito T si existe T > 0
tal que
lim
t→T−
u(x, t) = 0 (4.1)
En base a lo anterior, tenemos el siguiente teorema:
4.2. Teorema
Sea ui(t) solución de (1.8) con condición inicial (u0)it > 0, y f(u)=up :
i) Si p≥ 1, entonces ui(t)> 0, ∀i = {−N, ...N}.
ii)0≤p< 1, existe T > 0 tal que lim
t→T−
ui(t) = 0
Demostración:
i) Sea ui(t) solución de (1.8); se afirma que, si 0<ui(0)<1 entonces 0<ui(t)<1; Supongamos
lo contrario: ∃t0 > 0, (donde t0 es el tiempo más pequeño donde ocurre la igualdad), así:
Sea uk(t0) = ma´x
i∈{−N,...,N}
ui(t0) = 1
(uk)
′
(t) =
N∑
j=−N
hJ
(
h(i− j)
uj(t)
)
−
N∑
j=−N
hJ
(
h(k − j)
uk(t)
)
− upk(t)
sea A = J
(
h(i−j)
uj(t)
)
−
N∑
j=−N
hJ
(
h(k−j)
uk(t)
)
, recordemos que J es estrictamente creciente en
[−1, 0], así
16
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uk > uj
1
uk
≤ 1uj
J( 1uk ) ≥ J( 1uj )
luego A < 0, 0≤(uk)′(t)≤−upk(t) = −1, lo cual es una contradicción.
Ahora, mı´n
i∈{−N,...,N}
ui(t) = ul(t), como ul(t) satisface (1.8) entonces:
(ul)
′
(t) =
N∑
j=−N
hJ
(
h(l − j)
uj(t)
)
−
N∑
j=−N
hJ
(
h(l − j)
ul(t)
)
− upl (t)
Sea B=(J
(
h(l−j)
uj(t)
)
−
N∑
j=−N
hJ
(
h(l−j)
ul(t)
)
≥ 0 luego B≥ 0 así (ul)′(t)≥−upl (t)≥−ul(t) en-
tonces (ul)′(t)≥−ul(t)
Resolviendo : ∫ t
0
dul(s)
ul(s)
≥ − ∫ t0 ds
lnul(t)− lnul(0) ≥ −t
lnul(t) ≥ lnul(0)− t
ul(t) ≥ ul(0)e−t ≥ 0
ui(t) ≥ ul(t) > 0
Luego la solución a cualquier tiempo es positiva.
ii)Si 0≤ p< 1
Sea g(t) = ui(t),∀i = −N, ..., N ,y es solución satisface (1.8), así
g′(t) =
N∑
j=−N
hJ
(
h(i− j)
uj(t)
)
−
N∑
j=−N
hJ
(
h(i− j)
ui(t)
)
− upi (t)
g′(t) = −upi (t)
de donde
g′(t) = −gp(t).
Resolviendo la ecuación diferencial por variables separables∫ t
0
dg(s)
gp(s)
= −
∫ t
0
ds
g1−p(t)
1− p −
g1−p(0)
1− p = −t
Sea a=g
1−p(0)
1−p , despejando g(t) se obtiene
g(t) = [(a− t)(1− p)] 11−p = 0
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como 0≤ p< 1 entonces
a− t=0, así:
t =
g1−p(0)
1− p
luego existe T<∞ tal que:
T =
g1−p(0)
1− p > 0
de este modo
lim
t→T−
ui(t) = 0.
Se concluye que hay un tiempo finito en el que la solución se anula.
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