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We study the ergodic properties of excited states in a model of interacting fermions in quasi-
one-dimensional chains subjected to a random vector potential. In the noninteracting limit, we
show that arbitrarily small values of this complex off-diagonal disorder trigger localization for the
whole spectrum; the divergence of the localization length in the single-particle basis is characterized
by a critical exponent ν which depends on the energy density being investigated. When short-
range interactions are included, the localization is lost, and the system is ergodic regardless of
the magnitude of disorder in finite chains. Our numerical results suggest a delocalization scheme
for arbitrary small values of interactions. This finding indicates that the standard scenario of the
many-body localization cannot be obtained in a model with random gauge fields.
PACS numbers: 05.30.-d 67.85.-d, 71.30.+h
I. INTRODUCTION
The topic of localization in disordered quantum sys-
tems is long-standing [1–3]. While Anderson [1] initially
showed that disorder on on-site energy levels drives lo-
calization of single-particle states, it took about 50 years
to have a better understanding of how interactions af-
fect this picture.. For small values of interactions, per-
turbative calculations [4–8] have demonstrated that un-
der certain conditions localization at high temperatures
still occurs. This has been also confirmed via several
numerical simulations of different quantum models [9–
16]. Not only of theoretical relevance, this phenomenon,
dubbed many-body localization (MBL) [17, 18], has re-
cently been explored experimentally with trapped ultra-
cold atoms [19–21] and ion chains [22].
One of the remarkable consequences of MBL is its man-
ifest breakdown of the scheme proposed by the eigenstate
thermalization hypothesis (ETH) [23–26], which explains
how a generic isolated quantum system thermalizes when
taken far from equilibrium without the necessity of cou-
pling it to an external bath. In the presence of suffi-
ciently strong disorder, however, thermalization induced
by interactions is halted, and the quantum system may
preserve the memory of its initial conditions for arbitrar-
ily long times. This latter property was recently used
as verification of MBL in systems of ultracold atoms in
one- [19] and two-dimensional [20, 21] optical lattices.
If properly isolated, MBL systems may also be used as
prototypical quantum memories with potential use for
information processing in quantum computers [27–30].
Most of the studies that investigate the breakdown of
thermalization and ergodicity share in common the sit-
uation where disorder is introduced by random scalar
potentials (diagonal disorder) in analogy with the orig-
inal Anderson model for localization. Even in the non-
interacting limit, further investigations have shown that
Anderson-like localization also takes place with real off-
diagonal disorder away from singular energies in which
the density of states diverges, as in fermionic systems
with hopping disorder [31–33]. In this paper we address
the question of whether a complex off-diagonal disorder
may display localization in the presence of interactions.
Physically, we aim to elucidate if a random vector po-
tential may also result in MBL in quasi-one-dimensional
chains. As the random vector potential breaks time-
reversal symmetry, it also allows the study of ergodic-
ity (and its potential breakdown) in systems whose cor-
responding ensemble of random matrices, with similar
spectral statistics of the system’s Hamiltonian, is the
Gaussian unitary ensemble (GUE) rather than the Gaus-
sian orthogonal ensemble (GOE) [34, 35], prominently
used in the case of random scalar potentials.
From the experimental point of view, there has been
an intense effort to produce artificial gauge fields in op-
tical lattices using different techniques [36–38]. While
some of these methods may inherently generate artificial
homogeneous gauge fields, for example, by periodically
shaking the lattice [39], others, such as the ones that
explore the synthetic dimensions of the atoms via their
internal states with an additional resonant laser field [40],
have the potential of being generalized to the situation of
site-dependent or even random fields, ultimately allowing
the emulation of the model studied in this paper.
II. MODEL AND LOCALIZATION IN
NONINTERACTING SYSTEMS
The model with random vector potential (also known
as the random flux model) has one particularity: By
performing a suitable local gauge transformation one
can eliminate the inhomogeneous Peierls phases in the
hoppings, stemming from the vector potential, in one
of the spatial dimensions. Hence, the problem is triv-
ial in one-dimensional systems with nearest-neighbor
hoppings. Nevertheless, by introducing next-nearest-
neighbor hoppings the lattice becomes equivalent to a
triangular ladder, in which there is a finite and random
magnetic flux for each triangular plaquette. This is the
scenario we explore here [see cartoon in Fig. 1(a)]. We
initially study the localization properties in the following
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2noninteracting Hamiltonian Hˆ0:
Hˆ0 = −t
L−1∑
j=1
(cˆ†j cˆj+1 + H.c.)− t′
L−2∑
j=1
(eıφj cˆ†j cˆj+2 + H.c.),
where cˆ†j (cˆj) creates (annihilates) a spinless fermion on
site j; t and t′ are the hopping amplitudes between the
nearest and next-nearest neighbors. The random phases
φj are chosen from a symmetric and uniform distribution[−Φ2 , Φ2 ], and Φ, the disorder amplitude, assumes values
in [0, 2pi]. In direct contrast to the random scalar poten-
tial, the disorder promoted by the random vector poten-
tial is bounded by its maximum value Φmax = 2pi. We
restrict ourselves to the situation where t′ = t/2, with
t = 1.0 setting the energy scale, and use open bound-
ary conditions [41] in lattices with L sites. We use full
exact diagonalization (ED) for the smaller system sizes
while in the larger lattices employing a numerically ef-
ficient contour integration technique [42] to obtain ap-
proximately 600 eigenpairs in the target energy ranges for
each disorder realization. It is worth mentioning that Hˆ0
breaks time-reversal, particle-hole, and sublattice sym-
metries, precluding the manifestation of any topological
order [43].
It is not immediately clear whether the random vector
potential induces single-particle localization. The den-
sity of states (DOS), displayed as a function of the en-
ergy density ε ≡ (E − E0)/(Emax − E0) in Fig. 1(a),
possesses van Hove singularities which are smeared out
by increasing disorder. In the low-disorder regime the
structure in DOS potentially signals a markedly differ-
ent behavior for the various energy densities. To track
whether localization takes place we calculate the ratio of
adjacent gaps rn = min[δ
E
n+1, δ
E
n ]/max[δ
E
n+1, δ
E
n ], with
the gaps δEn ≡ En − En−1, and {En} is the sorted list
of energy levels [9]. This quantity has been widely used
as a probe of chaos in quantum systems [14, 16, 44–46].
In the localized phase, the repulsion of energy levels is
lost, and the level spacings display a Poisson distribution
with rP = 2 ln 2− 1 ≈ 0.386 [47]. Figure 1(b) shows the
disorder-averaged ratio of adjacent gaps 〈r〉 (throughout
the paper 〈·〉 denotes disorder averaging) at the energy
density ε = 0.5 as a function of the disorder amplitude.
Here and in the following, for the case of full ED we get
〈r〉ε by averaging the results over a window ∆ε = 0.02
around the targeted energy density ε. All the different
lattice sizes eventually reach the Poisson limit for a given
Φc(L), indicating localization. To obtain the critical dis-
order Φc in the thermodynamic limit we use a function
of the form f
[
(Φ− Φc)L1/ν
]
[14] which scales the ra-
tio of adjacent gaps [see inset in Fig. 1(b)]. Remark-
ably, Φc is zero for the whole range of energy densities,
which is similar to the situation of random scalar poten-
tials in one-dimensional lattices. The critical exponent ν,
which is related to the divergence of the single-particle
correlation length near a critical energy density εc by
ξ(ε) ∼ |ε − εc|−ν , possesses the energy dependence dis-
played in Fig. 1(c). It is not possible, however, to rule
FIG. 1. (Color online) Results for the noninteracting model.
(a) Energy density dependence of the density of states in the
single-particle basis for a lattice with 64 000 sites and different
disorder amplitudes. (b) The ratio of adjacent gaps for lattice
sizes up to L = 512 000 in the middle part of the spectrum and
(c) the values of the critical exponent related to the divergence
of the correlation length in different parts of the spectrum.
We use the method described in Ref. [42] for the three largest
system sizes and full ED for the others.
out the scenario of having an exponentially small frac-
tion of the states with a diverging single-particle local-
ization length. This was proposed in Ref. [48], and sys-
tems described by the Hamiltonian Hˆ0 may then display
a marginal Anderson localization [49].
Some details of the scaling procedure are in order. To
carefully obtain the critical disorder Φc in the thermody-
namic limit, we fit polynomials of degree n to the data of
r and (Φ−Φc)L1/ν by using the least-squares method. In
Fig. 2 we plot the corresponding fitting error for n = 12
in the two-dimensional parameter space {Φc, ν} at dif-
ferent energy densities. Essentially, this method allows
us to simultaneously estimate the best set of parameters
that scale the quantity under investigation. The best val-
ues of Φc(ε, n) and ν(ε, n) are determined by the points
with the smallest fitting errors, marked by the dark blue
dots in the plots (see Appendix A for an analysis of the
polynomial order used in the extraction of best values).
Apart from the ratio of adjacent gaps which exam-
ine the degree of ergodicity of the system, manifest in
the eigenvalue properties, we also investigate the de-
gree of delocalization of the eigenstates. For the αth
single-particle eigenstate |α〉 = ∑j φ(α)j |j〉, where |j〉 de-
notes the real-space single-particle basis state and φ
(α)
j
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FIG. 2. (Color online) Colored contour plot of the fitting
error as a function of Φc and ν. Here the polynomial degree
used in the fittings is n = 12.
is its corresponding weight in the eigenstate, one can
calculate the inverse participation ratio (IPR): R(α) =
1/(
∑
j |φ(α)j |4). In the case of extended eigenstates, the
amplitudes φj are independent random variables result-
ing in an IPR proportional to the system size L. In
contrast, for the case of localized eigenstates, it is a con-
stant value independent of L. Thus, the normalized value
R×L−d (d is the real space dimensionality of the system,
i.e., d = 1 in our case) can be used as an “order param-
eter” detecting the delocalization-localization transition.
As shown in Fig. 3(a), for all system sizes, Rε=0.5/L is
equal to 2/3 when the disorder Φ is weak. In turn, as
we increase Φ, the value of Rε=0.5/L drops quickly to
a small value proportional to 1/L [see merging of the
data in Fig. 3(c)]. In agreement with the analysis of the
ratio of adjacent gaps, this suggests a mechanism of in-
duced localization after increasing disorder. To highlight
the importance of a proper finite-size scaling analysis, in
Fig. 3(b) we show a finite-size phase diagram in the pa-
rameter space {ε,Φ/2pi} for a system with L = 16 000.
From this picture we can infer the transition between
extended states and localized states as being associated
with whether the IPR is extensive or not. From that one
would wrongly conclude that the disorder strength that
leads to localization is finite and also is smaller for larger
energy densities.
However, similar to the ratio of adjacent gaps r, the
IPR can also satisfy a finite-size scaling form near the
transition point as R−1 × Ld ∼ f [(Φ− Φc)L1/ν]. The
obtained values of Φc and ν after the scaling agree with
the ones obtained from the scaling of r; the correspond-
ing data collapse for energy density ε = 0.5 is shown in
Fig. 3(d).
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FIG. 3. (Color online) (a) R/L and (c) R−1 for different
system sizes up to L = 64 000 in the middle part of the
spectrum (ε = 0.5). (b) R/(2L/3) as a function of Φ/2pi and
ε for L = 16 000. (d) Data collapse of the finite-size scaling.
III. ERGODICITY IN INTERACTING
HAMILTONIANS
Motivated by the single-particle localization in the
noninteracting case, we now investigate whether a ran-
dom magnetic field can also promote localization in in-
teracting Hamiltonians Hˆ = Hˆ0 + HˆI . We introduce
the nearest-neighbor interactions between the spinless
fermions (HˆI = V
∑
i nˆinˆi+1) with strength V (nˆi ≡ cˆ†i cˆi
is the fermion number operator) and restrict the study
to half filling [50]. Again, to analyze the localization-
ergodicity properties, now in the many-body basis, we
display in Fig. 4 the ratio of adjacent gaps as a function
of the disorder amplitude Φ for increasing values of in-
teraction and different system sizes at the middle of the
spectrum (ε = 0.5). In the noninteracting case (V = 0),
〈r〉 fluctuates around the Poisson limit, suggesting local-
ization. On the other hand, for finite interactions, the
ratio of adjacent gaps departs from that limit, and when
V = 0.8, it reaches the GUE limit (rGUE ≈ 0.60266 [47])
for the whole range of disorder amplitudes studied, even
for the smaller lattice L = 14, indicating ergodic behav-
ior. As expected, finite-size effects are more prominent at
small values of V , but the tendency to delocalization is
clear in the thermodynamic limit regardless of the disor-
der strength. This can be observed by comparing the val-
ues for different system sizes [Figs. 4(a)-4(e)] and noting
that 〈r〉 monotonically tends to rGUE when L increases.
Thus, in contrast to the random scalar potentials where
localization is eventually recovered at a critical value of
the disorder amplitude, within the random vector poten-
tial scheme, delocalization promoted by interactions is
robust regardless of the disorder strength.
This trend is not particular to the middle part of the
spectrum. Figure 5 displays the disorder-averaged ra-
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FIG. 4. (Color online) Disorder-averaged ratio of adjacent
gaps at energy density ε = 0.5 for increasing NN interactions
V and different system sizes, L = 14, 16, 18, and 20 in (a)-
(d), respectively. For the largest system size we employ the
FEAST numerical library [42] for obtaining approximately
50 eigenvalues at the corresponding energy range.
tio of adjacent gaps for different energy densities (see
Appendix C for the corresponding distributions). First,
for the smallest system size, L = 14, the strong fluctu-
ations for weaker disorders is largely suppressed by in-
creasing the disorder amplitude. This is prominent not
only in the noninteracting limit [Fig. 5(a)] but also for
finite V ’s [Figs. 5(d) and 5(g)]. In this sense one can
notice that the random vector potential aids in reducing
the finite-size effects. Second, in the interacting situa-
tion [see, for example, Figs. 5(d)-5(f) for V = 0.1], one
can observe that the increasing disorder promotes a gen-
eral trend to depart from values closer to the Poisson
limit towards the GUE average value. For larger interac-
tions, V = 0.4 [Figs. 5(g)-5(i)], the ratio of adjacent gaps
already reaches the ergodic value 〈r〉 = rGUE, and the
range in energy densities in which this is true becomes
wider as one increases the system size. This is indicative
that in the thermodynamic limit one would not observe
a many-body mobility edge.
IV. QUENCH DYNAMICS
The analysis of the ergodicity of the spectrum, while
useful from the theoretical point of view to probe the
transition between thermalization and MBL, is, in gen-
eral, elusive in experiments. Only in very particular se-
tups [22] is one able to actually obtain the level spac-
ings of a generic quantum many-body system. In that
sense, alternative methods have been used to probe these
phases. The most common is to follow the dynamic prop-
erties of a carefully prepared quantum system. Specifi-
cally, experiments in optical lattices employ high-fidelity
preparation of initial states whose properties are well
known, for example, by confining the atoms in certain
regions of the trapping environment. By measuring how
the information of the initial prepared state is preserved
for long times after the release of this constraint one
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FIG. 5. Disorder-averaged ratio of adjacent gaps as a func-
tion of energy density ε for system sizes L = 14, 16, and 18
and interactions V = 0.0, 0.1, and 0.4 with different disorder
strengths.
is able to identify the regimes where disorder is suffi-
cient to lead to the MBL phenomenon. Thus, like for
the experiments, we compute the unitary time evolu-
tion, governed by Hˆ = Hˆ0 + HˆI , of a particular ini-
tial state: |Ψ0〉 = |101010 . . .〉, which represents a fully
formed charge-density wave. An observable that quanti-
fies this initial information is called the charge imbal-
ance I = (〈nˆe〉 − 〈nˆo〉)/(〈nˆe〉 + 〈nˆo〉), where nˆe(o) =∑
i=even(odd) nˆi.
Figure 6(a) shows the relaxation dynamics of the im-
balance for the largest disorder strength (Φ = 2pi) and
L = 18; dashed lines depict the so-called diagonal en-
semble (DE) values which for a system that does not
possess degeneracies represent the infinite-time average
for this observable [25]. This latter quantity can be
thought of as an order parameter of the MBL transi-
tion itself [19, 21]. If the system thermalizes, the initial
charge-density wave is washed out [16, 19], resulting in
a vanishing imbalance in the infinite-time limit, whereas
in the MBL phase it is markedly finite [51]. The DE pre-
diction of the imbalance can be written in terms of the
eigenstates |α〉 with corresponding eigenenergies Eα of
Hˆ, the projections of the initial state in the eigenstates
cα = 〈Ψ0|α〉, and the eigenstate expectation values Iαα
via IDE ≡
∑
α |cα|2Iαα [25]. Consistent with the analy-
sis of the ratio of adjacent gaps, the initial information
(〈Ψ0|Iˆ|Ψ0〉 = 1) is lost after the time evolution with typ-
ical equilibration times [52] shorter for larger strengths
of the interactions. This suggests that the MBL phase is
not present even when the disorder strength is maximum.
A careful finite-size analysis is in order to support this
claim. Figure 6(b) displays the disorder average of IDE
as a function of the disorder strength for different system
sizes with the smallest interaction studied (V = 0.1). In
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FIG. 6. (Color online) (a) Relaxation dynamics of the im-
balance in the disordered environment for L = 18 and dif-
ferent interaction strengths V with the largest possible dis-
order Φ = 2pi. The amplitude of the coherent fluctuations
around the equilibrium value (dashed lines) for small times is
inversely proportional to the value of V . (b) Diagonal ensem-
ble results of the same quantity for V = 0.1; the inset shows
the finite-size scaling of the DE prediction at the largest dis-
order strength, showing that in the thermodynamic limit the
initial charge-density-wave information is lost in all cases. All
the results are disorder averaged, and error bars [shaded areas
in panel (a)] represent the standard deviation of the mean.
this limit, finite-size effects are larger for Φ = 2pi, but
system size extrapolation of these results (inset) shows
that all the initial information is lost at arbitrarily long
times in the thermodynamic limit.
The relaxation dynamics protocol mentioned above
can be ill conditioned in experiments if the initial state
is close to an eigenstate of the system. For this purpose,
we investigate the many-body DOS of the interacting sys-
tem, which is known to display a Gaussian shape. As an
example, we plot the DOS for L = 18, V = 0.2, and sev-
eral disorder strengths in Fig. 7(a). The inclusion of Φ
does not substantially affect the DOS except at the edges
of the spectrum. In turn, in Fig. 7(b) we show the de-
pendence of the DOS with increasing interactions V . In
this case the DOS shifts to higher energies as V increases,
but the energy of the initial state 〈Ψ0|Hˆ|Ψ0〉 = 0 regard-
less of the interaction magnitude. Hence, in the large-V
limit, the initial state is dangerously close in energy to
the ground state of the final Hamiltonian, and the pro-
posed analysis one could use in experiments to probe the
delocalization, i.e., by means of the quench dynamics of
an initial charge-density-wave state, might be compro-
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FIG. 7. The density of states in the many-body basis for
L = 18 (a) for fixed V = 0.2 and increasing disorder Φ and
(b) for Φ = 2pi and different interactions. In the latter case,
larger interactions shift the center of the spectrum to higher
energies. The vertical dashed line depicts the energy of the
initial charge-density-wave state used in the quench dynamics.
mised in this limit. Nevertheless, the choice of |Ψ0〉 in
the present work is still able to demonstrate the delocal-
ization for weak interactions.
V. THERMALIZATION AND ETH
PREDICTIONS
The complete lack of information on the initial con-
ditions after the relaxation dynamics is a characteristic
of generic quantum systems that thermalize [25, 26]. In
this situation the ETH predicts that the results of the
infinite-time average and the estimates from the relevant
statistical ensemble (for our isolated quantum system,
we use the microcanonical one [53]) should be equiv-
alent in the thermodynamic limit if the system equili-
brates [as we have verified in Fig. 6(a)]. To quantify
this equivalence we show in Fig. 8 the relative difference
between the predictions of the diagonal and microcanon-
ical ensembles for two few-body observables: the kinetic
energy (Kˆ = Hˆ0) and the zero-momentum occupancy
[nˆk=0 = (1/L)
∑
i,j cˆ
†
i cˆj ] for V = 0.1 . The latter is read-
ily obtained from absorption images after time-of-flight
expansions in optical lattices [54]. In both cases this rel-
ative difference is always . 8% and decreases with the
size of the system for the whole range of disorder values
studied. A precise finite-size scaling with the few system
sizes available is elusive, but this trend suggests that the
prediction of the two ensembles will match in the thermo-
dynamic limit. This ultimately leads to thermalization,
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FIG. 8. (Color online) Normalized disorder average difference
between the diagonal and the microcanonical ensemble pre-
dictions vs the disorder strength Φ for (a) the kinetic energy
and (b) the zero-momentum occupancy. In both cases we re-
port the results for the smallest interactions studied, V = 0.1,
and the energy window for obtaining the microcanonical re-
sults is ∆E = 0.1.
as pointed out by the ETH, even for values of interactions
V of the order of 2% of the noninteracting bandwidth.
Finally, ETH also predicts that the eigenstate expec-
tation values of few-body operators in quantum systems
that thermalize become a smooth function of the en-
ergy [23–26]. We verify this scenario for the imbal-
ance [Fig. 9(a)] and for the zero-momentum occupation
[Fig. 9(b)] for the smallest value of interaction that al-
ready displays ergodicity in our finite systems (V = 0.2)
and the largest disorder Φ = 2pi. Both quantities follow
the ETH prediction with supports that become narrower
with increasing system size. Quantitatively, this is re-
lated to the exponentially small eigenstate-to-eigenstate
fluctuations for the expectation values of few-body op-
erators with increasing system sizes. For a generic op-
erator Oˆ, we define this eigenstate-to-eigenstate fluctu-
ation as ∆O ≡ |Oαα − Oα+1,α+1| [55–57]. In order to
properly compute the average value of the fluctuations
one needs to filter out the states at the edges of the
spectrum, which do not exhibit quantum chaotic behav-
ior in finite lattices with two-body interactions. On the
other hand, it is not justifiable to select the states in
the central half of the spectrum, as the corresponding
range in energy becomes increasingly small for larger lat-
tices due to the strong divergence of the DOS in the
thermodynamic limit. Hence, to probe whether ETH
works at temperatures other than infinite temperatures,
we select the eigenstates with eigenenergies Eα such that
(Eα − EGS)/|EGS| < xthr and (ED − Eα)/ED < xthr,
where EGS is the ground-state energy and ED is the en-
ergy of the state of highest energy in the spectrum. In
the present work we use xthr = 0.8.
Figures 9(c) and 9(d) display the dependence on the
FIG. 9. (Color online) Eigenstate expectation values of (a) the
imbalance and (b) zero-momentum occupancy for the largest
disorder amplitude Φ = 2pi and V = 0.2 for a single dis-
order realization vs eigenstate energy. The vertical dashed
lines correspond to the total energy of the system, 〈Hˆ〉 =
〈Ψ0|Hˆ|Ψ0〉 = 0, and the shaded areas depict the correspond-
ing values of initial-state variance, σ = (〈Hˆ2〉 − 〈Hˆ〉2)1/2. (c)
and (d) The fluctuations of consecutive eigenstate expecta-
tion values in an energy window defined by xthr. = 0.8 as a
function of the Hilbert space dimension for the corresponding
observables displayed in (a) and (b). Dashed lines show the
fitting to dim(H)a for L = 14, 15, 16, 17, 18. The lattice sizes
with an odd number of sites have an occupancy of one extra
particle on top of the half-filling density.
dimension of the Hilbert space dim(H) of the disorder-
averaged values for ∆I and ∆nk=0, with two limit val-
ues of the disorder strength: Φ/2pi = 0.01 and 1 for
V = 0.2. For Φ = 2pi the fluctuations are seen to decay as
a power law in dim(H), suggesting that thermalization
takes place even when the system is maximally disor-
dered. The fitting power-law exponent a = −0.53± 0.02
(−0.55 ± 0.02) for 〈∆I〉 (〈∆nk=0〉) is consistent with
the results of Ref. [55], which shows that the exponent
a ≈ −1/2 is a characteristic of thermalizing systems.
VI. SUMMARY AND DISCUSSION.
We investigated the ergodic properties of a quasi-one-
dimensional chain subjected to disorder via a random
vector potential in both the noninteracting and interact-
ing cases. While in the former any arbitrarily small dis-
order induces single-particle localization, in the latter,
small values of interactions are sufficient to lead to delo-
calization even for the largest possible disorder strength.
We cannot claim that negligibly small interactions induce
ergodicity since this is the limit in which finite-size effects
are the largest. Nevertheless, the perturbative calcula-
tions of Ref. [48] indicate that this scenario is expected for
Hamiltonians which display marginal Anderson localiza-
tion in the noninteracting limit whose localization length
critical exponent ν is larger than 1 in one-dimensional
systems. That is precisely the case here [see Fig. 1(c)],
7thus suggesting that any finite interactions will lead to
delocalization, regardless of the disorder strength in sys-
tems with quenched disorder modeled as a random vector
potential. We conclude by stressing that this delocaliza-
tion scenario may be investigated with current state-of-
the-art techniques in optical lattices experiments.
ACKNOWLEDGMENTS
We acknowledge early discussions of this work with A.
Saraiva and comments and suggestions from E. V. Cas-
tro, P. Sacramento, R. Nandkishore, D. J. Luitz, and
M. Rigol. The computations were performed at the In-
stitute for CyberScience at Penn State, the Center for
High-Performance Computing at the University of South-
ern California, the Center of Interdisciplinary Studies in
Lanzhou University, and the Tianhe-2JK at the Beijing
Computational Science Research Center (CSRC). This
research is financially supported by the National Nat-
ural Science Foundation of China (NSFC; Grants No.
U1530401 and 11674021). R.M. also acknowledges sup-
port from NSFC (Grant No. 11650110441).
Appendix A: Determining the critical exponent ν
for the noninteracting case
Since the best value Φc(ε, n) is always zero for the dif-
ferent polynomial orders n and different energy densities
investigated, we can easily conclude Φc = 0 in the ther-
modynamic limit; that is, any finite disorder in the ran-
dom vector potentials promotes localization in the single-
particle picture. On the other hand, ν(ε, n) is more sen-
sitive to the order of the polynomial used for the fittings.
As an example, in Fig. 10 we systematically investigate
how the exponent ν that scales the data depends on n for
different energy densities. The results for larger polyno-
mial orders display a remarkable convergence; therefore,
we determine the energy-density-dependent critical ex-
ponent ν [Fig. 1(c)] by the average of ν(ε, n) for the four
largest polynomial orders.
Appendix B: Symmetry-breaking field
The t−t′−V model is nonintegrable for any nonzero t′
and displays Wigner-Dyson statistics for the level spac-
ings in the thermodynamic limit. However, it is hard to
numerically observe ergodicity (and associated thermal-
ization) due to finite-size effects. In finite systems this
is potentially compromised by extra symmetries which
hinder the associated level repulsion. In the systems
we study, with open boundary conditions, a mirror real-
space symmetry is still present. To make sure the inves-
tigation of thermalization-localization transition starts
from a thermal phase in the absence of disorder, we re-
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FIG. 10. (Color online) Best values of ν(ε, n) from
least-squares fitting using different polynomial orders for
different energy densities. Dashed lines denote ν(ε) =
1
4
∑
n=8,10,12,14 ν(ε, n).
move this symmetry by adding a local chemical potential
term Hˆsb = µ0nˆ0 at one of the boundaries of the system.
We plot the mean value of the ratio of adjacent gaps in
the middle half of the spectrum in Fig. 11 as a function
of the local chemical potential strength µ0 for different
interactions V and system sizes L. While this chemical
potential term is not relevant in the thermodynamic limit
(since it is not extensive) the finite-size effects are largely
reduced, especially for small system sizes, helping the
average ratio of adjacent gaps to reach values closer to
rGUE in the clean system. In all the results presented for
the interacting case in this work, we choose µ0 = 0.1.
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FIG. 11. Average ratio of adjacent gaps in the middle half
of the spectrum as a function of µ0 for different interactions
V and system sizes L in the absence of disorder.
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FIG. 12. Distribution of the ratio of adjacent gaps for L = 18
and increasing interactions V and different disorder strengths
Φ. For small interactions [see, e.g., (b)], the distributions for
larger disorder values are systematically closer to the GUE
ensemble prediction.
Appendix C: Distribution of the ratio of adjacent
gaps
Finally, we show in Fig. 12 the ratio of adjacent gaps
for increasing interactions V for the largest lattice where
we use full diagonalization (L = 18). One can see that
the Poisson distribution is obtained only in the non-
interacting limit (associated with localization) and, for fi-
nite interactions, the distributions depart from this limit
to essentially become equivalent to the GUE distribution
for moderately large values of V . The increasing val-
ues of disorder help in reducing the finite-size effects for
small interaction values, and the largest disorder ampli-
tudes get closer to the distribution for ergodic systems in
comparison to smaller ones.
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