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Bootstrap aggregation (Bagging) and boosting are two popular ensemble learning approaches, which
combine multiple base learners to generate a composite learner. This article proposes BoostForest,
which is an ensemble learning approach using BoostTree as base learners and can be used for both
classification and regression. BoostTree constructs a tree by gradient boosting, which trains a
linear or nonlinear model at each node. When a new sample comes in, BoostTree first sorts it down
to a leaf, then computes the final prediction by summing up the outputs of all models along the
path from the root node to that leaf. BoostTree achieves high randomness (diversity) by sampling
its parameters randomly from a parameter pool, and selecting a subset of features randomly at
node splitting. BoostForest further increases the randomness by bootstrapping the training data in
constructing different BoostTrees. BoostForest is compared with four classical ensemble learning
approaches on 30 classification and regression datasets, demonstrating that it can generate more
accurate and more robust composite learners.
Ensemble learning1–4 has been very popular in machine learning and pattern recognition during the past few
decades. It trains multiple base learners to explore the relationship between a set of covariates (features) and
a response (label), and then combines these base learners to produce a strong composite learner with better
generalization performance.
One of the most popular algorithms for constructing the base learners is decision tree5–8. Two common ap-
proaches for constructing the composite learner are bootstrap aggregation (Bagging) and boosting.
Bagging9, first proposed by Breiman in 1996, connects multiple base learners in parallel to reduce the variance
of the ensemble. Each base learner is trained using the same learning algorithm on a bootstrap replica, which
draws with replacementN (the size of the original training set) samples from the original training set. The outputs
of these base learners are then aggregated by majority voting (for classification) or averaging (for regression) to
obtain the final output. To achieve better and more robust performance, the base learners in an ensemble should
be both accurate and diverse10–12. Random forest13–16, which uses decision trees as the base learners, may be
the most representative Bagging approach. It selects the feature to be split from a randomly selected subset of
features, instead of all available features, to increase the diversity of the decision trees. Extremely randomized
trees17 (Extra-Trees) is similar to random forest, but it uses the original training set (rather than bootstrap replicas)
to grow the trees, and splits nodes by choosing the cut-points completely randomly.
Boosting18–21, the driving force of gradient boosting machine5 (GBM), was first introduced by Freund and
Schapire22, 23 in 1996 to reduce the bias of an ensemble. It is an incremental learning process, in which a new
base learner is built to compensate the error of previously generated learners. Each new base learner is added
to the ensemble in a forward stage-wise manner. As the boosting algorithm iterates, base learners generated
at later iterations tend to focus on the hard instances of the problem. Mason et al.20 described boosting from
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the viewpoint of gradient descent and regarded boosting as a stage-wise learning scheme to optimize different
objective functions iteratively. Popular implementations of GBMs, including XGBoost6 and LightGBM8, have
been widely used in many real-world applications24–27.
Friedman et al.28 proposed LogitBoost in 2000 for optimizing logistic regression by maximum likelihood. It
generates the ensemble by performing Newton update iteratively. In each iteration, LogitBoost first computes
the working response and weights using Newton (for two-class) or quasi-Newton (for multi-class) method, and
then the ensemble is updated by adding a new model, which is trained to fit the working response by a weighted
least-squares regression. Supplementary Algorithm 1 shows the details of LogitBoost.
Traditional boosting approaches5, 6, 8 often have many parameters. Cross-validation is usually used to identify
their optima. However, there may be some challenges. First, the computational cost is high, because a large num-
ber of parameter combinations need to be evaluated. Second, when the number of training samples is small, the
number of samples that can be set aside for validation is even smaller, and hence the cross-validation performance
may be unreliable. Therefore, it is desirable to develop an algorithm that has very few parameters and is robust
to them.
This article proposes BoostForest, which integrates boosting and bagging to provide a solution to the above
problems, and can be used in both classification and regression. Our main contributions are:
1. We propose a new decision tree model, BoostTree, that integrates GBMs into a single decision tree, as
shown in Figure 1a. BoostTree trains a linear or nonlinear function (e.g., ridge regression, extreme learning
machine29 (ELM), support vector regression30 (SVR), etc.) at each node. For a given input, BoostTree first
sorts it down to a leaf, then computes the final prediction by summing up the outputs of all node models
along the path from the root to that leaf. BoostTree achieves high randomness (diversity) by sampling its
parameters randomly from a parameter pool, and selecting a subset of features randomly at node splitting.
Its details are described in Methods and Supplementary Algorithms 2-5.
2. Using BoostTrees as the base learners, we propose a new ensemble learning approach, BoostForest, as
shown in Figure 1b. It uses bootstrap to obtain replicas of the training set, and trains a BoostTree on each
replica. It has only one parameter (the number of BoostTrees) to be specified by the user, and outperforms
several classical ensemble learning approaches. Moreover, classical base learners, e.g., decision trees, can
also be used to replace BoostTrees in BoostForest. The details of BoostForest are described in Methods
and Supplementary Algorithm 6.
Results
Experiments were carried out to verify the effectiveness of BoostForest in classification and regression tasks. By
default, BoostForest used ridge regression as the node function, for simplicity.
The following five questions were examined:
1. What is the generalization performance of BoostForest, compared with classical ensemble learning ap-
proaches, e.g., RandomForest13, Extra-Trees17, XGBoost6 and LightGBM8?
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Figure 1: BoostTree and BoostForest. a, a BoostTree with 4 leaves. BoostTree uses GBM to train a linear or
nonlinear function at each node. For a given input, BoostTree first sorts it down to a leaf, then computes the
final prediction by summing up the outputs of all node models along the path (given by Pathq(x)) from the root
to the leaf q(x). The parameters of BoostTree are randomly selected from a parameter pool. b, a BoostForest
with K BoostTrees. Bootstrap is used to obtain K replicas of the training set.
2. How fast does BoostForest converge as the number of base learners increases, compared with classical
ensemble learning approaches?
3. How does the base learner model complexity affect the generalization performance of BoostForest, com-
pared with classical ensemble learning approaches?
4. Can our proposed approach for constructing BoostForest, i.e., data replica by bootstrapping and random
parameter selection from the parameter pool, also be used to integrate other base learners, e.g., classification
and regression tree7 (CART), model tree31, and logistic model tree32 (LMT)?
5. How does the performance of BoostForest change when different node functions, e.g., ridge regression,
ELM and SVR, are used in BoostTrees?
Datasets We performed experiments on 30 real-world datasets (15 for classification and 15 for regression) from
the UCI machine learning repository1. Table 1 shows a summary of them. Overall, they cover a wide range of
conditions in terms of the number of features (between 4 and 166) and the sample size (between 103 and 10,000).
For each dataset, the categorical features were converted to numerical ones by one-hot encoding. The numer-
ical features were scaled to [0, 1], and the labels were z-normalized for regression datasets.
Algorithms and parameters Our proposed BoostForest was compared with two classical bagging approaches,
random forest13 and Extra-Trees17, and also two classical boosting approaches, XGBoost6 and LightGBM8.
The parameters to be tuned for the four baselines are summarized in Table 2. The best parameter combination
was determined by grid-search using inner 5-fold cross-validation.
The number of base learners in BoostForest and its variants was set to 100 in our experiments. Its parameter
pool consisted of theminimum number of samples on each leafMinSamplesLeaf and the regularization coefficient
1http://archive.ics.uci.edu/ml/datasets.php
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λ. Unless stated otherwise, we set their candidate values to {5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15} and {0.001, 0.01,
0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1}, respectively.
Performance measures We used the classification accuracy and the root mean squared error (RMSE) as the
main performance measure for classification and regression, respectively. Additionally, we also computed a rank
for each algorithm on each dataset. ForK algorithms, the best one has rank 1, and the worst rank K.
Generalization performance of BoostForest First, we compared the generalization performance of Boost-
Forest with the four baselines. Table 3 shows the results, averaged over five repeats of 2-fold cross-validations.
BoostForest achieved the best generalization performance on 26 out of the 30 datasets, and comparable perfor-
mance with the best baseline on another two datasets (QB and ILP).
To validate if BoostForest significantly outperformed the baselines (α = 0.05), we first calculated the p-
values using the standard t-test, and then performed Benjamini Hochberg false discovery rate correction33 to
adjust them. The statistically significant ones are marked by • in Table 3. BoostForest significantly outperformed
RandomForest on 21 datasets, Extra-Trees on 23 datasets, XGBoost on 18 datasets, and LightGBMon 21 datasets.
Note that BoostForest only has one parameter (the number of BoostTrees) to tune, which can be easily spec-
ified. On the contrary, the four baselines all need inner cross-validation to optimize their parameters. So, Boost-
Forest is much easier to use in practice.
Generalization performance with respect to the number of base learners As mentioned above, Boost-
Forest only needs to specify the number of BoostTrees in it. So, it is important to study how the performance of
BoostForest changes with it.
On each dataset, we gradually increased the number of base learners from 3 to 100, and tuned other parameters
of the four baselines by grid-search using inner 5-fold cross-validation. Note again that BoostForest does not have
other parameters to tune.
Figure 2 shows the accuracies of the five algorithms on the last four classification datasets, averaged over two
repeats of 5-fold cross-validations. The complete results on all 15 classification datasets are shown in Supplemen-
tary Figure 1. Generally, as the number of the base learners increased, the performances of all ensemble learning
approaches first quickly increased and then converged. BoostForest achieved the highest classification accuracy
on 13 of the 15 datasets, and the second highest classification accuracy on the remaining two (VC3 and PID).
Figure 3 shows the RMSEs of the five algorithms on the last four regression datasets, averaged over two
repeats of 5-fold cross-validations. The complete results on all 15 regression datasets are shown in Supplementary
Figure 2. Again, as the number of the base learners increased, generally the performances of all algorithms rapidly
increased and then converged. BoostForest achieved the smallest RMSE on 13 datasets (except PM and CCS).
Generally, the generalization performance of BoostForest converged within 50 BoostTrees.
Generalization performance with respect to the base learner model complexity We also evaluated the
generalization performance of the five ensemble approaches, as the base learner model complexity increased.
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Figure 2: Generalization performance with respect to the number of base learners, averaged over two repeats of
5-fold cross-validation. a, average classification accuracies on the last four classification datasets, with different
number of base learners. The complete results on all 15 classification datasets are shown in Supplementary
Figure 1. b, average RMSEs on the last four regression datasets, with different number of base learners. The
complete results on all 15 regression datasets are shown in Supplementary Figure 2.
Generally, as the model complexity increases, the bias of the model may decrease, but the variance may
increase. Among the two popular ensemble learning strategies, Bagging is suitable for integrating complex base
learners to reduce the variance of the ensemble, and boosting for integrating simple base learners to reduce the
bias of the ensemble. In this study, the base learner model complexity was controlled by the maximum number
of leaves per tree2, which was gradually increased from 2 to 30 for classification and 2 to 256 for regression. We
fixed the number of base learners at 100, and tuned other parameters of the four baselines by grid-search using
inner 5-fold cross-validation.
Figure 4 shows the accuracies of the five algorithms on the last four classification datasets, averaged over two
repeats of 5-fold cross-validation. The complete results on all 15 classification datasets are shown in Supple-
mentary Figure 3. For most datasets, the performances of all algorithms increased as the maximum number of
leaves per tree increased. Regardless of the maximum number of leaves per tree, BoostForest achieved the highest
classification accuracy on 11 datasets, and second highest on the remaining four datasets.
Figure 5 shows the average RMSEs of the five algorithms on the last four regression datasets. The complete
results on all 15 regression datasets are shown in Supplementary Figure 4. Again, for most datasets, the perfor-
mances of all algorithms increased as the maximum number of leaves per tree increased. BoostForest achieved
the smallest RMSE on most datasets.
2BoostTree does not need the user to specify the maximum number of leaves. By default, it continues splitting the nodes until the
loss can no longer be reduced. However, we can use this optional parameter to manually control its model complexity, as shown in
Supplementary Algorithm 2. In all other experiments, we did not specify this parameter.
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Figure 3: Generalization performance with respect to the base learner model complexity, averaged over two
repeats of 5-fold cross-validation. a, average classification accuracies on the last four classification datasets,
with different maximum number of leaves. The complete results on all 15 classification datasets are shown
in Supplementary Figure 3. b, average RMSEs on the last four regression datasets, with different maximum
number of leaves. The complete results on all 15 regression datasets are shown in Supplementary Figure 4.
Use other base learners in BoostForest Next, we studied if the strategy that BoostForest uses to combine
multiple BoostTrees (data replica by bootstrapping and random parameters selection from a parameter pool) can
also be extended to other tree models, i.e., whether we can still achieve good ensemble learning performance
when BoostTree is replaced by another base learner, e.g., CART, model tree, and LMT. The resulting forests are
denoted as LMForest, ModelForest, and CARForest, respectively.
The earliest model tree31 (M5), proposed by Quinlan in 1992 for regression tasks, combines the advantages
of tree models and linear models. It constructs a linear regression function at each leaf to approximate a target
function. When a new sample comes in, it is first sorted down to a leaf, then the linear model at that leaf is used to
predict its output. M5P34 is a famous model tree algorithm proposed by Wang and Witten in 1997, which trains
linear models at each leaf of a pruned tree to reduce the risk of over-fitting.
Landwehr et al.32 proposed LMT in 2005, which extends model tree from regression to classification by
integrating logistic regression into the tree model. LMT uses Stepwise Model Tree Induction35 to construct the
tree. The final logistic regression model at a leaf consists of all linear models at the nodes in the path from the root
to that leaf. SimpleLogistic32 (a variant of LogitBoost) is used to incrementally refine the linear logistic model.
In each iteration, instead of using all features to perform linear regression, SimpleLogistic uses only one feature
to train the model. In this way, only the relevant features are selected, and the risk of over-fitting is reduced.
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The LMT and M5P implementations in Weka3 were used in our experiments. We stopped SimpleLogistic
training if the minimum error on the validation set had not changed for 20 iterations. For each M5 model tree in
ModelForest, the number of samples at a leaf node should not be too small, so the minimum number of samples at
its leaf its was randomly sampled from the parameter pool {10, 20, 30}. To improve its stability, ridge regression
models with regularization coefficient λ = 0.001 were trained at every leaf. The parameters to be tuned for the
baseline CART were maxDepth and minSamplesLeaf, and we set their candidate values to {4, 6, 8} and {5, 10,
15}, respectively. The best parameter combination of CART was determined by grid-search using inner 5-fold
cross-validation. More details about the parameters for CART can be found in SKlearn4.
Table 4 compares the performances of LMT with LMForest on the 15 classification datasets. Table 5 compares
the performances of M5P with ModelForest on the 15 regression datasets. Table 6 compares the performances of
CART with CARForest on all 30 datasets. All results were averaged over five repeats of 2-fold cross-validations.
We also used t-test to check if LMForest, ModelForest and CARForest significantly outperformed LMT, M5P
and CART (α = 0.05), respectively. LMForest outperformed LMT on 10 of the 15 datasets, and four were statis-
tically significant. ModelForest outperformed M5P on 14 of the 15 datasets, and 12 were statistically significant.
CARForest outperformed CART on 27 of the 30 datasets, and all were statistically significant. So, generally
our strategy for integrating BoostTrees into BoostForest can also be used to integrate other base learners into a
composite learner for improved performance.
Comparing Tables 3-6 together, we can find that BoostForest achieved better average classification perfor-
mance than LMForest and CARForest, and also better average regression performance than ModelForest and
CARForest, indicating that BoostTree is a more effective base learner than LMT, M5P and CART.
Use other regression models in BoostTree Finally, we studied if other more complex and nonlinear regres-
sion models, e.g., ELM and SVR, can be used to replace ridge regression as node functions in BoostTree. The
resulting trees are denoted as BoostTree-ELM and BoostTree-SVR, respectively, and the forests as BoostForest-
ELM and BoostForest-SVR.
ELM, proposed by Huang et al.29 in 2006, is a single-hidden layer neural network. It randomly generates
the hidden nodes, and analytically determines the output weights through generalized inverse or ridge regression.
Its model complexity can be controlled by the number of hidden nodes NumHiddenNodes and the regularization
coefficient λ of the ridge regression. We set their candidate values to {10, 20, 30} and {0.01, 0.1, 1}, respectively,
to construct the parameter pool. Sigmoid activation functions were used in the hidden layer.
Linear SVR30 was used in BoostTree-SVR and BoostForest-SVR. The parameter pool for the regularization
parameter C and the slack variable ǫ was {0.1, 1, 2, 5, 10} and {0.1, 0.2, 0.4, 0.8}, respectively. More details
about the SVR parameters can be found in SKlearn5.
The best parameter combinations of the baseline ELM and SVR was determined by grid-search from their
parameter pool using inner 5-fold cross-validation. The parameter to be tuned for BoostTree-ELM and BoostTree-
SVR was the maximum number of leavesMaxNumLeaf, and we set the candidate values to {5, 10, 15}. The best
MaxNumLeaf of BoostTree-ELM and BoostTree-SVR was determined by grid-search from its candidate values
3LMT: http://weka.sourceforge.net/doc.dev/weka/classifiers/trees/LMT.html;
M5P: http://weka.sourceforge.net/doc.dev/weka/classifiers/trees/M5P.html.
4CART: https://scikit-learn.org/stable/modules/tree.html
5SVR: https://scikit-learn.org/stable/modules/generated/sklearn.svm.SVR.html
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using inner 5-fold cross-validation. More details of BoostTree-ELM, BoostForest-ELM, BoostTree-SVR and
BoostForest-SVR are described in Supplementary Algorithms 7-12.
Table 7 compares ELM and BoostTree-ELMwith BoostForest-ELM on the 15 regression datasets, and Table 8
compares SVR and BoostTree-SVR with BoostForest-SVR. Their results were averaged over five repeats of 2-
fold cross-validations. We also used the t-test adjusted by Benjamini Hochberg false discovery rate correction to
check if BoostForest-ELM (BoostForest-SVR) significantly outperformed the baselines (α = 0.05).
BoostTree-ELM statistically significantly outperformed ELM on nine datasets, and BoostTree-SVR outper-
formed SVR on 10 datasets. So, generally our strategy for integrating ridge regression into a BoostTree is also
applicable to other more complex and nonlinear regression models.
BoostForest-ELM statistically significantly outperformed ELM and BoostTree-ELM on all 15 datasets. BoostForest-
SVR statistically significantly outperformed SVR (BoostTree-SVR) on 14 (15) datasets. When the number of
samples is small, BoostTree-ELM and BoostTree-SVR are more likely to over-fit because of its high model com-
plexity and the random parameters. So, it is necessary to combine multiple BoostTrees into a BoostForest to
reduce over-fitting.
Conclusions and Future Research
This article has proposed a new decision tree model, BoostTree, that integrates GBMs into a single decision tree.
BoostTree trains a linear or nonlinear function at each node. For a given input, BoostTree first sorts it down to
a leaf, then computes the final prediction by summing up the outputs of all node models along the path from the
root to that leaf. BoostTree achieves high randomness (diversity) by sampling its parameters randomly from a
parameter pool, and selecting a subset of features randomly at node splitting.
Using BoostTrees as the base learners, we also proposed a new ensemble learning approach, BoostForest.
It uses bootstrap to obtain replicas of the training set, and trains a BoostTree on each replica. It has only one
parameter (the number of BoostTrees) to be specified by the user. Moreover, classical base learners, e.g., decision
trees, can also be used to replace BoostTrees in BoostForest.
BoostForest performs favorably over classical ensemble learning approaches, e.g., random forest, Extra-Trees,
XGBoost and LightGBM, in both classification and regression tasks, because it simultaneously uses three of the
four randomness injection strategies1 to increase the base learner diversities: 1) data sample manipulation through
bootstrapping; 2) input feature manipulation through random feature subset selection at BoostTree node splitting;
and, 3) learning parameter manipulation through random selection from the parameter pool. The fourth strategy,
output representation manipulation, will be considered in our future research.
Recently, Zhou and Feng36 showed that random forests can be assembled into a deep forest to achieve better
performance than deep learning models. As we have demonstrated that BoostForest generally outperforms ran-
dom forest, it is also expected that replacing random forests in deep forest by BoostForests may result in better
performance. This is also one of our future research directions.
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Methods
Given a dataset with N training examples D = {(xn, yn)}Nn=1, where xn ∈ RD×1 and D is the feature dimen-
sionality. An ensemble φ generated by gradient boosting5, 6 uses K base learners to predict the output:
yˆn = φ (xn) =
K∑
k=1
fk (xn) , (1)
where each fk is a base learner (usually a decision tree). The GBM
5 generates the ensemble via an iterative
process. In each iteration, gradient boosting learning first trains a new base learner according to the negative
gradient direction, and then performs line search to determine the optimal step size.
Different from GBM, LMT32 for classification generates only one tree instead of multiple trees. It integrates
logistic regression into a decision tree, and uses LogitBoost28 to train a set of linear models iteratively at each
node.
Our proposed BoostTree is inspired by LMT. Assume a BoostTree hasM nodes, excluding the root. Then, we
train a function fm(x) for the m-th node, m ∈ [1,M ]. For an input x, BoostTree first determines q(x), the leaf
node it belongs to, and then all fm(x) along the path from the root to that leaf node is summed up to predict the
output, i.e.,
yˆ = F (x) =
∑
m∈Pathq(x)
fm (x) , (2)
where Pathq(x) is the collection of the node indices along the path from the root to the leaf node q(x).
BoostTree minimizes the following regularized loss function:
L(F ) =
N∑
n=1
ℓ (yn, yˆn) +
M∑
m=1
λmΩ (fm) , (3)
where λm is the regularization coefficient of fm. The second term above penalizes the complexity of the BoostTree
to reduce over-fitting.
Different loss functions ℓ can be used to deal with regression and classification problems. For the ease of
optimization, we require ℓ to be convex and differentiable.
In general, the objective function in (3) cannot be optimized directly. Inspired by LMT and GBM, BoostTree
is inducted in an additive manner. Assume a tree with T (T ≥ 2) leaves have been generated after T−1 iterations.
Then, there areM = 2T − 2 nodes, excluding the root. We can rewrite (3) as:
L(F ) =
T∑
t=1
LeafLosst +
2T−2∑
m=1
λmΩ (fm) , (4)
where
LeafLosst =
∑
n∈It
ℓ
[
yn,
∑
m∈Patht
fm(xn)
]
, (5)
It = {n|q(xn) = t}, (6)
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i.e., It is the set of all training samples belonging to Leaf t. LeafLosst measures the impurity score of Leaf t. In
each iteration, the leaf with the highest impurity score is selected to be split. Then, a greedy learning scheme is
used to add branches to that leaf.
Let Im be the set of all training samples belonging to nodem to be split. After the split, Im is divided into two
subsets: IL (of the left node) and IR (of the right node). Let fL and fR be the linear models of the left and the
right nodes trained separately using IL and IR, respectively. Then, the reduction of the loss in equation (3) is:
δL =
∑
n∈Im
ℓ[yn, FIm(xn)]−
∑
n∈IL
ℓ[yn, FI(xn) + fL(xn)]
−
∑
n∈IR
l[yn, FI(xn) + fR(xn)]− λLΩ(fL)− λRΩ(fR), (7)
where
FIm(xn) =
∑
i∈Pathm
fi(x) (8)
is the ensemble of the models along the path from the root node to node m, and λL (λR) represents the regular-
ization coefficient of fL (fR) trained in the left (right) child node. The splitting algorithm of BoostTree is shown
in Supplementary Algorithm 2, where the subfunction FitModel assumes different forms according to different
learning tasks, as shown in Supplementary Algorithms 3-5. We use gradient boosting to train the linear models
for fL and fR in both regression and classification.
BoostTree for regression For regression problems, we use
ℓ(yn, yˆn) = (yn − yˆn)2, (9)
and linear fm(x):
fm(x) = w
T
mx+ bm, m = 1, . . . ,M (10)
where wm ∈ RD×1 is a vector of the regression coefficients, and bm is the intercept.
The loss function for them-th node is:
L(fm) =
∑
n∈Im
ℓ[yn, FIm(xn) + fm(xn)] + λm‖wm‖22. (11)
In each iteration, GBM fits the pseudo-response y˜n = yn − FI(xn), which is the residual between the true value
and the prediction, to minimize the above loss.
A real-world dataset may contain outliers. To increase the robustness of BoostTree, we (optionally) filter out
samples whose absolute values are larger than the 95% quantile of the absolute values of the pseudo-responses.
Supplementary Algorithm 3 shows the details.
BoostTree for binary classification In classification tasks, a BoostTree is built using a LogitBoost-like al-
gorithm, which iteratively updates the logistic linear models F (x) by adding a new model fm(x) to F (x). We
perform a Newton update to fit the linear model at each node.
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For binary classification problems, we use the cross entropy loss:
ℓ(yn, yˆn) =− yn log[sigmod(yˆn)] (12)
− (1− yn) log[1− sigmod(yˆn)],
where
sigmod(yˆn) =
1
1 + e−yˆn
. (13)
fm(x) is again linear, as in equation (10). The loss function for the m-th node can still be expressed by equa-
tion (11).
To improve the robustness of BoostTree to outliers, we (optionally) filter out samples whose weights are
smaller than 5% quantile of all weights, limit the minimum value of weights to 2ǫ (ǫ is the machine epsilon), and
clip the value of the pseudo-response y˜ to:
Clip(y˜) =
{
ymax, y˜ > ymax
−ymax, y˜ < −ymax
, (14)
where ymax ∈ [2, 4] (according to Friedman et al.28). ymax = 4 was used in our experiments.
Supplementary Algorithm 4 shows the details of BoostTree for binary classification.
BoostTree for J-class (J > 2) classification For J-class classification, we use
ℓ(yn, yˆn) = −
J∑
j=1
yj log[softmaxj(yˆn)], (15)
where yn = [y
1
n, y
2
n, ..., y
J
n ]
T ∈ RJ×1 is the one-hot encoding label vector, yˆn = [yˆ1n, yˆ2n, ..., yˆJn ]T ∈ RJ×1 is the
estimated one-hot encoding label vector, and
softmaxj(yˆn) =
eyˆ
j
n∑J
i=1 e
yˆin
(16)
is the estimated probability of Class j for an input xn.
fm(x) becomes a set of linear models {f 1m(x), f 2m(x), · · · , fJm(x)}, where f jm(x) is used to calculate the
output for Class j.
The loss function for them-th node then becomes:
L(fm) =
∑
n∈Im
ℓ[yn, FI(xn) + fm(xn)] +
J∑
j=1
λm‖wjm‖22, (17)
where fm =
{
f 1m, f
2
m, · · · , fJm
}
is a set of linear models,wjm is the coefficient vector of f
j
m.
Supplementary Algorithm 5 shows the details of BoostTree for J-class (J > 2) classification.
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BoostForest Two techniques are used in random forest to improve the diversity of each tree, and hence to
reduce overfitting: 1) Bagging, i.e., each tree is trained with a bootstrap replica drawn from the original training
set; and, 2) feature sub-sampling, i.e., for each node of the tree, a subset of k features is randomly selected from
the complete feature set, then an optimal feature is selected from the subset to split the node. k is usually set to
ceil(
√
D) or ceil(log2D + 1). In this way, the computational cost of training a base learner is greatly reduced.
BoostForest integrates multiple BoostTrees into a forest. It does not require cross-validation to select the
parameters for each BoostTree. We simply put all possible parameter values into a parameter pool, from which
each BoostTree randomly selects its parameters, i.e., the minimum number of samples at a leaf Nmin, and the
regularization coefficient λ. This increases the diversity of BoostTrees.
Supplementary Algorithm 6 shows the details of training a BoostForest.
Implementation details A real-world dataset may include both numerical features and categorical features. We
use one-hot encoding to convert categorical features to numerical ones. This increases the feature dimensionality,
which leads to higher risk of over-fitting, and higher computational cost. In BoostForest, the numerical features
converted from categorical features are only considered in splitting the nodes, but not in training the linear models
for the nodes.
Another trick to reduce the computational cost is to reduce the number of calls to FitModel. For each numerical
feature, we first find its minimum and maximum, and extract 100 evenly spaced values between them. Let Ns be
the total number of possible values of all features at a node (e.g., Ns = 100 × 5 = 500 if there are 5 numerical
features). Then, we randomly select ceil(
√
Ns) splits to find the optimal split.
The loss function of BoostTree-ELM is the same as the original BoostTree’s loss function, because the ob-
jective functions of ELM and ridge regression are the same. The loss function of BoostTree-SVR needs to be
modified according to the loss function of SVR. We set λm in (3) to
1
2Cm
, where Cm is the regularization coeffi-
cient of them-th SVR model. Then, the loss function in (3) can be rewritten as:
L(F ) =
N∑
n=1
ℓ (yn, yˆn) +
M∑
m=1
1
2Cm
Ω (fm) , (18)
and (7) can be rewritten as:
δL =
∑
n∈Im
ℓ[yn, FIm(xn)]−
∑
n∈IL
ℓ[yn, FI(xn) + fL(xn)]
−
∑
n∈IR
l[yn, FI(xn) + fR(xn)]− 1
2CL
Ω(fL)
− 1
2CR
Ω(fR), (19)
where CL (CR) is the regularization coefficient of SVR trained in the left (right) child node.
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Table 1: The 30 UCI Machine Learning Repository datasets used in our experiments.
Task Dataset Abbreviation #Samples #Features #Classes
Sonar SON 208 60 2
Seeds SEE 210 7 3
Qualitative Bankruptcy QB 250 6 2
Vertebral Column-2 VC2 310 6 2
Vertebral Column-3 VC3 310 6 3
Musk Version 1 MV1 476 166 2
Breast Cancer Diagnosis BCD 569 30 2
Classification Indian Liver Patient ILP 583 11 2
Blood Donations BD 748 4 2
Pima Indians Diabetes PID 768 8 2
Vehicle Silhouettes VS 846 18 4
QSAR Biodegradation QSAR 1,055 41 2
Diabetic Retinopathy Debrecen DRD 1,151 19 2
Banknote Authentication BA 1,372 4 2
Waveform Database Generator WDG 5,000 21 3
Concrete Slump CS 103 7
Concrete Flow CF 103 7
autoMPG AMPG 392 7
Real Estate Valuation REV 414 6
NO2 NO 500 7
PM10 PM 500 7
Boston Housing BH 506 13
Regression CPS CPS 534 11
Concrete Compressive Strength CCS 1,030 8
Airfoil Self-Noise ASN 1,503 5
Abalone Data Set ADS 4,177 10
Wine Quality White WQW 4,898 11
Air Quality AQ 9,357 8
Combined Cycle Power Plant CCPP 9,568 4
Electrical Grid Stability Simulated EGSS 10,000 12
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Table 2: Parameter settings for RandomForest, ExtraTrees, XGBoost and LightGBM. More de-
tails about the parameters for RandomForest and ExtraTrees can be found at https://scikit-
learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html. More details about the
parameters for XGBoost and LightGBM can be found at https://xgboost.readthedocs.io/en/latest/parameter.html.
Parameter
RandomForest XGBoost
Extra-Trees LightGBM
nEstimators (number of trees) {80, 100, 120} {80, 100, 120}
minSamplesLeaf (minmum number of samples at a leaf node) [5, 15]
η (learning rate) {0.01, 0.1, 0.2}
γ (minimum loss reduction required to further split a leaf node) {0.25, 0.5, 1}
α (L1 regularization coefficient on weights) {0.1, 0.5, 1}
λ (L2 regularization coefficient on weights) {0.1, 0.5, 1}
subsample (subsample ratio of the training samples) {0.8, 1}
colsample (subsample ratio of columns) {0.8, 1}
maxDepth (maximum depth of a tree) {4, 5, 6}
minChildWeight (minimum sum of sample weight needed in a child)
{0.5, 1, 3} (classification)
{5, 10, 15} (regression)
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Table 3: Performances of the five ensemble learning approaches on the 30 datasets. The best performance is
marked in bold. • indicates statistically significant win for BoostForest.
Dataset RandomForest Extra-Trees XGBoost LightGBM BoostForest
Mean and standard deviation (in parenthesis) of the classification accuracy
SON 0.769 (0.038)• 0.763 (0.034)• 0.810 (0.035) 0.795 (0.037) 0.820 (0.023)
SEE 0.896 (0.027)• 0.904 (0.028)• 0.910 (0.023)• 0.908 (0.025)• 0.946 (0.022)
QB 0.990 (0.011) 0.996 (0.004) 0.990 (0.010) 0.988 (0.011) 0.995 (0.005)
VC2 0.831 (0.021)• 0.754 (0.079)• 0.829 (0.029)• 0.837 (0.026)• 0.854 (0.026)
VC3 0.830 (0.026) 0.754 (0.044)• 0.825 (0.030) 0.837 (0.024) 0.841 (0.024)
MV1 0.803 (0.043)• 0.820 (0.037)• 0.821 (0.038)• 0.810 (0.031)• 0.854 (0.023)
BCD 0.944 (0.011)• 0.949 (0.010)• 0.960 (0.008)• 0.954 (0.013)• 0.973 (0.008)
ILP 0.697 (0.013) 0.706 (0.019) 0.691 (0.010) 0.708 (0.014) 0.703 (0.019)
BD 0.783 (0.009) 0.766 (0.009)• 0.775 (0.017)• 0.769 (0.008)• 0.787 (0.009)
PID 0.759 (0.014) 0.744 (0.013)• 0.746 (0.018)• 0.747 (0.014)• 0.765 (0.009)
VS 0.728 (0.021)• 0.724 (0.017)• 0.763 (0.019)• 0.748 (0.023)• 0.822 (0.014)
QSAR 0.852 (0.012)• 0.852 (0.016)• 0.862 (0.009)• 0.858 (0.007)• 0.881 (0.007)
DRD 0.659 (0.011)• 0.668 (0.015)• 0.676 (0.015)• 0.664 (0.009)• 0.737 (0.009)
BA 0.985 (0.008)• 0.995 (0.003)• 0.991 (0.008)• 0.991 (0.006)• 1.000 (0.000)
WDG 0.847 (0.005)• 0.855 (0.005)• 0.851 (0.006)• 0.850 (0.007)• 0.864 (0.007)
Average accuracy 0.825 0.817 0.833 0.831 0.855
Average rank 4.000 3.867 2.867 3.067 1.200
Mean and standard deviation (in parenthesis) of the regression RMSE
CS 0.621 (0.103)• 0.608 (0.088)• 0.479 (0.069)• 0.524 (0.084)• 0.307 (0.024)
CF 0.826 (0.104)• 0.810 (0.128) 0.791 (0.069) 0.830 (0.110)• 0.748 (0.058)
AMPG 0.375 (0.019)• 0.376 (0.018)• 0.381 (0.020)• 0.386 (0.022)• 0.356 (0.016)
REV 0.564 (0.072) 0.574 (0.076) 0.575 (0.067) 0.575 (0.071) 0.564 (0.074)
NO 0.667 (0.037)• 0.692 (0.040)• 0.653 (0.034) 0.660 (0.033) 0.647 (0.036)
PM 0.830 (0.093) 0.851 (0.085) 0.785 (0.061) 0.798 (0.078) 0.829 (0.075)
BH 0.443 (0.063)• 0.419 (0.071)• 0.396 (0.054) 0.436 (0.057)• 0.378 (0.066)
CPS 0.882 (0.135) 0.901 (0.137) 0.897 (0.125) 0.886 (0.137) 0.879 (0.141)
CCS 0.382 (0.019) 0.388 (0.014) 0.327 (0.022) 0.356 (0.025) 0.373 (0.021)
ASN 0.400 (0.023)• 0.418 (0.026)• 0.314 (0.015) 0.390 (0.015)• 0.309 (0.016)
ADS 0.671 (0.024)• 0.675 (0.026)• 0.674 (0.025)• 0.676 (0.023)• 0.661 (0.027)
WQW 0.762 (0.028)• 0.760 (0.026)• 0.779 (0.020)• 0.776 (0.025)• 0.744 (0.019)
AQ 0.005 (0.002)• 0.008 (0.002)• 0.014 (0.002)• 0.014 (0.002)• 0.002 (0.001)
CCPP 0.214 (0.004)• 0.220 (0.004)• 0.207 (0.004)• 0.221 (0.004)• 0.205 (0.004)
EGSS 0.347 (0.007)• 0.335 (0.005)• 0.250 (0.003)• 0.264 (0.003)• 0.236 (0.004)
Average RMSE 0.533 0.536 0.501 0.519 0.483
Average rank 3.333 3.867 2.667 3.733 1.333
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Table 4: Mean and standard deviation (in parenthesis) of the classification accuracy, when LMT is used to replace
BoostTree in BoostForest. The best performance is marked in bold. • indicates statistically significant win for
LMForest.
Dataset LMT LMForest
SON 0.762 (0.043) 0.786 (0.015)
SEE 0.941 (0.020) 0.932 (0.021)
QB 0.986 (0.013)• 0.995 (0.012)
VC2 0.847 (0.027) 0.845 (0.019)
VC3 0.857 (0.023) 0.857 (0.023)
MV1 0.794 (0.026)• 0.824 (0.023)
BCD 0.967 (0.007) 0.970 (0.008)
ILP 0.706 (0.016) 0.702 (0.022)
BD 0.778 (0.016) 0.787 (0.009)
PID 0.761 (0.019) 0.767 (0.011)
VS 0.792 (0.017) 0.797 (0.013)
QSAR 0.862 (0.010)• 0.874 (0.007)
DRD 0.702 (0.016) 0.715 (0.016)
BA 0.999 (0.002)• 1.000 (0.001)
WDG 0.866 (0.005) 0.865 (0.006)
Average accuracy 0.841 0.848
Average rank 1.667 1.267
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Table 5: Mean and standard deviation (in parenthesis) of the regression RMSE, when M5P is used to replace
BoostTree in BoostForest. The best performance is marked in bold. • indicates statistically significant win for
ModelForest.
Dataset M5P ModelForest
CS 0.384 (0.039)• 0.321 (0.032)
CF 0.782 (0.084)• 0.745 (0.068)
AMPG 0.379 (0.020)• 0.365 (0.018)
REV 0.594 (0.067)• 0.571 (0.066)
NO 0.697 (0.030)• 0.645 (0.036)
PM 0.908 (0.075)• 0.840 (0.078)
BH 0.459 (0.077)• 0.382 (0.053)
CPS 0.871 (0.132) 0.908 (0.128)
CCS 0.398 (0.020) 0.386 (0.019)
ASN 0.495 (0.060)• 0.334 (0.020)
ADS 0.672 (0.029) 0.669 (0.027)
WQW 0.832 (0.021)• 0.747 (0.018)
AQ 0.089 (0.075)• 0.004 (0.001)
CCPP 0.239 (0.003)• 0.213 (0.004)
EGSS 0.373 (0.006)• 0.277 (0.006)
Average RMSE 0.545 0.494
Average rank 1.933 1.067
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Table 6: Performances on the 30 datasets, when CART is used to replace BoostTree in BoostForest. The best
performance is marked in bold. • indicates statistically significant win for CARForest.
Dataset CART CARForest
Mean and standard deviation (in parenthesis) of the classification accuracy
SON 0.707 (0.042)• 0.770 (0.031)
SEE 0.896 (0.025) 0.887 (0.029)
QB 0.984 (0.006) • 0.992 (0.009)
VC2 0.798 (0.029) • 0.833 (0.024)
VC3 0.805 (0.035) • 0.826 (0.030)
MV1 0.737 (0.030) • 0.792 (0.047)
BCD 0.932 (0.017)• 0.948 (0.008)
ILP 0.671 (0.023) • 0.703 (0.016)
BD 0.768 (0.011) • 0.783 (0.008)
PID 0.730 (0.012) • 0.764 (0.016)
VS 0.657 (0.035) • 0.722 (0.014)
QSAR 0.798 (0.014) • 0.837 (0.015)
DRD 0.622 (0.024) • 0.665 (0.018)
BA 0.971 (0.010) • 0.985 (0.009)
WDG 0.756 (0.007) • 0.851 (0.004)
Average accuracy 0.789 0.824
Average rank 1.933 1.067
Mean and standard deviation (in parenthesis) of the regression RMSE
CS 0.672 (0.160) 0.794 (0.125)
CF 0.870 (0.088) • 0.831 (0.091)
AMPG 0.447 (0.010) • 0.407 (0.028)
REV 0.627 (0.070) • 0.575 (0.075)
NO 0.758 (0.037) • 0.700 (0.040)
PM 0.919 (0.089) • 0.854 (0.084)
BH 0.534 (0.074) • 0.487 (0.082)
CPS 0.934 (0.138) • 0.881 (0.147)
CCS 0.491 (0.027) • 0.525 (0.029)
ASN 0.519 (0.023) • 0.458 (0.026)
ADS 0.724 (0.025)• 0.672 (0.026)
WQW 0.856 (0.023) • 0.773 (0.025)
AQ 0.005 (0.002) 0.014 (0.002)
CCPP 0.244 (0.004) • 0.220 (0.004)
EGSS 0.544 (0.006) • 0.402 (0.009)
Average RMSE 0.610 0.573
Average rank 1.800 1.200
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Table 7: Mean and standard deviation (in parenthesis) of the regression RMSE, when ELM is used to replace
ridge regression in BoostTree. The best performance is marked in bold. • indicates statistically significant win
for BoostForest-ELM.
Dataset ELM BoostTree-ELM BoostForest-ELM
CS 0.357 (0.071)• 0.353 (0.082)• 0.304 (0.034)
CF 0.798 (0.094)• 0.847 (0.095)• 0.752 (0.058)
AMPG 0.380 (0.020)• 0.381 (0.021)• 0.352 (0.017)
REV 0.617 (0.078)• 0.606 (0.069)• 0.564 (0.075)
NO 0.714 (0.043)• 0.718 (0.034)• 0.648 (0.036)
PM 0.910 (0.083)• 0.955 (0.075)• 0.839 (0.073)
BH 0.569 (0.093)• 0.440 (0.063)• 0.365 (0.070)
CPS 0.908 (0.132)• 0.918 (0.151)• 0.879 (0.144)
CCS 0.578 (0.047)• 0.448 (0.054)• 0.366 (0.017)
ASN 0.633 (0.029)• 0.438 (0.027)• 0.308 (0.017)
ADS 0.675 (0.023)• 0.678 (0.029)• 0.661 (0.027)
WQW 0.837 (0.022)• 0.823 (0.021)• 0.742 (0.019)
AQ 0.010 (0.002)• 0.005 (0.002)• 0.003 (0.001)
CCPP 0.250 (0.003)• 0.239 (0.004)• 0.205 (0.004)
EGSS 0.553 (0.012)• 0.399 (0.017)• 0.242 (0.005)
Average RMSE 0.586 0.550 0.482
Average rank 2.600 2.400 1.000
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Table 8: Mean and standard deviation (in parenthesis) of the regression RMSE, when SVR is used to replace
ridge regression in BoostTree. The best performance is marked in bold. • indicates statistically significant win
for BoostForest-SVR.
Dataset SVR BoostTree-SVR BoostForest-SVR
CS 0.380 (0.033)• 0.412 (0.065)• 0.337 (0.031)
CF 0.833 (0.119)• 0.887 (0.120)• 0.754 (0.059)
AMPG 0.449 (0.027)• 0.385 (0.024)• 0.357 (0.015)
REV 0.672 (0.084)• 0.604 (0.075)• 0.561 (0.076)
NO 0.723 (0.038)• 0.731 (0.045)• 0.649 (0.034)
PM 0.936 (0.089)• 0.938 (0.076)• 0.835 (0.076)
BH 0.559 (0.065)• 0.507 (0.074)• 0.389 (0.064)
CPS 0.876 (0.133) 0.926 (0.144)• 0.877 (0.142)
CCS 0.641 (0.020)• 0.472 (0.029)• 0.387 (0.015)
ASN 0.703 (0.036)• 0.482 (0.055)• 0.334 (0.018)
ADS 0.698 (0.027)• 0.686 (0.037)• 0.659 (0.027)
WQW 0.855 (0.022)• 0.827 (0.026)• 0.750 (0.020)
AQ 0.054 (0.002)• 0.025 (0.003)• 0.012 (0.001)
CCPP 0.267 (0.003)• 0.242 (0.005)• 0.211 (0.004)
EGSS 0.596 (0.007)• 0.387 (0.012)• 0.243 (0.006)
Average RMSE 0.616 0.567 0.490
Average rank 2.600 2.333 1.067
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Supplementary Information
Algorithm 1: LogitBoost for classification28.
Input: K, the maximum number of iterations;
{xn, yn}Nn=1, N labeled training samples.
Output: The ensemble F (x).
if J == 2 then
Initialize F (x) = 0, wn =
1
N
, and p(xn) =
1
2
, n = 1, 2, . . . , N
for k = 1 : K do
zn =
yn − p (xn)
p (xn) (1− p (xn)) , n = 1, ..., N ;
wn = p (xn) (1− p (xn)), n = 1, ..., N ;
Fit a function fk(x) by weighted least-squares regression, using {xn, zn}Nn=1 and weights
{wn}Nn=1;
F (x)← F (x) + fk(x);
p(xn) =
1
1 + e−F (xn)
, n = 1, ..., N ;
end
else
Initialize Fj(x) = 0, wnj =
1
N
, and pj(xn) =
1
J
, n = 1, 2, . . . , N , j = 1, 2, . . . , J ;
for k = 1 : K do
for j = 1 : J do
znj =
ynj − pj (xn)
pj (xn) (1− pj (xn)) , n = 1, ..., N ;
wnj = pj (xn) (1− pj (xn)), n = 1, ..., N ;
Fit a function fkj(x) by weighted least-squares regression, using {xn, znj}Nn=1 and weights
{wnj}Nn=1;
end
fkj(x)← J − 1
J
[
fkj(x)− 1
J
J∑
i=1
fki(x)
]
;
Fj(x)← Fj(x) + fkj(x);
pj(xn) =
eFj(xn)∑J
i=1 e
Fi(xn)
, n = 1, ..., N ;
end
end
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Algorithm 2: BoostTree using ridge regression as the node function.
Input: Data = {xn, yn}Nn=1, N training samples, where xn ∈ RD;
PoolMinSamplesLeaf , candidate value pool of the minimum number of samples at a leaf;
Poolλ, candidate value pool of the ℓ2 regularization parameter λ;
(optional)MaxNumLeaf , the maximum number of leaves.
Output: A BoostTree.
NumLeaf = 1;
f(x) ≡ 0;
root← {data = Data,model =f, leftChild = None, rightChild = None};
BoostTree← split(root);
split(node){
Let t be the index of the current node;
{xn, yn}n∈I ← node.data;
FI(x)←
∑
m∈Path(t) nodem.model(x);
Randomly select NLmin and N
R
min from PoolMinSamplesLeaf ;
δmaxL = 0;
for d = 1 : D do
Sd = {xn,d|n ∈ I};
for s in Sd do
IL = {n|xn,d ≤ s, n ∈ I};
IR = {n|xn,d > s, n ∈ I};
if |IL| ≥ NLmin and |IR| ≥ NRmin then
Randomly select λL and λR from Poolλ;
fL = FitModel({xn, yn}n∈IL, FI , λL);
fR = FitModel({xn, yn}n∈IR, FI , λR);
Calculate δL in equation (7) using (I, FI , fL, fR, λL, λR);
if δL > δ
max
L
then
δmaxL = δL, d
∗ = d, s∗ = s, λ∗L = λL, λ
∗
R = λR;
end
end
end
end
if δmaxL > 0 then
I∗L = {n|xn,d∗ ≤ s∗, n ∈ I};
I∗R = {n|xn,d∗ > s∗, n ∈ I};
f ∗L = FitModel({xn, yn}n∈I∗L, FI , λ∗L);
f ∗R = FitModel({xn, yn}n∈I∗R, FI , λ∗R);
node.leftChild = {data = {xn, yn}n∈I∗
L
, model = f ∗L, leftChild = None, rightChild = None};
node.rightChild = {data = {xn, yn}n∈I∗
R
, model = f ∗R, leftChild = None, rightChild = None};
NumLeaf = NumLeaf + 1;
if MaxNumLeaf is not supplied, or NumLeaf ≤ MaxNumLeaf then
Calculate the impurity scores of all leaves using equation (5);
Identify node∗, the leaf node with the highest impurity score;
split(node∗);
end
end
}
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Algorithm 3: FitModel for linear regression.
Input: {xn, yn}n∈I , sample set of the current node;
FI , ensemble of the models along the path from the root node to the parent node of the current
node;
λ, the ℓ2 regularization parameter.
Output: Linear regression model fm for the current node.
y˜n = yn − FI(xn), n ∈ I;
q95% = Quantile({|y˜n| | n ∈ I}, 95);
D′ = {(xn, y˜n) | |y˜n| < q95%, n ∈ I};
Fit fm = RidgeRegression(D′, λ) using ridge regression on D′ with regularization parameter λ.
Algorithm 4: FitModel for binary classification.
Input: {xn, yn}n∈I , sample set of the current node;
FI , ensemble of the models along the path from the root node to the parent node of the current
node;
λ, the ℓ2 regularization parameter.
Output: Linear classifier fm for the current node.
p(xn) = sigmod[FI(xn)], n ∈ I;
y˜n =
yn − p(xn)
p(xn)(1− p(xn)) , n ∈ I;
y˜n = Clip(y˜n) in equation (14), n ∈ I;
wn = p(xn)(1− p(xn)), n ∈ I;
q5% = Quantile({wn | n ∈ I}, 5);
D′ = {(xn, y˜n, wn) | wn > q5%, n ∈ I};
Fit fm = WeightedRidgeRegression(D′, λ) using weighted ridge regression on D′ with regularization
parameter λ.
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Algorithm 5: FitModel for J-class (J > 2) classification.
Input: {xn, yn}n∈I , sample set of the current node;
FI , ensemble of the models along the path from the root node to the parent node of the current
node;
λ, the ℓ2 regularization parameter.
Output: The linear classifier set fm for the current node.
Compute pj(xn) = softmax
j(yˆn) in equation (16), n ∈ I , j = 1, ..., J ;
for j = 1 : J do
y˜nj =
ynj − pj(xn)
pj(xn)(1− pj(xn)) , n ∈ I;
y˜nj = Clip(y˜nj) in equation (14), n ∈ I;
wnj = pj(xn)(1− pj(xn)), n ∈ I;
q5% = Quantile({wnj | n ∈ I}, 5);
D′ = {(xn, y˜nj, wnj) | wnj > q5%, n ∈ I};
Fit fj = WeightedRidgeRegression(D′, λ) using weighted ridge regression on D′ with
regularization parameter λ;
end
fj(x)← J − 1
J
[
fj(x)− 1
J
J∑
i=1
fi(x)
]
, j = 1, ..., J ;
fm = {f1, f2, . . . , fJ}.
Algorithm 6: BoostForest training algorithm.
Input: Data = {xn, yn}Nn=1, N training samples, where xn ∈ RD;
NumEstimators, the number of BoostTrees;
PoolMinSamplesLeaf , candidate value pool of the minimum number of samples at a leaf;
Poolλ, candidate value pool of the regularization parameter λ.
Output: A BoostForest
BoostForest = {};
for i = 1 : NumEstimators do
Bootstrap Data′ from Data;
Train BoostTreei on Data
′ using Algorithm 2;
Add BoostTreei to BoostForest;
end
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Algorithm 7: BoostTree-ELM for regression.
Input: Data = {xn, yn}Nn=1, N training samples, where xn ∈ RD;
PoolMinSamplesLeaf , candidate value pool of the minimum number of samples at a leaf;
PoolNumHiddenNodes, candidate value pool of the number of hidden nodes;
Poolλ, candidate value pool of the regularization parameter λ;
(optional)MaxNumLeaf , the maximum number of leaves.
Output: A BoostTree-ELM.
NumLeaf = 1;
f(x) ≡ 0;
root← {data = Data, model =f, leftChild = None, rightChild = None};
BoostTree-ELM← split(root);
split(node){
Let t be the index of the current node;
{xn, yn}n∈I ← node.data;
FI(x)←
∑
m∈Path(t) nodem.model(x);
Randomly select NLmin and N
R
min from PoolMinSamplesLeaf ;
δmaxL = 0;
for d = 1 : D do
Sd = {xn,d|n ∈ I};
for s in Sd do
IL = {n|xn,d ≤ s, n ∈ I};
IR = {n|xn,d > s, n ∈ I};
if |IL| ≥ NLmin and |IR| ≥ NRmin then
Randomly select λL and λR from Poolλ;
Randomly selectML andMR from PoolNumHiddenNodes;
fL = FitModelELM({xn, yn}n∈IL, FI , λL,ML);
fR = FitModelELM({xn, yn}n∈IR, FI , λR,MR);
Calculate δL in equation (7) using (I, FI , fL, fR, λL, λR);
if δL > δ
max
L then
δmaxL = δL, d
∗ = d, s∗ = s, λ∗L = λL, λ
∗
R = λR, M
∗
L = ML, M
∗
R = MR;
end
end
end
end
if δmaxL > 0 then
I∗L = {n|xn,d∗ ≤ s∗, n ∈ I};
I∗R = {n|xn,d∗ > s∗, n ∈ I};
f ∗L = FitModelELM({xn, yn}n∈I∗L, FI , λ∗L, M∗L);
f ∗R = FitModelELM({xn, yn}n∈I∗R, FI , λ∗R, M∗R);
node.leftChild = {data = {xn, yn}n∈I∗
L
, model = f ∗L, leftChild = None, rightChild = None};
node.rightChild = {data = {xn, yn}n∈I∗
R
, model = f ∗R, leftChild = None, rightChild = None};
NumLeaf = NumLeaf + 1;
if MaxNumLeaf is not supplied, or NumLeaf ≤ MaxNumLeaf then
Calculate the impurity scores of all leaves using equation (5);
Identify node∗, the leaf node with the highest impurity score;
split(node∗);
end
end
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Algorithm 8: FitModelELM for regression.
Input: {xn, yn}n∈I , sample set of the current node;
FI , ensemble of the models along the path from the root node to the parent node of the current
node;
λ, the regularization parameter;
M , the number of hidden nodes.
Output: ELM model fm for the current node.
y˜n = yn − FI(xn), n ∈ I;
q95% = Quantile({|y˜n| | n ∈ I}, 95);
D′ = {(xn, y˜n) | |y˜n| < q95%, n ∈ I};
Fit fm = ELM(D′, λ,M) using ELM on D′ with regularization parameter λ andM hidden nodes.
Algorithm 9: BoostForest-ELM for regression.
Input: Data = {xn, yn}Nn=1, N training samples, where xn ∈ RD;
NumEstimators, the number of trees;
PoolMinSamplesLeaf , candidate value pool of the minimum number of samples at a leaf;
PoolNumHiddenNodes, candidate value pool of the number of hidden nodes;
Poolλ, candidate value pool of the regularization parameter λ.
Output: A BoostForest-ELM.
BoostForest-ELM = {};
for i = 1 : NumEstimators do
Bootstrap Data′ from Data;
Train BoostTree-ELMi on Data
′ using Algorithm 7;
Add BoostTree-ELMi to BoostForest-ELM;
end
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Algorithm 10: BoostTree-SVR for regression.
Input: Data = {xn, yn}Nn=1, N training samples, where xn ∈ RD;
PoolMinSamplesLeaf , candidate value pool of the minimum number of samples at a leaf;
PoolC , candidate value pool of the regularization parameter;
Poolǫ, candidate value pool of the slack variable;
(optional)MaxNumLeaf , the maximum number of leaves.
Output: A BoostTree-SVR
NumLeaf = 1;
f(x) ≡ 0;
root← {data = Data, model = f, leftChild = None, rightChild = None};
BoostTree-SVR← split(root);
split(node){
Let t be the index of the current node;
{xn, yn}n∈I ← node.data;
FI(x)←
∑
m∈Path(t) nodem.model(x);
Randomly select NLmin and N
R
min from PoolMinSamplesLeaf ;
δmaxL = 0;
for d = 1 : D do
Sd = {xn,d|n ∈ I};
for s in Sd do
IL = {n|xn,d ≤ s, n ∈ I};
IR = {n|xn,d > s, n ∈ I};
if |IL| ≥ NLmin and |IR| ≥ NRmin then
Randomly select CL and CR from PoolC;
Randomly select ǫL and ǫR from Poolǫ;
fL = FitModelSVR({xn, yn}n∈IL, FI , CL, ǫL);
fR = FitModelSVR({xn, yn}n∈IR, FI , CR, ǫR);
Calculate δL in equation (19) using (I, FI , fL, fR, CL, CR);
if δL > δ
max
L then
δmaxL = δL, d
∗ = d, s∗ = s, λ∗L = λL, λ
∗
R = λR, ǫ
∗
L = ǫL, ǫ
∗
R = ǫR;
end
end
end
end
if δmaxL > 0 then
I∗L = {n|xn,d∗ ≤ s∗, n ∈ I};
I∗R = {n|xn,d∗ > s∗, n ∈ I};
f ∗L = FitModelSVR({xn, yn}n∈I∗L, FI , C∗L, ǫ∗L);
f ∗R = FitModelSVR({xn, yn}n∈I∗R, FI , C∗R, ǫ∗R);
node.leftChild = {data = {xn, yn}n∈I∗
L
, model = f ∗L, leftChild = None, rightChild = None};
node.rightChild = {data = {xn, yn}n∈I∗
R
, model = f ∗R, leftChild = None, rightChild = None};
NumLeaf = NumLeaf + 1;
if MaxNumLeaf is not supplied, or NumLeaf ≤ MaxNumLeaf then
Calculate the impurity scores of all leaves using equation (5);
Identify node∗, the leaf node with the highest impurity score;
split(node∗);
end
end
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Algorithm 11: FitModelSVR for regression.
Input: {xn, yn}n∈I , sample set of the current node;
FI , ensemble of the models along the path from the root node to the parent node of the current
node;
C, the regularization parameter of SVR;
ǫ, the slack variable of SVR.
Output: The SVR model fm for the current node.
y˜n = yn − FI(xn), n ∈ I;
q95% = Quantile({|y˜n| | n ∈ I}, 95);
D′ = {(xn, y˜n) | |y˜n| < q95%, n ∈ I};
Fit fm = SVR(D′, C, ǫ) using SVR on D′.
Algorithm 12: BoostForest-SVR for regression.
Input: Data = {xn, yn}Nn=1, N training samples, where xn ∈ RD;
NumEstimators, the number of trees;
PoolMinSamplesLeaf , candidate value pool of the minimum number of samples at a leaf;
Poolǫ, candidate value pool of the slack variable;
PoolC , candidate value pool of the regularization parameter.
Output: A BoostForest-SVR
BoostForest-SVR = {};
for i = 1 : NumEstimators do
Bootstrap Data′ from Data;
Train BoostTree-SVRi on Data
′ using Algorithm 10;
Add BoostTree-SVRi to BoostForest-SVR;
end
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Figure 2: Average classification accuracies on the 15 classification datasets, with different number of base
learners.
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Figure 3: Average RMSEs on the 15 regression datasets, with different number of base learners.
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Figure 4: Average classification accuracies on the 15 classification datasets, with different maximum number of
leaves.
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Figure 5: Average RMSEs on the 15 regression datasets, with different maximum number of leaves.
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