 We look into internal structures of a production system to assess its performance.  We present a common-weights DEA method for two-stage structures with fuzzy data.  We assess the efficiency of the system and component processes.  The new approach is illustrated through a numerical example.
A C C E P T E D M A N U S C R I P T
Introduction
Performance evaluation has been widely used across many organizations to determine best practices in the market to improve performance and increase efficiency. Often, performance evaluation is known as a means in service operations management in the light of difficulty in defining service standards rather than manufacturing standards.
Data envelopment analysis (DEA) developed by Charnes et al. (1978) is a well-known method that has been widely and successfully used to evaluate organization's performance in the presence of multiple inputs and multiple outputs. One characteristic of the DEA models is the full flexibility in choosing weights, making the evaluated unit appears in its most favourable light. However, it is very often observed biased weight distribution across inputs or outputs in addition to weak discriminatory power which is not acceptable in the widening range of real world applications. Needless to say, controlling factor weights is of paramount importance and consequently the significant literature has been allotted to value judgement approaches. Weight restrictions which reflect the relative importance of different factors are the very popular technique in the DEA model. To assess the performance of a set of decisionmaking units (DMUs), Cook and Seiford (2009) classified DEA models with weight restrictions into five different groups. The first group originated by Dyson and Thanassoulis (1988) and Roll et al. (1991) is referred to as "absolute multiplier restrictions", in which absolute lower and upper bounds are imposed on input and output weights. The second group developed by Charnes et al. (1990) is called "cone ratio restrictions" and its aim is to provide more realistic weights by imposing a set of linear restrictions. The "assurance region" as the third group is a special case of the cone ratio concept initially presented by Thompson et al. (1995) , and is intended to get rid of large differences in the values of weights. The assurance region idea has received a great deal of attention in the last decades from theoretical and practical aspects (see e.g., Khalili et al. (2010) , Cook and Zhu (2011) ). The fourth group firstly suggested by Bessent et al. (1988) is termed "facet models" that utilises the constrained facet analysis to get around the common problem in the multiplier DEA models A C C E P T E D M A N U S C R I P T involving the occurrence of zero weights. As DMUs are projected to the weakly efficient facets, extending facets leads to the removal of weakly efficient projections and create new unobserved DMUs. The fifth group aims at establishing different approaches for producing new unobserved DMUs (see e.g., Thanassoulis and Allen (1998) ).
Let us now focus on absolute multiplier restrictions group. The use of alternative DEA-based models for finding the common set of weights (CSW) and consequently evaluating the firms' efficiencies were initially proposed by Cook et al. (1990) and Roll et al. (1991) , so-called common set of weights approach. The common-weights idea has been leveraged into a series of approaches in the literature (see e.g., Amin and Toloo (2007) , Saati et al. (2012) , and
Hosseinzadeh Lotfi et al. (2013) ; Hatami-Marbini et al. (2015) ). Amin and Toloo (2007) put forward a CSW integrated DEA model to yield the most efficient DMUs. Saati et al.
(2012) developed a two-phase CSW approach using an ideal virtual unit to assess Danish district heating plants. Hosseinzadeh Lotfi et al. (2013) and Hatami-Marbini et al. (2015) proposed two different allocation mechanisms using a CSW approach for allocating and reducing the fixed resources to and from the DMU.
Conventionally, DEA was developed to measure the efficiency of a system as a black box, without looking at its internal structure. However, service and manufacturing operations often consist of a combination of series and parallel processes and it is essential to take the network structure into consideration rather than a black-box system. Recently, network DEA approaches have been widely investigated in the DEA literature and the relational network DEA approach developed by Kao and Hwang (2008) is one of the most appealing and purposive approaches. Kao and Hwang (2008) 's model consisting of two processes connected in series model measures the system and processes efficiencies in tandem, so-called the twostage DEA model, and compellingly the system efficiency is the product of those of the two processes.
While the black-box and network DEA models are attempting to estimate the best practice based upon all precise observations, the uncertainty becomes an indispensable element of real world applications. Generally speaking, there are three continuous streams in the DEA literature to deal with the uncertainty. The first category is known as stochastic DEA approaches which typically entails semi-parametric stochastic frontier analysis (SFA) developed by Land et al. (1993) and chance constrained DEA originated by Olesen and Petersen (1995) . Lately, an exhaustive survey on stochastic DEA approaches has been conducted by Olesen and Petersen (2016) . Interval DEA approaches as the second category was started off by Cooper et al. (1999) to tackle observations that are given in form of
intervals. This category has received special attention due to its simplicity and ease of use from the practical and theoretical standpoints (see, e.g., Hatami-Marbini et al. (2014; Toloo et al. (2018) ). The last category, called fuzzy DEA approaches, is based on fuzzy logic that was initially introduced by Bellman and Zadeh (1970) offering a rich value to standard logic and opens the door to the mathematical setting for coping with vagueness and natural languages. There are many approaches for measuring efficiency in fuzzy environments, and Hatami-Marbini et al. (2011) and Emrouznejad et al. (2014) classified the fuzzy DEA models with black-box structures into six groups: the tolerance approach, the α-level based approach, the fuzzy ranking approach, the possibility and credibility approach, the fuzzy arithmetic, and the fuzzy random/type-2 fuzzy sets (see e.g., Kao and Liu (2000) , Saati et al. (2002) , Ignatius et al. (2016) , Hatami-Marbini et al. (2017a) , and Hatami-Marbini et al. (2017b) ).
Also, a few studies concentrate on the network DEA problems with fuzzy data over recent years (see e.g., Kao and Liu (2011), Liu (2014) , Lozano (2014a) , Lozano (2014b ), Shermeh et al. (2016 , Hatami-Marbini (2017), and ). One pioneering approach -a fuzzy relational two-stage model-was suggested in Kao and Liu (2011) . This approach which is based on Kao and Hwang (2008) 's model calculates the fuzzy efficiency by the use of a pair of two-level mathematical programs developed by Kao and Liu (2000) .
The membership functions of fuzzy efficiencies are constructed as per the lower and upper bounds calculated from a pair of programs for various α-levels. However, Kao and Liu (2011) 's model has two flaws; (i) the model for computing the lower bounds of the system efficiencies is nonlinear that is hard to be solved by a commercial off-the-shelf DEA software package, (ii) when computing the efficiencies for two processes, the non-uniqueness problem may occur.
With this study, we make five main methodological contributions to the DEA literature.
First, we reflect ambiguous and vague input and output data in DEA. Second, we partially fill the gap in the existing literature by viewing the internal structure of production systems.
Third, we propose a common-weights method to compute efficiencies in two-stage structures when the data are represented by fuzzy numbers. The research idea primarily emerges from Kao and Liu (2011) with aim of overcoming the aforesaid flaws observed in Kao and Liu (2011) 's models by proposing this common-weights DEA models. Fourth, the commonweights method includes two successive steps enables us to simply contract the computational complexities. The first step specifies upper bounds on weights using a single linear programming (LP) problem and the second step is extended based on another LP A C C E P T E D M A N U S C R I P T problem to determine the CSW. To best of our knowledge, this is the first attempt to deal with the fuzzy two-stage DEA by pinpointing the CSW. The last contribution is to present a comparative numerical example to demonstrate the advantages and efficacy of the proposed method as well as validating our findings.
The remainder of this paper is outlined as follows: Section 2 presents the basic two-stage DEA model in both deterministic and imprecise environments. Section 3 elaborates the proposed common-weights two-stage DEA model when the data are presented by fuzzy numbers. Section 4 presents an illustrative numerical example taken from Kao and Liu (2012) and the paper is finally summarized and concluded in Section 5.
A Two-stage DEA model
In this section, the deterministic two-stage DEA model developed by Kao and Hwang (2008) is first reviewed and we then introduce its fuzzy version proposed by Kao and Liu (2011) along with delineating our motivations in this study.
Crisp model
Assume that the production structure includes two interconnected processes or stages where the first stage uses resources (inputs) to produce goods and services (outputs) that then become the inputs to the second stage (see Figure 1) enriched with a large number of methods to tackle this certain structure. The existing twostage models can be typically divided into (i) independent approaches, (ii) connected approaches, and (iii) relational approaches. The first category of models measures the efficiencies of the system and all processes independently (see for example Seiford and Zhu (1999) as a seminal study) and the second one introduced by Färe and Grosskopf (2000) makes an attempt to deem interactions between processes in calculating the system efficiency. The last category of models relies on existing mathematical relationships between the system efficiency and the process efficiencies which can be extracted from the mathematical programming models.
Let us here focus on the relational two-stage model developed by Kao and Hwang (2008) .
Under constant returns to scale (CRS) technology, the overall efficiency scores of the two-
stage process under evaluation, denoted by subscript o, can be calculated by the following formulation:
where i v , d w and r u are the weights (shadow prices) assigned to the i th input and d th intermediate product, r th output. The above model aims to maximize the efficiency of the evaluated DMU as a whole subject to satisfying a set of constraints associated with the system and two processes. We point out the constraints
≤ 1 ( = 1,2, … , ) are redundant and its removal cannot affect the optimal objective function value of model (1).
Thus, model (1) is equivalent to the following LP problem:
On optimality ( * , * , * ), the system and process efficiencies of the DMU being evaluated are calculated as
= 1 − 2 * where 1 * and 2 * are the slack variables associated with the first and second process constraints. In effect, 1 * and 2 * indicate the amount of inefficiency that are distributed between two stages. Obviously, the system efficiency is the product of process efficiencies,
i.e., * = 1 * × 2 * . So, the production system is called efficient if all its processes are efficient. Though it is likely to observe no efficient DMU, we do not find it disturbing because the main intention of efficiency measurement is to pinpoint the source of inefficiency and, then to take appropriate actions.
Imprecise model and our research motivations
All data in the conventional two-stage models are assumed to be precise. However, realworld problems inherently include imprecision and uncertainty. Kao and Liu (2011) was the first to represent the fuzzy observations in relational two-stage models and show that the system efficiency is still related to the process efficiencies under a fuzzy environment.
An LR fuzzy number ̃ is a fuzzy subset of real numbers in the universe of discourse X with a continuous, convex and normalized membership function ̃( ) that is defined below:
where [m, n] is the mean of ̃, and are the left and right spreads, and L and R are left-and right-shape functions, respectively. The LR fuzzy number ̃ can be denoted by ( , , , ) . It is painless to be converted a precise number into an LR fuzzy number with one value in the domain. Thus, we presume that all observations are characterized by fuzzy numbers with the aim of simplifying the notations. In this respect, one can express the inputs, outputs and intermediate measures of each DMU by the fuzzy numbers as ̃,̃, and ̃, respectively, and its resulting efficiency should take the form of a fuzzy number with a certain membership function ̃. By exploiting Zadeh's extension principle (Zimmermann, 1996) , one can calculate ̃ of fuzzy efficiency using the following equation:
where ( , , ) is a mathematical programming model defined via model (2), and , and are variables to be specified. The above equation can be expressed as the following program:
Since the existing methods are unable to solve the above model, the two-level mathematical program of Kao and Liu (2000) is employed to determine the fuzzy efficiencies. The -levels of ̃, ̃, and ̃ are represented as
, respectively. Hence, it is in need of seeking the lower and upper bounds of -levels of ̃ to attain the membership function ̃( ) in a way that ( ) γ = max{ |̃( ) ≥ γ} and ( ) γ = min{ |̃( ) ≥ γ}. Although the two-level programs are developed by Kao and Liu (2011) to calculate the upper and lower bounds of the system efficiency for different γ-levels, it is essential to convert these program into onelevel ones. Regarding the upper bound of the system efficiency, since both inner and outer programs are maximized, the following one-level mathematical model can be formulated:
, , ≥ 0, = 1,2, … , ; = 1,2 … , ; = 1,2, … , .
Though the above model is nonlinear thanks to the terms , it can turn out to be linear by dint of the variable substitutions. After solving model (6) for a given γ-level, one can obtain * , * , * and * which enable us to calculate the upper bound of the first and second fuzzy process efficiencies as
, respectively in a way
Dissimilarly, the lower bound of the system efficiency cannot be transformed into the LP program because the inner and outer programs have opposite directions for optimization. To deal with the problem, Kao and Liu (2011) use the duality theorem and the inner program is substituted with its dual with the aim of making the minimization programs for both the inner and outer programs. As a result of such concerted effort, Kao and Liu (2011) arrive at the following nonlinear program (NLP): Furthermore, Kao and Liu (2011) take the shadow prices of model (7) , respectively, where
At present, let us draw attention to a number of drawbacks of Kao and Liu (2011) 's approach.
First, it might be hard and complicated from a computational perspective to gain the lower bounds of the system efficiencies, especially for real-world problems with excessive observations, because model (7) is nonlinear. Second, when multiple solutions occur in models (6) and (7), the interval efficiencies of two processes may not be unique and this issue would lead to confusion about actual measures in performance evaluation. The last flaw occurs when the NLP solvers are not able to yield the shadow prices for model (7). Our motivation for this study is derived from the interest in tackling these drawbacks by developing an enhanced assessment method, which is capable of seeking the common weights for inputs, outputs and intermediate products.
Common-weights two-stage DEA model with fuzzy data
As mentioned in the earlier section, the aim of the fuzzy two-stage DEA model is to allow each DMU to adopt the full weight flexibility that sets itself in the most favourable light against the other units. However, solving a pair of mathematical models for each DMU is not only beneficial from computation perspective, but also leads to the different sets of weights that normally have high variance. Inspired by Saati and Memariani (2005) , we present a common-weights method for two-stage structures that allow us to equitably evaluate the system efficiency and the component process efficiencies on the same scale. As a matter of fact, the common-weights method is a special case of weight restrictions when inter-unit weight flexibility is completely eliminated. The existing common-weights methods are
generally compliant with two principles; it is first essential to ensure that the CSW is set out to be within the weight intervals, and the second one states that the CSW is able to precisely reflect the components of each DMU to a large extent, that is, at least one DMU turns out to be 100% efficient using the CSW.
Assume that the inputs, outputs and intermediate measures of the j th DMU are characterized by the fuzzy numbers as ̃, = 1,2, … , , = 1,2, … , , ̃, = 1,2, … , , = 1,2, … , and ̃, = 1,2, … , , = 1,2, … , , respectively. Imposing absolute lower and upper bounds on input and output weights, the fuzzy two-stage DEA model is then given by:
Our common-weights method includes two steps; the first step aims at determining an upper bound on each weight using a LP problem, and the second step intends to determine the CSW using a LP problem where additional constraints are permitted on each factor weight.
First step
The following mathematical model is formulated to obtain the upper bounds on all the output weights:
, . ∑= 1 ≤ 1, = 1,2, … , , 
where , = 1,2, … , , presents the upper bound associated with the r th output weights. The objective of the above model is to maximize each output weight under a given production possibility set. Without loss of generality, let ̃= ( , , ), = 1,2, … , , = 1,2, … , , ̃= ( , , ), = 1,2, … , , = 1,2, … , and ̃= ( , , ), = 1,2, … , , = 1,2, … , are the triangular fuzzy numbers that have been widely used in Luhandjula (1989) for an overview).
As earlier mentioned, the fuzzy DEA models by way of FLP problems can be classified into six groups: the tolerance approach, the -level based approach, the fuzzy ranking approach, the possibility and credibility approach, the fuzzy arithmetic, and the fuzzy random/type-2 fuzzy sets ( (11) is bounded and positive.
Proof. Let us look into the dual of model (11) 
Given that each DMU has at least one positive output, i.e. > , we can show that there (11) is always positive. ■ Similarly, theorems (1) and (2) can be employed to the corresponding models for computing the upper bounds on input weights and intermediate measure weights.
Second step
Let us consider the algorithm in turn for determining a CSW. The existing common-weights methods are developed based on the two principles; (i) it needs to make sure that the CSW lies within the weight intervals, and (ii) the CSW is capable of accurately reveal the components of each DMU in a way that at least one DMU is technically efficient. In some real-life applications, prior preference and knowledge of decision-makers on any factors are not accessible. In such case, the central values across all the weights are an easy-to-use and yet powerful approach to generate a CSW and rigidly control the flexibility in the selection of weights even in the case of the fuzzy two-stage DEA models. This idea was initially formulated by Roll and Golany (1993) 
where Q is a virtual variable that lies within [0, 0.5]. In the case of Q=0.5, all weights ideally take the centre of their bounded intervals. In other words, the increase in Q from 0 to 0.5 tightens the range of each weight. It is worth noting that the optimal objective value of model (13) cannot take a value greater than 0.5 since this leads to a contradiction to our earlier assumption on bounded intervals for weights. Because of unknown bounds on weights, model (11) is a NLP problem. To linearise model (11), we hence suppose the lower bounds of factor weights take a zero value, and the upper bounds of weights are calculated in the first step that is delineated in the previous subsection. The resulting fuzzy LP program is simplified as follows:
.
when ̃, ̃ and ̃ are represented by fuzzy numbers, the aforesaid γ-level based method can be accommodated to reach the following crisp programming model:
̅ , ̅ , ̅ ≥ 0, = 1,2, … , ; = 1,2, … , ; = 1,2, … , ; = 1,2, … , .
Note that, for a certain -level, , and are the optimal objective values of those models developed in Step 1. The optimal solution of the above model, i.e., * , * and * , is the CSW for a given -level, which is used to find the fuzzy system efficiency and fuzzy process efficiencies. In this respect, the upper bound of system and process efficiencies of DMUo is defined as
where ( ) γ =
( 1 ) γ × ( 2 ) γ and its respective lower bound is in turn defined as ( ) =
where ( ) γ = ( 1 ) γ × ( 2 ) γ . Contrary to Kao and Liu (2011) 's method, we think of the similar factor weights to calculate the upper and lower bounds of efficiencies, which would be more rational from the managerial perspective, rather than utilizing different weights. Put differently, unconstrained factor weights in Kao and Liu (2011) 's method might lead to biased weight distribution across factors which are usually unaccepted from decision-makers, especially in centralised organisations. Not surprisingly, we still observe the relational mathematical relationships between the system efficiency and the process efficiencies. Figure 2 sums up the proposed procedure in this study using three structured successive phases.
A comparative numerical example
In this section, we analyse the performance of 24 non-life insurance companies in Taiwan imprecision to some appropriate extent. The data taken from Kao and Liu (2011) is shown in Table 1 . Note that a fuzzy number in Table 1 that is by way of ( , , ) can be written as ( , , ) where = − and = − . Let us define 11 -levels {0, 0.1, 0.2,…,1} from the outset with the aim of evaluating 24 insurance companies. Solving the proposed model in the first step, we obtain the optimal input weights 1 * and 2 * , intermediate measures weights 1 * and 2 * , and output weights 1 * and 2 * as reported in Table 2 . As can been spotted in Table 3 . Note that S, P1, and P2 are
indicated system, Process 1 and Process 2, respectively. Contrary to (Kao and Liu, 2011, Kao and Liu (2011) with eight efficient companies in Process 1 (DMU 19) and three efficient companies in Process 2 is significantly improved to one efficient company in Process 1 and one efficient company in Process 2 (DMU 22). The performance evaluation literally lies within two extremes of the continuum with respect to the value of -levels. When = 1, the bounded data turns out to be one value and consequently the deterministic case occurs. That is to say that at = 1 the upper and lower bounds of efficiency scores are identical (see the last column of Table 3 ). Oppositely, at = 0 it is supposed to appear efficiency scores within the widest range for each unit. The membership functions of the fuzzy system and process efficiencies can be determined by using the lower and upper bounds at different -levels. Figure 3 shows the membership functions associated with the fuzzy system and process efficiencies for DMU6. To increase the precision of the membership functions, one unavoidably needs to define more -levels, leading to a higher calculation burden.
The relationship between the upper (lower) bound of the system efficiency and the upper (lower) of the two process efficiencies is observed at all -levels. For instance, let us consider DMU 6 at = 0.3. The product of the lower bound efficiencies of Process 1 (0.575) and Process 2 (0.365) is equal to the system efficiency (0.21), and the analogous relationship can be seen in its upper bounds. i.e. 0.626×0.387=0.242.
Let us observe the results in the case of = 1 as reported in the last column of Table 2 . As per the system and process efficiencies, the insurance companies can be ranked and indicated in bold. DMU24 is known as the worst system efficiency among the companies. The prime question arises from the management team: what are the sources of inefficiency in order to make appropriate actions? To answer this vital question, it is need to look into the performance of two decompositions; (1) premium acquisition and (2) profit generation.
According to our findings, its inefficiency primarily stems from Process 2, showing that this company has the weakest performance in generating profit in comparison with other companies. However, DMU24's performance is very effective in Process 1 by taking the second largest efficiency among all 24 companies. Therefore, this method enables the decision makers to be aware of the core of inefficiency sources in order to take appropriate actions.
Conclusions
Having minutely gone through production systems in the real-world applications, we observe many situations where a system consists of two entwined processed in series. Contrary to tradition black-box structures, we need to attend to intermediate products when evaluating the performance of entities. Although the inherent uncertainty can be characterised by fuzzy numbers to reflect the decision-makers' subjective judgements, the complexity of the problem increases and it is awkward to fairly measure the relative efficiencies.
This paper makes an attempt to extend the fuzzy two-stage DEA approach proposed by Kao and Liu (2011) since their method suffers from two major flaws; firstly, the model for calculating the lower bound of the system efficiency is nonlinear and secondly, the interval efficiencies of two processes may not be unique in the light of multiple solutions. Dealing with these flaws incites us to develop a common-weights method for two-stage structures in a fuzzy environment. The proposed approach is twofold; the first step calculates the upper bounds on weights associated with inputs, intermediate measures and outputs and the second step determines a set of common weights by a LP problem. We illustrate the approach with a dataset taken from the literature.
The framework proposed in this paper could lend itself to real-world problems where the primary and/or secondary data collected contain vague and natural languages. For future study, it would be also compelling to develop other structures of production systems in the presence of fuzzy data. 
Phase 1
Identify imprecise inputs, outputs and intermediate measures
Step 1 1. Calculate the upper bounds on weights associated with outputs, , for a given γ-level 2. Calculate the upper bounds on weights associated with input, ,for a given γ-level 3. Calculate the upper bounds on weights associated with intermediate measures, , for a given γ-level
Step 2 Obtain the CSW, * , * , * , using model (15) for a given γ-level with respect to upper bounds on weights calculated in Step 1
Phase 2
Phase 3
1. Calculate the upper bound of system and process efficiencies using the CSW for a given γ-level 2. Calculate the lower bound of system and process efficiencies using the CSW for a given γ-level A C C E P T E D M A N U S C R I P T 
