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1. INTRODUCTION 
In the general theory of the solution of two-point boundary-aabe problems 
associated with linear differential equations, the existence question can be 
easily settled for several common situations (see [l], [2] for example). The 
uniqueness of solutions, however, usually necessitates more subtle considera- 
tions regarding the possible existence of eigenfunctions for the related 
homogeneous problem. On the other hand, it is well known that the 
uniqueness of solutions of initial-value problems follows quite readily under 
appropriate assumptions, the proof of this fact often being based upon 
alternate formulations of such problems as Volterra integral equations. 
In this paper we exploit the possibility of representing the two-point 
boundary-value problem as a pseudo initial-value problem, and hence as an 
equivalent pseudo Volterra integral equation. This permits us to derive 
necessary and sufficient conditions (NASC) for uniqueness of solutions of 
the given problem in terms of the resolvent kernel associated with this 
integral equation. For specific sets of boundary conditions the NASC become 
particularly simple and practical for application. 
Although the approach taken herein is generally valid for the nth-order 
problem, for simplicity of expression we restrict attention to the case n = 2, 
and consider the equation 
[PC4 e41’ + 4c4 44 = 44 (1) 
on 0 < x < 1. Here the prime denotes differentiation, and to avoid 
unnecessary complication it is assumed that all functions are real-valued, 
Y is integrable, p’ and 4 are continuous, and P(X) > 0. 
Our paper is organized as follows: in Section 2 we recall certain necessary 
facts regarding Volterra integral equations and the Fredholm identities. 
The analysis as applied to the second-order equation (1) with “regular” 
or “impedance” boundary conditions is then detailed in Section 3, and the 
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special Dirichlet and Neumann cases are discussed. Two simple yet illus- 
trative examples are treated in Section 4, while the final portion of the 
paper contains a fundamental application of these results to singular 
perturbation theory. 
2. PRELIMINARIES 
The general linear Volterra integral equation of the second kind for 
0 < X, y < 1 can be written as 
44 = f(4 + jz Q, Y) U(Y) dY3 (2) 
0 
where the Volterra kernel K(x, y) satisfies the condition 
K(x, y) f 0 if y > x. 
If f and K are square-integrable, then (2) always possesses a unique L2 
solution U(X) given by 
In this expression R(x, y) is the “resolvent kernel” associated with the 
given Volterra kernel K(x, y). 
Since the Picard process of successive approximation converges, the 
resolvent kernel R may be written in terms of the iterates of K (see [3], 
for example). Alternatively R may be regarded as the unique solution to 
the integral equations 
R(x, y) = K(x, y) + jz K(x, z) R(z, y) dz 
II 
(4) 
= W, Y) + j’ Rh, 4 0, Y) dz. 
II 
These latter relations (4) are the well-known Fredholm Identities, expressed 
in the form appropriate for Volterra kernels. 
3. PRINCIPAL RESULTS 
Equation (1) may be integrated twice to yield, after rearrangement, 
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If we assume for the moment that u(0) and u’(0) are known, then (5) is an 
initial value problem in the form of the Volterra equation (2), where 
.fW = 40) + W~P(O) j: EPW’ dz + 11 y(Y) ja MW dz dr (6) Y 
and 
K(x, y) = --q(y) j’ NW1 dir. II (7) 
The “solution” to this problem may be expressed, as in (3), in terms of 
the resolvent kernel R(x, y) associated with K. 
Before displaying this “solution” it is worth noting that, in view of the 
second of the Fredholm identities (4) we have 
R(x, Y> ___ = - 1 j; [p(z)]-l dz + j; R(x, t) j: [p(z)]-1 dz dt\. 
4(Y) 
(8) 
The R.H.S. of this relation will occur in a subsequent expression and be 
replaced there by the quotient R/q. Note especially then that this quotient 
is meaningful even at zeros of the denominator q(y). 
Substituting (6) into (3) and rearranging we obtain 
+ u’(O) P(O) 1 j; bGW dz + jr R(x, Y) j: bW1 dz 4’1 
+ j= ret> [j: [Pb)l-’ dz + j; R(x, y) j; [P(Z)]-’ dz dy] dt, 
0 
or, using (8), 
U(X) = u(O) 11 + j+,” R&y) dy/ - u’(“)p$;)R(x’ ” 
- jr Y(Y) [$$q dY* (9) 
From Eq. (9) we proceed to derive the desired results concerning the 
uniqueness of solutions of the linear two-point boundary value problem 
associated with (1). 
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3.1. General Boundary Conditions 
We take the boundary conditions coupled with equation (1) to be 
“regular” (or of the “impedance” type), i.e., 
where 
( mllma2 - mlamal) Al) = (wh - wd P(O). 
Since linearity has been assumed throughout, the uniqueness of solutions 
of (1) satisfying these conditions is entirely dependent then upon the 
nonexistence of nontrivial solutions of the related homogeneous problem. In 
view of the analysis above, moreover, this latter question is equivalent to 
the following: Under what conditions are we assured that nontrivial functions 
of the form 
u(x) = u(O) 11 + jr R(x, y) dy 1 - “(O) ‘$,R’” ‘) (11) 
cannot satisfy the boundary conditions (10) with a = /I = O? 
To settle this point, we need to recognize that (11) implies 
u’(x) = u(O) /R(x, x) + j; R,(x, y) dy j - u’(“)pf;o~(x’ ‘) , 
which, on account of the first of the Fredholm identities (4) and the definition 
(7), can be re-expressed as 
u’(x) = - 4W’(W j” d4 [ 1 + j: +, Y) dy] dx 
0 
Hence, 
with 
+ u’(O)p(O)[p(x)]-l 11 + jr +)$’ ‘) dzl. 
28’(l) = c%(O) + M(O) 
C = -Ml)l-l j: ~(4 [l + j: +, Y) dr] dz, 
D = p(O)[p(l)]-l 11 + j: 9(z)qF$,’ ‘) d+ 
Similarly, from (1 l), 
u(l) = Au(O) + Bu’(O), 
(12) 
(134 
(144 
(13b) 
409/22/2-I I 
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where 
COCHFL~N 
A 5% 11 + J“ R(l,y) &I, 
0 
B ~ __ P(O) R(L 0) 
(14b) 
4(O) * 
With the definitions (13a, b), (14a, b) we are now in a position to state the 
following theorem in a concise manner: 
THEOREM 1. The boundary-value problem (1) with the regular boundary 
conditions (10) has a unique solution ;f and only if (~3) the determinant 
ml1 + AnIl + Cal2 7n12 + %, + Dal2 
1n21 + An,, + Cn2, m22 + Bn21 + Dn2, 
is nonvanishing. 
In view of the definitions (14) this theorem gives NASC for the uniqueness 
of solutions of the problem under consideration in terms of the resolvent 
kernel R associated with the Volterra kernel K given by (7). The sufficiency 
follows readily from the substitution of the relations (13) into the homo- 
geneous version of (10) and noting the implication u(O) = u’(0) = 0. The 
necessity should be equally clear from the discussion preceding equation (11). 
3.2. Dirichlet Conditions 
If m,, = m22 = nr2 = n22 = 0 and (m11n21 - n11m2J f 0 in (IO), we 
have a Dirichlet problem. In this case Theorem 1 gives rise to the particularly 
simple 
COROLLARY 1. The Dirichlet problem associated with (I) has a unique 
solution ifJ 
w # 0. 
It is interesting to note that if [R(l, 0)/q(O)] = 0, Eq. (9) implies that 
the nonhomogeneous equation (1) with homogeneous Dirichlet boundary 
conditions has a solution only if 
[ r(y) [w] dy = 0. (15) 
Since it can be easily shown that R( I, x)/q(x) (which is proportional to 
R(x, 0)/q(O) in this case) is the only nontrivial solution of the homogeneous 
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problem adjoint to (1) under the above assumptions, Eq. (15) may be 
recognized as the usual criterion necessary for the existence of solutions 
when nonuniqueness prevails (see [2], p. 294, for example). 
3.3. Neumann Conditions 
In the case of a Neumann problem we have m,, = ma1 = n,, = nal = 0 
and (m12n22 - %,,m,,) # 0 in (10). Theorem 1 thus reduces to 
COROLLARY 2. The Neumann problem associated with (1) has a unique 
solution zff 
1: q(x) [ 1 + j-’ R(x, Y> dy] dx # 0. 
0 
4. ILLUSTRATIVE EXAMPLES 
(a) As a first example let us consider the following elementary Neumann 
problem: 
u”(x) + h%(x) = r(x) O<X<l 
u’(0) = 0 
u’(l) = 0. 
We seek to determine those values of the parameter X for which this problem 
has a unique solution. Here 
qx, y) = 1 --“y - y) 
Successive approximation then shows that 
R&k&y) = --)r i (-l);$~+-I;“‘n+l = --A sin[h(x - y)]. 
n=o 
Applying Corollary 2 we find, as expected, that uniqueness will occur iff 
h sin h # 0, 
i.e., iff h is not an integral multiple of 7. 
(b) The equation 
(xu’)’ + h%xl = 7 O<X<l (16) 
does not strictly satisfy our original hypotheses since p(x) = x vanishes at 
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the left-hand endpoint of the fundamental interval. Nevertheless, let us 
proceed formally. 
The Volterra kernel associated with (16) is given by 
--h2y Wxir) 
my)=/ o 
x3y 
Y > x, 
and it can be shown that this kernel leads to the resolvent 
my) = ;~2Yuoox) Y”‘o(AY) - JOCAY) ~0@41~ 
where J,, and Y,, are the zero-order Bessel functions of the first and second 
kind, respectively. Corollary 1 then suggests that uniqueness of solutions 
to the Dirichlet problem for the above equation will not occur if 
; [Jo(W Yo(hY) - JoG!Y) yrJwl~=I = 09 u=o 
i.e., if h is such that 
This, of course, may be recognized as the usual eigenvalue condition for 
the problem posed. 
As the above two examples tend to indicate, the application of the 
theoretical results embodied in Theorem 1 is equivalent, in many simple 
cases, to the utilization of the more standard series techniques for eigenvalue 
determination. For more complex situations, however, such is not the case, 
and our earlier results provide a new and useful approach, as is demonstrated, 
for example, in the next section. 
5. AN APPLICATION TO SINGULAR PERTURBATION THEORY 
Let us consider the Dirichlet boundary value problem P, associated with 
the differential equation 
Ed + a(x) u’ + b(x) 24 = c(x, c) (17) 
on 0 < x < 1, where E is taken to be a small positive parameter. In the 
study of the behavior of solutions of P, as E -+ 0 we are often led to examine 
how well these solutions may be represented asymptotically by approximate 
solutions obtained through the use of various formal techniques (see, for 
instance, [4], [5]). The final stage in a successful comparison actually 
depends upon the existence of a unique solution of a boundary value problem 
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for the “remainder terms.” This boundary value problem consists of an 
equation similar in form to (17) and appropriate homogeneous boundary 
conditions. Its solution must remain bounded independently of E for all X, 
0 < x < 1, and all z sufficiently small. With typical assumptions on the 
coefficients a, b, and c, the work of the previous sections is applicable to 
this singular perturbation problem. 
To be precise, although less smoothness will suffice, let the coefficients 
appearing in (17) be continuous functions of x on the interval [0, l] with 
c bounded independently of E and U(X) satisfying 0 < S < U(X). Moreover, 
without loss of generality, we let u vanish for both x = 0 and x = 1. The 
function V(X, .E) (the “remainder term”), which is the difference between 
the solution U(X, G) of P, and an ‘appropriate’ approximating solution, then 
can be shown to satisfy an equation of precisely the same form as (17). 
Making the association with our earlier notation we have 
P(x) = exp [i j: a(t) dt], 
q(x) = 44f44 
E ’ 
y(x) = 4x, 4 P(X) 
e ’ 
and 
qx, y) = - w -/:exp [-f,:a(t)dt]ds. 
E 
Since 0 < 6 < a(x), it can be shown that 
W%Y) = -P(YMY)l + w for x > y. 
The resolvent kernel R(x, y) corresponding to K can then be naturally 
separated into 
where the first term is the resolvent associated with -[b(y)/@)] and RI 
is also such that Rl(x, y) = O(E) for x > y. 
Corollary 1 now implies that 
THEOREM 2. For each su$kiently small E > 0, there exists u unique 
solution of (17) satisfying ~(0, c) = u( 1, c) = 0, where 0 < 6 < u(x).* 
* It might be noted that, if b <lO in [0, 11, the “maximum principle” is all that is 
actually needed for the uniqueness-of u. 
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Since c(x, E) is bounded as a function of E it is a simple matter to show 
using (9) that this solution is bounded as E + 0, and hence the difference 
function V(X, 6) for our perturbation problem must have the same desired 
behavior. 
The convenient use of the resolvent kernel in this application simplifies 
an equivalent argument appearing in [5]. Somewhat related techniques 
based upon integral equation methods and useful in more general situations 
are discussed in [6] and [7]. 
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