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Algorithms exist to flnd Liouvillian solutions of second order homogeneous linear difier-
ential equations (Kovacic, 1986, Singer and Ulmer, 1993b). In this paper, we show how,
by carefully combining the techniques of those algorithms, one can flnd the Liouvillian
solutions of an irreducible second order linear difierential equation by computing only
rational solutions of some associated linear difierential equations. The result is an easy-
to-implement simplifled version of the Kovacic algorithm, based as much as possible on
the computation of rational solutions of linear difierential equations.
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1. Difierential Galois Theory
The material presented in this section is well known and has been included to make the
exposition self contained. We refer to Kaplansky (1976), Kolchin (1948), Singer (1990)
for further details about this section.
1.1. introduction
A difierential fleld (k; –) is a fleld k together with a derivation – on k. We also write y(n)
instead of –n(y) and y0; y00; : : : for –(y); –2(y); : : :. The fleld of constants fc 2 k j c0 = 0g is
denoted C. Unless otherwise stated, a difierential equation L(y) = 0 over k always means
an ordinary homogeneous linear difierential equation
L(y) = y(n) + an¡1y(n¡1) + ¢ ¢ ¢+ a1y0 + a0y = 0 (ai 2 k):
In the following we will look at solutions of L(y) = 0 in a difierential fleld extension of
k. A difierential fleld extension of (k; –) is a difierential fleld (K;¢) such that K is a
fleld extension of k and ¢ is an extension of the derivation – of k to a derivation on K.
The difierential Galois group G(K=k) of a difierential fleld extension K of k is the set
of k-automorphisms of K which commute with the derivation of K. There is a unique
way to extend the derivation of k to an algebraic extension of k making any algebraic
extension of k into a difierential extension.
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Definition 1.1. A difierential fleld extension (K;¢) of (k; –) is called a Liouvillian
extension if there is a tower of flelds
k = K0 ‰ K1 ‰ ¢ ¢ ¢ ‰ Km = K;
where Ki+1 is a simple fleld extension Ki(·i) of Ki, such that one of the following holds:
(i) ·i is algebraic over Ki, or
(ii) – (·i) 2 Ki (extension by an integral), or
(iii) – (·i) =·i 2 Ki (extension by the exponential of an integral).
A solution of L(y) = 0 which is contained in:
(i) k, the coe–cient fleld, will be called a rational solution,
(ii) an algebraic extension of k will be called an algebraic solution,
(iii) a Liouvillian extension of k will be called a Liouvillian solution
A solution z of L(y) = 0 is called exponentialy if z0=z is in the coe–cient fleld k. In the
following we will have to compute rational and exponential solutions of L(y) = 0. For
this reason we always assume that k is a difierential fleld over which such solutions can
be computed (e.g. (C(x); ddx )). The computation of an exponential solution is usually
much more di–cult than the computation of a rational solution.
For k = C(x) and a difierential equation L(y) = 0 with coe–cients in k, an algorithm
to compute
(i) rational solutions is given in Liouville (1833). More recent algorithms for more
general coe–cient flelds are presented in Bronstein (1992), Singer (1991);
(ii) algebraic solutions of a second order equation L(y) = 0 is given in Fuchs (1878)
and in P¶epin (1881). The study of the third order case is started in Jordan (1878),
a general algorithm was given by Boulanger and Singer, cf. Singer (1979);
(iii) Liouvillian solution of a second order equation is given in Kovacic (1986). A general
procedure for equations of arbitrary order is presented in Singer (1981). The third
order case is treated in Singer and Ulmer (1993b).
Definition 1.2. Let L(y) = 0 be a homogeneous linear difierential equation of order
n with coe–cients in k. A difierential fleld extension K of k is called a Picard{Vessiot
extension (PVE) of k for L(y) = 0 if
(i) K = khy1; : : : ; yni, the difierential fleld extension of k generated by y1; : : : ; yn where
fy1; : : : ; yng is a fundamental set of solutions of L(y) = 0.
(ii) K and k have the same fleld of constants.
A PVE extension plays the role of a splitting fleld for L(y) = 0. A PVE exists and is
unique up to difierential isomorphisms if the fleld of constants of k is algebraically closed
of characteristic 0 (Kaplansky, 1976, p. 21 and Kolchin, 1948). In the sequel we will always
assume that the coe–cient fleld is algebraically closed of characteristic 0. By deflnition the
difierential Galois group G(L) of L(y) = 0 is the difierential Galois group of K=k, where
y Note that the exponential solutions of L(y) = 0 do not form a ring.
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K is a PVE of k for L(y) = 0. If we choose a fundamental set of solutions fy1; y2; : : : ; yng
of the equation L(y) = 0, then for each ¾ 2 G(L) we get ¾(yi) =
Pn
j=1 cijyj , where
cij 2 C. This gives a faithful representation of G(L) as a subgroup of GL(n; C). Difierent
choices of bases fy1; y2; : : : ; yng give equivalent representations. In the sequel we always
consider this equivalence class of representations as the representation (module) of G(L).
In fact, G(L) is a linear algebraic subgroup of GL(n; C) (Kolchin, 1948; Kovacic, 1986).
We can limit our considerations to difierential equations with G(L) µ SL(n; C):
Theorem 1.1. (Kaplansky, p. 41) The difierential Galois group of a difierential equa-
tion of the form
L(y) = y(n) + an¡1y(n¡1) + ¢ ¢ ¢+ a1y0 + a0y = 0 (ai 2 k) (1.1)
is a unimodular group (i.e. G(L) µ SL(n; C)) if and only if 9W 2 k, such that
W 0=W = an¡1.
In particular for a difierential equation of the form
L(y) = y(n) + an¡2y(n¡2) + ¢ ¢ ¢+ a1y0 + a0y = 0 (1.2)
we have G(L) µ SL(n; C). Using the variable transformation y = z ¢ e
¡
¡
R
an¡1
n
¢
it is al-
ways possible to transform a given difierential equation L(y) into an equation eL(y) of the
form (1.2) without altering the Liouvillian character of the solutions. This transforma-
tion is always performed in Kovacic (1986). The algorithm presented in this paper works
independently of this particular form and avoids unnecessary transformations.
1.2. properties of the differential Galois group
Properties of the equation L(y) = 0 are re°ected by properties of the group G(L). To
the equation (1) we associate a linear difierential operator:
p(–) = an–n + an¡1–(n¡1) + ¢ ¢ ¢+ a0:
The set of difierential operators forms a ring k[–] where multiplication is deflned by
–a = a– + –(a). The ring k[–] is a right and left euclidian ring in which a right (resp.
left) least common multiple of difierential operators can be computed (Ore, 1933). The
factorization of difierential operators in k[–] is not unique but, as shown in Kolchin (1948),
Singer (1990), or Singer (1996), we have:
Theorem 1.2. The linear difierential equation L(y)
(i) factors as a linear difierential operator, if and only if G(L) µ GL(n; C) is a reducible
linear group.
(ii) is the least common left multiple of irreducible operators if and only if G(L) µ
GL(n; C) is a completely reducible linear group.
Another property of L(y) = 0 that can be characterized by a property of G(L) is the
solvability in terms of Liouvillian solutions. Note that if a second order equation has a
Liouvillian solution, then another Liouvillian solution can be found using the d’Alembert
reduction method. Thus a second order equation has either no Liouvillian solutions or
only Liouvillian solutions.
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Theorem 1.3. (Kolchin, 1948) A difierential equation L(y) = 0 with coe–cients in
k has only Liouvillian solutions over k if and only if the component of the identity G(L)–
of G(L) in the Zariski topology is solvable. In this case L(y) = 0 has a solution whose
logarithmic derivative is algebraic over k.
If G(L)– is solvable, then it can be put simultaneously in triangular form (Lie{Kolchin
Theorem, Kolchin, 1948) and thus has a common eigenvector z. In particular z0=z is in
the flxed fleld of G(L)– and thus, using the Galois correspondence, algebraic over k of
degree at most [G(L) : G(L)–] < 1. In Singer (1981), it is shown that the algebraic
degree of the logarithmic derivative z01=z1 of a particular solution z1 can be bounded
independently of the equation L(y) = 0 (Singer, 1981; Ulmer, 1992). To compute the
coe–cients of the minimal polynomial of u1 = z01=z1 one notes that all conjugates ui of
u1 under G(L) are also logarithmic derivatives of solutions zi, the minimal polynomial
P (u) of u1 can be written as
P (u) =
mY
i=1
µ
u¡ –(zi)
zi
¶
(1.3)
= um ¡ – (
Qm
i=1 zi)Qm
i=1 zi
um¡1 + ¢ ¢ ¢+ (¡1)m
mY
i=1
–(zi)
zi
: (1.4)
In particular, the coe–cient of um¡1 is the negative logarithmic derivative of a product
of m solutions of L(y) = 0. It is possible (Singer, 1979) to construct a difierential equation
whose solutions are the products of length m of solutions of L(y) = 0:
Definition 1.3. Let L(y) = 0 be a homogeneous linear difierential equation of order
n and let fy1; : : : ; yng be a fundamental system of solutions. The difierential equation
L°s m(y) whose solution space is generated by the monomials of degree m in y1; ¢ ¢ ¢ ; yn is
called the mth symmetric powery of L(y) = 0.
To construct the equation L°s m(y) one starts with Y =
Qm
i=1 zi, where zi are arbitrary
solutions of L(y) = 0. Taking derivatives of Y and replacing derivatives of order ‚ m
of the zi on the right-hand side by lower order derivatives using L(y) = 0 gives a linear
difierential equation for Y of order at most
¡
n+m¡1
n¡1
¢
(Singer and Ulmer, 1993a). The
group G(L) operates on the solutions space of L°s m(y) in a natural way which gives
another representation of G(L).
From (1.4) we get that the coe–cient of um¡1 in the minimal polynomial P (u) is the
negative logarithmic derivative of an exponential solution of L°s m(y).
Example. Let L(y) = y00 +
3
16x2
y and k = C(x). This equation has a solution whose
logarithmic derivative is a solution of
P (u) = u2 ¡ 1
x
u+
3
16x2
:
y One of the referees proposed the following equivalent deflnition. The difierential equation corre-
sponds to a difierential module M together with a cyclic element e such that Le = 0 and L has minimal
order with respect to this property. Let Sm(M) denote the mth symmetric power of M (Lang, 1984,
p. 586). The minimal equation L°s m(y) of the element e›¢ ¢ ¢› e 2 Sm(M) is called the mth symmetric
power of L. Note that e› ¢ ¢ ¢ › e is not always cyclic.
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The coe–cient of u is the negative logarithmic derivative of the solution y = x of
L°s 2(y) = y000 +
3
4x2
y0 ¡ 3
4x3
y = 0:
In this case the exponential solution is even rational. ƒ
In general the order of L°s m(y) can be less than
¡
n+m¡1
n¡1
¢
. For second order equations,
the order is always m+ 1 (Singer and Ulmer, 1993a, Lemma 3.5) and the solution space
of L°s m(y) is isomorphic to the mth symmetric power Sm(V ) (Lang, 1984, p. 586) of
the solution space V of L(y) = 0. In particular the character ´m of the representation
of G(L) on the solution space of L°s m(y) is the symmetrization of the character ´ of
the representation of G(L) on the solution space of L(y) = 0. For flnite groups one can
compute ´m from ´ (Singer and Ulmer, 1993a).
Definition 1.4. (see, e.g., Sturmfels, 1993) Let V be a C-vector space, call fy1;
: : : ; yng a basis for V , and let G µ GL(V ) be a linear group. Deflne an action of g 2
G on C[y1; : : : ; yn] by g ¢ (p(y1; : : : ; yn)) = p (g(y1); : : : ; g(yn)). A polynomial with the
property that
8g 2 G; g (p(y1; : : : ; yn)) = ˆp(g) ¢ (p(y1; : : : ; yn)) ; with ˆp(g) 2 C
is called a semi-invariant of G. If 8g 2 G we have ˆp(g) = 1, then p(y1; : : : ; yn) is called
an invariant of G.
Clearly, ˆp must be a character of degree one. In the above deflnition the y1; : : : yn are
independent variables. If we evaluate a polynomial p(y1; : : : ; yn) by replacing the variables
by the elements of a fundamental set of solutions of L(y) = 0, we get a function of the
PVE associated to L(y) = 0. By difierential Galois theory, since an invariant I of degree
m of G(L) is left flxed by G(L), it must evaluate to a rational solution of L°s m(y) = 0.
In this paper we will identify the invariants with this rational solution and by computing
an invariant we always mean computing the corresponding rational solution. Similarly a
semi-invariant of degree m evaluates to an exponential solution of L°s m(y) = 0 and thus,
if it is not 0, to a right factor of order one of L°s m(y).
If L(y) = 0 is a second order equation, then any semi-invariant S of degree m of G(L)
is a non-trivial exponential solution of L°s m(y) = 0. To this semi-invariant corresponds a
character of degree 1 in the decomposition of ´m (the character of the representation of
G(L) on the solution space of L°s m(y)). For flnite groups, the existence of a non-trivial
semi-invariant of degree m can be deduced from the existence of a character of degree 1
in the decomposition of ´m into irreducible characters.
Using this terminology, we see from (1.4) that the coe–cient of um¡1 in P (u) is a
semi-invariant of degree m of G(L). In Section 2, we will show that to any semi-invariant
of G(L) corresponds a unique polynomial P (u) whose irreducible factors are all minimal
polynomials of logarithmic derivatives of some solutions of L(y) = 0.
Example. Let L(y) = y00 + 316x2 y and k = C(x). we choose the two exponential solutions
y1 = e
R
1
4x = x
1
4 ; y2 = e
R
3
4x = x
3
4
as a basis of the solution space of L(y) = 0. A PVE of k for L(y) = 0 is the algebraic
extension C(x)(x 14 ) and G(L) is cyclic of order 4. The group G(L) is an abelian group
and has four characters of degree one: the trivial character 1, a character ˆ1;1 of order 2
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(i.e. (ˆ1;1)
2 = 1) and two characters ˆ1;2 and ˆ1;3 of order 4. In the basis fy1; y2g, the
group G(L) is generated by: µ
i 0
0 ¡i
¶
:
From the above form we get that ´ = ˆ1;2 + ˆ1;3 and thus that G(L) has two linearly
independent semi-invariants S1;1 = x
1
4 and S1;2 = x
3
4 of degree one corresponding to
the characters ˆ1;2 and ˆ1;3 . To the logarithmic derivatives of S1;1 and S1;2 correspond
two minimal polynomials
¡
u¡ 14x
¢
and
¡
u¡ 34x
¢
of logarithmic derivatives ui = y0i=yi of
solutions of L(y) = 0.
A basis of the solution space of L°s 2(y) = 0 (cf. previous Example) is given by:
(y1)
2 = x
1
2 ; y1y2 = x; (y2)
2 = x ¢ x 12 :
In the basis f(y1)2 ; y1y2; (y2)2g, the group G
¡
L°s 2
¢
is generated by:0@ ¡1 0 00 1 0
0 0 ¡1
1A:
From the above form we get that ´2 = 1 + 2ˆ1;1 and thus that G(L) has an invariant
I2 = y1y2 = x of degree 2 and two linearly independent semi-invariants S2;1 = y21 =
x
1
2 and S2;2 = y22 = x ¢ x
1
2 of degree 2 corresponding both to the character ˆ1;1. To
the logarithmic derivative 1x of I2 corresponds the polynomial
¡
u2 ¡ 1xu+ 316x2
¢
. This
polynomial is not irreducible, but is the product of the above polynomials of degree
one corresponding to ˆ1;2 and ˆ1;3. We will show in this paper that this factorization
corresponds to the factorization I2 = S1;1 ¢ S1;2. ƒ
Since exponential solutions (semi-invariants) are usually more di–cult to compute
than rational solutions (invariants), we want to compute whenever possible the minimal
polynomials corresponding to rational solutions (invariants) and, if necessary, factor the
corresponding polynomial P (u). In particular we will show that for irreducible second
order equations this will always be possible.
1.3. second order equation
Let L(y) = y00 + a1y0 + a0y be a second order equation with coe–cients in k and
unimodular Galois group G(L) ‰ SL(2; C). The logarithmic derivatives of the solutions are
precisely the solutions of the associated Riccati equation Ri(u) := u0+a0 +a1u+u2 = 0.
The possible groups G(L) are the linear algebraic subgroups of SL(2; C) which can be
classifled, up to conjugacy, as follows (Kovacic, 1986):
(i) The reducible but non-reductive groups, where a non-trivial G(L)-invariant sub-
space has no complementary G(L)-invariant subspace.
(ii) The diagonal linear algebraic subgroups of SL(2; C).
(iii) The imprimitive subgroups of SL(2; C) which are up to conjugacy:
(a) The flnite groups DSL2n of order 4n (central extensions of the dihedral groups
Dn) and generated by:µ
e…i=n 0
0 e¡…i=n
¶
and
µ
0 i
i 0
¶
:
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(b) The inflnite group:
D1 =
‰µ
a 0
0 a¡1
¶
;
µ
0 ¡a
a¡1 0
¶¾
where a 2 C⁄:
(iv) The primitive flnite subgroups of SL(2; C) which are isomorphic to either the tetra-
hedral, the octahedral or the icosahedral group; we denote them respectively ASL24 ,
SSL24 and A
SL2
5 . A deflnition for these groups is given in Kovacic (1986) or Singer
and Ulmer (1993b).
(v) The group SL(2; C).
In order to bound the degree of an algebraic solution of Ri(u) = 0, we compute
a maximal subgroup Hz having a common eigenvector z, i.e. a reducible subgroup of
G(L) µ SL(2; C). The group Hz is the stabilizer of z0=z and thus, if the index [G(L) : Hz]
is flnite, the minimal polynomial of z0=z will be of degree [G(L) : Hz].
Lemma 1.5. Let H be a flnite reducible subgroup of SL(2; C) which is not contained in
the center Z (SL(2; C)) of SL(2; C). Then H is cyclic and there exists up to multiples a
unique basis in which H is a diagonal subgroup of SL(2; C).
Proof. Since H is flnite, Maschke’s theorem shows that any invariant subspace has a
complementary invariant subspace. Thus, we can put the elements of H simultaneously
in diagonal form. Since H ‰ SL(2; C) the diagonal entries will be given by characters ´
and ´¡1. Therefore the map h 2 H 7! ´(h) is an isomorphism of H onto a flnite (and
therefore cyclic) subgroup of C. The result now follows from the linear independence of
characters (Lang, 1984). 2
Lemma 1.6. Let L(y) = 0 be an irreducible second order equation over k whose difieren-
tial Galois group G(L) is a flnite unimodular group. Let Z(G(L)) be the center of G(L).
Then, the number of irreducible minimal polynomials of degree m < [G(L) : Z(G(L))] of
algebraic solutions of the Riccati equation Ri(u) = 0 is equal to 2=m times the number
of maximal cyclic subgroups (i.e. not contained in a larger cyclic subgroup) of index m
of G(L). In particular, this number is always flnite. All other solutions of the Riccati
equation are algebraic of degree [G(L) : Z(G(L))].
Proof. Let w be an algebraic solution of Ri(u). The degree m of the minimum polyno-
mial of w equals the index [G(L) : H1] of the stabilizer H1 = StabG(L)(w) of w in G(L).
Note that StabG(L)(w) always contains Z(G(L)). If m < [G(L) : Z(G(L))] then, by the
above Lemma, H1 is a non-central cyclic group having up to multiples a unique basis
fy1; y2g in which it is a diagonal group.
Denote z1 the solution of L(y) = 0 such that z01=z1 = w. Then z1 spans an H1-invariant
subspace, which by Maschke’s Theorem has a complementary subspace spanned by some
solution z2. Since H1 is also diagonal in the basis fz1; z2g, z1 must be a multiple of
y1 or y2, say y1. The cyclic group H1 cannot be contained in a larger cyclic subgroup
of G(L): from Lemma 1.5 such a group would also be diagonal in the (up to multiples
unique) basis fy1; y2g and thus would be contained in H1, the stabilizer of w = y01=y1. In
particular H1 is also the stabilizer of y02=y2 which must be algebraic of the same degree
as y01=y1.
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It follows that the stabilizer of any algebraic solution of degree m < [G(L) : Z(G(L))]
of Ri(u) = 0 is a maximal cyclic subgroup, and each maximal cyclic subgroup of index
m < [G(L) : Z(G(L))] is the stabilizer of exactly two algebraic solutions of degree m of
Ri(u) = 0. If there are N maximal cyclic subgroups of index m < [G(L) : Z(G(L))], there
are exactly 2N solutions of Ri(u) = 0 which are algebraic of degree m, and we must have
exactly 2N=m minimum polynomials of degree m for these solutions. 2
Using for example the group theory system Cayley one gets:
Corollary 1.7. Let L(y) = 0 be a second order equation over k. For the possible min-
imal polynomials of the algebraic solutions of the Riccati equation we get:
† If G(L) »= DSL22 (quaternion group), there are exactly three minimal polynomials of
degree 2 and all the others are of degree 4.
† If G(L) »= ASL24 (tetrahedral group), there are exactly two minimal polynomials of
degree 4, one of degree 6, and all the others are of degree 12.
† If G(L) »= SSL24 (octahedral group), there is exactly one minimal polynomial of
degree 6, one of degree 8, one of degree 12, and all the others are of degree 24.
† If G(L) »= ASL25 (icosahedral group), there is exactly one minimal polynomial of
degree 12, one of degree 20, one of degree 30, and all the others are of degree 60.
This gives a partial proof of the following theorem which is the basis of the Kovacic
algorithm:
Theorem 1.4. (Kovacic, 1986) Let L(y) = 0 be a second order linear difierential
equation with G(L) µ SL(2; C).
(i) G(L) is a reducible linear group if and only if the difierential operator associated to
L(y) factors. In this case L(y) = 0 has an exponential solution.
(ii) If the previous case does not hold, then G(L) is an imprimitive linear group if and
only if L(y) = 0 has a solution whose logarithmic derivative is algebraic of degree 2.
(iii) If the previous cases do not hold, then G(L) is a primitive flnite linear group if and
only if L(y) = 0 has a solution whose logarithmic derivative is algebraic of degree 4,
6 or 12.
(iv) If the previous cases do not hold, then G(L) = SL(2; C) and L(y) = 0 has no
Liouvillian solution.
In the above result only the minimal degrees of an algebraic logarithmic derivative is
mentioned. In this paper, in order to use invariants instead of semi-invariants, we will
consider also other solutions, whose minimal polynomial is of higher degree.
2. Algebraic Solutions of the Riccati and Semi-invariants
Let L(y) = y00 + a1y0 + a0y be a second order equation with coe–cients in k, and
Ri(u) = u0+a0 +a1u+u2 = 0 be the associated Riccati equation. We saw in Section 1.2
that, in order to compute a Liouvillian solution of L(y) = 0, one can compute the minimal
polynomial P (u) = um + bm¡1um¡1 + ¢ ¢ ¢+ b0 of an algebraic solution of Ri(u) = 0. The
main reason for the e–ciency of the Kovacic algorithm is the fact that, for k = C(x) and
       
Note on Kovacic’s Algorithm 187
a1 = 0, the coe–cients of P (u) are given by a linear recurrence from the knowledge of
bm¡1 (Kovacic, 1986; Duval and Loday-Richaud, 1992). In this section we give a proof
of this fact without assuming that G(L) is unimodular or that k = C(x). The proof also
applies to reducible polynomials, which will be fundamental to our approach.
A difierential extension kfug of k by a difierential variable u is obtained by adjoining
to k a variable u and new variables ui for the ith derivative of u. A derivation ¢ on
kfug is deflned by ¢(a) = –(a) for a 2 k and ¢(u) = u1 which we also denote by u0,
¢2(u) = u2; : : :. Note that one can also consider u as a usual variable and that we have
k[u] ‰ kfug which will result in some abuse of notation in what follows. Also note that
¢ is not a derivation on k[u] and that in the following we will consider simultaneously
difierent derivations among which some are derivations on k[u] and some are not.
Definition 2.1. Let P 2 k[u] and D be a derivation on k[u]. A polynomial P is called
special for D if P divides D (P ) in k[u].
The special polynomials exist in wider contexts (Weil, 1994, and references therein).
Lemma 2.2. If P1; P2 2 k[u] are special for a derivation D on k[u], then P1P2 is special
for D. Conversely, if P is special for D, then all its factors are special for D.
Proof. If D(P1) = Q1P1 and D(P2) = Q2P2 with Q1; Q2 2 k[u], then D(P1P2) =
D(P1)P2 + P1D(P2) = (Q1 +Q2)P1P2.
Conversely, suppose that D(P ) = Q ¢P with Q 2 k[u]. If P = Pn1 P2 where P1 is prime
and P1 and P2 are relatively prime, then D(P ) = QPn1 P2 = nP
n¡1
1 D(P1)P2 +P
n
1 D(P2).
Since Pn1 divides both sides and P1 is prime with P2, P1 must divide D(P1). Similarly P2
must divides D(P2). By induction it follows that all irreducible factors of P are special.
2
Using the following two derivations on k[u]:
@k
ˆ
mX
i=0
biu
i
!
=
mX
i=0
–(bi)ui
@
@u
ˆ
mX
i=0
biu
i
!
=
mX
i=0
ibiu
i¡1:
We deflne a derivation DL;k on k[u] by:
DL;k (P (u)) = @k (P (u))¡ (a0 + a1u+ u2) @
@u
(P (u)):
The derivative of a polynomial P (u) =
Pm
i=0 biu
i 2 k[u] ‰ kfug by ¢ can now be
written:
¢ (P (u)) = @k (P (u)) + u0
@P
@u
(u)
= @k (P (u))¡ (a0 + a1u+ u2)@P
@u
(u) +
¡
u0 + u2 + a0 + a1u
¢ @P
@u
(u)
= DL;k (P (u)) + Ri(u) ¢ @P
@u
(u):
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Lemma 2.3. If K is a difierential fleld extension of k and P (u) 2 k[u] is special for
DL;K , then P (u) is special for DL;k
Proof. Since P 2 k[u] and –(k) ‰ k, we have that DL;K(P ) = DL;k(P ) is in k[u]. If P
divides DL;k(P ) over K[u], then, by the uniqueness of the euclidian division, P divides
DL;k(P ) over k[u]. 2
Lemma 2.4. (Weil, 1994) All zeroes of P 2 k[u] are solutions of the Riccati equation
if and only if P is special for DL;k.
Proof. Suppose that P is special and pick any irreducible factor P1 which must again
be special (Lemma 2.2). Since P1 divides DL;k(P1), we have that P1(v) = 0 implies
DL;k(P1)(v) = 0. Since P1 is prime, it can not divide @@u (P1). From
¢ (P1(u)) = DL;k (P1) (u) + Ri(u) ¢
µ
@
@u
P1
¶
(u); (2.1)
we flnally get that if P1(v) = 0, then Ri(v) = 0. Since any zero of P is a zero of an
irreducible factor, the result follows.
Conversely, suppose that all zeroes of P (u) are zeroes of Ri(u). Pick an irreducible
factor P1(u) of P (u); then, reasoning as above, we get from (2.1) that, since Ri(u) = 0,
all zeroes of P1 are zeroes of DL;k(P1) and thus that P1 is special. Since all irreducible
factors of P (u) are special for DL;k, P (u) is special for DL;k (Lemma 2.2). 2
Remark. This result also follows from Corrollary 1.6 and Lemma 1.10 of Bronstein (1990).
ƒ
A polynomial P (u) = um + bm¡1um¡1 + ¢ ¢ ¢ + b0 is special if and only if DL;k (P (u))
is divisible by P (u). Performing the division and setting the remainder equal to 0 gives
the following system (])m for the coe–cients bi:
(])m :
8<:
bm = 1
bi¡1 =
¡b0i+bm¡1bi+a1(i¡m)bi+a0(i+1)bi+1
m¡i+1 ; m¡ 1 ‚ i ‚ 0.
b¡1 = 0
Note that P (u) is special if and only its coe–cients bi satisfy the above system. The
last equation b¡1 = 0 plays a central role in Kovacic (1986) but is not used in our proofs.
From the form of the system we see that the coe–cients bi are all determined from the
knowledge of the coe–cient bm¡1. A special polynomial is thus uniquely determined by
its degree m and by its coe–cient bm¡1: we may say that such a bm¡1 solves the system
(])m. Note that, if P1 = um + bm¡1um¡1 + ¢ ¢ ¢ and P2 = un +fln¡1un¡1 + ¢ ¢ ¢ are special,
then P1P2 = um+n + (bm¡1 + fln¡1)um+n¡1 + ¢ ¢ ¢ is also special and so bm¡1 + fln¡1
solves the system (])n+m. Our next step is to characterize the elements bm¡1 of k which
solve the system (])m and thus give a special polynomial of degree m.
Theorem 2.1. Let L(y) = y00 + a1y0 + a0y be a second order equation with ai 2 k, then
all zeroes of P (u) = um +
Pm¡1
i=0 biu
i with bi 2 k are solutions of the Riccati equation
Ri(u) = 0 if and only if
(1) the coe–cient bm¡1 is the negative logarithmic derivative of an exponential solution
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(over k) of L°s m(y) = 0, i.e. bm¡1 is the negative logarithmic derivative of a semi-
invariant of G(L) µ GL(2; C).
(2) for i < m¡1 the coe–cients bi of P are determined from bm¡1 by the system (])m.
Proof. Suppose that P (u) 2 k[u] is special. From Lemma 2.4 we get that all zeroes of
P (u) = 0 are solutions of Ri(u) = 0. From relation (1.4) we get that bm¡1 is the negative
logarithmic derivative of an exponential solution of L°s m(y) = 0.
We now show that any exponential solution z of a L°s m(y) = 0 yields a special polyno-
mial of degree m. Consider the polynomial P (u) = um+
Pm¡1
i=0 biu
i, where bm¡1 = ¡z0=z
and where the other coe–cients bm¡2; : : : ; b0 are given according to the recurrence (])m.
Since bm¡1 2 k, all bi will also be in k and thus P (u) 2 k[u]. Let y1; y2 be a funda-
mental system of solutions of L(y) = 0 and (K;¢) be a PVE of (k; –) for L(y) = 0.
Since z is a semi-invariant of degree m of G(L), it can be written as a homogeneous form
z = F (y1; y2) of degree m in y1; y2 over C. As C is algebraically closed, F (y1; y2) can
be factored over K as a product of m linear forms: F (y1; y2) =
Qm
i=1(fliy1 ¡ fiiy2) with
fli; fii 2 C. We note that ui = ¢(fliy1 ¡ fiiy2)=(fliy1 ¡ fiiy2) is a solution of Ri(u) = 0.
Thus all zeros of the polynomial Q(u) =
Qm
i=1(u¡ui) 2 K[u] are solutions of Ri(u) = 0.
The polynomial Q(u) = 0 must be special for DL;K (Lemma 2.4) and its coe–cients must
satisfy (])m. In particular, since z0=z = ¡bm¡1 =
Pm
i=1 ui, the coe–cients of Q(u) = 0
are in k. Since P (u) and Q(u) are of the same degree and are both constructed from z0=z
and (])m, we have P (u) = Q(u). The polynomial P (u) = Q(u) is special for DL;K and
has coe–cients in k. By Lemma 2.3, P (u) is also special for DL;k. From Lemma 2.4 we
get that all roots of P (u) = 0 are solutions of Ri(u) = 0.2
This gives a bijection between monic polynomials of degree m over k whose roots are
solutions of the Riccati equation and exponential solutions of L°s m(y) = 0, i.e. semi-
invariants of degree m of G(L). In particular, if z1 and z2 are two semi-invariants, then
the special polynomial associated with the product z1z2 is the product of the special
polynomials associated with z1 and z2 respectively. In the sequel, we will use this remark
without further mention.
For higher order linear difierential equations, the minimum polynomial of an algebraic
solution of the Riccati equation is no longer special, and the bijection does not exist any
more.
3. The Algorithm
In this section, we will always assume that L(y) is a second order equation with
G(L) µ SL(2; C). The previous section shows that there is a bijection between expo-
nential solutions of L°s m(y) = 0 and polynomials of degree m whose zeroes are solutions
of the Riccati. We now propose an algorithm where rational solutions of L°s m(y) = 0 are
used as much as possible instead of exponential solutions.
The proposed algorithm can be outlined as follows:
(i) Test if L(y) has a non-trivial rational (and thus Liouvillian) solution.
(ii) Test if L°s 2 has a non-trivial rational solution. If it is the case, then G(L) is a
reducible subgroup of SL(2; C).
(a) If the space of rational solutions of L°s 2 is of dimension 3, then G(L) = fid;¡idg
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and any special polynomial P (u) of degree 2 associated to a non-trivial rational
solution of L°s 2 is reducible. A factor of P (u) gives a Liouvillian solution.
(b) If the previous case does not hold, then G(L) is a completely reducible group
if an only if the special polynomial P (u) of degree 2 associated to a non-trivial
rational solution of L°s 2 factors but is not a square. The two factors of P (u)
give two exponential solutions.
(c) If the above cases do not hold, then the special polynomial P (u) of degree
2 associated to a non-trivial rational solution of L°s 2 is either a square or is
irreducible. In both cases a Liouvillian solution is found.
(iii) Test if L(y) = 0 has a non-trivial exponential (and thus Liouvillian) solution. Such
a solution must then be unique and gives a unique right factor of order one of L(y).
(iv) Test if L°s 4 has non-trivial rational solutions. The special polynomial P (u) associ-
ated to an arbitrary non-trivial rational solution of L°s 4 is either the square of an
irreducible special polynomial of order 2 or is irreducible.
(v) Test for increasing m 2 f6; 8; 12g if L°s m has a non-trivial rational solution. The
corresponding special polynomial will be irreducible.
(vi) Conclude that L(y) = 0 has no Liouvillian solution.
The steps have to be performed in the given order and the algorithm terminates as
soon as a solution is found in one of the cases. The third step is the only one where
instead of some rational solution one has to compute an exponential solution of L(y)
(which is, however, known to be unique in this case). We note that it is not di–cult to
test if a special polynomial P (u), known to be either irreducible or a square, is a square.
This is the case if and only if Q(u) = gcd (P (u); dduP (u)) is not constant in u, in which
case, under the given assumption, (Q(u))2 = P (u).
In the remainder of this section we prove that the proposed algorithm is correct and
compute examples in each case.
3.1. the reducible case
Proposition 4.2 of Singer and Ulmer (1993a) describes the reducible Galois groups, in
particular if L has a rational solution. The next lemma complements this proposition.
Lemma 3.1. Let L(y) be a second order equation with G(L) µ SL(2; C) having no non-
trivial rational solutions. If L°s 2(y) = 0 has a non-trivial rational solution, then G(L) is
a reducible subgroup of SL(2; C).
(i) If the space of rational solutions of L°s 2 is of dimension 3, then G(L) = fid;¡idg
and any special polynomial P (u) associated to a non-trivial rational solution of L°s 2
factors.
(ii) If the previous case does not hold, then G(L) is a completely reducible group if
and only if the special polynomial P (u) associated to a non-trivial rational solution
of L°s 2 factors but is not a square. The two factors of P (u) give two exponential
solutions which are linearly independent over C.
(iii) If the above cases do not hold, then the special polynomial P (u) associated to a non-
trivial rational solution of L°s 2 is either a square or is irreducible. In both cases a
Liouvillian solution is found.
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Proof. We flrst note that if G(L) µ SL(2; C) is irreducible (i.e. primitive or imprimitive),
then L°s 2 has no non-trivial rational solution because there is no invariant of degree 2
in those cases (cf. proofs of Lemmas 3.2 and 3.3). Thus, if L°s 2(y) = 0 has a non-trivial
rational solution, then G(L) µ SL(2; C) is reducible.
Assume that G(L) is completely reducible. For a basis denoted fy1; y2g all elements g
of G(L) must be of the form
g =
µ
ag 0
0 a¡1g
¶
:
In particular y1 and y2 are semi-invariants and y1y2 is an invariant of G(L).
(i) If G(L) has another linearly independent invariant of degree two, say F (y1; y2) =
fi(y1)2 + fl(y2)2, then, for g 2 G(L), we have g ¢ F (y1; y2) = a2gfi(y1)2 + a¡2g fl(y2)2.
Thus 8g 2 G(L); a2g = 1 and we get G(L) = fid;¡idg. In this case any homogeneous
form of degree 2 is invariant and L°s 2(y) = 0 has a rational solution space of
dimension 3. Any solution of L(y) = 0 is an exponential solution and thus any
polynomial P (u) factors into two linear polynomials.
(ii) If G(L) has no other linearly independent invariant of degree two, then any rational
solution of L°s 2(y) = 0 is a multiple of y1y2 and factors. The polynomial P (u)
associated to a non-trivial rational solution of L°s 2(y) = 0 will be the product of
the distinct minimal polynomials associated to the semi-invariants y1 and y2. In
particular, P (u) is not a square.
Suppose that P (u) factors but is not a square, then each factor is a special polynomial
of order one corresponding to a difierent logarithmic derivative z01=z1 and z
0
2=z2. The
corresponding solutions z1 and z2 must be linearly independent over C. In the basis
fz1; z2g, the group G(L) is diagonal and thus completely reducible.
The only cases left are those where G(L) 6= fid;¡idg and P (u) is a square or is
irreducible over k[u]. By the above, G(L) is reducible, but cannot be completely reducible.
2
Remark. The fact that factorization of difierential operators is easier in the completely
reducible case was used by Singer (1996). ƒ
An example of a completely reducible group is the example given in Section 1.2 which
we now summarize:
Example. Let L(y) = y00 + 316x2 y. This equation has no non-trivial rational solution, and
the equation L°s 2(y) = 0 has a one-dimensional space of rational solutions generated by
x. Thus G(L) µ SL(2; C) is a reducible group and L(y) = 0 factors. Since the rational
solution space of L°s 2(y) = 0 is not of dimension 3, we have G(L) 6= fid;¡idg. The
special polynomial obtained from the logarithmic derivative 1=x of x is
u2 ¡ 1
x
u+
3
16x2
which factors into
¡
u¡ 14x
¢¡
u¡ 34x
¢
. Since P (u) is not a square, G(L) µ SL(2; C) is a
completely reducible group. From the factorization of P (u), we get the following two
Liouvillian solutions of L(y) = 0:
y1 = e
R
1
4x ; y2 = e
R
3
4x :
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Viewed as an operator, L is the least common left multiple of – ¡ 14x and – ¡ 34x . ƒ
In the following example, we deal with a reducible but not completely reducible linear
group:
Example. Consider L(y) = y00 +
¡
3
16x2 +
1
4(x¡1)2 ¡ 14x(x¡1)
¢
y. The equation L°s 2(y) = 0
has no non-trivial rational solution and thus G(L) µ SL(2; C) has no invariant of degree 2.
In this case the exponential solution e
R
3x¡1
4x(x¡1) is a semi-invariant of degree one, but there
exists no other linearly independent semi-invariant of degree one. We thus get a unique
polynomial P (u) = u ¡ 3x¡14x(x¡1) of degree one. The group G(L) µ SL(2; C) is reducible
but not completely reducible.
We note that even if no invariant of degree two exists, there could exist other invariants
of higher degree. In this example L°s 4 has a one-dimensional rational solution space
generated by x(x¡ 1)2.
The example shows that, even if no invariant of degree 2 exists, the equation L(y) could
be reducible, and that in order to proceed in the algorithm, one must look for exponential
solutions of L(y) = 0 at this stage. ƒ
3.2. the imprimitive case
In this case we show that the computation of a Liouvillian solution of a second order
equation L(y) = 0 is reduced to the computation of a rational solution of L°s 4(y) = 0
and that the special polynomial associated to the logarithmic derivative is either a square
or irreducible. In this section we need to assume that L(y) = 0 is an irreducible equation.
Lemma 3.2. Let L(y) = 0 be an irreducible second order equation over K whose Galois
group G(L) is unimodular. Then G(L) is an imprimitive subgroup of SL(2; C) if and only
if L°s 4 has a rational solution q. The special polynomial obtained from the logarithmic
derivative of q is then
(i) The square of a unique special polynomial of degree 2 if L°s 4 has a one-dimensional
rational solution space.
(ii) Either the square of a special polynomial of degree 2 or is irreducible if L°s 4 has a
two-dimensional rational solution space, in which case G(L) »= DSL22 .
Proof. Denote fy1; y2g a basis in which all g 2 G(L) µ SL(2; C) are simultaneously in
the form µ
ag 0
0 a¡1g
¶
or
µ
0 ¡ag
a¡1g 0
¶
(cf. Section 1.3). Since 8g 2 G(L) we have g(y1y2) = §y1y2, we get that y1y2 is a semi-
invariant of degree 2 and that y21y
2
2 is an invariant of degree 4 of G(L). Since L°s 4(y) =
0 has no rational solution if G(L) is a primitive subgroup of SL(2; C) (cf. character
decompositions of the flnite primitive groups in the next subsection and Springer, 1973,
for SL(2; C)), we get the flrst assertion (this result is also proven in Singer and Ulmer,
1993a, Theorem 4.1 or Kovacic, 1986, p. 20).
If the space of rational solutions of L°s 4 is one dimensional then, up to a constant
multiple, this rational solution is the square of y1y2. Thus, the (unique) special polynomial
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corresponding to the (unique) logarithmic derivative of a rational solution y21y
2
2 of L
°s 4
will be the square of the special polynomial associated with the semi-invariant y1y2. Note
that the special polynomial associated with y1y2 must be irreducible, because G(L) is
irreducible and thus has no semi-invariants of degree 1. Since for second order equations
there is a bijection between rational solutions and invariants, we now look at the ring of
invariants to see if the C-subspace of invariants of degree 4 is of dimension 1. As shown
in Springer (1973, p. 95), the ring of invariants of DSL2n is generated by:
I1 = y21y
2
2 ; I2 = y
2n
1 + (¡1)ny2n2 ; I3 = y1y2(y2n1 ¡ (¡1)ny2n2 ):
The group D1 has up to scalar multiples only one invariant y21y
2
2 of degree 4. To see this
one looks at the diagonal subgroup and, as in the proof of Lemma 3.1, shows that this
diagonal subgroup would be of order at most 4 making D1 flnite, a contradiction. Thus
the group DSL22 is the only imprimitive group for which the space of rational solutions
of L°s 4 is of dimension 2 and not 1.
The group DSL22 has 5 irreducible characters, the trivial one denoted 1, 3 characters
‡1;1, ‡1;2, ‡1;3 of degree one and one character ‡2 of degree two. The non-trivial characters
of degree one have the property that the product ‡1;i‡1;j is 1 for i = j and difierent
from 1 otherwise. If a second order equation L(y) = 0 has Galois group G(L) »= DSL22 ,
then the corresponding character of G(L) will be ‡2. The character ´m of G(L°s m) can
be computed according to the formula given in Singer and Ulmer (1993a, p. 15):
´2 = ‡1;1 + ‡1;2 + ‡1;3; ´3 = 2‡2; ´4 = 2 ¢ 1 + ‡1;1 + ‡1;2 + ‡1;3
this shows that there are three semi-invariants Si associated to the characters ‡1;i (i 2
f1; 2; 3g) whose squares are rational. The products S1S2, S1S3 and S2S3 are not invari-
ants (i.e. do not correspond to a rational solution) since the products of the associated
characters are not the trivial character. Thus a rational solution of L°s 4 is either the
square of a semi-invariant Si of order 2 (in which case the associated special polynomial
will be a square), or it is not the product of semi-invariants and the associated special
polynomial is irreducible. 2
Example. Consider the irreducible equation
L(y) = y00 ¡ 2
2x¡ 1y
0 +
¡
27x4 ¡ 54x3 + 5x2 + 22x+ 27¢ (2x¡ 1)2
144x2(x¡ 1)2(x2 ¡ x¡ 1)2 y = 0:
It is unimodular because 22x¡1 is the logarithmic derivative of 2x ¡ 1. The equation
L°s 4(y) = 0 has a one-dimensional space of rational solutions generated by x(x ¡
1)(x2¡x¡1)2. The special polynomial that is associated with the logarithmic derivative
(2x¡1)(3x2¡3x¡1)
(x2¡x¡1)(x¡1)x is:
u4 ¡ (2x¡ 1)(3x
2 ¡ 3x¡ 1)
(x2 ¡ x¡ 1)(x¡ 1)x u
3
+
(2x¡ 1)2(243x4 ¡ 486x3 + 77x2 + 166x+ 27)
72x2(x¡ 1)2(x2 ¡ x¡ 1)2 u
2
¡ (81x
4 ¡ 162x3 + 23x2 + 58x+ 9)(2x¡ 1)3(3x2 ¡ 3x¡ 1)
144x3(x¡ 1)3(x2 ¡ x¡ 1)3 u
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+
(81x4 ¡ 162x3 + 23x2 + 58x+ 9)2(2x¡ 1)4
20736x4(x¡ 1)4(x2 ¡ x¡ 1)4
which is the square of:
u2 ¡ (2x¡ 1)
¡
3x2 ¡ 3x¡ 1¢
2x(x¡ 1)(x2 ¡ x¡ 1) u+
(81x4 ¡ 162x3 + 23x2 + 58x+ 9)(2x¡ 1)2
144x2(x¡ 1)2(x2 ¡ x¡ 1)2 :
Since L°s 6 also has a rational solution x2(x ¡ 1)2(x2 ¡ x ¡ 1)2, we get from the above
proof that G(L) is DSL23 ƒ
The next example has a Galois group G(L) »= DSL22
Example. Consider the irreducible equation
L(y) = y00 ¡ 2
2x¡ 1y
0 +
3(2x¡ 1)2 ¡x4 ¡ 2x3 + x+ 1¢
16x2(x¡ 1)2 (x2 ¡ x¡ 1)2 y:
The fourth symmetric power has a two-dimensional rational solution space generated by
J0 = x(x ¡ 1)
¡
x2 ¡ x¡ 1¢ and J1 = x(x ¡ 1) ¡x2 ¡ x+ 1¢ ¡x2 ¡ x¡ 1¢. Thus, G(L) is
the quaternion group and we get the following two special polynomials:
u4 ¡ (2x¡ 1)(2x
2 ¡ 2x¡ 1)
x(x¡ 1)(x2 ¡ x¡ 1) u
3 +
(2x¡ 1)2(11x4 ¡ 22x3 + 11x+ 3)
8x2(x¡ 1)2(x2 ¡ x¡ 1)2 u
2
¡ (2x¡ 1)
3(2x2 ¡ 2x¡ 1)(3x4 ¡ 6x3 + 3x+ 1)
16x3(x¡ 1)3(x2 ¡ x¡ 1)3 u
+
(3x4 ¡ 6x3 + 3x+ 1)2(2x¡ 1)4
256x4(x¡ 1)4(x2 ¡ x¡ 1)4
and
u4 ¡ (2x¡ 1)(3x
4 ¡ 6x3 + 3x2 ¡ 1)
x(x¡ 1)(x2 ¡ x+ 1)(x2 ¡ x¡ 1)u
3
+
3(2x¡ 1)2(9x6 ¡ 27x5 + 19x4 + 7x3 ¡ 8x2 + 1)
8x2(x¡ 1)2(x2 ¡ x¡ 1)2(x2 ¡ x+ 1) u
2
¡ (2x¡ 1)
3(27x8 ¡ 108x7 + 117x6 + 27x5 ¡ 86x4 + x3 + 21x2 + x¡ 1)
16x3(x¡ 1)3(x2 ¡ x¡ 1)3(x2 ¡ x+ 1) u
+
(2x¡1)4(81x10¡405x9+621x8¡54x7¡572x6+204x5+231x4¡55x3¡48x2¡3x+1)
256x4(x¡ 1)4(x2 ¡ x¡ 1)4(x2 ¡ x+ 1) :
From the theorem, we know that each polynomial is either a square or is irreducible. In
this example, the flrst polynomial is a square and the second is irreducible. ƒ
3.3. the primitive case
The following shows that for the primitive case it is always possible to look only for
rational solutions of symmetric powers. However the algebraic solution of the Riccati
found this way will not be of lowest algebraic degree for ASL24 and S
SL2
4 .
Lemma 3.3. Let L(y) = 0 be a second order equation whose difierential Galois group
G(L) is a flnite primitive subgroup of SL(2; C).
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† If G(L) »= ASL24 , then the unique special polynomial obtained from the logarithmic
derivative of a non-trivial rational solution of L°s 6 is irreducible.
† If G(L) »= SSL24 , then the unique special polynomial obtained from the logarithmic
derivative of a non-trivial rational solution of L°s 8 is irreducible. Also the unique
special polynomial obtained from the logarithmic derivative of a non-trivial rational
solution of L°s 12 is the square of a unique special polynomial of degree 6.
† If G(L) »= ASL25 , then the unique special polynomial obtained from the logarithmic
derivative of a non-trivial rational solution of L°s 12 is irreducible.
In all cases, it is the special polynomial of lowest order that one can construct using
rational solutions of symmetric powers of L(y).
Proof. The (abstract) group ASL24 has seven irreducible characters, the trivial one de-
noted 1, two characters ‡1;1 and ‡1;2 of degree 1, two characters ‡2;1 and ‡2;2 of degree 2
(where the trace of an element of order 3 is difierent from one and thus the representation
is not in SL(2; C)), another character ‡2 of degree two (corresponding to a representation
in SL(2; C)) and a character ‡3 of degree 3. If a second order equation L(y) = 0 has
Galois group G(L) »= ASL24 , then the corresponding character of G(L) will be ´ = ‡2. The
character ´m of G(L°s m) can be computed according to the formula given in Singer and
Ulmer (1993a, p. 15):
´2 = ‡3 ´4 = ‡1;1 + ‡1;2 + ‡3 ´6 = 1 + 2‡3
´3 = ‡2;1 + ‡2;2 ´5 = ‡2;1 + ‡2;2 + ‡2:
Since there are no semi-invariants of degree 2 or 3, the unique special polynomial obtained
from the logarithmic derivative of a rational solution of L°s 6 cannot be the product of
special polynomials of lower order.
The proof in the other cases are similar and can be deduced from the decompositions
that follow:
† The (abstract) group SSL24 has eight irreducible characters, the trivial one 1, another
character ‡1;1 of degree 1, one character ‡2 of degree 2 which is not faithful, two
(conjugate) characters ‡2;0 and ‡2;1 of degree 2 (corresponding to representations
in SL(2; C)), two characters ‡3;1 and ‡3;2 of degree 3 and a character ‡4 of degree 4.
For ‡2;i we set j · i+ 1 (mod 2) and get:
´2 = ‡3;1 ´5 = ‡2;j + ‡4 ´8 = 1 + ‡2 + ‡3;1 + ‡3;2
´3 = ‡4 ´6 = ‡1;1 + ‡3;1 + ‡3;2 ´12 = 1 + ‡1;1 + ‡2 + ‡3;1 + 2‡3;2
´4 = ‡2 + ‡3;2 ´7 = ‡2;i + ‡2;j + ‡4:
In the above case we note that the character ´12 as a unique trivial summand and
thus that L°s 12(y) = 0 has a one-dimensional rational solution space and thus that
(up to multiples) there is a unique invariant of degree 12. But this invariant must
be the square of the semi-invariant of degree 6 since the one-dimensional character
‡1;1 is of order 2. The special polynomial associated to the invariant of degree 12
must be the square of the unique special polynomial of degree 6.
† The (abstract) group ASL25 has nine irreducible characters, the trivial one 1, two
(conjugate) characters ‡2;0 and ‡2;1 of degree 2 (corresponding to two represen-
tations in SL(2; C)), two characters ‡3;1 and ‡3;2 of degree 3, two characters ‡4;1
and ‡4;2 of degree 4, a character ‡5 of degree 5 and a character ‡6 of degree 6. For
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‡2;i we set j · i+ 1 (mod 2) and get:
´2 = ‡3;i ´6 = ‡3;j + ‡4;2 ´10 = ‡3;1 + ‡3;2 + ‡5
´3 = ‡4;1 ´7 = ‡2;j + ‡6 ´11 = ‡2;i + ‡4;1 + ‡6
´4 = ‡5 ´8 = ‡4;2 + ‡5 ´12 = 1 + ‡3;i + ‡4;2 + ‡5:
´5 = ‡6 ´9 = ‡4;1 + ‡6:
2
Example. Consider the irreducible equation
L(y) = y00 ¡
µ
¡ 3
16x2
¡ 2
9(x¡ 1)2 +
3
16x(x¡ 1)
¶
y:
This equation is studied in Kovacic (1986, p. 23), where a minimal polynomial of de-
gree 4 of an algebraic solution of the Riccati equation is given. This minimal polynomial
corresponds to an exponential solution of L°s 4 which is not rational, but which is the
cube root of a rational function. The same equation is also studied in Singer and Ulmer
(1993b, p. 68) where the minimal polynomial of a solution (not of a logarithmic deriva-
tive) is computed.
Using our approach, since L°s 4 has no rational solution we know that G(L) is a primi-
tive subgroup of SL(2; C). Since L°s 6 has a rational solution x2(x¡1)2, we get that G(L)
is the tetrahedral group and that the special polynomial associated with the logarithmic
derivative 4x¡2x2¡x will be irreducible. This gives the following minimal polynomial for an
algebraic solution of the Riccati:
u6 ¡ 2 (2x¡ 1)
x(x¡ 1)u
5 +
5(64x2 ¡ 63x+ 15)
48x2(x¡ 1)2 u
4
¡ 5(512x
3 ¡ 745x2 + 351x¡ 54)
432x3(x¡ 1)3 u
3
+
5(4096x4 ¡ 7840x3 + 5485x2 ¡ 1674x+ 189)
6912x4(x¡ 1)4 u
2
¡ (3645x¡ 16254x
2 + 35781x3 ¡ 38720x4 + 16384x5 ¡ 324)
20736x5(x¡ 1) u
+
¡29889x+ 169209x2 ¡ 506331x3 + 842008x4 + 262144x6 ¡ 735232x5 + 2187
2985984x6(x¡ 1)6 :
ƒ
4. Rationality Problem
In order to use difierential Galois theory and in particular the existence of a PVE
for L(y) = 0, we needed to assume that the fleld of constants of the coe–cient fleld
is algebraically closed of characteristic 0. This implies that even if the coe–cients of
L(y) = 0 belong to Q(x), the coe–cient of a special polynomial could be in Q(x) but
not in Q(x). The question of which algebraic extension of the constant fleld is needed to
represent a special polynomial is studied in Hendriks and van der Put (1993,1995) and
Ulmer (1994). The following result is trivial but useful, since it connects the approach
used in this paper to the rationality problem:
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Lemma 4.1. Let L(y) = 0 be a linear difierential equations whose coe–cients belong to a
difierential fleld k0 µ C(x) = k. If a special polynomial P (u) is obtained from an invariant
of degree m corresponding to a solution in k0 of L°s m(y) = 0, then the coe–cients of
P (u) are in k0, i.e. no algebraic extension is needed to represent the coe–cients of this
particular special polynomial P (u).
To see how to use this result we note that:
(i) The coe–cient of any symmetric power L°s m(y) of L(y) are obtained by solving a
linear system over k0 and thus also belong to k0.
(ii) An invariant of degree m is a rational solution of L°s m(y) = 0. By Theorem 9.1 of
Bronstein (1992), there exists a basis of the rational solution space of L°s m(y) = 0
in k0 which can be computed without extending the constant fleldy.
(iii) If the invariant and thus bm¡1 is in k0, then all other coe–cients of P (u) obtained
by the recurrence (])m will also be in k0.
In what follows we assume (e.g. using the algorithm given in Bronstein, 1992, Theo-
rem 9.1) that all computed invariants from now on are in k0, the smallest fleld containing
the coe–cients. Thus, if a special polynomial can be computed using an invariant of some
degree (i.e. a rational solution of some symmetric power), then this special polynomial
also has coe–cients in k0. Our results imply that this is possible in all cases except for
the non-reductive subgroups G(L) µ SL(2; C). For reducible non-reductive groups, there
is a unique exponential solution, and so the result of Hendriks and van der Put (1995)
quoted above shows that no extension of the constant fleld is needed to express this
solutionz. Thus, one can always flnd (at least) one special polynomial without increasing
the constant fleld.
4.1. the reducible case
If we are in a non-completely reducible case then, as seen just above, there a unique
exponential solution and its logarithmic derivative lies in k0.
In Section 3.1, we showed that the Galois group G(L) 6= fid;¡idg is reducible and com-
pletely reducible if and only if it has an invariant of degree 2 such that the corresponding
special polynomial factors but is not a square. In that case, an algebraic extension of
degree 2 of the constant fleld may be needed to factor the special polynomial, as shown
in this example:
Example. Consider L(y) = y00 + 716x2 y whose coe–cients belong to k0 = Q(x) ‰ Q(x) =
k. A rational solutions of L°s 2 is x and we get the special polynomial
u2 ¡ 1
x
u+
7
16x2
:
y If L(y) = 0 has coe–cients in k0 = C0(x) and V is the C0-space of solutions of L(y) = 0 in k0, then
W = C0 ›C0 V is the C0-space of solutions of L(y) = 0 in C0k0. In particular, a C0-basis of V will be a
C0-basis of W .
z However, it is not certain yet that an extension of the constant fleld will not be needed during the
computational process that provides this unique exponential solution.
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This special polynomial is irreducible over Q(x), but factors over Q(
p¡3)(x) intoµ
u¡ 2¡
p¡3
4x
¶µ
u¡ 2 +
p¡3
4x
¶
:
We get the following two Liouvillian solutions of L(y) = 0:
y1 = e
R ¡
2¡
p
¡3
4x
¢
; y2 = e
R ¡
2+
p
¡3
4x
¢
:
ƒ
4.2. the irreducible case
For irreducible equations L(y) = 0 we showed how to construct an irreducible special
polynomial using an invariant. So, in this case, no algebraic extension of the coe–cient
fleld is needed to represent a solution. But, for the quaternion and the tetrahedral groups,
the special polynomial proposed is not of minimal degree. To construct the special poly-
nomial of minimal degree, an algebraic extension of k0 is sometimes necessary. In fact,
there are exactly two cases when one may need to augment the constant fleld; we now
detail them.
4.3. the group of quaternions
If G(L) »= DSL22 (the group of quaternions), we saw that there are three irreducible
special polynomials of degree 2 and all the other irreducible ones of degree 4. With our
approach, one can also flnd the polynomials of degree 2. The idea, explained through the
following example, is to choose the correct linear combination of invariants in order to
guarantee that the corresponding special polynomial is a square.
Example. Consider the equation y00 + 27x8(x3¡2)2 y = 0 (from Hendriks and van der Put,
1995). Applying our algorithm, we flnd that G(L) has no invariant of degree less than
4 and that L°s 4(y) = 0 has a basis of rational solutions given by J1 =
¡
x3 ¡ 2¢ and
J2 = x(¡2 + x3). Thus, G(L) is the quaternion group and we get the following two
special polynomials P1(u) and P2(u):
u4 ¡ 3 x
2
x3 ¡ 2u
3 +
3x(4x3 + 1)
4(x3 ¡ 2)2 u
2 ¡ 8x
6 + 13x3 ¡ 4
8(x3 ¡ 2)3 u+
27x2(¡1 + 2x3)
64(x3 ¡ 2)4
and
u4 ¡ 2(¡1 + 2x
3)
(x3 ¡ 2)x u
3 +
3x(8x3 ¡ 7)
4(x3 ¡ 2)2 u
2 ¡ 16x
6 ¡ 19x3 + 1
4(x3 ¡ 2)3 u
+
(4x3 ¡ 3x¡ 2)(16x6 + 12x4 ¡ 16x3 + 9x2 ¡ 6x+ 4)
64(x3 ¡ 2)4x :
A simple gcd computation shows that none of these is a square, so they both provide
Liouvillian solutions. We now wish to compute the special polynomials of minimal de-
gree 2 using a linear combination J‚ = J0 + ‚J1 and construct the special polynomial
P‚(u) associated with J‚. The results of Section 3.2 show that there are exactly three
values of ‚ such that P‚ is a square (and it is irreducible otherwise). Call Ru the re-
sultant in u of P‚(u) and @@uP‚(u); then, we must have Ru(x; ‚) = 0 for all x. So, we
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compute the gcd of all coe–cients in x and obtain
¡
2‚3 + 1
¢2 (in fact, the resultant was
¡115 964 116 992(x3 ¡ 2)22(1 + 2‚3)2(‚x + 1)). Call fi a solution of 2fi3 + 1 = 0. Then,
Pfi is necessarily a square. Actually, we have Pfi = Q2fi, where Qfi(u) is:
u2 ¡ (2x
2 + xfi2 ¡ fi)
(x2 + 2xfi2 ¡ 2fi)(x¡ 2fi2)u+
(4x3 ¡ 3fix¡ 2)(x+ fi2)
4(x2 + 2xfi2 ¡ 2fi)2(x¡ 2fi2)2 :
Note that there are 3 conjugate solutions of 2fi3 +1 = 0 and thus we have three minimum
polynomials of degree 2 given by the above relation. The above process can be applied
to any equation with a quaternion Galois group. ƒ
4.4. the tetrahedral group
In the flnite primitive cases, Kovacic (1986) already mentioned that one could get the
minimum special polynomials by factoring special polynomials obtained from invariants
of degree 12. In the tetrahedral case, there is a 2-dimensional space of invariants. Taking
the same notation as in the proof of Lemma 3.3, one can see this from:
´12 = 2 ¢ 1 + ‡1;1 + ‡1;2 + 3‡3:
Among those invariants of degree 12, two must be the cube of the two semi-invariants of
degree 4, since the corresponding linear characters ‡1;1 and ‡1;2 are of order 3.
One can proceed like for the group of quaternions and look for the linear combinations
of the two invariants of degree 12 whose corresponding special polynomials are the cubes
of one of the two special polynomials of degree 4. The linear combination may require a
quadratic extension of the fleld of constants of k0.
5. Conclusion
We do not claim that the algorithm presented here is always better/faster than the
Kovacic algorithm. However we feel that the formulation via rational solutions simplifles
the presentation and makes the algorithm easier to implement.
The algorithm presented here is not limited to the case k = C(x) and holds for any
second order equation with unimodular Galois group (i.e. the special form p(x)y00 ¡
q(x)y(x) = 0 used in Kovacic (1986) is not always needed). The fact that we reduce
almost everything to the computation of rational solutions of some auxiliary linear dif-
ferential equations allows us to work with complicated singularities without having to
factor polynomials (Bronstein, 1992).
It turns out that an implementation of our approach treats easily examples with several
complicated singularities and flnite group (see our examples pages 193 and 198) which
the known implementations of the Kovacic algorithm could hardly solve; in practice, the
only case that remains di–cult is the non-reductive case where the Riccati equation has
a unique rational solution.
The necessary conditions used in the Kovacic algorithm can also be used in our
approach to distinguish between the difierent case. Similar necessary conditions (even
stronger in some cases) to those given in Kovacic (1986) which do not assume the special
form p(x)y00 ¡ q(x)y(x) = 0 are given in Singer and Ulmer (1994). Necessary conditions
for the group of quaternions are given in Ulmer (1994).
In the case of a flnite group, an alternative to our approach is to use the algorithm of
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Singer and Ulmer (1993b) to compute the minimum polynomial of an algebraic solution
of L(y) = 0 instead of its logarithmic derivative.
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