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Abstrakt 
Práca sa zaoberá návrhom algoritmu spracovania obrazu pre roboty riadené na základe 
informácií získaných z vizuálneho systému. Jadro použitého systému tvorí 
nízkorozpočtová platforma Raspberry Pi. Pred návrhom algoritmu je uvedená séria 
testov spracovania obrazu odhaľujúca jej možnosti. Riešenie úlohy je rozdelené do 
niekoľkých častí. Obmedzený výkon často pri vývoji viedol na individuálny prístup k 
problémom. V závere je uvedená citlivostná a výkonová analýza navrhnutého riešenia. 
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Abstract 
This thesis deals with developing of image processing algorithm for robots controlled 
by informations taken from visual system. Core of the used system constitutes low-
budget platform Raspberry Pi. Before the development of algorithm there is a series of 
test for  image processing which discovers possibilities of used platform. Problem 
solution is divided to several  parts. Limited performance frequently leads to individual 
problem solving. Afterall is shown sensitivity and performance analysis of developed 
solution. 
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1 ÚVOD 
Rapídny posun v počítačovej technike a spracovaní videa, podnietil začiatok ďalšej 
evolúcie dnešnej doby. Osobný počítač, embedded systémy, ale aj mobilné telefóny sa 
vyvinuli v dostatočne silný nástroj pre spracovanie obrazových dát. Spojením tohto 
hardwaru a multimediálneho softwaru sa vytvoril štandard pre spracovanie obrázkov, 
sekvencií, a tiež vizualizácii do 3-D projekcii. V dôsledku toho, spracovanie obrazu 
expandovalo z niekoľkých špecializovaných aplikácii v bežný vedecký nástroj. 
Jedným z týchto odvetví je aj robotika, ktorá sa svojím vývojom stala prakticky 
súčasťou každodenného života. Uplatnenie si našla prvotne v technologickej praxi, ale 
ďalej preniká aj do domácnosti a prostrediu okolo nás. Mimo úlohy ktoré musí robot 
riešiť sa neustále viac vyžaduje základná požiadavka, autonómnosť. Táto požiadavka sa 
v prípade robotou vzťahuje aj na schopnosť pohybovať sa a orientovať v neznámom 
prostredí.  
Aby bol tento proces samočinný robot musí byť schopný si odpovedať na tri 
základné otázky: „Kde som? Kam chcem ísť? Ako sa tam dostanem?“. Odpovede pre 
tieto otázky bližšie popisuje súbor úloh nazývaných lokalizácia a navigácia. Ukazuje sa, 
že práve najdôležitejšia otázka „Kde som?“ nemá v robotike univerzálne riešenie. 
Dôvodom je najmä neistota snímačov použitých na lokalizáciu robotov.[1] 
Vizuálne systémy v robotike boli doposiaľ málo rozšírené z dôvodu výpočtovej 
náročnosti algoritmov spracovania obrazu. Často je nutné skombinovať pre získanie 
požadovaného výsledku viacero metód. Absencia výkonného HW viedla k vzniku len 
tých aplikácií, ktoré nepožadovali náhly zásah systému. Novodobé roboty však sú už 
schopné vizuálnej orientácie priestorom a to aj bez použitia doplnkových snímačov. 
Použitie kamier tak v niektorých prípadoch minimalizovalo hmotnosť, cenu a zložitosť 
riešenia. Samotné kamery v dnešnej dobe dosahujú vysokú precíznosť a rýchlo 
expandujú aj v iných odvetviach. Spoľahlivosť takýchto systémov sa zlepšuje a často sú 
používané i v asistenčných systémoch vozidiel, kde dbajú na bezpečnosť. Takým 
zväčšeným robotom môže byť za chvíľu  aj autonómne vozidlo.  
 Táto práca sa zaoberá aplikáciu metód počítačového spracovania obrazu na, jednej 
z najznámejších platforiem, Raspberry Pi. Cieľom je sprostredkovať návod obsluhy 
použitej platformy a implementovať spracovanie obrazu pre akademický projekt robota 
„Kostka“, ktorý bude riadený na základe informácií z vizuálneho systému. Čitateľa 
najprv zoznámi zo samotnou platformou, použitým kamerovým modulom a 
sprostredkuje prehľad vybraných dostupných knižníc spracovania obrazu. Podľa 
spísaného návodu by mal byť čitateľ v reaktívne krátkom čase, schopný reprodukovať 
zariadenie a využiť ho pre akademické, súkromné alebo profesijné účely. Pretože 
použitý HW má obmedzený výkon, pred návrhom aplikácie je uvedený prehľad 
a meranie času potrebného k spracovaniu obrazu pomocou vybraných metód. Tieto 
metódy boli zvolené na základe pravdepodobného využitia v navrhnutej aplikácii. Takto 
je možné reprezentovať zvolené metódy v samotnej aplikácii, ako aj spraviť rýchli 
prehľad o schopnostiach Raspberry Pi. 
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Nasledujúca časť popisuje návrh knižnice, ktorá umožní hľadanie definovaných 
značiek v priestore. Pre značenie boli zvolené ARTagy, ktoré majú štvorcový tvar 
čierno-bielym vzorom vo vnútri. Návrh je spísaný do jednotlivých krokov, ktoré sú 
analogicky rozdelené aj v samotnej implementácii. Aplikácia si tak udržuje ľahkú 
modifikovateľnosť, alebo v prípade záujmu možnosť využiť len časť z návrhu. Postupne 
bude prebraný každý z procesných krokov, od definovania šablón po samotné 
porovnávanie získaných kandidátov zo vzorom. Aby bol robot schopný reagovať 
v krátkom čase, vývoj si vyžiadal často krát vlastnú implementáciu pre riešenie daného 
problému. Text sa snaží vysvetliť dané kroky a ukázať na výhody poprípade nevýhody 
zvoleného riešenia. Pretože sa jedná o rozsiahlu úlohu cieľom bolo oddeliť 
vyhľadávanie značiek od navigácie. Takto je možné použiť aj iné princípy ako uvedený 
koncept. V samotnom závere je prehľad série testov vykonaných na navrhnutom 
algoritme, ktoré simulujú viacero zmien podmienok. Robot sa môže neustále nachádzať 
v iných podmienkach a preto boli zvolené prípady, s ktorými sa môže stretnúť 
najčastejšie. Na základe tohto prehľadu je možné ukázať kritické časti navrhnutého 
systému. 
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2 PLATFORMA RASPBERRY PI 
2.1 Predstavenie Raspberry 
S príchodom moderných technológii a vďaka minimalizácii sme sa dostali do fázy, kedy 
sme schopný vyrobiť výkonné zariadenie o rozmerov niekoľkých cm. Jedným 
z takýchto projektov sa zaoberá aj Raspberry Pi Foundation. Platforma Raspberry Pi 
(ďalej len RPi) si kladie za cieľ poskytnúť lacný miniatúrny počítač pre vývojárov, ale 
taktiež i multimediálny prístroj, pre ľudí ktorí si nemôžu dovoliť utrácať stovky dolárov. 
Vývojárom sa podarilo integrovať väčšinu potrebných komponentov do miniatúrnej 
podoby, pričom zachovali aj minimálnu spotrebu.  Nízka cena spolu s rozumnou HW 
konfiguráciou sa stala základom pre vznik komunity užívateľov. RPi našlo využitie 
v mnohých projektoch napríklad: multimediálny server, cluster, PiTablet, self balanced 
robot a mnoho ďalších. 
 Oproti klasickému stolnému PC samozrejme nedosahuje plnohodnotný výkon, 
avšak kompenzácia je v rozšírení o špeciálne zbernice. Nemá iba USB a eternetovú 
prípojku s konektorom RJ45, ale pridáva GPIO, CSI camera interface, DSI display 
interface.[2] 
 
§ GPIO – celkovo 26 pinov pričom je 17 užívateľsky modifikovateľných vstupno-
výstupných. Väčšina má alternatívne funkcie ostatné slúžia len ako I/O. Obsahuje  dva 
piny slúžiace ako UART, dva pre zbernicu I2C a šesť pre SPI. Každý okrem I2C pinov 
má voliteľný pull-up alebo pull-down. I2C piny boli osadené pull-up rezistorom na 
doske.  
GPIO zároveň slúži k pripojeniu rozširujúcich modelov. Napríklad GSM/GPS 
modul, Ponte alebo Gertboard. To robí RPi jedinečným pretože je možné pripojiť čidlá, 
expandéry zberníc alebo prevodníky a rozšíriť tak PC do požadovaných potrieb. 
§ CSI camera interface – Slúži pre pripojenie kamerového modulu cez rozhranie CSI.  
§ DSI display interface – Slúži pre pripojenie externého LCD displeja. 
 
Obr. 2.1: GPIO pinout dosiek druhej revízie RPI.[3] 
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2.2 Vývoj Raspberry 
Vo februári 2012 bol uvedený na trh model B. Disponoval 256 MB RAM, 2 × USB 
port, RCA jack, HDMI a 26 GPIO pinmi. Niekoľko mesiacov neskôr Raspberry Pi 
Foundion vypočula priania svojich zákazníkov a implementovala pár kozmetických 
zmien do stávajúceho modelu. Onedlho nato v októbri 2012 bola operačná pamäť 
modelu B rozšírená na 512 MB. 
 Február 2, 2013 na trh prichádza  dodatkový model A. Nadácia sa rozhodla 
orezať verziu modelu B, pričom odstránili eternetovú  prípojku, znížili veľkosť RAM na 
256 MB a počet USB portov zredukovali na jeden. V roku 2013 boli vydané prvé 
doplnkové dosky a to kamery, ktoré budú bližšie popísané neskôr. O rok neskôr vznikol 
Compute Modul, veľkosti približne SO-DIMM ram určený pre priemysel. Výhodou je 
možnosť zostaviť si vlastnú dosku a využiť RPi ako prídavný modul.  
 Hlavnú zmenu priniesla firma v auguste 2014 a to vydaním finálnej evolúcie 
originálneho RPi. Model B+ prišiel s dvoma pridanými USB portmi, celkovo osadený 
teda štvoricou, rozšírením GPIO na 40 pinov, zlepšením audia, znížením spotreby, 
zmenou na microSD slot a mnoho ďalších. Rovnakým spôsobom sa dočkal vylepšenia 
aj model A. A+ bol uvedený v novembri, 2014. Ten bol minimalizovaný, pričom 
pôvodné parametre boli ponechané, hlavným aspektom bolo zníženie ceny.   
Ďalšou generáciou Pi sa stal model Pi 2 Model B, ten je použitý aj v tejto 
diplomovej práci, preto si ho popíšeme detailnejšie.[4] 
2.3 Raspberry Pi 2 Model B 
 
 
Obr. 2.2: Raspberry Pi 2 model B.[5] 
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Oproti predošlej verzii kombinuje šesťnásobné zvýšenie výpočtového výkonu 
a zdvojnásobuje kapacitu operačnej pamäte, pritom ponecháva kompletnú spätnú 
kompatibilitu existujúceho modelu B+. Model bol uvedený vo februári 2015. Hlavným 
zameraním tohto nízkorozpočtového PC vo veľkosti približne kreditnej karty, je vývoj 
a hobby.  
 
Technická špecifikácia[6]: 
§ Platforma  štvorjadrový Broadcom BCM2836 SoC, 900 MHz 
§ Architektúra jadra ARM Cortex-A7 
§ Grafický čip  dvojjadrový VideoCore IV multimediálny coprocessor,     
   poskytuje Open GL ES 2.0, hardvérovú akceleráciu OpenVG a   
   1080p30 H.264 dekódovanie. Je schopný 1 Gpixel/s, 1.5   
   Gtexel/s alebo 24 GFLOPS s textúrou filtráciou a DMA   
   infraštruktúrou 
§ Úložisko  slot na micro SD kartu 
§ Operačná pamäť 1 GB LPDDR2 
§ Operačný systém bootovateľný z micro SD karty, prevádzkyschopný    
   špecifických verzii Linuxu ale aj Win 10 
§ Výbava  4× USB 2.0, HDMI, 100Bbit ethernet, 2×20 pinový GPIO,   
   CSI/DSI rozšírenie pre kameru a display 
§ Rozmery  8,8 × 5.6 cm 
§ Napájanie  micro USB, 5V/1A  
 
Obr. 2.3: Bloková schéma hlavných súčiastok RPi 2 model B.[7] 
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2.4 Kamerový modul 
Tento, na mieru navrhnutý modul pre platformu, je prepojený s RPi pomocou 15-
žilového CSI (Camera Serial Interfac) rozhrania. Ako už z názvu vyplýva, bol 
navrhnutý špeciálne pre komunikáciu s kamerou. CSI zbernica je schopná prenosu 
vo vysokých dátových tokoch, je jednoducho pripojiteľná pričom pripojenie je 
umiestnené tesne za eternetovým portom. Je napojená priamo na Broadcom BCM2836 
chip (GPU), ktorý obraz spracováva, čo odľahčuje v porovnaní relatívne štíhle CPU. 
Modul je kompatibilný s RPi modelom A ako aj B.  
 Doska je sama o sebe malých rozmerov ( 25mm × 20mm × 9mm). Taktiež váži 
len 3g a je perfektná pre mobilné aplikácie.  Senzor typu CMOS má natívne rozlíšenie 5 
megapixlov dodávaný s objektívom s pevným ohniskom, ktorý je vymeniteľný. Je 
schopná snímať obrázky a video vysokého rozlíšenia. Výrobca udáva, že maximálne 
rozlíšenie má 2592 × 1944 pixlov a video je schopné dosahovať týchto parametrov: 
1080p pri 30 fps, 720p pri 60 fps, a 640×480 pri 60 alebo 90 fps.[8] 
 
Obr. 2.4: Kamerový modul vhodný pre pripojenie do Raspberry.[9] 
Vybrané technické parametre[9]: 
§ Senzor typu   CMOS OmniVision OV5647 Color CMOS QSXGA  
§ Rozlíšenie  5-megapixlov 
§ Počet pixlov  2592×1944 
§ Veľkosť pixlu   1,4×1,4 µm 
§ Objektív  f=3.6 mm/2.9 
§ Veľkosť šošovky ¼“ 
§ S/N pomer  36 dB 
§ Zorný uhol  54 × 41 stupňov 
§ Zorné pole  2.0 × 1.33 m na 2 metre 
§ Fixný fokus  1 m do nekonečna 
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3 PROGRAMOVÉ VYBAVENIE 
3.1 Knižnice a frameworky pre spracovanie obrazu 
Kapitola je zameraná na sprostredkovanie základných informácii o 
najznámejších dostupných nástrojoch, ktoré sú využiteľné pre spracovanie obrazu. Po 
zvážení a porovnaní kandidátov som vybral ako najvhodnejší nástroj OpenCV. 
Hlavným dôvodom je optimalizácia na rýchlosť a veľká podpora komunity. Mnoho 
dostupnej literatúry potvrdzuje, že sa jedná o pravdepodobne najrozšírenejší open-
source projekt pre spracovanie obrazu. Určite za zaujímavú alternatívu považujem aj 
Python so spojením z SimpleCV, ktoré vyniká rýchlosťou a jednoduchosťou pri vývoji. 
3.1.1 SimpleCV 
Cieľom SimpleCV je čo najviac zjednodušiť bežné úlohy počítačového videnia. 
Využíva pritom knižnice pre spracovanie počítačového videnia akou je napríklad 
OpenCV a iné. Užívateľa nezaťažuje nutnosťou poznať problematiku knižnice do 
každého detailu (napríklad správu pamäte, bitové formáty, maticové vs bitmapové 
premenné).  
Orientuje sa na Python, ktorý zrýchľuje a zjednodušuje vývoj, ale znižuje efektivitu 
kódu a zvyšuje nároky na réžiu. Pri dnešnom výkonnom HW to nie je obmedzenie, 
v našom prípade však RPi neponúka extrémny výkon. Nesmiernou výhodou Pythonu je 
však jeho flexibilita na viacero platforiem a jednoduchosť. Podpora SimpleCV zahŕňa 
Windows, Mac, Linux pričom knižnica má BSD licenciu. Tento framework je vhodný 
pre začiatok so spracovaním obrazu a taktiež v prípade rýchlej implementácie pri vývoji 
aplikácií. Samotné SimpleCV ponúka knihu, ktorá čitateľa postupne prevedie 
problematikou spracovania obrazu a umožní mu rýchlo a efektívne vyskúšať si viaceré 
metódy, či už jednoduchého predspracovania až po zložitejšie vyhľadávanie príznakov. 
 
Zhodnotenie: 
+ Dobrý pre začiatočníkov – pomalší než OpenCV 
+ Jednoduché programovanie  
+ Správa pamäti (obstaráva Python)  
3.1.2 OpenCV 
OpenCV sa radí medzi najznámejšiu knižnicu pre spracovanie obrazu, ktorá je napísaná 
v C/C++, pričom je multiplatformová. Kompatibilita zahŕňa Linux, Windows, Mac OS 
X, Android a iOS. Pôvodne bola vyvinutá Intelom a teraz je podporovaná Willow 
Garage. Licenčné podmienky však umožňujú ju využívať zadarmo pre nekomerčné tak i 
komerčné účely. Spolu s vývojom samotnej knižnice sa komunita taktiež podieľa na 
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podpore pre interface rozličných jazykov, napríklad Matlab, Python Ruby a iných. 
OpenCV kladie dôraz na výpočtovú efektivitu, čo je v prípade real-time aplikácií 
obmedzujúci faktor. Kód je optimalizovaný v C/C++ a môže využívať viacjadrové 
procesory. 
Moduly 
OpenCV má modulárnu štruktúru, existuje široké množstvo špecifikovaných modulov, 
ktoré je možné vyskladať v celistvý systém, popíšem vybrané[10]: 
Core: 
Toto je najdôležitejší modul OpenCV. Zapuzdruje v sebe jednotlivé základné dátové 
štruktúry (napríklad Mat) a jednoduché funkcie pre spracovanie obrazu. Tento modul je 
„základný kameň“ a jeho rozšírenie je možné s  využitím širokého spektra iných 
modulov. 
Highgui: 
Modul Highgui poskytuje nadefinované funkcie pre budovanie užívateľského 
prostredia, niekoľko video kodekov a taktiež ovládanie pre snímanie obrázkov / videa. 
Spadajú sem tiež event handlery pre ovládanie jednotlivých grafických prvkov, alebo aj 
jednoduchého kliku myšou. Rozmanitosť tvorby UI je však obmedzená malým 
množstvom prvkov, preto pre zložitejšie aplikácie sa odporúča využiť iný framework. 
Imgproc: 
Nachádzajú sa tu jednoduché metódy pre spracovanie obrazu napríklad filtrácie, 
transformácie, prevod do rozličných farebných priestorov. 
Video: 
Video modul, obsahuje metódy pre dynamické pozorovanie scény ako napríklad 
sledovanie objektov, odstránenie pozadia a iné. 
Objdetect: 
Tento modul obsahuje rôzne metódy pre rozpoznávanie objektov, tvarov a iné. 
 
Všetky triedy a funkcie sú dostupné pod cv namespace. V prípade použitia cv direktívy 
pri niektorých menách, môže nastať konflikt s STL knižnicami.  
 
Obr. 3.1: Ukážka modulovej schémy OpenCV a popis ich funkcií [11] 
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OpenCV má implementovanú automatickú správu pamäte pre svoje dátové 
štruktúry. Deštruktor však berie na ohľad počet referencií a buffer je odalokovaný len 
v prípade ak počet referencií dosiahne nulu. Pri použití iných tried alebo dátových typov 
OpenCV ponúka Ptr template triedu, ktorá je podobná std::shared_ptr zo štandardu 
C++11. Príklad alokácie: 
Ptr<T> ptr(new T(...)) 
Saturovaná aritmetika 
Vzhľadom k formátom obrázkov, ktoré sú bežne kódované v 8 alebo 16 bitovej verzii 
na kanál, majú logicky obmedzený rozsah hodnôt. Niektoré operácie pri spracovaní 
obrazu, napríklad konverzia do iného farebného modelu, komplexná interpolácia, 
zmena jasu alebo kontrastu, môžu produkovať hodnoty, ktoré budú mimo rozsah. Pre 
vyriešenie tohto problému OpenCV využíva systém nazývaný „saturovaná aritmetika“. 
V podstate sa jedná o prispôsobenie hodnôt do rozsahu. Celý proces je v prípade 8-
bitových a 16-bitových typov automatický. Ak je výsledok 32-bitový integer, saturácia 
nie je aplikovaná.  
Pixelové dátové typy 
Existuje limitované množstvo primitívnych dátových typov, s ktorými môže knižnica 
pracovať. Elementy poľa by mali obsahovať tieto typy: 
§ 8-bit unsigned integer (uchar) 
§ 8-bit signed integer (schar) 
§ 16-bit unsigned integer (ushort) 
§ 16-bit signed integer (short) 
§ 32-bit signed integer (int) 
§ 32-bit floating-point number (float) 
§ 64-bit floating-point number (double) 
Pričom maximálny počet kanálov (dimenzií poľa) je definovaný konštantou 
CV_CN_MAX na hodnotu 512 
Error Handling 
OpenCV využíva výnimky pre signalizáciu kritických chýb. Keď vstupné dáta majú 
správny formát a patria do správneho rozsahu, ale algoritmus z nejakých príčin zlyhá 
(pre príklad môžem uviesť nemožnosť konvergencie optimalizačného algoritmu), vráti 
špeciálny kód, v mnohých prípadoch len booleovskú premennú. 
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Vlákna a reentrancia 
Momentálna verzia OpenCV je plne reentrantná. To znamená že rovnaká funkcia, 
konštantná metóda triedy, alebo nekonštantná metóda inej triedy, môže byť volaná 
z rôznych vlákien. Taktiež cv::Mat môže byť volané z viacerých vlákien, pretože 
referenčné počítadlo využíva architektúrne špecifické inštrukcie. 
 
Zhodnotenie: 
+ Rýchlosť – zložitý pre použitie 
+ Nenáročný na HW – horší debuging 
+ Zdarma  
3.1.3 VXL 
Jedná sa o kolekciu C++ knižníc, navrhnutých pre výskum a implementáciu v obore 
počítačového videnia. Bola vytvorená z vybraných partií dvoch pomerne zložitých 
systémov TargetJr(Target junior) a IUE(Image Understanding Environment) so 
zameraním docieliť ľahkého a konzistentného systému. Umožňuje rozšíriteľnosť na 
viaceré platformy. Hlavnými časťami VXL sú[12]: 
§ Vnl (numerics): Numerický kontajner pre matice, vektory, dekompozíciu a iné 
§ Vil (imaging): Nahrávanie, ukladanie a manipulácia obrazu vo viacerých bežných 
formátoch, vrátane extrémne veľkých rozlíšení. 
§ Vgl (geometry): Obsahuje geometrické metódy pre prácu s bodmi, priamkami, 
elementárnymi objektmi v jedno až trojrozmernom systéme. 
§ Vsl (streaming I/O), vbl(basic templates), vul(utilities): obsahujúce rozmanité metódy, 
ktoré sú platformovo nezávislé. 
 
      Mimo uvedených hlavných knižníc existujú tiež špecializované, ktoré pokrývajú 
určité oblasti, napríklad: geometriu kamery, video manipuláciu, zostavenie štruktúry 
z pohybu, GUI dizajn, klasifikáciu, estimáciu, 3d zobrazenie a mnoho ďalších. 
Každá z hlavných knižníc je „ľahká“ a môže byť využitá bez nutnosti referencie 
ostatných. V prípade špecializovaných knižníc, je potrebné zahrnúť len tie, ktoré 
vyžaduje daný algoritmus. Tento systém umožňuje vybudovať veľmi jednoduchú, ale 
účinnú aplikáciu pre špecifický prípad a zároveň tým minimalizovať nároky na réžiu. 
 
Zhodnotenie 
+ Špecializované aplikácie – Slabá komunita 
+ Rýchly – Málo dostupnej literatúry 
+ Zdarma  
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Obr. 3.2: Porovnanie rýchlosti VXL knižníc s OpenCV a LTI, udávané výrobcom.[13] 
3.2 Operačný systém 
Z širokého množstva operačných systémov som vybral Raspbian, u ktorého 
špecifikujem hlavné výhody. Raspbian je distribúcia, založená na Debiane 
optimalizovaná pre Raspberry Pi. Nie je prekvapením, prečo je Raspbian jedna 
z najodporúčanejších distribúcií. Vďaka Raspberry Pi Foundation sa investuje väčšia 
pozornosť jednak do vývoja  systému a podpore komunity. Je pomerne rýchlo 
nastaviteľný a  užívateľsky priateľský. Zodpovedný za to je z veľkej časti aj základ 
distribúcie, Debian. Nenáročný na správu a v prípade používania terminálu, obsahuje 
logické príkazy, ktoré sa rýchlo vryjú do pamäti. Existuje mnoho softwarových 
možností a repozitárov, ktoré obsahujú množinu aplikácií využívaných na bežnom PC. 
Nutné je však podotknúť, že niektoré sú využiteľné len v obmedzenom režime. 
Poskytuje viacero výhod ako napríklad: podpora odporúčaných limitov taktovania, 
možnosť používania Raspberry Pi Camera modulu a ďalších v budúcnosti oficiálnych 
hardwarových prídavkov.  
Používanie Raspbianu má benefity aj v možnostiach využitia mnohých návodov, 
projektov a hardwaru tretích strán. Umožňuje to rýchlejší vývoj a vzdelávanie sa na 
skúsenostiach iných. 
Mimo iného je distribúcia svižná a štíhla pre hardware. V zásade Raspian dostal 
prezývku štandardnej distribúcie a má náskok oproti ostatným, pričom si udržuje 
flexibilitu čo je podstatou Linuxu. 
3.2.1 Inštalácia Raspbianu 
Najjednoduchším riešením, čo bolo aj v mojom prípade, je kúpa karty spred 
pripraveným systémom, ktorý je možný po zapnutí nainštalovať. Pri použití prázdnej 
SD karty popíšem kroky vedúce k rovnakému stavu.  
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1. Z oficiálnych stránok  raspberry pi1 stiahneme vybraný operačný systém, v našom 
prípade NOOBS. Extrahujeme súbor, aby sme dostali koncovku .img. 
2. Vložíme SD kartu do počítača. Použijeme voľne dostupný program Win32 Disk 
Imager2. 
3. Vyberieme správny súbor (.img) a miesto označujúce našu SD kartu, kam sa má systém 
uložiť. Vybrané umiestnenie sa pred samotným nahraním naformátuje. 
4. Klikneme na tlačidlo Write. 
5. Karta je pripravená a môžeme ju vložiť do RPi. 
Pripojíme klávesnicu, myš a následne napájací micro usb kábel. Raspberry pi sa 
nabootuje a z okna vyberieme požadovaný operačný systém, ktorý chceme nainštalovať. 
Po prebehnutí inštalačného procesu sa načíta konfiguračné menu Raspberry Pi. Môžeme 
nastaviť čas, región, povoliť pripojenie kamerového modulu, vytvoriť používateľov 
a iné. V prípade, že sme s nastavením spokojní, môžeme potvrdiť na tlačidlo Finish. 
3.2.2 Inicializácia Raspberry Pi 
Po spustení sa načíta Raspbian do konzoly. Pre prihlásenie použijeme základné 
nastavenia meno: pi a heslo: raspberry. Vzhľadom k tomu, že chceme spustiť grafické 
prostredie, zadáme príkaz startx. Potrebujeme vyvolať konfiguráciu raspberry, 
spustíme terminál a aplikáciou nasledujúceho príkazu sa vyvolá okno. 
sudo raspi-config 
Ako prvú voľbou zvolíme „Expand Filesystem“. Týmto sa expanduje partícia SD karty 
na celý úložný priestor. Ďalej zvolíme v konfiguračnom okne možnosť „Enable 
Boot/Scratch“. Načíta sa okno pre zvolenie bootovacej možnosti, v ktorom zvolíme 
možnosť „Desktop Log in as user pi at the graphical desktop“. Toto nastavenie 
nabootuje pri ďalšom spustení RPi, priamo do grafického rozhrania. Ak máme 
pripojenú kameru v CSI konektore, v menu zvolíme „Enable Camera“. Takto máme 
pripravený modul a môžeme ukončiť konfiguráciu tlačidlom „Finish“. Zmeny sa 
prejavia až po reštarte, ktorý môžeme vynútiť príkazom sudo reboot. V prípade že 
nie sme úspešne pripojení na internet, je ďalej potrebné previesť konfiguráciu siete, viď 
nasledujúca kapitola.  
Po načítaní je nevyhnutné systém aktualizovať na najnovšiu verziu, pomocou 
nasledujúcich príkazov zadaných do terminálu. 
sudo apt-get update  
sudo apt-get upgrade  
sudo rpi-update 
Tieto príkazy je vhodné uplatniť aj pred inštaláciou iných programov, eventuálne po 
dlhšom časovom intervale a udržiavať tak systém aktuálny. Všetky archívy stiahnuté 
1 https://www.raspberrypi.org/downloads/ 
2 http://win32-disk-imager.en.uptodown.com/ 
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pomocou apt sa ukladajú do /var/cache/apt/archives. V prípade, že chceme 
uvoľniť miesto, aplikujeme sudo apt-get clean.  
Vzhľadom k faktu, že Raspberry pi je embedded, systém nemá BIOS ako v prípade 
bežného PC. Rozmanité systémové parametre sú však uložené v podobe textového 
dokumentu config.txt. Ten je načítaný pomocou GPU predtým ako je inicializovaný 
ARM CPU a teda musí sa nachádzať v bootovacej partícii SD karty, spoločne 
s bootcode.bit a start.elf . Tieto súbory sú normálne prístupné ako /boot/config.txt 
z Linuxu a musia byť editované ako root užívateľom. Pri editácii na Windows alebo OS 
X je to jediné viditeľné miesto a je možné editovať konfiguračné nastavenia priamo. 
V prípade, že sa súbor config.txt ešte nenachádza na bootovacej partícii, je možné ho 
vytvoriť. 
Pretože config.txt je načítaný v skorých stavoch bootovania, má veľmi jednoduché 
formátovanie. Formát je jednoznačný, objekt = hodnota, pričom každý povel má 
samostatný riadok. Hodnota môže byť buď integer, alebo string. Príkazy sa dajú 
pridávať, poprípade existujúce nastavenia môžu byť zakomentované, ak začínajú riadok 
s # znakom. 
Keďže sa jedná o pokročilé nastavenia, treba dbať na dôkladnú analýzu 
požadovaných zmien. Raspberry pi ponúka jednoduchý manuál so základnými 
nastaveniami vo forme wikipédie3.  
V mojom prípade som aplikoval zmenu rozlíšenia na fixné. Automaticky mi 
v prípade nepripojeného HDMI vykazovalo najnižšiu úroveň. Vzhľadom k tomu, že na 
RPi pristupujem väčšinou pomocou SSH ako prídavným monitorom. Nastavil som aj 
niekoľko zmien v posune obrazu na monitore, aby nevznikal čierny rám okolo obrazu. 
Neskôr sa pokúsim taktiež pretaktovať procesor pre zvýšenie výkonu a zrýchlené 
spracovanie obrazu, pri zachovaní stabilného stavu a pôvodného chladenia. 
Všetky zmeny sú vykonané až po reštartovaní Raspberry Pi. Po nabootovani Linuxu 
je možné vypísať aktuálne nastavenia pomocou týchto príkazov: 
vcgencmd get_config <config> 
Taktiež je možné obdŕžať výpis užitočných príkazov pomocou: 
vcgencmd commands 
3.2.3 Nastavenie siete a vnc 
Pripojenie internetu a siete je nutný proces pre jednoduché získanie či už najnovších 
aktualizácií, alebo vzdialenú správu. Raspberry Pi je možné pripojiť pomocou 
eternetového káblu alebo wifi adaptéru. Z dôvodu absencie wifi adaptéru popíšem 
proces konfigurácie cez eternet. RPi má z výroby nastavené automatické priradenie IP 
adresy, vzhľadom k tomu, že budeme pristupovať pomocou vnc, je dobré mať 
nastavenú statickú IP adresu. V mojom prípade som pripojený priamo na router, ktorý 
obsahuje DHCP server. Úplne najjednoduchšou voľbou je priradiť mac adrese, statickú 
3 http://elinux.org/RPiconfig 
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IP adresu. Pretože vždy nebudem pracovať v rovnakej sieti, nastavím statickú IP priamo 
v RPi.  
Konfigurácia sieťových adaptérov je uložená v súbore /etc/network/interfaces 
zadáme: 
nano /etc/network/interfaces 
Otvorí sa konfiguračný súbor. Ponecháme loopback a pomocou # zakomentujeme každý 
riadok pôvodného nastavenia pre eth0. Následne zadáme adresu pre požadovanú sieť, 
u mňa: 
iface eth0 inet static 
address 192.168.0.52 
netmask 255.255.255.0 
network 192.168.0.0 
broadcast 192.168.0.255 
Pre zaujímavosť je možné vytvoriť pripojenie aj pomocou USB portu. Moja predstava 
bola využiť android zariadenie pre externý display, v prípade napríklad servisného 
pripojenia alebo externého displeja. Do konfiguračného súboru zadáme: 
iface usb0 inet static 
address 192.168.42.42 
netmask 255.255.255.0 
network 192.168.42.0 
broadcast 192.168.42.255 
Takto môžeme jednoducho pomocou USB káblu, ktorý obsahuje väčšinou každé 
mobilné zariadenie, pristupovať k RPi pomocou ssh alebo vnc serveru. 
Súbor ukončíme a uložíme Alt+X a Y. Po reštarte budú naše nastavenia aplikované. 
Pridanie vzdialenej plochy nám umožní zjednodušený prístup na RPi, bez potreby 
pripojenia monitoru. Využijeme program, nazývajúci sa X11vnc. Existuje mnoho 
alternatívnych vnc balíkov, ale tento sa osvedčil ako bezproblémovo fungujúci. 
Hlavnou výhodou je nastavenie rovnaného Xsession, ako beží na RPi. Zadajme teda 
nasledujúci príkaz pre inštaláciu X11vnc. 
sudo apt-get install x11vnc 
Po nainštalovaní nakonfigurujeme heslo pre pripojenie na RPi pomocou príkazu: 
x11vnc -storepasswd 
Terminál si vyžiada zadanie hesla s opakovaním, v mojom prípade je heslo vnc. Ak 
zariadenie slúži pre bezpečnostné, alebo iné privátne účely, odporúčam zadať silnejšie 
heslo a taktiež zašifrovať prenos. Vytvoríme si skript v domovskom adresári, pomocou 
obľúbeného editora (nano xsessionrc), ten nám bude slúžiť ako spúšťač vnc serveru. 
V ňom nastavíme potrebné parametre, ktoré je možné vyčítať z dokumentácie X11vnc. 
V mojom prípade skript obsahuje: 
#!/bin/sh 
x11vnc -rfbauth /home/pi/.vnc/passwd -forever –shared 
kde /home/pi/.vnc/passwd  je cesta k zašifrovanému uloženému heslu. Tento skript je 
potrebné nastaviť ako spustiteľný. Túto operáciu vykonáme pomocou príkazu 
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chmod 755 xsessionrc 
Týmto máme skipt pripravený, môžeme ho spustiť a napojiť sa na RPi. Ak všetko 
funguje správne, našou ďalšou požiadavkou bude spúšťať skript po nabootovaní. 
Presunieme sa do zložky /home/pi/.config/autostart. Vytvoríme novú desktopovú 
konfiguráciu (nano X11vnc.desktop) a vyplníme nasledovne: 
[Desktop Entry] 
Name=X11VNC Server 
Comment=Shared VNC 
Exec=/home/pi/xsessionrc 
Terminal=true 
Type=Application 
Súbor uložíme a reštartujeme RPi, zmeny sa prejavia po načítaní. Použijeme obľúbený 
VNC klient a pripojíme sa na RPi. Pozor! Vnc využíva port 5900, preto sa vždy 
pripájame pridaním portu za IP adresu (192.168.0.52:5900). 
3.2.4 Inštalácia kamery a V4L2 ovládača 
Ako bolo už spomenuté pri inštalácii raspbianu pre oživenie kamery, potrebujeme mať 
zapojenú kameru a povolené nastavenie „Enable Camera“ v konfiguračnom menu RPi. 
Keďže je kamera napojená priamo na grafiku, prístup k nej je obťažnejší. Raspian 
obsahuje tri aplikácie pre ovládanie kamerového modulu: raspistill, raspvid a 
raspistillyuv. Raspistill a raspistillyuv, sú určené pre zachytávanie fotografií, zatiaľ 
čo raspivid slúži pre nahrávanie videa. Tieto aplikácie je možné púšťať v príkazovom 
riadku, pričom sú napísané tak, aby využívali mmal API, ktorá beží za pomoci 
OpenMAX. V podstate mmal API zjednodušuje použitie OpenMAXu, ktorý 
komunikuje s kamerou cez transportnú vrstvu VHCI. Nevýhodou mmalu je licenčná 
zviazanosť Broadcomom, keďže aplikácia je využívaná iba pre Videocore 4 systémy. 
Aplikácie využívajú až štyri OpenMax(mmal) komponenty: camera, preview, encoder 
a null_sink. Všetky predošlé spomenuté aplikácie ovládajúce kameru využívajú tieto 
komponenty: raspistill používa Image Encode component, raspivid využíva Video 
Encode component a raspistillyuv nevyužíva enkodér, ale posiela YUV alebo RGB 
výstup, priamo z kamery do súboru. Preview displej je voliteľný a dá sa nastaviť na celú 
plochu, alebo do špecifickej veľkosti. V prípade, že je preview zakázané, null_sink 
component absorbuje preview snímky. 
Nastavenia kamery je možné plne ovládať pomocou prídavných parametrov 
v príkazovom riadku. Špecifikácia je dostupná na stránkach výrobcu raspberry. Pre 
rýchly test správne nainštalovaných komponentov systému a jednoduchú demonštráciu 
kamery môžeme využiť príkaz: 
raspistill -t 1000 -o hello.jpg -w 1920 -h 1080 
V prípade správneho fungovania sa zobrazí okno s náhľadom ( ktoré však nie je vidieť 
cez vnc ) a v časovom intervale jednej sekundy sa vyhotoví snímka, ktorá sa uloží do 
adresára, v ktorom sa užívateľ momentálne nachádza. 
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Vzhľadom k licencií, nahradíme mmal V4L2 ovládačom, ktorý implementuje 
rovnakú komunikáciu na VCHI vrstve, a tým riadi GPU. Na novších verziách kernelu je 
už tento ovládač pridaný natívne. V prípade potreby do inštalácie je možné uplatniť: 
git clone git://git.linuxtv.org/v4l-utils.git 
cd v4l-utils 
sudo apt-get install autoconf gettext libtool libjpeg62-dev 
autoreconf -vfi 
./configure 
make 
sudo make install 
Pre načítanie modulu zadáme: 
sudo modprobe bcm2835-v4l2 
Inštalácia V4L2 nám taktiež umožní pomocou OpenCV priamo načítavať dáta z 
kamery, bez nutnosti zahrnúť prídavnú knižnicu. 
3.2.5 Inštalácia OpenCV 3.0.0 
Ako prvé, by sme mali skontrolovať dostupné aktualizácie Raspberry pi firmvéru: 
sudo apt-get update 
sudo apt-get upgrade 
sudo rpi-update 
sudo reboot 
Potrebujeme nainštalovať niekoľko developerských nástrojov 
sudo apt-get install build-essential git cmake pkg-config 
Nainštalujeme balíčky, ktoré nám umožnia načítavať obrázky vo viacerých formátoch 
(jpeg, png a iné).: 
sudo apt-get install libjpeg-dev libtiff5-dev libjasper-dev 
libpng12-dev 
Rovnako ako pre obrázky, vyžadujeme možnosť používať viacero formátov videa: 
sudo apt-get install libavcodec-dev libavformat-dev libswscale-
dev libv4l-dev 
sudo apt-get install libxvidcore-dev libx264-dev 
Ako ďalšiu časť nainštalujeme GTK development lib, ktorá nám umožní kompilovať 
highgui (jeden z modulov OpenCV). Tento modul nám slúži pre zobrazenie obrazu na 
displej a taktiež jednoduchú tvorbu GUI prostredia. 
sudo apt-get install libgtk2.0-dev   
Niekoľko operácií vykonávaných pri práci s obrázkami sú napríklad operácie 
s maticami, ktoré môžu byť optimalizované pridaním týchto závislostí. 
sudo apt-get install libatlas-base-dev gfortran 
Takto máme pripravené všetky pre rekvizity a môžeme pristúpiť k inštalácii OpenCV. 
Z repozitára si stiahneme najnovší stabilný balík, v našom prípade verziu 3.0.0. 
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cd ~ 
wget -O opencv.zip 
https://github.com/Itseez/opencv/archive/3.0.0.zip 
unzip opencv.zip 
Ďalej nakonfigurujeme OpenCV. Jedná sa o dlhý list nastavení, v ktorom sa môžu 
pridať jednotlivé rozšírenia, ktoré užívateľ vyžaduje. Je možné ponechať aj pôvodný 
stav. 
cd ~/opencv-3.0.0/ 
mkdir build 
cd build 
sudo cmake .. 
Pre ukončenie konfigurácie stlačíme „c“ a potvrdíme „g“, čo vygeneruje makefile. 
Následne môžeme začať s kompiláciou. Keďže sa jedná o dlhý proces (približne 3 hod), 
odporúčam využiť viacero jadier. Ak kompilácia prebehne, nainštalujeme tieto súbory 
do systému. 
make -j4 
sudo make install 
Týmto sme nainštalovali OpenCV, pričom by sme mali byť schopní načítavať obraz 
z kamery vďaka V4L2 driveru. Funkcionalitu je potrebné vyskúšať. Aby sme však 
nemuseli písať kód v textovom editore pridáme si GUI a taktiež Qt framework. 
3.2.6 Qt 5 
Qt je multiplatformový framework určený pre vývoj aplikačného softvéru najčastejšie 
s grafickým prostredím. Využíva štandardne C++ a pomocou rôznych prídavkov, 
zjednodušuje vytváranie aplikácii. Napríklad eventy je možné spracovávať cez signály 
a sloty, čo uľahčuje komunikáciu medzi objektmi.  
V septembri 2015 vyšiel Raspbian Jessie, ktorý v sebe zapuzdruje Qt 5 ako natívny 
prvok a taktiež je pridaná podpora v repozitároch. Inštalácia sa týmto zjednoduší 
použitím niekoľkých príkazov: 
sudo apt-get install qt5-default 
sudo apt-get install qtcreator 
sudo apt-get install build-essential g++ cmake 
Po spustení sa však nenačíta grafické prostredie QTCreatoru, vzniká chyba pri načítaní 
uvítacieho screenu. Toto je možné odstrániť vytvorením shell skriptu, ktorý bude slúžiť 
pre spúšťanie QtCreatoru. Na ploche vytvoríme pomocou textového editoru qt.sh, do 
ktorého zadáme : qtcreator -noload Welcome. Následne tento súbor vytvoríme 
spustiteľným, pomocou chmod 755 qt.sh. Po týchto krokoch by spúšťanie 
QtCreatoru malo prebehnúť úspešne. 
3.3 Video for Linux two API 
V4L2, bolo navrhnuté pre podporu rozmanitých zariadení v zmysle 
prostriedkov(ovládačov) pre video kamery, AM/FM karty a iné výstupne zariadenia. 
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Jedná sa o druhú verziu V4L aplikácie. Táto sada knižníc nám umožní načítavať obraz 
do OpenCV podobne ako v prípade USB kamier, ktoré sú natívne podporované. 
Obdobného cieľu sa dá dosiahnuť aj knižnicou nazývanou RaspiCam, ktorá však nie je 
priamo od výrobcu a taktiež je réžia príkazov pre OpenCV mierne modifikovaná.  
Ďalší problém sa vyskytol v prípade zmien parametrov kamery. OpenCV ponúka 
metódy pre ovládanie pomocou VideoCapture::set. Komunikácia v prípade tejto metódy 
fungovala len na základné zmeny parametrov kamery (jas, kontrast, fps, rozlíšenie 
a niekoľko ďalších). Kamera však toho ponúka oveľa viac a preto bolo nutné nájsť iný 
princíp. Ukázalo sa, že využiť V4L2 bola správna cesta. 
 
Obr. 3.3: Použitie V4L2 pre kamery v Tizen In-Vehicle Infotainment (IVI).[14] 
Programovanie zariadení pomocou V4L2 sa skladá z týchto krokov (nie každý je 
nutný)[15]: 
§ Otvorenie zariadenia 
§ Zmena parametrov zariadenia ,výber video a audio vstupu, video štandardy atď. 
§ Vyjednávanie dátového formátu 
§ Vyjednávanie vstupnej / výstupnej metódy 
§ Realizácia vstupnej / výstupnej smyčky 
§ Zatvorenie zariadenia 
Vzhľadom k tomu, že sa jedná o komplexnú knižnicu, budeme sa zaoberať len 
prvými dvomi a posledným z krokov. Následne bude popísaná vytvorená trieda pre 
zmenu nastavení na kamere. Načítavanie dát medzi kamerou a OpenCV zaobstaráva 
automaticky ovládač. 
3.3.1 Inicializácia modulu 
Ovládače V4L2 sú implementované v jadre systému, preto sú inicializované buď 
manuálne systémovým administrátorom, alebo automaticky pri detekcii zariadenia. 
Existuje viacero typov zariadení video, codec, radio atď. Každé z týchto zariadení má 
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svoje špecifické formáty dát, ktoré je možné mu posielať pomocou štandardných metód 
read(), write(), a iné. Pre nahratie modulu kamery pomocou V4L2 do terminálu, zadáme 
nasledujúci príkaz:  
sudo modprobe bcm2835-v4l2 
 Všetky zariadenia sú v zložke /dev, pričom kamerový modul RPi, po zadaní predošlého 
príkazu, nájdeme pod menom "dev/video0" (pozn. toto nemusí platiť v prípade USB 
kamier).  
3.3.2   Otvorenie a zatvorenie zariadenia 
Funkcia otvorenia naviaže spojenie so zariadením podľa zadaného mena.  
int fd = open(const char* device_name, int flags); 
kde v našom prípade, device_name = "dev/video0" a flags = O_NONCAP 
O_NONCAP, značí že chceme zariadenie využívať pre kontrolné účely a nechceme 
načítavať snímky. Taktiež v prípade ak nie sú definované žiadne dáta pre požadovanú 
operáciu čítania ioctl (metóda pre programovanie zariadenia) vygeneruje chybu. 
V prípade úspechu vráti file desktiptor. 
Pre skončenie komunikácie zo zariadením je možné využiť funkciu, kde vstupný 
parameter device je deskriptor vrátený z predošlej funkcie. 
int close(int fd); 
3.3.3 User a extended controls 
Každé zariadenie má svoje nastaviteľné parametre napr. jas, saturáciu, alebo iné. 
Podporované možnosti nastavenia sa však líšia zariadenie od zariadenia, taktiež rozsah 
možných nastaviteľných hodnôt. K tomu aby sme získali tieto informácie nám V4L2 
ponúka mechanizmus vyčítavania, ktorý funguje zo všetkými podporovanými 
zariadeniami: 
int ioctl(int fd, int request, void *argp); 
kde request je číslo požiadavky(ID), arpg býva najčastejšie ukazateľ na štruktúru.  
 
K jednotlivým nastaveniam sa pristupuje využitím ID, definovaných V4L2, tieto 
spadajú pod  user controls. ID využijeme ako pri získavanie atribútov nastavenia, tak aj 
pri zmene aktuálnej hodnoty parametru.  
Extended controls vznikla ako možnosť rozšírenia pôvodných zameraných na 
MPEG dekódovanie. Extended contols môžu byť rozdelené do tried codec, flash, 
camera contols  a ďalšie. Nás zaujíma hlavne nastavenie kamery (camera contols), ktoré 
obsahuje nastavenie rýchlosti uzávierky, výber scény, iso senzitivitu a iné. Výber, je 
podobne ako v user controls, založený na nadefinovaných ID. 
 30 
3.3.4 PiCam 
PiCam je trieda, ktorú som vytvoril pre zjednodušenie nastavení kamery, obsahuje 
všetky potrebné štruktúry pre definíciu user, ale aj extended controls. Konštruktor triedy 
vytvorí komunikáciu so zadaným zariadením. Ovládanie parametrov je jednoduché, 
pomocou funkcie set(int controlID, int value); zadáme požadované ID 
parametru a jeho hodnotu. ID sú zatiaľ nadefinované v V4L2, čo bude pridané do triedy 
pre sprehľadnenie. Pre overenie funkčnosti bolo vytvorené jednoduché gui pomocou Qt. 
Ovládanie rozlíšenia je riešené cez OpenCV, vzhľadom k tomu že bolo plne funkčné. 
 
Obr. 3.4: Príklad grafického prostredia pre ovládanie parametrov kamery pomocou V4L2. 
Naľavo sada nastaviteľných parametrov kamery, po zmene hodnoty sa automaticky pošle 
požiadavka na kameru. Kamera mimo jednoduchých nastavení obsahuje aj sériu farebných 
efektov(sephia, gray, sketch a iné). Tie je možné vybrať z comboboxu. Nastavenie expozície 
a ISO si vyžaduje najskôr prepnutie z automatického režimu na manuálne zaškrknutím 
príslušného checkboxu. Napravo aktuálny obraz ktorý sa aktualizuje za určitý čas, načítanie 
beží na inom vlákne.  
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4 VÝPOČETNÉ MOŽNOSTI PLATFORMY 
PRE VYBRANÉ METÓDY SPRACOVANIA 
OBRAZU 
Typicky je spracovanie obrazu rozdelené do niekoľkých krokov. Aby bol robot 
efektívny, musí vyriešiť komplexné problémy. Medzi ne spadá rozlíšenie viacerých 
typov objektov, odhadnutie ich polohy a orientácie. Tieto požiadavky môžeme zhrnúť 
do troch bodov[16]: 
§ Rýchlosť: Procesná  rýchlosť od zachytenia snímku, až po jeho analýzu, musí byť 
kompatibilná s rýchlosťou požiadavky pre vykonanie, alebo spracovanie danej úlohy. 
Často sa požaduje „real-time“ spracovanie. 
§ Precíznosť: Rozoznávanie objektov v scéne a odhadovanie ich pozície, poprípade 
orientácie, musí byť presné. Toto je samozrejme podmienené prostredím a aj 
vonkajšími vplyvmi ako je napríklad svetlo. 
§ Flexibilita: Systém musí byť schopný sa čiastočne prispôsobiť okolitým podmienkam 
a variabilným situáciám, napríklad pri predložení viacerých rovnakých vzorov značiek 
pre určenie smeru a podobne. 
Aby sme mohli vybudovať systém schopný takýchto rozmerov, je nutné využiť 
viacero princípov nielen spracovania obrazu. Táto kapitola popisuje základné metódy 
pre popis, predspracovanie a segmentáciu príznakov zo scény. Taktiež približuje 
potrebné prevody dát pre vykreslenie obrazu v grafickom prostredí pomocou Qt. 
Overíme si čas potrebný pre výpočet vybraných metód, ktoré sú častým základom pre 
spracovanie obrazu. Všetky metódy boli merané pomocou triedy QElapsedTimer. Táto 
trieda sa využíva pre meranie času, ktorý uplynul pri spracovaní udalosti. Príklad: 
QElapsedTimer timer; 
  
timer.start(); 
operacia(); 
 
cout << "Cas v ms: " << timer.elapsed() << endl; 
Nasledujúce uvedené príklady sú naprogramované bez využitia vlákien. Čas je 
určený z priemernej hodnoty volania metódy(10 krát, zachované poč. podmienky). 
4.1 Farebné modely a ich integrácia medzi OpenCV a Qt 
Vlastnosti farby ako odtieň, saturácia, intenzita a spektrum, môžu byť použité pre 
identifikáciu objektov podľa farby. To však prináša mnoho problémov. Farebné atribúty 
objektov, môžu byť ovplyvnené inými vplyvmi ostatných objektov, napríklad odrazom 
svetla.  Taktiež farba objektov zaradených do rovnakej triedy môže byť rôzna. Takto 
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formulovaný problém je veľakrát ťažko zvládnuteľný. Pomôcť nám môže selekcia 
vhodného farebného modelu. Existuje niekoľko farebných modelov, pričom sa 
najčastejšie používajú tri, a to RGB, YUV, HSV. 
RGB sa skladá z troch kanálov, červený, zelený a modrý. Každá z farieb je 
reprezentovaná ako zmes z troch týchto častí. Pixel farebného kanálu je najčastejšie 
identifikovaný v 8 bitovej úrovni hodnotami [0; 255]. Takto definovaný obrázok 
obsahuje tri jednofarebné obrázky,  z ktorých sa aditívnou reprezentáciou stane farebný. 
Hlavnou nevýhodou RGB modelu, je nízka stabilita so zmenou osvietenia. Tento 
problém je spôsobený neoddelením farebných zložiek od osvetlenia, pretože to je 
zakomponované medzi všetky zložky. 
 
Obr. 4.1: Spájanie zložiek farebného modelu RGB.[17] 
 Lepšou reprezentáciou farieb a osvetlenia z tohto pohľadu sa javí YUV, ktorý farbu 
a jas separuje. Farby sú reprezentované dvoma zložkami, U a V. Kanál Y meria jas. 
Konverzia medzi RGB a YUV farebnými priestormi prebieha pomocou lineárnej 
transformácii: 
 
�
𝑌
𝑈
𝑉
� = � 0.299 0.587 0.114−0.147 −0.289 0.4360.615 −0.514 −0.101� · �𝑅𝐺𝐵�  (1) 
Stream s RPi kamery má formát YUV420, ktorý naproti YUV formátu najviac 
komprimuje obrázok zakódovaním U a V zložky. Prevod je o niečo zložitejší, ale 
podstata ostáva obdobná.  
 
Obr. 4.2: Príklad rámca YUV420 s jeho štruktúrou. Farby sú zakomponované v U a V zložke, Y 
obsahuje jas. [18] 
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Je potrebné poznamenať, že natívny formát, v ktorom pracuje OpenCV je BGR 
(zložky RGB modelu sú prehodené). OpenCV automaticky nastaví konverziu 
z YUV420 na BGR formát požiadavkou za pomoci V4L2. Keďže sa jedná o jednoduché 
aritmetické operácie, ideálne je ich réžiu nechať na GPU. 
OpenCV celkovo obsahuje vyše 150 farebných konverzácii. Ukážeme príklad pre 
dve najdôležitejšie, pričom uvedieme predpis funkcie: 
void cvtColor(InputArray src, OutputArray dst, int code, int dstCn=0) 
kde dstCn definuje počet kanálov vo výstupnom obrázku, pri nule sa určí 
automaticky zo zdrojového obrázku src. Príklad transformácie: 
BGR na šedotónový:  cvtColor(src, graysrc, CV_BGR2GRAY); 
BGR na HSV:   cvtColor(src, hsv, CV_BGR2HSV); 
 
Pri práci môžeme využiť pre zobrazenie highgui. Zložitejšie aplikácie alebo tie, 
ktoré obsahujú interface, si vyžadujú bohatšie možnosti tvorby grafického prostredia. Je 
lepšie použiť inú knižnicu, v mojom prípade Qt. Problémom je, že ani OpenCV, ani Qt 
neposkytuje univerzálny prostriedok pre vzájomnú interakciu. Nie je možné jednoducho 
zobraziť dáta vo formáte z OpenCV priamo v Qt. Aby sme toho docielili, musíme 
previesť správnu transformáciu. OpenCv ukladá obraz v cv::Mat, Qt využíva QImage 
alebo QPixmap. Jedine tieto formáty vie vykresliť pomocou QPainter::drawImage() 
metódy. Ak chceme zobraziť obrázok vo widgete, musíme tieto dáta zjednotiť. Pretože 
OpenCV a Qt poskytujú viacero dátových formátov pre obrázky, potrebujeme rozličné 
konverzácie v závislosti od vstupného formátu. Trieda QImage nám ponúka 
konštruktor: 
QImage(const uchar * data, int width, int height, Format format) 
Zaujíma nás hlavne prevod z CV_8UC3 (8-bitový bezznamienkový, 3 kanály) 
a CV_8UC1(8-bitový bezznamienkový, 1 kanál – šedotónový). V prípade CV_8UC3 je  
konverzia na QImage::Format_RGB888 musíme prehodiť červenú a modrú zložku, 
pretože Qt využíva RGB model. Horšie to je u šedo tónového obrazu, QImage totiž 
nepodporuje regulárne 8-bitové šedo tónové obrázky, využíva však farebnú mapu. Toho 
môžeme využiť vytvorením si lookup tabuľky, ktorú aplikujeme na požadované dáta. 
Vytvorenie tabuľky je nutné vykonať len raz. 
static QVector<QRgb>  Gray2I8_ColorTable; 
if ( Gray2I8_ColorTable.isEmpty() ) 
{ 
   for ( int n = 0; n < 256; ++n ) 
      Gray2I8_ColorTable.push_back( qRgb( n, n, n ) ); 
} 
 
Následný prevod je potom jednoduchý: 
Qimg = QImage(img.data, img.cols, img.rows, QImage::Format_Indexed8); 
Qimg.setColorTable(Gray2I8_ColorTable); 
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Nameraný procesný čas(na Obr. 4.3): 
 
Tabuľka 4.1: Namerané časy prevodu obrazov do rôznych farebných priestorov 
Pre prevod bola napísaná trieda Im2Label, časť použitého kódu čerpá z [19].  
4.2 Načítanie dát z kamery 
Vďaka V4L2 je možné inicializovať kameru priamo pomocou OpenCV: 
VideoCapture cam(0); 
Načítanie dát je intuitívne, pomocou operátoru: cam >> frame. Skúsime si teda overiť 
rýchlosť načítania obrazových dát. 
Namerané fps kamery pri požadovanom počte 500 snímkov: 
 
Tabuľka 4.2: Namerané snímky za sekundu v závislosti od nastaveného rozlíšenia kamery 
Vidíme, že pokles fps oproti tým, ktoré udáva výrobca je markantný. Ak si ale 
zobrazíme obraz priamo z GPU čipu pomocou príkazu v4l2-ctl --overlay=1 obraz 
je plynulý. CPU raspberry je však omnoho menej výkonné, navyše  GPU má priame 
pripojenie na kameru a réžia prenosu dát si taktiež prinesie svoju daň. Výrobca tiež 
udáva, že v prípade využitia V4L2 dochádza k ďalšiemu zníženiu fps. Očividný je aj 
skok z 720p na 1080p. Ten je zapríčinený kamerou a jej módmi. Podľa rozlíšenia totiž 
záleží ako sa budú dáta z čipu spracovávať. Katalógové informácie: 
- 2592x1944: 1-15fps, celý senzor 
- 1920x1080: 1-30fps, orezaný 
- 1296x972: 1-42fps, 4:3, „binned“ 
- 1296x730: 1-49fps, 16:9, „binned“ 
- 640x480: 60-90fps, „binned“  
„binned“ výrobca označil ako metódu kombinácie pixlov pre výpočet výsledného 
„binu“, v analógovej doméne (4 pixle sú zoskupené do jedného). Redukcia dát taktiež 
zrýchlila prevod AD prevodníkom. Toto má za následok razantné zvýšenie fps. 
Prevod BGR2GRAY BGR2HSV BGR -> QImage Gray -> QImage
Rozlíšenie t[ms] t[ms] t[ms] t[ms]
800x600 3 13 2 menej ako 1
1280x720 6 21 3 menej ako 1
1920x1080 13 47 9 menej ako 1
Rozlíšenie fps
800x600 50
1280x720 38
1920x1080 5
2592x1944 4
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4.3 Predspracovanie obrazu 
Odstránenie šumu 
Je jednou z často používaných operácií, najčastejšie využívaných pri predspracovaní. 
Pomocou operátorov je možné potlačiť vysokofrekvenčný šum, keďže jadrá majú 
charakter dolnej priepuste. OpenCV ponúka viacero typov techník. V najjednoduchšom 
prípade sa jedná o prostú konvolúciu obrazu pomocou definovanej masky. Napríklad 
v prípade priemerovania, je každý pixel nahradený priemernou hodnotou okolia. Matica 
môže nadobúdať napríklad tento tvar: 
 
ℎ = 19�1 1 11 1 11 1 1�  (2) 
Aby sme nedegradovali obraz, musí byť výsledná hodnota matice rovná jednej. 
 
Nevýhoda priemerovania spočíva v rozmazaní hrán. V prípade, že je obraz 
zašumený impulzným šumom, je efektivita tohto filtru veľmi malá. Používanejšou 
filtráciou je mediánová, tá vyberie medián z definovaného okolia a nahradí ním 
pôvodný pixel. Táto metóda však zlyháva ak má šum charakter bieleho šumu. 
 
 
Obr. 4.3: Navrchu originálny obraz(prevzatý z [20]) zašumený impulzným šumom 20% 
v každom farebnom kanále. V ľavo dole filtrácia priemerom vidíme že šum nebol odstránený ale 
prispel do okolia vplyvom priemeru. V pravo dole po aplikácii mediánového filtru na snímke nie 
je badateľný šum.  
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Tabuľka 4.3: Namerané časy aplikácie priemerovania a mediánu na Obr. 4.3 pri rôznych 
rozlíšeniach 
Prahovanie 
Prahovanie sa radí medzi základnú segmentáciu, ktorá sa často nachádza v mnohých 
vrstvách procesného spracovania obrazu. Podstatou prahovania, je porovnanie hodnôt 
pola(jasu) s hodnotou prahu a zmena hodnoty každého elementu na základe definovanej 
funkcie. OpenCV ponúka päť druhov jednoduchého prahovania[13]: 
· Binary    𝑑𝑠𝑡𝑖 = (𝑠𝑟𝑐𝑖 > 𝑇) ?  𝑀: 0 
· Binary inverted   𝑑𝑠𝑡𝑖 = (𝑠𝑟𝑐𝑖 > 𝑇) ?  0:𝑀 
· Truncate    𝑑𝑠𝑡𝑖 = (𝑠𝑟𝑐𝑖 > 𝑇) ?  𝑇: 𝑠𝑟𝑐𝑖 
· Threshold to zero   𝑑𝑠𝑡𝑖 = (𝑠𝑟𝑐𝑖 > 𝑇) ? 𝑠𝑟𝑐𝑖: 0 
· Treshold to zero inverted  𝑑𝑠𝑡𝑖 = (𝑠𝑟𝑐𝑖 > 𝑇) ?  0: 𝑠𝑟𝑐𝑖 
𝑘𝑑𝑒: 𝑇 −  𝑝𝑟𝑎ℎ;  𝑠𝑟𝑐𝑖 − 𝑣𝑠𝑡𝑢𝑝𝑛ý 𝑝𝑖𝑥𝑒𝑙;  𝑑𝑠𝑡𝑖 − 𝑣ý𝑠𝑡𝑢𝑝𝑛ý 𝑝𝑖𝑥𝑒𝑙;  𝑀 −𝑚𝑎𝑥𝑖𝑚𝑢𝑚 (1) 
Môžeme si tieto metódy predviesť na príklade šablóny cesty v podobe čiary, sledovanej 
robotom. V strede cesty sa nachádzajú najvyššie jasové hodnoty a postupne ku okrajom 
sa jas znižuje. 
 
Obr. 4.4: Hore originálny obraz je časť z cesty pre navigáciu robota sledujúceho čiaru. 
(prevzatý z [21]). Dole výsledky prahovania zmienenými metódami v analogickom poradí. 
Hodnota prahu 150.  
Metóda
Rozlíšenie t[ms] (5x5) t[ms] (25x25) t[ms] (5x5) t[ms] (25x25)
800x600 70 80 325 969
1280x720 133 152 643 1876
1920x1080 310 368 1441 5709
Priemerovanie Medián
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V prípade binárneho prahovania je možné využiť aj jednu z metód hľadania 
optimálneho prahu nazývanú Otsu. Jej cieľom je nájsť taký prah, kde váhovaná variácia 
popredia a pozadia je minimálna. Pričom váhy pre jednotlivé triedy určuje priemerná 
hodnota početností jednotlivých jasových úrovní. 
OpenCV ponúka aj adaptívne prahovanie, ktoré je vhodné napríklad v prípade 
snímania textu z kníh z nerovnomerným nasvietením. K dispozícii sú dve metódy 
výpočtu prahu, priemerová a gausová. Priemerová, určuje prah na základe priemeru 
jasových úrovní okolitých pixelov, gausová naviac vykoná váhovaný priemer 
s gausovou krivkou. Veľkosť okolia si môže užívateľ voliť. 
 
Tabuľka 4.4: Nameraný procesný čas binárneho prahovania využitím viacerých metód 
v závislosti na rozlíšení obrazu  
Ekvalizácia histogramu 
Táto operácia je vhodná v prípade, že potrebujeme upraviť intenzitu obrazu a dosiahnuť 
zvýšenie kontrastu. Rozloženie intenzity obrazu nám udáva histogram. Ten môžeme 
definovať ako grafickú reprezentáciu početností jasových úrovní v závislosti na ich 
hodnotách. Vodorovná osa nadobúda počet jasových úrovní najčastejšie <0-255>, zvislá 
osa počet pixlov danej jasovej hodnoty <0;MAX>, MAX je počet všetkých pixlov. 
Ekvalizácia histogramu sa zameriava a modifikuje obraz tak, aby jeho histogram bol 
viac plochý a hodnoty jasu boli rovnomerne rozdelené. Využíva k tomu informáciu 
o miere zastúpenia jasových úrovní v obraze. Prevodnú charakteristiku tvorí 
kumulovaný histogram. Jedná sa o integráciu histogramu pozdĺž jeho jasových 
úrovní[22]: 
 
ℎ𝑘(𝑞) = �ℎ(𝑖) = ℎ𝑘(𝑞 − 1) + ℎ(𝑞)𝑞
𝑖=0
 
 
(3) 
 
Vzniknutá krivka sa ďalej normalizuje do rozsahu obrázku:  
 
ℎ𝑛𝑜𝑟(𝑞) = (ℎ𝑘(𝑞) − ℎ𝑘𝑀𝐼𝑁) ∗ 𝑞ℎ𝑘𝑀𝐴𝑋 − ℎ𝑘𝑀𝐼𝑁   (4) 
V prípade C++ je priame zobrazenie histogramu z OpenCV pomerne neprehľadné, 
je možné využiť externé knižnice pre vykresľovanie grafov čo však prináša 
komplikáciu. Lepšou voľbou pre rýchlu prezentáciu poskytuje Python a knižnica 
matplotlib. 
Metóda Prosté Otsu Priemer
Rozlíšenie t[ms] t[ms] t[ms] (15x15)
800x600 3 8 29
1280x720 5 17 74
1920x1080 10 40 143
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Obr. 4.5: Navrchu vľavo vidíme originálny histogram obrazu pod ním. Napravo horezobrazenie 
ekvalizácie histogramu a pod ním vzniknutý obrázok. Kumulovaný histogram je pre zobrazenie 
normalizovaný na 0-histMax. Pôvodný obraz z[24]. 
 
Obr. 4.6: Ekvalizácia histogramu, dole pôvodný histogram nad ním jeho kumulovanásuma, 
ktorá slúži ako transformačná krivka a vzniknutý ekvalizovaný histogram napravo.[23] 
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Tabuľka 4.5: Čas potrebný pre ekvalizáciu histogramu pre rôzne rozlíšenia obrazu  
Matematická morfológia 
Matematická morfológia modeluje obraz pomocou bodových množín v euklidovskom 
priestore E2 popr. E3. V prípade binárneho obrazu je základná prvkom usporiadaná 
dvojica celých čísel. Binárny obraz je možné vyjadriť ako 2D bodovú množinu. Každý 
bod ležiaci v objektu je pomocou množinového zápisu vyjadrený usporiadanou 
dvojicou jeho celočíselných súradníc.  
 
Obr. 4.7: Bodová množina obrazu jednoduchého binárneho obrazu. Každý čierny pixel je 
zapísaný pomocou dvoch súradníc v množine X, pričom prvá súradnica patrí x, druhá y [25] 
Morfologická transformácia je relácia medzi bodovou množinou I a štrukturálnym 
elementom B. Štrukturálny element má definovaný lokálny počiatok (krížik). [26] 
 
Obr. 4.8: Príklad najpoužívanejších štrukturálnych elementov.[24]  
Základne operácie mat. morfológie sú dilatácia a erózia. V praxi sa však najčastejšie 
využíva spojenie týchto relácii a to otvorenie alebo zatvorenie.  
Metóda Ek. histogramu
Rozlíšenie t[ms]
800x600 3
1280x720 4
1920x1080 10
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Tabuľka 4.6: Časy potrebné pre aplikáciu otvorenia a uzavrenia na prevedený binárny Obr. 4.3 
v rôznom rozlíšení. 
Využitie matematickej morfológie môžeme prezentovať na obrázku získaného z 
pohybu ľudí, ktorý po segmentácii obsahuje oblasti ktoré nepatria do hľadanej skupiny.  
 
Obr. 4.9: Naľavo výsledok odstráneného pozadia metódou GMG[27], napravo obraz po 
aplikácii otvorenia, štvorcovým elementom veľkosti 5×5. 
4.4 Získavanie príznakov 
Hranová detekcia 
Mnoho prístupov vyhodnotenia obrazu je založených na detekcii hrán v obraze. Hrany 
často označujú hranice objektov, alebo rôznych oblastí. Hranu môžeme definovať ako 
miesto v obraze, kde dochádza k významnej zmene obrazovej funkcie f(x,y). 
 
Obr. 4.10: Zmena intenzity na hrane v obrázku reprezentovaná krivkou. Dole obrázokrozmerov 
x,y, hodnota f(x,y) udáva jasovú hodnotu v danom bode. Hore nad týmto obrázkom a priebeh 
jasu zobrazený v reze pri y=1.[28] 
Túto zmenu je možné zaznamenať v diskrétnej oblasti napríklad pomocou 
aproximácie derivácie prvého rádu. Zmena intenzity obrazu môže byť zaznamenaná 
diferenciou priľahlých bodov. Po aplikácii prvej derivácie na predošlom obrázku 
dostávame: 
Metóda Otvorenie Zatvorenie
Rozlíšenie t[ms] t[ms]
800x600 110 60
1280x720 214 118
1920x1080 493 264
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Obr. 4.11: Prvá derivácia krivky z Obr. 4.10. Dole obrázok rozmerov x,y, hodnota f(x,y) udáva 
jasovú intenzitu v danom bode. Hore nad týmto obrázkom je zobrazená derivácia zmeny tejto 
intenzity pre priebeh jasu v reze y=1. Oblasť s najväčšou zmenou jasu udáva maximum v prvej 
derivácie.[28] 
Vzhľadom k tomu že obraz je dvojrozmerný môžeme definovať dvojicu gradientov[29]:  
 
𝐺𝑥 = 𝜕𝑓(𝑥, 𝑦)𝜕𝑥 ≈ ∆𝑥𝑓(𝑥, 𝑦) = 𝑓(𝑥,𝑦) − 𝑓(𝑥 − 𝑛,𝑦) (5) 
 
𝐺𝑦 = 𝜕𝑓(𝑥, 𝑦)𝜕𝑦 ≈ ∆𝑦𝑓(𝑥,𝑦) = 𝑓(𝑥,𝑦) − 𝑓(𝑥,𝑦 − 𝑛) (6) 
Tieto operácie je možné vyrátať pomocou konvolúcie a vhodne definovanej masky. 
Tieto masky nie sú invariantné voči otočeniu obrazu, preto je nutné pre požadovaný 
smer hrán použiť vhodne natočenú masku. Ukážeme si aplikáciu Sobelovho operátora 
v ose x a y: 
𝐺𝑥 = �−1 0 1−2 0 2
−1 0 1� ,𝐺𝑦 = � 1 2 10 0 0−1 −2 −1� 
Po samotnej konvolúcii je nutné vykonať ešte niekoľko krokov pre získanie 
hranovej reprezentácie obrazu, napríklad normalizáciu a prahovanie. Výpočtovo 
jednoduchšie je však určiť priamo druhú deriváciu pôvodnej funkcie a obdŕžať tak 
inflexné body hrán( tj. prechody nulov druhej derivácie). 
 
Obr. 4.12: Druhá derivácia krivky z Obr. 4.10 naznačená tmavšou farbou. Maximálna zmena 
jasu v reze obrázku y=1, je v prípade druhej derivácie miesto prechodu nulou. Slabšou farbou 
je pre porovnanie naznačená prvá derivácia.[28] 
Pre aproximáciu druhej derivácie sa využíva Laplaceov operátor v dvoch variantách 
(štvor-okolie a osem-okolie) : 
𝐿4 = �0 1 01 −4 10 1 0� , 𝐿8 = �1 1 11 −8 11 1 1� 
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Medzi populárne hranové metódy sa radi aj tzv. Cannyho detektor. Jedná sa o sadu 
algoritmov pre získanie hranovej reprezentácie, kde finálna hranová reprezentácia je 
z najvýznamnejších hrán ktoré majú šírku jedného pixlu. Cannyho detektor sa skladá 
z 5tich krokov[30]: 
1. Aplikovanie Gausiánového filtru pre odstránenie šumu 
2. Nájdenia gradientného obrazu, aprox. prvej derivácie 
3. Aplikovanie nemaximálnej supresie(odstránenie falošných hrán) 
4. Hysterézne prahovanie 
5. Trasovanie najvýznamnejších hrán 
 
Tabuľka 4.7: Aplikácia používaných hranových operátorov na Obr. 4.3 v rôznom rozlíšení. 
Veľkosť použitých masiek 3x3. V prípade Cannyho spodný histerézny prah 40, vrchný 120. 
 
Obr. 4.13: Hore originálny obraz(prevzatý z [31]) dole hranová reprezentácia zľava pomocou 
Sobelu, Laplacea a Cannyho hranového detektoru 
Rohová detekcia 
Rohy v obraze je možné definovať ako miesta, ktoré sú svojmu blízkemu okoliu čo 
najmenej podobné. Ukážeme si detekciu pomocou Harrisovho operátora, ktorý hľadá 
maximálnu veľkosť zmeny intenzity pri posuve v každom smere. Je založený na auto-
korelačnej funkcii[32]: 
Metóda Sobel Laplaceov op. Canny
Rozlíšenie t[ms] t[ms] t[ms] 
800x600 77 41 70
1280x720 151 81 134
1920x1080 338 172 296
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 𝑐(𝑥,𝑦) =  � 𝑤(𝑢, 𝑣) ∙ [𝐼(𝑢, 𝑣) − 𝐼(𝑢 + ∆𝑥, 𝑣 + ∆𝑦)]2(𝑢,𝑣)∈𝑊  (7) 
Kde: 
𝑊 − 𝑣𝑦š𝑒𝑡𝑟𝑜𝑣𝑎𝑛é 𝑜𝑘𝑛𝑜 𝑣𝑦𝑠𝑡𝑟𝑒𝑑𝑒𝑛é 𝑛𝑎 𝑝𝑜𝑧í𝑐𝑖𝑢 (𝑥,𝑦) (𝑢, 𝑣) −  𝑠ú𝑟𝑎𝑑𝑛𝑖𝑐𝑒 𝑣 𝑟á𝑚𝑐𝑖 𝑜𝑘𝑖𝑒𝑛𝑘𝑎 
𝑤(𝑢, 𝑣) −  𝑣áℎ𝑜𝑣𝑎𝑐𝑖𝑎 𝑓𝑢𝑛𝑘𝑐𝑖𝑎 
𝐼(𝑢, 𝑣) − 𝑗𝑎𝑠𝑜𝑣á 𝑓𝑢𝑛𝑘𝑐𝑖𝑎 (∆𝑥,∆𝑦) − 𝑙𝑜𝑘á𝑙𝑛𝑦 𝑝𝑜𝑠𝑢𝑣 𝑜𝑘𝑖𝑒𝑛𝑘𝑎 
 
Pričom váhovacia funkcia môže byť buď obdĺžniková, alebo Gaussová: 
𝑤(𝑢, 𝑣) = �1 … (𝑢, 𝑣) ∈ 𝑊0 … (𝑢, 𝑣) ∉ 𝑊  
 
𝑤(𝑢, 𝑣) = 𝑒−(𝑢−𝑥)2+(𝑣−𝑦)22𝜎2  (8) 
 
Aplikovaním Taylorovho rozvoja a sadou matematických krokov dostaneme 
výsledný Harrisov operátor[31]: 
 
𝐶(𝑥, 𝑦) =
⎣
⎢
⎢
⎢
⎡ �𝐼𝑥
2(𝑢, 𝑣)
𝑊
�𝐼𝑥(𝑢, 𝑣) ∙ 𝐼𝑦(𝑢, 𝑣)
𝑊
�𝐼𝑥(𝑢, 𝑣) ∙ 𝐼𝑦(𝑢, 𝑣)
𝑊
�𝐼𝑦
2(𝑢, 𝑣)
𝑊 ⎦
⎥
⎥
⎥
⎤
 (9) 
Celá analýza následne prebieha na základe veľkostí vlastných čísel λ matice C: 
 det(𝐶 − 𝜆 ∙ 𝐸) = 0 ⇒ det��𝐼𝑥2 − 𝜆 𝐼𝑥 ∙ 𝐼𝑦
𝐼𝑥 ∙ 𝐼𝑦 𝐼𝑦
2 − 𝜆
�� = 0 ⇒  𝜆1, 𝜆2 (10) 
𝜆1, 𝜆2 − 𝑟𝑜𝑡𝑎č𝑛𝑒 𝑛𝑒𝑧á𝑣𝑖𝑠𝑙é 𝑝𝑟í𝑧𝑛𝑎𝑘𝑦 
 
Rozlišujeme tri kombinácie 𝜆1 𝑎 𝜆2: 
· 𝜆1, 𝜆2 nadobúdajú nízke hodnoty, analyzovaná oblasť je konštantná 
· 𝜆1, 𝜆2 jedna nadobúda vysokú, druhá nízku hodnotu, oblasť obsahuje hranu 
· 𝜆1, 𝜆2 obe vysoké hodnoty, nachádzame sa na mieste s rohom 
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Tabuľka 4.8: Aplikácia Harrisovho operátora a potrebné časy pre vyhodnotenie snímku rôznych 
rozlíšení. Použitý bol Obr. 4.3 a veľkosť operátora 3x3. 
 
Obr. 4.15: Detekcia hrán pomocou Harrisovho operátor. Obrázok prevzatý z [31] 
Houghlines 
Houghova transformácia sa využíva pre vyhľadanie objektov v obraze, ktorých tvar 
vieme analyticky popísať. Ukážeme si detekciu priamok. Vstupný obraz tvorí hranová 
reprezentácia pôvodného obrazu. Výstupný obraz priemet harmonických funkcii na 
základe polohy každého bodu a uhlu ϴ (0< ϴ <2π). Priesečník týchto harmonických 
funkcií určuje bod, ktorý je možné spätne transformovať na priamku. 
Metóda Harrisov op.
Rozlíšenie t[ms]
800x600 193
1280x720 376
1920x1080 875
hrana       roh 
 
 
 
 
 
 
plocha              hrana 
 
𝜆2 
𝜆1 
Obr. 4.14: Grafické znázornenie významu 𝜆1 𝑎 𝜆2. Modrou sú zobrazené 
malé hodnoty koeficientov.[32] 
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 𝑟 = 𝑥 ∙ 𝑐𝑜𝑠𝜃 + 𝑦 ∙ 𝑠𝑖𝑛𝜃 (11) 
 
Obr. 4.16: Princíp mapovania bodov priamky pri Houghovej transformácii. Každý 
z vyznačených bodov na ľavej strane sa pretransformuje na harmonickú funkciu, z priesečníku 
týchto funkcii získame hľadanú priamku.[33] 
OpenCV implementuje dve metódy: 
· Štandardnú Houghovu transformáciu 
· Pravdepodobnostnú Houghovú transformáciu[34] 
 
Tabuľka 4.9: Porovnanie potrebnej doby pre výpočet klasickej a pravdepodobnostnej metódy 
Houghovej transformácie v závislosti od rozlíšenia vstupného obraz. Použitý bol Obr. 4.17.  
Metóda Klasická Pravdep.
Rozlíšenie t[ms] t[ms]
800x600 524 1153
1280x720 1177 3022
1920x1080 2521 6601
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Obr. 4.17: Porovnanie klasickej v ľavo a pravdepodobnostnej Houghovej transformácie. Na 
vzorový obraz bola aplikovaná Cannyho hranová detekcia(vzor prebratý z[35]). 
4.5 Zhodnotenie 
Namerané výsledky dosvedčujú dostatočný výkon Raspberry Pi 2 modelu B. V prípade 
jednoduchých metód boli časy vykonávania prekvapivo nízke, aj pri vyššom rozlíšení. 
Tie však tvoria len malú časť každého komplexnejšieho systému. Aby odozva robota 
bola čo najkratšia, musíme vyťažiť zo systému maximum: 
· Zamerať sa na metódy ktoré sú efektívne v pomere rýchlosť/kvalita 
· Nie každá metóda si vyžaduje obraz vysokého rozlíšenia 
· Využiť potenciál viacerých jadier platformy 
· Dodržať zásady efektívneho a „clear-codu“ pri programovaní 
· Preskúmať možnosti GPU 
Jednotlivé obrázky (tam kde to bolo možné) sa snažia priblížiť ďalšiemu zameraniu 
práce a to navigovať robota pomocou značiek (napr. AR marks) umiestnených 
v priestore. Taktiež podľa časových možnosti, by bolo peknou prezentáciou 
implementovať aj sledovanie čiary. Náš robot síce nebude schopný realtime spracovania 
obrazu, no nesmieme zabudnúť na cenu použitých zariadení. 
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5 NÁVRH ALGORITMU VIZUÁLNEJ 
NAVIGÁCIE ROBOTA 
Plnohodnotná lokalizácia tohto typu často využíva vizuálnu odometriu. Kamerové 
systémy, pripevnené na mobilného robota, snímajú trojrozmerné prostredie v jednej 
rovine. Pre rekonštrukciu tretieho rozmeru z obrazu je možné porovnať dve 
odpovedajúce po sebe vzaté obrazy a polohy jednotlivých korešpondujúcich 
význačných bodov. Analýzou týchto bodov získame vektory určujúce zmenu polohy 
robota.[1] 
Komplexnosť tejto úlohy však môže viesť na vyššie hardwarové požiadavky a preto 
si náš koncept zjednodušíme. Namiesto význačných bodov využijeme značenia, ktoré 
nám poslúžia ako referenčné body, identifikujú približnú polohu a určia nasledujúcu 
trasu. Analógia je podobná dopravnému značeniu, nachádzajúcemu sa pri ceste, ktoré 
informuje vodiča ako a kadiaľ sa bezpečne dostať z bodu A do bodu B. 
Tak ako aj dopravné značky, ktoré sú pre ich jednoduché porozumenie normované, 
definujme si požiadavky pre použité značenia v našom prípade: 
· Jedinečnosť vzoru 
· Nominovaná farba a tvar 
· Rozlíšiteľnosť v obraze 
Všímavý čitateľ určite postrehol v predošlej kapitole niektoré zvolené prezentačné 
obrázky s čierno bielym piktogramom. Tie sú charakteristické a človek vďaka 
nesmierne dokonalému rozpoznávaciemu systému jednoducho určí, čo znamenajú. 
Z pohľadu rozpoznávania obrazu s PC sú však zbytočne zložité. V dnešnej modernej 
dobe sa nevedomky často stretávame s viacerými druhmi obdobných obrazov. 
 
Obr. 5.1: Viacero typov tzv. „fiducial marks“ zaužívaných v rôznych úlohách.[40] 
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Tieto značenia sa najčastejšie používajú za účelom referencie a našli si uplatnenie 
v širokom spektre aplikácií. Z prezentovaných, sú v robotike hlavne využívané ARTagy 
a vďaka rozmerovo „veľkému“ vzoru ich použijem aj ja. 
ARTag je značka, ktorá nesie unikátnu informáciu vo forme kódu, je štvorcového 
tvaru čierno-bielej farby. Jeho rám tvorí čierne ohraničenie ktoré môže byť rôzne široké. 
Informácia je zakódovaná striedavým vzorom čiernej a bielej vo vnútri tohto rámu, 
pričom veľkosť kociek stanovuje počet možných kombinácií. Keďže neobsahuje 
značenie o jeho začiatku je nutné zvoliť obrazec tak aby bol nezámenný s iným aj 
v prípade otočenia. Obľúbenosť ARTagov pramení v rozšírenej realite (AR) kde slúžia 
pre projekciu virtuálnych objektov na základe sledovania polohy značky. 
Na úvod tejto kapitoly bude prezentované realizované riešenie v prípade 
vyhľadávania ARTagov v scéne s postupným popisom jednotlivých tried a syntézou 
procesných úkonov v analogickom poradí. V závere úmysel navigácie a jej obmedzenia. 
5.1 Prvotný rozbor algoritmu vizuálnej časti 
Pre správnu identifikáciu ARTagov, zo scény potrebujeme získať ich polohu. Samotná 
scéna sa nachádza najčastejšie vo interérových priestoroch, kde môžu byť labilné 
svetelné podmienky. Ako príklad uvediem slabo osvetlenú miestnosť, protikladom sú  
slnečné lúče dopadajúce do miestnosti. Nevylučujem však ani exteriérové použitie. 
 
Obr. 5.2: Príklad scén obsahujúcich ARTagy s rôznymi textúrami v pozadí. Ľavá horná 
dopadajúce svetlo do miestnosti vplýva na histogram obrazu. Pravá horná, prechod do 
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svetlejšej miestnosti a zo vznikajúcim odleskom na podlahe. Dolné dve snímky z vonkajšieho 
prostredia, prvá v tieni s výrazným odrazom slnka v pozadí, druhá priame pôsobenie slnečných 
lúčov na ARTag.   
 
Obr. 5.3: Hore šedo tónová scéna obsahujúca tri vzory ARTagov. Dolné snímky reprezentujú 
nájdených kandidátov normalizovaných na rovnakú veľkosť, ktoré vstupujú do rozpoznávania so 
vzormi. Je možné si všimnúť trojnásobnú detekciu jedného ARTagu. 
Úlohu spracovania obrazu som diverzifikoval na procesné časti. Tomu sú prispôsobené 
vytvorené triedy, tie je možné v prípade potrieb rozšírenia ľahko modifikovať: 
· Config – obstaráva nastaviteľné parametre programu 
· ImAdjust – predspracovanie obrazu 
· GetSegments – nález kandidátov 
· Segment – trieda zabaľujúca informácie o nájdenom kandidátovi 
· Mark – vytváranie šablón(značiek) s priradením ID. S týmito šablónami sa bude 
získaný kandidát porovnávať 
· TemplateMatch – porovnávanie zo vzorom(Mark vs. Segment) 
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Obr. 5.4: Grafické znázornenie princípu algoritmu. Vstupný obraz vchádza do triedy ImAdjust 
vykonávajúcu predspracovanie. Na jej výstupe získame hranovú reprezentáciu z ktorej trieda 
GetSegments vyberie oblasti zo štvorstranným tvarom, tie sú následne zabalené do tried 
Segment. Séria tried mark(marks) sú nadefinované vzory ARTagov, ktoré sa pomocou triedy 
TemplateMatch porovnajú s nájdenými segmentmi. Na výstupe algoritmu sa nachádzajú 
segmenty s priradením ID       
Vstupný obraz môže byť farebný alebo čiernobiely, po vyhodnotení algoritmom, 
v prípade že obraz obsahuje aspoň jeden z definovaných markov(ARTagov), sa bude na 
výstupe nachádzať kolekcia tried segment s priradenými ID na základe zhody s týmito 
vzormi. 
Obmedzené možnosti platformy a i samotný charakter úlohy vedie k používaniu 
časovo nenáročných metód a optimalizáciu kódu. Ďalšie kapitoly postupne rozoberú 
jednotlivé procesy (triedy), kde budú podrobnejšie popísané použité riešenia a taktiež 
problémy kritických častí. Najskôr si zadefinujeme niekoľko ARTagov pomocou triedy 
mark, potom sa budeme držať postupnosti schémy zobrazenie vyššie. 
5.2 Trieda „mark“ – vytváranie šablón 
Pre porovnávanie obrazu zo vzorom potrebujeme definovať ARTagy. Práve pre tento 
účel bola implementovaná táto trieda. ARTag sa skladá z čierno-bielej farby, na základe 
čoho ho môžeme definovať ako na binárny obraz. Táto trieda nielen zapuzdruje binárny 
obraz značky, ale taktiež obsahuje rôzne informácie a umožňuje viacero operácii 
 51 
s uloženým obrazom. Ukážeme si ako vytvoriť ARTag s OpenCV a tejto triedy 
pomocou dvoch konštruktorov: 
 mark(Mat& im); //Use to create mark, input image is without border 
 mark(Mat& im, int ID); //With user definied ID 
 
Poďme si spoločne pomocou triedy mark vygenerovať napríklad tieto vzory:  
 
Obr. 5.5: Ukážka dvojice ARTagov vytvorených triedou mark 
Definujme si že najmenšia kocka, ktorá v obraze udávajúca vzor, bude jeden pixel. 
Potom tieto  obrázky sú veľkosti 6x6 pixlov, vrátane okrajov. Vzhľadom k tomu, že 
okraje sú stále rovnaké, postačuje nám pre popis vnútorný kód. Trieda okraje sama 
doplní. 
Vstupný obraz do konštruktora je vytvorený pomocou triedy Mat nasledujúcim 
spôsobom (čomu odpovedajú priliehajúce obrázky, modré okraje obrázkov sú len pre 
zamedzenie splývania s textom): 
Mat mark0 = (Mat_<bool>(4, 4) <<  Mat mark4 = (Mat_<bool>(4, 4) << 
 1, 1, 1, 1,   0, 1, 1, 0, 
 1, 0, 0, 1,   1, 0, 0, 1, 
 0, 1, 0, 0,   0, 1, 0, 1, 
 0, 1, 1, 1);   0, 0, 1, 1); 
 
Použitím konštruktora následne: 
mark m0 = mark(mark0); //ID 0 
mark m4 = mark(mark4, 4); //ID 4 
 
Najdôležitejšie je priradiť značke unikátne ID, ktoré je implementované ako prosté 
číslo. Pri porovnávaní zo vzorom bude v prípade zhody toto ID priradené 
porovnávanému kandidátovi.  
Trieda poskytuje 2 možnosti vytvorenia ID, pomocou implicitného konštruktora, 
ktorý priradí ID v závislosti od počtu vytvorených inštancií triedy mark, začínajúc 
nulou, alebo pomocou konštruktora, so zadaním ID. Užívateľ musí pri zadávaní ID 
zvoliť nové ID tak, aby bolo väčšie ako predošle vytvorené. V prípade ak tak nie je, 
program priradí  ID o jedno číslo väčšie ako najväčšie existujúce. Týmto sú ošetrené 
duplicity s pohľadu ID. Samozrejme existuje aj lepšie riešenie zaznamenávať vytvorené 
ID a ošetrovať prípadné duplicity. Užívateľ musí byť i napriek tomu opatrný 
a nepriradiť rovnaký obraz s rozdielnym ID, nakoľko tieto duplicity nie sú ošetrené. 
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Ako už bolo spomenuté, trieda si okraje doplní. Výsledné ArTagy je možné vidieť 
na Obr. 5.5. Takýmto spôsobom je možné vytvoriť ArTagy rôznych veľkostí, pričom 
jedinou podmienkou je, aby všetky použité v programe boli rovnako veľké. 
5.3 Predspracovanie obrazu 
Charakteristické vlastnosti ARTagov nám uľahčia ich hľadanie v scéne. Vzhľadom 
k tomu, že sa nachádzajú na bielom podklade, ich kontrast s čiernym okrajom navádza 
na použite hranových detektorov. Samozrejme je mnoho iných možností ako v obraze 
zvýrazniť polohu značiek, napríklad využitím adaptívneho prahovania, alebo 
konvolúciou s vhodnými maskami, ktoré by mali odozvu na rohoch. ARTag môže byť 
v priestore rôzne veľký a každý z nich inak perspektívne natočený. Pre zachovanie čo 
najvyššej hodnoty informácii v obraze, boli nasledujúce operácie zvolené s ohľadom  
minimalizácie vplyvu na kroky pri segmentácii. Vznik zbytočnej chyby v tejto etape by 
vnášalo veľkú chybu do ďalších častí vyhodnocovania. Z tohto dôvodu som zvolil viac 
časovo náročné metódy. Úlohou predspracovania je pripraviť vhodný obraz pre ďalšie 
spracovanie, ktoré bude popísane v nasledujúcich kapitolách.  
Častá zmena osvetlenia, je situácia ktorá nastáva v týchto úlohách pravidelne. Robot 
sa počas jeho trasy môže stretnúť s viacerými obmenami podmienok. Nasnímaný obraz 
je sem-tam presvietený vplyvom silného vnútorného osvetlenia, alebo tmavý, napríklad 
pri prechode neosvetlenou chodbou. Aby sme boli schopní adaptovať sa týmto 
podmienkam, prvým krokom po prevode obrazu do šedo-tónového je ekvalizácia 
histogramu.  
Zníženie šumu dosiahneme aplikáciou Gaussovho filtru, ktorého veľkosť sa mení na 
základe rozlíšenia vstupného obrazu. Veľkosť je volená tak, aby sa zachovali aj malé 
hrany pri danom rozlíšení. Najnižší rozmer je 3x3 a maximálny 7x7, smerodajná 
odchýlka je stanovená automaticky pomocou OpenCV: 
 𝜎 = 0.3 ∗ ((𝑘𝑒𝑟𝑛𝑒𝑙𝑆𝑖𝑧𝑒 − 1) ∗ 0.5) (12) 
 
 Takto je možné filtrovať aj vstupné obrazy s väčším rozlíšením, ako tie ktoré budú 
použité v našom prípade. Ako bolo spomenuté, rozhodol som sa využiť výrazných hrán 
ARTagov a v programe sú na výber dve možnosti ich detekcie: 
· Využitím prvej derivácie a Cannyho hranového detektoru( v config EDGE 1) 
· Využitím druhej derivácie( v config EDGE 0) 
 
Nasledujúca časť popisuje použité doplnkové metódy a nastavenia pre tieto dve 
možnosti. U oboch prípadoch sú uvedené príklady výstupov, z ktorých sa následne budú 
vyhľadávať štvorstranné oblasti. 
 53 
 
Obr. 5.6: Bloková schéma vykonávaných operácií v predspracovaní. Dve varianty získania 
hranovej reprezentácie je možné vyberať na základe nastavenia EDGE v konfigurácii 
programu. Definíciou EDGE 1 je hranová reprezentácia získaná pomocou Cannyho hranovým 
detektorom. Voľbou EDGE 0 je výstupný hranový obraz získaný pomocou druhej derivácie. 
Bližší popis jednotlivých operácií je v nasledujúcom texte 
5.3.1 Využitie prvej derivácie 
Táto kapitola popisuje procesné časti algoritmu predspracovania obrazu pri nastavení 
EDGE 1 v konfigurácii programu. Pre výpočet hranovej reprezentácie obrazu pomocou 
prvej derivácie bude využitý Canny. Canny pre získanie gradientu obrazu, využíva 
Sobela. Veľkosť masky Sobelovho operátora je adaptívna a obdobne ako pri filtrovaní 
obrazu sa mení v závislosti na rozlíšení vstupného obrazu. Výhodou Cannyho je 
možnosť definície hysteréznych prahov gradientov hrán, ktoré budú určite uznané ako 
hrany, alebo prešetrené. Problém nastáva v stanovení hodnôt týchto prahov. Preto sa 
stanovené prahy získavajú z mediánu obrazu pred ekvalizáciou, kde spodný a vrchný 
prah je definovaný ako 33% rozptyl z tohto mediánu. Takto sa aspoň čiastočne môžeme 
prispôsobiť obsahu scény a zároveň minimalizovať hrany s nízkou odozvou. 
Minimalizácia hrán a malých oblastí zrýchli následný proces vyhľadávania oblastí. 
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Obr. 5.7: Hranová reprezentácia obrazu získaná Cannym. Hore obrázky z vnútorného 
prostredia. Dole z vonkajšieho prostredia zo scénou obsahujúcou silné textúry. 
5.3.2 Využitie druhej derivácie 
Táto časť popisuje vyhodnotenie predspracovania v prípade že v konfigurácii nastavíme 
EDGE 0. V takomto prípade bude pre získanie hranovej reprezentácie využitá druhá 
derivácia. Pre aproximáciu druhej derivácie sa najčastejšie využíva Laplaceov a 
OpenCV ponúka taktiež túto možnosť. Veľkosť tejto masky je však len 3x3. V prípade 
že máme požiadavku väčšej masky OpenCV využíva sumu druhých derivácií získaných 
Sobelom: 
∇2𝑓(𝑥,𝑦) = 𝜕2𝑓(𝑥,𝑦)
𝜕𝑥2
+ 𝜕2𝑓(𝑥,𝑦)
𝜕𝑦2
 
Zaujímajú nás len miesta s kladným gradientom(prechody na čierne okraje 
ARTagu), pričom výška prahu je stanovená ako desatina z maximálnej hodnoty 
gradientu. Takto získaný obraz je prevedený na binárny. Pretože odozva masky je 
citlivá na šum a drobné zmeny jasu, vo výslednom obraze sa často objavia malé 
osamostatnené oblasti. Ich odstránenie je problematické. Pri využití morfológie by sme 
poškodili v obraze veľmi malé ARTagy, alebo spojili ich hrany s okolitými. Aby som 
potlačil časť z tohto šumu, odstránil som tie pixle, ktoré sú osamostatnené v okolí, 
pomocou konvolúcie binárneho obrazu a jednotkovej masky 3x3 s nulou v strede 
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a následným binárnym násobením s predošlým obrazom. V schéme 5.6 je táto operácia 
označená ako Noise remove. 
 
Obr. 5.8: Hranová reprezentácia obrazu získaná druhov deriváciou. Hore obrázky z vnútorného 
prostredia. Dole z vonkajšieho prostredia zo scénou obsahujúcou silné textúry.  
5.4 Segmentácia ARTagov 
Úlohou je nájsť v hranovej reprezentácii obrazu oblasti majúce štvoricu rohov a 
podobajúce sa tvarom na štvorce, lichobežníky či obdĺžniky. Zároveň je dôležité získať 
čo najpresnejšie súradnice týchto oblastí a minimalizovať falošnú detekciu. Vstupným 
obrazom je hranová reprezentácia vzniknutá využitím Cannyho, alebo druhej derivácie. 
V prípade Cannyho objekty, ktorých odozva na hranový operátor bola vysoká, sú 
väčšinou spojité a uzavreté. Druhá derivácia obsahuje omnoho viac osamostatnených 
zhlukov, pretože odozva operátora je často vysoká aj na malé zmeny v jase, či šume. 
Ponúka sa viacero riešení ako z týchto oblastí získať štvorstranné. Rozhodol som sa 
využiť metódy OpenCV ApproxPolyDP využívajúcej Ramer–Douglas–Peucker (RDP) 
algoritmus[36].  
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Obr. 5.9: Aproximácia krivky RDP algoritmom. Čiarkovane je zobrazená pôvodná krivka 
a modrou znázornená získaná aproximácia, ktorá minimalizuje počet potrebných bodov. [35] 
Ako už názov hovorí, táto metóda aproximuje polynóm na určitej krivke na iný 
polynóm, s využitím menšieho počtu bodov než obsahuje samotná krivka. Jedným zo 
vstupných parametrov môžeme nastaviť ako najviac sa aproximovaná krivka môže 
vzdialiť od skutočnej. Naše hľadané objekty v obraze nikdy nebudú mať bezchybný 
tvar. S využitím takejto aproximácie sa nám všetky hľadané štvorcové objekty 
akejkoľvek veľkosti, či perspektívneho natočenia s vysokou pravdepodobnosťou 
transformujú len na polynóm zo štyrmi bodmi. Tieto body priamo určujú rohy objektu, 
čoho môžeme zužitkovať pri perspektívnej transformácii vykonávanej neskôr. 
Aby sme túto metódu mohli využiť musíme poznať poradie bodov a žiaľ nemôžeme 
použiť priamo hranovú reprezentáciu obrazu. Toto poradie môžeme získať s OpenCV 
jednoducho a to hľadaním kontúr. Kontúrou chápeme krivku, ktorá ohraničuje všetky 
spojité body majúce rovnakú intenzitu, alebo farbu. Najčastejšie využitie tejto pomôcky 
si našlo uplatnenie pri hľadaní objektov a analýze tvarov. Viaže sa na nich niekoľko 
metód, ako napríklad momenty, veľkosť plochy kontúry, kontrola konvexnosti, 
aproximácia a mnohé ďalšie.  
Funkcia si vyžaduje štyri vstupné parametre. Prvým z nich bude v našom prípade 
hranová reprezentácia obrazu. Metóda predáva obraz ako referenciu a modifikuje ho, 
preto pri jej volaní je treba brať ohľad na to, či vstupný obraz chceme ešte znova použiť, 
v tom prípade je potrebné ho klonovať. Druhým vstupom je vektor vektorov 
bodov(vector<vector<Point>> contours;), ktorý sa naplní po výpočte hľadanými 
kontúrami. Tie sú vyhodnocované pomocou algoritmu sledovania hraníc[37]. Ďalším 
parametrom je mód výberu kontúr a posledným metóda aproximácie. Mód výberu 
umožňuje rozradiť kontúry do viacerých hierarchií ako napríklad vnútorné(childs), ktoré 
môžu mať ďalšie deti, vonkajšie(parents) a samotné. Popíšem použité nastavenia, ale 
v prípade záujmu o možnosti tejto metódy Vás odkážem na dokumentáciu4.  
Značka ARTagu sa môže vyskytovať v inom objekte, alebo samostatne, preto 
zvolíme výber všetkých kontúr bez ohľadu na ich hierarchiu. Všetky vyhľadané kontúry 
teda majú rovnakú prioritu. V závislosti od scény táto voľba môže byť kritická, 
v prípade napríklad steny z štvorcovou textúrou s výraznými hranami dostaneme 
vysoký počet kontúr a tiež mnoho potencionálnych kandidátov. Nasledujúci obrázok 
ukazuje príklad výstupu kontúr s predošlými nastavenými parametrami. Pre 
prehľadnosť bola každá kontúra vykreslená náhodnou farbou.  
4 findContorus  
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Obr. 5.10: Príklad nájdených kontúr v obraze. Každá kontúra bola pre prehľadnosť vykreslená 
náhodnou farbou. Obraz obsahuje 7 ARTagov. Úlohou je ich segmentácia z tohto veľkého počtu 
kontúr.     
Zámerne som vybral obrázok, ktorý obsahuje zložitejšie silné textúry majúce 
nenulovú odozvu na hranový detektor. Pre minimalizáciu výstupných bodov je možné 
využiť jednoduchú aproximáciu ukladajúcu len koncové body rovných a diagonálnych 
priamok. Týmto výrazne znížime pamäťové a procesné nároky, vzhľadom k tomu že 
rýchlosť použitých std vektorov nie je najlepšia.  
 
Obr. 5.11: Kontúra bez aproximácie v ľavo obklopuje celý obdĺžnik. Pamäťovo tento popis 
zaberá zbytočne veľa miesta. Vpravo jednoduchá aproximácia kontúry tohto obdĺžnika, pre 
popis nám postačujú štyri body [38] 
Z takto získaných a následne aproximovaných kontúr potrebujeme vybrať tie, ktoré sa 
podobajú tvarom ARTagu. 
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5.4.1 Výber kandidátov z kontúr 
Hľadané ARTagy môžu byť v scéne rôzne transformované. Napriek tomu som stanovil 
niekoľko kritérií, ktoré vylučujú falošné oblasti. Postupnosť kritérií je zoradená tak aby 
v cykle čo najrýchlejšie vyraďovali kontúry iného tvaru. Zhrnieme si to v niekoľkých 
bodoch: 
1. Vektor kontúry musí obsahovať viac ako tri body 
2. Plocha kontúry musí byť väčšia než minimálna(MINAREA) a zároveň menšia 
než maximálna(MAXAREA) nastavená v config 
3. Vzniknutý polynóm aproximáciou kontúry musí mať štyri body 
4. Aproximácia musí byť konvexná 
5. Radián medzi každou susediacou stranou musí byť v intervale 90° ± 𝑅𝐴𝐷𝑇 ∙ 180°
𝜋
 
Kde RADT je prah v radiánoch(napr. 0.3) nastavený v config. 
 
Pri nesplnení akéhokoľvek z bodov sa cyklus ukončí a vyhodnocuje sa ďalšia kontúra. 
Piaty bod využíva vlastností skalárneho súčinu dvoch priamok. Ak vyberieme tri 
susedné body ACB z aproximácie môžeme vytvoriť dvojicu priamok zo spoločným 
bodom C. 
 
Obr. 5.12: Ukážka možného popisu dvoch vektorov pri skalárnom súčine[39] 
Potom platí: 
 ?⃗? ∙ 𝑏�⃗ = |?⃗?| × �𝑏�⃗ � × cos(𝜃) (13) 
 ?⃗? ∙ 𝑏�⃗ = 𝑎𝑥 ∙ 𝑏𝑥 + 𝑎𝑦 ∙ 𝑏𝑦 (14) 
 ?⃗? ∙ 𝑏�⃗|𝑎| × |𝑏| = cos(𝜃) (15) 
 
Absolútnu hodnotu môžeme nahradiť aj mocninou.   
 𝑎 ∙ 𝑏 
√𝑎2 ∙ 𝑏2
= cos(𝜃) (16) 
 
V prípade že sú priamky na seba kolmé ich skalárny súčin je rovný nule. Pre ušetrenie 
výpočtov nemusíme ani vyhodnocovať uhol počítaním kosínusu. V nastavení programu 
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stačí určiť rozptyl RADT uznávaných radiánov od nuly. Pri algoritmizácii je treba do 
menovateľa pričítať hodnotu aby v prípade kolmých vektorov nenastalo delenie nulou. 
Vyšetrením všetkých štyroch strán útvaru potom zistíme minimálny a maximálny 
radián, ktorý následne porovnáme s RADT. 
Ak kontúra splní všetky popísané body, uložíme rohy aproximovaného polynómu do 
vektora. Získame tak rohy potrebné pre perspektívnu transformáciu obrazu. 
 
Obr. 5.13: Vývojový diagram segmentácie oblastí majúcich tvar ARTagu. Na vstup prichádza 
značný počet kontúr. Pre každú kontúru testujeme sériu podmienok. Tie sú znázornené ako 
kosoštvorce a ich splynenie je vyznačené zelenou farbou. Splnením všetkých bodov sa uložia 
rohy získaného objektu pre ďalšiu analýzu.   
5.4.2 Normalizácia kandidátov pre porovnávanie zo vzorom 
Porovnávanie so vzorom bude bližšie popísané v samostatnej kapitole. Aby sme 
mohli v našom prípade vzor porovnávať, musí byť perspektívne neskreslený. Po 
prehľadaní kontúr sme pre každý vhodný tvar uložili štvoricu bodov definujúcich rohy 
objektu v obraze. Znalosť o tvare ARTagov nám umožňuje vytvoriť štvorcovú maticu. 
Táto matica bude uchovávať transformovaný obraz a jej veľkosť užívateľ definuje 
v konštruktore. Implicitne je objekt vytváraný s rovnakou veľkosťou ako MARKSIZE 
 60 
z config. Práve rohy tejto matice nám udávajú nové súradnice na ktoré budeme 
transformovať. 
Rohy z aproximácie kontúr však nemusia byť náležité zoradené. Aby bola 
transformačná matica správna, musíme ich korešpondovať k nami vytvoreným. Preto 
som implementoval funkciu, ktorá usporiada vstupný vektor bodov na základe ich 
pozície a to tak, aby korešpondovali k novým. Následne vypočítame transformačnú 
maticu pomocou getPerspectiveTransform použitím zoradených a nových rohových 
bodov. 
Pre perspektívnu transformáciu OpenCV využíva warpPerspective metódu, 
vzniknutý transformovaný obraz je interpolovaný bilineárne. 
Transformovaný obraz spolu s pozíciami rohov sa ukladá do triedy segment, obraz 
však musí spĺňať minimálny rozptyl jasu (MINDEV) definovaný v config. Trieda 
segment využíva binarizáciu obrazu pomocou Otsu metódy v konštruktore. Pretože 
Otsu vždy stanoví prah, cieľom je zabrániť vstupu tým obrazom, ktoré majú uniformný 
jas a niesú ARTagmi. Viacej o triede segment už v nasledujúcej kapitole. Finálnym 
výsledkom segmentácie je vector<segment> segments. Nasleduje ukážka scén 
a výsledok získanej segmentácie. Pod obrázkom je vysvetľujúci popis pre každú 
situáciu. V prvých dvoch prípadoch bola v predspracovaní využitá pre získanie hranovej 
reprezentácie, prvá derivácia a Canny. Posledný z obrazov ukazuje získané objekty pri 
využití druhej derivácie. 
 
Obr. 5.14: Prvý príklad segmentácie ARTagov. V ľavo šedo tónový obraz s troma ARTagmi, 
modrým sú vyznačené nájdene štvorstranné oblasti. Napravo perspektívne transformované 
modré oblasti splňujúce minimálny rozptyl MINDEV. Prvá a druhá dvojica sú dvojnásobné 
detekcie dvoch najbližších ARTagov. Dôvodom je nájdenie viacerých možných aproximácií. 
Tretia dvojica obsahuje výseky z najbližšieho ARTagu, ktoré boli vyhodnotené ako kandidáti, 
vzhľadom k tomu že majú štvorstranný tvar. Posledný transformovaný obraz je opäť detekcia 
najbližšieho ARTagu, tento krát jeho biela časť mala vysokú odozvu na hranový detektor 
vzhľadom k pozadiu. Najvzdialenejší ARTag je nenájdený pretože pri použitom rozlíšení 
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obrazu(800x600), nespĺňa minimálnu veľkosť 10x10 pixlov. Hranová reprezentácia bola 
získaná prvou deriváciou. 
 
Obr. 5.15: Druhý príklad segmentácie ARTagov. V ľavo šedo tónový obraz zo štyrmi ARTagmi, 
modrým sú vyznačené nájdene štvorstranné oblasti. Napravo perspektívne transformované 
modré oblasti splňujúce minimálny rozptyl MINDEV. Prvá a druhá dvojica sú dvojnásobné 
detekcie dvoch najbližších ARTagov. Dôvod duplicity je nájdenie viacerých možných 
aproximácií. Z tretej dvojice je vľavo výsek z najbližšieho a vpravo ARTag tretí v poradí od 
kamery. Tento je už dosť skreslený a preto pravdepodobne nebude správne vyhodnotený. 
Najvzdialenejší ARTag je nenájdený z dôvodu nižšieho rozlíšenia obrazu(800x600) a nespĺňa 
minimálnu veľkosť 10x10 pixlov. Hranová reprezentácia bola získaná prvou deriváciou.  
 
Obr. 5.16: Tretí príklad segmentácie ARTagov. Táto scéna obsahuje celkovo 7 ARTagov z toho 
5 z nich na použitom rozlíšení(800x600) spĺňa veľkosť 10x10 a viac. Modrým sú vyznačené 
nájdene štvorstranné oblasti. Vzhľadom na textúru pozadia je možné si všimnúť viacnásobnú 
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detekciu štvorstranných oblastí. Väčšina z týchto oblasti je vyradená, pretože nespĺňajú 
minimálny rozptyl(MINDEV) a celkovo sa transformuje len desať objektov. Z týchto prvých päť 
napravo je správna segmentácia ARTagov. Nasledujúcich päť je z modrých oblastí splňujúcich 
minimálny rozptyl jasu. Hranová reprezentácia, pre tento prípad, bola získaná druhou 
deriváciou. Pre porovnanie použitím prvej derivácie správne nájdeme len 2 z týchto ARTagov. 
Dôvodom je veľmi hrubá textúry pozadia a splývajúce hrany spojené s ARTagmi Cannyho 
algoritmom.   
5.5 Trieda „segment“ 
Poslednou fázou segmentácie je uloženie perspektívne neskresleného obrazu. Tento 
obraz je predaný triede segment ktorá ho zapuzdruje(slúži ako wrapper). Takto môžeme 
k získanému obrazu priradiť sériu dodatočných informácií,  pričom je jednoduché 
v prípade potreby triedu rozšíriť o nové informácie slúžiace pre popis obrazu. 
class segment 
{  
 Mat seg;   //Perspective transformed image of segment  
 Mat bwSeg;   //BW image of segment 
 double area;   //Area of segment in original image 
 int diff = -1;  //Counts diference from mark  
int ID = -1;   //If match with marker is found ID = mark.id 
vector<Point2f> origCorners;//Location of original corners in input image 
... 
 Momentálne ukladá transformovaný obraz získaný zo segmentácie a pozíciu 
štyroch bodov v pôvodnom obraze. Táto trieda využíva len jediný konštruktor: 
segment(Mat &im, vector<Point2f> corners);  
Predaný obraz sa prevedie v prípade že je farebný na šedo-tónový. Aby sme mohli 
segment porovnávať zo vzorom musíme jeho obraz previesť na binárny.  
ArTagy sú charakteristické tým že ich histogram má dve význačné vrcholy v okolí 
čiernej a bielej. Preto som pre prevod do binárnej oblasti zvolil Otsuho metódu. Takto je 
prah čiastočne adaptívny na zmenu jasu. Nevýhodou je že nemôžeme stanoviť 
vzdialenosť medzi dvoma vrcholmi a i obrazy majúce uniformný jas budú rozdelené. 
Vstupu takýchto obrazov sme však zabránili požiadavkou minimálneho rozptylu ešte 
v segmentácii. 
Pomocou pozície štyroch bodov môžeme vyrátať aj veľkosť plochy získaného 
ARTagu v pixloch. To nám približne určí vzdialenosť v akej sa ARTag nachádza, čo 
bude využité pri navigácii.  
Premenné diff a ID sú určené na základe porovnávania zo vzorom. Pre prehľadnosť 
si ich význam popíšeme . Ak sa nájde zhoda s definovaným ARTagmom v triede mark, 
potom sa pre segment priradí odpovedajúce ID z triedy mark.  
V niektorých prípadoch je však vzdialenosť ARTagu vysoká a obraz je čiastočne 
skreslený. Práve preto bola definovaná premenná diff. Ak je vzor ARTagu s veľkej časti 
rovnaký, ale odlišuje sa len napríklad jedným štvorcom vo vzore, trieda porovnávania 
zo vzorom uloží túto hodnotu ako diff a tiež priradí náležité ID. Vyhodnocovanie diffu 
bude popísané v kapitole porovnávania zo vzorom. 
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Obr. 5.17: Séria dvojíc, šedo tónový (vrchný) a binárny obraz pod ním, získaný pomocou Otsu 
prahovania z transformovaného obrazu. Obe dvojice zapuzdruje trieda segment. V obrázku je 
možné vidieť ako aj správne segmentované ARTagy, tak aj náhodné oblasti, ktoré prešli 
všetkými kritériami no napriek tomu ARTagmi nie sú, poprípade sú, ale nesprávne ohraničené. 
Tieto obrazy vstupujú do porovnávania zo vzorom, bližší popis v nasledujúcej kapitole. 
5.6 Komparácia inštancie triedy mark s inštanciou triedy 
segment  
Táto kapitola popisuje vytvorené porovnávanie obrazov získaných zo segmentácie 
s obrazmi uloženými ako vzory. Najprv si ukážeme si ako pridať vzory, ktoré sme si 
zadeklarovali pomocou triedy mark. Postupne bude vysvetlená zvolená logika a dôležité 
časti pri porovnávaní. Pripomeniem že segmentácia vytvorí vektor tried segment, kde 
segment je trieda obsahujúca nájdeného kandidáta, viď predošlá kapitola. V nákrese 
Obr. 5.4 sa nachádzame na tomto mieste: 
 
Obr. 5.18: Znázornenie vstupov do triedy templatematch 
Trieda porovnávajúca tieto dve triedy sa nazýva templatematch. 
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class templatematch 
{ 
 vector<mark> templates;   
//vector of mark class which contains ARTag image, id and another informations  
 vector<segment> segments;  
//vector of finded ROI in image, segment class contains information about ROI 
public: 
 ///C´tor 
 templatematch();  
//Default C´tor which contains user definied segment pushed to templates vector 
... 
Pridávanie vzorov je automatické pri vytváraní triedy za pomoci 
implicitného konštruktora. Vzory sú deklarované priamo v úvode zdrojového súboru 
templatematch triedy ako globálne premenné. Každý zo vzorov je následne vytvorený 
pomocou triedy mark udávajúc obraz + ID a pridaný do vektora v konštruktore. Pri 
vytváraní triedy sa tak naplní vector<mark> templates. Užívateľ môže vytvoriť nové 
vzory, poprípade definovať stávajúce, alebo odstrániť vybrané modifikáciou matíc 
a kódu v konštruktore. Aktuálne použité ARTagy teda budú načítané v konštruktore. 
5.6.1 Binárne porovnávanie 
OpenCV ponúka viacero typov porovnávania obrazov, napríklad pomocou histogramu, 
alebo detekciou význačných bodov alebo iné. Niektoré metódy nevyžadujú ani korekciu 
skreslenia obrazu, ich nevýhodou je však procesná rýchlosť. Pretože sú naše možnosti 
obmedzené, rozhodol som sa implementovať vlastný algoritmus založený na porovnaní 
dvoch binárnych obrazov. ARTagy sú pomerne jednoduché obrazy ktorých výhodou je 
jednoznačnosť. Môžeme na ne vzhliadať akoby na priestorový binárný kód, podobne 
ako sme si ukázali pri ich vytváraní pomocou triedy mark. Obraz a ARTag sme 
zjednotili na rovnakú veľkosť. Potom by stačilo obraz správne natočiť a použiť 
napríklad bitovú ekvivalenciu. 
 
Obr. 5.19: Príklad dvoch ARTagov získaných segmentáciou a porovnanie s ich vzormi 
ARTag nemá definovaný začiatok a preto ho v pri porovnávaní často musíme 
správne natočiť. Úskalie prezentovaného riešenia je nutnosť iterovať obraz všetkými 
značkami, alebo kým nenastane zhoda s ARTagom. Maximálna náročnosť výpočtu je 
úmerná: 3 ∗ 𝑁𝐴𝑅𝑇𝐾𝑠𝑒𝑔𝑚, kde: 
· 𝑁𝐴𝑅𝑇 je počet definovaných ARTagov 
· 𝐾𝑠𝑒𝑔𝑚 je počet nájdených segmentov 
Ako vidíme pri väčších počtoch týchto premenných náročnosť rapídne stúpa, 
samozrejme taktiež s definovanou veľkosťou značky. Koncept porovnávania na základe 
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binárneho obrazu v takto definovanom stave je v našom prípade výpočtovo zbytočne 
náročný.  Máme však niekoľko možností ako obraz či ARTag jednoduchšie popísať.  
5.6.2 Redukcia obrazov 
Rozhodol som sa ponechať koncept porovnávania binárnych obrazov. Aby sme 
urýchlili výpočet máme široké spektrum možností. Najjednoduchšie by bolo zníženie 
rozlíšenia obrazu, to však v prípade šumu môže spôsobovať nežiaduce účinky. 
Rozhodol som sa implementovať algoritmus výberu oblastí záujmu z obrazu, ktorý 
vytvorí zmenšený obraz bez ohľadu jeho rozlíšenia. Princíp je podobný hashovaniu.  
Obraz môžeme rozdeliť na sieť o veľkosti jednej kocky ARTagu pričom nás zaujíma 
len vnútorný kód. Z dôvodu aproximácie rohov náš obraz nemusí byť presne 
transformovaný a niektoré časti môžu byť skreslené, alebo kód môže presahovať do 
iných oblastí. Aby sme čo najpresnejšie získali skutočnú hodnotu danej oblasti program 
umožňuje nastaviť MARGIN. Táto hodnota určuje o koľko pixlov menšia má byť 
záujmová oblasť od mriežky. Znázornenie je možné vidieť na obrázku, pričom červené 
oblasti tvoria oblasti pri použití MARGIN. Z týchto sa bude vytvárať redukovaná 
matica popísaná nižšie. 
 
Obr. 5.20: Pomyselné rozdelenie obrazu zelenou mriežkou, červené oblasti tvoria záujmové 
oblasti a vzdialenosť tohto štvorca od zelených priamok je možné nastaviť parametrom 
MARGIN v konfigurácii programu. Z každej z týchto červených oblastí následne budeme 
vytvárať maticu veľkosti 4x2. Ukážka je na nasledujúcom obrázku.  
Z každej z červených oblastí sa ďalej vytvorí matica o veľkosti 4x2. Prvá dvojica 
bodov budú vrchné 2 rohy, druhé dve dvojice sú definované ako okolie stredu 
a posledná dvojica, spodné 2 rohy. Z jednotlivých matíc pre každý červený štvorec sa 
vyskladá výsledná matica, ktorá bude slúžiť na porovnávanie. Takto zachováme 
pôvodný obraz, výberom zlepšíme rozoznávanie i mierne deformovaných obrazov 
a značne urýchlime algoritmus.  
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Obr. 5.21: Princíp vytvárania redukovanej matice veľkosti 4x2. Každý červený výsek vytvorí 
menší obraz. Tento obraz má pevnú veľkosť 4x2 pričom sa skladá nasledovne: vrchné dva 
rohové pixle vytvoria prvú dvojicu, nasledujúca štvorica je výber zo stredu a spodné dva rohové 
body z červeného štvorca tvoria poslednú dvojicu. Obrázok ukazuje naľavo nájdený ARTag 
v scéne, stredný obrázok je výsek (zväčšenie) jedného z šestnástich častí, kde žlté bodkované 
štvorce vytvoria maticu 4x2 uvedenú úplne napravo.  
Rozdelenie matice obstaráva metóda subdivide. Vzhľadom k tomu že sa táto metóda 
volá často, pri porovnávaní bol zvolený prístup pomocou ukazateľov na jednotlivé 
riadky a následná iterácia stĺpcami. Lineárne uložená pamäť sa tak prehľadá oveľa 
rýchlejšie ako pri využití prístupu pomocou iterátorov, poprípade funkcie at(). Funkcia 
vráti maticu spojenú z jednotlivých častí o veľkosti 4x2, ktorá bude slúžiť pre 
porovnávanie obrazu. Výsledná veľkosť matice je tak daná vnútorným počtom „kociek“ 
ARTagu. Napríklad hore uvedený obrázok má 4 x 4 vzor, čo vygeneruje maticu 
veľkosti 16x(4x2) pixlov, pričom jej veľkosť bude 4x4 riadkov a 4x2 stĺpcov. 
 
Obr. 5.22: Vpravo binárny vzor ARTagu z triedy mark a zväčšená redukcia obrazu, vľavo 
binárny porovnávaný obraz a jeho redukcia v originálnej mierke. 
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5.6.3 Porovnávanie minimalizovaných obrazov 
Na vstup porovnávania prichádza dvojica obrazov z metódy subdivide. Jeden z nich 
slúži ako obraz ktorý bude porovnávaný, druhý ako vzor. Metóda vykonávajúca 
porovnávanie sa nazýva compare, tá vyhodnocuje zhodu v jednotlivých oblastiach 
veľkosti 4x2, čiže sa porovnáva každý „štvorec“ zo vzoru.  
Ak pri použití exkluzívnej disjunkcie, následnom zrátaní jednotkových hodnôt,  
tento počet hodnôt prevyšuje polovicu veľkosti porovnávaného obrazu(4x2), tak potom 
je oblasť vyhodnotená ako odlišná. Následne sa inkrementuje počítadlo odlišných 
oblastí. Metóda ukonči porovnávanie v prípade že je počet týchto oblastí väčší ako je 
stanovený prah, maximálna odchýlka MAXDIFF v config. Môžu teda nastať tri 
prípady: 
· V prípade že sa obrazy zhodujú vo všetkých oblastiach trieda priradí 
segmentu ID a na základe ID ARTagu a diff segmentu stanový na nulu.  
· V prípade že sa obraz nezhodujú v menšom počte oblastí ako MAXDIFF 
trieda priradí ID na základe ID ARTagu, ak diff segmentu je menší ako 
najmenší nájdený diff, alebo segmentu ešte nebol pridelený ARTag 
· Obrazy sa nezhodujú vo viacerých oblastiach ako MAXDIFF komparácia sa 
ukončí 
 
Obr. 5.23: Príklad porovnávania ARTagu, ktorého diff je vyhodnotený porovnávaním ako jedna. 
Obrázky sú zväčšené. Spodné obrazy znázorňujú originálny, segmentovaný obraz. 
5.6.4 Vizualizácia nájdených ARTagov 
Pre zobrazenie nájdených ARTagov je možné využiť metódu DrawFinded. ARTagy sú 
v obraze ohraničené modrým štvoruholníkom a v ňom je zobrazené ID a priradené 
čislo. Ak je ID s číslom zelené našla sa 100% zhoda zo vzorom. Pokiaľ je zobrazený 
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font červený, číslo korešponduje k najpravdepodobnejšiemu vzoru v rámci stanovej 
maximálnej odchýlky. 
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Obr. 5.24: Trojica snímkou znázorňujúcich vizualizáciu správne nájdených a rozpoznaných 
ARTagov. Každý rozpoznaný ARTag je ohraničený modrým štvorcom s priradeným textom vo 
vnútri „ID: číslo“, kde číslo reprezentuje ID vzoru s ktorým bola nájdená zhoda.  Prvá 
z vonkajšieho prostredia a ďalšie dve z vnútorného. Použité rozlíšenie vstupných fotiek je v 
tomto prípade 1600x1200. 
5.7 Konfigurácia parametrov programu (config) 
Niekoľko nastaviteľných parametrov umožňuje škálovať program pre danú situáciu. 
Každý parameter je definovaný v hlavičkovom súbore configuration.h. Popíšeme si 
niektoré z najdôležitejších pre porozumenie možných nastavení. 
· EDGE 0/1– Výber medzi Cannym(1), alebo druhou deriváciou(0) pre 
získanie hranovej reprezentácie 
· MINDEV – minimálna hodnota rozptylu jasových hodnôt obrazu ktorý bude 
prijatý segmentáciou. Táto hodnota umožňuje odstrániť kandidátov 
s uniformným rozložením jasu. 
· RADT – veľkosť rozptylu v radiánoch pre kosínus skalárneho súčinu, ktorý 
je v prípade kolmých vektorov nula. Táto hodnota určuje ako moc sa tento 
uhol môže odchýliť od nuly 
· MARKSIZE – veľkosť obrazu do ktorého sa budú transformovať kandidáti, 
musí byť deliteľný MARKPIXS bez zvyšku. 
· MARKPIXS – šírka binárnych pixlov definovaných šablón v rátane okraja(v 
našom prípade 6) 
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· MARGIN – vzdialenosť v pixloch ktorá určuje výsek pre redukovaný obraz 
vzoru 
· MAXDIFF – maximálny počet nezhodujúcich sa pixlov pre uznanie vzoru 
· MINAREA – minimálna plocha kandidáta v pixloch. Plochy menšie ako 
stanovený prah budú vyradené pri segmentácii. 
· MAXAREA – maximálna plocha kandidáta v pixloch. Plochy väčšie ako 
stanovený prah budú vyradené pri segmentácii 
5.8 Koncept navigácie 
Ku každej z definovaných šablón(ARTagov) v programe môžeme priradiť viacero 
jednoduchých príkazov pre navigáciu, napríklad po príchode k ARTagu sa nasmeruj 
o 30° doľava a pokračuj rovno. Takúto ľubovoľnú informáciu stačí správne napárovať 
na ID. Samotná navigácia bude prebiehať nájdením ARTagu v scéne, následným 
sledovaním a príchodom k ARTagu na definovanú veľkosť pixlov. Po splnení tohto 
kritéria robot dostane sériu inštrukcií, ako má pokračovať ďalej. Jedná sa teda o úlohu 
ktorá si nevyžaduje nutne apriórnu informáciu o okamžitej polohe, robot je riadený na 
základe získaných informácií z vizuálneho systému. Ideálne systém môže uchovávať 
niekoľko z posledných polôh sledovaného ARTagu, z ktorých je možné určiť viacero 
informácií o pohybe. 
Samozrejme akákoľvek prekážka ktorá sa nachádza v ceste, musí byť obídená. 
O toto sa bude starať nižšia vrstva senzorov a pri detekcii prekážky sa jej pokúsi 
vyhnúť. Najlepšie pre sledovanie ARTagov by bolo umiestnenie kamery na servo, 
poprípade rameno, ktoré sa bude natáčať v závislosti na polohe sledovaného ARTagu a 
to aspoň v jednom stupni voľnosti. Takúto možnosť však v niektorých prípadoch 
nemáme, pokiaľ by bola kamera na robotovi pripevnená napevno, musíme sa 
vysporiadať aj zo stratou vizuálneho kontaktu s ARTagom. V prípade straty polohy 
robot môže skúsiť otočiť či už kamerou, alebo samotný o 360° a vyhľadať tak ARTag 
v okolí. Ak napriek tomu žiadny nenájde musí zmeniť svoju pozíciu. 
Samotný program obsahuje na výstupe sériu informácií o nájdených kandidátoch. 
Mimo ID vieme určiť polohu v obraze zo zistených krajných bodov. Z týchto bodov 
môžeme vypočítať aj natočenie vzoru v každej ose. Taktiež je implementovaný výpočet 
veľkosti plochy nájdeného ARTagu z ktorej určíme približnú vzdialenosť. 
K navrhnutému systému teda stačí vytvoriť ovládanie robota. Je zachovaná flexibilita a 
pri potrebe sa dá využiť aj iný spôsob navigácie zaužívanejšou metódou. Nepodarilo sa 
mi zapožičať robota a zjednodušený prototyp bez nižšej vrstvy snímačov nebol 
z dôvodu môjho zlého rozvrhnutia času dokončený na funkčnú úroveň. 
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6 VYHODNOTENIE NAVRHNUTÉHO 
RIEŠENIA 
Táto kapitola sa zameriava na overenie funkčnosti vizuálnej časti programu zo sériou 
ukážok a testov. Udržať jednotné podmienky pre všetky nasnímané ARTagy je zložité. 
Použité snímky boli fotené fotoaparátom, mobilom a kamerou z Rpi, všetky s 5 Mpx 
rozlíšením. Nežiaducim efektom použitím rôznych zariadení je hlavne v prípade 
fotoaparátu malá hĺbka ostrosti. Scény sú často koncipované s viacerých ARTagov, 
umiestnených v rôznych vzdialenostiach. Týmto niekedy vzniklo rozmazanie 
nezaostrenej časti. Veľmi rozmazané snímky boli však z testov vyradené. Testy sú 
rozdelené na niekoľko časti, prvá popisuje vplyv nežiaducich efektov na hľadanie 
ARTagov v scéne, druhá vplyv na rozoznávanie vzoru. Následne sa pozrieme na 
promptnosť. Na konci tejto kapitoly budú zvýraznené nedostatky riešenia. 
6.1 Popis podmienok 
Realizované testy sú vykonávané na galérii 100 obrázkov z ktorých je približne 70% 
z vnútorného prostredia, čo je predpokladané možné využitie robota. Obrázky obsahujú 
široké spektrum textúr pozadia a a boli nasnímané za rôznych svetelných podmienok.  
Za úspešné rozoznanie ARTagu sa považuje len správne rozoznaný objekt zobrazený 
zeleným fontom, poprípade správne rozoznaný, ale zobrazený červeným fontom 
(červená označuje nenájdenie úplnej zhody zo vzorom a ID je priradené na základe 
najbližšieho vzoru). Vzory sú umiestnené v nasnímaných scénach rôzne ďaleko od 
kamery a ich perspektívne natočenie je náhodné. Veľkosť strany čierneho štvorca 
použitých vzorov je 4.2 cm, pričom tieto prototypy majú „šestnásť bitové rozlíšenie“(ak 
uvážime že jedna kocka vzoru je jeden „bit“).  
 
Obr. 6.1: Ukážka troch z celkového počtu šestnástich použitých vzorov. Veľkosť strany štvorca 
čiernej oblasti je 4.2 cm. Počet „bitov“ vo vzore je 16(4x4), kde jeden „bit“ tvorí jedna kocka.      
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Teoretická minimálna možná veľkosť použitých vzorov v obraze je  6x6 pixlov. 
Vzhľadom k tomu, že nebola vedená databáza čísel nasnímaných ARTagov v scéne a 
overovanie správnosti bolo na základe posúdenia vizuálnej zhody so vzorom, nastávala 
v niektorých prípadoch nejednoznačnosť. ARTagy pri tejto veľkosti boli veľmi 
skreslené a v niektorých prípadov nerozoznateľné po zväčšení obrázku okom. Z tohto 
dôvodu bola stanovená na základe experimentálnej dedukcie minimálna hranica 
veľkosti vzoru a to 10x10 pixlov na danom rozlíšení. Kandidátom pre rozpoznávanie je 
teda každý ARTag v scéne väčší, alebo rovný ako táto hranica. 
  Algoritmus zatiaľ nevie rozoznávať čiastočne zakrytý ARTag, preto tieto prípady 
neboli považované za kandidátov na rozoznanie. Ak nie je uvedené inak, boli použité 
snímky na vstupe normalizované na rozlíšenie 800x600. 
6.2 Hľadanie kandidátov 
Táto časť simuluje rôzne podmienky snímania a negatívne aspekty scény.  
6.2.1 Zmena rozlíšenia 
Väčšie rozlíšenie znamená väčšiu možnú vzdialenosť pre rozoznanie ARTagu. Tu som 
však narazil na značné obmedzenie použitím Cannyho. Veľkosť masky Sobelovho 
operátora je nastaviteľná v rozsahu 3 – 7. Predspracovanie samo adaptuje veľkosť tejto 
masky na základe nastavených parametrov rozlíšenia kamery. I napriek tomu sú väčšie 
objekty vyhodnotené Cannyho algoritmom sledovania hrán necelistvé. Problém v tomto 
prípade nastane pri vyhodnocovaní kontúr, ktoré obkolesujú len uzavreté objekty. 
Pri veľmi malých ARTagoch v scéne často naopak hysterézna úprava Cannyho 
algoritmu spojí hrany ARTagu s okolitými blízkymi hranami v scéne. ARTag potom 
prejde do neznámeho tvaru a je segmentáciou vyradený, z dôvodu nenájdenia 
štvorstrannej aproximácie. Preto odporúčam použiť pri aplikovaní Cannyho, nižšie 
rozlíšenia uvedené v tabuľke. Výrazne lepšie na zmenu rozlíšenia, reaguje druhá 
derivácia. Tá vo veľkom rozsahu nevykazovala výrazné zmeny v úspešnosti nájdenia 
a rozpoznania ARTagov. Jej slabou stránkou je  rozpoznávanie veľmi blízkych objektov 
pri vysokom rozlíšení. 
 
Tabuľka 6.1: Úspešnosť nájdených ARTagov v testovacej množine v závislosti na rozlíšeniu 
obrazu. Tréningová množina je rovnaká, ale počet celkových ARTagov sa líši z dôvodu 
minimálneho definovaného rozmeru ARTagu(10x10), pre možné rozoznanie v snímke. Toto 
kritérium na nižších rozlíšeniach spĺňa menej z použitých vzorov.  
Rozlíšenie snímky 640x480 800x600 1600x1200 2560x1920
Celkový počet ARTagov 262 277 305 310
Rozoznaných ARTagov 203 238 270 x
Úspešnosť 77,48% 85,92% 88,52% <20%
Nájdených ARTagov 243 259 286 283
Úspešnosť 92,75% 93,50% 93,77% 91,29%
2. derivácia
Canny
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Rešpektovaním stanovenej minimálnej veľkosti ARTagov v snímke na 10x10 pixlov sa 
počet vzorov mení v závislosti na rozlíšení, pričom je stále použitá rovnaká databáza 
snímok.  
6.2.2 Impulzný a Gaussov šum 
Obe tieto šumy značne vplývajú na hranovú reprezentáciu obrazu. Pretože 
v predspracovaní nebola použitá mediánová filtrácia, impulzný šum spôsobuje problém 
už i v malom množstve. Zvýšená odozva masiek hranových operátorov na šum vytvára 
miniatúrne oblasti a s nimi úmerne rastie počet kontúr. Z tohto dôvodu sa výrazne 
spomalí vyhľadávanie štvorstranných tvarov. Degradované hrany sú často vo viacerých 
miestach rozdelené a takéto hrany sú vyradené už pri segmentácii. Šumy boli 
generované pomocou Malabu využitím funkcie imnoise. 
 
Tabuľka 6.2: Porovnanie vplyvu impulzného šumu na rozpoznávanie ARTagv v oboch 
navrhnutých metódach predspracovania. 
Canny je omnoho menej citlivý na impulzný šum oproti druhej derivácii, tej už i pri 5% 
šume razantne klesá schopnosť správne vyhľadať a identifikovať ARTag. 
 
Obr. 6.2: Detekcia jedného z troch ARTagov v obraze s 10% impulzným šumom. Červená farba 
fontu značí nenájdenie úplnej zhody zo vzorom a pridelené ID 0 korešponduje najbližšiemu 
s definovaným vzorov. Rozpoznanie je napriek tomu správne.  
Celkový počet ARTagov
Hustota Impulznéhu šumu 2% 5% 10%
Rozoznaných ARTagov 219 180 125
Úspešnosť 79,06% 64,98% 45,13%
Nájdených ARTagov 182 119 60
Úspešnosť 65,70% 42,96% 21,66%
277
Canny
2. derivácia
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Tabuľka 6.3: Porovnanie vplyvu Gaussovho šumu na rozpoznávanie ARTagv v oboch 
navrhnutých metódach predspracovania. 
Vidíme že i Gaussov šum spôsobuje algoritmu problémy v oboch prípadoch. 
Predspracovanie je možné upraviť pre lepšie odstránenie šumu, no za cenu zvýšenia 
procesného času, alebo straty informácií. Šum v obraze preto považujem za slabinu 
navrhnutého riešenia.  
6.2.3 Zmena jasu a kontrastu 
Zmena jasových podmienok je situácia s ktorou sa bude robot stretávať často. Napríklad 
prechodom z osvetlenej miestnosti do vonkajšieho priestoru. Preto si tieto okolnosti 
vyžadujú pozornosť. Ich odstránenie by malo byť čiastočne zaručené ekvalizáciou 
histogramu zaradenou v predspracovaní. Zmeny jasu a kontrastu boli vykonávané v 
Malabe pomocou rovnice: 
 𝑔(𝑖, 𝑗) = 𝛼 ∙ 𝑓(𝑖, 𝑗) + 𝛽 (17) 
 
Tabuľka 6.4: Aditívna zmena v jase a úspešnosť pre rôzne hodnoty zmeny. Vidíme že zmena jasu 
nemá príliš veľký vplyv na úspešnosť nájdenia kandidáta. 
 
Obr. 6.3: Úspešná detekcia dvoch ARTagov, pričom jedna zo značiek sa nachádza v tieni. Vľavo 
snímok s aditívnou zložkou v jase +60, vpravo -60. 
Celkový počet ARTagov
Rozptyl Gaussovho šumu 0.1 0.3 0.5
Rozoznaných ARTagov 215 179 142
Úspešnosť 77,62% 64,62% 51,26%
Nájdených ARTagov 181 107 60
Úspešnosť 65,34% 38,63% 21,66%2. derivácia
277
Canny
Celkový počet ARTagov
Aditívna zložka v jase(β) +20 +60 -20 -60
Rozoznaných ARTagov 237 231 236 225
Úspešnosť 85,56% 83,39% 85,20% 81,23%
Nájdených ARTagov 253 252 257 240
Úspešnosť 91,34% 90,97% 92,78% 86,64%
Canny
2. derivácia
277
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Pre zmenu v kontraste boli otestované dve hodnoty α. 
 
Tabuľka 6.5: Vplyv zmeny kontrastu na vyhľadanie kandidátov pre obe metódy predspracovania 
Vplyv malých zmien jasu a kontrastu na citlivosť algoritmu hodnotím ako minimálnu. 
6.2.4 Korekcia gamy 
Cieľom je otestovať účinok nelineárnej transformácie vstupného obrazu. Transformáciu 
gamy dosiahneme umocnením normalizovaného obrazu pomocou rovnice:  𝑔(𝑖, 𝑗) = 𝑓(𝑖, 𝑗)1/𝐺  (18) 
 
Hodnoty G menšie ako jedna posunú obraz smerom k tmavšiemu spektru, zatiaľ čo 
hodnoty väčšie ako jedna zosvetlia obraz. Nelinearita môže mať dopad na odozvu 
masiek a vplývať tak na výslednú hranovú reprezentáciu. 
 
Tabuľka 6.6: Vplyv nelineárnej transformácie vstupného obrazu na úspešnosť vyhľadávania 
ARTagov 
 
Obr. 6.4: Vľavo nenájdenie ARTagu pri G=0,5, je možné vidieť stratu kontrastu hrán v tmavej 
časti. Vpravo ARTag rozoznaný bez problémov G=1,5. 
Celkový počet ARTagov
Multiplikatívna zložka(α) 0.5 1.5
Rozoznaných ARTagov 231 208
Úspešnosť 83,39% 75,09%
Nájdených ARTagov 255 231
Úspešnosť 92,06% 83,39%
277
Canny
2. derivácia
Celkový počet ARTagov
Koeficient (G) 0,5 1,5
Rozoznaných ARTagov 224 235
Úspešnosť 80,87% 84,84%
Nájdených ARTagov 227 242
Úspešnosť 81,95% 87,36%
277
Canny
2. derivácia
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6.3 Analýza výkonu algoritmu  
Táto časť sa zaoberá analýzu času s akým je schopný navrhnutý algoritmus procesne 
vyhodnotiť snímky s ARTagmi za rôznych okolností. Pretože používame platformu, 
ktorá má výpočtovo obmedzený výkon, pri návrhu algoritmu bol naň kladený dôraz. 
Existuje viacero princípov ako pristupovať k dátam Mat triedy OpenCV, takisto obraz 
uložený pod touto triedou je v pamäti radený lineárne. Boli zvolené metódy dodržujúce 
prehľadnosť kódu a zároveň optimálnu rýchlosť. Slabinou riešenia sú v niektorých 
prípadoch scén použité std vektory. Tie nie sú najrýchlejším riešením, ale nesmierne 
zjednodušujú a sprehľadňujú samotný kód.  
Testy sú merané na samotnej platforme, ale taktiež aj pomocou notebooku. 
Notebook obsahuje i5-3230m procesor. Navrhnutý koncept beží len na jednom vlákne, 
ale triedy a aj samotný algoritmus, sú pripravené na viacvláknové prevedenie. 
Ošetrením vstupov a výstupov algoritmu napríklad pomocou mutexu a použitím 
viacerých jadier, nám umožní dosiahnuť lepšie výsledky. 
6.3.1 Vplyv počtu vzorov/kandidátov 
Pri nájdení kandidáta sa tento kandidát porovnáva z nadefinovanými vzormi. Môžu 
nastať dva prípady: 
· Existuje v definovaných vzoroch a iteruje nimi, kým nenastane zhoda 
· Nezhoduje zo žiadnym vzorom, musí iterovať všetkými 
 
V prvom prípade sa zhoda eventuálne nastane pomerne rýchlo, druhý je oveľa horší 
a preto ho vyšetríme predložením sériou nových neznámych ARTagov, ktoré nemajú 
definovaný vzor. Merať budeme len porovnávanie vzorov nie celkový čas algoritmu.  
Pretože je ťažké zachovať rovnaké podmienky, vplyvom napríklad nájdenia viacerých 
aproximácií, i pri pevne danom počte vzorov, budeme merať priemerný čas akým 
vyhodnotí algoritmus jedného kandidáta voči definovanému počtu vzorov. Celkovo 
použitých ARTagov v scéne bolo 30 a časy v tabuľke sú priemerné z piatich meraní. 
 
Tabuľka 6.7: Priemerný čas akým vyhodnotí algoritmus jedného kandidáta voči definovanému 
počtu vzorov a priemerný potrebný čas na jedného kandidáta. 
 Nameraná doba je pomerne veľká pri uvážení že v algoritme často vznikajú duplicity 
i na jednom ARTagu, tieto je síce možné redukovať znížením maximálnej odchýlky 
aproximácie, no za cenu nenájdenia niektorých vzorov. Aj keď toto je najhorší prípad 
kedy sa museli porovnávať kandidáti zo všetkými vzormi, pri aplikácii v spojení 
s navigáciou odporúčam minimalizovať počet ARTagov snímaných v jednom 
Počet nadefinovaných vzorov 2 5 10 16
0,50
Potrebný čas porovnania s 
kandidátom [ms]
1,073 2,451 4,939 7,905
primerný čas porovnania jedného kandidáta so vzorom [ms]
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okamžiku. Rozmiestnenie jednotlivých ARTagov tak aby počas cesty boli naraz 
snímane maximálne tri zlepší odozvu robota. 
6.3.2 Priepustnosť snímkou za sekundu 
Samotné fps nezáleží len na rozlíšeniu, ale hlavne na hranovej reprezentácii, nájdených 
kandidátoch a definovaných ARTagoch. Ak obraz obsahuje silné textúry často vzniká 
množstvo osamostatnených oblastí a tým rastie aj počet kontúr. Ukázalo sa že najmä 
vonkajšie prostredie, kde je v snímku tráva, cesta alebo iné podobné štruktúry, boli na 
vyhodnotenie časovo náročné. Aby som pokryl čo najširšie spektrum textúr a priblížil sa 
k skutočnému fps, rozhodol som sa ho vyrátať z času potrebného pre spracovanie 60tich 
snímkou. Tieto boli vybrané tak aby 30 z nich bolo z vnútorného prostredia a 30 
z vonkajšieho. Meranie prebiehalo pomocou chrono(std), pričom bol zarátaný aj čas pre 
načítanie dát z kamery. 
 
Tabuľka 6.8: Namerané fps použitých metód predspracovania v závislosti na nastavenému 
rozlíšeniu vstupnej snímky. Tabuľka ukazuje fps pre vonkajšie aj vnútorné priestory, ktoré sa 
často líšia hrubosťou textúry, pričom sa predpokladá že vo vnútorných priestoroch je menej 
výrazných jemných textúr. 
Pri najmenšom rozlíšení je výrazný vzrast fps zapríčinený zanedbaním tých ARTagov, 
ktorých vplyvom zmeny rozlíšenia veľkosťou nesplňujú minimálnu požadovanú.  
Z uvedenej tabuľky vyplýva najideálnejšie použiť rozlíšenie 800x600, ktoré je 
kompromisom medzi rýchlosťou a vzdialenosťou schopnou ARTag použitých veľkostí 
zachytiť. 
6.3.3 Prehľad diagnostík programu 
Táto časť slúži pre analýzu programu s využitím profilovania vo Visual Studiu 2015, 
pričom uvedené testy v tejto kapitole boli vykonávané na notebooku, ktorého procesor 
je výkonnejší. Napriek tomu prehľad ukazuje percentuálny pomer vykonávaného času 
jednotlivých metód a preto ľahko odhalí kritické časti kódu. Použité rozlíšenie kamery 
bolo 800x600. Vzhľadom k tomu že výpočtový čas závisí od scény a viacerých 
faktorov, tieto údaje sú len orientačné. Cieľom je získať informácie o tom, ktorá časť 
programu ako vplýva na dobu vyhodnotenia. 
Rozlíšenie 320x240 640x480 800x600 1024x768 1600x1200
Canny fps 17 6 5 3 1
Druhá derivácia fps 17 6 4 3 1
Rozlíšenie 320x240 640x480 800x600 1024x768 1600x1200
Canny fps 19 6 4 2 <1
Druhá derivácia fps 19 5 4 2 1
Vnútorné priestory
Vonkajšie priestory
 78 
  
Obr. 6.5: Prehľad jednotlivých procesných častí a ich percentuálny podiel doby z vykonávaného 
času pri hranovej reprezentácie získanej Cannym na vrchnom obrázku a druhou deriváciou na 
spodnom. Vidíme že predspracovanie za použitia druhej derivácie je o niečo zdĺhavejšie. 
V tomto prípade neboli predložené žiadne ARTagy.  
 
 
Obr. 6.6: Predspracovanie obrazu pomocou Cannyho a druhej derivácie(dole). Percentá 
ukazujú podiel stráveného času z celkového času vyhodnotenia algoritmu bez predloženia 
vzorov. Canny je v OpenCV celkom dobre optimalizovaný. 
Teraz si ukážeme prípad kde predložíme pred kameru konkrétne šestnásť vzorov 
a budeme sledovať zmeny a kritické časti v programe. 
 
 
Obr. 6.7: Prehľad percentuálneho podielu v čase pri vyhodnocovaní snímky, predložených 16 
ARTagov, pričom nadefinovaných bolo rovnaké množstvo šablón. Horný obrázok, Canny 
v predspracovaní, spodný druhá derivácia. 
V predchádzajúcom obrázku vidíme že porovnanie netvorí najdlhšiu dobu procesu, čas 
segmentácie vplyvom nájdenia vhodných kandidátov výrazne stúpol preto sa pozrieme, 
kde v segmentácii vzniká toto zdržanie. 
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Obr. 6.8: Kritické miesto programu pri predložení veľkého množstva vhodných kandidátov 
vzniká v perspektívnej transofmácii 
Toľko malý rešerš z navrhnutého riešenia vizuálnej časti. Vidíme že pomocou 
profilovania je ľahké odhaliť slabé miesta riešenia. Využité nástroje boli použité aj pri 
optimalizácii. 
6.4 Problémové scény 
Snahou tejto kapitoly je priblížiť nedokonalosti navrhnutého algoritmu. Medzi najväčšie 
problémy patria silné textúry na pozadí. Čas spracovania jedného snímku tak vzrastie aj 
o štvornásobok oproti scénam, kde sa nenachádza veľký počet hrán. Podobný prípad 
v podstate vzniká aj pridaním šumu do obrazu. Ten však navyše degraduje hrany a ako 
už bolo v sérií testov uvedené, vplýva na úspešnosť vyhodnotenia v podstatnej miere.  
Algoritmus nevie rozoznávať čiastočné zakryté ARTagy a to ani v tom prípade keď 
je „binárny“ vzor celistvý. Hrany vytvorené kontrastom čiernej oblasti na bielom 
papieri musia tvoriť uzavretý tvar. Ak tak nie je, vzniknutá kontúra objektu ma iný tvar 
a bude vyradená segmentáciou. Celistvosť hrán je problémom i v tmavých snímkach, 
alebo tam kde slnečné lúče svietia priamo na ARTag. 
 
Obr. 6.9: Hore nerozoznanie čiastočne zakrytého ARTagu, dole v ľavo vplyv slabého osvetlenia, 
vpravo opačný prípad ARTag na schode presvietený slnečnými lúčmi. Nenájdenie ARTagov 
v spodných snímkoch je zapríčinené malou hodnotou gradientu odozvy hranového operátora.  
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Samotná segmentácia často nájde niekoľko aproximácii jedného kandidáta, čo vedie 
k viacnásobnému porovnaniu. V súvislosti s týmto javom pri vysokom počte ARTagov 
v snímke vzniká požiadavka na mnoho perspektívnych transformácií. Táto operácia ako 
sme si ukázali v predošlej kapitole je pri tomto veľkom množstve kandidátov časovo 
náročná. 
 
Obr. 6.10: Ukážka viacnásobnej detekcie rovnakých ARTagov 
Pretože boli navrhnuté dva princípy predspracovania ďalšia časť sa bude zaoberať 
ich výhodami a nevýhodami.  
 
Použitie prvej derivácie pre získanie hranovej reprezentácie pomocou Cannyho: 
Výhody: 
· Možnosť hysterézneho prahovania gradientu 
· Vo vnútorných prostrediach sú jemné textúry prepojené a tvoria tak len jeden 
objekt čo urýchli segmentáciu 
· Hranová reprezentácia obsahuje menej šumu 
· Optimalizovaný v OpenCV 
Nevýhody: 
· Spájanie hrán malých ARTagov v scéne s okolitými hranami.(Toto môže byť 
minimalizované zväčšením bielej plochy okolo ARTagu) 
 
Obr. 6.11: Demonštrácia spájania hrán s okolím v prípade menších ARTagov(obrázok je 
zväčšený) 
Použitie druhej derivácie pre získanie hranovej reprezentácie: 
Výhody: 
· Lepšia citlivosť, rozoznáva aj vzdialené ARTagy 
Nevýhody: 
· Zvýšená citlivosť na šum 
· Náročné stanovenie prahu pre gradient 
· Pomalšie ako Canny 
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Obr. 6.12: Obrázok pre porovnanie s predchádzajúcim v prípade použitia druhej derivácie. 
Vidíme že hrany sú oddelené od okolia(obrázok je zväčšený) 
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7 ZÁVER 
Diplomová práca sa zaoberá návrhom spracovania obrazu pre navigáciu robotov, 
riadených na základe informácií získaných z vizuálneho systému.  Jednou z požiadaviek 
bol dôraz na nízke výpočtové nároky algoritmu a využitie platformy Raspberry pi, ako 
lacného a dostupného riešenia.  
Práca popisuje štyri ucelené celky počínajúc prípravou platformy pre využitie. 
Použitý bol model Raspberry pi 2(B) a štandardný kamerový modul, ktorý je možné 
zakúpiť. Inštalácia jednotlivých balíkov je niekedy zdĺhavá a často vyžaduje hľadanie 
závislostí. V texte je spísaná súhrne na jednom mieste aj s úvodom nastavení platformy. 
Samozrejme pri inštalácii, ak je to možné odporúčam použitie najnovších verzií a držať 
sa postupu, ktorý by mal byť rovnaký. Programové vybavenie je takto možné 
reprodukovať a urýchliť vývoj  aj na vlastnom nápade/projekte. Táto časť sa zaoberá 
tiež popisom knižníc pre spracovanie obrazu. Z nich bolo nakoniec zvolené OpenCV 
pre jeho rozsiahlu podporu a otvorenú licenciu. Aby bol alogirtmus agilný, vývoj 
prebiehal v C++. Ukázalo sa že pri použití OpenCV, bolo funkčných len niekoľko 
nastavení kamery. Tá však ponúka široké spektrum možností a preto bola napísaná 
trieda umožňujúca konfigurovať kameru pomocou Video4Linux2 (framework pre 
komunikáciu s kamerou). Taktiež bol pomocou frameworku Qt vytvorený program 
umožňujúci ovládať tieto parametre. 
Spracovanie obrazu je výpočtovo náročné a k dostihnutiu požadovaných výsledkov 
je nutné kombinovať viacero metód. Ďalším z celkov je preto overenie spôsobilosti 
samotnej platformy. Bolo vybraných niekoľko metód s ohľadom na zadanú úlohu 
a prevedená séria testov. Ukázalo sa že platforma nie je schopná vykonávať zložitejšie 
metódy typu Houghova transformácia, alebo vyhľadávanie rohov, v dostatočne krátkom 
čase. Odozva robota pri využití podobných metód v spojení s ďalšími by mohla byť 
priveľká. Na druhú stranu, bežné prahovanie obrazu, alebo hranová reprezentácia, či iné 
jednoduché operácie sú svižné. Pri využití viacerých jadier CPU by mohla byť tak 
odozva veľmi nízka. 
Samotný návrh algoritmu pozostával z viacerých častí. Pre značenia v priestore, boli 
použité ARTagy. ARTag je značka štvorcového tvaru čierno-bielej farby, majúca v sebe 
jedinečný vzor. Umiestnením týchto značiek v priestore môžeme vytvoriť pomyselnú 
trasu, ktorou robot prejde definovaným spôsobom. Robot tak nepotrebuje apriornú 
znalosť mapy prostredia. Úlohou algoritmu je správne nájsť a rozoznať značenia 
v scéne. Pretože ARTag má výrazné čierne okraje a leží na bielom podklade, rozhodol 
som sa využiť túto charakteristickú vlastnosť. Práca popisuje riešenie kategorizovaním 
do procesných častí. 
Vytváranie šablón(ARTagov) v programe je prostredníctvom navrhnutej triedy 
„mark“, pričom veľkosť ARTagu môže byť ľubovoľná, jediným kritériom je použitie 
rovnakej veľkosti všetkých značiek. Implementované sú dve metódy predspracovania. 
Prvá získava hranovú reprezentáciu pomocou Cannyho algoritmu, druhá využíva druhú 
deriváciu. K týmto operáciám podlieha sada ďalších metód. Obe riešenia majú svoje 
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nevýhody a výhody. V prípade Cannyho je výhoda lepšia rýchlosť, pri druhej derivácii, 
naopak väčšia citlivosť na vzdialené ARTagy v snímke. 
 ARTagy môžu byť v priestore rôzne umiestnené a každý inak perspektívne 
natočený. Pre ich segmentáciu bola vytvorená vlastná trieda. Testovaním niekoľkých 
kritérií dokážeme z hranovej oblasti získať tie objekty ktoré majú podobný tvar. K takto 
získaným tvarom priložíme sériu informácií, odstránime ich perspektívne skreslenie 
a pre každý vytvoríme inštanciu triedy segment. Tá zapuzdruje informácie o nájdenom 
objekte a taktiež vytvorí jeho binárnu kópiu. 
Porovnanie kandidátov s definovanými šablónami obstaráva trieda TemplateMatch. 
Bola optimalizovaná na rýchlosť, redukciou obrazu na definovanú veľkosť. Nezáleží tak 
od vstupného rozlíšenia samotného kandidáta. Pretože ARTag nemá určený počiatok 
tvaru, musíme ho v našom prípade pri porovnávaní otáčať. Pri nájdení zhody sa priradí 
triede segment(kandidátovi) ID na základe šablóny(trieda mark). 
 Každé ID môže pri navigácii slúžiť ako nositeľ údajov o trase akou sa má robot 
vydať. Poprípade môže byť využitý iný princíp navigácie. Nepodarilo sa mi zapožičať 
robota a vlastný zjednodušený robot nebol dokončený na plne funkčnú úroveň z dôvodu 
časovej tiesne. 
Napriek tomu je vyhľadávanie odladené, pričom snaha bola získať čo najmenšiu 
dobu spracovania obrazu. V sérii overenia algoritmu je uvedená rada testov rôznych 
zmien podmienok, s ktorými sa robot bude stretávať najčastejšie. V závere práce je 
uvedená aj kapitola popisujúca nedostatky a problémy navrhnutého riešenia. 
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ZOZNAM SKRATIEK 
RPi   Raspberry Pi 
CSI   Camera serial interface 
DSI   Display serial interface 
V4L2   Video4Linux2 
ARTag  Fiducial mark 
FPS   Frames per second 
VNC   Virtual Network Computing 
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ZOZNAM PRÍLOH 
1.  Trieda PiCam pre ovládanie parametrov kamery pomocou V4L2 
2.  Trieda Im2Label pre prevod Mat do QImage 
3. Obsah priloženého DVD 
4. Séria piatich ukážok nájdených oblastí v šedotónovej scéne, segmentovaných kandidátov 
 a výsledok porovnania zo vzorom. 
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 1. Trieda PiCam(pre ovládanie parametrov kamery) 
class PiCam : public QObject 
{Q_OBJECT 
 
private: 
    struct v4l2_querymenu querymenu; 
    struct v4l2_queryctrl queryctrl; 
    struct v4l2_ext_controls queryext; 
    struct v4l2_control control; 
    char *dev; 
    int fd; 
public: 
    enum colEffect { 
        None = 0, 
        BW = 1, 
        Sepia = 2, 
        Negative = 3, 
        Emboss = 4, 
        Sketch = 5, 
        Sky_Blue = 6, 
        Grass_Green = 7, 
        Skin_Whiten = 8, 
        Vivid = 9, 
        Aqua = 10, 
        Art_Freeze = 11, 
        Silhouette = 12, 
        Solarization = 13, 
        Antique = 14, 
    }; 
    Q_ENUMS(colEffect) 
    colEffect getColEffects(int number) const { return colEffect(number); } 
    Picam(char *device); 
    int getAllSetings(); 
    int set(int controlID, int value); 
    void enumerate_menu(void); 
    virtual ~Picam(); 
}; 
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2. Trieda Im2Label(pre prevod Mat->QImage) 
class Im2Label : public QThread 
{Q_OBJECT 
private: 
    bool stop; 
    QMutex mutex; 
    QWaitCondition condition; 
    Mat frame; 
    int frameRate; 
    VideoCapture *capture; 
    Mat RGBframe; 
    QImage img; 
signals: 
    void processedImage(const QImage &image); 
protected: 
    void run(); 
    void msleep(int ms); 
public: 
    Im2Label(QObject *parent = 0); 
    void play(); 
    virtual ~Im2Label(); 
}; 
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3.  Obsah priloženého DVD 
· Elektronická verzia diplomovej práce 
· Program PiCam pre ovládanie kamery 
· Zdrojové kódy vytvorenej aplikácie vo forme projektu z vývojového prostredia Qt a 
Visual studio 2015 
· Použité ARTagy s ich ID pre vytlačenie 
· Zdrojové kódy vytvorených testových aplikácií vo forme projektov z vývojového 
prostredia Qt 
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4. Séria piatich ukážok nájdených oblastí v šedotónovej 
scéne, segmentovaných kandidátov  a výsledok 
porovnania zo vzorom. 
V každej sérii, prvý obrázok ukazuje šedotónovú scénu s najedenými štvorstrannými oblasťami 
vyznačenými  modrou. Druhý získaných kandidátov pre porovnávanie a prevod šedotónového 
kandidáta na binárneho. Tretí vizualizáciu zhody kandidátov zo vzorom(ak nastala) . 
A. Detekcia ARTagov vo vnútornom prostredí 
B. Vonkajšie prostredie s dvoma ARTagmi v slnečných lúčoch 
C.  Trojica ARTagov v rôznych vzdialenostiach a perspektívnom natočení 
D. Detekcia v slabo osvetlenej miestnosti 
E.  Trojica ARTagov v rôznych vzdialenostiach a perspektívnom natočení 
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A:Detekcia ARTagov vo vnútornom prostredí 
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B: Vonkajšie prostredie s dvoma ARTagmi v slnečných lúčoch 
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C: Trojica ARTagov v rôznych vzdialenostiach a perspektívnom natočení 
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D: Detekcia v slabo osvetlenej miestnosti 
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E: Trojica ARTagov v rôznych vzdialenostiach a perspektívnom natočení 
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