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RAINBOW RAMSEY THEOREM FOR TRIPLES IS STRICTLY
WEAKER THAN THE ARITHMETICAL COMPREHENSION
AXIOM
WEI WANG
Abstract. We prove that RCA0 +RRT
3
2
6⊢ ACA0 where RRT
3
2
is the Rain-
bow Ramsey Theorem for 2-bounded colorings of triples. This reverse math-
ematical result is based on a cone avoidance theorem, that every 2-bounded
coloring of pairs admits a cone-avoiding infinite rainbow, regardless of the com-
plexity of the given coloring. We also apply the proof of the cone avoidance
theorem to the question whether RCA0+RRT
4
2
⊢ ACA0 and obtain some
partial answer.
1. Introduction
For computability theorists, Ramsey’s theorem has been attractive for decades
since Specker’s work [12]. In this pioneering work, Specker showed that a com-
putable 2-coloring of pairs may admit no computable infinite homogeneous set. Let
us recall some concepts from Ramsey theory. We use [X ]n to denote the set of
n-element subsets of X where n ≤ ω; a function f : [ω]n → k is also called a
k-coloring, and a set X is f -homogeneous if f is constant on [X ]n.
Ramsey’s Theorem. If n, k ∈ ω and f is a k-coloring of [ω]n, then there exists
an infinite f -homogeneous set.
The instance of Ramsey’s theorem for specific n and k is denoted by RTnk . As
a consequence of Specker’s work, RCA0 6⊢ RT
2
2. Here RCA0 denotes the Recursive
Comprehension Axiom (RCA0), the weakest member of the big five subsystems of
second order arithmetic (see [10]), and a base system for most of reverse mathemat-
ics. In this article, we shall also take RCA0 as a base system and always assume
RCA0 without explicit reference.
Later, Jockusch [5] proved a series of interesting results concerning complexity of
homogeneous sets in terms of arithmetic hierarchy. Moreover, Jockusch constructed
a computable 2-coloring of triples, for which every infinite homogeneous set com-
putes the halting problem. In terms of reverse mathematics, Ramsey’s theorem
for triples (RT32) is equivalent to the Arithmetical Comprehension Axiom (ACA0),
another member of the big five subsystems.
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Jockusch’s work left opened whether RT22 implies ACA0. This gap was overcame
by Seetapun [9], who showed that ACA0 is strictly stronger than RT
2
2. In his
celebrated proof, Seetapun imposed some complexity conditions on Mathias forcing
and got a subset of forcing conditions. In order to prove density lemmas for this
subset, he exploited a cone avoidance theorem for Π01 classes by Jockusch and
Soare [6], which reflects the power of Π01 classes in controlling complexity. From a
computability theoretic point of view, Seetapun’s proof shed deep insight into the
classical proof of RT22.
Seetapun’s proof was analyzed in Cholak, Jockusch and Slaman [1], where two
consequences of RT22 were introduced, namely COH and SRT
2
2.
Definition 1.1. (1) Let ~R = (Rn : n ∈ ω) be a sequence of subsets of ω. An
infinite set X ⊆ ω is ~R-cohesive, if and only if for each n either X ∩Rn or X −Rn
is finite.
COH is the assertion that there exists an ~R-cohesive set for every ~R.
(2) A k-coloring f : [ω]2 → k is stable if and only if for every x there exist i < k
and y such that f(x, z) = i for all z > y.
SRT2k is the assertion that there exists an infinite homogeneous set for every
stable k-coloring.
Cholak, Jockusch and Slaman [1] and Mileti [8] showed that RT22 is equivalent
to COH+SRT22. Moreover, Cholak, Jockusch and Slaman obtained a sharp bound
on complexity of homogeneous sets for coloring of pairs, and with this sharp bound
they built an ω-model of RT22 containing only low2 sets (X is low2 if and only if
X ′′ ≡T ∅′′). The decomposition of RT
2
2 into COH and SRT
2
2 has became a paradigm
of analysis of combinatorial principles relating to RT22. For example, in a similar vein
Hirschfeldt and Shore [4] decomposed the Ascending-Descending-Sequence principle
(ADS) into CADS and SADS, and also the Chain-Antichain principle (CAC) into
CCAC and SCAC; and respectively, they proved that CADS 6⊢ SADS, SADS 6⊢
CADS, CCAC 6⊢ SCAC and SCAC 6⊢ CCAC.
Another interesting aspect of this analysis is that it gives a new proof of RT22.
Actually, computability theoretic techniques are in need for controlling complexity
of solutions to certain combinatorial principles, and usually lead to new insight into
combinatorial proofs or even new proofs. A recent example is a joint work of Csima
and Mileti on Rainbow Ramsey Theorems [2].
Definition 1.2. A function f : [ω]k → ω is a b-bounded coloring if |f−1(c)| ≤ b for
each c. X ⊆ ω is an f -rainbow if f ↾ [X ]k is injective.
Rainbow Ramsey Theorem. (RRTkb ) For each b-bounded f : [ω]
k → ω there
exists an infinite f -rainbow.
A well known proof of RRTkb is by Galvin. For each b-bounded f : [ω]
k → ω,
Galvin defined a dual coloring g : [ω]k → b such that each g-homogeneous set is
an f -rainbow, and then apply RTkb (see [2]). Csima and Mileti obtained a new
proof of RRT22. Applying results from algorithmic randomness, Csima and Mileti
showed that if R is 2-random relative to Z and f ≤T Z is 2-bounded then R com-
putes an infinite f -rainbow. From this, they deduced several reverse mathematical
consequences, like RRT22 6⊢ RT
2
2, RRT
2
2 6⊢WKL0, etc.
In this paper, we shall present some further investigations of RRTkb .
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In §3, we present the main result that RRT32 6⊢ ACA0 (Theorem 3.1). As RT
3
2 ⊢
ACA0 by Jockusch [5], this sounds a little surprising. It then follows from Jocksuch’s
result that RRT32 is strictly weaker than RT
3
2. As one may expect, Theorem 3.1
is based on some cone avoidance result (Lemma 3.2). By an application of a cone
avoidance result for COH, we reduce this cone avoidance for colorings of triples to
a strong cone avoidance theorem for 2-bounded colorings of pairs (Theorem 2.1).
Theorem 2.1 is strong, in that it gives us rainbows of low complexity for colorings
of arbitrary complexity. We shall see in §2, that the strength of Theorem 2.1
actually comes from some hidden strength of Seetapun’s cone-avoidance theorem for
RT22, which was discovered by Dzhafarov and Jockusch [3]. The proof of Theorem
2.1 combines measure theoretic argument from Csima and Mileti [2] and Mathias
forcing in Seetapun’s style, and also inductive applications of infinite pigeonhole
principle. From a combinatorial viewpoint, the application of COH and inductive
applications of pigeonhole principle together amount to inductive applications of
RT22, and such applications of RT
2
2 dispense the need of RT
3
2 in building rainbows
for colorings of triples.
In §4, we apply the method in §2 and §3 to obtain some partial cone avoidance
result for 2-bounded colorings of quadruples. In §5, we conclude this paper with a
conjecture.
Before the presentations of results and proofs, we introduce some notions.
A model of second order arithmetic is a pair (M,S) where M is a first order
model of arithmetic and S is a subset of the powerset ofM . An ω-model is a model
(M,S) with M = ω. The least ω-model of RCA0 is (ω,R) where R is the set of all
computable sets. If M = (ω,S) is a model and X ⊆ ω, then M[X ] = (ω,S[X ]),
where S[X ] = {Z : ∃Y ∈ S(Z ≤T X ⊕ Y )}. In addition, if M |= RCA0 then
M[X ] |= RCA0 for all X .
A tree T is a subset of ω<ω closed under initial segments. If T is a tree, then [T ]
denote the set of infinite sequences whose finite initial segments are always in T . A
tree T is X-computably bounded if there exists an X-computable function h such
that T ∩ ωn ⊆ Dh(n) for each n, where Di is the i-th finite subset of ω
<ω under
some fixed computable coding.
Working with Ramsey-like combinatorial principles, we identify [X ]<ω with the
set of strictly increasing sequences in X<ω and [X ]ω with the set of infinite strictly
increasing sequences from X . We use lower case Greek letters σ, τ, . . . for elements
of [ω]<ω and ω<ω, and write στ for concatenation of σ and τ . Under the above
convention, we may use concatenations for unions of finite sets, e.g., στ = σ ∪ τ
and σ{x} = σ ∪ {x}. We fix a computable bijection 〈. . .〉 : [ω]<ω → ω, such that
〈x0, . . . , xn−1〉 < 〈y0, . . . , yn−1〉 ↔ ∃i < n(xi < yi ∧ ∀j ∈ (i, n)(xj = yj)).
For computations using finite oracles, we write Φe(σ;x) ↓ if Φe(σ;x) converges in
no more than |σ| steps. For Z ⊆ ω and σ ∈ [ω]<ω, we write Z ⊕σ for (Z ↾ |σ|)⊕ σ.
So, Φe(Z ⊕ σ;x) ↓ means Φe((Z ↾ |σ|)⊕ σ;x) ↓, etc.
Below, we summarize some useful results from Seetapun [9] and Cholak, Jockusch
and Slaman [1], which will be called the cone avoidance of RT22,COH or SRT
2
n.
Theorem 1.3. Suppose that W 6≤T Z.
(1) If f : [ω]2 → 2 is Z-computable then there exists an infinite f -homogeneous
X such that W 6≤T Z ⊕X.
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(2) If ~R = (Rn : n ∈ ω) is uniformly Z-computable then there exists an infinite
~R-cohesive X such that W 6≤T Z ⊕X.
(3) If g : ω → n is Z ′-computable then there exist k < n and X ∈ [g−1(k)]ω
such that W 6≤T Z ⊕X.
Dzhafarov and Jockusch [3] observed that a Seetapun-style Mathias forcing could
work for Theorem 1.3(3) without the computability condition on g. Alternatively,
we can remove this condition by an application of Theorem 1.3(3) itself, in a way
similar to [9, §2.4].
Corollary 1.4 (Lemma 5.2(i) in [3]). Suppose that W 6≤T Z and g : ω → n is any
finite partition of ω. Then there exist k < n and X ∈ [g−1(k)]ω with W 6≤T Z ⊕X.
Proof. Following the proof of Friedberg’s Jump Inversion Theorem (see [11, VI.3]),
we can build Y such that W 6≤T Y ⊕Z and g ≤T (Y ⊕Z)′. Now the desired k and
X can be obtained from Theorem 1.3(3). 
We call Corollary 1.4 as another Seetapun’s cone avoidance for infinite pigeonhole
principle. The strength of the above corollary is the source of the strength of
Theorem 2.1. Furthermore, one should note that Corollary 1.4 could be applied
to remove the computability condition on ~R in Theorem 1.3(2). As we do not
need such a strong result for COH here, we leave this as an exercise for practising
Mathias forcing.
We shall need the following theorem by Jockusch and Soare [6].
Theorem 1.5. If W 6≤T Z and T ≤T Z is an infinite Z-computably bounded tree
then there exists X ∈ [T ] with W 6≤T Z ⊕X.
We refer readers to Simpson’s book [10] for more notions of reverse mathematics
and Soare’s book [11] for computability theoretic notions.
2. Rainbows for Colorings of Pairs
In this section, we prove the following cone avoidance theorem for 2-bounded
colorings of pairs. Note that there is no computability theoretic condition on f . In
this sense, the following theorem is an analogous of Seetapun’s cone avoidance for
infinite pigeonhole principle (Corollary 1.4). Actually, the proof needs inductively
applications of Corollary 1.4.
Theorem 2.1. Suppose that W 6≤T Z. Then every 2-bounded f : [ω]
2 → ω admits
an infinite rainbow H such that W 6≤T H ⊕ Z.
Below we prove the above theorem. The proof consists of two main steps: firstly
we pass from ω to an infinite tail rainbow X such that W 6≤T X⊕Z; then we prove
the theorem for f with ω being a tail rainbow. A set X is a tail rainbow for f , if
f(x0, x1) 6= f(y0, y1) for all (x0, x1), (y0, y1) ∈ [X ]
2 with x1 6= y1.
From [2, Proposition 3.3], we learn that the first step is easy for computable f .
However, as now we are dealing with arbitrary colorings, we need some measure
theoretic argument, which is essentially from [2].
Lemma 2.2. If f : [ω]2 → ω is 2-bounded and R is Martin-Lo¨f random in f then
f admits an infinite tail rainbow computable in R.
In particular, if W 6≤T Z then f admits an infinite tail rainbow X with W 6≤T
X ⊕ Z.
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Proof. Let h(k) = k for k ≤ 2. For k > 2, let
h(k) = h(k − 1) + min{2m : 2m ≥ 2k−1
(k − 1)(k − 2)
2
}.
Let S be the set of σ ∈ [ω]<ω such that h(k) ≤ σ(k) < h(k+ 1) for all k < |σ|, and
let
T = {σ ∈ S : σ is a tail rainbow for f}.
Given any σ ∈ [ω]<ω, we have
|f([σ]2)| ≤ |[σ]2| =
|σ|(|σ| − 1)
2
.
By 2-boundedness of f ,
|{x > maxσ : ∃w(w < x ∧ f(w, x) ∈ f([σ]2))}| ≤ |f([σ]2)| ≤
|σ|(|σ| − 1)
2
.
Thus, if σ ∈ T then
|{x : σ{x} ∈ T }| ≥ (1 − 2−|σ|)|{x : σ{x} ∈ S}|.
It follows that, for all k,
|T ∩ [ω]k| ≥ 2−1|S ∩ [ω]k|.
By the definition of S, we can computably map [S] onto 2ω by computably
mapping S to 2<ω as following: if σ ∈ S is mapped to ν ∈ 2<ω, then σ{x} ∈ S
is mapped to νξ, so that x is the (
∑
ξ(i)=1 2
i)-th number ≥ h(|σ|). Under such
mapping, [T ] is mapped onto a Πf1 subclass of 2
ω with positive measure. By the
corollary of Lemma 3 in Kucˇera [7], every R which is Martin-Lo¨f random in f ,
computes some X ∈ [T ] which is a tail f -rainbow.
On the other hand, if W 6≤T Z then {Y ∈ 2ω : W ≤T Y ⊕ Z} is null. So we
can pick R and X ∈ [T ] such that R is Martin-Lo¨f random in f , X ≤T R and
W 6≤T R⊕ Z. 
With Lemma 2.2, we proceed to the second step.
Lemma 2.3. Suppose that W 6≤T Z. If f is a 2-bounded coloring of pairs with ω
being a tail rainbow, then there exists an infinite f -rainbow G such thatW 6≤T G⊕Z.
Below, we fix a coloring f as in the above lemma and build a desired rainbow
by Mathias forcing. The plan is as following:
(1) As f is of arbitrary complexity, we can not directly consult f in the con-
struction. So, we define a Π01 class (say A) which captures f in some sense.
(2) Instead of asking questions about f , we ask questions like: whether A
contains some element satisfying certain ΠZ1 property (say ϕ). Roughly,
ϕ(g) holds for a coloring g ∈ A, if in a measure theoretic sense most g-
rainbows do not contain splitting computations.
(3) If A does contain such an element, then we can pick a cone-avoiding g ∈ A
by Jockusch-Soare’s Theorem 1.5. By a measure theoretic argument like [2,
§3], we can obtain a cone-avoiding g-rainbow which contains no splitting
computations. With this rainbow, we can extend a given Mathias condition
to one which forces some ΠZ1 statement (e.g., Φe(Z ⊕ G;x) ↑) and has
desirable complexity.
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(4) Otherwise, f is a particular element of A which satisfies a ΣZ1 property
(¬ϕ). From this fact, we can extend a given Mathias condition in a finitary
way to force a ΣZ1 statement, like Φe(Z ⊕G;x) ↓6=W (x).
People who are familiar with [9] can find that the above plan is a variation of
Seetapun’s argument.
We begin with the definition of A.
Definition 2.4. Let g : [ω]2 → ω be a 2-bounded coloring. If
∀(x0, x1) ∈ [ω]
2(g(x0, x1) = 〈g˜(x0, x1), x1〉)
where g˜(x0, x1) = min{x ≤ x0 : g(x, x1) = g(x0, x1)}, then g is normal.
Let A be the set of all normal 2-bounded colorings of [ω]2.
Note that in this paper the notion of normal colorings is different from Csima
and Mileti [2]. Let us briefly justify our terminology. If g is a 2-bounded coloring
of pairs with ω being a tail rainbow, then we can define g˜ from g as in the above
definition and let
g¯(x0, x1) = 〈g˜(x0, x1), x1〉.
If g¯(x, x1) = g¯(y, x1) = 〈w, x1〉 and x < y, then w = g˜(x, x1) = g˜(y, x1) ≤ x
and thus g(w, x1) = g(x, x1) = g(y, x1). By 2-boundedness of g, w = x and thus
we have 2-boundedness of g¯ and g¯ ∈ A. It also follows that g- and g¯-rainbows
coincide. On the other hand, suppose that h0, h1 ∈ A and h0(x, y) < h1(x, y).
Then h0(x, y) < h1(x, y) ≤ 〈x, y〉 and h0(x, y) = 〈u, y〉 for some u < x. As h0 and
h1 are normal, {u, x, y} is a rainbow for h1 but not for h0. So, every coloring like f
is equivalent to a unique element of A, in the sense that they have same rainbows.
Hence, we can safely assume that f ∈ A. Using some effective coding, A can be
identified with a Π01 subset of Cantor space.
We proceed to define a suitable subset of Mathias conditions. Let us begin from
recalling standard Mathias forcing.
Definition 2.5. A Mathias condition is a pair (σ,X) ∈ [ω]<ω × [ω]ω such that
maxσ < minX . For each Mathias condition (σ,X), let
B(σ,X) = {S ∈ [ω]ω : σ ⊆ S ⊆ σ ∪X}.
Given two Mathias conditions (σ,X) and (τ, Y ), (τ, Y ) ≤M (σ,X) if and only if
B(τ, Y ) ⊆ B(σ,X).
Let (σ,X) be a Mathias condition. We write (σ,X)  Φe(Z˙ ⊕ G˙) 6= W˙ , if and
only if Φe(Z ⊕G) 6= W for every G ∈ B(σ,X).
We need to find a descending sequence of Mathias condition ((σn, Xn) : n ∈ ω)
such that G =
⋃
n σn is an infinite f -rainbow and (σn, Xn)  Φn(Z˙ ⊕ G˙) 6= W˙ . For
forcing incomputability requirements, it is natural to require that W 6≤T Z ⊕Xn.
For rainbow requirement, we need some further restriction on the infinite tails of
Mathias conditions.
For σ ∈ [ω]<ω and g ∈ A, let the set below collect all viable numbers :
V (σ, g) = {x > maxσ : σ{x} is a rainbow for g}.
For a Mathias condition (σ,X), let
Aσ,X = {g ∈ A : X ⊆ V (σ, g)} ∈ Π
X
1 .
To satisfy rainbow requirement, we should work with (σ,X) having f ∈ Aσ,X .
Colorings in Aσ,X are considered as acceptable.
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Definition 2.6. A Mathias condition (σ,X) is admissible, if and only if f ∈ Aσ,X
and W 6≤T Z ⊕X .
If (3) in the above plan holds for some g ∈ Aσ,X , we need to pass from X to a
g-rainbow with desirable complexity. To this end, we define a tree of g-rainbows.
Let b0 = 1. For each l > 0, let bl = min{2b : 2b ≥ 2l+3(|σ| + l)}.
Definition 2.7. Let (σ,X) be a Mathias condition. If g ∈ Aσ,X , then we associate
to (σ,X, g) a tree, denoted by T (σ,X, g) ⊆ [ω]<ω, which is defined by induction as
below:
(1) ∅ ∈ T (σ,X, g).
(2) Suppose that τ ∈ T (σ,X, g) ∩ [ω]l. If x is among the least bl elements in
V (στ, g) ∩X then τ{x} ∈ T (σ,X, g).
Some facts about T (σ,X, g) follow easily from the definition:
(T1) T (σ,X, g) is (g ⊕X)-computable uniformly in (σ,X, g).
(T2) [T (σ,X, g)] is a compact subset of Baire Space ωω.
(T3) |T (σ,X, g) ∩ [ω]l| ≤ b¯l =
∏
i<l bi for each l > 0.
(T4) στ is a g-rainbow for each τ ∈ T (σ,X, g).
T (σ,X, g) is similar to Tf in [2, §3]. But T (σ,X, g) is compact, while Tf in [2,
§3] is very wild. The compactness is needed in Lemma 2.11 below. We may prove
that T (σ,X, g) is bushy in a way similar to [2, §3]. However, we shall need some
different calculation.
Lemma 2.8. Suppose that (σ,X) is a Mathias condition and g ∈ Aσ,X . For each
l, let y ∈ X be such that y > max{max τ : τ ∈ T (σ,X, g) ∩ [ω]l}. Then
|{τ ∈ T (σ,X, g) ∩ [ω]l : y 6∈ V (στ, g)}| <
b¯l
4
.
Proof. Let T = T (σ,X, g). For non-empty τ ∈ [X ]<ω, let xτ = max τ and τ− =
τ − {xτ}. For each l and y, let
Nl,y = {τ ∈ T ∩ [ω]
l : y 6∈ V (στ, g)}.
We show by induction on l that if y ∈ X and y > max{xτ : τ ∈ T ∩ [ω]l} then
|Nl,y| < (
1
4
−
1
2l+2
)b¯l.
Let y ∈ X be such that y > max{xτ : τ ∈ T ∩ [ω]l+1}, and let
Nl+1,y,0 = {τ ∈ T ∩ [ω]
l+1 : τ− ∈ Nl,y}.
Then |Nl+1,y,0| ≤ |Nl,y|bl, by the definition of T . Let
Nl+1,y,1 = Nl+1,y −Nl+1,y,0.
Suppose that ρ ∈ T ∩ [ω]l − Nl,y and ρ{x} ∈ Nl+1,y,1. Then y ∈ V (σρ, g) −
V (σρ{x}, g). As both σρ{x} and σρ{y} are g-rainbows, g(x, y) = g(u, v) for some
(u, v) ∈ [σρ{x, y}]2−{(x, y)}. As ω is a tail g-rainbow, v = y. So, g(x, y) = g(u, y)
for some u ∈ σρ. As g is 2-bounded, there are at most |σ| + l many x’s such that
ρ{x} ∈ Nl+1,y,1. So
|Nl+1,y,1| ≤ (|T ∩ [ω]
l| − |Nl,y|)(|σ| + l) ≤ (b¯l − |Nl,y|)(|σ|+ l).
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Hence,
|Nl+1,y| ≤ |Nl,y|bl + (b¯l − |Nl,y|)(|σ| + l)
≤ |Nl,y|bl +
1
2l+3
bl(b¯l − |Nl,y|)
<
b¯l+1
2l+3
+ (1 −
1
2l+3
)(
1
4
−
1
2l+2
)b¯l+1
< (
1
4
−
1
2l+3
)b¯l+1.
This proves the lemma. 
Lemma 2.9. Suppose that (σ,X) is a Mathias condition and g ∈ Aσ,X . Then
|T (σ,X, g) ∩ [ω]l| >
3
4
b¯l for all l.
Proof. For l > 0, let
Ml = {τ ∈ T (σ,X, g) ∩ [ω]
l : V (στ, g) is infinite}.
By the above lemma,
l > 0→ |Ml| >
3
4
b¯l.
This proves the lemma. 
By the above lemma and the definition of T (σ,X, g), if g ∈ Aσ,X then we can
X⊕ g-computably map [T (σ,X, g)] onto some [S] ⊆ 2ω with measure at least three
quarters, where S is a binary tree computably enumerable in X ⊕ g. The mapping
goes as following: if τ ∈ T (σ,X, g) is mapped to ν ∈ S, then τ{x} ∈ T (σ,X, g) is
mapped to νξ ∈ S, so that x is the (
∑
ξ(i)=1 2
i)-th element of V (στ, g) ∩ X . As
V (στ, g)∩X could be empty, the resulting S can only be ΣX⊕g1 , although T (σ,X, g)
is X ⊕ g-computable.
We are ready to extend an admissible condition to another that forces an incom-
putability requirement. To this end, we use splitting computations as usual.
Definition 2.10. A finite sequence ρ (e, Z)-splits over σ, if and only if ρ = στ for
some τ and there are different τ0 and τ1 such that both τ0 and τ1 are subsets of τ
and Φe(Z ⊕ (στ0);x) ↓6= Φe(Z ⊕ (στ1);x) ↓ for some x.
If g ∈ Aσ,X is such that
|{τ ∈ T (σ,X, g) ∩ [ω]l : στ (e, Z)-splits over σ}| <
b¯l
2
for all l, then g-rainbows (e, Z)-split over (σ,X) with low probability.
It is a ΠZ⊕X⊕g1 question whether g-rainbows (e, Z)-split over (σ,X) with low
probability. This complexity bound is due to T (σ,X, g) being nicely bounded.
This explains why we define T (σ,X, g) in a way different from Tf in [2].
Lemma 2.11. Suppose that (σ,X) is an admissible Mathias condition. For each
e, there exists an admissible (τ, Y ) ≤M (σ,X) such that (τ, Y )  Φe(Z˙ ⊕ G˙) 6= W˙ .
Proof. Let U be the set of g ∈ Aσ,X such that g-rainbows (e, Z)-split over (σ,X)
with low probability. Clearly, U is ΠZ⊕X1 . There are two cases.
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Case 1: U 6= ∅. By Theorem 1.5 of Jockusch and Soare, there exists g ∈ U such
that W 6≤T Z ⊕ g ⊕X . Let
T = T (σ,X, g) ∩ {τ ∈ [ω]<ω : στ does not (e, Z)-split over σ}.
As T (σ,X, g) is computable in g ⊕X , T is computable in Z ⊕X ⊕ g. By Lemma
2.9 and that g-rainbows (e, Z)-split over (σ,X) with low probability,
∀l(|T ∩ [ω]l| ≥
b¯l
4
).
Combining the above inequality and the remark following Lemma 2.9, and by an
application of the corollary of Lemma 3 in Kucˇera [7], if R is 2-random in Z⊕g⊕X
then Z ⊕ g ⊕ X ⊕ R computes some Y ∈ [T ]. As W 6≤T Z ⊕ g ⊕ X , there exist
Y and R such that R is 2-random in Z ⊕ g ⊕ X , Y ≤T Z ⊕ g ⊕X ⊕ R, Y ∈ [T ]
and W 6≤T Z ⊕ Y . Note that each path of T is a subset of X . So, (σ, Y ) is an
admissible extension of (σ,X).
It remains to show that (σ, Y )  Φe(Z˙⊕ G˙) 6= W˙ . Suppose that for each x there
exists τ ∈ [Y ]<ω such that Φe(Z⊕ (στ);x) ↓. Then there must be some x such that
Φe(Z⊕ (στ);x) 6= W (x) whenever Φe(Z⊕ (στ);x) ↓ for τ ∈ [Y ]<ω, asW 6≤T Z⊕Y
and σ ∪ Y does not (e, Z)-split over σ.
Case 2: U = ∅. In particular f 6∈ U . By the definition of U , there exist some
l > 0 and
{τi : i < b =
b¯l
2
} ⊆ {τ ∈ T (σ,X, f) ∩ [ω]l : στ (e, Z)-splits over σ}.
Let m = max
⋃
i<b τi. By Lemma 2.8, for each y ∈ X − [0,m] there exists i < b
such that y ∈ V (στi, f). Let p(y) be the least such i. So, p is a finite partition of
X−[0,m]. By Seetapun’s cone avoidance for infinite pigeonhole principle (Corollary
1.4), there exist i < b and Y ∈ [X ∩p−1(i)]ω such that W 6≤T Z⊕X⊕Y . It follows
that f ∈ Aστi,Y . As στi (e, Z)-splits over σ, there are x, π0 and π1 such that
σ ⊆ πj ⊆ στi for j < 2 and Φe(Z ⊕ π0;x) ↓6= Φe(Z ⊕ π1;x) ↓. Take τ = πj such
that Φe(Z ⊕ πj ;x) 6= W (x).
So, (τ, Y ) ≤M (σ,X) is admissible and (τ, Y )  Φe(Z˙ ⊕ G˙) 6= W˙ . 
An argument similar to the second case in the above proof allows us to extend
the finite heads of admissible Mathias conditions.
Lemma 2.12. If (σ,X) is an admissible Mathias condition then there exists an
admissible (τ, Y ) ≤M (σ,X) such that σ ⊂ τ .
Proof. Let l = |σ| and x0, . . . , xl be the first l+1 elements of X in ascending order.
For each y ∈ X ∩ (xl,∞), let p(y) be the least i ≤ l such that y ∈ V (σ{xi}, f). By
the 2-boundedness of f , p is total on X ∩ (xl,∞). By Seetapun’s cone avoidance
for infinite pigeonhole principle again, there exist i ≤ l and Y ∈ [X ∩ p−1(i)]ω such
that W 6≤T Z ⊕X ⊕ Y . Clearly, (σ{xi}, Y ) is as desired. 
By Lemmata 2.11 and 2.12, we can obtain a descending sequence of Mathias
conditions ((σn, Xn) : n ∈ ω) such that (σn, Xn)  Φn(Z˙⊕ G˙) 6= W˙ and σn ⊂ σn+1
for all n. So, G =
⋃
n σn is a desired f -rainbow. This proves Lemma 2.3.
Theorem 2.1 follows immediately.
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3. Rainbows for Colorings of Triples
In this section, we prove the main theorem.
Theorem 3.1. RRT32 6⊢ ACA0. Thus RRT
3
2 is strictly weaker than RT
3
2.
To this end, for each non-computable W we build an ω-model M = (ω,S)
such that M |= RCA0+RRT
3
2 and W 6∈ S. In particular, taking W to be a
non-computable arithmetic set, yields that M 6|= ACA0.
The key is to find an f -rainbow X with W 6≤T Z ⊕X , whenever W 6≤T Z and
f : [ω]3 → ω is 2-bounded and Z-computable. If we achieve this, then we can
inductively build a desired S.
We state the above key step as a lemma.
Lemma 3.2. If W 6≤T Z and Z computes a 2-bounded f : [ω]3 → ω, then there
exists an infinite f -rainbow X such that W 6≤T Z ⊕X.
Proof. Let W,Z and f be as above. By [2, Proposition 3.3], we may assume that
ω is a 1-tail f -rainbow, i.e., f(u, v, w) 6= f(x, y, z) whenever w 6= z. Let
I = {(u, v, x, y) ∈ [ω]2 × [ω]2 : 〈u, v〉 < 〈x, y〉}.
Let f¯(x, y, z) = min{〈u, v〉 : f(u, v, z) = f(x, y, z)} for each (x, y, z) ∈ [ω]3, and let
Ru,v,x,y = {s > y : f¯(x, y, s) = 〈u, v〉}
for (u, v, x, y) ∈ I. Note that f¯(x, y, z) ≤ 〈x, y〉. By the cone avoidance of COH,
there exists C such that C is cohesive for ~R = (Ru,v,x,y : (u, v, x, y) ∈ I) and
W 6≤T Z ⊕ C.
For (x, y) ∈ [C]2, let
fˆ(x, y) =
{
〈u, v〉, 〈u, v〉 = lims∈C f¯(x, y, s) ∧ (u, v) ∈ [C]2;
〈x, y〉, otherwise.
By cohesiveness of C, fˆ is well defined. Moreover, if fˆ(x, y) = 〈u, v〉 and (u, v) ∈
[C]2, then 〈u, v〉 ≤ 〈x, y〉 and f¯(x, y, s) = 〈u, v〉 for sufficiently large s ∈ C. Thus
f(x, y, s) = f(u, v, s) for sufficiently large s ∈ C. So, if fˆ(x, y) = fˆ(x′, y′) then
f(x, y, s) = f(x′, y′, s) for sufficiently large s ∈ C. As f is 2-bounded, fˆ is also
2-bounded. By Theorem 2.1, there exists an infinite fˆ -rainbow G such that G ⊆ C
and W 6≤T Z ⊕G.
We define a desired X as a subset of G by induction. Let X0 = ∅. Suppose that
Xn ∈ [G]<ω is defined and Xn is a rainbow for f .
Claim 3.3. For all sufficiently large a ∈ G, Xn ∪ {a} is a rainbow for f .
Proof of Claim 3.3. As Xn is finite and G is ~R-cohesive, there exists s0 such that
f¯(x, y, a) = lims∈C f¯(x, y, s) for all a ∈ G ∩ (s0,∞) and (x, y) ∈ [Xn]2.
For a ∈ G ∩ (s0,∞), if there are (x, y) and (x′, y′) in [Xn]2 such that 〈x, y〉 <
〈x′, y′〉 and f(x, y, a) = f(x′, y′, a), then f¯(x′, y′, a) = 〈x, y〉 and fˆ(x′, y′) = 〈x, y〉 =
fˆ(x, y). But this is impossible, as Xn ⊂ G is a rainbow for fˆ .
So, f(x, y, a) 6= f(x′, y′, a) for distinct (x, y) and (x′, y′) in [Xn]2 and all a ∈
G ∩ (s0,∞). As Xn is an f -rainbow and ω is a 1-tail f -rainbow, Xn ∪ {a} is an
f -rainbow. 
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By the above claim, let an be the least a ∈ G∩ (maxXn,∞) such that Xn ∪{a}
is a rainbow for f . Let Xn+1 = Xn ∪ {an}.
So, X =
⋃
nXn is an infinite f -rainbow. As X ≤T Z ⊕G, W 6≤T Z ⊕X . 
Proof of Theorem 3.1. Fix a non-computable W . By inductive applications of
Lemma 3.2, we can build a sequence (Mn : n < ω) such that
(1) M0 is the least ω-model of RCA0;
(2) Each Mn+1 =Mn[Xn] for some Xn;
(3) For all n > 0, W 6≤T
⊕
i<nXi;
(4) If f : [ω]3 → ω is a 2-bounded coloring inMn then there exists somem ≥ n
such that Xm is an infinite f -rainbow;
Then M =
⋃
nMn is a model of RCA0+RRT
3
2 and W is not in M.
In particular, taking W to be the halting problem, yields that M 6|= ACA0. 
Combining the above proof with the proof of Seetapun’s Theorem [9, Theorem
2.1], we get the following corollary.
Corollary 3.4. WKL0 +RT
2
2+RRT
3
2 6⊢ ACA0.
4. Tail Rainbows for Colorings of Quadruples
In this section, we present some partial answer to the question whether RRTn2 ⊢
ACA0 for some n > 3. We obtain a cone avoidance result that every computable
2-bounded coloring of [ω]4 admits a cone-avoiding infinite rainbow-like set.
If k ≤ n, X and f : [ω]n+1 → ω are such that f(x0, x1, . . . , xn) 6= f(y0, y1, . . . , yn)
for (x0, x1, . . . , xn) and (y0, y1, . . . , yn) in [X ]
n+1 with distinct (xn−k+1, . . . , xn) and
(yn−k+1, . . . , yn), then we say that X is a k-tail f -rainbow. A tail f -rainbow is just
a k-tail f -rainbow for k = n.
Theorem 4.1. Suppose that W 6≤T Z and f : [ω]4 → ω is a 2-bounded coloring
computable in Z. Then there exists an infinite tail f -rainbow X such that W 6≤T
X ⊕ Z.
We follow the proof of Lemma 3.2. By [2, Proposition 3.3] and the cone avoid-
ance of COH, it suffices to prove the following cone avoidance result, which is an
analogous of Theorem 2.1.
Lemma 4.2. Suppose that W 6≤T Z and fˆ : [ω]3 → ω is 2-bounded. Then there
exists an infinite tail fˆ-rainbow X such that W 6≤T X ⊕ Z.
Fix W,Z and fˆ as in the above lemma. By an argument similar to that of
Lemma 2.2, we can assume that ω is a 1-tail rainbow for fˆ .
To apply Mathias forcing as in §2, we define a class of colorings. For a 2-bounded
g : [ω]3 → ω, if
∀(x0, x1, x2) ∈ [ω]
3(g(x0, x1, x2) = 〈g˜(x0, x1, x2), x2〉)
where g˜(x0, x1, x2) = min{〈y0, y1〉 : g(y0, y1, x2) = g(x0, x1, x2)}, then g is semi-
normal. Let B be the set of all semi-normal 2-bounded coloring of [ω]3. Clearly, ω
is a 1-tail rainbow for every g ∈ B and B can be identified as a Π01 subset of Cantor
space under some effective coding. Moreover, every 2-bounded coloring of triples
with ω being a 1-tail rainbow is equivalent to some element of B, in the sense of
having same tail rainbows. So, we may assume that fˆ ∈ B.
12 WEI WANG
Fix σ ∈ [ω]<ω and g ∈ B. Let tV (σ, g) be the set of tail viable numbers, i.e.,
x ∈ tV (σ, g) if and only if σ{x} is a tail g-rainbow. For a Mathias condition (σ,X),
let
Bσ,X = {g ∈ B : X ⊆ tV (σ, g)} ∈ Π
X
1 .
If g ∈ Bσ,X then we associate a tree T˜ (σ,X, g) ⊆ [X ]
<ω to (σ,X, g). T˜ (σ,X, g)
is defined by induction as following.
(1) ∅ ∈ T˜ (σ,X, g),
(2) If τ ∈ T˜ (σ,X, g) and x is among the first c|στ | many elements in tV (στ, g)∩
X ∩ (max τ,∞) where ck = min{2c : 2c ≥ 2k+3
(
k
2
)
, then τ{x} ∈ T˜ (σ,X, g).
T˜ (σ,X, g) is similar to the trees in §2. If τ ∈ T˜ (σ,X, g) then στ is a tail fˆ -rainbow.
Fix τ ∈ T˜ (σ,X, g) and y ∈ X ∩ tV (στ, g). If τ{x} ∈ T˜ (σ,X, g) and y ∈
tV (στ, g)−tV (στ{x}, g), then there are w, u, v ∈ στ such that g(w, x, y) = g(u, v, y).
By 2-boundedness of g, for our fixed y and τ , there could be at most
(
|στ |
2
)
many x’s
as above. This simple calculation allows us to establish something like Lemmata
2.8 and 2.9 for T˜ (σ,X, g). So, with this new family of trees, we can construct an
appropriate Mathias generic as in §2 and thus obtain a tail fˆ -rainbow G such that
W 6≤T Z ⊕G. The details are left to the reader.
Actually, we can slightly generalize Theorem 4.1 to the following corollary.
Corollary 4.3. Suppose that W 6≤T Z and f : [ω]n+4 → ω is 2-bounded and Z-
computable. Then there exists an infinite 3-tail f -rainbow X such thatW 6≤T X⊕Z.
5. A Conjecture
Inspired by [1, Theorem 3.1], we may wonder whether we can control triple
jumps of rainbows for colorings of triples. This is recently confirmed by the author
in an upcoming work: every computable 2-bounded coloring of triples admits a
low3 infinite rainbow X (i.e., X
′′′ ≡T ∅′′′). As a consequence of this answer and the
lower complexity bound in [2, Theorem 2.5], RRT32 6⊢ RRT
4
2. However, the proof
for controlling triple jumps is complicated, and apparently hard to be adapted to
override cone avoidance results here.
Finally I boldly conjecture the following.
Conjecture 5.1. For all n, RCA0+RRT
n
2 6⊢ ACA0.
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