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FELDER’S ELLIPTIC QUANTUM GROUP AND ELLIPTIC
HYPERGEOMETRIC SERIES ON THE ROOT SYSTEM An
HJALMAR ROSENGREN
Abstract. We introduce a generalization of elliptic 6j-symbols, which can be interpreted
as matrix elements for intertwiners between corepresentations of Felder’s elliptic quantum
group. For special parameter values, they can be expressed in terms of multivariable elliptic
hypergeometric series related to the root system An. As a consequence, we obtain new
biorthogonality relations for such series.
1. Introduction
In Baxter’s solution of the eight-vertex model, a decisive step is the introduction
of the eight-vertex-solid-on-solid (8VSOS) model, the two models being related by
a vertex-face transformation [B]. The R-matrix of the 8VSOS model satisfies a
modified version of the quantum Yang–Baxter equation known as the quantum
dynamical Yang–Baxter (QDYB) equation. The QDYB equation includes as a
special case the hexagon relation for 6j-symbols, which was first found by Wigner
around 1940 [Wi].
Two currently active research areas arising from the 8VSOS model are dynamical
quantum groups and elliptic hypergeometric functions. For surveys, see [ES] and
[GR, Chapter 11] or [S4], respectively. The aim of the present work is to find a
new and unexpected connection between these two areas.
To explain the notion of a dynamical quantum group, we recall the FRST
(Faddeev–Reshetikhin–Sklyanin–Takhtajan) construction [RTF], which associates
a bialgebra (in many cases a Hopf algebra) to any quantum R-matrix. Physically
interesting quantities can then be studied by algebraic methods. It is not obvious
how to generalize the FRST construction to dynamical R-matrices. A first step
was taken by Felder [F], who, rather than defining a dynamical quantum group
as an algebra, defined a category of its representations. In the case of Baxter’s
dynamical R-matrix, pertaining to the 8VSOS model, this category was studied in
detail by Felder and Varchenko [FV1]. Later, Etingof and Varchenko [EV1] gave a
solid algebraic foundation for dynamical quantum groups as h-Hopf algebroids. By
Felder’s quantum group, we mean the h-Hopf algebroid obtained by applying the
generalized FRST construction of Etingof and Varchenko to Baxter’s dynamical
R-matrix.
In [D], Date et al. applied a process of fusion to the 8VSOS model, thereby
obtaining more general dynamical R-matrices known as elliptic 6j-symbols. The
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classical 6j-symbols of quantum mechanics can be expressed as hypergeometric
sums, that is, as
∑
k ak with ak+1/ak a rational function of k. Elliptic 6j-symbols
are given by more general sums, with ak+1/ak an elliptic function of k. Frenkel
and Turaev [FT] realized that this was the first example of a completely new class
of special functions, elliptic hypergeometric functions.
Another relatively recent class of special functions are hypergeometric functions
on root systems, which first appeared in the context of 6j-symbols of unitary groups
[AJJ, CCB]. Similarly as for elliptic hypergeometric series, examples appeared in
the physics literature long before their nature as generalized hypergeometric series
was emphasized, in this case by Holman, Biedenharn and Louck [HBL]. Recently,
many authors have considered elliptic hypergeometric functions on root systems,
see e.g. [DS1, DS2, KN, Ra, RS, R2, R3, RoS, S1, S2, S3, SW]. (To be precise,
we think here mainly of integrals and sums of type I or Dixon-type, as opposed
to type II or Selberg-type.) A major recent development is the appearance of
elliptic hypergeometric integrals on root systems in the context of supersymmetric
quantum field theories [DO, SV], which has led to many new conjectures. In spite
of the origin of hypergeometric functions on root systems in the representation
theory of unitary groups, little has been written about connections with Lie or
quantum groups, and in the elliptic case nothing seems to be known before the
present work.
In view of their common origin in Baxter’s 8VSOS model, one would expect
direct relations between Felder’s quantum group and elliptic hypergeometric func-
tions. Such relations were obtained in [KNR], and in a somewhat different way in
[KoN]. Felder’s quantum group has a one-parameter family of (N+1)-dimensional
irreducible corepresentations VN (z). In [KoN], Koelink and van Norden considered
pairings of the form 〈MMst (w),M
N
uv(z)〉, where M
M
st (w) denotes a matrix element
of VM(w), and 〈·, ·〉 is the cobraiding on the quantum group. These pairings are
matrix elements of the natural intertwiner
VN(z)⊗̂VM(w)→ VM(w)⊗̂VN(z) (1.1)
(⊗̂ is a modified tensor product appropriate for dealing with Hopf algebroids). It
was shown that such pairings can be identified with the elliptic 6j-symbols of [D].
In the present paper, we consider rather than (1.1) the intertwiner(
V1(z1)⊗̂ . . . ⊗̂V1(zN)
)
⊗̂
(
V1(w1)⊗̂ . . . ⊗̂V1(wM)
)
→
(
V1(w1)⊗̂ . . . ⊗̂V1(wM)
)
⊗̂
(
V1(z1)⊗̂ . . . ⊗̂V1(zN )
)
. (1.2)
In a natural basis of pure tensors, the matrix elements of this intertwiner are
partition functions of the 8VSOS model with fixed boundary conditions. However,
we will consider the same intertwiner in a different basis, when the matrix elements
can be considered as generalized 6j-symbols.
The comodule VN(z) is a quotient of
V1(z)⊗ V1(qz)⊗ · · · ⊗ V1(q
N−1z)
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(q is a parameter of the R-matrix). Accordingly, when wj = q
j−1ω and zj = q
j−1ζ ,
our generalized 6j-symbols reduce to the elliptic 6j-symbols of [D]. One of our
main results is that, if only w is specialized to a geometric progression, then
the generalized 6j-symbols can be expressed in terms of elliptic hypergeometric
series related to the root system An, of the type studied in [KN, R2, R3, S1, S2].
This connection allows us to obtain new biorthogonality relations for such series.
Surprisingly, although degenerate cases first appeared in the study of SU(n), we
obtain more general functions using an elliptic deformation of mere SU(2).
The original motivation for the present study was not the link to hypergeometric
series on root systems, which in fact came as a surprise. Rather, it is part of
an ongoing project to develop harmonic analysis on dynamical quantum groups,
with Felder’s quantum group as the main example. In particular, we believe that
some of our findings will be useful for constructing a Haar functional on Felder’s
quantum group, and for obtaining a more concrete version of the construction of
solutions to the q-Knizhnik–Zamolodchikov–Bernard equation due to Varchenko
and co-workers [FTV1, FTV2, FV2, MV]. Finally, in view of the recent appearance
of elliptic hypergeometric integrals in quantum field theory mentioned above, one
may speculate that the biorthogonal system of Theorem 7.2, or related systems
with continuous biorthogonality measures, has a role to play in that context.
The plan of the paper is as follows. In §2, we give preliminaries on dynamical
quantum groups. This includes some new definitions and results, in particular on
unitary cobraidings on h-Hopf algebroids. In §3, we recall the definition of Felder’s
quantum group, and collect some elementary though useful results on its cobraid-
ing. In particular, Corollary 3.7 is a key result that should have some independent
interest. In §4, we introduce the corepresentations and bases that we will use. In
§5, we discuss a function that appears as a building block of our generalized 6j-
symbols. In terms of the 8VSOS model, it is the domain wall partition function;
it can also be identified with elliptic weight functions of Tarasov and Varchenko
[TV]. In §6, we introduce generalized 6j-symbols and study their main properties.
In particular, in Theorems 6.2 and 6.13 we give explicit expressions for these sym-
bols. Although these formulas may seem complicated, they are natural extensions
of Racah’s expression for the classical 6j-symbol as a 4F3 hypergeometric sum. In
§7, we consider the specialization of generalized 6j-symbols that leads to elliptic
hypergeometric series on the root system An. As an application, in Theorem 7.2
we obtain an explicit biorthogonality relation for such series. Finally, an Appendix
contains generalities on unitary symmetries of cobraided h-Hopf algebroids.
Acknowledgements: I thank Jonas Hartwig for many discussions, and Vitaly
Tarasov for illuminating correspondence.
2. Dynamical quantum groups
This Section contains preliminaries on h-Hopf algebroids, most of which can be
found in [EV1, KoN, KR, R1].
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2.1. h-Hopf algebroids. Let h∗ be a finite-dimensional complex vector space.
The notation is motivated by examples where h∗ is the dual of the Cartan subal-
gebra of a semisimple Lie algebra. In the case of interest to us, h∗ = C.
We denote by Mh∗ the field of meromorphic functions on h
∗, and by Tα, α ∈ h
∗,
the shift operators (Tαf)(λ) = f(λ+α) acting on Mh∗ . Moreover, Dh denotes the
algebra of difference operators
∑
i fiTβi, fi ∈Mh∗ , βi ∈ h
∗, acting on Mh∗ .
An h-algebra is a complex associative algebra with 1, which is bigraded over
h∗, that is, A =
⊕
α,β∈h∗ Aαβ , with AαβAγδ ⊆ Aα+γ,β+δ. Moreover, there are two
algebra embeddings µl, µr : Mh∗ → A00 (the left and right moment maps), such
that
µl(f)a = aµl(Tαf), µr(f)a = aµr(Tβf), a ∈ Aαβ , f ∈ Mh∗ .
A morphism of h-algebras is an algebra homomorphism which preserves the bi-
grading and moment maps.
When A and B are h-algebras, A⊗˜B denotes the quotient of
⊕
α,β,γ∈h∗ Aαγ⊗Bγβ
by the relations µr(f)a⊗b = a⊗µl(f)b. The multiplication (a⊗b)(c⊗d) = ac⊗bd,
the bigrading Aαγ⊗˜Bγβ ⊆ (A⊗˜B)αβ and the moment maps
µl(f)(a⊗ b) = µl(f)a⊗ b, µr(f)(a⊗ b) = a⊗ µr(f)b
make A⊗˜B an h-algebra.
The bigrading fT−β ∈ (Dh)ββ and the moment maps µl(f) = µr(f) = fT0
equip Dh with the structure of an h-algebra. It provides a unit object for the
tensor product ⊗˜, namely,
x ≃ x⊗ T−β ≃ T−α ⊗ x, x ∈ Aαβ , (2.1)
define h-algebra isomorphisms A ≃ A⊗˜Dh ≃ Dh⊗˜A.
An h-bialgebroid is an h-algebra A equipped with two h-algebra morphisms
∆ : A→ A⊗˜A (the coproduct) and ε : A→ Dh (the counit), such that
(∆⊗ id) ◦∆ = (id⊗∆) ◦∆
and, under the identifications (2.1),
(ε⊗ id) ◦∆ = (id⊗ ε) ◦∆ = id . (2.2)
An h-Hopf algebroid is an h-bialgebroid equipped with a C-linear map S : A→
A (the antipode), such that S(Aαβ) ⊆ A−β,−α, S(µr(f)) = µl(f), S(µl(f)) = µr(f),
S(ab) = S(b)S(a), S(1) = 1,
∆ ◦ S = σ ◦ (S ⊗ S) ◦∆, ε ◦ S = SDh ◦ ε, (2.3)
m ◦ (id⊗S) ◦∆(a) = µl(ε(a)1), (2.4)
m ◦ (S ⊗ id) ◦∆(a) = µr(Tα(ε(a)1)), a ∈ Aαβ,
where m denotes multiplication, σ(a⊗ b) = b⊗ a, and where SDh is the antiauto-
morphism of Dh defined by
SDh(f) = f, SDh(Tα) = T−α. (2.5)
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These axioms are far from independent, see [KR].
We will use Sweedler’s notation∑
(a)
a′ ⊗ · · · ⊗ a(n)
for the iterated coproduct of a. Then, (2.2) may be written
x =
∑
(x)
µl(ε(x
′)1)x′′ =
∑
(x)
µr(ε(x
′′)1)x′. (2.6)
Moreover, assuming that each a(i) belongs to some bigraded component Aαiβi, we
write ωi,i+1(a) = βi = αi+1. For instance, if a ∈ Aαβ , then
(id⊗∆)∆(a) = (∆⊗ id)∆(a) =
∑
(a)
a′ ⊗ a′′ ⊗ a(3),
where a′ ∈ Aα,ω12(a), a
′′ ∈ Aω12(a),ω23(a), a
(3) ∈ Aω23(a),β .
2.2. Corepresentations. An h-space is an h∗-graded vector space overMh∗ , V =⊕
α∈h∗ Vα. A morphism of h-spaces is an Mh∗-linear and grade-preserving map.
If A is an h-bialgebroid and V an h-space, A⊗˜V denotes the quotient of⊕
α,β∈h∗
Aαβ ⊗ Vβ
by the relations µr(f)a ⊗ v = a ⊗ fv. The grading Aαβ⊗˜Vβ ⊆ (A⊗˜V )α and
the Mh∗-linear structure f(a ⊗ v) = µl(f)a ⊗ v make A⊗˜V an h-space. The
identification
f T−α ⊗ v ≃ fv, v ∈ Vα, (2.7)
gives an h-space isomorphism Dh⊗˜V ≃ V .
A corepresentation of A on V is an h-space morphism π : V → A⊗˜V such that
(∆⊗ id) ◦ π = (id⊗ π) ◦ π, (ε⊗ id) ◦ π = id, (2.8)
using (2.7) in the second equality. If (ex)x∈X is a homogeneous basis for V over
Mh∗ , ex ∈ Vω(x), then one can introduce matrix elements txy ∈ Aω(x)ω(y) by
π(ex) =
∑
y∈X
txy ⊗ ey. (2.9)
In terms of matrix elements, (2.8) takes the form
∆(txy) =
∑
z∈X
txz ⊗ tzy, ε(txy) = δxyT−ω(x). (2.10)
Given two h-spaces V and W , their tensor product V ⊗̂W is defined as V ⊗W
modulo the relations
T−α(f)v ⊗ w = v ⊗ fw, v ∈ Vα, f ∈ Mh∗ .
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It is an h-space with Vα⊗̂Wβ ⊆ (V ⊗̂W )α+β and f(v ⊗ w) = fv ⊗ w. If V and W
are corepresentation spaces, then so is V ⊗̂W under
πV ⊗̂W = (m⊗ id) ◦ σ23 ◦ (πV ⊗ πW ),
where σ23(a⊗v⊗b⊗w) = a⊗b⊗v⊗w. Equivalently, in terms of matrix elements,
πV ⊗̂W (e
V
x ⊗ e
W
y ) =
∑
ab
tVxat
W
yb ⊗ e
V
a ⊗ e
W
b . (2.11)
2.3. FRST construction. Let X be a finite index set and ω : X → h∗ an
arbitrary function. Let R = (Rbdac)a,b,c,d∈X be a matrix, whose elements R
bd
ac =
Rbdac(λ, z) are meromorphic functions of (λ, z) ∈ h
∗×C×, where C× = C \ {0}. We
refer to λ as the dynamical parameter and z as the spectral parameter. Moreover,
we require that
Rbdac 6= 0 =⇒ ω(a) + ω(c) = ω(b) + ω(d). (2.12)
To any such R one may associate an h-bialgebroid A. As a complex algebra, it
is generated by two copies of Mh∗ , whose elements we write as f(λ) and f(µ),
respectively, together with generators (Lxy(z))x,y∈X,z∈C×. The defining relations
are
f(λ)Lxy = Lxyf(λ+ ω(x)), f(µ)Lxy = Lxyf(µ+ ω(y)),
f(λ)g(µ) = g(µ)f(λ),∑
xy
lim
t→z/w
(t− z/w)NRxyac (λ, t)Lxb(z)Lyd(w)
=
∑
xy
lim
t→z/w
(t− z/w)NRbdxy(µ, t)Lcy(w)Lax(z), (2.13)
for N ∈ Z such that all the limits exist. If each Rbdac(λ, z) is holomorphic in z, then
(2.13) reduces to∑
xy
Rxyac (λ, z/w)Lxb(z)Lyd(w) =
∑
xy
Rbdxy(µ, z/w)Lcy(w)Lax(z).
The bigrading f(λ), f(µ) ∈ A00, Lxy ∈ Aω(x)ω(y), the moment maps µl(f) =
f(λ), µr(f) = f(µ), the coproduct
∆(Lab(z)) =
∑
x∈X
Lax(z)⊗Lxb(z), ∆(f(λ)) = f(λ)⊗1, ∆(f(µ)) = 1⊗f(µ)
and the counit
ε(Lab(z)) = δab T−ω(a), ε(f(λ)) = ε(f(µ)) = f
make A an h-bialgebroid.
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2.4. QDYB equation. The FRST construction is of particular interest when R
is a dynamical R-matrix, meaning that∑
xyz
Rxyde (λ− ω(f), z1/z2)R
az
xf(λ, z1/z3)R
bc
yz(λ− ω(a), z2/z3)
=
∑
xyz
Ryzef(λ, z2/z3)R
xc
dz(λ− ω(y), z1/z3)R
ab
xy(λ, z1/z2). (2.14)
A dynamical R-matrix satisfying∑
xy
Rxyab (λ, z1/z2)R
dc
yx(λ, z2/z1) = δacδbd (2.15)
is called unitary.
Let V be the complex vector space with basis (vx)x∈X . We identify R with the
map (h∗ × C×)→ Endh(V ⊗ V ) given by
R(λ, z)(vx ⊗ vy) =
∑
ab
Rxyab (λ, z)va ⊗ vb
(the subscript in Endh refers to the condition (2.12)). Then, (2.14) and (2.15) can
be written in coordinate-free form as
R12(λ− h(3), z1/z2)R
13(λ, z1/z3)R
23(λ− h(1), z2/z3)
= R23(λ, z2/z3)R
13(λ− h(2), z1/z3)R
12(λ, z1/z2),
R12(λ, z1/z2)R
21(λ, z2/z1) = id,
where the notation is explained by the example
R12(λ− h(3), z1/z2)(va ⊗ vb ⊗ vc) =
∑
xy
Rabxy(λ− ω(c), z1/z2)(vx ⊗ vy ⊗ vc).
More generally, one may consider the equations
R12UV (λ− h
(3))R13UW (λ)R
23
VW (λ− h
(1)) = R23VW (λ)R
13
UW (λ− h
(2))R12UV (λ),
R12UV (λ)R
21
V U(λ) = id,
for operatorsRUV : h
∗ → Endh(U⊗V ), where U , V andW are h
∗-graded complex
vector spaces. Equivalently, if
RUV (λ)(ux ⊗ vy) =
∑
ab
Rxyab (λ;U, V )(ua ⊗ vb),
one has∑
xyz
Rxyde (λ− ω(f);U, V )R
az
xf(λ;U,W )R
bc
yz(λ− ω(a);V,W )
=
∑
xyz
Ryzef (λ;V,W )R
xc
dz(λ− ω(y);U,W )R
ab
xy(λ;U, V ), (2.16)
8 HJALMAR ROSENGREN∑
xy
Rxyab (λ;U, V )R
dc
yx(λ;V, U) = δacδbd. (2.17)
The QDYB equation is equivalent to the star-triangle relation for certain gener-
alized ice models, see [B] for the case h∗ = C and [J, JMO] for examples involving
higher rank Lie algebras. In the case when the spectral parameter is absent, it
is the hexagon relation for 6j-symbols, in the case h∗ = C going back to Wigner
[Wi].
2.5. Cobraidings. For the following definition, see [R1, Def. 3.16].
Definition 2.1. A cobraiding on an h-bialgebroid A is a C-bilinear map 〈·, ·〉 :
A×A→ Dh such that, for any a, b, c ∈ A and f ∈Mh∗,
〈Aαβ , Aγδ〉 ⊆ (Dh)α+γ,β+δ,
〈µr(f)a, b〉 = 〈a, µl(f)b〉 = f ◦ 〈a, b〉, (2.18a)
〈aµl(f), b〉 = 〈a, bµr(f)〉 = 〈a, b〉 ◦ f, (2.18b)
〈ab, c〉 =
∑
(c)
〈a, c′〉 Tω12(c) 〈b, c
′′〉, (2.19a)
〈a, bc〉 =
∑
(a)
〈a′′, b〉 Tω12(a) 〈a
′, c〉, (2.19b)
〈a, 1〉 = 〈1, a〉 = ε(a), (2.20)∑
(a)(b)
µl(〈a
′, b′〉1) a′′b′′ =
∑
(a)(b)
µr(〈a
′′, b′′〉1) b′a′. (2.21)
In particular,
〈Aαβ, Aγδ〉 6= 0 =⇒ α + γ = β + δ. (2.22)
The following definition is motivated by Proposition 2.5 below.
Definition 2.2. A cobraiding is called unitary if
ε(ab) =
∑
(a)(b)
〈b′, a′〉Tω12(a)+ω12(b)〈a
′′, b′′〉. (2.23)
To verify that a cobraiding is unitary, the following facts are useful.
Lemma 2.3. The equation (2.23) always holds if a or b is in µl(Mh∗)µr(Mh∗).
Moreover, if (2.23) holds for the pairs (a1, b) and (a2, b), then it holds for (a1a2, b),
and if (2.23) holds for the pairs (a, b1) and (a, b2), then it holds for (a, b1b2).
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Proof. We will only prove the last assertion, the second one being similar and the
first one straight-forward. Thus, we must prove that
ε(abc) =
∑
(a)(b)(c)
〈b′c′, a′〉Tω12(a)+ω12(b)+ω12(c)〈a
′′, b′′c′′〉.
By (2.19), the right-hand side equals∑
(a)(b)(c)
〈b′, a′〉Tω12(a)〈c
′, a′′〉Tω23(a)+ω12(b)+ω12(c)〈a
(4), b′′〉Tω34(a)〈a
(3), c′′〉.
Since 〈c′, a′′〉 ∈ Mh∗T−ω12(c)−ω23(a) and 〈a
(4), b′′〉 ∈ Mh∗T−ω34(a)−ω12(b), this may be
written∑
(a)(b)(c)
〈b′, a′〉Tω12(a)+ω12(b)〈a
(4), b′′〉Tω34(a)〈c
′, a′′〉Tω23(a)+ω12(c)〈a
(3), c′′〉
=
∑
(a)(b)
〈b′, a′〉Tω12(a)+ω12(b)〈a
(3), b′′〉Tω23(a)ε(a
′′)ε(c)
=
∑
(a)(b)
〈b′, a′〉Tω12(a)+ω12(b)〈µl(ε(a
′′)1)a(3), b′′〉ε(c)
=
∑
(a)(b)
〈b′, a′〉Tω12(a)+ω12(b)〈a
′′, b′′〉ε(c) = ε(abc),
where we used first (2.23) for the pair (a, c), then (2.18a), then (2.6), and finally
(2.23) for the pair (a, b). 
Cobraided h-bialgebroids arise naturally from dynamical R-matrices, see [KoN,
Remark 3.4] and, for the case without spectral parameter, [R1, Cor. 3.20].
Proposition 2.4. Let the dynamical R-matrix R and the h-bialgebroid A be related
as in §2.3. Assume that the matrix elements Rbdac(λ, z) are meromorphic in λ for
each z ∈ C×. Then, there exists a cobraiding on A defined by
〈Lab(w), Lcd(z)〉 = R
bd
ac(λ, w/z)T−ω(a)−ω(c). (2.24)
Proposition 2.5. If R is unitary in the sense of (2.15), then the cobraiding
described in Proposition 2.4 is unitary.
Proof. By Lemma 2.3, it is enough to verify that (2.23) holds for a 7→ Lab(z) and
b 7→ Lcd(w). This amounts to the identity
δabδcdT−ω(a)−ω(c) =
∑
xy
〈Lcx(w), Lay(z)〉Tω(x)+ω(y)〈Lyb(z), Lxd(w)〉
=
∑
xy
Rxyca (λ, z/w)R
bd
yx(λ, w/z)T−ω(a)−ω(c),
which is indeed equivalent to (2.15). 
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Proposition 2.6. If A is an h-Hopf algebroid with a unitary cobraiding, then
〈S(x), y〉 = Tα〈y, x〉Tβ, x ∈ Aαβ .
Proof. Expanding x and y using the first expression in (2.6) gives
〈S(x), y〉 =
∑
(x)(y)
〈S(x′′)µr(ε(x
′)1), µl(ε(y
′)1)y′′〉.
Using, respectively, (2.18), (2.23), (2.19a), (2.4) and (2.20), this may be written∑
(x)(y)
Tα ε(x
′y′) Tω12(y) 〈S(x
′′), y′′〉
= Tα
∑
(x)(y)
〈y′, x′〉 Tω12(x)+ω12(y) 〈x
′′, y′′〉 Tω23(y) 〈S(x
(3)), y(3)〉
= Tα
∑
(x)(y)
〈y′, x′〉 Tω12(x)+ω12(y) 〈x
′′S(x(3)), y′′〉
= Tα
∑
(x)(y)
〈y′, x′〉 Tω12(x)+ω12(y) 〈µl(ε(x
′′)1), y′′〉
= Tα
∑
(x)(y)
〈y′, x′〉 Tω12(x)+ω12(y) ε(y
′′x′′) Tβ.
The same expression is similarly obtained by expanding x and y in Tα〈y, x〉Tβ
using the second expression in (2.6). 
The following consequence was taken as an axiom in [R1]. In the unitary case,
we find that it holds automatically.
Corollary 2.7. In an h-Hopf algebroid equipped with a unitary cobraiding,
〈a, b〉 = SDh (〈S(a), S(b)〉) . (2.25)
2.6. Algebraic construction of R-matrices. By Proposition 2.4, a dynamical
R-matrix gives a cobraided h-bialgebroid. Conversely, cobraided h-bialgebroids
can be used to obtain solutions to the general QDYB equation (2.16). We will
consider two closely related examples of such constructions. In both cases, our
starting point is the identity∑
(a)(b)(c)
〈a′′, c′〉Tω12(c)〈b
′′, c′′〉Tω12(a)+ω12(b)〈a
′, b′〉
=
∑
(a)(b)(c)
〈a′′, b′′〉Tω12(a)+ω12(b)〈b
′, c′〉Tω12(c)〈a
′, c′′〉, (2.26)
which is obtained by applying 〈·, c〉 to both sides of (2.21).
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For the first example, consider a cobraided h-bialgebroid obtained from a dy-
namical R-matrix as in Proposition 2.4. Introducing the notation
~Lab(z) = La1b1(z1) · · ·Lanbn(zn), a, b ∈ X
n, z ∈ (C×)n, (2.27)
we write
〈~Lab(w), ~Lcd(z)〉 = δω(a)+ω(c),ω(b)+ω(d)Z
bd
ac (λ;w, z)T−ω(a)−ω(c), (2.28)
where ω(a) =
∑
i ω(ai). Substituting a 7→
~Lda(u), b 7→ ~Leb(w) and c 7→ ~Lfc(z) in
(2.26) yields (2.16) in the form∑
xyz
Zxyde (λ− ω(f); u, w)Z
az
xf(λ; u, z)Z
bc
yz(λ− ω(a);w, z)
=
∑
xyz
Zyzef (λ;w, z)Z
xc
dz (λ− ω(y); u, z)Z
ab
xy(λ; u, w).
Here, u, w and z may be vectors of different dimension. Moreover, in the unitary
case we may let a 7→ ~Lbd(z) and b 7→ ~Lac(w) in (2.23), which gives (2.17) in the
form ∑
xy
Zxyab (λ;w, z)Z
dc
yx(λ; z, w) = δacδbd.
For the second example, consider a general cobraided h-bialgebroid A, not nec-
essarily obtained via the FRST construction. For each corepresentation U of A,
fix homogeneous basis elements eUx and matrix elements t
U
xy as in (2.9). We may
then write
〈tUab, t
V
cd〉 = δω(a)+ω(c),ω(b)+ω(d)R
bd
ac(λ;U, V ) T−ω(a)−ω(c).
Replacing a 7→ tUda, b 7→ t
V
eb, c 7→ t
W
fc in (2.26) gives the QDYB equation (2.16).
Moreover, assuming that the cobraiding is unitary, substituting a 7→ tVbd, b 7→ t
U
ac
in (2.23) gives (2.17).
The quantity Rbdac(λ;U, V ) is a matrix element for the action of t
V
cd in the rep-
resentation dual to U , see [R1, §3.2]. It is also a matrix element for the natural
intertwiner Φ : V ⊗̂U → U⊗̂V . To be precise [R1, Prop. 3.18], Φ is given by
Φ(eVc ⊗ e
U
a ) =
∑
bd
Rbdac(λ;U ;V )e
U
b ⊗ e
V
d . (2.29)
2.7. Lattice models. The quantity Zbdac introduced in (2.28) is the partition func-
tion for the lattice model with Boltzmann weights R and fixed boundary condi-
tions. Though this fact should be expected, it seems not to have been discussed
in the literature in the present setting, cobraidings on h-bialgebroids having been
defined only recently [R1]. Since we will occasionally refer to the lattice model
interpretation, we provide a brief explanation here.
Consider the finite lattice obtained by intersecting m vertical and n horizontal
lines. The intersection points are called vertices. Including edges and faces at the
boundary, each vertex is surrounded by four edges and four faces.
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As in §2.3, let X be a finite set, h∗ a complex vector space and ω : X → h∗
an arbitrary function. We label all edges with elements of X and all faces with
elements of h∗, so that around each vertex there is a label configuration as in the
left part of Figure 1.
α β
γδ
b
d
a
c α
b
d
a
c
Figure 1. Local label configurations in vertex and face picture. Roman char-
acters refer to elements of X , Greek characters to elements of h∗.
We require that the face labelling is obtained from the edge labelling as follows.
The top left face has label 0, and as we move east or south, crossing an edge
labelled x, the face label increases by ω(x). This is possible if and only if the edge
labels around each vertex satisfy
ω(a) + ω(c) = ω(b) + ω(d). (2.30)
If ω is injective, the edge labels are conversely determined by the face labels. A
labelling satisfying these rules will be called a state.
In our main case of interest, h∗ = C, X = {±}, ω(±) = ±1. One may then
picture edges labelled + as arrows going up or right and edges labelled − as arrows
going down or left. The condition (2.30) is the ice rule, saying that each vertex
has two incoming and two outgoing edges. In the left part of Figure 2, we give an
example with m = 3 and n = 2.
0
−1
0
1
0
1
0
1
2
1
2
1
−1
0
0
1
1
2
Figure 2. Vertex and face picture of a state.
To obtain a statistical model we must specify a weight function on the states.
To this end, we fix parameters w1, . . . , wm, z1, . . . , zn ∈ C
× and λ ∈ h∗. Consider
the vertex at the intersection of the i:th horizontal line from the top with the
j:th vertical line from the left. If the ambient labelling is as in Figure 1, then
this vertex is assigned weight Rbdac(λ− α,wj/zi). The weight of a state is then the
product of the weights of all vertices. As an example, the state in Figure 1 has
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weight
R+−+−(λ, w1/z1)R
+−
+−(λ− 1, w2/z1)R
−+
+−(λ− 2, w3/z1)
× R++++(λ+ 1, w1/z2)R
+−
−+(λ, w2/z2)R
+−
+−(λ− 1, w3/z2).
We have described the model as a vertex model. In the physics literature, an
alternative description as a face model is more common. This corresponds to
passing to the dual lattice, interchanging the roles of vertices and faces. In this
process, horizontal edges become vertical and vice versa. The face labels end up at
vertices, but we move each one to its neighbouring face in the south-east direction.
Labels along the east and south boundary are lost, but these do not enter in the
partition functions, and can in any case be recovered from the edge labelling. In
this dual picture, the Boltzmann weights correspond to interaction round a face
rather than a vertex, see the right part of Figures 1 and 2 (in Figure 2, arrows
have been rotated 90◦ clockwise).
We will now consider the model with arbitrary fixed boundary conditions. Given
a, b ∈ Xm, c, d ∈ Xn, suppose the boundary edges are labelled as in Figure 3. We
may then introduce the partition function
Zbdac (λ;w; z) =
∑
states with
fixed boundary
weight(state). (2.31)
We claim that this definition agrees with (2.28). To see why, we use (2.19a) on a
decomposition
〈~Lab(w), ~Lcd(z)〉 = 〈~La′b′(w
′)~La′′b′′(w
′′), ~Lcd(z)〉
(where w = (w′, w′′) and so on), obtaining the relation
Zbdac (λ;w; z) =
∑
x∈Xn
Zb
′x
a′c (λ;w
′; z)Zb
′′d
a′′x(λ− ω(b
′);w′′; z)
where Z is as in (2.28). Similarly, (2.19b) gives
Zbdac (λ;w; z) =
∑
x∈Xm
Zbd
′
xc′ (λ;w; z
′)Zxd
′′
ac′′ (λ− ω(c
′);w; z′′).
It is clear that the partition function defined in (2.31) satisfies the same rela-
tions, corresponding to a vertical or horizontal splitting of the lattice. Thus, the
equivalence of the two definitions follows by induction on m and n.
3. Felder’s elliptic quantum group
3.1. Felder’s quantum group as an h-Hopf algebroid. We will study a par-
ticular h-Hopf algebroid, with h∗ = C, constructed from the R-matrix of the
8VSOS model [B]. The corresponding quantum group was introduced by Felder
[F] on the level of its representations, and further studied by Felder and Varchenko
[FV1], before it was included in the h-Hopf algebroid framework of Etingof and
Varchenko [EV1].
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a1 am
b1 bm
c1
cn
d1
dn
· · ·
· · ·
...
...
Figure 3. Fixed boundary conditions.
Let p and q be fixed parameters, with |p| < 1 and q 6= 0. We fix a choice of log q
and write qλ = eλ log q for λ ∈ C. Compared to the conventions of many authors,
we replace q2 by q.
We will use the notation
θ(x) =
∞∏
j=0
(1− pjx)(1− pj+1/x),
θ(x1, . . . , xn) = θ(x1) · · · θ(xn),
(x)k = θ(x)θ(qx) · · · θ(q
k−1x),
(x1, . . . , xn)k = (x1)k · · · (xn)k,
for theta functions and elliptic Pochhammer symbols. We will freely use elemen-
tary identities such as
(x)k = (−1)
kq(
k
2)xk(q1−k/x)k,
see [GR, §11.2].
Let h∗ = C, X = {±}, and ω(±) = ±1. We will often identify ±1 = ±. Then,
R(λ, z) =

R++++ 0 0 0
0 R+−+− R
−+
+− 0
0 R+−−+ R
−+
−+ 0
0 0 0 R−−−−
 =

1 0 0 0
0 a(λ, z) b(λ, z) 0
0 c(λ, z) d(λ, z) 0
0 0 0 1
 ,
where
a(λ, z) =
θ(z, qλ+2)
θ(qz, qλ+1)
, b(λ, z) =
θ(q, q−λ−1z)
θ(qz, q−λ−1)
,
c(λ, z) =
θ(q, qλ+1z)
θ(qz, qλ+1)
, d(λ, z) =
θ(z, q−λ)
θ(qz, q−λ−1)
,
satisfies the QDYB equation (2.14) and the unitarity relation (2.15).
Applying the FRST construction of §2.3, one obtains an h-bialgebroid A. The
generators will be denoted
α(z) = L++(z), β(z) = L+−(z), γ(z) = L−+(z), δ(z) = L−−(z).
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In analogy with (2.27), we use notation such as
~α(z) = α(z1) · · ·α(zn), z ∈ (C
×)n.
We refer to [KNR] for an explicit list of relations, noting only that
Lab(z)Lab(w) = Lab(w)Lab(z), a, b ∈ {±}, (3.1)
and that
γ(w)α(z) = a(λ, z/w)α(z)γ(w) + b(λ, z/w)γ(z)α(w), (3.2a)
α(w)γ(z) = c(λ, z/w)α(z)γ(w) + d(λ, z/w)γ(z)α(w). (3.2b)
The h-bialgebroid A can be extended to an h-Hopf algebroid, which we denote
E . To define it, let
det(z) =
F (µ)
F (λ)
(
α(z)δ(qz)− γ(z)β(qz)
)
,
where
F (λ) = q−
λ
2 θ(qλ+1). (3.3)
Then, E is obtained from A by adjoining the inverses det−1(z), which are required
to be central elements with ∆(det−1(z)) = det−1(z) ⊗ det−1(z), ε(det−1(z)) = 1,
and defining the antipode by S(det−1(z)) = det(z),
S(α(z)) =
F (µ)
F (λ)
det−1(q−1z)δ(q−1z),
S(β(z)) = −
F (µ)
F (λ)
det−1(q−1z)β(q−1z),
S(γ(z)) = −
F (µ)
F (λ)
det−1(q−1z)γ(q−1z),
S(δ(z)) =
F (µ)
F (λ)
det−1(q−1z)α(q−1z).
3.2. Singular cobraiding. Since R(λ, z) is singular at z = q−1, Proposition 2.5
cannot be applied, so A does not strictly speaking have a unitary cobraiding. An
apparent solution to this problem is to use instead of (2.24) the definition
〈Lab(w), Lcd(z)〉reg = θ(qw/z)R
bd
ac(λ, w/z)T−ω(a)−ω(c).
This gives a bona fide cobraiding 〈·, ·〉reg on A, which satisfies a modified unitarity
axiom, see [H]. However, trying to extend this cobraiding to the h-Hopf algebroid
E , singularities reappear. We prefer to stick to the definition (2.24), which leads
to a singular cobraiding, defined on a subspace of A×A. Explicitly, the singular
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cobraiding is defined on the generators by
〈α(w), α(z)〉 〈α(w), β(z)〉 〈α(w), γ(z)〉 〈α(w), δ(z)〉
〈β(w), α(z)〉 〈β(w), β(z)〉 〈β(w), γ(z)〉 〈β(w), δ(z)〉
〈γ(w), α(z)〉 〈γ(w), β(z)〉 〈γ(w), γ(z)〉 〈γ(w), δ(z)〉
〈δ(w), α(z)〉 〈δ(w), β(z)〉 〈δ(w), γ(z)〉 〈δ(w), δ(z)〉

=

T−2 0 0 a(λ, w/z)T0
0 0 b(λ, w/z)T0 0
0 c(λ, w/z)T0 0 0
d(λ, w/z)T0 0 0 T2
 . (3.4)
The cobraiding axioms then give a meaning to expressions of the form
〈f(λ, µ)La1b1(w1) · · ·Lambm(wm), g(λ, µ)Lc1d1(z1) · · ·Lcndn(zn)〉,
where wi/zj /∈ p
Zq−1 for all i, j. As long as we restrict to the subspace spanned
by such expressions, the properties of unitary cobraidings discussed in §2.5 remain
valid.
In [KoN], the singular cobraiding was extended to E , by defining
〈Lab(w), det
−1(z)〉 = δabq
− 1
2
θ(w/z)
θ(w/qz)
T−a,
〈det−1(w), Lab(z)〉 = δab q
− 1
2
θ(qw/z)
θ(w/z)
T−a,
〈det−1(w), det−1(z)〉 = q
θ(w/qz)
θ(qw/z)
.
It is easy to see that, for generic spectral parameters, the cobraiding and unitarity
axioms remain valid. The following result is then easily proved by induction.
Lemma 3.1. For generic (x, w, y, z) ∈ (C×)k × (C×)l × (C×)m × (C×)n,
〈
−→
det−1(x)~Lab(w),
−→
det−1(y)~Lcd(z)〉 = q
km− 1
2
(kn+lm)
∏
1≤i≤k, 1≤j≤m
θ(xi/qyj)
θ(qxi/yj)
×
∏
1≤i≤k, 1≤j≤n
θ(qxi/zj)
θ(xi/zj)
∏
1≤i≤l, 1≤j≤m
θ(wi/yj)
θ(wi/qyj)
〈~Lab(x), ~Lcd(z)〉.
The existence of the antipode is related to the following symmetry, which in
physical terms is the crossing symmetry for the partition function. Here and
below, we write
|x| = x1 + · · ·+ xn, x ∈ {±}
n = {±1}n.
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Lemma 3.2. For (w, z) ∈ (C×)m × (C×)n generic, a, b ∈ {±}m and c, d ∈ {±}n,
〈~Lab(w), ~Lcd(z)〉 = (−1)
1
2
(|c|−|d|)q−
1
2
mn
∏
1≤i≤n, 1≤j≤m
θ(zi/wj)
θ(zi/qwj)
×
n∏
j=1
F (λ− c1 − · · · − cj)
F (λ− d1 − · · · − dj − |b|)
T−|c|〈~L−dop,−cop(q
−1z), ~Lab(w)〉T−|d|,
with F as in (3.3) and where we write (x1, . . . , xn)
op = (xn, . . . , x1).
Proof. Let x = ~Lcd(z) and y = ~Lab(w) in Proposition 2.6. It is straight-forward to
check that
S(~Lab(z)) = (−1)
1
2
(|a|−|b|)
n∏
j=1
F (µ+ aj+1 + · · ·+ an)
F (λ+ bj+1 + · · ·+ bn)
×
−→
det−1(q−1z)~L−bop ,−aop(q
−1z). (3.5)
Using also Lemma 3.1 one arrives at the desired result. 
Finally, we mention the following useful algebra symmetries.
Proposition 3.3. There exists an algebra antiautomorphism φ of E defined on the
generators by φ(f(λ)) = f(−λ− 2), φ(f(µ)) = f(−µ − 2), φ(Lab(z)) = Lab(z
−1),
φ(det−1(z)) = det−1(q−1z−1). It satisfies φ ◦ S = S−1 ◦ φ,
(φ⊗ φ) ◦∆ = ∆ ◦ φ, φDh ◦ ε ◦ φ = ε, (3.6)
〈x, y〉 = φDh(〈φ(y), φ(x)〉), (3.7)
where φDh is the algebra antiautomorphism of Dh defined by φ
Dh(f(λ)) = f(−λ−
2), φDh(Tα) = Tα. Moreover, there exists an algebra automorphism ψ of E de-
fined by ψ(f(λ)) = f(−λ − 2), ψ(f(µ)) = f(−µ − 2), ψ(Lab(z)) = L−a,−b(z),
ψ(det−1(z)) = det−1(z). It satisfies S ◦ ψ = ψ ◦ S,
(ψ ⊗ ψ) ◦∆ = ∆ ◦ ψ, ψDh ◦ ε ◦ ψ = ε,
〈x, y〉 = ψDh(〈ψ(x), ψ(y)〉), (3.8)
where ψDh is the algebra automorphism of Dh defined by ψ
Dh(f(λ)) = f(−λ− 2),
ψDh(Tα) = T−α.
Proposition 3.3 can be proved in a straight-forward manner. The most tedious
part is to verify that, in order to prove (3.7) and (3.8), it is enough to check them
for a set of generators. In the Appendix, this is done in a systematic way.
Note that φ ◦ φ = ψ ◦ ψ = id and ψ ◦ φ = φ ◦ ψ. If we write x∗ = ψ(φ(x)) =
φ(ψ(x)), then
〈x, y〉 = SDh(〈y∗, x∗〉), (3.9)
where SDh = ψDh ◦ φDh is as in (2.5). The C-linear involution ∗ is a slight modifi-
cation of the C-antilinear involution used in [KNR].
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3.3. Elementary properties of the cobraiding. We conclude §3.1 with some
useful identities involving the singular cobraiding on Felder’s quantum group E .
Lemma 3.4. For generic (w, z) ∈ (C×)m × (C×)n,
〈~α(w), ~α(z)〉 = T−n−m, (3.10a)
〈~α(w), ~δ(z)〉 =
(qλ+2+n−m)m
(qλ+2−m)m
∏
1≤i≤m, 1≤j≤n
θ(wi/zj)
θ(qwi/zj)
Tn−m. (3.10b)
Proof. To prove (3.10a), we use (2.19a) to write
〈~α(w), ~α(z)〉 =
∑
b∈{±}n
〈α(w1), ~L+b(z)〉T|b|〈~α(w2, . . . , wm), ~Lb+(z)〉.
By (2.22), only the term with b1 = · · · = bn = + is non-zero, so
〈~α(w), ~α(z)〉 = 〈α(w1), ~α(z)〉Tn〈~α(w2, . . . , wm), ~α(z)〉.
By induction on m, this reduces the proof of (3.10a) to the case m = 1. In that
special case, we similarly use (2.19b) to write
〈α(w), ~α(z)〉 = 〈α(w), α(z1)〉T1 · · ·T1〈α(w), α(zn)〉 = T−n−1.
The identity (3.10b) now follows using Lemma 3.2. 
Lemma 3.5. For a ∈ {±}n, x ∈ E and generic (w, z) ∈ (C×)m × (C×)n,
〈~α(w)x, ~L−a(z)〉 =
∏
1≤i≤m, 1≤j≤n
θ(wi/zj)
θ(qwi/zj)
(qλ+2+n−m)m
(qλ+2−m)m
T−m〈x, ~L−a(z)〉, (3.11a)
〈~L+a(z), x~α(w)〉 = 〈~L+a(z), x〉T−m, (3.11b)
〈~L+a(z), x~δ(w)〉 =
∏
1≤i≤m, 1≤j≤n
θ(zj/wi)
θ(qzj/wi)
〈~L+a(z), x〉
(qλ+2+m)n
(qλ+2)n
Tm. (3.11c)
Proof. Similarly as in the proof of (3.10a),
〈~α(w)x, ~L−a(z)〉 =
∑
b∈{±}n
〈~α(w), ~L−b(z)〉T|b|〈x, ~Lba(z)〉
= 〈~α(w), ~δ(z)〉T−n〈x, ~L−a(z)〉.
Thus, (3.11a) follows from (3.10b). The other statements are proved similarly. 
Proposition 3.6. For a, b, c, d ∈ {±}n and generic z ∈ (C×)n,
〈~Lab(z), ~Lcd(z)〉 = δadδbc T−|a|−|c|.
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Proof. We proceed by induction over n. The case n = 1 follows from (3.4). Writing
aˆ = (a1, . . . , an−1) for a ∈ C
n, (2.19) gives
〈~Lab(z), ~Lcd(z)〉 =
∑
x∈{±}n
〈~Laˆbˆ(zˆ),
~Lcx(z)〉T|x|〈Lanbn(zn), ~Lxd(z)〉
=
∑
x,y∈{±}n
〈~Lyˆbˆ(zˆ),
~Lcˆxˆ(zˆ)〉T|yˆ|〈~Laˆyˆ(zˆ), Lcnxn(zn)〉
× T|x|〈Lynbn(zn), ~Lxˆdˆ(zˆ)〉Tyn〈Lanyn(zn), Lxndn(zn)〉.
By the induction hypothesis, all terms vanish except those with y = x, and the
expression simplifies to
δbˆcˆδandnT−|cˆ|
∑
x∈{±}n
〈~Laˆxˆ(zˆ), Lcnxn(zn)〉T|x|〈Lxnbn(zn), ~Lxˆdˆ(zˆ)〉T−an
= δbˆcˆδandnT−|cˆ|
∑
(u)(v)
〈v′, u′〉Tω12(u)+ω12(v)〈u
′′, v′′〉T−an,
where u = Lcnbn(zn), v = ~Laˆdˆ(zˆ). Applying the unitarity axiom (2.23) completes
the proof. 
The following corollary will be extremely useful.
Corollary 3.7. For a, c ∈ {±}m, b, d ∈ {±}n, and (w, z) ∈ (C×)m × (C×)n
generic,
〈~L+a(w)~L+b(z), ~Ld+(z)~Lc+(w)〉 = 〈~Lca(w), ~Ldb(z)〉T−m−n. (3.12)
Proof. Straight-forward expansion using (2.19) gives
〈~L+a(w)~L+b(z), ~Ld+(z)~Lc+(w)〉
=
∑
e,f∈{±}m, g,h∈{±}n
〈~Lfa(w), ~Ldg(z)〉T|f |〈~L+f(w), ~Lce(w)〉
× T|e|+|g|〈~Lhb(z), ~Lg+(z)〉T|h|〈~L+h(z), ~Le+(w)〉.
By Proposition 3.6, the only non-vanishing term in the sum is
〈~Lca(w), ~Ldb(z)〉T|c|〈~L+c(w), ~Lc+(w)〉Tm+n〈~L+b(z), ~Lb+(z)〉Tn〈~L++(z), ~L++(w)〉
= 〈~Lca(w), ~Ldb(z)〉T−m−n,
where we also used (3.10a). 
In terms of the 8VSOS model, the right-hand side of (3.12) gives the partition
function on a rectangular lattice, with arbitrary fixed boundary conditions, while
the left-hand side gives the partition function on a square lattice, with the east
and south boundary fixed as domain walls (see §5).
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4. Embedded corepresentations
Fixing a non-negative integer N , we identify subsets S ⊆ [N ] = {1, . . . , N} with
elements of {±}N through
Si =
{
+, i ∈ S,
−, i /∈ S.
For S ⊆ [N ] and z ∈ (C×)N , we introduce the elements
eS(z) = ~γ(zSc)~α(zS), ES(z) = ~LS+(z).
Here, we use notation such as ~α(zS) =
∏
i∈S α(zi), which is well-defined in view of
(3.1).
Lemma 4.1. For generic z ∈ (C×)N ,
spanf∈Mh∗ , S⊆[N ]{µl(f)eS(z)} = spanf∈Mh∗ , S⊆[N ]{µl(f)ES(z)}. (4.1)
Proof. Iterating the commutation relations (3.2) will expand eS as a sum of the
ET , with coefficients in µl(Mh∗). Though (3.2) is not applicable when qz/w ∈ p
Z,
that obstruction does not arise for generic z. Conversely, iterating (3.2a) in the
form
α(z)γ(w) =
1
a(λ, z/w)
γ(w)α(z)−
b(λ, z/w)
a(λ, z/w)
γ(z)α(w)
will expand ES as a sum of the eT , as long as z is generic. 
Remark 4.2. If S = {s1 < · · · < sm} and T = {t1 < · · · < tm}, write
S ≤ T if si ≤ ti for all i. It is then easy to check that, for generic z, ES ∈
spanf∈Mh∗ , T≥S{µl(f)eT (z)}, eS ∈ spanf∈Mh∗ , T≥S{µl(f)ET (z)}.
We denote by V (z) the space (4.1), viewed as an h-space with scalar multipli-
cation fv = µl(f)v and grading corresponding to the left grading in E , that is,
eS(z), ES(z) ∈ V2|S|−N(z). Since
∆(ES(z)) =
∑
T⊆[N ]
~LST (z)⊗ ET (z), (4.2)
∆|V (z) is a corepresentation of E .
Next, we introduce the dual elements
fS(z) = ~α(zS)~β(zSc), FS(z) = ~L+S(z).
Similarly as in Lemma 4.1, one can show that, for generic z,
spanf∈Mh∗ , S⊆[N ]{µr(f)fS(z)} = spanf∈Mh∗ , S⊆[N ]{µr(f)FS(z)}.
This space will be denoted W (z).
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Proposition 4.3. For generic z ∈ (C×)N ,
〈FT (z), ES(z)〉 = δSTT−2m,
〈fT (z), eS(z)〉 = δSTAS,zT−2m, (4.3)
where m = |S| and where
AS,z(λ) =
(qλ+2+N−2m)m
(qλ+2−m)m
∏
i∈S,j∈Sc
θ(zi/zj)
θ(qzi/zj)
. (4.4)
Proof. The first identity is a special case of Proposition 3.6.
As for (4.3), we first note that (2.22) implies that 〈fT (z), eS(z)〉 vanishes unless
|S| = |T |. Using first (3.11b) and then (3.11a), we may pull out all factors involving
α. This leads to an expression containing the factor
∏
i∈T,j∈Sc θ(zi/zj), which
vanishes unless T ⊆ S. Thus, we may assume T = S, in which case we obtain
〈fS(z), eS(z)〉 = AS,zT−m〈~β(zSc), ~γ(zSc)〉T−m,
where, by Proposition 3.6, 〈~β(zSc), ~γ(zSc)〉 = 1. 
Corollary 4.4. For generic z ∈ (C×)N , (eS(z))S⊆[N ] and (ES(z))S⊆[N ] are bases
for the space V (z) over Mh∗. In particular, dimMh∗ V (z) = 2
N . Moreover, any
x ∈ V (z) can be written
x =
∑
S⊆[N ]
µl(〈FS, x〉1)ES(z) =
∑
S⊆[N ]
µl(A
−1
S,z〈fS, x〉1)eS(z).
Similarly, any x ∈ W (z) can be written
x =
∑
S⊆[N ]
µr(〈x, ES〉1)FS(z) =
∑
S⊆[N ]
µr(A
−1
S,z〈x, eS〉1)fS(z).
Proof. Any x ∈ V (z) can be written x =
∑
S CS(λ)ES(z), for some CS ∈ Mh∗ .
Proposition 4.3 then gives CS = 〈Fs, x〉1. In particular, the expansion is unique,
so (ES(z))S⊆[N ] form a basis. Similar arguments apply for the other cases. 
Since ES(z) form a basis of V (z), (4.2) exhibits ~LST (z) as a matrix element of
that corepresentation. By (2.11), the fact that the matrix elements factor means
that
V (z) ≃ V (z1)⊗̂ · · · ⊗̂V (zN ) (4.5)
as corepresentations.
We conclude with two results that will be needed later.
Lemma 4.5. For (w, z) ∈ (C×)n × (C×)N generic, u ∈ W (z), v ∈ V (z) and
a, b, c, d ∈ {±}n,
〈~Lab(w)u, ~Lcd(w)v〉 = δadδbcT−|b|〈u, v〉T−|a|,
〈u~Lab(w), v~Lcd(w)〉 = δadδbc〈u, v〉T−|a|−|b|.
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Proof. We may choose u = f(µ)~L+x(z) and v = g(λ)~Ly+(z). The result then
follows from Proposition 3.6. 
Lemma 4.6. For generic z ∈ (C×)N ,
∆(~α(z)) =
∑
S⊆[N ]
1
AS,z(ρ)
~α(zS)~β(zSc)⊗ ~γ(zSc)~α(zS) (4.6)
∆(~γ(z)) =
∑
S⊆[N ]
1
AS,z(ρ)
~γ(zS)~δ(zSc)⊗ ~γ(zSc)~α(zS), (4.7)
where As,z is as in (4.4) and we write f(ρ) = f(µ)⊗ 1 = 1⊗ f(λ).
Proof. By (4.2) and Corollary 4.4,
∆(~α(z)) =
∑
S⊆[N ]
FS(z)⊗ES(z) =
∑
S,T⊆[N ]
FS(z)⊗ µl(A
−1
T,z〈fT , ES〉1)eT (z)
=
∑
S,T⊆[N ]
µr(A
−1
T,z〈fT , ES〉1)FS(z)⊗ eT (z) =
∑
T⊆[N ]
µr(A
−1
T,z)fT (z)⊗ eT (z),
which is (4.6).
It is clear from the defining relations that η(f(µ)) = f(µ), η(α(z)) = γ(z),
η(β(z)) = δ(z) extends to an algebra isomorphism (though not an h-algebra iso-
morphism) between subalgebras of E . It is easy to check that (η⊗ id) ◦∆ = ∆◦ η.
Applying η ⊗ id to (4.6) then gives (4.7). 
5. Elliptic weight functions
In contrast to the pairings between ~α and ~δ considered in Lemma 3.4, the pairing
〈~β(w), ~γ(z)〉 is not given by an elementary product. By the discussion in §2.7, it
can be identified with the partition function of the 8VSOS model with domain
wall boundary conditions, see Figure 4. It is also a special case of the elliptic
weight functions introduced in [TV], see further [FTV1, FTV2, FV2, MV].
...
...
· · ·
· · ·
Figure 4. Domain wall boundary conditions.
The following identity is essentially obtained in [TV], although neither the co-
braiding nor the relation to the domain wall partition function are discussed there.
Below, we give a simple proof using properties of the cobraiding. For the same
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identity in the context of the 8VSOS model, see [PRS, R4]. In [R4], we also ob-
tained an alternative expression, analogous to the Izergin–Korepin determinant
for the six-vertex model.
Proposition 5.1. For generic (w, z) ∈ (C×)n × (C×)n,
〈~β(w), ~γ(z)〉 =
θ(q)n
(q−λ−n)n
Φ(w; z; q−λ),
where
Φ(w; z; a) =
∑
σ∈Sn
∏
1≤i<j≤n
θ(qzσ(i)/zσ(j))θ(wi/zσ(j))
θ(zσ(i)/zσ(j))θ(qwi/zσ(j))
n∏
j=1
θ(aq−jwj/zσ(j))
θ(qwj/zσ(j))
. (5.1)
Note that Φ(w; z; a) has poles only at qwi/zj ∈ p
Z; the singularities at zi/zj ∈ p
Z
cancel in the symmetrization.
Proof. We write 〈~β(w), ~γ(z)〉 = 〈~β(wS)~β(wSc), ~γ(z)〉 for S ⊆ [n]. Applying first
(2.19) and (4.7), then (3.11b) and (3.11c), we obtain
〈~β(w), ~γ(z)〉 =
∑
T⊆[n], |T |=m
〈~β(wS), ~γ(zT )~δ(zT c)〉T2m−nA
−1
T,z〈
~β(wSc), ~γ(zT c)~α(zT c)〉
=
∑
T⊆[n], |T |=m
∏
i∈S,j∈T c
θ(wi/zj)
θ(qwi/zj)
∏
i∈T,j∈T c
θ(qzi/zj)
θ(zi/zj)
× 〈~β(wS), ~γ(zT )〉Tm〈~β(wSc), ~γ(zT c)〉T−m,
where m = |S|.
This is amenable to iteration. For [n] = S1 ⊔ · · · ⊔ SN (disjoint union),
〈~β(w), ~γ(z)〉 =
∑
[n]=T1⊔···⊔TN
|Ti|=|Si|, 1≤i≤N
∏
1≤k<l≤N
( ∏
i∈Sk,j∈Tl
θ(wi/zj)
θ(qwi/zj)
∏
i∈Tk,j∈Tl
θ(qzi/zj)
θ(zi/zj)
)
×
n∏
j=1
〈β(wSj), γ(zTj )〉(λ+
∑j−1
k=1 |Sk|). (5.2)
Consider the case N = n, Sj = {j}. Then, Tj = {σ(j)} for some σ ∈ Sn, so that
〈β(wSj), γ(zTj )〉 = b(λ, wj/zσ(j)). This yields the desired identity. 
Since it may have some independent interest, we rewrite (5.2) in terms of Φ.
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Corollary 5.2. For any decomposition [n] = S1 ⊔ · · · ⊔ SN ,
Φ(w; z; a) =
∑
[n]=T1⊔···⊔TN
|Ti|=|Si|, 1≤i≤N
∏
1≤k<l≤N
( ∏
i∈Sk,j∈Tl
θ(wi/zj)
θ(qwi/zj)
∏
i∈Tk,j∈Tl
θ(qzi/zj)
θ(zi/zj)
)
×
n∏
j=1
Φ(wSj ; zTj ; q
−
∑j−1
k=1 |Sk|a).
Choosing x = ~β(w) and y = ~γ(z) in (3.8) gives
〈~β(w), ~γ(z)〉(λ) = 〈~γ(w), ~β(z)〉(−λ− 2).
This proves the following fact.
Corollary 5.3. For generic w, z ∈ (C×)n,
〈~γ(w), ~β(z)〉 =
θ(q)n
(qλ+2−n)n
Φ(w; z; qλ+2).
The function Φ has some symmetries, which can be explained in terms of sym-
metries of the algebra E .
Corollary 5.4. The function Φ satisfies
Φ(w; z; a) = Φ(z−1;w−1; a)
= q−nan
n∏
i,j=1
θ(wi/zj)
θ(qwi/zj)
Φ(w−1; qz−1; qn+2a−1)
= q−nan
n∏
i,j=1
θ(wi/zj)
θ(qwi/zj)
Φ(z; qw; qn+2a−1),
where we use the notation z−1 = (z−11 , . . . , z
−1
n ).
Proof. Choosing x = ~β(w) and y = ~γ(z) in (3.9) gives
〈~β(w), ~γ(z)〉(λ) = 〈~β(z−1), ~γ(w−1)〉(λ).
This shows the equality between the first and second member. The equality of
the first and third member is a special case of Lemma 3.2. Alternatively, it can
be obtained from (5.1), replacing σ(i) by σ(n+ 1− i) and wi by wn+1−i. The last
equality follows by combining the other two. 
If we specialize w or z to a geometric progression, Φ factors.
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Lemma 5.5. One has
Φ(w; z; a)
∣∣∣
zj=qj−1ζ
=
(q)n
θ(q)n
n∏
j=1
θ(q−nawj/ζ)
θ(qwj/ζ)
,
Φ(w; z; a)
∣∣∣
wj=qj−1ω
=
(q)n
θ(q)n
n∏
j=1
θ(q−1aω/zj)
θ(qnω/zj)
.
Proof. By symmetry, to prove the first identity we may put zj = q
n−jζ in (5.1).
Then, the sum reduces to the single term with σ = id. The second identity follows
using Corollary 5.4. 
The function Φ appears in the following commutation relations.
Lemma 5.6. Let S ⊆ [N ] with |S| = m. Then, for generic z ∈ (C×)N ,
~α(zS)~γ(zSc) =
∑
T⊆[N ], |T |=m
CS,T,z(λ)~γ(zT c)~α(zT ), (5.3)
where
CS,T,z(λ) =
θ(q)n(qλ+2+n−m)m−n
(qλ+2+N−2m)m
∏
i∈T,j∈T c
θ(qzi/zj)
θ(zi/zj)
Φ(zT\S; zS\T ; q
λ+2+n−m),
with n = |S \ T | = |T \ S|. In the same notation,
~β(zSc)~α(zS) =
∑
T⊆[N ], |T |=m
DS,T,z(µ) ~α(zT )~β(zT c), (5.4)
where
DS,T,z(µ) =
θ(q)n(qµ+2−m)m
(q−µ+m−N)n(qµ+2+N−2m)m
∏
i∈T,j∈T c
θ(qzi/zj)
θ(zi/zj)
× Φ(zT\S ; zS\T ; q
−µ+m+n−N).
Proof. Choosing x = ~α(zS)~γ(zSc) in Corollary 4.4 gives
~α(zS)~γ(zSc) =
∑
T⊆N
µl
(
A−1T,z〈~α(zT )
~β(zT c), ~α(zS)~γ(zSc)〉1
)
~γ(zT c)~α(zT ). (5.5)
By Lemma 4.5, Corollary 3.7 and Corollary 5.3,
〈~α(zT )~β(zT c), ~α(zS)~γ(zSc)〉
= 〈~α(zS∩T )~α(zT\S)~β(zS\T )~β(zSc∩T c), ~α(zS∩T )~α(zS\T )~γ(zT\S)~γ(zSc∩T c)〉
= T−|S∩T |〈~α(zT\S)~β(zS\T ), ~α(zS\T )~γ(zT\S)〉T−|S∩T |
= T−|S∩T |〈~γ(zT\S), ~β(zS\T )〉T−|S∪T |
= δ|S|,|T |
θ(q)n
(qλ+2−m)n
Φ(zT\S ; zS\T ; q
λ+2+n−m) T−2m.
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Plugging this into (5.5) yields (5.3). The identity (5.4) can be proved similarly, or
be derived from (5.3) by applying S ◦ ψ, with ψ as in Proposition 3.3. 
6. Generalized elliptic 6j-symbols
6.1. Definition and main properties. In §4 we observed that ES(z) form a
basis for the corepresentation V (z), and that ~LST (z) are the corresponding matrix
elements. As we have seen in §2.6–2.7, the cobraidings 〈~LST (w), ~LUV (z)〉 give a
dynamical R-matrix, which can be identified with the partition function for the
8VSOS model with fixed boundary conditions.
We are interested in the dynamical R-matrix corresponding to the alternative
basis eS(z). For generic z ∈ (C
×)N , define matrix elements MST (z) by
∆(eS(z)) =
∑
T⊆[N ]
MST (z)⊗ eT (z). (6.1)
For generic (w, z) ∈ (C×)M × (C×)N , we then write
〈MST (w),MUV (z)〉 = R
TV
SU (λ;w; z) TM+N−2|S|−2|U |. (6.2)
We will refer to RTVSU as a generalized 6j-symbol. Note that it vanishes unless
|S|+ |U | = |T |+ |V |. By (2.29) and (4.5), RTVSU is a matrix element of the natural
intertwiner between the corepresentations (1.2).
Although it is initially defined for generic values of (w, z), RTVSU extends to non-
generic values by analytic continuation, and we are particularly interested in such
degenerations. For instance, when wj = q
j−1ω and zj = q
j−1ζ , it reduces to the
elliptic 6j-symbols of Date et al. [D]. To understand this, let VN(ζ) denote the
right-hand side of (4.1) for zi = q
i−1ζ . Using that γ(z)α(qz) = α(z)γ(qz), one
finds that dimVN(ζ) = N + 1. A basis for VN(ζ) is (v
N
s (ζ))
N
s=0, where v
N
s (ζ) =
E[N−s+1,N ](z) = e[N−s+1,N ](z). One can then introduce matrix elements M
N
st (ζ) by
∆(vNs (ζ)) =
N∑
t=0
MNst (ζ)⊗ v
N
t (ζ).
In [KoN], the pairing 〈MMst (ω),M
N
uv(ζ)〉 was expressed as an elliptic hypergeometric
function, which can be identified with an elliptic 6j-symbol. We will find analo-
gous formulas for the more general pairing 〈MST (w),MUV (z)〉. Our approach is
different from that of [KoN]; in particular, we do not need any explicit expression
for the matrix elements. Instead, we make a more efficient use of formal properties
of the cobraiding.
As was explained in §2.6, the symbol RTVSU satisfies versions of the QDYB equa-
tion and the unitarity relation. It seems worth stating these fundamental proper-
ties explicitly.
FELDER’S ELLIPTIC QUANTUM GROUP 27
Proposition 6.1. For u ∈ (C×)L, w ∈ (C×)M , z ∈ (C×)N , Q,R ⊆ [L], S, T ⊆
[M ] and U, V ⊆ [N ] with |Q|+ |S|+ |U | = |R|+ |T |+ |V |,∑
X⊆[L], Y⊆[M ], Z⊆[N ]
|X|+|Y |=|R|+|T |
|Y |+|Z|=|S|+|U |
RXYRT (λ+N − 2|V |; u, w)R
QZ
XV (λ; u, z)R
SU
Y Z(λ+L− 2|Q|;w, z)
=
∑
X⊆[L], Y⊆[M ], Z⊆[N ]
|X|+|Y |=|Q|+|S|
|Y |+|Z|=|T |+|V |
RY ZTV (λ;w, z)R
XU
RZ (λ+M − 2|Y |; u, z)R
QS
XY (λ; u, w).
Moreover, for w ∈ (C×)M , z ∈ (C×)N , S, T ⊆ [M ] and U, V ⊆ [N ] with |S|+|U | =
|T |+ |V |, ∑
X⊆[M ], Y⊆[N ]
|X|+|Y |=|S|+|U |
RXYSU (λ;w, z)R
V T
Y X(λ; z, w) = δST δUV . (6.3)
6.2. An explicit formula and further properties. Our first main result is the
following expression for generalized 6j-symbols.
Theorem 6.2. One has
RTVSU (λ;w; z) =
(qλ+2+M+N−2L)|S|
(qλ+2+M−2|T |)|T |(qλ+2+M+N−2L)|V |
×
∑
X⊆Sc∩T c,Y⊆U∩V
|Y |−|X|=L−M
θ(q)|U |+|V |−2|Y |
(qλ+2+N−|U |−|Y |)|Y |
(q−λ+2|T |−M)|V |−|Y |
∏
i∈T,j∈T c\X
θ(qwi/wj)
θ(wi/wj)
×
∏
i∈Sc\X,j∈X
θ(qwi/wj)
θ(wi/wj)
∏
i∈V \Y,j∈V c
θ(qzi/zj)
θ(zi/zj)
∏
i∈Y,j∈U\Y
θ(qzi/zj)
θ(zi/zj)
×
∏
i∈Y,j∈X
θ(qzi/wj)
θ(zi/wj)
∏
i∈Xc,j∈Y c
θ(wi/zj)
θ(qwi/zj)
×
∏
i∈Sc\X,j∈U\Y
θ(qwi/zj)
θ(wi/zj)
∏
i∈T c\X,j∈V \Y
θ(qwi/zj)
θ(wi/zj)
× Φ(wSc\X ; zU\Y ; q
λ+2+N−|U |−|Y |) Φ(wT c\X ; zV \Y ; q
−λ+|T |−|X|),
(6.4)
where w ∈ (C×)M , z ∈ (C×)N and
L = |S|+ |U | = |T |+ |V |. (6.5)
Before proving Theorem 6.2, we discuss some interesting consequences. First of
all, using also Corollary 5.4, it is straight-forward to deduce the following symme-
tries.
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Corollary 6.3. In the notation above,
RTVSU (λ;w; z) = R
V cT c
UcSc (λ+M +N − 2L; z
−1;w−1)
=
GU,z(λ+N − 2|U |)GS,w(λ+M +N − 2L)
GT,w(λ+M − 2|T |)GV,z(λ+M +N − 2L)
RU
cSc
V cT c(−λ− 2; z
−1;w−1)
=
GU,z(λ+N − 2|U |)GS,w(λ+M +N − 2L)
GT,w(λ+M − 2|T |)GV,z(λ+M +N − 2L)
RSUTV (−λ−2+2L−M−N ;w; z),
where
GS,z(λ) = (−1)
|S|q−(
|S|
2 )q−
1
2
Nλ(qλ+1+|S|−N)|S|(q
λ+2+2|S|−N)N−|S|
×
∏
i∈S,j∈Sc
θ(zi/zj)
θ(qzi/zj)
.
(6.6)
One can give a more instructive proof of Corollary 6.3 using the algebra sym-
metries of Proposition 3.3. For instance, one has
eS(z)
∗ = ~δ(z−1S )
~β(z−1Sc ) = MSc,∅(z
−1),
where the second equality follows from Lemma 4.6. Applying ∆ to this equality,
using (2.10) and (∗ ⊗ ∗) ◦∆ = ∆ ◦ ∗, gives MST (z)
∗ = MScT c(z
−1). Choosing x =
MST (w) and y =MUV (z) in (3.9) then yields the first equality in Proposition 6.3.
Similarly, it follows from (6.10) below that
(φ ◦ S)(MST (z)) =
GS,z(−µ− 2 +N − 2|S|)
GT,z(−λ− 2 +N − 2|T |)
−→
det−1(z−1)MT cSc(qz
−1).
(Here and in several places below, the letter S is used both for the antipode and
for a set; we hope this will not confuse the reader.) Then, the identity
〈MST (w),MUV (z)〉 = ψ
Dh
(
〈(φ ◦ S)(MUV (z)), (φ ◦ S)(MST (w))〉
)
leads to the equality of the first and third member (for the computation, one needs
Lemma (3.1)). The remaining symmetry follows by combining the other two.
In special situations, the expression (6.4) simplifies.
Corollary 6.4. If any one of the four conditions |V | < |S \ T |, |U | < |T \ S|,
|Sc| < |U \ V | or |T c| < |V \ U | holds, then RTVSU vanishes identically. If either
|V | = |S \ T |, |U | = |T \ S|, |Sc| = |U \ V | or |T c| = |V \ U |, then RTVSU is given
by an elementary factor times a product of two elliptic weight functions. Finally,
if either Sc = ∅, T c = ∅, U = ∅ or V = ∅, then RTVSU is given by an elementary
factor times a single elliptic weight function.
Proof. With X and Y as in (6.4),
|Sc ∩ T c| ≥ |X| = |Y |+ |Sc| − |U | ≥ |Sc| − |U |,
|U ∩ V | ≥ |Y | = |U | − |Sc|+ |X| ≥ |U | − |Sc|.
FELDER’S ELLIPTIC QUANTUM GROUP 29
Thus, if |U | < |T \S| or |Sc| < |U\V |, the sum is empty. Since |S|+|U | = |T |+|V |,
the remaining part of the first statement follows. By the same argument, if any
one of the eight equalities stated hold, the sum has only one term. 
As an example, to be used later,
RT∅SU(λ;w; z) = θ(q)
|U |
∏
i∈T\S,j∈U
θ(qwi/zj)
θ(wi/zj)
∏
i∈T\S,j∈T c
θ(qwi/wj)
θ(wi/wj)
∏
i∈T,j∈[N ]
θ(wi/zj)
θ(qwi/zj)
×
(qλ+2+M+N−2|T |)|S|
(qλ+2+M−2|T |)|T |
Φ(wT\S; zU ; q
λ+2+N−|U |)
(6.7)
if S ⊆ T with |T \ S| = |U |, and vanishes else.
Finally, the following fact is needed in §7.3.
Corollary 6.5. Suppose there exists (i, j) ∈ T × T c with wj = qwi. Then, either
(i, j) ∈ S × Sc or RTVSU (λ;w; z) vanishes identically. Similarly, if (i, j) ∈ V × V
c
and zj = qzi, then either (i, j) ∈ U × U
c or RTVSU (λ;w; z) vanishes.
Proof. Consider the expression (6.4). In the first situation, if j ∈ T c \X then the
factor
∏
i∈T,j∈T c\X θ(qwi/wj) vanishes. Thus, we may assume j ∈ X ; in particular,
j ∈ Sc. Then, if i ∈ Sc \X the factor
∏
i∈Sc\X,j∈X θ(qwi/wj) vanishes. Thus, non-
vanishing terms exist only when i ∈ S (i ∈ X would contradict i ∈ T ) and j ∈ Sc.
The proof of the second statement is similar. 
6.3. Proof of Theorem 6.2. The key to the proof of Theorem 6.2 is the following
result.
Proposition 6.6. Let (w, z) ∈ (C×)M × (C×)N be generic, and let a ∈ W (w),
b ∈ W (z), c ∈ V (z) and d ∈ V (w). Then,
〈ab, cd〉 =
∑
(c)(d)
〈d′, c′〉Tω12(c)+ω12(d)〈a, d
′′〉TM〈b, c
′′〉T−M . (6.8)
Proof. We may choose a = f(µ)FT (w), b = g(µ)FV (z), c = h(λ)EU(z), d =
k(λ)ES(w), where f, g, h, k ∈ Mh∗ . It is easy to check that the functions f , g, h,
k cancel from both sides of (6.8), and we are reduced to proving
〈~L+T (w)~L+V (z), ~LU+(z)~LS+(w)〉 =
∑
X⊆[M ],Y⊆[N ]
〈~LSX(w), ~LUY (z)〉T|X|+|Y |
× 〈~L+T (w), ~LX+(w)〉TM〈~L+V (z), ~LY+(z)〉T−M .
By Proposition 3.6, the right-hand side equals 〈~LST (w), ~LUV (z)〉T−M−N . Thus,
the result follows from Corollary 3.7. 
The following result is a transformed version of Corollary 3.7, where basis vectors
of the form ES and FS have been replaced by eS and fS. Just as for Corollary 3.7,
the right-hand side is a partition function for a square with two domain walls.
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Corollary 6.7. In the notation above,
RTVSU (λ;w; z) =
1
AT,w(λ)AV,z(λ+M − 2|T |)
× 〈~α(wT )~β(wT c)~α(zV )~β(zV c), ~γ(zUc)~α(zU )~γ(wSc)~α(wS)〉1.
Proof. Choose a = fT (w), b = fV (z), c = eU(z) and d = eS(w) in Lemma 6.6.
Using (4.3), we obtain
〈fT (w)fV (z), eU(z)eS(w)〉
=
∑
X⊆[M ],Y⊆[N ]
〈MSX(w),MUY (z)〉T2|X|+2|Y |−M−N
× 〈fT (w), eX(w)〉TM〈fV (z), eY (z)〉T−M
= 〈MST (w),MUV (z)〉T2|T |+2|V |−M−NAT,wTM−2|T |AV,zT−M−2|V |,
which gives the desired result after simplification. 
Proof of Theorem 6.2. In Corollary 6.7, apply (5.4) to the factor ~β(wT c)~α(zV ) and
(5.3) to the factor ~α(zU)~γ(wSc). Each resulting term is of the form (4.3), with z
replaced by (w, z). The only non-vanishing terms are those where ~β(wT c)~α(zV )
is replaced (up to a multiplier) by ~α(wT c\X , zY )~β(wX , zV \Y ) and simultaneously
~α(zU)~γ(wSc) by ~γ(wX , zU\Y )~α(wSc\X , zY ), for some X ⊆ S
c ∩ T c, Y ⊆ U ∩ V . All
in all, this gives
RTVSU (λ;w; z) =
∑
X⊆Sc∩T c,Y⊆U∩V
|Y |−|X|=L−M
A(Xc,Y ),(w,z)(λ)
AT,w(λ)AV,z(λ+M − 2|T |)
× C(∅,U),(Sc\X,Y ),(wSc ,zU )(λ+N − |U |)D(∅,V ),(T c\X,Y ),(wTc ,zV )(λ− |T |),
which yields (6.4) after simplification. 
6.4. Asymmetric identities. We have seen that (6.4) displays all symmetries
of generalized 6j-symbols given in Corollary 6.3. From the viewpoint of special
functions, it is interesting to obtain less symmetric expressions, since symmetries
then correspond to non-trivial transformation formulas.
Recall the symmetry φ defined in Proposition 3.3. Clearly, φ restricts to an
h-space isomorphism V (z−1)→ V (z). In particular,
φ(eS(z
−1)) = ~α(zS)~γ(zSc), S ⊆ [N ],
form a basis for V (z). Similarly,
φ(fS(z
−1)) = ~β(zSc)~α(zS), S ⊆ [N ],
form a basis of W (z).
The following lemma can be proved similarly as (4.3).
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Lemma 6.8. For generic z ∈ (C×)N ,
〈φ(fT (z
−1)), φ(eS(z
−1))〉 = δSTBS,zT−2m,
where m = |S| and where
BS,z(λ) = q
m(N−m) (q
λ+1−m)N−m
(qλ+1)N−m
∏
i∈Sc,j∈S
θ(zi/zj)
θ(qzi/zj)
. (6.9)
The following result is then obtained similarly as Corollary 6.7.
Lemma 6.9. Let (w, z) ∈ (C×)M × (C×)N be generic. Then, for S, T ⊆ [M ] and
U, V ⊆ [N ],
〈φ(MST (w
−1)),MUV (z)〉
=
1
BT,w(λ)AV,z(λ+M − 2|T |)
〈φ(fT (w
−1))fV (z), eU (z)φ(eS(w
−1))〉TM+N .
We need to relate the action of φ and S, first on basis vectors and then on
matrix elements.
Lemma 6.10. One has
S(eS(z)) = (−1)
N q
1
2
Nλ+(N2 )
(qλ+1)N
GS,z(µ)
−→
det−1(q−1z)φ(M∅Sc(qz
−1)),
where G is as in (6.6).
Proof. Using (3.5), we can write
S(eS(z)) = (−1)
N−m
∏m
j=1 F (µ+ j − 1)
∏N−m
j=1 F (µ+ 2m−N + j)∏N
j=1 F (λ+ j − 1)
×
−→
det−1(q−1z)~δ(q−1zS)~γ(q
−1zSc)
= (−1)N−mq
1
2
N(λ−µ)+(N−m2 )
(qµ+1)m(q
µ+2+2m−N )N−m
(qλ+1)N
×
−→
det−1(q−1z)~δ(q−1zS)~γ(q
−1zSc),
where m = |S|. On the other hand, it follows from (4.7) that
M∅S(z) =
1
AS,z(µ)
~γ(zS)~δ(zSc),
which leads to
φ(M∅Sc(qz
−1)) =
1
ASc,qz−1(−µ − 2 +N − 2m)
~δ(q−1zS)~γ(q
−1zSc)
= qm(m−N)
(qµ+1)m
(qµ+1+m−N )m
∏
i∈S,j∈Sc
θ(qzi/zj)
θ(zi/zj)
~δ(q−1zS)~γ(q
−1zSc).
Combining these facts yields the desired result. 
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Corollary 6.11. For z ∈ (C×)N ,
S(MST (z)) =
GS,z(µ)
GT,z(λ)
−→
det−1(q−1z)φ(MT cSc(qz
−1)). (6.10)
Proof. By (2.3), Lemma 6.10 and (3.6),
∑
T⊆[N ]
S(eT (z))⊗ S(MST (z)) = ∆(S(eS(z)))
=
∑
T⊆[N ]
S(eT (z))⊗
GS,z(µ)
GT,z(λ)
−→
det−1(q−1z)φ(MT cSc(qz
−1)).
Since, by Corollary 4.4, the elements eT (z) are linearly independent over µl(Mh∗)
and S is invertible, S(eT (z)) are linearly independent over µr(Mh∗). It follows that
the identity above holds termwise. 
We can now obtain the following variation of Corollary 6.7.
Corollary 6.12. Let (w, z) ∈ (C×)M × (C×)N be generic. Then,
RTVSU (λ;w; z) = (−1)
|U |+|V |q(
|V |
2 )+N(M−L)+
1
2
|U |(|U |+1)
×
∏
i∈T,j∈T c
θ(qwi/wj)
θ(wi/wj)
∏
i∈V,j∈V c
θ(qzi/zj)
θ(zi/zj)
∏
i∈[M ],j∈[N ]
θ(wi/zj)
θ(qwi/zj)
×
(qλ+2−|T |)N+|T |−|U |(q
λ+1+N−2|U |)|U |
(qλ+1+M−2|T |−|V |)|V |(qλ+2+M−2|T |)|T |(qλ+2+M−2|T |)N−|V |
TN−2|U |
× 〈~β(q−1zU )~α(q
−1zUc , wT )~β(wT c), ~γ(wSc)~α(wS, q
−1zV c)~γ(q
−1zV )〉1,
with L as in (6.5).
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Proof. Using, respectively, Proposition 2.6, Corollary 6.11, Lemma 3.1 and Lemma 6.9
gives
〈MST (w),MUV (z)〉 = TN−2|U |〈S(MUV (z)),MST (w)〉TN−2|V |
= TN−2|U |〈
GU,z(µ)
GV,z(λ)
−→
det−1(q−1z)φ(MV cUc(qz
−1)),MST (w)〉TN−2|V |
=
GU,z(λ+N − 2|U |)
GV,z(λ+M +N − 2|T | − 2|V |)
q
1
2
MN
∏
i∈[M ],j∈[N ]
θ(wi/zj)
θ(qwi/zj)
× TN−2|U |〈φ(MV cUc(qz
−1)),MST (w)〉TN−2|V |
= q
1
2
MN
∏
i∈[M ],j∈[N ]
θ(wi/zj)
θ(qwi/zj)
×
GU,z(λ+N − 2|U |)
GV,z(λ+M +N − 2|T | − 2|V |)AT,w(λ)BUc,q−1z(λ+N − 2|U |)
× TN−2|U |〈φ(fUc(qz
−1))fT (w), eS(w)φ(eV c(qz
−1))〉TM+2N−2|V |,
which simplifies to the given expression. 
Theorem 6.13. In the notation above, RTVSU (λ;w; z) can be expressed as
(−1)|U |+|V |q(
|V |
2 )+N(M−L)+
1
2
|U |(|U |+1)
∏
i∈V,j∈V c
θ(qzi/zj)
θ(zi/zj)
∏
i∈[M ],j∈[N ]
θ(wi/zj)
θ(qwi/zj)
×
(qλ+1+N−2|U |)|U |
(qλ+1+M−2|T |−|V |)|V |(qλ+2+M−2|T |)|T |(qλ+2+M−2|T |)N−|V |
×
∑
X⊆S∩T, Y⊆[N ]
|X|+|Y |=|S|+N−|V |
θ(q)|U∩Y |+|V ∩Y |
∏
i∈X,j∈S\X
θ(qwi/wj)
θ(wi/wj)
∏
i∈T\X,j∈T c
θ(qwi/wj)
θ(wi/wj)
×
∏
i∈X,j∈Y c
θ(q2wi/zj)
θ(qwi/zj)
∏
i∈Sc∩T c,j∈Y
θ(zj/qwi)
θ(zj/wi)
∏
i∈S∩T∩Xc,j∈Y
θ(zj/wi)
θ(zj/qwi)
×
∏
i∈Y,j∈Y c
θ(qzi/zj)
θ(zi/zj)
(qλ+2+M−2|T |−|V |+|V∩Y |)N+|S|−|V |−|V ∩Y |
(q−λ−N+|U |)|U∩Y |
× Φ(q−1zU∩Y ; (wT\X , q
−1zUc∩Y c); q
−λ−N+|U |+|U∩Y |)
× Φ(q−1zV ∩Y ; (wS\X, q
−1zV c∩Y c); q
λ+2+M−2|T |−|V |+|V ∩Y |)
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or alternatively as
(−1)|S|+|T |q(
|S|
2 )+M(|U |−|T |)+
1
2
|T |(|T |+1)
∏
i∈T,j∈T c
θ(qwi/wj)
θ(wi/wj)
∏
i∈[M ],j∈[N ]
θ(wi/zj)
θ(qwi/zj)
×
(qλ+1+N−2|U |)M−|S|
(qλ+1−|T |)M−|T |(qλ+2+M−2|T |)|T |(qλ+2+M−2|T |)N−|V |
×
∑
X⊆Uc∩V c, Y⊆[M ]
|X|+|Y |=N+|S|−|V |
θ(q)|S
c∩Y |+|T c∩Y |
∏
i∈Uc\X,j∈X
θ(qzi/zj)
θ(zi/zj)
∏
i∈V,j∈V c\X
θ(qzi/zj)
θ(zi/zj)
×
∏
i∈Y c,j∈X
θ(q2wi/zj)
θ(qwi/zj)
∏
i∈Y,j∈U∩V
θ(zj/qwi)
θ(zj/wi)
∏
i∈Y,j∈Uc∩V c∩Xc
θ(zj/wi)
θ(zj/qwi)
×
∏
i∈Y c,j∈Y
θ(qwi/wj)
θ(wi/wj)
(qλ+2−|T |+|T
c∩Y |)N+|S|−|V |−|T c∩Y |
(q−λ−M−N+|S|+2|U |)|Sc∩Y |
× Φ((zV c\X , qwS∩Y c); qwSc∩Y ; q
−λ−M−N+|S|+2|U |+|Sc∩Y |)
× Φ((zUc\X , qwT∩Y c); qwT c∩Y ; q
λ+2−|T |+|T c∩Y |).
Proof. Consider the factor
〈~β(q−1zU)~α(q
−1zUc , wT )~β(wT c), ~γ(wSc)~α(wS, q
−1zV c)~γ(q
−1zV )〉
from Corollary 6.12. Similarly as in the proof of Theorem 6.2, commuting β to
the right and γ to the left, it can be written
∑
X⊆S∩T, Y⊆[N ]
|X|+|Y |=|S|+N−|V |
A(X,Y ),(w,q−1z)(λ)
× C(S,V c),(X,Y ),(wS ,q−1z)(λ+M − |S|)D(T,Uc),(X,Y ),(wT ,q−1z)(λ)T2|V |−2|S|−2N .
Inserting this into Lemma 6.12 and simplifying, we obtain the first expression. The
second expression then follows using the first symmetry of Proposition 6.3. 
An interesting summation formula follows by choosing V = ∅ in the second
expression of Theorem 6.13, the value of the sum being known from (6.7). From
the results of §7, it will be clear that this identity generalizes the elliptic An
Jackson summation of [R2]; see (7.6) below.
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Corollary 6.14. Suppose that S, T ⊆ [M ] and U ⊆ [N ] with |S| + |U | = |T |.
Then, if S ⊆ T ,∑
X⊆Uc, Y⊆[M ]
|X|+|Y |=N+|S|
θ(q)|S
c∩Y |+|T c∩Y |
∏
i∈Uc\X,j∈X
θ(qzi/zj)
θ(zi/zj)
∏
i∈Y c,j∈Y
θ(qwi/wj)
θ(wi/wj)
×
∏
i∈Y c,j∈X
θ(q2wi/zj)
θ(qwi/zj)
∏
i∈Y,j∈Uc∩Xc
θ(zj/wi)
θ(zj/qwi)
(qλ+2−|T |+|T
c∩Y |)N+|S|−|T c∩Y |
(q−λ−M−N+|T |+|U |)|Sc∩Y |
× Φ((zXc , qwS∩Y c); qwSc∩Y ; q
−λ−M−N+|T |+|U |+|Sc∩Y |)
× Φ((zUc\X , qwT∩Y c); qwT c∩Y ; q
λ+2−|T |+|T c∩Y |)
= (−1)|U |q(M−|T |)|S|−
1
2
|U |(|U |+1)θ(q)|U |
(qλ+1−|T |)M−|T |(q
λ+2+M−2|T |)N+|S|
(qλ+1+N−2|U |)M−|S|
×
∏
i∈S,j∈T c
θ(wi/wj)
θ(qwi/wj)
∏
i∈T c,j∈[N ]
θ(qwi/zj)
θ(wi/zj)
∏
i∈T\S,j∈U
θ(qwi/zj)
θ(wi/zj)
× Φ(wT\S; zU ; q
λ+2+N−|U |);
otherwise the left-hand side vanishes.
7. Hypergeometric series
7.1. Preliminaries on elliptic hypergeometric series. Elliptic 6j-symbols
can be expressed in terms of the elliptic hypergeometric series 12V11, where, in
general,
m+5Vm+4(a; b1, . . . , bm) =
∞∑
y=0
θ(aq2y)
θ(a)
(a, b1, . . . , bm)y
(q, aq/b1, . . . , aq/bm)y
qy.
For an introduction to elliptic hypergeometric functions, the reader is referred to
[GR, Chapter 11] or [S4]. The series arising from elliptic 6j-symbols are termi-
nating and balanced. Terminating means that b1 = q
−N , with N a non-negative
integer, so that the summation is restricted to 0 ≤ y ≤ N . When m = 2k + 1,
which is the only case of interest to us, balanced means that
b1 · · · b2k+1 = a
kqk−1.
Two important results for such series are the elliptic Bailey transformation
12V11(a; q
−N , b, c, d, e, f, g) =
(aq, aq/ef, λq/e, λq/f)N
(λq, λq/ef, aq/e, aq/f)N
× 12V11(λ; q
−N , λb/a, λc/a, λd/a, e, f, g),
(7.1)
where λ = qa2/bcd and a3qN+2 = bcdefg, and the elliptic Jackson summation
10V9(a; q
−N , b, c, d, e) =
(aq, aq/bc, aq/bd, aq/cd)N
(aq/b, aq/c, aq/d, aq/bcd)N
,
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where a2qN+1 = bcde. These identities were first obtained by Frenkel and Turaev
[FT], though with some restriction on the parameters they are implicit in [D].
We now turn to the multiple series defined by
V mn (a; b1, . . . , bm+2; c1, . . . , cm+n+2; z1, . . . , zn)
=
∑
y1,...,yn≥0
∆(zqy)
∆(z)
q|y|
n∏
i=1
θ(aziq
yi+|y|)
θ(azi)
∏n
i=1(azi)|y|
∏m+2
i=1 (bi)|y|∏m+n+2
i=1 (aq/ci)|y|
×
n∏
i=1
∏m+n+2
j=1 (cjzi)yi∏n
j=1(qzi/zj)yi
∏m+2
j=1 (aqzi/bj)yi
,
(7.2)
where
∆(z1, . . . , zn) =
∏
1≤j<k≤n
zjθ(zk/zj), (7.3)
∆(zqy)
∆(z)
=
∏
1≤j<k≤n
qyjθ(qyk−yjzk/zj)
θ(zk/zj)
.
This type of series appears in [R2, S1, S2] for m = 0 and m = 1 and in [KN, R3]
in general. Since (7.3) is an elliptic extension of the An−1 Weyl denominator∏
j<k(zj − zk) (in fact, it is essentially the Macdonald denominator for the corre-
sponding affine root system [M]), these series are associated to root systems of type
A. In the rational limit case, series of this type first appeared in the representation
theory of unitary groups [AJJ, CCB, HBL].
Note that V mn does not change under the scaling a 7→ ta, cj 7→ tcj , zj 7→ zj/t.
This redundancy of notation is convenient but must be kept in mind. Note also
that
V m1 (a; b1, . . . , bm+2; c1, . . . , cm+3; z)
= 2m+10V2m+9(az; b1, . . . , bm+2, c1z, . . . , cm+3z).
In particular, V 11 = 12V11 is the series related to elliptic 6j-symbols.
We call the series V mn balanced when the parameters satisfy
b1 · · · bm+2c1 · · · cm+n+2z1 · · · zn = q
m+1am+2.
The series can terminate in different ways. For instance, when b1 = q
−N , the
summation is restricted to |y| ≤ N . Alternatively, when cj = q
−Nj/zj for 1 ≤ j ≤
n, the summation is restricted to yj ≤ Nj .
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Kajihara and Noumi [KN] and the present author [R3] independently proved
the transformation formula
∑
y1,...,yn≥0
y1+···+yn=N
∆(zqy)
∆(z)
n∏
k=1
∏m+n
j=1 (ajzk)yk∏m
j=1(wjzk)yk
∏n
j=1(qzk/zj)yk
=
∑
y1,...,ym≥0
y1+···+ym=N
∆(wqy)
∆(w)
m∏
k=1
∏m+n
j=1 (wk/aj)yk∏n
j=1(wkzj)yk
∏m
j=1(qwk/wj)yk
, (7.4)
where w1 · · ·wm = z1 · · · zna1 · · · am+n. This is a discrete analogue of an integral
transformation of Rains [Ra]; the latter was recently given a quantum field theory
interpretation by Dolan and Osborn [DO].
Eliminating one of the summation variables on each side of (7.4) yields a trans-
formation between series of type V m−1n−1 and V
n−1
m−1. Replacing m, n by m + 1 and
n + 1, and applying a standard argument of analytic continuation, the resulting
identity takes the form
V mn
(
a; b, c,
aq
w1
, . . . ,
aq
wm
;
q−N1
z1
, . . . ,
q−Nn
zn
, qM1w1, . . . , q
Mmwm, d, e; z1, . . . , zn
)
= c|N |−|M |
(λqd, λqe)|M |(aq/cd, aq/ce)|N |
(λqd/c, λqe/c)|M |(aq/d, aq/e)|N |
×
m∏
j=1
(λqwj/b, λqwj/c)Mj
(λqwj/bc, λqwj)Mj
n∏
j=1
(aqzj/bc, aqzj)Nj
(aqzj/b, aqzj/c)Nj
V nm
(
λ; b, c,
λq
z1
, . . . ,
λq
zn
;
q−M1
w1
, . . . ,
q−Mm
wm
, qN1z1, . . . , q
Nnzn,
1
d
,
1
e
;w1, . . . , wm
)
, (7.5)
where λ = bc/aq = q|N |−|M |a/de.
The case m = n = 1 of (7.5) is a 12V11 transformation that is different from
(7.1), but can be obtained as a consequence of that result. When m = 0, the
function V n0 on the right-hand side of (7.5) should be interpreted as 1, and we
obtain the multivariable elliptic Jackson summation [R2, Cor. 5.3]
V 0n (a; b, c; q
−N1/z1, . . . , q
−Nn/zn, d, e; z1, . . . , zn)
= c|N |
(aq/cd, aq/ce)|N |
(aq/d, aq/e)|N |
n∏
j=1
(aqzj , aqzj/bc)Nj
(aqzj/b, aqzj/c)Nj
, (7.6)
where a2q|N |+1 = bcde.
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Another multivariable elliptic Jackson summation is obtained in [RoS]; see [Sc,
Thm. 4.1] for the case p = 0:
N1,...,Nn∑
y1,...,yn=0
∆(xqy)
∆(x)
q|y|
θ(aq2|y|)
θ(a)
n∏
i=1
(aq1+|N |/exi)|y|−yi(d/xi)|y|(exi)yi
(d/xi)|y|−yi(aq
1+|N |−Ni/exi)|y|(aqxi/d)yi
×
(a, b, c)|y|
(aq1+|N |, aq/b, aq/c)|y|
n∏
i,j=1
(q−Njxi/xj)yi
(qxi/xj)yi
=
(aq, aq/bc)|N |
(aq/b, aq/c)|N |
n∏
i=1
(aqxi/bd, aqxi/cd)Ni
(aqxi/d, aqxi/bcd)Ni
,
(7.7)
where a2q|N |+1 = bcde.
7.2. Hypergeometric series from generalized 6j-symbols. The expressions
in Theorems 6.2 and 6.13 are generalizations of elliptic hypergeometric representa-
tions for elliptic 6j-symbols. In view of the discussion in §6.1, to recover the latter
one should choose S = [M − s+ 1,M ], T = [M − t + 1,M ], U = [N − u+ 1, N ],
V = [N − v + 1, N ] and specialize zj = q
j−1ζ , wj = q
j−1ω. In Theorem 6.2,
the factor
∏
i∈Sc\X,j∈X θ(qwi/wj) then vanishes unless X = [1, x], while the factor∏
i∈Y,j∈U\Y θ(qzi/zj) vanishes unless Y = [N −y+1, N ]. Since x and y are related
by y − x = s+ u−M , the expression reduces to a single sum. Similar reductions
occur for the two expressions of Theorem 6.13. One can check that all three sums
are of type V 11 = 12V11, and that the equality of the three expressions follows
from known transformation formulas for such series. This is the case considered
in [KoN]. We will now explain how to generalize these results to include series of
type V mn .
First, we let
wj = q
j−1ω, S = [M − s+ 1,M ], T = [M − t + 1,M ] (7.8)
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in Theorem 6.2. As above, we may write X = [1, x]. By Lemma 5.5, the elliptic
weight functions factor, and we find that RTVSU (λ;w; z) equals
(q)M−s(q
λ+2+M+N−2L)s
(q)t(qλ+2+M−2t)t(qλ+2+M+N−2L)|V |
∏
(i,j)∈(V×V c)\(U×Uc)
θ(qzi/zj)
θ(zi/zj)
×
∏
i∈U∩V c
θ(qλ+1+M+N−L−|U |ω/zi)
θ(qMω/zi)
∏
i∈Uc∩V
θ(q−λ−1+tω/zi)
θ(qMω/zi)
×
∑
Y⊆U∩V,
|Y |≥L−M
(q)L−|Y |(q
λ+2+N−|U |−|Y |)|Y |
(q)|Y |+M−L(q−λ+2t−M)|V |−|Y |
∏
i∈U∩V ∩Y c,j∈Uc∩V c
θ(qzi/zj)
θ(zi/zj)
×
∏
i∈Y,j∈U∩V ∩Y c
θ(qzi/zj)
θ(zi/zj)
∏
i∈Uc∩V c
θ(q|Y |+M−Lω/zi)
θ(qMω/zi)
×
∏
i∈Y
θ(qzi/ω)
θ(q1+L−M−|Y |zi/ω)
∏
i∈U∩V ∩Y c
θ(qλ+1+M+N−L−|U |ω/zi, q
−λ−1+tω/zi)
θ(q|Y |+M−Lω/zi, qMω/zi)
.
Next, we specialize
zU∩V = (η1, . . . , η1q
k1−1, . . . , ηm, . . . , ηmq
km−1), (7.9a)
zUc∩V c = (q
1−l1ξ−11 , . . . , ξ
−1
1 , . . . , q
1−lnξ−1n , . . . , ξ
−1
n ), (7.9b)
so that
N + |k| = |U |+ |V |+ |l|. (7.10)
We stress that this is not a restriction on the variables zi, since the general case
is included as ki ≡ li ≡ 1. Then, the only non-vanishing terms are those where
Y = [y1 + 1, k1] ∪ · · · ∪ [ym + 1, km],
with 0 ≤ yi ≤ ki, so that |Y | = |k| − |y|. One may check that
∏
i∈Y,j∈U∩V ∩Y c
θ(qzi/zj)
θ(zi/zj)
= (−1)|y|q|y||k|−(
|y|
2 )∆(ηq
y)
∆(η)
m∏
i,j=1
(q−kjηi/ηj)yi
(qηi/ηj)yi
,
cf. [KN] or [R2, §7]. After simplification, the result takes the following form.
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Corollary 7.1. Assuming (7.8) and (7.9), RTVSU (λ;w; z) equals
(q)M−s(q)L−|k|
(q)t(q)M+|k|−L
(qλ+2+M+N−2L)s(q
λ+2+N−|U |−|k|)|k|
(qλ+2+M−2t)t(qλ+2+M+N−2L)|V |(q−λ+2t−M )|V |−|k|
×
∏
i∈Uc∩V, j∈U∩V c
θ(qzi/zj)
θ(zi/zj)
∏
i∈U∩V c
(
θ(qλ+1+M+N−L−|U |ω/zi)
θ(qMω/zi)
m∏
j=1
θ(ηjq
kj/zi)
θ(ηj/zi)
)
×
∏
i∈Uc∩V
(
θ(q−λ+t−1ω/zi)
θ(qMω/zi)
n∏
j=1
θ(qljξjzi)
θ(ξjzi)
)
m∏
i=1
(qηi/ω)ki
(q1+L−M−|k|ηi/ω)ki
×
n∏
i=1
(qM+|k|−Lωξi)li
(qMωξi)li
∑
y1,...,ym
0≤yi≤ki, |y|≤|k|+M−L
∆(ηqy)
∆(η)
q|y|
×
m∏
i=1
(
θ(qL−M−|k|+|y|+yiηi/ω)
θ(qL−M−|k|ηi/ω)
(qL−M−|k|ηi/ω)|y|
(q1+L−M−|k|+kiηi/ω)|y|
)
×
(qL−M−|k|, q1+L−|k|)|y|
(qλ+2+N−|U |−|k|, q−λ+t+L−M−|k|)|y|
n∏
i=1
(q1+L−M−|k|/ξiω)|y|
(q1+L−M−|k|−li/ξiω)|y|
×
m∏
i=1
(
(q−λ−1+L+|U |−M−Nηi/ω, q
λ+1−tηi/ω)yi
(qηi/ω, q−Mηi/ω)yi
m∏
j=1
(q−kjηi/ηj)yi
(qηi/ηj)yi
n∏
j=1
(qljξjηi)yi
(ξjηi)yi
)
.
In the notation (7.2), the sum in Corollary 7.1 can be written
V nm
(
qL−M−|k|
ω
; qL−M−|k|, q1+L−|k|,
q1+L−M−|k|
ωξ1
, . . . ,
q1+L−M−|k|
ωξn
;
qλ+1−t
ω
,
q−λ−1+L+|U |−M−N
ω
,
q−k1
η1
, . . . ,
q−km
ηm
, ql1ξ1, . . . , q
lnξn; η1, . . . , ηm
)
.
Note that, since L = s + |U | = t + |V | and (7.10) holds, the series is balanced.
Making the same specialization in the second expression of Theorem 6.13, one
finds that RTVSU (λ;w; z) is an elementary factor times
V mn
(
qL−|k|ω; qL−M−|k|, q1+L−|k|,
q1+L−|k|ω
η1
, . . . ,
q1+L−|k|ω
ηn
;
q−λ−1+tω, qλ+1+M+N−L−|U |ω, qk1η1, . . . , q
kmηm,
q−l1
ξ1
, . . . ,
q−ln
ξn
; ξ1, . . . , ξn
)
.
The fact that these two expressions agree is an instance of (7.5). Thus, we have
obtained an algebraic proof of this transformation. (Although we only obtain (7.5)
under an additional discreteness condition on the parameters, that condition can
be removed by analytic continuation similarly as in the proof of [R2, Cor. 5.3].)
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In §7.3, it will be convenient to use the expression obtained by replacing yi by
ki− yi in Corollary 7.1. When L ≤M , the condition |y| ≤ |k|+M −L is trivially
satisfied, and we find that RTVSU (λ;w; z) equals
q(s+N−M−|V |)|k|
(q)M−s(q)L
(q)t(q)M−L
(qλ+2+M+N−2L)s
(qλ+2+M−2t)t(qλ+2+M+N−2L)|V |(q−λ+2t−M)|V |
×
∏
i∈Uc∩V, j∈U∩V c
θ(qzi/zj)
θ(zi/zj)
∏
i∈U∩V c
(
θ(qλ+1+M+N−L−|U |ω/zi)
θ(qMω/zi)
m∏
j=1
θ(ηjq
kj/zi)
θ(ηj/zi)
)
×
∏
i∈Uc∩V
(
θ(q−λ−1+tω/zi)
θ(qMω/zi)
n∏
j=1
θ(qljξjzi)
θ(ξjzi)
) ∏
1≤i≤m,
1≤j≤n
(ηiξj)ki+lj
(ηiξj)ki(ηiξj)lj
×
m∏
i=1
(q−λ−1+L+|U |−M−Nηi/ω, q
λ+1−tηi/ω)ki
(qL−Mηi/ω, q−Mηi/ω)ki
n∏
i=1
(qM−Lωξi)li
(qMωξi)li
× V nm(q
M−Lω; qλ+1+M−L−t, q−λ−1−N+|U |, qM−L+l1ξ1ω, . . . , q
M−L+lnξnω;
ω, qM+1ω, q/ξ1, . . . , q/ξn, η1, . . . , ηm; q
−k1/η1, . . . , q
−km/ηm).
(7.11)
This expression remains valid for L > M , if interpreted as
1
(q)M−L
∑
0≤yi≤ki
(· · · )
(q1+M−L)|y|
=
∑
0≤yi≤ki, |y|≥L−M
(· · · )
(q)M−L+|y|
.
7.3. Biorthogonal functions. We have seen that, under appropriate special-
ization of the parameters, RTVSU can be written in terms of the multiple elliptic
hypergeometric series V mn . Making similar specializations in Proposition 6.1, one
obtains new results for such series. We will only consider the unitarity relation
(6.3), and show that it leads to a system of biorthogonal functions of type V nn ,
generalizing the functions of type V 11 = 12V11 studied by Spiridonov and Zhedanov
[SZ].
The functions that we will describe depend, apart from p and q, on 2n + 3
parameters a, b, c, x1, . . . , xn, N1, . . . , Nn, with Ni non-negative integers. Fixing all
these parameters, let
fu1,...,un(y1, . . . , yn) = V
n
n
(
a
b
; aq|y|, cq|u|,
aq1+N1x1
b
, . . . ,
aq1+Nnxn
b
;
1,
aq1−|N |
b2c
,
q−y1
x1
, . . . ,
q−yn
xn
,
q−u1
x1
, . . . ,
q−un
xn
; x1, . . . , xn
)
,
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gu1,...,un(y1, . . . , yn) = V
n
n
(
q−|N |b
a
;
q−|y|−|N |
a
,
q−|u|−|N |
c
,
q1−|N |b
ax1
, . . . ,
q1−|N |b
axn
;
q,
q|N |b2c
a
, qy1x1, . . . , q
ynxn, q
u1x1, . . . , q
unxn;
q−N1
x1
, . . . ,
q−Nn
xn
)
, (7.12)
where it is assumed that ui are integers with 0 ≤ ui ≤ Ni.
Note that, by (7.5), gu1,...,un(y1, . . . , yn) can alternatively be expressed as an
elementary factor times
V nn
(
q−|u|−|y|−|N |−1
bc
;
q−|y|−N
a
,
q−|u|−N
c
,
q−|u|−|y|−|N |+N1x1
bc
, . . . ,
q−|u|−|y|−|N |+Nnxn
bc
;
1
q
,
aq−|N |
b2c
,
q−y1
x1
, . . . ,
q−yn
xn
,
q−u1
x1
, . . . ,
q−un
xn
; x1, . . . , xn
)
.
Although it may seem more natural to normalize g to be the latter V nn -series
(without any prefactor), we prefer the definition (7.12) since it exhibits a simpler
dependence on the variables yi.
Theorem 7.2. The functions defined above satisfy the biorthogonality relations
N1,...,Nn∑
y1,...,yn=0
w(y)fu(y)gv(y) = δu,vΓu, (7.13)
where
w(y) =
∆(xqy)
∆(x)
q|y|
θ(aq2|y|)
θ(a)
(a)|y|
(aq1+|N |)|y|
n∏
i,j=1
(q−Njxi/xj)yi
(qxi/xj)yi
×
n∏
i=1
θ(bq|y|−yi/xi)(b/xi)|y|(q
|N |axi/b)yi
θ(b/xi)(bq1−Ni/xi)|y|(aqxi/b)yi
,
Γu = c
|N |q|N |
2−|u| ∆(x)
∆(xqu)
n∏
i,j=1
(qxi/xj)ui
(q−Njxi/xj)ui
(aq)|N |(q
−|u|−|N |/c)|N |−|u|(q
1−2|u|/c)|u|
(aq/b, bcq|N |)|N |
×
n∏
i=1
(
θ(q−|u|axi/bc)
θ(q−|u|+uiaxi/bc)
(xi, aq
1−|N |xi/b
2c)Ni
(xi/b, q−|u|axi/bc)Ni
(qui+|N |axi/b)Ni−ui
(q1+uiaxi/b)Ni−ui
)
.
When n = 1, the biorthogonal functions in Theorem 7.2 reduce to the one-
variable functions of Spiridonov and Zhedanov [SZ]. We will briefly discuss two
features that distinguish the one- and multivariable case. First of all, in self-
explaining notation, repeated use of (7.1) yields that gu(y; a, b, c, x,N) equals an
elementary prefactor times fu(y; a, b, c, x/q,N). Thus, the system is “almost”
orthogonal in the sense that fu and gu are related by a parameter shift. In the
multivariable case, no analogous relation seems to exist.
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Another peculiar property of the one-variable case is that fu and gu can be
viewed as rational functions. To see this, note that
fu(y) =
u∑
k=0
Ck
(aqy, q−y)k
(q1−y/b, aqy+1/b)k
,
with Ck independent of y. It follows from classical facts on elliptic functions that
fu is rational in the variable
θ(sqy, sq−y/a)
θ(tqy, tq−y/a)
,
with s and t arbitrary generic parameters. (Geometrically, identifying antipodal
points on a complex torus gives the Riemann sphere.) In the multivariable case,
there seems to be no analogue of this rational parametrization.
Before explaining how Theorem 7.2 can be obtained from our findings above,
we indicate a direct proof. We will use an explicit matrix inversion found in [RoS];
see [Sc] for the case p = 0. Namely, for k, l,m multi-indices with li ≤ ki ≤ mi,
i = 1, . . . , n, let
Amk(a, b) =
(abq2|k|)|m|−|k|
∏n
i=1(aq
|k|−ki/xi)|m|−|k|∏n
i=1(bxiq
1+ki+|k|)mi−ki
∏n
i,j=1(q
1+ki−kjxi/xj)mi−ki
,
Bkl(a, b) = (−1)
|k|−|l|q(
|k|−|l|
2 )
θ(abq2|l|)
θ(abq2|k|)
n∏
i=1
θ(aq|l|−li/xi)
θ(aq|k|−ki/xi)
×
(abq1+|l|+|k|)|k|−|l|
∏n
i=1(aq
1+|l|−ki/xi)|k|−|l|∏n
i=1(bxiq
li+|k|)ki−li
∏n
i,j=1(q
1+li−ljxi/xj)ki−li
.
Then, B = A−1, that is, the equivalent identities∑
k
Amk(a, b)Bkl(a, b) = δlm =
∑
k
Bmk(a, b)Akl(a, b)
hold. In fact, the first relation is equivalent to the case aq = ce of (7.6), while the
second one is the case aq = bc of (7.7).
Let Cs be an arbitrary sequence, labelled by multi-indices s such that 0 ≤ si ≤
Ni, i = 1, . . . , n. Then,∑
y
∑
s
CsAus(a, b)Ays(c, d)
∑
t
1
CN−t
BN−t,v(a, b)BN−t,y(c, d)
=
∑
st
Cs
CN−t
Aus(a, b)BN−t,v(a, b)δs,N−t =
∑
s
Aus(a, b)Bsv(a, b) = δuv.
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A straight-forward computation reveals that Theorem 7.2 corresponds to the spe-
cial case when (a, b, c, d) 7→ (cb/a, a/b, b, a/b) and
Cs =
q2
∑
i<j sisj∏n
i=1 x
2si
i
(
b2c
qa
)|s|
∆(x)
∆(xqs)
(a, c)2|s|
(aq/b, q|N |bc)|s|
×
n∏
i=1
(axi/b, aq
1+Nixi/b)|s|(b/xi, bc/axi)|s|−si(xi, aq
1−|N |xi/b
2c)si
(axi/b, aqxi/b)|s|+si
∏n
j=1(qxi/xj, q
−Njxi/xj)si
.
Clearly, the same proof can be used to obtain more general, or different, biortho-
gonal systems.
Finally, we explain how Theorem 7.2 can be obtained from (6.3). Since the
details of the computations are of little interest, we will be quite brief. First, we
specialize w, S and T as in (7.8). We also assume that
z = (ζ1, . . . , ζ1q
N1−1, . . . , ζn, . . . , ζnq
Nn−1),
zU = (ζ1q
N1−u1, . . . , ζ1q
N1−1, . . . , ζnq
Nn−un, . . . , ζnq
Nn−1),
zV = (ζ1q
N1−v1 , . . . , ζ1q
N1−1, . . . , ζnq
Nn−vn , . . . , ζnq
Nn−1).
Consider the symbolRXYSU (λ;w; z) in (6.3). By Corollary 6.5, it vanishes identically
unless X = [M − x+ 1,M ] and
zY = (ζ1q
N1−y1, . . . , ζ1q
N1−1, . . . , ζnq
Nn−yn, . . . , ζnq
Nn−1).
This means that RXYSU can be expressed as in (7.11), where M , N , L, s, λ and ω
are unchanged, while the remaining parameters are replaced by t 7→ L−|y|, |U | 7→
L − s, |V | 7→ |y|, kj 7→ min(uj, yj), lj 7→ Nj − max(uj, yj), ηj 7→ q
Nj−min(uj ,yj)ζj ,
ξj 7→ q
1−Nj+max(uj ,yj)ζ−1j . As for the other generalized 6j-symbol in (6.3), we first
apply Corollary 6.3 to write
RV TY X(λ; z;w) = R
T cV c
XcY c(λ+M +N − 2L;w
−1; z−1).
We can then express it as in (7.11), where M and N are unchanged, while L 7→
M + N − L, s 7→ M + |y| − L, t 7→ M − t, |U | 7→ N − |y|, |V | 7→ N + t − L,
λ 7→ λ + M + N − 2L, ω 7→ q1−Mω, kj 7→ Nj − max(vj, yj), lj 7→ min(vj , yj),
ηj 7→ q
1+max(vj ,yj)−Nj , ξj 7→ q
Nj−min(vj ,yj)ζj . Inserting these explicit formulas in
(6.3), it reduces to (7.13), where a = qλ+1+M−2L, b = qλ+1−L, c = q−λ−1−N and
xj = q
−Njω/ζj. Since M and L are non-negative integers with L ≤ M + N ,
we only obtain (7.13) under additional discreteness conditions on the parameters.
However, these conditions can be removed by analytic continuation, similarly as
in the proof of [R2, Cor. 5.3]. In that sense, we have obtained an algebraic proof
of Theorem 7.2.
Appendix. Algebra symmetries.
The equations (2.25), (3.7), (3.8) and (3.9) reflect different forms of unitarity for
symmetries of cobraided h-bialgebroids. We will describe how to encompass these
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in a general framework, which in particular simplifies the proof of Proposition 3.3.
It turns out that there are four types of unitarity, corresponding to a choice of
direct or opposite product and coproduct. Moreover, one can incorporate twists
by affine automorphisms of h∗ (e.g. the map λ 7→ −λ− 2 in Proposition 3.3).
For A an h-bialgebroid, two opposite h-bialgebroid structures Aop and Acop on
the complex vector space underlying A were introduced in [KoN]. We will write
Acoop = (Aop)cop = (Acop)op. The bigradings on the opposite h-bialgebroids are
given by
Aopαβ = A−α,−β, A
cop
αβ = Aβα, A
coop
αβ = A−β,−α.
The moment maps are given by
µA
op
l (f)x = xµ
A
l (f), µ
Acop
l (f)x = µ
A
r (f)x, µ
Acoop
l (f)x = xµ
A
r (f),
and the same equations with l and r interchanged. The product on Acop is the
same as that on A, while Aop and Acoop are equipped with the opposite product
mA ◦ σ. The coproduct on Aop is the same as that on A, while Acop and Acoop
have the opposite product σ ◦∆A. The counit on Acop is the same as that on A,
while Aop and Acoop have counit SDh ◦εA. Finally, if A is an h-Hopf algebroid with
invertible antipode, then so are the opposite structures, with antipode SA
cop
= SA,
SA
op
= SA
coop
= (SA)−1.
Let χh
∗
be a linear automorphism of h∗ and χMh∗ a field automorphism of Mh∗
satisfying
χMh∗ ◦ Tα = Tχh∗(α) ◦ χ
Mh∗ . (A.1)
For instance, given an invertible affine map λ 7→ Aλ+ λ0 on h
∗ one may define
χh
∗
(λ) = A−1λ, χMh∗ (f)(λ) = f(Aλ+ λ0). (A.2)
It follows from (A.1) that
χDh(fTα) = χ
Mh∗ (f)Tχh∗(α)
defines an algebra automorphism χDh of Dh. From now on, we suppress the upper
indices, denoting all three automorphisms by χ. We will also write
χop = SDh ◦ χDh = χDh ◦ SDh.
Next, we recall some rudiments of the duality theory for h-bialgebroids [R1,
§3.1]. It will be convenient to write {x, ξ} = ξ(x), where ξ is a C-linear map from
an h-bialgebroid A to Dh. Let A
′ be the space of such maps ξ such that
{µl(f)x, ξ} = f ◦ {x, ξ}, {xµr(f), ξ} = {x, ξ} ◦ f.
It is an associative algebra with product
{x, ξη} =
∑
(x)
{x′, ξ}Tω12(x){x
′′, η}
and unit element ε.
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Lemma A.1. Fix χ as above, and let A and B be two h-bialgebroids. Let φ : A→
B be a C-linear map such that φ(Aαβ) ⊆ Bχ−1(α),χ−1(β),
φ(µAl (f)x) = µ
B
l (χ
−1(f))φ(x), φ(µAr (f)x) = µ
B
r (χ
−1(f))φ(x).
Then, {x, φ′(ξ)} = χ({φ(x), ξ}) defines a map φ′ : B′ → A′. Moreover, if
(φ⊗ φ) ◦∆A = ∆B ◦ φ, χ ◦ εB ◦ φ = εA,
then φ′ is an algebra homomorphism.
The proof is straight-forward.
Lemma A.2. Let A be an h-bialgebroid equipped with a cobraiding. For s ∈
{∅, op, cop, coop}, there is an algebra homomorphism is : As → (As)′ given by
{y, i(x)} = 〈x, y〉,
{y, iop(x)} = SDh(〈y, x〉),
{y, icop(x)} = 〈y, x〉,
{y, icoop(x)} = SDh(〈x, y〉).
Again, the proof is straight-forward.
Definition A.3. Let A be an h-bialgebroid equipped with a cobraiding. Fix χ as
above, and let s ∈ {∅, op, cop, coop}. Then, a map φ : A → A is called (χ, s)-
unitary if, when viewed as a map A→ As, it is an algebra homomorphism, satisfies
all conditions of Lemma A.1, and
φ′ ◦ is ◦ φ = i. (A.3)
More explicitly, φ is (χ, id)-unitary if it is an algebra homomorphism and
φ(µl(f)) = µl(χ
−1(f)), φ(µr(f)) = µr(χ
−1(f)),
φ(Aαβ) ⊆ Aχ−1(α),χ−1(β),
(φ⊗ φ) ◦∆ = ∆ ◦ φ, χ ◦ ε ◦ φ = ε,
〈x, y〉 = χ(〈φ(x), φ(y)〉); (A.4a)
it is (χ, op)-unitary if it is an algebra antihomomorphism and
φ(µl(f)) = µl(χ
−1(f)), φ(µr(f)) = µr(χ
−1(f)),
φ(Aαβ) ⊆ A−χ−1(α),−χ−1(β),
(φ⊗ φ) ◦∆ = ∆ ◦ φ, χop ◦ ε ◦ φ = ε,
〈x, y〉 = χop(〈φ(y), φ(x)〉); (A.4b)
it is (χ, cop)-unitary if it is an algebra homomorphism and
φ(µl(f)) = µr(χ
−1(f)), φ(µr(f)) = µl(χ
−1(f)),
φ(Aαβ) ⊆ Aχ−1(β),χ−1(α),
σ ◦ (φ⊗ φ) ◦∆ = ∆ ◦ φ, χ ◦ ε ◦ φ = ε,
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〈x, y〉 = χ(〈φ(y), φ(x)〉); (A.4c)
and, finally, φ is (χ, coop)-unitary if it is an algebra antihomomorphism and
φ(µl(f)) = µr(χ
−1(f)), φ(µr(f)) = µl(χ
−1(f)),
φ(Aαβ) ⊆ A−χ−1(β),−χ−1(α),
σ ◦ (φ⊗ φ) ◦∆ = ∆ ◦ φ, χop ◦ ε ◦ φ = ε,
〈x, y〉 = χop(〈φ(x), φ(y)〉). (A.4d)
If A is equipped with an invertible antipode, then it is natural to require
φ ◦ S = SA
s
◦ φ, (A.5)
that is, φ ◦ S = S ◦ φ for s ∈ {∅, cop} and φ ◦ S = S−1 ◦ φ for s ∈ {op, coop}.
Since (A.3) is an equality between compositions of algebra homomorphisms, it
is natural in the sense that if the two sides agree on two elements x and y, they
agree on xy. We also need a dual version of this naturality. To this end, we
observe that if φ satisfies all conditions of Lemma A.1, then this is also true when
φ is viewed as a map from Acop to Bcop. It is then easy to check that (A.3) is
equivalent to
φ′ ◦ (is)cop ◦ φ = icop,
when φ is viewed as a map Acop → (As)cop. Together, the naturality properties of
these two versions of (A.3) mean that, assuming the other conditions of φ, if one of
the equalities (A.4) hold with (x, y) replaced by (x1, y) and (x2, y) it holds also for
(x1x2, y), and if it holds for (x, y1) and (x, y2), it holds also for (x, y1y2). Thus, it
is enough to check unitarity on a set of generators. Having made this observation,
the proof of Proposition 3.3 is reduced to straight-forward verification.
If we let χ0 = ψ
Dh denote the automorphism constructed as in (A.2) from the
affine map λ 7→ −λ − 2 of h∗ = C, then we can give examples of eight types of
(χ, s)-unitary maps according to the following table (in each case, the additional
axiom (A.5) is valid):
id ∗ ∗ ◦ S S ψ φ φ ◦ S ψ ◦ S
χ id id id id χ0 χ0 χ0 χ0
s id op cop coop id op cop coop
.
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