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1. Introducción  
 
El sistema general de seguridad social en salud en Colombia se encuentra bajo la 
dirección y control del Estado por medio del Ministerio de la salud y protección 
social y cuenta con dos regímenes de afiliación: contributivo y subsidiado. Este 
sistema se rige por la Ley 100 de 1993, que establece un esquema de 
aseguramiento mediante la definición de un Plan de Beneficios en Salud (PBS), 
cuyos servicios y tecnologías se financian con cargo a la Unidad de Pago por 
Capitación (UPC), que se reconoce a las Entidades Promotoras de Salud (EPS) por 
cada persona afiliada. Esta UPC es determinada periódicamente por el Ministerio y 
asignada a las EPS, teniendo en cuenta características de la población como son la 
edad y el género.  
 
Las EPS son entidades privadas que actúan como intermediarias y administradoras 
de los recursos que provee el estado, en forma de prima anual. Con estos recursos, 
las EPS deben cubrir tanto los costes de prestación del servicio, como los gastos 
operativos y de administración del riesgo, sin exceder en este último el 10% de los 
recursos recibidos.  
 
En resumen, como se puede observar en la Figura 1 los afiliados tienen un contrato 
con la EPS y realizan unos aportes mensuales, estos aportes los recauda la EPS y 
los envía a la administradora de recursos del sistema general de seguridad social en 
salud (ADRES). La ADRES dependiendo del número de afiliados realiza un pago de 
una prima anual. Con estos recursos la EPS debe pagar a las instituciones 
prestadoras de salud (IPS) por los servicios prestados a los afiliados.    
 
 






En el sector de las aseguradoras de los servicios de salud, disponer de información 
acerca del comportamiento del coste del servicio médico de su población de 
afiliados y lograr establecer grupos poblacionales que presenten un perfil de 
consumo relativamente similar, además de identificar posibles factores que generen 
un incremento o reducción del coste, es de vital importancia porque permite al ente 
asegurador (EPS) reservar los recursos adecuados para cubrir los costes del 
servicio y prever posibles déficits presupuestales con respecto al dinero recibido por 
parte del Gobierno. Para lograr este objetivo, se modelará el coste total anual de 
prestación del servicio de salud, para el conjunto de afiliados de la EPS. Se dispone 
de una base de datos con 10.331 registros, obtenidos de forma aleatoria del total 
de afiliados que supera los dos millones. Se pretende que los resultados de este 
trabajo sean aplicados en la entidad y puedan ser implementados como 
herramienta para la toma de decisiones. 
 
 1.2 Estado del arte 
 
Para modelar el coste médico, la técnica más utilizada en la literatura son los 
modelos de regresión. Múltiples autores han realizado estudios en esta materia, 
realizando pruebas con modelos de una parte y dos partes como Duan et al., 
(1982), Mullahy, (1998), Diehr et al., (1999), Adams et al., (1993), Lipscomb et 
al., (1998), Liu et al., (2010) y Mosquera, (2016) entre otros. Los modelos de dos 
partes consisten en dividir el problema, como su nombre indica, en dos: la primera 
modelará la probabilidad de ocurrencia del evento 𝑃𝑟(𝑌 > 0|𝑋) y la segunda, 
predecirá el valor de la variable dependiente, condicionada por la primera parte 
(𝑌|𝑋, 𝑌 > 0).  
 
Los modelos de dos partes fueron introducidos por Cragg, 1971), y utilizados como 
uno de los modelos alternativos para predecir la demanda de servicios en salud en 
Duan et al. (1982). En este libro se plantean cinco modelos alternativos: análisis de 
varianza (ANOVA), análisis de covarianza (ANCOVA) con costes sin transformar 
como variable dependiente, un modelo de una parte que utiliza dos parámetros 
Box-Cox para transformar el coste y los modelos de dos partes utilizando dos 
ecuaciones separadas para estimar la probabilidad de costes positivos y el nivel de 
estos costes y un modelo de cuatro partes para predecir los costes cuando 
involucra hospitalización.  
 
Mullahy (1998) considera transformaciones y modelos de dos partes en 
econometría de la salud. Recomienda la utilización de una función de enlace 
logarítmico para la modelación de la segunda parte para así garantizar la 
positividad de la variable de respuesta. 
 
En Diehr et al. (1999), los autores prueban un modelo de regresión por el método 
de mínimos cuadrados (OLS) y un modelo de dos partes, utilizando regresión 
logística para la primera, y regresión lineal para la segunda con distribución log 
normal y gamma. Las recomendaciones de los autores apuntan a definir claramente 
los objetivos de la investigación, ya que dependiendo de estos será más útil un 
modelo que otro. Si el objetivo es entender el sistema, el modelo de dos partes 
permite detectar los factores que afectan a la propensión del uso del servicio. 
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Mientras que si el objetivo es predecir los costes futuros, un modelo de regresión 
bastaría, ya que se obtienen resultados similares al modelo de dos partes pero es 
más fácil de interpretar. 
 
Adams et al. (1993) y Lipscomb et al. (1998) comparan de nuevo un modelo de 
regresión por el método de mínimos cuadrados (OLS), dos modelos de dos partes 
con regresión logística para la primera, uno con regresión de Cox para la primera 
parte y otro con un modelo paramétrico asumiendo distribución Weibull. Además 
examinan los efectos de las variables de entrada en las predicciones del coste, para 
determinar cuáles son más significativas. Concluyen que el modelo con la 
predicción más precisa es el de dos partes con regresión de Cox.  
 
En Liu et al. (2010), los autores prueban el modelo de dos partes con regresión 
logística y para la parte continua adicionan a la regresión efectos aleatorios. 
 
También se ha utilizado la simulación en la predicción del coste (Joyanes-Aguilar et 
al. 2015) donde se utilizó minería de datos para la elaboración de predictores, y se 
construyó un entorno de simulación para determinar el coste económico de la 
evolución diagnóstica. En Vargas y Giraldo (2014) utilizaron simulación discreta, 
evaluando diferentes escenarios de prestación del servicio de salud, para predecir el 
coste de prestación del servicio anual de una EPS. 
 
En Mosquera (2016),  se desarrolla un modelo de dos partes utilizando regresión 
logística para la primera y regresión para la segunda, con función de enlace 
logarítmica y distribución gamma. Adicionalmente, se prueba un modelo de 
máquinas de soporte vectorial y un árbol de regresión, para estimar el coste medio 
anual del servicio de salud. El autor concluye que tanto el modelo de dos partes 
como el árbol de regresión, presentan un mejor ajuste desde el punto de vista 
estadístico y financiero. Finalmente, recomienda el modelo de dos partes por la 
interpretabilidad de los resultados, ya que permite identificar y cuantificar los 
efectos sobre la propensión al uso que presentan las diferentes variables 
consideradas sobre la población. 
 
En el desarrollo del presente trabajo se aplicará por tanto, un modelo de dos 
partes, probando diferentes técnicas de clasificación y regresión,  como son: 
regresión lineal y logística, redes neuronales, random forest, bagging, incremento 
gradiente, máquinas de soporte vectorial y ensamblado. Se definirá para cada parte  
la técnica que mejores resultados presente, para finalmente configurar el modelo 
de dos partes y obtener las predicciones del coste total anual del servicio de salud 
de la entidad como el producto de las predicciones de las dos partes.  
 
En cuanto a herramientas computacionales, se cuenta con un ordenador con 
procesador Intel Core i5 a 1.8GHz 2 procesadores principales y 4 lógicos, memoria 
RAM de 8 GB y sistema operativo Windows 10. Se utilizarán los programas: SAS 







2.1 Objetivo General 
 
Aplicar técnicas de minería de datos para predecir el coste total anual 
del servicio de salud en una entidad promotora de salud, incluyendo las 
posibles variables que afecten la predicción. 
 
2.2 Objetivos específicos  
 
- Definir las variables a utilizar en el modelo. 
 
- Crear modelos de predicción para el coste total anual del servicio de 
salud por diferentes métodos. 
 
-  Comparar los diferentes métodos utilizados y concluir cuál es el mejor, 
identificando las variables más influyentes. 
 
3. Metodología y marco teórico  
3.1 SEMMA 
 
Para desarrollar el presente trabajo se utilizará la metodología SEMMA (Sample - 
Explore – Modify – Model – Assess) propuesta por SAS, que se describe a 
continuación:  
 
Muestreo: La primera fase de la metodología consiste en extraer una muestra 
representativa de la población. El método de muestreo más utilizado es el 
“muestreo aleatorio simple”: este método asigna a cada elemento de la población la 
misma probabilidad de ser seleccionado. Se cuenta con 10331 observaciones, como 
se verá más adelante. 
 
Exploración: En esta fase se realiza un análisis exploratorio y descriptivo, 
utilizando herramientas de visualización de datos y diferentes técnicas estadísticas, 
para descubrir posibles relaciones entre las variables independientes del modelo y 
la variable objetivo, también permite detectar posibles errores en los datos que 
serán corregidos en la siguiente fase. 
 
Modificación: El objetivo de esta fase es corregir los errores detectados en la 
exploración, así como eliminar variables que no aporten valor al modelo, crear 
nuevas variables a través de transformaciones de las variables de entrada 
originales, etc. 
 
Modelización: En esta fase se configuran los diferentes modelos que permitan 
encontrar la relación entre la variable objetivo o dependiente y las variables 
explicativas, permitiendo predecir el valor que tomará la variable objetivo. Las 
técnicas que se utilizarán para el modelado de los datos serán: redes neuronales, 
regresión lineal y logística, bagging, random forest, incremento gradiente, 




Evaluación: Por último, se realiza una evaluación y comparación de los modelos 
para determinar la calidad de las predicciones y definir cuál es el modelo que 
presenta el error más bajo al predecir, este modelo será el que se implementará en 
la entidad y será utilizado por el área financiera como apoyo en el proceso de 
planificación y toma de decisiones. Las principales medidas de evaluación para 
métodos de predicción, cuando la variable objetivo es continua, son las siguientes:  
 
    
𝑀𝐴𝐸𝑝௝ =
∑ ห𝑦௜ − 𝑦ො௜௝หே௢௕௦௜ୀଵ
𝑁𝑜𝑏𝑠
                                  𝑀𝑆𝐸𝑝௝ =











                         𝑁𝑀𝑆𝐸𝑝௝ =
∑ ൫𝑦௜ − 𝑦ො௜௝൯
ଶே௢௕௦
௜ୀଵ
∑ (𝑦௜ − 𝑦ො)ଶே௢௕௦௜ୀଵ
 
 
Para este trabajo se utilizara el ASE (Average Square Error) o MSE, error cuadrático  
promedio, que, como su nombre indica, mide el promedio de los errores al 
cuadrado, siendo el error, la diferencia entre el valor obtenido por la predicción y el 
valor realmente observado. 
 
Para métodos de clasificación, cuyo objetivo es clasificar las observaciones como 
“evento” o “no evento”, se debe decidir a partir de qué valor de probabilidad o 
punto de corte se considera una observación como evento. El punto de corte más 
utilizado es 0.5, esto quiere decir que si una observación tiene una probabilidad 
igual o superior a 0.5 será clasificada como evento. Para estos métodos, se suele 
usar como medida de evaluación, la matriz de confusión que se muestra en la 
Figura 2, que contiene el número de observaciones que fueron bien o mal 
clasificadas: 
 
Figura 2. Matriz de confusión. 
 
A partir de esta matriz se puede calcular la tasa de acierto, que es el porcentaje del 
número total de predicciones que fueron correctas. 
 
Tasa de acierto, es la proporción del número total de predicciones que fueron 
correctas:  
 
𝑇𝑎𝑠𝑎 𝑑𝑒 𝑎𝑐𝑖𝑒𝑟𝑡𝑜 =  
𝑉𝑁 + 𝑉𝑃
𝑉𝑁 + 𝐹𝑃 + 𝐹𝑁 + 𝑉𝑃
 
 
Tasa de fallo, es la proporción del número total de predicciones que fueron 
incorrectas:  
𝑇𝑎𝑠𝑎 𝑑𝑒 𝑓𝑎𝑙𝑙𝑜 =  
𝐹𝑁 + 𝐹𝑃




Sensibilidad o tasa de verdaderos positivos, proporción de casos positivos que 






Especificidad o tasa de verdaderos negativos, proporción de casos negativos que 







Valor predictivo positivo (VPP), proporción de casos predichos positivos que fueron 
correctos, esta medida evalúa que tan fiable es la predicción de los valores 






Valor predictivo negativo (VPN), proporción de casos predichos negativos que 
fueron correctos, esta medida evalúa que tan fiable es la predicción de los valores 






Otra de las medidas de evaluación más utilizadas en modelos de clasificación es la 
curva ROC. Esta curva muestra gráficamente la sensibilidad (tasa de verdaderos 
positivos) vs, 1-especificidad (tasa de falsos positivos), para todos los posibles 
puntos de corte. El modelo perfecto es aquel que asigna probabilidad cero a los no 
eventos y uno a los eventos. Por lo tanto, la especificidad y sensibilidad serían igual 
a uno.  
 
El área bajo la curva ROC (llamada AUC)  proporciona una medida de la capacidad 
predictiva de un clasificador. Se puede interpretar como la probabilidad de que un 
clasificador ordenará o puntuará una instancia positiva elegida aleatoriamente más 
alta que una negativa. Esta área posee un valor comprendido entre 0.5 y 1, donde 
1 representa el valor perfecto y 0.5, un modelo sin capacidad de clasificar. Por esto, 
siempre se elige el modelo que presente una mayor área bajo la curva. En la Figura 
3 se muestran algunos ejemplos. 
 
Como se pretende que este modelo sea utilizado por el área financiera, resulta 
interesante incluir un indicador de ajuste financiero global, definido en Mosquera 
(2016), como la diferencia entre el coste total observado y el coste total predicho 
por el modelo, en términos relativos: 
 
𝐼𝐹௣ =  











Figura 3. Ejemplos de gráficos ROC. Fuente: Friedman et al. (2009) 
 
A continuación se describen las técnicas de minería de datos que se van a utilizar 
en el presente trabajo. 
 
3.2 Validación cruzada repetida 
 
La validación cruzada repetida sirve para evaluar los resultados de las técnicas que 
se van a aplicar, su objetivo es prevenir el sobreajuste de los datos de 
entrenamiento. Consiste en dividir  los datos aleatoriamente en k grupos, dejando 
un conjunto i que no se utilizará en la construcción del modelo y construyendo el 
modelo con el resto de grupos (k-i). Este proceso se repite n veces y estimando el 
error con el conjunto i. En este trabajo se utilizarán 4 grupos. 
 
3.3 Regresión lineal 
 
La regresión lineal tiene por objetivo predecir la variable dependiente (𝑦) a partir de 
un conjunto de 𝑚 variables independientes o explicativas 𝑥, a través de la ecuación: 
 
𝑦 = 𝛽଴ + 𝛽ଵ𝑥ଵ + 𝛽ଶ𝑥ଶ + ⋯ + 𝛽௠𝑥௠ + 𝜀 
 
donde ε representa el error o la parte de la variable dependiente no explicada, 𝒚 es 
la variable dependiente continua, 𝜷𝟎 representa el valor que toma la variable 
dependiente cuando todas las variables independientes toman el valor 0 y los 
parámetros 𝜷𝒊 representan cuanto aumenta o disminuye la variable dependiente 
por cada incremento unitario de la variable i-ésima. 
 
Conociendo los valores de las variables independientes 𝑥, se puede predecir el valor 
de la variable objetivo o dependiente 𝒚, estimando los valores de los parámetros 𝜷𝒊 
que minimicen el error cometido por el modelo. 
 
3.4 Regresión Logística 
 
Similar a los modelos de regresión lineal, la regresión logística tiene por objetivo 
predecir la variable dependiente (𝑦) a partir de un conjunto de variables 
independientes o explicativas (𝑥), con la particularidad de que la variable respuesta 
o dependiente admite varias categorías de respuesta (politómica). Este tipo de 
regresión es muy útil en el caso de existir dos posibles respuestas, es decir, cuando 
la variable dependiente es dicotómica.  
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El procedimiento que aplica esta técnica es el siguiente: se define una función de 
enlace que relaciona la variable (𝑦)  con las (𝑥), esta puede ser la función logit para 
el caso de variable objetivo dicotómica, o logit generalizada si la variable 
dependiente tiene más de 2 categorías. El algoritmo optimiza los parámetros y se 
obtienen predicciones en forma de probabilidad de pertenecer a cada clase. Es 
necesario determinar cuál es el criterio o punto de corte (threshold) para asignar 
cada observación a una clase. Por defecto, el punto de corte es 0.5 (a partir de una 
probabilidad predicha de pertenecer a la clase A superior a 0.5 se asigna la 
observación a la clase A).  
 
El modelo de regresión logística  presenta la siguiente relación, donde la 
probabilidad de evento (o que la variable dependiente tome valor uno) es: 
 
𝑝ଵ = 𝑃(𝑌 = 1 |𝑥ଵ, 𝑥ଶ, … , 𝑥௠) =
1
1 +  𝑒ି(ఈబାఈభ௫భା⋯ାఈ೘௫೘)
 
 
Por lo cual, dado que la probabilidad de no evento es uno menos la probabilidad de 
evento, 𝑝଴ = 1 − 𝑝ଵ se tiene entonces que: 
𝑃(𝑌 = 0 |𝑥ଵ, 𝑥ଶ, … , 𝑥௠) =
௘ష(ഀబశഀభೣభశ⋯శഀ೘ೣ೘)
ଵା ௘ష(ഀబశഀభೣభశ⋯శഀ೘ೣ೘)
 , Por lo que, 
 
   log ൬
𝑝ଵ
1 −  𝑝ଵ
൰ = 𝛼଴ + 𝛼ଵ𝑥ଵ + ⋯ + 𝛼௠𝑥௠ 
 
El segundo término recibe el nombre de logit, y es el logaritmo de la razón de 
probabilidades u odds ratio. Se puede comprobar que utilizando esta función de 
enlace, las probabilidades resultantes están restringidas al intervalo (0,1). 
 
Nótese que si un determinado parámetro es positivo (o negativo), aumentar una 
unidad la variable correspondiente se traduce en un aumento (o disminución) de 𝑝ଵ 
y del logit (en este último en 𝛼௜ unidades). Por lo tanto, la exponencial del 
parámetro representa el odds-ratio asociado a la variable y, que permite aproximar 
cuánto más probable (o improbable) es que se dé el evento entre los individuos con 
𝑥 = 1 frente a los individuos con 𝑥 = 0. 
 
3.5 Modelo de dos partes 
 
Como se mencionó en el estado del arte, este tipo de modelos ha sido ampliamente 
utilizado en el área de la econometría de la salud, ya que la mayoría de las 
variables dependientes (𝑦), cumplen con dos propiedades estadísticas 
fundamentales: son variables de respuesta estrictamente positivas y cuentan con 
una alta proporción de valores cero. Como alternativa para modelar estas variables 
Duan et al. (1982) plantea el modelo de dos partes (TPM), en este modelo se 
define que la primera parte del modelo está relacionada con la probabilidad de que 
la variable respuesta sea mayor que cero 𝑃𝑟(𝑌 > 0|𝑋) y es gobernada por un modelo 
de probabilidad binario como el logit o probit. La segunda parte, condicionada por la 
primera (𝑌|𝑋, 𝑌 > 0), corresponde a una variable continua, generalmente de 
distribución asimétrica positiva. El valor esperado de la variable de respuesta dados 




𝐸(𝑌|𝑋) = 𝑃 (𝑌 > 0|𝑋) ∗ 𝐸(𝑌|𝑋, 𝑌 > 0) 
 
Donde la expresión 𝑃 (𝑌 > 0|𝑋), corresponde a la probabilidad de ocurrencia del 
evento. Para el caso de la regresión logística correspondería con: 
 
𝑃 (𝑌 > 0|𝑋) =  1
1+ 𝑒−(𝛼0+𝛼1𝑥1+⋯+𝛼𝑚𝑥𝑚)








donde  𝑋 = (𝑥1 + 𝑥2 + ⋯ + 𝑥𝑚). 
 
La segunda parte de la ecuación 𝐸(𝑌|𝑋, 𝑌 > 0), dado que se requiere que sea positiva 
la variable de respuesta, si se modela con regresión se deberá utilizar alguna 
función de enlace que garantice su positividad, por ejemplo el enlace logarítmico 
nombrado en los artículos de Mullahy (1998) y Manning y Mullahy (2001). 
 
De acuerdo con lo anterior, las dos partes del modelo pueden ser estimadas 
individualmente. Para esto, se preparan dos bases de datos, una que contenga la 
variable dependiente expresada en ceros y uno (binaria)  si el coste es cero y uno si 
tiene algún coste, y la segunda, contendrá exclusivamente los registros en los que 
la variable dependiente sea diferente de cero. 
 
3.6 Métodos basados en árboles 
 
Los métodos como incremento gradiente, bagging y random forest se basan en 
promediar la salida de varios árboles de clasificación o de regresión.  
 
Los árboles son métodos computacionales intensivos que segmentan la información 
aplicando de forma jerárquica y secuencial una serie de reglas. Cada segmento se 
denomina nodo y contiene un subconjunto de las observaciones. Este método trata 
de conseguir homogeneidad entre los valores de la variable respuesta en el mismo 
nodo y heterogéneos entre los demás nodos. El procedimiento inicia en el nodo raíz 
que contiene la totalidad de las observaciones y un valor medio determinado. A 
continuación, se selecciona una de las variables explicativas y un punto de corte 
que permita generar la mayor diferencia entre los promedios de los dos nuevos 
segmentos o nodos. Una vez se obtiene la segmentación óptima se asigna un valor 
de predicción a los nodos que no tienen sucesores (hojas). Todas las observaciones 
que se encuentran en la misma hoja reciben el mismo valor de predicción para el 
caso en que la variable objetivo sea de intervalo y se denominan árboles de 
regresión,  o la misma probabilidad de evento si la variable objetivo es binaria en 
cuyo caso se denominan árboles de clasificación. En la Figura 4 se muestra la 





Figura 4. Estructura general árboles de decisión. 
 
Los parámetros que se pueden configurar en un árbol son: 
- Número de divisiones máximas en cada nodo. El más utilizado es el 
binario que divide en dos. 
- Número de hojas  o profundidad del árbol. Se puede utilizar poda para 
que el sistema evalué la cantidad de hojas que tendrá el árbol. 
- P-valor: determina las divisiones en cada nodo. Entre más bajo, 
restringe más el  número de subdivisiones y da lugar a arboles más 
sencillos. Esto conlleva a menor varianza a cambio de mayor sesgo en 
los modelos. 
- Tamaño de la hoja, número de observaciones mínimo que debe de haber 
en un nodo. Se deben evitar hojas con pocas observaciones porque 
conllevaría a sobreajuste, es decir que el modelo se ajusta muy bien a 
los datos de entrenamiento y tiene un sesgo bajo, pero presenta una 
varianza muy alta frente a nuevos datos.  
 
Las ventajas que tienen los árboles son:  
- Adaptabilidad a la forma funcional entre variable objetivo y predictoras.  
- Tratamiento automático de valores missings. 
- Tratamiento automático de categorías poco representadas. 
- Detección automática de regiones y puntos de corte (no tratada en otros 
algoritmos o técnicas). 
- Resultados a menudo fáciles de comprender. 
 
En cuanto a las desventajas se encuentra que tienen: 
- Poca capacidad predictiva y gran varianza. 
- Sensibilidad a cambios en los datos, inestabilidad y poca robustez. 
- Falta de suavidad (función escalonada) lo que a veces redunda en mayor 
error promedio de predicción en regresión. 
 
Estas desventajas no se han podido solucionar mejorando los algoritmos de 
construcción, pero sí combinando el resultado de muchos árboles como se verá en 




3.6.1  Bagging (Bootstrap Averaging) 
 
Es uno de los métodos básicos de ensamble o combinado de modelos, que consiste 
en promediar las predicciones obtenidas de una cantidad de árboles que se decidan 
construir, logrando así reducir la varianza del modelo aunque se sacrifica la 
interpretación del mismo. Esta técnica sortea las observaciones con o sin reemplazo 
para hacer 𝑚 árboles o iteraciones. Se puede definir tanto la cantidad 𝑚 de 
iteraciones como el tamaño de la muestra a utilizar y la complejidad de los arboles 
(número de hojas final o profundidad, número máximo de observaciones por nodo, 
número de divisiones máximo por nodo, etc.).  
 
3.6.2 Random Forest (RF) 
 
Es una generalización del bagging, adicionando la característica de sortear las 
variables a utilizar para segmentar cada nodo del árbol, consiguiendo arboles más 
variados. Adicional a las características del bagging, requiere que se defina el 
número de variables p a muestrear del total de variables independientes. Esta 
aleatoriedad en la selección de las variables evita la rigidez de utilizar un solo 
conjunto de variables y permite generar arboles más variados que logran una mejor 
adaptación a los datos, reduciendo a la vez el riesgo de sobreajuste porque no 
depende de un solo árbol sino que utiliza el promedio de muchos.  
 
3.6.3 Incremento Gradiente 
 
Este método, a diferencia de los anteriores, no promedia las predicciones de los 
árboles, sino que se basa en repetir los árboles, modificando levemente las 
predicciones iniciales intentando minimizar los residuos en la dirección de 
decrecimiento.  
  
Los parámetros a definir son la constante de regularización que precisa en cuánto 
se modifica el error con cada iteración, el número de iteraciones y la configuración 
del árbol. Los algoritmos de esta técnica se describen en las Figuras 5 y 6. 
 
 
Figura 5. Algoritmo incremento gradiente para regresión. Fuente:  Portela (2019) 
 








Es una modificación del incremento gradiente involucrando regularización o 
penalización en el momento de construir cada árbol. Esta función de penalización 
previene el sobreajuste y prefija dos prefija dos parámetros lambda y gamma 
(𝛾 𝑦 𝜆). 
 
3.7 Redes Neuronales 
 
Las Redes Neuronales imitan el funcionamiento del cerebro humano para realizar 
tareas de aprendizaje. Tienen una arquitectura organizada en capas de neuronas, 
las cuales tienen pesos asignados a sus interconexiones. El aprendizaje de la red 
consiste en ajustar los pesos mediante una regla que indica cómo modificarlos en 
función de los datos de entrenamiento.  
 
La capa input o de entrada compuesta por las 𝑋௜ variables independientes, se 
conecta a la capa oculta 𝐻௝ mediante la función de combinación representada en la 
Figura 7 con el símbolo Σ donde los pesos 𝑤௜௝ son los parámetros a estimar, la 
función de combinación más habitual es la lineal.  
 
Después de aplicar la función de combinación se aplica a cada nodo oculto la 
función de activación representada en la Figura 7 por ʄ. La función de activación 
más utilizada es la tangente hiperbólica. Se repite el proceso para todas las capas 





Figura 7. Estructura redes neuronales. Fuente: Portela (2019). 
 
Para una red con tres variables independientes, una variable de salida, una capa 
oculta y dos nodos ocultos, donde el parámetro constante 𝑏௝ se denomina sesgo, el 
modelo seria el siguiente: 
 
𝑌 = tanh (𝑤ଵ, 𝑜𝑢𝑡(tanh(𝑤ଵଵ𝑋1+𝑤ଶଵ𝑋2+𝑤ଷଵ𝑋3 + 𝑏ଵ)) + 𝑤ଶ, 𝑜𝑢𝑡(tanh(𝑤ଵଶ𝑋1+𝑤ଶଶ𝑋2+𝑤ଷଶ𝑋3 + 𝑏ଶ)) + 𝑏௢௨௧) 
 
El objetivo de la red neuronal es estimar los parámetros 𝒘 y 𝒃,  utilizando métodos 
de optimización numérica que van variando los valores de los parámetros de forma 
iterativa hasta cumplir el objetivo de optimización. Para definir la configuración 
óptima de la red se deben evaluar el número de nodos, la función de activación, el 
número máximo de iteraciones y el algoritmo de optimización a utilizar.  
 
3.8 Máquinas de soporte vectorial (SVM) 
 
Utiliza la relación observada entre las variables independientes o predictoras y la 
variable dependiente o respuesta, para construir un hiperplano de separación que 
subdivide el conjunto de observaciones. 
 
El objetivo de las máquinas de soporte vectorial es obtener el vector de parámetros  
W (que soportan la construcción de los hiperplanos), maximizando la distancia 
entre los dos hiperplanos de separación o margen, en la Figura 8, la línea negra 
continua representa el hiperplano óptimo de separación y el margen en líneas 
discontinuas. En esta figura hay tres observaciones (dos de la clase azul y una de la 
morada) que son equidistantes al hiperplano y que se encuentran sobre el margen 
y son conocidas como vectores soporte.  
 
Para maximizar la distancia entre los hiperplanos se utilizan métodos clásicos de 
optimización permitiendo un margen de error en la separación (𝜀) y un número 
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máximo de observaciones que superen ese margen denominado constante de 
regularización (C).  
 
Figura 8. Máquinas de soporte vectorial. Fuente: Libro ISLR 
 
En la mayoría de los casos, la separación entre clases no es lineal, por lo cual se 
debe trabajar en un espacio de dimensión superior donde tenga sentido la 
separación lineal. Como se puede observar en la Figura 9, al proyectar las 
observaciones se logra mayor separabilidad. La función de transformación puede 
ser, por ejemplo, de tipo Kernel.   
 
Figura 9. Proyección a una dimensión superior. Fuente: Portela (2019). 
 
El Kernel que se utiliza con más frecuencia de los no lineales es el RBF Gaussiano, 
cuya función se puede ver en la Figura 10, este necesita un parámetro sigma o 
gamma. El Kernel polinomial necesita el grado del polinomio y el sigmoide, la 
posición y escala. 
 
 






Su objetivo es construir predicciones a partir de la combinación de varios modelos. 
Los ensambles suelen ser más fiables que un solo algoritmo, ya que unos modelos 
corrigen a los otros. Cuanto menor sea la correlación entre modelos, menor será el 
error global de ensamblado. Se trata de ensamblar modelos con sesgo similar. 
 
Los métodos basados en arboles como bagging, random forest e incremento 
gradiente descritos anteriormente son un ejemplo de ensamblado.  
 
Se utiliza en general el término ensamblado para cualquier tipo de combinación de 
modelos, existen tres opciones básicas: 
 
1. Promediado: Se calcula el promedio de las predicciones, si los modelos son 
de clasificación se calcula el promedio de las probabilidades.  
2. Voto: Esta opción aplica para clasificación, la predicción será aquella que se 
haya repetido más veces, por ejemplo: si la predicción del modelo 1 es cero, 
la predicción del modelo 2 es uno y la predicción del modelo 3 es cero. La 
predicción del ensamblado será cero. 
3. Combinación a partir de otro algoritmo: Se introducen como variables 
de entrada las predicciones de los modelos a ensamblar. 
 
4. Predicción del coste total anual del servicio de salud 
4.1 Definición de la variable objetivo 
 
El objetivo es predecir el coste total anual del servicio de salud de una entidad. La 
variable objetivo como se mencionó en la metodología, para el modelo de dos 
partes se dividirá en dos: coste_binario y coste_total. Para esto se divide la base de 
datos en dos, una con la totalidad de los datos con variable objetivo binaria y otra 
que contenga exclusivamente los valores diferentes de cero. Adicionalmente, se 
utilizarán la totalidad de los datos y se predecirá con modelos clásicos el coste total 
para finalmente comparar los resultados. 
 
El número de observaciones de la clase de interés (1 tiene coste) es de 4447  sobre 
10331 que corresponde al 43% del total de observaciones. Esto significa que si no 
se realiza ningún modelo y se predijera que todas las observaciones son cero (0 no 
coste), el error sería del 43% (tasa de fallo). Teniendo en cuenta lo que puede 
significar un error de esta magnitud en términos monetarios, cualquier mejora en 
este indicador representará contar con las reservas presupuestales necesarias para 
que la empresa no presente déficit financiero. Se verificará que el modelo ganador 
mejore está medida de error. 
 
4.2 Muestreo de datos 
 
Los datos fueron obtenidos a través de un convenio de colaboración con una EPS 
colombiana. La entidad cuenta actualmente con más de 2 millones de afiliados, se 
utilizará una muestra aleatoria de 10331 registros que corresponden a las personas 
que estuvieron afiliadas a la EPS durante un año tomados al corte de diciembre 31. 
Las variables entregadas por la entidad se encuentran en la Tabla 1. 
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Tabla 1. Listado de variables entregadas por la entidad. 
Variable Descripción 
id_afiliado identificación del usuario 
Zona código ubicación o zona geográfica en la que se 
encuentra el afiliado 
cantidad_facturaciones cantidad de facturaciones en un año por usuario 
cantidad_servicios cantidad total de los servicios incluidos por todas las 
facturas en un año por usuario 
 Coste (Variable 
Objetivo) 
Suma agregada del coste total en un período de un año 
calendario por la modalidad de contratación evento 
(Coste variable), para la cobertura PBS. 
estado_afiliado Si es del régimen contributivo o subsidiado (movilidad 
descendente). 
Genero Genero del usuario masculino o femenino 
Edad edad del usuario 
tipo_cotizante código que identifica el tipo de cotizante: Cotizante, 
Beneficiario o segundo cotizante. 
codigo_cohortes Existen 9 cohortes enumerados del 1 al 9. Si un usuario 
presenta un número de un solo digito, ejemplo 8, 
quiere decir que hace parte de la cohorte 8, pero si 
presenta un número de dos dígitos, por ejemplo 26, 
quiere decir que pertenece a las cohortes 2 y 6. Las 
cohortes son los grupos de riesgo definidos por la 
entidad para los diagnósticos de alto coste. 
dias_afiliacion Cantidad de días que el usuario lleva afiliado a la EPS a 
la fecha final del período analizado.  
 
4.3 Exploración de los datos 
 
Se realiza un análisis descriptivo de los datos para detectar tanto posibles 
relaciones entre las variables explicativas y la variable objetivo, así como 
inconsistencias en la información. 
 
En cuanto a la variable input “código cohortes”, en la Tabla 2 se relaciona el código 
y la descripción. Para esta variable se crearán las nueve variables individuales de 
tipo binaria, que permita clasificar a los afiliados de acuerdo con la/las 
enfermedades reportadas, el nombre de las variables a crear coincide con la 
descripción de la enfermedad de la Tabla 2. Por ejemplo, si una persona requiere 
diálisis tendrá un valor de 1 en la variable Diálisis del modelo. 
 
Como se puede observar en la Tabla 3, las variables categóricas no tienen datos 
ausentes, en cuanto al número de niveles, por ser la mayoría variables binarias, 
presentan dos niveles con excepción de zona que tiene 8, para esta variable se 







Tabla 2. Descripción del código cohorte. 
Código Cohorte Descripción 
1 Diálisis 
2 Enfermedades huérfanas 
3 Esclerosis 
4 Fibrosis quística 
5 Hemofilia 
6 Oncología adultos 
7 Oncología pediátrica 
8 Reumatología y enfermedades del colágeno 
9 VIH 
 
Tabla 3. Exploración de datos – variables categóricas 
 
 
En cuanto a las variables  de intervalo, al revisar los estadísticos en la Tabla 4, se 
puede observar que las variables presentan valores normales de asimetría, 
máximos y mínimos, no se evidencian datos atípicos, ni valores ausentes. Cabe 
destacar que la variable días afiliación tiene una desviación alta, analizando la 
frecuencia en la Figura 11, se puede observar que la mayoría llevan menos de 2 
años afiliados a la entidad y existen pocos afiliados con una antigüedad superior a 7 
años, esta variable presenta una asimetría positiva. 
 






Figura 11. Días afiliación. 
 
En cuanto al género, existe una mayor proporción de mujeres que de hombres con 
un 57,5%. Analizando el gráfico de la Figura 12 género por rango de edad, se 
observa que de estas más del 50% se encuentra entre los 21 y 50 años. De 
acuerdo con el tipo de cotizante de la Figura 13, las mujeres en su mayoría son 
beneficiarias del sistema mientras que los hombres tienen una mayor participación 
como cotizantes.  
 
En la Figura 14, el número de afiliados por zona muestra que la proporción de 
hombres y mujeres esta equilibrada, se destaca que la zona 7 tiene una cantidad 
mínima de afiliados, mientras que la zona 2 cuenta con el 65% del total.  
 
Por último, en la Figura 15, se observa que el 19% de los usuarios presenta menos 
de un año de afiliación por lo cual el valor registrado de coste anual corresponde a 
















Figura 13. Número de afiliados por tipo de cotizante y género. 
 
 
Figura 14. Afiliados por zona y género 
 
 













En cuanto a la variable objetivo como se puede ver en la Figura 16, cumple las dos 
características que se requieren para aplicar un modelo de dos partes, tiene una 
alta proporción de valores cero, que indican que el 57% de los afiliados no 
utilizaron el servicio de salud en el periodo analizado, y presenta una fuerte 
asimetría positiva, esto es debido a que la mayoría de las personas que requieren el 
servicio de salud presentan costes bajos y solo una pequeña proporción genera 
costes elevados. 
 
Al analizar el coste anual por rangos de edad y genero de los afiliados, como puede 
observarse en la Figura 17, las mujeres generalmente tienen un mayor coste que 
los hombres, excepto en los rangos de 76 a 85 años. A nivel general, el coste  
presenta un comportamiento cuadrático en función de la edad, por esta razón se 
incluirá la variable 𝑒𝑑𝑎𝑑ଶ. 
 
Figura 16. Características del coste anual frecuencia (izquierda) y porcentaje de 
coste igual a cero y mayor que cero (derecha). 
 
 
Figura 17. Coste medio anual por rangos de edad y género. 
 
4.4 Modificación 
4.4.1 Reducción inicial de variables 
 
Las variables Cantidad_Facturaciones que hace referencia a la cantidad de facturas 
que se emiten al afiliado y Cantidad_Servicios utilizados, no serán incluidas en el 
modelo porque no se conocen a priori y por lo tanto no sirven para predecir. 
 
Analizando la cantidad de observaciones distintas de cero por variable binaria, se 










































































no representativas de las características de la población en estudio. Estas son: 
Enfermedades huérfanas, Esclerosis, Fibrosis quística, Hemofilia y Oncología 
pediátrica. 
 
4.4.2 Creación de nuevas variables 
 
Se crea una nueva variable “enfermedades totales” que suma el número de 
enfermedades que presenta un mismo afiliado, siendo cero (ninguna), uno (una 
enfermedad) y dos (dos o más enfermedades). Esta variable servirá para verificar 
si existe alguna relación entre tener más de una enfermedad y la generación del 
coste.  
 
En cuanto al tiempo, tomando como base la variable días de afiliación, se crean dos 
nuevas variables. Una variable que identifican si el afiliado lleva menos de un año y 
otra variable que relaciona el porcentaje del último año que ha estado afiliado, si la 
persona lleva un año o más afiliado este porcentaje tomará el valor de 100%, en 
caso contrario se calculará de acuerdo con la cantidad de días que ha estado 
afiliado sobre 365 días.  
 
Como se identificó previamente, existe una relación cuadrática entre la edad y el 
coste, por lo cual se crea la variable edad2 = 𝑒𝑑𝑎𝑑ଶ. Adicionalmente, se evidencia 
variaciones en el coste dependiendo de la edad y el género, por esta razón se crean 
las variables de interacción de edad con género. 
 
Por medio del nodo selección de variables de SAS Enterprise Miner ®, se agrupan 
las variables: edad, días afiliación, edad2, enfermedades totales, estado afiliado y 
tipo de cotizante. Así mismo, por medio del nodo transformación de variables del 
mismo programa se crean las variables de interacción de edad con género.  
 
Todas las variables categóricas se convierten a dummies y se utilizan (K-1) 
variables binarias para cada una de ellas. Finalmente, se obtienen un total de 36 
variables explicativas, seis de intervalo, 30 binarias y una identificativa, como se 
puede observar en la Tabla 5. 
 
Tabla 5. Listado de variables independientes o explicativas. 
variable  Descripción Tipo 
id_afiliado Identificación del usuario Identificativa 
edad Edad del afiliado Intervalo 
dias_afiliacion Cantidad de días que el usuario está afiliado 
a la EPS a la fecha final del período analizado 
31-dic 
Intervalo 
dias_afil_porc Porcentaje de días que ha estado afiliado en 
el año actual. Intervalo 
menos1 Personas que tienen menos de un año de 
afiliación Binaria 
dialisis Personas que requieren servicio de diálisis  Binaria 
oncologia_adultos Personas que presentan cáncer  Binaria 
reumatologia_colageno Personas con enfermedades relacionadas con 
reumatología y enfermedades del colágeno  Binaria 
VIH Personas con VIH Binaria 
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zona_1 Personas que se encuentran afiliadas a la 
zona 1 Binaria 
zona_2 Personas que se encuentran afiliadas a la 
zona 2 Binaria 
zona_4 Personas que se encuentran afiliadas a la 
zona 4 Binaria 
zona_5 Personas que se encuentran afiliadas a la 
zona 5 Binaria 
zona_9 Personas que se encuentran afiliadas a la 
zona 9 Binaria 
zona_10 Personas que se encuentran afiliadas a la 
zona 10 Binaria 
zona_11 Personas que se encuentran afiliadas a la 
zona 11 Binaria 
edad2 Edad elevada al cuadrado Intervalo 
edad_F Interacción de la edad con el género 
Femenino Intervalo 
edad_M Interacción de la edad con el género 
Masculino Intervalo 
TI_edad21 Agrupación de edad2 menor que 20,5 y 
mayor que 3192,5 Binaria 
TI_edad22 Agrupación de edad2 con valores entre 
420,5 y 3192,5 Binaria 
TI_G_enf_totales1 Agrupación de personas que presentan 1 o 
más enfermedades Binaria 
TI_dias_afil1 Rango de días afiliación menores de 297,5 Binaria 
TI_dias_afil2 Rango de días afiliación entre 297,5 y 8295 Binaria 
TI_OPT_edad21 Rango de edad2 dato menor de 20,5  Binaria 
TI_OPT_edad22 Rango de edad2 entre 20,5 y 420,5  Binaria 
TI_OPT_edad24 Rango de edad2 superior a 3192,5 Binaria 
TI_enf_totales1 Personas que no tienen registrada ninguna 
de las enfermedades Binaria 
TI_enf_totales2 Personas que tienen registrada una de las 
enfermedades de alto costo Binaria 
TI_estado_afiliado1 Personas que su estado de afiliado es activo 
en el régimen Binaria 
genero_F Género Femenino Binaria 
TI_tipo1 Tipo de cotizante: segundo cotizante (2DO 
COT) Binaria 
TI_tipo2 Tipo de cotizante: Beneficiario Binaria 
TI_OPT_edad1 Agrupación de los afiliados entre 1 y 5 años Binaria 
TI_OPT_edad2 Agrupación de los afiliados entre 6 y 21 años Binaria 
TI_OPT_edad3 Agrupación de los afiliados entre 22 y 64 
años 
Binaria 
TI_OPT_edad4 Agrupación de los afiliados mayores de 65 
años Binaria 
 
4.4.3 Selección de variables 
 
Algunas de las técnicas como la regresión y árboles tienen sus propios criterios de 
selección de variables. Para evitar que las demás técnicas estén en desventaja, y/o 
utilizar variables que no aporten o sobreajusten el modelo,  se realizan tres 
procesos previos de selección de variables: selección de variables a través de 
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diferentes técnicas en SAS Enterprise Miner ®, selección de acuerdo con la 
importancia de la variable y selección aleatoria en SAS Base por medio de la macro 
RandomSelect. A continuación se explica cada uno de ellos: 
 
Selección Miner: Este proceso consiste en utilizar las técnicas que tienen su 
propia selección y realizar un conteo de la cantidad de veces que es utilizada cada 
variable. Las técnicas que se utilizan son: árbol, incremento gradiente, regresión 
con método de selección stepwise, backward y forward. Estas pruebas se realizan 
en el software SAS Enterprise Miner ®. También se utiliza el nodo de selección de 
variables que se encuentra disponible en esta herramienta para un total de 6 
métodos de selección. Se realiza este proceso para las dos partes que se van a 
modelar con variable objetivo binaria y continua, En las Tablas 6 y 7 se muestran 
las variables que obtuvieron más de tres en el conteo: 
 
Tabla 6. Resultado variables seleccionadas por seis métodos diferentes (Binaria) 
 
 
Tabla 7. Resultado variables seleccionadas por seis métodos diferentes (Continua) 
 
 
Importancia de la variable: Otro conjunto de variables que se probará en el 
presente trabajo se obtiene utilizando la herramienta explorador de estadísticos de 
SAS Enterprise Miner ®,  Validando la utilidad de todas las variables listadas en la 
Tabla 5, por medio del estadístico valor de la variable. Este estadístico corresponde 
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con –log (Pvalor), dado que el Pvalor indica como de probable es encontrar un valor 
más grande interesan Pvalores pequeños, por lo tanto el valor de la variable cuanto 
más grande sea será mejor. A priori se creó una variable aleatoria como punto de 
validación, todas las variables que tengan un valor similar o inferior serán 
descartadas, ya que no aportan información al modelo. Este conjunto se llamará 
“Importancia” de ahora en adelante. 
 
 
Figura 18. Valor de la variable para variable objetivo binaria 
 
Se descartan los valores inferiores a 0.01 por considerarse que aportan muy poca 
información al modelo. De acuerdo con el valor de la variable, las variables 
seleccionadas se muestran en la Tabla 8.  
 





Observando el gráfico de la Figura 19, podría decirse que las primeras cuatro 
variables son las que más aportan al modelo, en esta selección se incluirán las 
variables que se muestran en la Tabla 9, que a pesar de tener una importancia 
menor puede que aporten información al modelo.  
 
 
Figura 19. Valor de la variable para variable objetivo continua 
 
Tabla 9. Variables seleccionadas para variable objetivo continua. 
 
 
Selección aleatoria: Para encontrar otros conjuntos de variables a probar se 
utiliza además la macro RandomSelect de Portela (2019), que realiza una selección 
de variables utilizando el criterio stepwise, y aplicando remuestreo variando la 
semilla 200 veces con un porcentaje de entrenamiento del 70%. 
 
La salida arroja los conjuntos de variables utilizadas y el número de veces que fue 
utilizado este conjunto. Se seleccionaran aquellos conjuntos de variables que hayan 
sido seleccionados la mayor cantidad de veces. Como se puede observar en la 
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Tabla 10, nueve veces es el número de veces que más se repite un conjunto de 
datos que equivale al 4.6%, esto indica que no se tiene una estabilidad en las 
variables a utilizar. Para realizar pruebas se seleccionan los tres primeros 
conjuntos.  
 
Tabla 10. Variables por selección aleatoria para variable objetivo Binaria 
 
 
Igualmente para la variable objetivo continua, se utiliza la macro RandomSelect con 
los métodos stepwise, backward y criterios de selección AIC y BIC, esta macro 
utiliza el procedimiento glmselect, los resultados se pueden ver en la Tabla 11. 
 
Tabla 11. Variables por selección aleatoria para variable objetivo continua. 
 
 
Este modelo al igual que el binario, la cantidad máxima de repeticiones es 10, se 
realizan pruebas con los dos primeros conjuntos que presentan la mayor 
frecuencia. 
 
4.5 Modelo de dos partes Variable objetivo binaria (Parte 1) 
 
Todas las funciones y macros de validación cruzada repetida, utilizadas en este 
trabajo fueron proporcionadas por Portela (2019) tanto para el software R como 
para SAS Base. 
 
4.5.1 Regresión Logística 
 
Se modelan los conjuntos de variables seleccionados para la primera parte, a través 
de la macro CruzadaLogistica. Para evitar el efecto de la aleatoriedad se evalúan 
con validación cruzada repetida para cuatro grupos y 200 semillas. La Tabla 12 







Tabla 12. Conjuntos de variables seleccionadas para primera parte. 
 
 
Adicional a estos conjuntos, se prueban los mejores conjuntos seleccionados en 
SAS base con el procedimiento (proc logistic), desde seis hasta 10 variables. Para 
más detalle de las variables incluidas en cada conjunto, ver Anexo I. En la Tabla 13 
se relacionan los modelos probados y sus resultados. 
 
Tabla 13. Configuración modelos regresión logística parte 1. 
 
 
Las Figuras 20 y 21 muestran los resultados en R de las regresiones con los 
conjuntos probados. Como se puede observar, el conjunto de variables que 
presenta el menor sesgo es el reg9 (conjunto de variables “mejor con 10 
variables”), compuesto por 10 variables, tres continuas y siete categóricas, en 
cuanto a los datos del área bajo la curva ROC que se puede observar en la Figura 
21, la diferencia es mínima con respecto a reg3 que presenta el valor más alto y 
tiene cinco variables más. Se confirma que el mejor modelo con un valor medio de 
AUC de 0.645 y tasa de fallos del 37,2%. Igualmente en la Figura 22, se pueden 
ver los resultados en SAS Base confirmando que el mejor modelo se obtiene con 














Figura 22. Resultados regresión logística SAS Base parte 1. -  1 selección miner, 2 
importancia, 3 selección aleatoria 1, 4 selección aleatoria 2  y  5 mejor con 10. 
 
4.5.2 Redes neuronales clasificación 
 
Las redes neuronales requieren de muchas pruebas para encontrar una buena 
configuración, y aun así, no se garantiza que sea la óptima. Los principales 
parámetros a controlar son el número de nodos, la función de activación, el número 
máximo de iteraciones y el algoritmo de optimización. 
 
El número de nodos que se pueden utilizar en una red dependen en cierta medida 
de la cantidad de observaciones con que se cuente, debido a que se tienen 4.447 
observaciones de la variable de interés (cuando la variable objetivo toma valor 1), 
si se utiliza el 70% de los datos para entrenamiento se tendrían 3558 registros, 





= ℎ(𝑘 + 1) + ℎ + 1  𝑑𝑜𝑛𝑑𝑒 ℎ = #𝑛𝑜𝑑𝑜𝑠 𝑜𝑐𝑢𝑙𝑡𝑜𝑠 𝑦 𝑘 = # 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑖𝑒𝑛𝑡𝑒𝑠 
 
El número mínimo de observaciones por parámetro seria = 3558/20 = 178. Se 
calcula el número de nodos máximo a utilizar para cada conjunto, en la Tabla 14 se 
muestran los resultados. 
 





Para definir el número de nodos a utilizar en la red, se realizan pruebas con 
validación cruzada repetida con diferentes valores iniciando en 3 como mínimo, 
incrementando dos nodos hasta llegar al máximo que coincide con el número 
calculado para cada conjunto. Utilizando la función Caret de R, que permite probar 
diferentes valores para los nodos (size) y la tasa de aprendizaje (decay) de 0.01, 
0.1 y 0.001, con un máximo número de iteraciones de 200 y 10 repeticiones. 
También se prueba con SAS Base, el número de nodos con la macro variar (ver 
Anexo III para más detalle), los resultados de las dos pruebas se pueden ver en la 
Tabla 15. 
 
Tabla 15. Número de nodos y tasa de aprendizaje a probar parte 1. 
 
 
Una vez definido el número de nodos  y la tasa de aprendizaje, se prueban en R las 
redes con validación cruzada repetida 200 veces utilizando la función 
cruzadaavnnetbin, las configuraciones probadas y sus resultados se muestran en la 
Tabla 16. 
Tabla 16. Configuración y resultados redes en R parte 1. 
 
 
Al comparar los resultados obtenidos en las Figuras 23 y 24. La red4 y red7 son las 
que presentan menor tasa de fallos, sin embargo al observar el área bajo la curva 
ROC la red4 tiene un valor más bajo que la red7. Por esta razón se selecciona como 
el mejor modelo la red7, que se configura con las variables del conjunto “mejor con 
10”, tiene 3 nodos y tasa de aprendizaje 0.001.  
 
Con el fin de validar si se puede mejorar el resultado de la red, se analiza si se 
requiere parada anticipada de las iteraciones (early stopping) utilizando la macro 
red neuronal binaria. Una de las salidas de esta macro es un gráfico el cuál se 





Figura 23. Resultados redes en R – tasa de fallos parte 1. 
 
 
Figura 24. Resultados redes en R – AUC parte 1. 
 
Adicionalmente se realizan pruebas cambiando el algoritmo de optimización y la 
función de activación para esto se ejecuta en SAS Base la macro Cruzada binaria 
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neural. En la Tabla 17, se relacionan las pruebas realizadas, el detalle de cada 
resultado se puede ver en el Anexo IV. 
 
Tabla 17. Configuración de las redes en SAS Base parte 1. 
 
 
Después de realizar las pruebas modificando la configuración de la red, no se logra 
mejorar el resultado obtenido, en la Figura 25 se muestra el mejor modelo de cada 
conjunto probado, siendo el modelo 12 el que menor sesgo presenta con un valor 
superior al 37% mientras en R se consigue un valor inferior al 37%.  
 
 
Figura 25. Resultados redes con SAS Base parte 1. 
 
4.5.3 Bagging y Random Forest 
 
Se utilizarán todos los conjuntos de variables probando para Bagging el número de 
iteraciones y tamaño de la muestra con todas las variables del conjunto y para 
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Random Forest, dado que la técnica se caracteriza por sortear aleatoriamente el 
número de variables a utilizar para la configuración de los árboles, se probará con 
N-1 variables hasta mínimo cuatro. Se utiliza la librería RandomForest de R y la 
función cruzadarfbin proporcionada por Portela, (2019). 
 
Inicialmente, se analiza si se requiere parada anticipada que definirá el número de 
iteraciones para cada conjunto de variables, se prueban diferentes valores de 
tamaño de la muestra (sampsize): 2000, 3000 y 4000, y se varía el número de 
observaciones mínimas por nodo para el tamaño de muestra que presente mejor 
resultado. En la Tabla 18 se relacionan todas las configuraciones probadas y sus 
resultados.  Para mayor detalle del análisis de parada anticipada, ver el Anexo V.   
 
Tabla 18. Configuraciones bagging parte 1. 
 
Analizando los resultados que se muestran en las Figuras 26 y 27, el modelo Bag10 
es el que presenta mejor tasa de fallos y la segunda mejor área bajo la curva ROC, 
se seleccionará como mejor modelo de Bagging. 
 
  




Figura 27. Resultados Bagging AUC parte 1. 
 
Dado que random forest es una generalización del bagging, se utilizarán los 
parámetros tuneados de observaciones mínimas por nodo, tamaño de la muestra, y 
número de iteraciones obtenidos por Caret y se modificará el número de variables a 
sortear que se utiliza en el modelo. En la Tabla 19, se relacionan las 
configuraciones probadas para random forest.  
 
Tabla 19. Configuraciones random forest parte 1. 
 
 
Como se puede observar en las Figuras 28 y 29, el modelo que consigue la mayor 
área bajo la curva es el RF5 aunque no tiene la mejor tasa de fallos la diferencia es 





Figura 28. Resultados random forest tasa de fallos parte 1. 
 
 
Figura 29. Resultados random forest AUC parte 1. 
 
Dado que SAS base permite modificar las características de los árboles, se hacen 
pruebas con la configuración ganadora modificando la profundidad del árbol y el p-
valor. 
 





Como se puede observar en la Figura 30, al modificar los parámetros en SAS base, 
no se consigue obtener un mejor modelo con respecto al obtenido en el software R 
ya que la tasa de fallos es superior a 37% mientras que en la Figura 28 se puede 
ver que en R se consigue menor tasa de fallos.  
 
 
Figura 30. Resultados bagging y random forest SAS parte 1. 
 
4.5.4 Incremento gradiente 
 
Este algoritmo iterativo cuyo objetivo es minimizar el error, requiere que se defina 
la constante de regularización (Shrink), el número de iteraciones y la configuración 
del árbol. Para encontrar la configuración optima que logre mejoras en los 
resultados se deben realizar pruebas con diferentes valores, dependiendo de los 
resultados obtenidos, se van modificando parámetros para reducir sesgo o 
varianza, teniendo cuidado de no sobreajustar el modelo.  
 
Se utiliza Caret de R para probar los diferentes valores de shrinkage (0.001, 0.01, 
0.05, 0.1), mínimo de observaciones por nodo 10, 20 y 30, número de iteraciones 
1000, 2000, y 3000. Los valores óptimos de estos parámetros, serán aquellos 
valores que logren maximizar la tasa de aciertos y serán utilizados en la 
configuración de los modelos a probar. También se realizan pruebas para verificar si 
se requiere parada anticipada (early stopping). Los resultados de estas pruebas se 
pueden ver en el Anexo VI. 
 
Se utiliza validación cruzada repetida para probar las diferentes configuraciones e ir 
refinando el resultado, se realizan pruebas con la configuración obtenida con Caret 
y también con la constante de regularización baja (0.0001) e iteraciones altas 
(4000), se modifica la semilla de inicio de la validación cruzada para confirmar que 
no exista influencia del azar en los resultados, a medida que se van comprobando 
los resultados, se toma como base el mejor modelo y se ajustan parámetros como 
la constante de regularización y el número mínimo de observaciones por nodo. En 




Tabla 21. Configuraciones incremento gradiente parte 1. 
 
 
En cuanto a la tasa de fallos y valor del área bajo la curva ROC que se puede 
observar en las Figuras 31 y 32, se presenta un empate entre el modelo gbm10 y 
gbm11, se concluye que el modelo gbm10 por tener una variable menos y obtener 
el mismo resultado es el mejor modelo. Tiene una constante de regularización de 
0.03, 1000 iteraciones y 20 0bservaciones mínimas por hoja. 
 
 









Como se comentó en la metodología, esta técnica es una modificación de 
incremento gradiente involucrando regularización o penalización en el momento de 
construir cada árbol, esta función de penalización previene el sobreajuste. Para 
determinar los valores de los parámetros se ejecuta Caret de R, probando las 
configuraciones sugeridas en Brownlee (2016) para cada conjunto de variables: 
constante de regularización: 0.01, 0.015, 0.025, 0.05 y 0.1, número de 
observaciones mínimas por nodo: 10, 20 y 30,  numero de iteraciones: 1000, 2000 
y 5000. Una vez se obtienen las configuraciones óptimas de estos parámetros se 
prueba modificando la máxima profundidad de los árboles: 5, 7, 9 y 12, la 
penalización gamma: 0,0.3, 0.5, 0.7 y 1, con sorteo de variables y observaciones 
de 0.8 y sin sorteo. En el Anexo VII se encuentra el detalle de los resultados para 
cada conjunto de variables. Una vez definidos los parámetros óptimos se realizan 
las pruebas.También se prueba modificando la semilla de la validación cruzada, el 
parámetro gamma, resultados se muestran en la Tabla 22. 
 





Analizando los resultados en las Figuras 33 y 34, el modelo que mejores resultados 
presenta en cuanto a tasa de fallos es el xgbm16, si bien en cuanto al área bajo la 
curva ROC no tiene el mejor resultado la diferencia es mínima con respecto a los 
demás modelos. El modelo seleccionado, tiene una constante de regularización de 
0.01, número de iteraciones 1000, número de observaciones mínimas por nodo de 




Figura 33. Resultados xgboost tasa de fallos parte 1. 
 
 
Figura 34. Resultados xgboost área bajo la curva ROC parte 1. 
 
4.5.6 Máquinas de soporte vectorial (SVM) 
 
Como se introdujo en la metodología, el objetivo de las máquinas de soporte 
vectorial es obtener el vector de parámetros W (que soportan la construcción de los 
hiperplanos), maximizando la distancia entre los dos hiperplanos de separación, 
este objetivo se logra a través de métodos clásicos de optimización permitiendo un 
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margen de error en la separación (𝜀) y un número máximo de observaciones que 
superen ese margen denominada constante de regularización (C). Se probará con 
SVM lineal, polinomial y RBF. 
 
4.5.6.1 SVM Lineal 
 
Para las máquinas de soporte vectorial lineales, se requiere definir la constante de 
regularización C, se utiliza de nuevo Caret de R para probar diferentes valores de 
este para cada conjunto de variables, como son: 0.001, 0.01, 0.05, 0.1, 0.2, 0.5, 
1, 2, 5, 7, 10, 12, 20, 40, 60, 80 y 100. Se prueban por validación cruzada repetida 
todas las configuraciones obtenidas con Caret. Las configuraciones y resultados se 
muestran en la Tabla 23. 
 
Tabla 23. Configuraciones probadas SVM Lineal parte 1. 
 
 
En la Figura 35, se puede ver que el SVML5 logra una menor tasa de fallos y mayor 
área bajo la curva ROC. Con constante de regularización igual a cinco. 
 
 
Figura 35. Resultados tasa de fallos SVM lineal parte 1. 
 
4.5.6.2 SVM Polinimial 
 
El kernel polinomial además de la constante de regularización, necesita el grado del 
polinomio que se utiliza para cambiar la dimensión y la escala.  Al igual que en 
punto anterior se utiliza Caret para monitorear el desempeño de los diferentes 
valores de la constante de regularización, definir el grado del polinomio y la escala 
que mejor tasa de aciertos obtenga. Para encontrar estos valores óptimos se 
prueban: C 0.001, 0.01, 0.02, 0.03, 0.04, 0.05, 0.1, 1, 5, 10, 20 y 40, grado dos y 




Tabla 24. Configuraciones obtenidas para SVM Polinomial parte 1. 
 
 
Se hacen pruebas con las configuraciones, al parecer el algoritmo no converge 
después de 72 horas de ejecución no genera resultados, por lo cual se aborta la 
ejecución y se descarta la utilización de SVM Polinomial. 
 
4.5.6.3 SVM Radial (RBF) 
 
El kernel RBF Gaussiano requiere que se defina el valor de la constante de 
regularización y sigma. Se utiliza Caret para probar: C=0.01, 0.05, 0.1, 0.2, 0.5, 1, 
2, 5, 10, 30 y sigma=0.01, 0.05, 0.1, 0.2, 0.5, 1, 2, 5, 10 y 30. Con las 
configuraciones óptimas se prueban por validación cruzada repetida y se analizan 
los resultados que se pueden observar en la Tabla 25. 
 
Tabla 25. Configuraciones probadas SVM Radial parte 1. 
 
 
Como se muestra en la Figura 36, en cuanto al kernel RBF, el modelo que más se 
adapta a los datos y logra una menor tasa de fallos es el SVMRBF5 configurado con 
constante de regularización 30 y sigma 0.2. 
 
 





4.5.7 Evaluación de los modelos 
 
Una vez se tienen las configuraciones óptimas de cada algoritmo, se corren de 
nuevo con validación cruzada repetida, variando la semilla 100 veces y se 
comparan los resultados. En la Figura 37, se puede ver que la diferencia de la tasa 
de fallos entre los diferentes algoritmos no supera el 2%, el modelo obtenido con 
incremento gradiente es el que presenta menor tasa de fallos con una varianza 
inferior al 1%. En cuanto al área bajo la curva ROC que se observa en la Figura 38, 
existe una diferencia mínima entre la red que presenta mayor área e incremento 
gradiente. Se realizarán pruebas de ensamblado con estos modelos ganadores. 
 
 
Figura 37. Comparación de los mejores modelos Tasa de fallos parte 1. 
 
 





Su objetivo es construir predicciones a partir de la combinación de varios modelos, 
estos modelos a combinar serán los que mejor desempeño presentaron en esta 
parte del estudio, en la Tabla 26 se pueden ver las configuraciones probadas. 
 
Tabla 26. Configuraciones ensamblado parte 1. 
Modelo Ensamble Modelo Ensamble 
predi79 logi+avnnet predi38 logi+rf+xgbm 
predi80 logi+rf predi39 logi+rf+svmLinear 
predi81 logi+gbm predi41 logi+rf+svmRadial 
predi82 logi+xgbm predi42 logi+gbm+xgbm 
predi83 logi+svmLinear predi43 logi+gbm+xgbm 
predi85 logi+svmRadial predi44 logi+gbm+svmLinear 
predi86 avnnet+rf predi46 logi+gbm+svmRadial 
predi87 avnnet+gbm predi47 logi+xgbm+svmLinear 
predi18 avnnet+xgbm predi49 logi+xgbm+svmRadial 
predi19 avnnet+svmLinear predi50 rf+gbm+svmLinear 
predi21 avnnet+svmRadial predi52 rf+gbm+svmRadial 
predi22 rf+gbm predi53 rf+xgbm+svmLinear 
predi23 rf+xgbm predi55 rf+xgbm+svmRadial 
predi24 rf+svmLinear predi56 rf+avnnet+gbm 
predi26 rf+svmRadial predi57 rf+avnnet+xgbm 
predi27 gbm+xgbm predi58 rf+avnnet+svmLinear 
predi28 gbm+svmLinear predi60 rf+avnnet+svmRadial 
predi30 gbm+svmRadial predi61 avnnet+gbm+svmLinear 
predi31 logi+avnnet+rf predi63 avnnet+gbm+svmRadial 
predi32 logi+avnnet+gbm predi64 logi+rf+gbm+avnnet 
predi33 logi+avnnet+xgbm predi65 logi+rf+xgbm+avnnet 
predi34 logi+avnnet+svmLinear predi66 logi+rf+xgbm+avnnet 
predi36 logi+avnnet+svmRadial predi67 logi+rf+xgbm+avnnet+svmLinear 
predi37 logi+rf+gbm predi69 logi+rf+xgbm+avnnet+svmRadial 
 
Observando la Figura 40, el modelo que presenta mejores resultados se consigue 
ensamblando la red y xgboost, con un 36,5% de tasa de fallos. Estos dos modelos 
tienen una correlación cercana al 0.5 como se puede ver en la Figura 39. Esto 
indica que tienen  diferencias y permiten aportar información que no se tenía 
incluida en los modelos individualmente. Cabe resaltar que la mejora obtenida con 
el ensamblado con respecto al peor modelo que sería la regresión logística es 
inferior al 1%, se concluye que la mejora en la tasa de fallos lograda con el 
ensamble no compensa la pérdida de interpretabilidad, por lo cual se selecciona 
como modelo ganador la regresión logística. 
 
Con respecto al no modelo o no haber realizado ningún modelo para predecir, como 
se había comentado anteriormente la tasa de fallos sería del 43% (4447/10331). 
Esto significa que se logra mejorar este resultado en un 5,8% con la regresión 
logística. Si bien no es mucho, en términos monetarios puede representar una 
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cantidad considerable a tener en cuenta a la hora de hacer provisiones para pago a 
los prestadores de servicios de salud. 
 
Se seleccionará este algoritmo para el cálculo de la primera parte del modelo final, 
que corresponde a la probabilidad de que un afiliado genere coste. 
 
 
Figura 39. Correlación de modelos parte 1. 
 
 Figura 40. Resultados ensamblado con R parte 1. 
 
4.6 Modelo de dos partes Variable objetivo continua (Parte 2). 
4.6.1 Regresión 
 
La segunda parte del modelo consiste en predecir el coste total anual, para este fin 
se utilizan los conjuntos de variables explicativas relacionados en la Tabla 27, la 
forma de selección ya fue explicada en el apartado correspondiente: 
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Tabla 27. Conjuntos de variables seleccionadas para la segunda parte. 
 
 
Teniendo las variables categóricas convertidas en dummies y las continuas 
estandarizadas, se utiliza la función cruzadalin, esta realiza validación cruzada 
repetida 200 veces para 10 grupos. En la Tabla 28, se muestran los resultados: 
 
Tabla 28. Resultados y configuraciones regresión Lineal parte 2. 
 
 
En la Figura 41 se muestran los resultados de las pruebas en SAS Base, el modelo 
que presenta el menor error es el modelo cuatro obtenido con el conjunto de 
variables aleatoria 2. Como se puede observar en la Figura 42, los resultados para 
los modelos uno, tres y cuatro en R tienen el mismo valor. Se prefiere el conjunto 









Figura 42. Resultados regresión con R parte 2. 
 
Por principio de parsimonia se prefieren modelos más sencillos sobre los complejos, 
así es que se selecciona como mejor modelo el que menos variables tiene, que 
sería el conjunto cuatro: “Selección aleatoria 2”. Este conjunto tiene nueve 
variables, dos continuas y siete categóricas. 
 
4.6.2 Redes neuronales 
 
Definición del número de nodos 
 





= ℎ(𝑘 + 1) + ℎ + 1  𝑑𝑜𝑛𝑑𝑒 ℎ = #𝑛𝑜𝑑𝑜𝑠 𝑜𝑐𝑢𝑙𝑡𝑜𝑠 𝑦 𝑘 = # 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑖𝑒𝑛𝑡𝑒𝑠 
 
Se tienen 4.447 observaciones, si se utiliza el 70% de los datos para entrenamiento 
se tendrían 3558 registros, aplicando la regla de 20 observaciones mínimas por 
nodo se tendría que el número mínimo de observaciones por parámetro seria = 
3558/20 = 178. Se calcula el número de nodos máximo a utilizar para cada 
conjunto, en la Tabla 29 se muestran los resultados. 
 
Tabla 29. Nodos calculados para cada conjunto de variables parte 2. 
 
 
Para definir el número de nodos a utilizar en la red, se realizan pruebas con 
validación cruzada repetida con diferentes valores iniciando en 3 como mínimo, 
incrementando de a dos hasta llegar al máximo que coincide con el número de 
nodos calculados para conjunto. Utilizando la función Caret, que permite probar 
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diferentes valores para los nodos (size) y  learning rate o decay de 0.01, 0.1 y 
0.001. Se utiliza como máximo número de iteraciones de 200 y 10 repeticiones 
para cada combinación. También se prueba con SAS Base, el número de nodos con 
la macro variar, los resultados de las dos pruebas se pueden ver en la Tabla 30. Los 
gráficos obtenidos de las pruebas se pueden ver en el Anexo VIII. 
 
Tabla 30. Número de nodos y tasa de aprendizaje a probar parte 2. 
 
 
Una vez definido el número de nodos y la tasa de aprendizaje para cada conjunto 
de variables, se prueban en R las redes con validación cruzada repetida 200 veces 
utilizando la función cruzadaavnnetbin, las configuraciones probadas se muestran 
en la Tabla 31. 
 
Tabla 31. Configuraciones redes neuronales parte 2. 
 
 
Como se muestra en la Figura 43, todos los modelos tienen el mismo resultado, por 
lo cual se selecciona como mejor modelo “mejor con 10”, dado que tiene menos 
variables y se consigue el mismo resultado, este conjunto tiene dos variables 
continuas y siete categóricas. Se llega a la misma conclusión observando los 
resultados en SAS base de la Figura 44, donde los dos primeros modelos presentan 
una alta varianza y un sesgo similar.  
 
 




Figura 44. Resultados redes SAS parte 2. 
 
4.6.3 Bagging y Random Forest 
 
Se prueban todos los conjuntos de variables. Para Bagging se utiliza la totalidad de 
las variables del conjunto y para Random Forest, se probará con N-1 variables 
hasta mínimo cuatro. Se utiliza la librería RandomForest de R y la función 
cruzadarfbin proporcionada por Portela (2019). 
 
Se prueban diferentes valores de tamaño de la muestra (sampsize): 1000, 2000 y 
3000, observaciones mínimas por nodo y para definir el número de iteraciones se 
realiza análisis de parada anticipada que se puede ver en el Anexo X.  La Tabla 32 
muestra las configuraciones y resultados obtenidos. 
 
Tabla 32. Configuraciones y resultados bagging parte 2. 
 
 
De acuerdo con los resultados y observando la Figura 41, la configuración que logra 
un menor error es bag7, con 10 como número de observaciones mínimas por nodo, 





Figura 41. Resultados bagging parte 2. 
 
En la Tabla 33 se relacionan las configuraciones probadas por validación cruzada 
repetida 200 veces con random forest, modificando los parámetros de 
observaciones mínimas por nodo, tamaño de la muestra, número de variables y 
número de iteraciones. 
 
Tabla 33. Configuraciones random forest parte 2. 
 
 
Como se puede observar en la Figura 42, se selecciona como mejor modelo el 
RF12, con cuatro variables, 1000 iteraciones, observaciones mínimas por nodo 20 y 
tamaño de la muestra 1000, utilizando el conjunto de datos selección aleatoria1. 
 
 
Figura 42. Resultados Random forest parte 2. 
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4.6.4 Incremento gradiente 
 
Este algoritmo iterativo cuyo objetivo es minimizar el error, requiere que se defina 
la constante de regularización (Shrink), el número de iteraciones y la configuración 
del árbol. Se utiliza Caret de R, con validación cruzada repetida, para probar los 
diferentes valores: shrinkage=0.001, 0.01, 0.05, 0.1, mínimo de observaciones por 
nodo 10, 20 y 30, número de iteraciones 500,1000, 2000 y 3000. Los valores 
óptimos de estos parámetros, serán aquellos valores que logren minimizar el error 
cuadrático medio. También se realizan pruebas para verificar si se requiere parada 
anticipada (early stopping). Para ver las gráficas de los resultados de Caret y 
parada anticipada remitirse al Anexo XI. En la Tabla 34 se muestran las 
configuraciones probadas con sus resultados. 
 
Tabla 34. Configuraciones incremento gradiente parte 2. 
 
 
Como se puede observar en la Figura 43, el modelo que tiene menor error 
cuadrático medio, es el GMB5. Se probó variando la semilla aleatoria de la 
validación cruzada y el resultado sigue siendo consistente, por lo que se selecciona 
como el mejor modelo. 
 
 




Para determinar los valores de los parámetros se ejecuta Caret de R para cada 
conjunto de variables, probando las configuraciones sugeridas en (Brownlee, 2016) 
constante de regularización: 0.01, 0.015, 0.025, 0.05 y 0.1, número de 
observaciones mínimas por nodo: 5, 10, 15 , 20 y 30,  número de iteraciones 500, 
1000, 2000 y 3000, máxima profundidad de los árboles: 5, 7, 9 y 12, penalización 
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gamma 0, 0.3, 0.5, 0.7 y 1, con sorteo de variables y observaciones de 0.8 y sin 
sorteo de ambas. También se  realizan otras validaciones como por ejemplo, si se 
requiere parada anticipada (early stopping) y análisis de valor óptimo para el 
parámetro lambda. Ver los resultados detallados en Anexo XII. Se prueba 
modificando la semilla de la validación cruzada, sorteo de variables y sorteo de 
observaciones. 
 
En la Tabla 35, se relacionan las configuraciones probadas y resultados para 
xgboost, el mejor modelo se obtiene con el conjunto de variables aleatoria 2, 
modelo XGBM8. En la Figura 44 se puede observar que es el modelo que menor 
error presenta. 
 




Figura 44. Resultados xgboost parte 2. 
 
4.6.6 Máquinas de soporte vectorial (SVM) 
 
4.6.6.1 SVM Lineal 
 
Para las máquinas de soporte vectorial lineales, se requiere definir la constante de 
regularización C, se utiliza de nuevo Caret de R para probar diferentes valores de 
esta constante, como son: 0.001, 0.01, 0.05, 0.1, 0.2, 0.5, 1, 2, 5, 7, 10, 12, 20, 
40, 60, 80 y 100 para cada conjunto de variables. Se prueban por validación 
cruzada repetida todas las configuraciones obtenidas con Caret. Las configuraciones 




Tabla 36. Configuraciones SVM Linea parte 2l. 
 
 
El modelo que logra una menor tasa de error es el SVML4, que utiliza el conjunto 
de variables aleatoria 2, constante de regularización 2, la comparación de los 
modelos probados se puede ver en  la Figura 45. 
 
 
Figura 45. Resultados SVM Lineal parte 2. 
 
4.6.6.2 SVM Radial (RBF) 
 
El RBF requiere que se defina el valor de la constante de regularización y sigma, de 
nuevo se utiliza Caret para probar: C=0.01, 0.05, 0.1, 0.2, 0.5, 1, 2, 5, y 10  y 
sigma= 0.01, 0.05, 0.1, 0.2, 0.5, 1, 2, 5, 10 y 30. Se prueban por validación 
cruzada repetida 200 veces las configuraciones obtenidas con Caret que se 
relacionan en la Tabla 37. 
 






Figura 46. Resultados SVM Radial parte 2. 
 
Como se muestra en la Figura 46 en cuanto al kernel RBF, el modelo que más se 
adapta a los datos y logra un menor error es el SMVRBF4 configurado con 
constante de regularización 10 y sigma 0.01.  
 
4.6.7 Evaluación de los modelos  
 
Una vez se tienen las configuraciones óptimas de cada algoritmo, se corren de 
nuevo con validación cruzada repetida, variando la semilla 100 veces y se 
comparan los resultados. Como se puede ver en la Figura 54, la regresión es la que 
tiene menor error cuadrático medio, la diferencia con los algoritmos basados en 
arboles no es muy significativa. En este caso la red no logra competir con los 












En la Tabla 38 se listan las combinaciones de modelos utilizadas para ensamble. 
 
Tabla 38. Configuración ensamblado parte 2. 
Modelo Ensamble Modelo Ensamble 
predi81 reg+avnnet predi99 reg+avnnet+svm 
predi82 reg+rf predi100 reg+rf+gbm 
predi83 reg+gbm predi101 reg+rf+xgbm 
predi84 reg+xgbm predi102 reg+rf+svm 
predi85 reg+svm predi103 rf+avnnet+gbm 
predi86 avnnet+rf predi104 rf+gbm+xgbm 
predi87 avnnet+gbm predi105 rf+gbm+xgbm 
predi88 avnnet+xgbm predi106 svm+gbm+xgbm 
predi89 avnnet+svm predi107 reg+gbm+xgbm 
predi90 rf+gbm predi108 reg+gbm+svm 
predi91 rf+xgbm predi109 reg+xgbm+svm 
predi92 rf+svm predi110 reg+rf+gbm+avnnet 
predi93 gbm+xgbm predi111 reg+rf+gbm+xgbm 
predi94 gbm+svm predi112 reg+svm+gbm+xgbm 
predi95 xgbm+svm predi113 reg+avnnet+gbm+xgbm 
predi96 reg+avnnet+rf predi114 reg+avnnet+svm+xgbm 
predi97 reg+avnnet+gbm predi115 reg+rf+gbm+xgbm 
predi98 reg+avnnet+xgbm   
 
En la Figura 55 se muestran los resultados del ensamblado, el modelo predi109 de 
ensamble que incluye regresión, xgboost y máquinas de soporte vectorial, es el que 
logra el mejor resultado. Cabe destacar que de nuevo la diferencia con respecto a 
la regresión es mínima y dado que se sacrifica interpretabilidad del modelo se 
selecciona la regresión como modelo ganador. 
 




4.7 Modelización variable objetivo continua coste total 
 
Utilizando la totalidad de los datos y aplicando un modelo “clásico” con variable 
objetivo continua. Se predecirá el coste total por medio de los diferentes 
algoritmos. Para esto se realiza el mismo proceso de selección de variables con 
Enterprise Miner, Importancia de la variable y selección aleatoria, obteniendo los 
conjuntos de variables que se muestran en la Tabla 39. 
 





Se prueban cada uno de los conjuntos en el programa R, con validación cruzada 
repetida 200 veces, los resultados se muestran en la Tabla 40. 
 
Tabla 40. Resultados Regresión Lineal. 
 
 
Se selecciona como mejor modelo de regresión el obtenido con el conjunto de 
variables “importancia”, tiene el menor error cuadrático medio. En la Figura 56 se 
muestran los resultados gráficamente. 
 
 
Figura 56. Resultados regresión. 
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4.7.2 Redes neuronales 
 
Para definir el número de nodos a utilizar en la red, se realizan pruebas con 
validación cruzada repetida con diferentes valores iniciando en 3 como mínimo, 
incrementando de a dos hasta llegar al máximo que coincide con el número de 
nodos calculados para conjunto con la fórmula descrita en los apartados anteriores. 
Utilizando la función Caret, que permite probar diferentes valores para los nodos 
(size) y  learning rate o decay de 0.01, 0.1 y 0.001. Se utiliza como máximo 
número de iteraciones de 200 y 10 repeticiones para cada combinación. Las 
configuraciones probadas y sus resultados se pueden ver en la Tabla 41. 
 




Figura 57. Resultados redes. 
 
Debido a que los tres conjuntos probados arrojan los mismos resultados, se 
prefieren modelos más sencillos por lo cual se selecciona como modelo ganador el 
que menos variables utiliza, en este caso el conjunto selección Miner con siete 
variables. 
 
4.7.3 Bagging y Random Forest 
 
Inicialmente, se analiza y se define si se requiere parada anticipada (número de 
iteraciones máximas) para cada conjunto de variables (ver detalle en el Anexo 
XIII). Se prueban diferentes valores de tamaño de la muestra (sampsize): 1000, 
2000 y 3000, con el modelo ganador se probará cambiando el número de 






Tabla 42. Configuraciones y resultados Bagging. 
 
 
Como se muestra en la Figura 58, el modelo Bag5 es el que presenta menor error 
se utilizará como mejor modelo. 
 
 
Figura 58. Resultados Bagging. 
 
Dado que random forest es una generalización del bagging, se utilizarán los 
parámetros tuneados de observaciones mínimas por nodo, tamaño de la muestra, y 
número de iteraciones obtenidos por Caret y se modificará el número de variables a 
sortear que se utiliza en el modelo. En la Tabla 43, se relacionan las 
configuraciones probadas y resultados para random forest. En la Figura 59 se 
puede observar que el modelo RF10 presenta el menor error cuadrático medio. 
 





Figura 59. Resultados random forest 
 
4.7.4 Incremento gradiente 
 
Se utiliza Caret de R, con validación cruzada repetida, para probar los diferentes 
valores: shrinkage=0.001, 0.01, 0.05, 0.1, mínimo de observaciones por nodo 10, 
20 y 30, número de iteraciones 1000, 2000 y 3000. Los valores óptimos de estos 
parámetros, serán aquellos valores que logren minimizar el error cuadrático medio. 
Los resultados de Caret se pueden ver en el Anexo XIV. En la Tabla 44 se 
relacionan las configuraciones probadas. 
 
Tabla 44. Configuraciones Incremento gradiente. 
 
 
En la Figura 60 se puede ver los resultados del incremento gradiente, se selecciona 
el modelo GBM3 como ganador, tiene el menor error cuadrático medio, aunque 









Para determinar los valores de los parámetros se ejecuta Caret de R para cada 
conjunto de variables, probando las configuraciones sugeridas en (Brownlee, 2016) 
constante de regularización: 0.01, 0.015, 0.025, 0.05 y 0.1, número de 
observaciones mínimas por nodo: 5, 10, 15 , 20 y 30,  número de iteraciones: 500, 
1000, 2000 y 3000, máxima profundidad de los árboles: 5, 7, 9 y 12, penalización 
gamma 0, 0.3, 0.5, 0.7 y 1, con sorteo de variables y observaciones de 0.8 y sin 
sorteo de ambas. También se  realizan otras validaciones como por ejemplo, si se 
requiere parada anticipada (early stopping) y análisis de valor óptimo para el 
parámetro lambda. Ver los resultados detallados en Anexo XV. Se prueba 
modificando la semilla de la validación cruzada, el parámetro gamma, sorteo de 
variables y sorteo de observaciones. 
 
En la Tabla 45, se relacionan las configuraciones probadas y resultados para 
xgboost, el mejor modelo se obtiene con el conjunto de variables aleatoria 2, 
modelo XGBM8. En la Figura 44 se puede observar que es el modelo que menor 
error presenta. 
Tabla 45.Configuraciones y resultados xgboost.
 
 
En la Figura 61 se puede observar que el modelo XGBM7 presenta los mejores 
resultados en cuanto al error cuadrático medio. 
 
 
Figura 61. Resultados xgboost. 
 
4.7.6 Máquinas de soporte vectorial (SVM) 
4.7.6.1 SVM Lineal 
 
Para las máquinas de soporte vectorial lineales, se requiere definir la constante de 
regularización C, se utiliza de nuevo Caret de R para probar diferentes valores de 
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esta constante, como son: 0.001, 0.01, 0.05, 0.1, 0.2, 0.5, 1, 2, 5, 7, 10, 12, 20, 
40, 60, 80 y 100 para cada conjunto de variables. Se prueban por validación 
cruzada repetida todas las configuraciones obtenidas con Caret. Las configuraciones 
y resultados se muestran en la Tabla 46. 
 
Tabla 46. Configuraciones y resultados SVM lineal. 
 
 
El modelo SVML3 presenta el menor error cuadrático medio de los tres conjuntos 




Figura 62. Resultados SVM lineal. 
 
4.7.6.2 SVM Radial 
 
El RBF requiere que se defina el valor de la constante de regularización y sigma, de 
nuevo se utiliza Caret para probar: C=0.01, 0.05, 0.1, 0.2, 0.5, 1, 2, 5, y 10  y 
sigma= 0.01, 0.05, 0.1, 0.2, 0.5, 1, 2, 5, 10 y 30. Se prueban por validación 
cruzada repetida 200 veces las configuraciones obtenidas con Caret que se 
relacionan en la Tabla 47. 
 
Tabla 47. Configuraciones y resultados SVM Radial. 
 
 






 Figura 63. Resultados SVM Radial.  
 
4.7.7 Evaluación de los modelos 
 
Una vez se tienen las configuraciones óptimas de cada algoritmo, se corren de 
nuevo con validación cruzada repetida, variando la semilla 100 veces y se 
comparan los resultados. Como se puede ver en la Figura 64, la regresión es la que 
tiene menor error cuadrático medio, la diferencia con los algoritmos basados en 
arboles no es muy significativa. De nuevo la red no logra competir con los demás 
algoritmos. Se realizarán pruebas de ensamblado con estos modelos ganadores. 
 
 




En la Tabla 48 se listan las combinaciones de modelos utilizadas para ensamble. 
 
Tabla 48. Configuraciones ensamblado. 
Modelo Ensamble Modelo Ensamble 
predi81 reg+avnnet predi99 reg+avnnet+svm 
predi82 reg+rf predi100 reg+rf+gbm 
predi83 reg+gbm predi101 reg+rf+xgbm 
predi84 reg+xgbm predi102 reg+rf+svm 
predi85 reg+svm predi103 rf+avnnet+gbm 
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predi86 avnnet+rf predi104 rf+gbm+xgbm 
predi87 avnnet+gbm predi105 rf+gbm+xgbm 
predi88 avnnet+xgbm predi106 svm+gbm+xgbm 
predi89 avnnet+svm predi107 reg+gbm+xgbm 
predi90 rf+gbm predi108 reg+gbm+svm 
predi91 rf+xgbm predi109 reg+xgbm+svm 
predi92 rf+svm predi110 reg+rf+gbm+avnnet 
predi93 gbm+xgbm predi111 reg+rf+gbm+xgbm 
predi94 gbm+svm predi112 reg+svm+gbm+xgbm 
predi95 xgbm+svm predi113 reg+avnnet+gbm+xgbm 
predi96 reg+avnnet+rf predi114 reg+avnnet+svm+xgbm 
predi97 reg+avnnet+gbm predi115 reg+rf+gbm+xgbm 
predi98 reg+avnnet+xgbm   
 
En la Figura 65 se muestran los resultados del ensamblado, el modelo predi84 de 
ensamble que incluye regresión, xgboost, es el que logra el mejor resultado. Cabe 
destacar que de nuevo la diferencia con respecto a la regresión es mínima y dado 




Figura 65. Resultados ensamblado. 
 
4.8 Evaluación final de los modelos 
 
Se probaron 357 modelos de predicción resumidos en la Tabla 49. Se abordó el 
problema aplicando dos estrategias de predicción, la primera que consistió en 
dividir en dos partes la modelación y para la segunda se aplicaron algoritmos de 
















Regresión 9 8 3 
Redes neuronales 29 8 3 
Bagging 20 12 10 
Random forest 22 12 11 
incremento gradiente 24 5 3 
Xgboost 16 12 8 
Máquinas de soporte 
vectorial 
10 8 6 
Ensamblado 48 35 35 
Total 178 100 79 
 
Modelo de dos partes: Para el cálculo del modelo final, una vez se define qué 




Donde la expresión 𝑃 (𝑌 > 0|𝑋), corresponde a la probabilidad de ocurrencia del 
evento y 𝐸(𝑌|𝑋, 𝑌 > 0) es el valor esperado del coste dada la probabilidad de que 
este sea mayor que cero.  
 
Calculo medidas de adecuación 
 
Se realiza la predicción para cada observación, y se calculan las medidas de 
evaluación, se utilizará el error cuadrático medio: 
 
𝑀𝑆𝐸𝑝௝ =






Y el indicador de ajuste financiero global, definido como la diferencia entre el coste 
total observado para la población  y el coste total predicho por el modelo en 
términos relativos: 
 
𝐼𝐹௣ =  




En la Tabla 50 se muestran los resultados de las medidas de evaluación del modelo 
de dos partes y el modelo completo. Ambos modelos presentan un R cuadrado 
inferior al 0.2. Este valor indica que el modelo no logra explicar de forma individual 
la variación del coste del servicio de salud, este resultado se esperaba dado que  
predecir individualmente el coste incluso en el caso de que dos personas presenten 
exactamente las mismas características, alguno puede presentar un siniestro y 
generar costes altos mientras que el otro puede que no genere ningún coste. Desde 
un punto de vista financiero y de planeación la entidad promotora de salud no le 
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interesa conocer el coste que genera cada persona sino el total, ya que la gestión 
financiera se realiza a nivel global y no individual. Teniendo en cuenta esto la 
medida de evaluación más apropiada es el indicador de ajuste financiero global, 
que permite evaluar que tanto se ajusta el modelo al coste real. 
 
En cuanto a este indicador financiero el modelo de dos partes está subestimando el 
costo en un 1%, mientras que el modelo completo logra acertar en la predicción del 
costo con una sobre valoración inferior al 2%. Se seleccionará el modelo completo 
para la predicción del coste total ya que requiere menor esfuerzo en su elaboración 
y logra tener un resultado que le permite a la entidad no presentar déficit 
financiero.  
Tabla 50. Medidas de evaluación de los modelos.  




MSE 4,4409E+12 4,5514E+12 
RSQUARE 0.186 0.1758 
IF -1% 1,9% 
 
El modelo ganador utiliza el conjunto de variables “importancia” que cuenta con 
ocho variables de entrada: tres continuas y cinco categóricas. Con respecto a las 
variables utilizadas y los coeficientes del modelo de la Tabla 51, se puede concluir 
que, en términos generales, tanto para hombres como mujeres el coste incrementa 
con la relación cuadrática de la edad. No obstante, debido al coeficiente negativo de 
la interacción entre el sexo y la edad, se puede concluir que las mujeres 
presentarán mayor coste que los hombres a medida que la edad incrementa. 
 
La variable TI_G_enf_totales1, que toma el valor 1 si la persona presenta alguna de 
las enfermedades de alto costo consideradas (sin importar cuál específicamente), 
muestra que se incrementa el coste en 1.6 millones de pesos, cuando una persona 
presenta una o más enfermedades y se incrementa en 2.7 millones de pesos 
cuando presenta dos o más (TI_enf_totales2).  Así mismo, si el afiliado tiene VIH, 
su coste se incrementará en 11 millones de pesos; diálisis representa un 
incremento de casi 17 millones de pesos y, por último, un afiliado con cáncer 
incrementa el coste en 235 mil pesos. 
 






TI_G_enf_totales1  (1) 1.620.041 
TI_enf_totales2  (1) 2.738.731 
VIH  (1) 11.115.028 
dialisis  (1) 16.816.212 
oncologia_adultos  (1)  235.125 
 
En la Figura 66, se puede observar los resultados de la regresión lineal. Las 





Figura 66. Resultado regresión lineal.  
 
5. Conclusiones y recomendaciones  
 
El objetivo del presente trabajo es predecir el coste total anual del servicio de salud 
en una entidad promotora de salud, incluyendo las posibles variables que afectaban 
la predicción. Si bien el R cuadrado es bajo, esto confirma que el coste médico no 
es fácil de predecir por  persona dadas las características particulares del fenómeno 
que presenta alta variabilidad entre individuos con las mismas características. 
 
No se considera de utilidad para la entidad el conocimiento del coste generado por 
cada persona afiliada dado que la planeación financiera se realiza a nivel global. Los 
resultados obtenidos con el modelo completo logran predecir este coste total con un 
error del 2%.  
 
Se concluye que, para este caso, el modelo de dos partes logra mejorar 
ligeramente los resultados pero requiere un esfuerzo adicional comparado con el 
modelo completo. 
 
Todas las técnicas de predicción empleadas generaron resultados similares, esto 
significa que se puede usar cualquiera de ellas con el objetivo de predecir el coste 
total. La selección de la técnica a utilizar dependerá del conocimiento estadístico y 
del fenómeno que tenga el analista que aplique las técnicas y de las necesidades de 
interpretación de las variables que afectan el coste.   
 
En cuanto a las variables que más influyen en el coste total que hacen referencia a 
enfermedades pre-existentes se concluye que los afiliados que requieren diálisis son 
los que más coste generan para la entidad, así como aquellos pacientes que han 
sido diagnosticados con VIH. En cuanto a las variables que tienen que ver con las 
características de la población, la edad al cuadrado es la variable más importante a 
la hora de predecir. 
 
Por último, en el caso de no requerir interpretación de las variables que afectan el 
coste se recomienda utilizar los modelos de ensamblado que logran mejorar la 
predicción.  
 
Como trabajo futuro sería interesante utilizar el indicador de ajuste financiero 
global en la selección de los mejores modelos con cada técnica, ya que esta medida 
de evaluación es más apropiada para el problema planteado en este trabajo. 
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ANEXOS PARTE I VARIABLE OBJETIVO BINARIA  
 
Anexo I. Pruebas regresión logística 
 




Anexo II. Análisis de parada anticipada para redes clasificación 
 
Conjunto selección miner: Algoritmo bprop función de activación tanh con 3 





Algoritmo levmar función de activación tanh con 3 nodos ocultos, necesita parada 









Conjunto importancia de la variable: Algoritmo bprop, función de activación 
tanh y 3 nodos momentum 0.2 y tasa de aprendizaje 0.001, no requiere parada 




Algoritmo levmar función de activación tanh y 3 nodos, no se necesita parada 
anticipada, el error en validación disminuye con el incremento de las iteraciones. Se 




Importancia de la variable con 5 nodos: Con algoritmo Bprop, momentum 
0.2, tasa de aprendizaje 0.001 función de activación Tanh. 
 
 
Con algoritmo Levmar, función de activación tanh y 5 nodos. Requiere parada 
anticipada en la iteración 20 el error incrementa un poco a partir de este punto 
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aunque no es muy significativo. Se confirma la estabilidad del resultado cambiando 




Conjunto Aleatoria 1: Algoritmo bprop, función de activación tanh, 3 nodos 
ocultos momentum 0.2 y tasa de aprendizaje 0.1, no requiere parada anticipada el 




Con Algoritmo Levmar, función de activación tanh, 3 nodos ocultos. No requiere 
parada anticipada, no se incrementa el error con el incremento del número de 




Conjunto Aleatoria 2 con 3 nodos: Algoritmo bprop, función de activación 
tanh, 3 nodos ocultos momentum 0.2 y tasa de aprendizaje 0.1, no requiere parada 
 70 
 





Con Algoritmo Levmar, función de activación tanh, 3 nodos ocultos. Requiere 
parada anticipada en la iteración 11. Se confirma la estabilidad del resultado 




Aleatoria 2 con 7 nodos: Algoritmo bprop, función de activación tanh, 7 nodos 
ocultos momentum 0.2 y tasa de aprendizaje 0.1, no requiere parada anticipada el 






Con Algoritmo Levmar, función de activación tanh, 7 nodos ocultos. Requiere 
parada anticipada en la iteración 10. Se confirma la estabilidad del resultado 




Conjunto mejor con 10: Algoritmo bprop, función de activación tanh, 3 nodos 
ocultos momentum 0.2 y tasa de aprendizaje 0.001, no requiere parada anticipada 





Con Algoritmo Levmar, función de activación tanh, 3 nodos ocultos. Requiere 
parada anticipada en la iteración 8. Se confirma la estabilidad del resultado 





Anexo III. Definición número de nodos para redes clasificación con 
SAS Base 
 
Se selecciona el número de nodos con el que se obtenga la menor tasa de fallos. 
   




Conjunto importancia de la variable: La menor tasa de fallos se consigue con 5 
nodos, dado que el resultado es diferente al obtenido en R, se probará con los dos 




















Conjunto Aleatoria 2: La menor tasa de fallos se consigue con 3 nodos, sin 








Anexo IV. Resultados redes clasificación SAS 
 




















Anexo V. Definición número de árboles a utilizar para Bagging en R  
 
Conjunto Selección Miner: La mínima tasa de fallos se obtiene utilizando entre 
5000 y 5500 árboles. 
 
 
Conjunto Importancia de la variable: Como se puede observar en la gráfica 
al incrementar el número de árboles, incrementa el error. El error mínimo se 





Conjunto Aleatorio 1 
La tasa mínima tasa de fallos se obtiene utilizando cerca de 1000 árboles y después 




Conjunto Aleatorio 2: La tasa mínima tasa de fallos se obtiene con 1000 




Conjunto Mejor con 10: Con pocos árboles presenta alta variabilidad en los 




Anexo VI. Definición parámetros incremento gradiente con Caret y 
pruebas de parada anticipada.  
Conjunto Miner: El valor de los parámetros que optimiza la tasa de aciertos es: 
shrinkage de 0.01, mínimo de observaciones por nodo  de 20 y número de 




Parada anticipada: Confirma que el número óptimo de iteraciones es 2000, a 
partir de este número se disminuye la tasa de aciertos al incrementar número de 
iteraciones, de igual forma al utilizar menos iteraciones la tasa de aciertos es 
menor. 
 
Conjunto Importancia: El valor de los parámetros que optimiza la tasa de 
aciertos es: shrinkage de 0.01, mínimo de observaciones por nodo  de 10 y número 




Parada anticipada: Se utilizará 1000 como máximo número de iteraciones, al 
incrementar las iteraciones se disminuye la tasa de aciertos. 
 
 
Conjunto Aleatoria 1: El valor de los parámetros que optimiza la tasa de 
aciertos es: shrinkage de 0.01, mínimo de observaciones por nodo  de 20 y número 
de iteraciones 2000.  
 
Parada anticipada: Se confirma que el número de iteraciones óptimo es 2000,  





Conjunto Aleatoria 2: El valor de los parámetros que optimiza la tasa de 
aciertos es: shrinkage de 0.01, mínimo de observaciones por nodo  de 30 y número 
de iteraciones 2000.  
 
 
Parada anticipada: Con 5000 iteraciones se consigue una mejor tasa de 
aciertos por lo cual se probará con este valor. 
 
Conjunto Mejor con 10: El valor de los parámetros que optimiza la tasa de 
aciertos es: shrinkage de 0.01, mínimo de observaciones por nodo  de 10 y número 




Parada anticipada: Requiere parada anticipada en 2000. 
 
 
Anexo VII. Definición parámetros Xgboost  con Caret  
 
Conjunto Miner: Los parámetros que maximizan la tasa de aciertos para este 
conjunto de variables son: max_depth=5, gamma=0, colsample_bytree=1, 




Importancia: Los parámetros que maximizan la tasa de aciertos para este 
conjunto de variables son: max_depth=5, gamma=0, colsample_bytree=1, 







Aleatoria 1: Los parámetros que maximizan la tasa de aciertos para este 
conjunto de variables son: max_depth=5, gamma=0, colsample_bytree=1, 







Aleatoria 2: Los parámetros que maximizan la tasa de aciertos para este 
conjunto de variables dejando fijos: max_depth=5, gamma=0, 







Mejor con 10: Los parámetros que maximizan la tasa de aciertos para este 
conjunto de variables son: max_depth=5, gamma=0, colsample_bytree=1, 





ANEXOS PARTE II VARIABLE OBJETIVO CONTINUA 
 
Anexo VIII. Definición número de nodos para redes  con SAS Base 
 




Conjunto importancia: La menor tasa de fallos se consigue utilizando 18 nodos. 
 
 






Conjunto Aleatoria 2: La menor tasa de fallos se consigue utilizando 15  nodos. 
 
 
Anexo IX Definición de parada anticipada redes neuronales variable 
objetivo continua  
 
Conjunto Miner: Bprop requiere early stopping en 10 iteraciones. 
 
Levmar: no requiere early stopping 
 
 
Anexo X. Definición número de árboles a utilizar para Bagging en R  
 






Conjunto importancia: El mínimo error se obtiene cerca a las 500 iteraciones, 
aunque la variación al incrementar las iteraciones no es significativa. 
 
 




Conjunto Aleatoria 2: El error incrementa un poco después de la iteración 1000, 





Anexo XI. Definición parámetros incremento gradiente con Caret y 
pruebas de parada anticipada.  
 
Conjunto Miner: Los parámetros que minimizan el error para este conjunto de 
variables son: max_depth=5, gamma=0, colsample_bytree=1, subsample=1, 
nrounds=3000, eta=0.001, min_child_weight=20 
 





Conjunto Importancia: Los parámetros que minimizan el error para este 
conjunto de variables son: max_depth=5, gamma=0, colsample_bytree=1, 
subsample=1, nrounds=3000, eta=0.001, min_child_weight=10 
 
Parada anticipada: Se debe realizar parada anticipada en 2000 iteraciones. 
 
 
Conjunto Aleatoria 1: Los parámetros que minimizan el error para este 
conjunto de variables son: max_depth=5, gamma=0, colsample_bytree=1, 
subsample=1, nrounds=1000, eta=0.01, min_child_weight=30
 






Conjunto Aleatoria 2: Los parámetros que minimizan el error para este 
conjunto de variables son: max_depth=5, gamma=0, colsample_bytree=1, 
subsample=1, nrounds=1000, eta=0.01, min_child_weight=30 
 
 
Parada anticipada: Se comprueba que el valor óptimo de iteraciones es 1000. 
 
 
Anexo XII. Definición parámetros Xgboost  con Caret  
 
Conjunto Miner: Los parámetros que minimizan el error para este conjunto de 
variables son: max_depth=5, gamma=0, colsample_bytree=1, subsample=1, 











Conjunto Importancia: Los parámetros que minimizan el error para este 
conjunto de variables son: max_depth=5, gamma=0.3, colsample_bytree=0.8, 









Conjunto Aleatoria 1: Los parámetros que minimizan el error para este 
conjunto de variables son: max_depth=5, gamma=0.3, colsample_bytree=1, 
subsample=0.8, nrounds=1000, eta=0.01, min_child_weight=30 
 
 
Parada anticipada: Requiere parada anticipada en 300 iteraciones. 
 
 
Conjunto Aleatoria 2: Los parámetros que minimizan el error para este 
conjunto de variables son: max_depth=5, gamma=0.7, colsample_bytree=1, 











ANEXOS PREDICCIÓN DEL COSTE TOTAL VARIABLE OBJETIVO 
CONTINUA 
 
Anexo XIII. Definición número de árboles  para Bagging en R  
 
Conjunto Selección Miner: El error mínimo se obtiene utilizando 1500 árboles, 
a partir de este valor se estabiliza el resultado. 
 
 
Conjunto importancia: El mínimo error  se obtiene utilizando 1200 árboles 
 
 
Conjunto Aleatoria: El mínimo error se obtiene utilizando 1000 árboles, a partir 





Anexo XIV. Definición parámetros incremento gradiente con Caret y 
pruebas de parada anticipada.  
 
Conjunto Miner: El valor de los parámetros que optimiza el RMSE es: shrinkage 
de 0.01, mínimo de observaciones por nodo  de 30 y número de iteraciones 1000.  
 
 
Parada anticipada: Confirma que el número óptimo de iteraciones es 1000, a 
partir de este número se incrementa el eror al incrementar número de iteraciones. 
 
 
Conjunto importancia: El valor de los parámetros que optimiza el error es: 







Parada anticipada: Confirma que el número óptimo de iteraciones es 1200, a 
partir de este número se incrementa el error al incrementar número de iteraciones. 
 
 
Conjunto aleatoria: El valor de los parámetros que optimiza el RMSE es: 






Parada anticipada: Confirma que el número óptimo de iteraciones es 1000, a 




Anexo XV. Definición parámetros Xgboost  con Caret  
Conjunto Miner: Los parámetros que minimizan el error para este conjunto de 
variables son: max_depth=5, gamma=0, colsample_bytree=1, subsample=1, 
nrounds=1000, eta=0.05, min_child_weight=30 
 




Conjunto Importancia: Los parámetros que minimizan el error para este 
conjunto de variables son: max_depth=5, gamma=0, colsample_bytree=1, 
subsample=1, nrounds=1000, eta=0.01, min_child_weight=30 
 
Parada anticipada: Requiere parada anticipada en la iteración 300. 
 
 
Conjunto aleatoria: Los parámetros que minimizan el error para este conjunto 
de variables son: max_depth=5, gamma=0, colsample_bytree=1, subsample=1, 








ANEXOS CÓDIGOS UTILIZADOS EN R Y SAS BASE 
 
Códigos utilizados en R 
Modelo de dos partes Variable objetivo binaria (Parte 1) 












#DEFINE EL DIRECTORIO 
setwd("C:/ ") 
 





#costoBinario<-costoBinario[,-35] #Quita la columna ID 
 




#Resumen base de datos 
summary(costoBinario) 
#imprime los nombres de las variables 
dput(names(costoBinario)) 
# c("id_afiliado", "costo_binario", "edad", "dias_afiliacion", 
#   "dias_afil_porc", "menos1", "dialisis", "oncologia_adultos", 
#   "reumatologia_colageno", "VIH", "zona_1", "zona_2", "zona_4", 
#   "zona_5", "zona_9", "zona_10", "zona_11", "edad2", "edad_F", 
#   "edad_M", "TI_edad21", "TI_edad22", "TI_G_enf_totales1", 
"TI_dias_afil1", 
#   "TI_dias_afil2", "TI_OPT_edad21", "TI_OPT_edad22", 
"TI_OPT_edad24", 
#   "TI_enf_totales1", "TI_enf_totales2", "TI_estado_afiliado1", 
#   "genero_F", "TI_tipo1", "TI_tipo2", "TI_OPT_edad1", 
"TI_OPT_edad2", 
#   "TI_OPT_edad3", "TI_OPT_edad4") 
 
#definicion de variables continuas y categoricas 
continuas<-c("edad", "dias_afiliacion", "edad2", 
"edad_F","edad_M","dias_afil_porc") 
categoricas<-c("menos1", "dialisis", "oncologia_adultos", 
"reumatologia_colageno", "VIH","zona_1", 
"zona_2", "zona_4", "zona_5", "zona_9", "zona_10", "zona_11", 
"TI_edad21", "TI_edad22", "TI_G_enf_totales1","TI_dias_afil1", 
"TI_dias_afil2", "TI_OPT_edad21", "TI_OPT_edad22", 
"TI_OPT_edad24", "TI_enf_totales1", "TI_enf_totales2", 
"TI_estado_afiliado1", "genero_F", "TI_tipo1", "TI_tipo2") 
 
 
# estandarizar las variables continuas 
 





# Estandarizo solo las continuas y uno con las categoricas 





# El archivo ya esta preparado:no hay missing, las continuas salvo la 
dependiente 
# estan estandarizadas y las categoricas pasadas a dummy 
 
dput(names(costoBinariobis)) 













if  (listclass !=c("")) 
{ 









# Creo la formula para la logistica 
 
if  (listclass!=c("")) 
{ 
koko<-c(listconti,listclass) 













savePredictions = "all",classProbs=TRUE) 
 
# Aplico caret y construyo modelo 
 
regresion <- train(formu,data=data, 




preditest$Fold <- sapply(preditest$prueba, "[", 1) 















# CalculamoS AUC  por cada Repeticion de cv 




























listclass=c("TI_dias_afil1", "genero_F", "TI_tipo2", 
"TI_estado_afiliado1", 
"TI_edad21", "TI_G_enf_totales1", "TI_OPT_edad2", "TI_OPT_edad3",
 "zona_9", 
























































































union1<-rbind(medias1, medias2, medias3, medias4, medias5, medias6, 
medias7, medias8, medias9) 
par(cex.axis=0.8) 
boxplot(data=union1,tasa~modelo,main="TASA FALLOS", font=2, 









# TUNING CON CARET 
# *************************** 
 
# APLICAMOS VALIDACION CRUZADA REPETIDA 
# Importante classProbs=TRUE para guardar las probabilidades 
# y definir la variable de salida con valores alfanumericos Yes, No 
 
# Validacion cruzada repetida 
set.seed(12346) 
control<-trainControl(method = "repeatedcv",number=4,repeats=10, 




# avNNet: parametros 
# Number of Hidden Units (size, numeric) 
# Weight Decay (decay, numeric) 




















#RESULTADO TUNEADO PARA SELECCION MINER: size 3  decay  0.01 
 






































#RESULTADO TUNEADO PARA RANDOM1: size 3 decay 0.1 
 

















#RESULTADO TUNEADO PARA RANDOM2: size 3  decay 0.1 
 


































# PreparaciÃ³n del archivo 
 
# b)pasar las categÃ³ricas a dummies 
 
if  (listclass!=c("")) 
{ 
databis<-data[,c(vardep,listconti,listclass)] 
databis<- dummy.data.frame(databis, listclass, sep = ".") 




# c)estandarizar las variables continuas 
 





# Estandarizo solo las continuas y uno con las categoricas 
 













savePredictions = "all",classProbs=TRUE) 
 
# Aplico caret y construyo modelo 
 
avnnetgrid <-  expand.grid(size=size,decay=decay,bag=FALSE) 
 
avnnet<- train(formu,data=databis, 








preditest$Fold <- sapply(preditest$prueba, "[", 1) 

















# CalculamoS AUC  por cada RepeticiÃ³n de cv 



























listconti<-c("edad", "dias_afiliacion", "dias_afil_porc","edad2", 
"edad_F","edad_M") 
listclass<-c("menos1", "dialisis", "oncologia_adultos", 
"reumatologia_colageno", "VIH", "zona_1", "zona_2", "zona_4", 
"zona_5", "zona_9", "zona_10", "zona_11", 
"TI_edad21", "TI_edad22", "TI_G_enf_totales1", "TI_dias_afil1", 
"TI_dias_afil2", "TI_OPT_edad21", "TI_OPT_edad22", "TI_OPT_edad24", 
"TI_enf_totales1", "TI_enf_totales2", "TI_estado_afiliado1", 



















































































#MEJOR CON 10 
medias17<-cruzadaavnnetbin(data=databis, 
vardep="costo_binario",listconti=c("edad_F", "edad_M", "edad2"), 
listclass=c("TI_G_enf_totales1","TI_dias_afil1","TI_tipo2","zona_1", 










boxplot(data=union1,tasa~modelo,main="TASA FALLOS", font=2, 




Bagging – Random forest 
setwd("C:/") 











#Seleccion Miner definicion numero de arboles 
rfbis<-randomForest(factor(costo_binario)~edad_F+ edad+ TI_dias_afil1+
 genero_F+ TI_tipo2+ TI_estado_afiliado1+ TI_edad21+
 TI_G_enf_totales1+ TI_OPT_edad2+ TI_OPT_edad3+ zona_9+ zona_2+




plot(rfbis$err.rate[,1], main="Tasa de fallos") 
 
 







plot(rfbis2$err.rate[,1], main="Tasa de fallos") 
 
 




 dias_afil_porc+ TI_edad21+ TI_G_enf_totales1+ TI_dias_afil1+
 TI_dias_afil2+ TI_estado_afiliado1+ genero_F+ TI_tipo2+ zona_1+




plot(rfbis3$err.rate[,1], main="Tasa de fallos") 
 
 
#Seleccion aleatoria 2 definicion numero de arboles 
rfbis4<-randomForest(factor(costo_binario)~dias_afil_porc+
 dias_afiliacion+ TI_edad21+ TI_edad22+ TI_G_enf_totales1+
 TI_estado_afiliado1+ genero_F+ TI_tipo2+ zona_1+ zona_4+ zona_5+




plot(rfbis4$err.rate[,1], main="Tasa de fallos") 
 
 
#Seleccion mejor con 10 definicion numero de arboles 
rfbis5<-randomForest(factor(costo_binario)~edad_F+ edad_M+ edad2+





plot(rfbis5$err.rate[,1], main="Tasa de fallos") 
 
# La funcion cruzadarfbin permite plantear bagging 
# (para bagging hay que poner mtry=numero de variables independientes) 
 
 
# Probamos variaciones sobre el tamano muestral en bagging 
# con 10 grupos de CV, maximo 563 sampsize 
 
 






listclass=c("TI_dias_afil1", "genero_F", "TI_tipo2", 
"TI_estado_afiliado1", 
"TI_edad21", "TI_G_enf_totales1", "TI_OPT_edad2", "TI_OPT_edad3",
 "zona_9", 









listclass=c("TI_dias_afil1", "genero_F", "TI_tipo2", 
"TI_estado_afiliado1", 













listclass=c("TI_dias_afil1", "genero_F", "TI_tipo2", 
"TI_estado_afiliado1", 
"TI_edad21", "TI_G_enf_totales1", "TI_OPT_edad2", "TI_OPT_edad3",
 "zona_9", 











listconti=c("edad", "edad2", "edad_M", "edad_F"), 









listconti=c("edad", "edad2", "edad_M", "edad_F"), 









listconti=c("edad", "edad2", "edad_M", "edad_F"), 














































































































#MINER CON 20 OBS 
medias35<-cruzadarfbin(data=costoBinariobis, vardep="costo_binario", 
listconti=c("edad_F","edad"), 
listclass=c("TI_dias_afil1", "genero_F", "TI_tipo2", 
"TI_estado_afiliado1", 
"TI_edad21", "TI_G_enf_totales1", "TI_OPT_edad2", "TI_OPT_edad3",
 "zona_9", 







#IMPORTANCIA CON 20 
medias36<-cruzadarfbin(data=costoBinariobis, vardep="costo_binario", 
listconti=c("edad", "edad2", "edad_M", "edad_F"), 














































union1<-rbind(medias20, medias21, medias22, medias23, medias24, 
medias25, medias26, medias27, medias28, medias29, medias30, medias31, 
medias32, medias33, medias34, medias35, medias36, medias37, medias38, 
medias39) 
union1<-rbind(medias35, medias36, medias37, medias38, medias39) 
 





uni$modelo <- with(uni, 
reorder(modelo,tasa, mean)) 
par(cex.axis=1.2,las=2) 
boxplot(data=uni,tasa~modelo,col="gray", main="Tasa de fallos", 
xlab="", ylab="") 






#MINER CON 12 
medias40<-cruzadarfbin(data=costoBinariobis, vardep="costo_binario", 
listconti=c("edad_F","edad"), 
listclass=c("TI_dias_afil1", "genero_F", "TI_tipo2", 
"TI_estado_afiliado1", 
"TI_edad21", "TI_G_enf_totales1", "TI_OPT_edad2", "TI_OPT_edad3",
 "zona_9", 










listclass=c("TI_dias_afil1", "genero_F", "TI_tipo2", 
"TI_estado_afiliado1", 
"TI_edad21", "TI_G_enf_totales1", "TI_OPT_edad2", "TI_OPT_edad3",
 "zona_9", 








listclass=c("TI_dias_afil1", "genero_F", "TI_tipo2", 
"TI_estado_afiliado1", 
"TI_edad21", "TI_G_enf_totales1", "TI_OPT_edad2", "TI_OPT_edad3",
 "zona_9", 








listclass=c("TI_dias_afil1", "genero_F", "TI_tipo2", 
"TI_estado_afiliado1", 
"TI_edad21", "TI_G_enf_totales1", "TI_OPT_edad2", "TI_OPT_edad3",
 "zona_9", 









listclass=c("TI_dias_afil1", "genero_F", "TI_tipo2", 
"TI_estado_afiliado1", 
"TI_edad21", "TI_G_enf_totales1", "TI_OPT_edad2", "TI_OPT_edad3",
 "zona_9", 






#IMPORTANCIA CON 20 
medias45<-cruzadarfbin(data=costoBinariobis, vardep="costo_binario", 
listconti=c("edad", "edad2", "edad_M", "edad_F"), 











listconti=c("edad", "edad2", "edad_M", "edad_F"), 









listconti=c("edad", "edad2", "edad_M", "edad_F"), 









listconti=c("edad", "edad2", "edad_M", "edad_F"), 




























































































































































#Resultados random forest 
 
union1<-rbind(medias40, medias41, medias42, medias43, 
medias44,medias45, medias46, medias47, medias48, medias50, medias51, 
medias52, medias53, medias54, medias55, medias56, medias57, medias58, 
medias59, medias60, medias61, medias62) 





union1<-rbind(medias50, medias51, medias52, medias53, medias54) 
union1<-rbind(medias55, medias56, medias57, medias58, medias59) 









uni$modelo <- with(uni, 
reorder(modelo,tasa, mean)) 
par(cex.axis=1.2,las=2) 












# TUNEADO DE GRADIENT BOOSTING CON CARET 
 
# Caret permite tunear estos parÃ¡metros bÃ¡sicos: 
# 
#  shrinkage (parÃ¡metro v de regularizaciÃ³n, mide la velocidad de 
ajuste, a menor v, mÃ¡s lento y necesita mÃ¡s iteraciones, pero es 
mÃ¡s fino en el ajuste) 
#  n.minobsinnode: tamaÃ±o mÃ¡ximo de nodos finales (el principal 
parÃ¡metro que mide la complejidad) 
#  n.trees=el nÃºmero de iteraciones (Ã¡rboles) 



















gbm<- train(factor(costo_binario)~edad_F+ edad+ TI_dias_afil1+
 genero_F+ TI_tipo2+ TI_estado_afiliado1+ TI_edad21+
 TI_G_enf_totales1+ TI_OPT_edad2+ TI_OPT_edad3+ zona_9+ zona_2+








































 TI_edad21+ TI_edad22+ TI_G_enf_totales1+ TI_estado_afiliado1+












gbm<- train(factor(costo_binario)~edad_F+ edad_M+ edad2+












# ESTUDIO DE EARLY STOPPING 
# Probamos a fijar algunos parÃ¡metros para ver como evoluciona 








control<-trainControl(method = "cv",number=4,savePredictions = "all", 
classProbs=TRUE) 
 
gbm<- train(factor(costo_binario)~edad_F+ edad+ TI_dias_afil1+
 genero_F+ TI_tipo2+ TI_estado_afiliado1+ TI_edad21+
 TI_G_enf_totales1+ TI_OPT_edad2+ TI_OPT_edad3+ zona_9+ zona_2+



































 TI_edad21+ TI_G_enf_totales1+ TI_dias_afil1+ TI_dias_afil2+
 TI_estado_afiliado1+ genero_F+ TI_tipo2+ zona_1+ zona_4+ zona_5+



















 TI_edad21+ TI_edad22+ TI_G_enf_totales1+ TI_estado_afiliado1+














control<-trainControl(method = "cv",number=4,savePredictions = "all", 
classProbs=TRUE) 
 
gbm<- train(factor(costo_binario)~edad_F+ edad_M+ edad2+



















# La funciOn cruzadagbmbin permite plantear gradient boosting para 
binarias 
 







listclass=c("TI_dias_afil1", "genero_F", "TI_tipo2", 
"TI_estado_afiliado1", 













listclass=c("TI_dias_afil1", "genero_F", "TI_tipo2", 
"TI_estado_afiliado1", 
"TI_edad21", "TI_G_enf_totales1", "TI_OPT_edad2", "TI_OPT_edad3",
 "zona_9", 








listclass=c("TI_dias_afil1", "genero_F", "TI_tipo2", 
"TI_estado_afiliado1", 
"TI_edad21", "TI_G_enf_totales1", "TI_OPT_edad2", "TI_OPT_edad3",
 "zona_9", 








listconti=c("edad", "edad2", "edad_M", "edad_F"), 









listconti=c("edad", "edad2", "edad_M", "edad_F"), 









listconti=c("edad", "edad2", "edad_M", "edad_F"), 


















































































































































union1<-rbind(medias65, medias66, medias67, medias68, medias69, 
medias70, medias71, medias72, medias73, medias74, medias75, medias76, 




uni$modelo <- with(uni, 
reorder(modelo,tasa, mean)) 
par(cex.axis=1.2,las=2) 
boxplot(data=uni,tasa~modelo,col="gray", main="Tasa de fallos", 
xlab="", ylab="") 






# EJEMPLOS XGBOOST 
 
# TUNEADO DE XGBOOST CON CARET 
 
# Caret permite tunear estos parÃ¡metros bÃ¡sicos: 
# 
# nrounds (# Boosting Iterations) 
# max_depth (Max Tree Depth) 
# eta (Shrinkage) 
# gamma (Minimum Loss Reduction) 
# colsample_bytree (Subsample Ratio of Columns) 
# min_child_weight (Minimum Sum of Instance Weight) 

































xgbm<- train(factor(costo_binario)~edad_F+ edad+ TI_dias_afil1+
 genero_F+ TI_tipo2+ TI_estado_afiliado1+ TI_edad21+
 TI_G_enf_totales1+ TI_OPT_edad2+ TI_OPT_edad3+ zona_9+ zona_2+






































 TI_edad21+ TI_G_enf_totales1+ TI_dias_afil1+ TI_dias_afil2+
 TI_estado_afiliado1+ genero_F+ TI_tipo2+ zona_1+ zona_4+ zona_5+




















 TI_edad21+ TI_edad22+ TI_G_enf_totales1+ TI_estado_afiliado1+


















 edad2+TI_G_enf_totales1+TI_dias_afil1+TI_tipo2+ zona_1+ zona_5+

































"TI_edad21", "TI_G_enf_totales1", "TI_OPT_edad2", "TI_OPT_edad3",
 "zona_9", 










listconti=c("edad", "edad2", "edad_M", "edad_F"), 




































#MEJOR CON 10 
medias89<-cruzadaxgbmbin(data=costoBinario, vardep="costo_binario", 
listconti=c("edad_F", "edad_M", "edad2"), 
listclass=c("TI_G_enf_totales1", "TI_dias_afil1", "TI_tipo2", "zona_1",












#SELECCION MINER CAMBIANDO SEMILLA 
medias92<-cruzadaxgbmbin(data=costoBinario, vardep="costo_binario", 
listconti=c("edad_F","edad"), 
listclass=c("TI_dias_afil1", "genero_F", "TI_tipo2", 
"TI_estado_afiliado1", 
"TI_edad21", "TI_G_enf_totales1", "TI_OPT_edad2", "TI_OPT_edad3",
 "zona_9", 








#IMPORTANCIA CAMBIANDO SEMILLA 
medias93<-cruzadaxgbmbin(data=costoBinario, vardep="costo_binario", 
listconti=c("edad", "edad2", "edad_M", "edad_F"), 




































#MEJOR CON 10 
medias96<-cruzadaxgbmbin(data=costoBinario, vardep="costo_binario", 













# PARA REDUCIR LA VARIANZA SE PUEDE RECURRIR A SORTEAR VARIABLES 
# (ESTILO RANDOMFOREST PERO ANTES DEL ARBOL) Y/O 
# A SORTEAR OBSERVACIONES (BAGGING) 





#MEJOR CON 10 SORTEO DE VARIABLES 
medias100<-cruzadaxgbmbin(data=costoBinario, vardep="costo_binario", 
listconti=c("edad_F", "edad_M", "edad2"), 
listclass=c("TI_G_enf_totales1", "TI_dias_afil1", "TI_tipo2", "zona_1",









#MEJOR CON 10 SORTEO VARIABLES Y REGULARIZACION 
medias101<-cruzadaxgbmbin(data=costoBinario, vardep="costo_binario", 
listconti=c("edad_F", "edad_M", "edad2"), 
listclass=c("TI_G_enf_totales1", "TI_dias_afil1", "TI_tipo2", "zona_1",





































































































union1<-rbind(medias85,medias86,medias87, medias88, medias89, 
medias92, medias93, medias94, medias95, medias96, medias100, 
medias101, medias102, medias103, medias104, medias105, medias106) 
uni<-union1 









Máquinas de soporte vectorial 
 
# ************************** 




source ("cruzada SVM binaria lineal.R") 
source ("cruzada SVM binaria polinomial.R") 












SVMgrid<-expand.grid(C=c(0.01,0.02, 0.03, 0.04,0.05,0.06)) 




 TI_dias_afil1+ genero_F+ TI_tipo2+ TI_estado_afiliado1+ TI_edad21+
 TI_G_enf_totales1+ TI_OPT_edad2+ TI_OPT_edad3+ zona_9+ zona_2+






















 dias_afil_porc+ TI_edad21+ TI_G_enf_totales1+ TI_dias_afil1+
 TI_dias_afil2+ TI_estado_afiliado1+ genero_F+ TI_tipo2+ zona_1+











 dias_afiliacion+ TI_edad21+ TI_edad22+ TI_G_enf_totales1+
 TI_estado_afiliado1+ genero_F+ TI_tipo2+ zona_1+ zona_4+ zona_5+







#MEJOR CON 10 
SVM4<- train(data=costoBinariobis,factor(costo_binario)~edad_F+
 edad_M+ edad2+ TI_G_enf_totales1+ TI_dias_afil1+ TI_tipo2+ zona_1+
















control<-trainControl(method = "cv", 




 TI_dias_afil1+ genero_F+ TI_tipo2+ TI_estado_afiliado1+ TI_edad21+
 TI_G_enf_totales1+ TI_OPT_edad2+ TI_OPT_edad3+ zona_9+ zona_2+
























 dias_afil_porc+ TI_edad21+ TI_G_enf_totales1+ TI_dias_afil1+
 TI_dias_afil2+ TI_estado_afiliado1+ genero_F+ TI_tipo2+ zona_1+











 dias_afiliacion+ TI_edad21+ TI_edad22+ TI_G_enf_totales1+
 TI_estado_afiliado1+ genero_F+ TI_tipo2+ zona_1+ zona_4+ zona_5+







#MEJOR CON 10 
SVM9<- train(data=costoBinariobis,factor(costo_binario)~edad_F+
 edad_M+ edad2+ TI_G_enf_totales1+ TI_dias_afil1+ TI_tipo2+ zona_1+













control<-trainControl(method = "cv", 







 edad+ TI_dias_afil1+ genero_F+ TI_tipo2+ TI_estado_afiliado1+
 TI_edad21+ TI_G_enf_totales1+ TI_OPT_edad2+ TI_OPT_edad3+ zona_9+
























 dias_afil_porc+ TI_edad21+ TI_G_enf_totales1+ TI_dias_afil1+
 TI_dias_afil2+ TI_estado_afiliado1+ genero_F+ TI_tipo2+ zona_1+












 dias_afiliacion+ TI_edad21+ TI_edad22+ TI_G_enf_totales1+
 TI_estado_afiliado1+ genero_F+ TI_tipo2+ zona_1+ zona_4+ zona_5+









#MEJOR CON 10 
SVM14<- train(data=costoBinariobis,factor(costo_binario)~edad_F+
 edad_M+ edad2+ TI_G_enf_totales1+ TI_dias_afil1+ TI_tipo2+ zona_1+
















 "TI_estado_afiliado1", "TI_edad21", "TI_G_enf_totales1",






















 "TI_dias_afil2", "TI_estado_afiliado1", "genero_F", "TI_tipo2",












 "TI_estado_afiliado1", "genero_F", "TI_tipo2", "zona_1", "zona_4",








#MEJOR CON 10 
medias114<-cruzadaSVMbin(data=costoBinariobis, vardep="costo_binario", 
listconti=c("edad_F", "edad_M", "edad2"), 
listclass=c( "TI_G_enf_totales1", "TI_dias_afil1", "TI_tipo2",









union1<-rbind(medias110, medias111, medias112, medias113, medias114) 
uni<-union1 


















#                             
listconti=c("edad","edad2","edad_F","edad_M","dias_afiliacion"), 
#                             
listclass=c("TI_G_enf_totales1","TI_enf_totales1","TI_edad21","TI_enf_
totales2","TI_OPT_edad24"), 
#                             grupos=4,sinicio=1234,repe=200, 












listclass=c("TI_dias_afil1", "genero_F", "TI_tipo2", 
"TI_estado_afiliado1", 
"TI_edad21", "TI_G_enf_totales1", "TI_OPT_edad2", "TI_OPT_edad3",
 "zona_9", 









listconti=c("edad", "edad2", "edad_M", "edad_F"), 



































#MEJOR CON 10 
medias124<-cruzadaSVMbinRBF(data=costoBinariobis, 
vardep="costo_binario", 









# SVM RBF 
union1<-rbind(medias120, medias121, medias122, medias123, medias124) 
uni<-union1 

















union1<-rbind(medias9, medias17, medias29, medias44, medias74, 


















# IMPORTANTE: AQUÃ  HAY QUE DECIDIR ANTES LOS PARÃ METROS A UTILIZAR 
# EN CADA ALGORITMO, NO VALE GRID 
# Importante, la dependiente en letras Yes, No 
# PreparaciÃ³n de archivo, variables y CV. 
# Esto se cambia para cada archivo. 
# Necesario haber cambiado la var dep a Yes,No. 
# ************************************** 
 
# LEER LAS CRUZADAS DE ENSAMBLADO, SON LIGERAMENTE DIFERENTES 





source("cruzadas ensamblado binaria fuente.R") 
source ("cruzada SVM binaria lineal.R") 
# source ("cruzada SVM binaria polinomial.R") 


















# APLICACION CRUZADAS PARA ENSAMBLAR 
 
medias130<-cruzadalogistica(data=archivo, 











































































vardep=vardep,listconti=c("edad_F", "edad_M", "edad2"), 
listclass=c("TI_G_enf_totales1", "TI_dias_afil1", "TI_tipo2", "zona_1",











#    vardep=vardep,listconti=listconti, 
#    listclass=listclass,grupos=grupos,sinicio=sinicio,repe=repe, 








vardep=vardep,listconti=c("edad_F", "edad_M", "edad2"), 
listclass=c("TI_G_enf_totales1", "TI_dias_afil1", "TI_tipo2", "zona_1",
















# CONSTRUCCION DE TODOS LOS ENSAMBLADOS 





# Esto es para eliminar columnas duplicadas 
unipredi<- unipredi[, !duplicated(colnames(unipredi))] 
 























































































listado<-c( "logi", "avnnet", "rf", 
"gbm", "xgbm", "predi79", "predi80", 
"predi81", "predi82", "predi86", "predi87", "predi18", "predi22", 
"predi23", "predi27", "predi31", "predi32", "predi33", "predi37", 





# Cambio a Yes, No, todas las predicciones 
 













# Se obtiene el numero de repeticiones CV y se calculan las medias por 
repe en 








for (prediccion in listado) 
{ 
for (repe in 1:repeticiones) 
{ 



























# ORDENACIÃ“N DEL FACTOR MODELO POR LAS MEDIAS EN TASA 
# PARA EL GRAFICO 
 
medias0$modelo <- with(medias0, 
reorder(modelo,tasa, mean)) 
par(cex.axis=0.9,las=2) 
boxplot(data=medias0,tasa~modelo,col="gray", xlab="", ylab="", 




# Se pueden escoger listas pero el factor hay que pasarlo a character 
# para que no salgan en el boxplot todos los niveles del factor 
 
listadobis<-c("logi", "avnnet", 





mediasver<-medias0[medias0$modelo %in% listadobis,] 
 
 











# Esto es para eliminar columnas duplicadas 
unipredi<- unipredi[, !duplicated(colnames(unipredi))] 
 






















corrplot(matrizcorr, type = "upper", order = "hclust", 
tl.col ="black", tl.srt = 45,cl.lim=c(0.7,1),is.corr=FALSE 









partitionIndex <- createDataPartition(datalog$costo_binario, p=1, 
list=FALSE) 
data_train <- datalog[partitionIndex,] 




 edad2+TI_G_enf_totales1+TI_dias_afil1+TI_tipo2+ zona_1+ zona_5+













Modelo de dos partes Variable objetivo continua (Parte 2). 






#Cargar el archivo 











#   "menos1", "dialisis", "oncologia_adultos", 
"reumatologia_colageno", 
#   "VIH", "zona_1", "zona_2", "zona_4", "zona_5", "zona_9", 
"zona_10", 
#   "zona_11", "edad2", "edad_F", "edad_M", "TI_edad21", "TI_edad22", 
#   "TI_G_enf_totales1", "TI_dias_afil1", "TI_dias_afil2", 
"TI_OPT_edad21", 
#   "TI_OPT_edad22", "TI_OPT_edad24", "TI_enf_totales1", 
"TI_enf_totales2", 
#   "TI_estado_afiliado1", "genero_F", "TI_tipo1", "TI_tipo2", 
"TI_OPT_edad1", 
#   "TI_OPT_edad2", "TI_OPT_edad3", "TI_OPT_edad4") 
 
#definicion de variables 
listconti<-c("edad", "dias_afiliacion", "dias_afil_porc","edad2", 
"edad_F","edad_M") 
listclass<-c("menos1", "dialisis", "oncologia_adultos", 
"reumatologia_colageno", 
"VIH", "zona_1", "zona_2", "zona_4", "zona_5", "zona_9", "zona_10", 
"zona_11", "TI_edad21", "TI_edad22", 
"TI_G_enf_totales1", "TI_dias_afil1", "TI_dias_afil2", 
"TI_OPT_edad21", 
"TI_OPT_edad22", "TI_OPT_edad24", "TI_enf_totales1", 
"TI_enf_totales2", 
"TI_estado_afiliado1", "genero_F", "TI_tipo1", "TI_tipo2", 
"TI_OPT_edad1", 
"TI_OPT_edad2", "TI_OPT_edad3", "TI_OPT_edad4") 
#las categoricas pasadas a dummies 
databis<-costomedio 
 
#estandarizar las variables continuas 
 





# Estandarizo solo las continuas y uno con las categoricas 
 












#permite comparar modelos, hacer validacion cruzada repetida, training 
test,  cambiar # nodos, no se puede 










# b)pasar las categÃ³ricas a dummies 
 
# if  (listclass!=c("")) 
# { 
#  databis<-data[,c(vardep,listconti,listclass)] 
#  databis<- dummy.data.frame(databis, listclass, sep = ".") 
# }  else   { 
#  databis<-data[,c(vardep,listconti)] 
# } 
# 
# c)estandarizar las variables continuas 
 
# Calculo medias y dtipica de datos y estandarizo (solo las continuas) 
 
# means <-apply(databis[,listconti],2,mean) 
# sds<-sapply(databis[,listconti],sd) 
# 
# Estandarizo solo las continuas y uno con las categoricas 
# 
# datacon<-scale(databis[,listconti], center = means, scale = sds) 
# numerocont<-which(colnames(databis)%in%listconti) 




# Preparo caret 
 
set.seed(sinicio) 
control<-trainControl(method = "repeatedcv", 
number=grupos,repeats=repe, 
savePredictions = "all") 
 
# Aplico caret y construyo modelo 
 
avnnetgrid <-  expand.grid(size=size,decay=decay,bag=FALSE) 
 
avnnet<- train(formu,data=databis, 








preditest$Fold <- sapply(preditest$prueba, "[", 1) 


























# PreparaciÃ³n del archivo 
 
# b)pasar las categÃ³ricas a dummies 
 
# if  (listclass!=c("")) 
# { 
#  databis<-data[,c(vardep,listconti,listclass)] 
#  databis<- dummy.data.frame(databis, listclass, sep = ".") 
# }  else   { 
#  databis<-data[,c(vardep,listconti)] 
# } 
# 
# c)estandarizar las variables continuas 
 





# Estandarizo solo las continuas y uno con las categoricas 
 






# Preparo caret 
 
set.seed(sinicio) 
control<-trainControl(method = "repeatedcv", 
number=grupos,repeats=repe, 
savePredictions = "all") 
 










preditest$Fold <- sapply(preditest$prueba, "[", 1) 






















vardep="costo_medio",listconti=c("edad2", "edad", "edad_F"), 
listclass=c("oncologia_adultos", "TI_G_enf_totales1", "TI_OPT_edad22",


















 "reumatologia_colageno", "VIH", "TI_enf_totales1",

































# Training test repetido 




# EN LO SUCESIVO APLICAMOS VALIDACIÃ“N CRUZADA REPETIDA 
 
set.seed(12345) 
# ValidaciÃ³n cruzada repetida 
control<-trainControl(method = 




# avNNet: parÃ¡metros 
# Number of Hidden Units (size, numeric) 
# Weight Decay (decay, numeric) 






redavnnet<- train(costo_medio~edad2+ edad+ edad_F+ oncologia_adultos+















redavnnet2<- train(costo_medio~edad+ edad2+ TI_G_enf_totales1+













redavnnet3<- train(costo_medio~dias_afiliacion+ edad2+ menos1+ dialisis+
 oncologia_adultos+ reumatologia_colageno+ VIH+ TI_enf_totales1+









# size 3 decay 0.1 
 
#seleccion Aleatoria2 
redavnnet4<- train(costo_medio~dias_afiliacion+ edad2+ menos1+ dialisis+
 oncologia_adultos+ reumatologia_colageno+ TI_enf_totales1+











vardep="costo_medio",listconti=c("edad2", "edad", "edad_F"), 
listclass=c("oncologia_adultos", "TI_G_enf_totales1", "TI_OPT_edad22",




















 "reumatologia_colageno", "VIH", "TI_enf_totales1",
























boxplot(data=union1,error~modelo, col="gray", main="ERROR") 
 




setwd("C:/Users/camil/Desktop/TFM Diana/Arboles R") 




# VARIABLE CONTINUA 
# La funcion cruzadarf permite plantear bagging PARA VDEP CONTINUA 
# (para bagging hay que poner mtry=numero de variables independientes) 




 oncologia_adultos+ TI_G_enf_totales1+ TI_OPT_edad22+ TI_OPT_edad4+

















 dialisis+ oncologia_adultos+ reumatologia_colageno+ VIH+








 dialisis+ oncologia_adultos+ reumatologia_colageno+ TI_enf_totales1+












vardep="costo_medio",listconti=c("edad2", "edad", "edad_F"), 
listclass=c("oncologia_adultos", "TI_G_enf_totales1", "TI_OPT_edad22",








vardep="costo_medio",listconti=c("edad2", "edad", "edad_F"), 
listclass=c("oncologia_adultos", "TI_G_enf_totales1", "TI_OPT_edad22",







vardep="costo_medio",listconti=c("edad2", "edad", "edad_F"), 
listclass=c("oncologia_adultos", "TI_G_enf_totales1", "TI_OPT_edad22",







































 "reumatologia_colageno", "VIH", 
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 "reumatologia_colageno", "VIH", 









 "reumatologia_colageno", "VIH", 






































union1<-rbind(medias210,medias211,medias212, medias213, medias214, 


















vardep="costo_medio",listconti=c("edad2", "edad", "edad_F"), 
listclass=c("oncologia_adultos", "TI_G_enf_totales1", "TI_OPT_edad22",








vardep="costo_medio",listconti=c("edad2", "edad", "edad_F"), 
listclass=c("oncologia_adultos", "TI_G_enf_totales1", "TI_OPT_edad22",







vardep="costo_medio",listconti=c("edad2", "edad", "edad_F"), 
listclass=c("oncologia_adultos", "TI_G_enf_totales1", "TI_OPT_edad22",
































 "reumatologia_colageno", "VIH", 









 "reumatologia_colageno", "VIH", 









 "reumatologia_colageno", "VIH", 











































 "reumatologia_colageno", "VIH", 























source("cruzada gbm continua.R") 
 
 









control<-trainControl(method = "cv",number=4,savePredictions = "all") 
 
#MINER 
gbm<- train(costo_medio~edad2+ edad+ edad_F+ oncologia_adultos+











gbm2<- train(costo_medio~edad+ edad2+ TI_G_enf_totales1+












gbm3<- train(costo_medio~dias_afiliacion+ edad2+ menos1+ dialisis+
 oncologia_adultos+ reumatologia_colageno+ VIH+ TI_enf_totales1+











gbm4<- train(costo_medio~dias_afiliacion+ edad2+ menos1+ dialisis+
 oncologia_adultos+ reumatologia_colageno+ TI_enf_totales1+









# ESTUDIO DE EARLY STOPPING 
# Probamos a fijar algunos parÃ¡metros para ver como evoluciona 








control<-trainControl(method = "cv",number=4,savePredictions = "all") 
 
gbm5<- train(costo_medio~edad2+ edad+ edad_F+ oncologia_adultos+





















gbm6<- train(costo_medio~edad+ edad2+ TI_G_enf_totales1+















control<-trainControl(method = "cv",number=4,savePredictions = "all") 
 
gbm7<- train(costo_medio~dias_afiliacion+ edad2+ menos1+ dialisis+
 oncologia_adultos+ reumatologia_colageno+ VIH+ TI_enf_totales1+
















control<-trainControl(method = "cv",number=4,savePredictions = "all") 
 
gbm8<- train(costo_medio~dias_afiliacion+ edad2+ menos1+ dialisis+
 oncologia_adultos+ reumatologia_colageno+ TI_enf_totales1+














vardep="costo_medio",listconti=c("edad2", "edad", "edad_F"), 
listclass=c("oncologia_adultos", "TI_G_enf_totales1", "TI_OPT_edad22",






















 "reumatologia_colageno", "VIH", "TI_enf_totales1",

























































xgbm<- train(costo_medio~edad2+ edad+ edad_F+ oncologia_adultos+












xgbm2<- train(costo_medio~edad+ edad2+ TI_G_enf_totales1+










xgbm3<- train(costo_medio~dias_afiliacion+ edad2+ menos1+ dialisis+
 oncologia_adultos+ reumatologia_colageno+ VIH+ TI_enf_totales1+










xgbm4<- train(costo_medio~dias_afiliacion+ edad2+ menos1+ dialisis+
 oncologia_adultos+ reumatologia_colageno+ TI_enf_totales1+










# ESTUDIO DE EARLY STOPPING 
# Probamos a fijar algunos parÃ¡metros para ver como evoluciona 
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control<-trainControl(method = "cv",number=4,savePredictions = "all", 
classProbs=TRUE) 
 
xgbm9<- train(costo_medio~edad2+ edad+ edad_F+ oncologia_adultos+

















control<-trainControl(method = "cv",number=4,savePredictions = "all") 
 
 
xgbm5<- train(costo_medio~edad2+ edad+ edad_F+ oncologia_adultos+






















xgbm6<- train(costo_medio~edad+ edad2+ TI_G_enf_totales1+


















control<-trainControl(method = "cv",number=4,savePredictions = "all", 
classProbs=TRUE) 
xgbm10<- train(costo_medio~edad+ edad2+ TI_G_enf_totales1+





















xgbm7<- train(costo_medio~dias_afiliacion+ edad2+ menos1+ dialisis+
 oncologia_adultos+ reumatologia_colageno+ VIH+ TI_enf_totales1+






















xgbm11<- train(costo_medio~dias_afiliacion+ edad2+ menos1+ dialisis+
 oncologia_adultos+ reumatologia_colageno+ VIH+ TI_enf_totales1+





















xgbm8<- train(costo_medio~dias_afiliacion+ edad2+ menos1+ dialisis+
 oncologia_adultos+ reumatologia_colageno+ TI_enf_totales1+
















control<-trainControl(method = "cv",number=4,savePredictions = "all", 
classProbs=TRUE) 
xgbm12<- train(costo_medio~dias_afiliacion+ edad2+ menos1+ dialisis+
 oncologia_adultos+ reumatologia_colageno+ TI_enf_totales1+























vardep="costo_medio",listconti=c("edad2", "edad", "edad_F"), 
listclass=c("oncologia_adultos", "TI_G_enf_totales1", "TI_OPT_edad22",
 "TI_OPT_edad4", "TI_tipo2", "zona_2", "dialisis"), 
grupos=4,sinicio=1234,repe=50, 
min_child_weight=30,eta=0.01,nrounds=300,max_depth=5, 








 "VIH", "dialisis", "oncologia_adultos"), 
grupos=4,sinicio=1234,repe=50, 
min_child_weight=30,eta=0.01,nrounds=300,max_depth=5, 







 "VIH", "dialisis", "oncologia_adultos"), 
grupos=4,sinicio=1234,repe=50, 
min_child_weight=30,eta=0.01,nrounds=300,max_depth=5, 









 "reumatologia_colageno", "VIH", "TI_enf_totales1",
 "TI_enf_totales2", "TI_OPT_edad3"), 
grupos=4,sinicio=1234,repe=50, 
min_child_weight=30,eta=0.01,nrounds=300,max_depth=5, 







 "reumatologia_colageno", "VIH", "TI_enf_totales1",
 "TI_enf_totales2", "TI_OPT_edad3"), 
grupos=4,sinicio=1234,repe=50, 
min_child_weight=30,eta=0.01,nrounds=300,max_depth=5, 






































































































boxplot(data=uni,error~modelo, col="gray", main="Error", xlab="", 
ylab="") 
 





source("cruzada SVM continua lineal.R") 
source("cruzada SVM continua polinomial.R") 





# TUNEADO SVM CONTINUA 
# ************************** 
 




control<-trainControl(method = "cv",number=4, 




costo_medio~edad2+ edad+ edad_F+ oncologia_adultos+ TI_G_enf_totales1+












costo_medio~edad+ edad2+ TI_G_enf_totales1+ TI_enf_totales1+










costo_medio~dias_afiliacion+ edad2+ menos1+ dialisis+ oncologia_adultos+











costo_medio~dias_afiliacion+ edad2+ menos1+ dialisis+ oncologia_adultos+










vardep="costo_medio",listconti=c("edad2", "edad", "edad_F"), 
listclass=c("oncologia_adultos", "TI_G_enf_totales1", "TI_OPT_edad22",




















 "reumatologia_colageno", "VIH", "TI_enf_totales1",


























#  SVM Polinomial: PARAMETROS C, degree, scale 
 
# SVMgrid<-expand.grid(C=c(0.001,0.01,0.02, 0.03, 
0.04,0.05,0.1,1,5,10,20,40), 
#                      degree=c(2,3),scale=c(0.1,0.5,1,2,5)) 
# 
# 
# control<-trainControl(method = "cv", 
#  number=4,savePredictions = "all") 
# 
# 
# SVM<- train(data=databis, 
#             costo_medio~dialisis+TI_G_enf_totales1+TI_enf_totales1 
#             
+TI_enf_totales2+VIH+reumatologia_colageno+edad+edad2+edad_M, 
#             method="svmPoly",trControl=control, 













control<-trainControl(method = "cv", 






costo_medio~edad2+ edad+ edad_F+ oncologia_adultos+ TI_G_enf_totales1+








costo_medio~edad+ edad2+ TI_G_enf_totales1+ TI_enf_totales1+








costo_medio~dias_afiliacion+ edad2+ menos1+ dialisis+ oncologia_adultos+









costo_medio~dias_afiliacion+ edad2+ menos1+ dialisis+ oncologia_adultos+










vardep="costo_medio",listconti=c("edad2", "edad", "edad_F"), 
listclass=c("oncologia_adultos", "TI_G_enf_totales1", "TI_OPT_edad22",




















 "reumatologia_colageno", "VIH", "TI_enf_totales1",
















union1<-rbind(medias270,medias271, medias272, medias273) 
 
uni<-union1 








union1<-rbind(medias204,medias208, medias216, medias236, medias244, 
medias257, medias268, medias273) 
 
uni<-union1 














source("cruzadas ensamblado continuas TFM source.R") 
 
# Por hacer una prueba rapida, comparo regresion con rf en los 3 sets 
de variables. 
# Lo hago con el esquema de ensamblado, pero todavÃ?a sin ensamblar 









































































 "reumatologia_colageno", "TI_enf_totales1", "TI_enf_totales2",
 "TI_OPT_edad4"),grupos=grupos,sinicio=sinicio,repe=repe, 
min_child_weight=30,eta=0.01,nrounds=300,max_depth=5, 























#                         vardep=vardep,listconti=c("edad", "edad2",
 "dias_afiliacion"), 
#                         listclass=c("TI_G_enf_totales1",
 "TI_enf_totales2", "genero_F","TI_tipo2", "VIH", "dialisis",
 "menos1", "oncologia_adultos", 
#                                     "reumatologia_colageno",
 "zona_2", "TI_OPT_edad4"),grupos=grupos,sinicio=sinicio,repe=repe, 















# CONSTRUCCION DE TODOS LOS ENSAMBLADOS 
# SE UTILIZARAN LOS ARCHIVOS SURGIDOS DE LAS FUNCIONES LLAMADOS 
predi1,... 
 
unipredi<-cbind(predi65,predi66,predi67,predi68, predi69, predi70) 
 
# Esto es para eliminar columnas duplicadas 
unipredi<- unipredi[, !duplicated(colnames(unipredi))] 
 




















































"rf", "gbm", "xgbm", "svm", "predi81", "predi82", "predi83", 
"predi84", "predi85", "predi86", "predi87", "predi88", "predi89", 
"predi90", "predi91", "predi92", "predi93", "predi94", "predi95", 
"predi96", "predi97", "predi98", "predi99", "predi100", "predi101", 
"predi102", "predi103", "predi104", "predi105", "predi106", 
"predi107", 





































# ORDENACIÃ“N DEL FACTOR MODELO POR LAS MEDIAS EN ERROR 
# PARA EL GRÃ FICO 
 






#GRAFICOS PARA OBSERVAR PREDICCIONES DE DIFERENTES ALGORITMOS 
 
unipredi<-cbind(predi55,predi56,predi57,predi58,predi59,predi60) 
# Esto es para eliminar columnas duplicadas 
unipredi<- unipredi[, !duplicated(colnames(unipredi))] 
 























corrplot(matrizcorr, type = "upper", order = "hclust", 
tl.col ="black", tl.srt = 45,cl.lim=c(0,1),is.corr=FALSE) 
 
Resultados segunda parte 
 
#####MODELO DE DOS PARTES 
#PARTE 2 
## Partici???n de datos 
set.seed(2784) 
partitionIndex <- createDataPartition(costetotal$costo_medio, p=0.8, 
list=FALSE) 
data_train <- costomedio[partitionIndex,] 
data_test <- costomedio[-partitionIndex,] 
 
modelo3<-lm(costo_medio~dias_afiliacion+ edad2+ menos1+ dialisis+
 oncologia_adultos+ reumatologia_colageno+ TI_enf_totales1+















sse <- sum((testpredicted - testReal) ^ 2) 
sst <- sum((testReal - mean(testReal)) ^ 2) 






Modelización variable objetivo continua coste total 












# c("id_afiliado", "costo_medio", "edad", "dias_afiliacion", 
"dias_afil_porc", 
#   "menos1", "dialisis", "oncologia_adultos", 
"reumatologia_colageno", 
#   "VIH", "zona_1", "zona_2", "zona_4", "zona_5", "zona_9", 
"zona_10", 
#   "zona_11", "edad2", "edad_F", "edad_M", "TI_edad21", "TI_edad22", 
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#   "TI_G_enf_totales1", "TI_dias_afil1", "TI_dias_afil2", 
"TI_OPT_edad21", 
#   "TI_OPT_edad22", "TI_OPT_edad24", "TI_enf_totales1", 
"TI_enf_totales2", 
#   "TI_estado_afiliado1", "genero_F", "TI_tipo1", "TI_tipo2", 
"TI_OPT_edad1", 
#   "TI_OPT_edad2", "TI_OPT_edad3", "TI_OPT_edad4") 
 
#definicion de variables 
listconti<-c("edad", "dias_afiliacion", "dias_afil_porc","edad2", 
"edad_F","edad_M") 
listclass<-c("menos1", "dialisis", "oncologia_adultos", 
"reumatologia_colageno", 
"VIH", "zona_1", "zona_2", "zona_4", "zona_5", "zona_9", "zona_10", 
"zona_11", "TI_edad21", "TI_edad22", 
"TI_G_enf_totales1", "TI_dias_afil1", "TI_dias_afil2", 
"TI_OPT_edad21", 
"TI_OPT_edad22", "TI_OPT_edad24", "TI_enf_totales1", 
"TI_enf_totales2", 
"TI_estado_afiliado1", "genero_F", "TI_tipo1", "TI_tipo2", 
"TI_OPT_edad1", 
"TI_OPT_edad2", "TI_OPT_edad3", "TI_OPT_edad4") 
#las categoricas pasadas a dummies 
databis<-costetotal 
 
#estandarizar las variables continuas 
 





# Estandarizo solo las continuas y uno con las categoricas 
 












#permite comparar modelos, hacer validacion cruzada repetida, training 
test,  cambiar # nodos, no se puede 









# Preparo caret 
 
set.seed(sinicio) 




savePredictions = "all") 
 
# Aplico caret y construyo modelo 
 
avnnetgrid <-  expand.grid(size=size,decay=decay,bag=FALSE) 
 
avnnet<- train(formu,data=databis, 








preditest$Fold <- sapply(preditest$prueba, "[", 1) 




























# Estandarizo solo las continuas y uno con las categoricas 
 






# Preparo caret 
 
set.seed(sinicio) 
control<-trainControl(method = "repeatedcv", 
number=grupos,repeats=repe, 
savePredictions = "all") 
 












preditest$Fold <- sapply(preditest$prueba, "[", 1) 

























vardep="costo_medio",listconti=c("edad_M", "edad", "edad2"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales1", "TI_enf_totales2",







vardep="costo_medio",listconti=c("edad", "edad2", "dias_afiliacion"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales2", "genero_F",
 "TI_tipo2", "VIH", "dialisis", "menos1", "oncologia_adultos",





















# Training test repetido 




# EN LO SUCESIVO APLICAMOS VALIDACIÃ“N CRUZADA REPETIDA 
 
set.seed(12345) 
# ValidaciÃ³n cruzada repetida 
control<-trainControl(method = 




# avNNet: parÃ¡metros 
# Number of Hidden Units (size, numeric) 
# Weight Decay (decay, numeric) 



































redavnnet3<- train(costo_medio~edad+ edad2+ dias_afiliacion+
 TI_G_enf_totales1+ TI_enf_totales2+ genero_F+ TI_tipo2+ VIH+ dialisis+


































vardep="costo_medio",listconti=c("edad", "edad2", "dias_afiliacion"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales2", "genero_F",
 "TI_tipo2", "VIH", "dialisis", "menos1", "oncologia_adultos",












boxplot(data=union1,error~modelo, col="gray", main="ERROR") 
 









# VARIABLE CONTINUA 
# La funcion cruzadarf permite plantear bagging PARA VDEP CONTINUA 
# (para bagging hay que poner mtry=numero de variables independientes) 























 TI_G_enf_totales1+ TI_enf_totales2+ genero_F+ TI_tipo2+ VIH+ dialisis+




















vardep="costo_medio",listconti=c("edad_M", "edad", "edad2"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales1","TI_enf_totales2", 








vardep="costo_medio",listconti=c("edad", "edad2", "dias_afiliacion"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales2", "genero_F", 
"TI_tipo2", "VIH", "dialisis", "menos1", "oncologia_adultos", 





















vardep="costo_medio",listconti=c("edad_M", "edad", "edad2"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales1","TI_enf_totales2", 








vardep="costo_medio",listconti=c("edad", "edad2", "dias_afiliacion"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales2", "genero_F", 
"TI_tipo2", "VIH", "dialisis", "menos1", "oncologia_adultos", 



















vardep="costo_medio",listconti=c("edad_M", "edad", "edad2"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales1","TI_enf_totales2", 








vardep="costo_medio",listconti=c("edad", "edad2", "dias_afiliacion"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales2", "genero_F", 
"TI_tipo2", "VIH", "dialisis", "menos1", "oncologia_adultos", 










vardep="costo_medio",listconti=c("edad_M", "edad", "edad2"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales1","TI_enf_totales2", 






union1<-rbind(medias10,medias11,medias12, medias13, medias14, 
medias15, medias16, medias17, medias18, medias19) 
 
uni<-union1 
uni$modelo <- with(uni, reorder(modelo, error, mean)) 
 
par(cex.axis=1.2) 





































vardep="costo_medio",listconti=c("edad_M", "edad", "edad2"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales1","TI_enf_totales2", 









vardep="costo_medio",listconti=c("edad_M", "edad", "edad2"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales1","TI_enf_totales2", 







vardep="costo_medio",listconti=c("edad_M", "edad", "edad2"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales1","TI_enf_totales2", 








vardep="costo_medio",listconti=c("edad", "edad2", "dias_afiliacion"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales2", "genero_F", 
"TI_tipo2", "VIH", "dialisis", "menos1", "oncologia_adultos", 







vardep="costo_medio",listconti=c("edad", "edad2", "dias_afiliacion"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales2", "genero_F", 
"TI_tipo2", "VIH", "dialisis", "menos1", "oncologia_adultos", 







vardep="costo_medio",listconti=c("edad", "edad2", "dias_afiliacion"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales2", "genero_F", 
"TI_tipo2", "VIH", "dialisis", "menos1", "oncologia_adultos", 







vardep="costo_medio",listconti=c("edad", "edad2", "dias_afiliacion"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales2", "genero_F", 
"TI_tipo2", "VIH", "dialisis", "menos1", "oncologia_adultos", 









vardep="costo_medio",listconti=c("edad", "edad2", "dias_afiliacion"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales2", "genero_F", 
"TI_tipo2", "VIH", "dialisis", "menos1", "oncologia_adultos", 






























control<-trainControl(method = "cv",number=4,savePredictions = "all") 
 
#MINER 
gbm<- train(costo_medio~edad2+ edad+ oncologia_adultos+









gbm2<- train(costo_medio~edad_M+ edad+ edad2+ TI_G_enf_totales1+










gbm3<- train(costo_medio~edad+ edad2+ dias_afiliacion+
 TI_G_enf_totales1+ TI_enf_totales2+ genero_F+ TI_tipo2+ VIH+ dialisis+
 188 
 










# ESTUDIO DE EARLY STOPPING 
# Probamos a fijar algunos parÃ¡metros para ver como evoluciona 








control<-trainControl(method = "cv",number=4,savePredictions = "all") 
 
gbm4<- train(costo_medio~edad2+ edad+ oncologia_adultos+

















control<-trainControl(method = "cv",number=4,savePredictions = "all") 
 
gbm5<- train(costo_medio~edad_M+ edad+ edad2+ TI_G_enf_totales1+



















gbm6<- train(costo_medio~edad+ edad2+ dias_afiliacion+
 TI_G_enf_totales1+ TI_enf_totales2+ genero_F+ TI_tipo2+ VIH+ dialisis+





















vardep="costo_medio",listconti=c("edad_M", "edad", "edad2"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales1","TI_enf_totales2", 








vardep="costo_medio",listconti=c("edad", "edad2", "dias_afiliacion"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales2", 
"genero_F","TI_tipo2", "VIH", "dialisis", "menos1",
 "oncologia_adultos", 



































#   min_child_weight=5, 
#   eta=0.005, 
#   nrounds=500, 
#   max_depth=c(5,7,9,12),gamma=c(0,0.3, 0.5, 
0.7,1),colsample_bytree=c(0.8,1),subsample=c(0.8,1)) 
 




xgbm<- train(costo_medio~edad2+ edad+ oncologia_adultos+








xgbm2<- train(costo_medio~edad_M+ edad+ edad2+ TI_G_enf_totales1+








xgbm3<- train(costo_medio~edad+ edad2+ dias_afiliacion+
 TI_G_enf_totales1+ TI_enf_totales2+ genero_F+ TI_tipo2+ VIH+ dialisis+








# ESTUDIO DE EARLY STOPPING 
# Probamos a fijar algunos parÃ¡metros para ver como evoluciona 









control<-trainControl(method = "cv",number=4,savePredictions = "all") 
xgbm4<- train(costo_medio~edad2+ edad+ oncologia_adultos+
















control<-trainControl(method = "cv",number=4,savePredictions = "all") 
 
xgbm5<- train(costo_medio~edad_M+ edad+ edad2+ TI_G_enf_totales1+














control<-trainControl(method = "cv",number=4,savePredictions = "all") 
xgbm6<- train(costo_medio~edad+ edad2+ dias_afiliacion+
 TI_G_enf_totales1+ TI_enf_totales2+ genero_F+ TI_tipo2+ VIH+ dialisis+































vardep="costo_medio",listconti=c("edad_M", "edad", "edad2"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales1","TI_enf_totales2", 
"VIH", "dialisis", "oncologia_adultos"), 
grupos=4,sinicio=1234,repe=200, 
min_child_weight=30,eta=0.01,nrounds=300,max_depth=5, 






vardep="costo_medio",listconti=c("edad", "edad2", "dias_afiliacion"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales2", 
"genero_F","TI_tipo2", "VIH", "dialisis", "menos1",
 "oncologia_adultos", 
"reumatologia_colageno", "zona_2", "TI_OPT_edad4"), 
grupos=4,sinicio=1234,repe=200, 
min_child_weight=30,eta=0.01,nrounds=300,max_depth=5, 




#IMPORTANCIA cambiando numero minimo de observaciones 
medias43<-cruzadaxgbm(data=data, 
vardep="costo_medio",listconti=c("edad_M", "edad", "edad2"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales1","TI_enf_totales2", 
"VIH", "dialisis", "oncologia_adultos"), 
grupos=4,sinicio=1234,repe=200, 
min_child_weight=20,eta=0.01,nrounds=300,max_depth=5, 




#IMPORTANCIA sorteo de variables 
medias44<-cruzadaxgbm(data=data, 
vardep="costo_medio",listconti=c("edad_M", "edad", "edad2"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales1","TI_enf_totales2", 
"VIH", "dialisis", "oncologia_adultos"), 
grupos=4,sinicio=1234,repe=200, 
min_child_weight=30,eta=0.01,nrounds=300,max_depth=5, 




#IMPORTANCIA cambiando sorteo de variables y lambda 
medias45<-cruzadaxgbm(data=data, 
vardep="costo_medio",listconti=c("edad_M", "edad", "edad2"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales1","TI_enf_totales2", 
"VIH", "dialisis", "oncologia_adultos"), 
grupos=4,sinicio=1234,repe=200, 
min_child_weight=30,eta=0.01,nrounds=300,max_depth=5, 




#IMPORTANCIA cambiando sorteo de variables y obser 
medias46<-cruzadaxgbm(data=data, 
vardep="costo_medio",listconti=c("edad_M", "edad", "edad2"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales1","TI_enf_totales2", 










#IMPORTANCIA cambiando sorteo de variables y obser PROFUNDIDAD 10 
medias47<-cruzadaxgbm(data=data, 
vardep="costo_medio",listconti=c("edad_M", "edad", "edad2"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales1","TI_enf_totales2", 
"VIH", "dialisis", "oncologia_adultos"), 
grupos=4,sinicio=1234,repe=200, 
min_child_weight=30,eta=0.01,nrounds=300,max_depth=10, 








uni$modelo <- with(uni, reorder(modelo, error, mean)) 
 
par(cex.axis=1.2) 










source("cruzada SVM continua lineal.R") 
source("cruzada SVM continua polinomial.R") 
source("cruzada SVM continua RBF.R") 
 
# ************************** 
# TUNEADO SVM CONTINUA 
# ************************** 




control<-trainControl(method = "cv",number=4, 




costo_medio~edad2+ edad+ oncologia_adultos+ TI_enf_totales2+










costo_medio~edad_M+ edad+ edad2+ TI_G_enf_totales1+ TI_enf_totales1+








costo_medio~edad+ edad2+ dias_afiliacion+ TI_G_enf_totales1+
 TI_enf_totales2+ genero_F+ TI_tipo2+ VIH+ dialisis+ menos1+



















vardep="costo_medio",listconti=c("edad_M", "edad", "edad2"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales1","TI_enf_totales2", 







vardep="costo_medio",listconti=c("edad", "edad2", "dias_afiliacion"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales2", 
"genero_F","TI_tipo2", "VIH", "dialisis", "menos1",
 "oncologia_adultos", 








uni$modelo <- with(uni, reorder(modelo, error, mean)) 
par(cex.axis=1.2) 




#  SVM Polinomial: PARAMETROS C, degree, scale 
 




#                      degree=c(2,3),scale=c(0.1,0.5,1,2,5)) 
# control<-trainControl(method = "cv", 
#  number=4,savePredictions = "all") 
# 
# 
# SVM<- train(data=databis, 
#             costo_medio~dialisis+TI_G_enf_totales1+TI_enf_totales1 
#             
+TI_enf_totales2+VIH+reumatologia_colageno+edad+edad2+edad_M, 
#             method="svmPoly",trControl=control, 













control<-trainControl(method = "cv", 




costo_medio~edad2+ edad+ oncologia_adultos+ TI_enf_totales2+








costo_medio~edad_M+ edad+ edad2+ TI_G_enf_totales1+ TI_enf_totales1+








costo_medio~edad+ edad2+ dias_afiliacion+ TI_G_enf_totales1+
 TI_enf_totales2+ genero_F+ TI_tipo2+ VIH+ dialisis+ menos1+























vardep="costo_medio",listconti=c("edad_M", "edad", "edad2"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales1","TI_enf_totales2", 







vardep="costo_medio",listconti=c("edad", "edad2", "dias_afiliacion"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales2", 
"genero_F","TI_tipo2", "VIH", "dialisis", "menos1",
 "oncologia_adultos", 


































source("cruzadas ensamblado continuas TFM source.R") 
 
# Por hacer una prueba rapida, comparo regresion con rf en los 3 sets 
de variables. 
# Lo hago con el esquema de ensamblado, pero todavÃ-a sin ensamblar 
 197 
 







"VIH", "dialisis", "oncologia_adultos") 
 





# APLICACION CRUZADAS PARA ENSAMBLAR 
 
medias65<-cruzadalin(data=archivo, 
























vardep=vardep,listconti=c("edad", "edad2", "dias_afiliacion"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales2", 













vardep=vardep,listconti=c("edad", "edad2", "dias_afiliacion"), 
listclass=c("TI_G_enf_totales1", "TI_enf_totales2", 









































#                         vardep=vardep,listconti=c("edad", "edad2",
 "dias_afiliacion"), 
#                         listclass=c("TI_G_enf_totales1",
 "TI_enf_totales2", "genero_F","TI_tipo2", "VIH", "dialisis",
 "menos1", "oncologia_adultos", 
#                                     "reumatologia_colageno",
 "zona_2", "TI_OPT_edad4"),grupos=grupos,sinicio=sinicio,repe=repe, 















# CONSTRUCCION DE TODOS LOS ENSAMBLADOS 
 199 
 
# SE UTILIZARAN LOS ARCHIVOS SURGIDOS DE LAS FUNCIONES LLAMADOS 
predi1,... 
 
unipredi<-cbind(predi65,predi66,predi67,predi68, predi69, predi70) 
 
# Esto es para eliminar columnas duplicadas 
unipredi<- unipredi[, !duplicated(colnames(unipredi))] 
 

















































listado<-c("reg", "avnnet", "rf", "gbm", "xgbm", "svm", 
"predi81", "predi82", "predi83", 
 




"predi90", "predi91", "predi92", "predi93", "predi94", "predi95", 
 
"predi96", "predi97", "predi98", "predi99", "predi100", "predi101", 
 
"predi102", "predi103", "predi104", "predi105", "predi106", 
"predi107", 
 




































# ORDENACIÃ“N DEL FACTOR MODELO POR LAS MEDIAS EN ERROR 
# PARA EL GRÃ FICO 
 





#GRAFICOS PARA OBSERVAR PREDICCIONES DE DIFERENTES ALGORITMOS 
 
unipredi<-cbind(predi55,predi56,predi57,predi58,predi59,predi60) 
# Esto es para eliminar columnas duplicadas 
unipredi<- unipredi[, !duplicated(colnames(unipredi))] 
 















corrplot(matrizcorr, type = "upper", order = "hclust", 

















partitionIndex <- createDataPartition(costefinal$costo_medio, p=0.8, 
list=FALSE) 
data_train <- costefinal[partitionIndex,] 
data_test <- costefinal[-partitionIndex,] 
 
modelo2<-lm(costo_medio~edad_M+ edad+ edad2+ TI_G_enf_totales1+

















sse <- sum((testpredicted - testReal) ^ 2) 
sst <- sum((testReal - mean(testReal)) ^ 2) 
1 - sse/sst 
} 
Códigos utilizados en SAS Base 
 
Modelo de dos partes Variable objetivo binaria (Parte 1) 
libname discoc 'C:\ '; 





proc freq data=binario;run; 
proc contents data=binario out=sal;run;quit; 





continuas edad_F edad_M dias_afiliacion edad edad2 
 
TI_edad21 TI_edad22 TI_edad23 TI_G_enf_totales1 TI_G_enf_totales0 
TI_dias_afil1 TI_dias_afil2 TI_dias_afil3 TI_OPT_edad21 TI_OPT_edad22 
TI_OPT_edad23 TI_OPT_edad24 
TI_enf_totales1 TI_enf_totales2 TI_enf_totales3 TI_estado_afiliado1 
TI_estado_afiliado2 genero_F 
M TI_tipo1 TI_tipo2 TI_tipo3 VIH dialisis  mas1 menos1 
oncologia_adultos reumatologia_colageno 
zona_1 zona_10 zona_11 zona_2 zona_4 zona_5 zona_9 
*/ 
 
ods output type3=parametros; 
proc logistic data=binario namelen=20 descending ; 
class ; 
model costo_binario=edad_F edad_M dias_afiliacion dias_afil_porc edad 
edad2 TI_edad21 TI_edad22 
TI_G_enf_totales1 TI_dias_afil1 TI_dias_afil2 TI_OPT_edad21 
TI_OPT_edad22 TI_OPT_edad24 TI_enf_totales1 
TI_enf_totales2 TI_estado_afiliado1 genero_F TI_tipo1 TI_tipo2 VIH 
dialisis mas1 menos1 oncologia_adultos 
reumatologia_colageno zona_1 zona_10 zona_11 zona_2 zona_4 zona_5 
zona_9 TI_OPT_edad1 TI_OPT_edad2 TI_OPT_edad3 TI_OPT_edad4 
/selection=stepwise; 
run;quit; 
data mode;length length effect $20. modelo $ 20000;retain modelo " 
";set parametros end=fin;effect=cat(' ',effect); 
if _n_ ne 1 then modelo=catt(modelo,' ',effect);if fin then output; 
run; 
data ;set mode;put modelo;run; 
 
 
ods output bestsubsets=modelos; 
proc logistic data=binario descending; 
model costo_binario=edad_F edad_M dias_afiliacion dias_afil_porc edad 
edad2 TI_edad21 TI_edad22 
TI_G_enf_totales1 TI_dias_afil1 TI_dias_afil2 TI_OPT_edad21 
TI_OPT_edad22 TI_OPT_edad24 TI_enf_totales1 
TI_enf_totales2 TI_estado_afiliado1 genero_F TI_tipo1 TI_tipo2 VIH 
dialisis menos1 oncologia_adultos 
reumatologia_colageno zona_1 zona_10 zona_11 zona_2 zona_4 zona_5 
zona_9 TI_OPT_edad1 TI_OPT_edad2 TI_OPT_edad3 TI_OPT_edad4 
/selection=score best=1 start=6 stop=10; 
run; 
data ;set modelos;put variablesinmodel;run; 
 
 





options nocenter linesize=256; 
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proc printto print="&directorio\kk.txt";run; 
data;file "&directorio\cosa2.txt" ;run; 
%do semilla=&sinicio %to &sfinal; 
proc surveyselect data=&data rate=&fracciontrain out=sal1234 
seed=&semilla;run; 
 
%if &listclass ne %then %do; 
ods output type3=parametros; 
proc logistic data=sal1234; 
class &listclass; 
model &vardepen= &modelo/ selection=stepwise; 
run; 
data parametros;length effect $20. modelo $ 20000;retain modelo " 
";set parametros end=fin;effect=cat(' ',effect); 





ods output  Logistic.ParameterEstimates=parametros; 
proc logistic data=sal1234; 
model &vardepen= &modelo/ selection=stepwise; 
run; 
%end; 
ods graphics off; 
ods html close; 
data;file "&directorio\cosa2.txt" mod;set parametros; 
%if &listclass ne %then %do; put variable @@;%end; 
%else %do; if _n_ ne 1 then put variable @@;%end; 
run; 
%end; 
proc printto ;run; 
data todos; 
infile "&directorio\cosa2.txt"; 
length efecto $ 400; 
input efecto @@; 
if efecto ne 'Intercept' then output; 
run; 
proc freq data=todos;tables efecto /out=sal;run; 
proc sort data=sal;by descending count; 




length efecto $ 300; 
input efecto $ &&; 
run; 
proc freq data=todos;tables efecto /out=sal;run; 
proc sort data=sal;by descending count; 
proc print data=sal;run; 





listclass=TI_edad21 TI_edad22 TI_G_enf_totales1 TI_dias_afil1 
TI_dias_afil2 TI_OPT_edad21 TI_OPT_edad22 TI_OPT_edad24 
TI_enf_totales1 TI_enf_totales2 TI_estado_afiliado1 genero_F TI_tipo1 
TI_tipo2 VIH dialisis menos1 oncologia_adultos reumatologia_colageno 
zona_1 zona_10 zona_11 zona_2 zona_4 zona_5 zona_9 TI_OPT_edad1




modelo=edad_F edad_M dias_afiliacion dias_afil_porc edad edad2 
TI_edad21 TI_edad22 TI_G_enf_totales1 TI_dias_afil1 TI_dias_afil2 
TI_OPT_edad21 TI_OPT_edad22 TI_OPT_edad24 TI_enf_totales1 
TI_enf_totales2 TI_estado_afiliado1 genero_F TI_tipo1 TI_tipo2 VIH 
dialisis menos1 oncologia_adultos reumatologia_colageno zona_1 zona_10 
zona_11 zona_2 zona_4 zona_5 zona_9 TI_OPT_edad1 TI_OPT_edad2












title ' '; 
data final;run; 
/* Bucle semillas */ 
%do semilla=&sinicio %to &sfinal; 
data dos;set &archivo;u=ranuni(&semilla); 
proc sort data=dos;by u;run; 
data dos (drop=nume); 
retain grupo 1; 
set dos nobs=nume; 
if _n_>grupo*nume/&ngrupos then grupo=grupo+1; 
run; 
data fantasma;run; 
%do exclu=1 %to &ngrupos; 
data tres;set dos;if grupo ne &exclu then vardep=&vardepen; 
proc logistic data=tres noprint;/*<<<<<******SE PUEDE QUITAR EL 
NOPRINT */ 
%if (&categor ne) %then %do;class &categor;model vardep=&conti 
&categor ;%end; 
%else %do;model vardep=&conti;%end; 
output out=sal p=predi;run; 
data sal2;set sal;pro=1-predi;if pro>0.5 then pre11=1; else pre11=0; 
if grupo=&exclu then output;run; 
proc freq data=sal2;tables pre11*&vardepen/out=sal3;run; 
data estadisticos (drop=count percent pre11 &vardepen); 
retain vp vn fp fn suma 0; 
set sal3 nobs=nume; 
suma=suma+count; 
if pre11=0 and &vardepen=0 then vn=count; 
if pre11=0 and &vardepen=1 then fn=count; 
if pre11=1 and &vardepen=0 then fp=count; 
if pre11=1 and &vardepen=1 then vp=count; 

















data fantasma;set fantasma estadisticos;run; 
%end; 
proc means data=fantasma sum noprint;var &objetivo; 
output out=sumaresi sum=suma mean=media; 
run; 
data sumaresi;set sumaresi;semilla=&semilla; 
data final (keep=suma media semilla);set final sumaresi;if suma=. then 
delete;run; 
%end; 
proc print data=final;run; 
%mend; 
 




categor=TI_dias_afil1 genero_F TI_tipo2 TI_estado_afiliado1 TI_edad21 
TI_G_enf_totales1 
TI_OPT_edad2 TI_OPT_edad3 zona_9 zona_2 zona_4 zona_5, 
ngrupos=4,sinicio=12345,sfinal=12445); 
data final1;set final;modelo=1; 
 
/* SELECCION IMPORTANCIA DE LA VARIABLE */ 
%cruzadalogistica 
(archivo=binario,vardepen=costo_binario, 
conti=edad edad2 edad_M edad_F, 
categor=TI_edad21 TI_G_enf_totales1 TI_enf_totales1 TI_enf_totales2, 
ngrupos=4,sinicio=12345,sfinal=12445); 
data final2;set final;modelo=2; 
 




categor=TI_edad21 TI_G_enf_totales1 TI_dias_afil1 TI_dias_afil2
 TI_estado_afiliado1 
genero_F TI_tipo2 zona_1 zona_4 zona_5 zona_9 TI_OPT_edad1 
TI_OPT_edad4, 
ngrupos=4,sinicio=12345,sfinal=12445); 
data final3;set final;modelo=3; 
 




categor=TI_edad21 TI_edad22 TI_G_enf_totales1 TI_estado_afiliado1 
genero_F 
TI_tipo2 zona_1 zona_4 zona_5 zona_9 TI_OPT_edad1 TI_OPT_edad4, 
ngrupos=4,sinicio=12345,sfinal=12445); 
data final4;set final;modelo=4; 
 
 
/*MEJOR CON 10*/ 
%cruzadalogistica 
(archivo=binario,vardepen=costo_binario, 
conti=edad_F edad_M edad2, 
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categor=TI_G_enf_totales1 TI_dias_afil1 TI_tipo2 zona_1 zona_5 zona_9
 TI_OPT_edad2, 
ngrupos=4,sinicio=12345,sfinal=12445); 
data final5;set final;modelo=5; 
 
data union;set final1 final2 final3 final4 final5; 










%do semilla=&seminicio %to &semifin; 
%do nodos=&inicionodos %to &finalnodos %by &increnodos; 
%neuralbinariabasica(archivo=binario, 
listconti=edad_F edad, 
listclass=TI_dias_afil1 genero_F TI_tipo2 TI_estado_afiliado1 TI_edad21 




data estadisticos;set estadisticos;nodos=&nodos;semilla=&semilla;run; 
data union;set union estadisticos;run; 
%end; 
%end; 
proc sort data=union;by nodos;run; 
proc boxplot data=union;plot (porcenVN porcenFN porcenVP porcenFP 











%do semilla=&seminicio %to &semifin; 
%do nodos=&inicionodos %to &finalnodos %by &increnodos; 
%neuralbinariabasica(archivo=binario, 
listconti=edad_F edad2 edad_M, 
listclass=TI_G_enf_totales1 TI_edad21 TI_tipo2 zona_5 zona_9
 oncologia_adultos TI_estado_afiliado1 TI_dias_afil1 F zona_1
 zona_11 zona_4, 
vardep=costo_binario,nodos=&nodos,corte=50,semilla=&semilla,porcen=0.8
0,algo=bprop mom=0.2 learn=0.01); 
data estadisticos;set estadisticos;nodos=&nodos;semilla=&semilla;run; 
data union;set union estadisticos;run; 
%end; 
%end; 
proc sort data=union;by nodos;run; 
proc boxplot data=union;plot (porcenVN porcenFN porcenVP porcenFP 
















%do semilla=&seminicio %to &semifin; 
%do nodos=&inicionodos %to &finalnodos %by &increnodos; 
%neuralbinariabasica(archivo=binario, 
listconti=edad edad2 edad_M edad_F, 
listclass=TI_edad21 TI_G_enf_totales1 TI_enf_totales1 TI_enf_totales2, 
vardep=costo_binario,nodos=&nodos,corte=50,semilla=&semilla,porcen=0.8
0,algo=levmar); 
data estadisticos;set estadisticos;nodos=&nodos;semilla=&semilla;run; 
data union;set union estadisticos;run; 
%end; 
%end; 
proc sort data=union;by nodos;run; 
proc boxplot data=union;plot (porcenVN porcenFN porcenVP porcenFP 












%do semilla=&seminicio %to &semifin; 
%do nodos=&inicionodos %to &finalnodos %by &increnodos; 
%neuralbinariabasica(archivo=binario, 
listconti=dias_afil_porc , 
listclass=TI_edad21 TI_edad22 TI_G_enf_totales1 TI_estado_afiliado1
 genero_F TI_tipo2 
zona_1 zona_4 zona_5 zona_9 TI_OPT_edad1 TI_OPT_edad4, 
vardep=costo_binario,nodos=&nodos,corte=50,semilla=&semilla,porcen=0.8
0,algo=levmar); 
data estadisticos;set estadisticos;nodos=&nodos;semilla=&semilla;run; 
data union;set union estadisticos;run; 
%end; 
%end; 
proc sort data=union;by nodos;run; 
proc boxplot data=union;plot (porcenVN porcenFN porcenVP porcenFP 















%do semilla=&seminicio %to &semifin; 
%do nodos=&inicionodos %to &finalnodos %by &increnodos; 
%neuralbinariabasica(archivo=binario, 
listconti=dias_afiliacion, 
listclass=TI_edad21 TI_G_enf_totales1 TI_dias_afil1 TI_dias_afil2
 TI_estado_afiliado1 genero_F 
TI_tipo2 zona_1 zona_4 zona_5 zona_9 TI_OPT_edad1 TI_OPT_edad4, 
vardep=costo_binario,nodos=&nodos,corte=50,semilla=&semilla,porcen=0.8
0,algo=levmar); 
data estadisticos;set estadisticos;nodos=&nodos;semilla=&semilla;run; 
data union;set union estadisticos;run; 
%end; 
%end; 
proc sort data=union;by nodos;run; 
proc boxplot data=union;plot (porcenVN porcenFN porcenVP porcenFP 













%do semilla=&seminicio %to &semifin; 
%do nodos=&inicionodos %to &finalnodos %by &increnodos; 
%neuralbinariabasica(archivo=binario, 
listconti=edad_F edad_M edad2, 
listclass=TI_G_enf_totales1 TI_dias_afil1 TI_tipo2 zona_1 zona_5
 zona_9 TI_OPT_edad2, 
vardep=costo_binario,nodos=&nodos,corte=50,semilla=&semilla,porcen=0.8
0,algo=levmar); 
data estadisticos;set estadisticos;nodos=&nodos;semilla=&semilla;run; 
data union;set union estadisticos;run; 
%end; 
%end; 
proc sort data=union;by nodos;run; 
proc boxplot data=union;plot (porcenVN porcenFN porcenVP porcenFP 












proc printto print="directorio\basura.txt"; run; 
 
/* Bucle semillas */ 
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%do semilla=&sinicio %to &sfinal; 
data dos;set &archivo;u=ranuni(&semilla); 
proc sort data=dos;by u;run; 
data dos (drop=nume); 
retain grupo 1; 
set dos nobs=nume; 
if _n_>grupo*nume/&ngrupos then grupo=grupo+1; 
run; 
data fantasma;run; 
%do exclu=1 %to &ngrupos; 
 
data trestr tresval; 
set dos;if grupo ne &exclu then output trestr;else output tresval; 




%if &categor ne %then %do;class &categor &vardepen;%end; 
run; 
proc neural data=trestr dmdbcat=catatres random=789 ; 
input &conti; 
%if &categor ne %then %do;input &categor /level=nominal;%end; 
target &vardepen /level=nominal; 
hidden &nodos /act=tanh;/*<<<<<******PARA DATOS LINEALES ACT=LIN 
(funci?nde activaci?n lineal) 
NORMALMENTE PARA DATOS NO LINEALES MEJOR ACT=TANH */ 
/* A PARTIR DE AQUI SON ESPECIFICACIONES DE LA RED, SE PUEDEN CAMBIAR 
O A?ADIR COMO PAR?METROS */ 
 
/*nloptions maxiter=500*/; 
netoptions randist=normal ranscale=0.15 random=15459; 
train maxiter=&early outest=mlpest technique=&meto; 
score data=tresval role=valid out=sal ; 
run; 
data sal2;set sal;pro=1-%str(p_&vardepen)0;if pro>0.5 then pre11=1; 
else pre11=0;run; 
proc freq data=sal2;tables pre11*&vardepen/out=sal3;run; 
 
data estadisticos (drop=count percent pre11 &vardepen); 
retain vp vn fp fn suma 0; 
set sal3 nobs=nume; 
suma=suma+count; 
if pre11=0 and &vardepen=0 then vn=count; 
if pre11=0 and &vardepen=1 then fn=count; 
if pre11=1 and &vardepen=0 then fp=count; 
if pre11=1 and &vardepen=1 then vp=count; 

















data fantasma;set fantasma estadisticos;run; 
%end; 
proc means data=fantasma sum noprint;var &objetivo; 
output out=sumaresi sum=suma mean=media; 
run; 
data sumaresi;set sumaresi;semilla=&semilla; 
data final (keep=suma media semilla);set final sumaresi;if suma=. then 
delete;run; 
%end; 
proc printto ; 













data final;set final;early=&early;run; 
data union;set union final;run; 
%end; 
title1 
h=1.5 j=c c=black "semilla=&sinicio" 
h=1 j=c c=green "NODOS OCULTOS: &nodos " " METODO: &meto "  ; 
; 
symbol1 c=red v=circle i=join pointlabel=("#tasafallos" h=1 c=red 
position=bottom  j=c); 
 












proc sort data=archivobase;by &vardep;run; 
 
proc surveyselect data=archivobase out=muestra outall N=&ene 
seed=&semilla; 
/*si se quiere estratificacion en el muestreo quitar los comentarios 
en strata*/ 
/* strata &vardep /alloc=proportional;*/run; 
data train valida;set muestra;if selected=1 then output train;else 
output valida;run; 
 
PROC DMDB DATA=train dmdbcat=cataprueba; 
target &vardep; 
var &listconti; 





%if &listclass ne %then %do; 
proc neural data=train dmdbcat=cataprueba; 
input  &listconti; 
input &listclass /level=nominal; 









proc neural data=train dmdbcat=cataprueba; 
input  &listconti; 








data salpredi;set salpredi;if p_&vardep.1>&corte/100 then 
predi1=1;else predi1=0;run; 
proc freq data=salpredi;tables predi1*&vardep/out=sal1;run; 
 
/* Cálculo de estadísticos */ 
 
data estadisticos (drop=count percent predi1 &vardep); 
retain vp vn fp fn suma 0; 
set sal1 nobs=nume; 
suma=suma+count; 
if predi1=0 and &vardep=0 then vn=count; 
if predi1=0 and &vardep=1 then fn=count; 
if predi1=1 and &vardep=0 then fp=count; 
if predi1=1 and &vardep=1 then vp=count; 
if _n_=nume then do; 











if vp=0 then precision=0; 
if vp=0 then sensi=0; 















PROC DMDB DATA=&archivo dmdbcat=catauno; 
target &vardep; 
var &listconti ; 
class &vardep &listclass; 
run; 
 
data ooo;set &archivo;run; 
data datos;set ooo nobs=nume;tr=int(&porcen*nume);call 
symput('tr',left(tr));u=ranuni(&semilla);run; 
proc sort data=datos;by u;run; 
data datos valida;set datos;if _n_>tr then output valida;else output 
datos;run; 
 
proc neural data=datos dmdbcat=catauno validata=valida graph; 
input &listconti / id=i; 
input &listclass / level=nominal; 
target &vardep / level=nominal id=o error=ENT; 
hidden &ocultos / id=h act=&acti; 
nloptions maxiter=10000; 
netoptions randist=normal ranscale=0.1 random=15115; 
prelim 0; 
train maxiter=10000 outest=mlpest estiter=1 technique=&meto; 
score data=datos out=mlpout outfit=mlpfit; 
score data=valida out=mlpout2 outfit=mlpfit2 role=valid; 
run; 
 
data mlpest2 ; 
k=3; 
retain iterepocas 0; 









set mlpest2 nobs=nume; 










data fin;j=&earlystop;set mlpest point=j;output;stop;run; 
 










h=2 box=1 j=c c=red 'TRAIN' c=blue '  VALIDA' 
h=1.5 j=c c=black "EARLY STOPPING=&earlystop " "semilla=&semilla" 
h=1 j=c c=green "NODOS OCULTOS: &ocultos  " " METODO: &meto "  
"ACTIVACIÓN: &acti" 
h=1 j=c c=black "EL ERROR ES EL VALOR DE LA ENTROPÍA"; 
; 
 
symbol1 c=red v=circle i=join pointlabel=("#cosa1" h=1 c=red 
position=bottom  j=c); 




proc gplot data=mlpest;plot _OBJERR_ *_iter_=1 _VOBJERR_*_iter_=2 
/overlay href=&earlystop vaxis=axis1 haxis=axis1 ;run; 
 
proc print data=fin; 






/* VALIDACION EARLY STOPPING Conjunto MINER */ 
%redneuronalbinaria(archivo=binario,listclass=TI_dias_afil1 genero_F
 TI_tipo2 TI_estado_afiliado1 TI_edad21 TI_G_enf_totales1






 TI_tipo2 TI_estado_afiliado1 TI_edad21 TI_G_enf_totales1






 TI_tipo2 TI_estado_afiliado1 TI_edad21 TI_G_enf_totales1






/* VALIDACION EARLY STOPPING Conjunto IMPORTANCIA con 3 */ 
%redneuronalbinaria(archivo=binario,listclass=TI_edad21
 TI_G_enf_totales1 TI_enf_totales1 TI_enf_totales2, 






 TI_G_enf_totales1 TI_enf_totales1 TI_enf_totales2, 







 TI_G_enf_totales1 TI_enf_totales1 TI_enf_totales2, 




/* VALIDACION EARLY STOPPING Conjunto IMPORTANCIA con 5 */ 
%redneuronalbinaria(archivo=binario,listclass=TI_edad21
 TI_G_enf_totales1 TI_enf_totales1 TI_enf_totales2, 






 TI_G_enf_totales1 TI_enf_totales1 TI_enf_totales2, 





 TI_G_enf_totales1 TI_enf_totales1 TI_enf_totales2, 




/* VALIDACION EARLY STOPPING Conjunto ALEATORIA 1*/ 
%redneuronalbinaria(archivo=binario,listclass=TI_edad21
 TI_G_enf_totales1TI_dias_afil1 TI_dias_afil2TI_estado_afiliado1 







 TI_G_enf_totales1TI_dias_afil1 TI_dias_afil2TI_estado_afiliado1 







 TI_G_enf_totales1TI_dias_afil1 TI_dias_afil2TI_estado_afiliado1 







/* VALIDACION EARLY STOPPING Conjunto ALEATORIA 2 con 3 nodos*/ 
%redneuronalbinaria(archivo=binario,listclass=TI_edad21 TI_edad22 
TI_G_enf_totales1 TI_estado_afiliado1 genero_F TI_tipo2 








TI_G_enf_totales1 TI_estado_afiliado1 genero_F TI_tipo2 






TI_G_enf_totales1 TI_estado_afiliado1 genero_F TI_tipo2 





/* VALIDACION EARLY STOPPING Conjunto ALEATORIA 2 con 7 nodos*/ 
%redneuronalbinaria(archivo=binario,listclass=TI_edad21 TI_edad22 
TI_G_enf_totales1 TI_estado_afiliado1 genero_F TI_tipo2 






TI_G_enf_totales1 TI_estado_afiliado1 genero_F TI_tipo2 






TI_G_enf_totales1 TI_estado_afiliado1 genero_F TI_tipo2 






/* VALIDACION EARLY STOPPING Conjunto mejor con 10*/ 
%redneuronalbinaria(archivo=binario,listclass=TI_G_enf_totales1
 TI_dias_afil1 TI_tipo2 zona_1 zona_5 zona_9 TI_OPT_edad2, 






 TI_dias_afil1 TI_tipo2 zona_1 zona_5 zona_9 TI_OPT_edad2, 





 TI_dias_afil1 TI_tipo2 zona_1 zona_5 zona_9 TI_OPT_edad2, 












title ' '; 
data final;run; 
proc printto print=&basura; 
 
/* Bucle semillas */ 
%do semilla=&sinicio %to &sfinal; 
data dos;set &archivo;u=ranuni(&semilla); 
proc sort data=dos;by u;run; 
data dos (drop=nume); 
retain grupo 1; 
set dos nobs=nume; 
if _n_>grupo*nume/&ngrupos then grupo=grupo+1; 
run; 
data fantasma;run; 
%do exclu=1 %to &ngrupos; 
 
data trestr tresval; 
set dos;if grupo ne &exclu then output trestr;else output tresval; 




%if &categor ne %then %do;class &categor &vardepen;%end; 
run; 
proc neural data=trestr dmdbcat=catatres random=789 ; 
input &conti; 
%if &categor ne %then %do;input &categor /level=nominal;%end; 
target &vardepen /level=nominal; 
hidden &nodos /acti=&acti;/*<<<<<******PARA DATOS LINEALES ACT=LIN 
(funciónde activación lineal) 
NORMALMENTE PARA DATOS NO LINEALES MEJOR ACT=TANH */ 
/* A PARTIR DE AQUI SON ESPECIFICACIONES DE LA RED, SE PUEDEN CAMBIAR 
O AÑADIR COMO PARÁMETROS */ 
 
/*nloptions maxiter=500*/; 
netoptions randist=normal ranscale=0.15 random=15459; 
/* Si se desea hacer early stopping se pone prelim 0 y se marca como 
comentario 
la línea prelim 15...*/ 
/*prelim 0 */ 
prelim 15 preiter=10 pretech=&algo; 
train maxiter=&early outest=mlpest technique=&algo; 
score data=tresval role=valid out=sal ; 
run; 
data sal2;set sal;pro=1-%str(p_&vardepen)0;if pro>0.5 then pre11=1; 
else pre11=0;run; 
proc freq data=sal2;tables pre11*&vardepen/out=sal3;run; 
 
data estadisticos (drop=count percent pre11 &vardepen); 
retain vp vn fp fn suma 0; 
set sal3 nobs=nume; 
suma=suma+count; 
if pre11=0 and &vardepen=0 then vn=count; 
if pre11=0 and &vardepen=1 then fn=count; 
if pre11=1 and &vardepen=0 then fp=count; 
if pre11=1 and &vardepen=1 then vp=count; 
















data fantasma;set fantasma estadisticos;run; 
%end; 
proc means data=fantasma sum noprint;var &objetivo; 
output out=sumaresi sum=suma mean=media; 
run; 
data sumaresi;set sumaresi;semilla=&semilla; 
data final (keep=suma media semilla);set final sumaresi;if suma=. then 
delete;run; 
%end; 
proc printto ; 




/*REDES CONJUNTO MINER */ 
/*BPROP o.2 0.1 */ 
%cruzadabinarianeural(archivo=binario,vardepen=costo_binario, 
conti=edad_F edad, 
categor=TI_dias_afil1 genero_F TI_tipo2 TI_estado_afiliado1 TI_edad21 
TI_G_enf_totales1 TI_OPT_edad2 TI_OPT_edad3 zona_9 zona_2 zona_4
 zona_5, 
ngrupos=4,sinicio=12345,sfinal=12445,nodos=3,acti=tanh,early=200,algo=
bprop mom=0.2 learn=0.01); 




categor=TI_dias_afil1 genero_F TI_tipo2 TI_estado_afiliado1 TI_edad21 








categor=TI_dias_afil1 genero_F TI_tipo2 TI_estado_afiliado1 TI_edad21 








categor=TI_dias_afil1 genero_F TI_tipo2 TI_estado_afiliado1 TI_edad21 











categor=TI_dias_afil1 genero_F TI_tipo2 TI_estado_afiliado1 TI_edad21 




data final12;set final;modelo=12; 
 
/*REDES CONJUNTO IMPORTANCIA*/ 
%cruzadabinarianeural(archivo=binario,vardepen=costo_binario, 
conti=edad_F edad, 
categor=TI_dias_afil1 genero_F TI_tipo2 TI_estado_afiliado1 TI_edad21 
TI_G_enf_totales1 TI_OPT_edad2 TI_OPT_edad3 zona_9 zona_2 zona_4
 zona_5, 
ngrupos=4,sinicio=12345,sfinal=12445,nodos=3,acti=tanh,early=200,algo=
bprop mom=0.2 learn=0.01); 




categor=TI_dias_afil1 genero_F TI_tipo2 TI_estado_afiliado1 TI_edad21 
TI_G_enf_totales1 TI_OPT_edad2 TI_OPT_edad3 zona_9 zona_2 zona_4
 zona_5, 
ngrupos=4,sinicio=12345,sfinal=12445,nodos=5,acti=tanh,early=200,algo=
bprop mom=0.2 learn=0.01); 




categor=TI_dias_afil1 genero_F TI_tipo2 TI_estado_afiliado1 TI_edad21 








categor=TI_dias_afil1 genero_F TI_tipo2 TI_estado_afiliado1 TI_edad21 








categor=TI_dias_afil1 genero_F TI_tipo2 TI_estado_afiliado1 TI_edad21 










categor=TI_dias_afil1 genero_F TI_tipo2 TI_estado_afiliado1 TI_edad21 









categor=TI_dias_afil1 genero_F TI_tipo2 TI_estado_afiliado1 TI_edad21 




data final19;set final;modelo=19; 
 
 
data union;set final13 final14 final15 final16 final17 final18 
final19; 
proc boxplot data=union;plot media*modelo;run; 
 




categor=TI_edad21 TI_G_enf_totales1 TI_dias_afil1 TI_dias_afil2 
TI_estado_afiliado1 genero_F TI_tipo2 zona_1 zona_4 zona_5 zona_9 
TI_OPT_edad1  TI_OPT_edad4, 
ngrupos=4,sinicio=12345,sfinal=12445,nodos=3,acti=tanh,early=200,algo=
bprop mom=0.2 learn=0.1); 




categor=TI_edad21 TI_G_enf_totales1 TI_dias_afil1 TI_dias_afil2 
TI_estado_afiliado1 genero_F TI_tipo2 zona_1 zona_4 zona_5 zona_9 
TI_OPT_edad1  TI_OPT_edad4, 
ngrupos=4,sinicio=12345,sfinal=12445,nodos=3,acti=tanh,early=200,algo=
levmar); 




categor=TI_edad21 TI_G_enf_totales1 TI_dias_afil1 TI_dias_afil2 
TI_estado_afiliado1 genero_F TI_tipo2 zona_1 zona_4 zona_5 zona_9 
TI_OPT_edad1  TI_OPT_edad4, 
ngrupos=4,sinicio=12345,sfinal=12445,nodos=3,acti=log,early=200,algo=l
evmar); 
data final22;set final;modelo=22; 
 
data union;set final20 final21 final22; 
proc boxplot data=union;plot media*modelo;run; 
 
 
/*REDES CONJUNTO ALEATORIA 2 */ 
%cruzadabinarianeural(archivo=binario,vardepen=costo_binario, 
conti=dias_afil_porc dias_afiliacion, 
categor=TI_edad21 TI_edad22 TI_G_enf_totales1 TI_estado_afiliado1 
genero_F TI_tipo2 zona_1 zona_4 
 220 
 
zona_5 zona_9 TI_OPT_edad1 TI_OPT_edad4, 
ngrupos=4,sinicio=12345,sfinal=12445,nodos=3,acti=tanh,early=200,algo=
bprop mom=0.2 learn=0.1); 




categor=TI_edad21 TI_edad22 TI_G_enf_totales1 TI_estado_afiliado1 
genero_F TI_tipo2 zona_1 zona_4 
zona_5 zona_9 TI_OPT_edad1 TI_OPT_edad4, 
ngrupos=4,sinicio=12345,sfinal=12445,nodos=3,acti=tanh,early=11,algo=l
evmar); 




categor=TI_edad21 TI_edad22 TI_G_enf_totales1 TI_estado_afiliado1 
genero_F TI_tipo2 zona_1 zona_4 
zona_5 zona_9 TI_OPT_edad1 TI_OPT_edad4, 
ngrupos=4,sinicio=12345,sfinal=12445,nodos=7,acti=tanh,early=10,algo=l
evmar); 




categor=TI_edad21 TI_edad22 TI_G_enf_totales1 TI_estado_afiliado1 
genero_F TI_tipo2 zona_1 zona_4 
zona_5 zona_9 TI_OPT_edad1 TI_OPT_edad4, 
ngrupos=4,sinicio=12345,sfinal=12445,nodos=3,acti=log,early=11,algo=le
vmar); 
data final26;set final;modelo=26; 
 
/*REDES MEJOR CON 10 */ 
%cruzadabinarianeural(archivo=binario,vardepen=costo_binario, 
conti=edad_F edad_M edad2, 
categor=TI_G_enf_totales1 TI_dias_afil1 TI_tipo2 zona_1 zona_5 zona_9
 TI_OPT_edad2, 
ngrupos=4,sinicio=12345,sfinal=12445,nodos=3,acti=tanh,early=8,algo=bp
rop mom=0.2 learn=0.1); 
data final27;set final;modelo=27; 
 
%cruzadabinarianeural(archivo=binario,vardepen=costo_binario, 
conti=edad_F edad_M edad2, 




data final28;set final;modelo=28; 
 
%cruzadabinarianeural(archivo=binario,vardepen=costo_binario, 
conti=edad_F edad_M edad2, 




data final29;set final;modelo=29; 
 
data union;set final27 final28 final29; 
 




/* Mejor red de cada conjunto */ 
data union;set final12 final17 final21 final24 final29; 
proc boxplot data=union;plot media*modelo;run; 
 
/* ARBOLES - BAGGING, RANDOM SELECT Y GRADIENT BOOSTING */ 
 







/* Bucle semillas */ 
%do semilla=&sinicio %to &sfinal; 
 
data dos;set &archivo;u=ranuni(&semilla); 
proc sort data=dos;by u;run; 
data dos ; 
retain grupo 1; 
set dos nobs=nume; 






%do exclu=1 %to &ngrupos; 
data tres;set dos;if grupo ne &exclu then vardep=&vardep; 
 
 
ods listing close; 
















ods listing ; 
 
data salo;merge salo tres; 




proc freq data=salo;tables pre11*&vardep/out=sal3;run; 
data estadisticos (drop=count percent pre11 &vardep); 
retain vp vn fp fn suma 0; 
set sal3 nobs=nume; 
suma=suma+count; 
if pre11=0 and &vardep=0 then vn=count; 
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if pre11=0 and &vardep=1 then fn=count; 
if pre11=1 and &vardep=0 then fp=count; 
if pre11=1 and &vardep=1 then vp=count; 















data fantasma;set fantasma estadisticos;run; 
 
%end;/* fin grupos */ 
proc means data=fantasma sum noprint;var &objetivo; 
output out=sumaresi sum=suma mean=media; 
run; 
data sumaresi;set sumaresi;semilla=&semilla; 
data final (keep=suma media semilla);set final sumaresi;if suma=. then 
delete;run; 
%end;/* fin semillas validación cruzada repetida*/ 
 
 














/* Bucle semillas */ 
%do semilla=&sinicio %to &sfinal; 
data dos;set &archivo;u=ranuni(&semilla); 
proc sort data=dos;by u;run; 
data dos ; 
retain grupo 1; 
set dos nobs=nume; 
if _n_>grupo*nume/&ngrupos then grupo=grupo+1; 
run; 
data fantasma;run; 
%do exclu=1 %to &ngrupos; 
data tres;set dos;if grupo ne &exclu then vardep=&vardepen; 
 
proc treeboost data=tres 
exhaustive=1000 intervaldecimals=max 
leafsize=&leafsize iterations=&iteraciones maxbranch=&maxbranch 
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maxdepth=&maxdepth mincatsize=&mincatsize missing=useinsearch 
shrinkage=&shrink 
splitsize=&minobs; 




target vardep /level=binary; 




data sal2;set sal;pro=1-p_vardep0;if pro>0.5 then pre11=1; else 
pre11=0; 
if grupo=&exclu then output;run; 
proc freq data=sal2;tables pre11*&vardepen/out=sal3;run; 
data estadisticos (drop=count percent pre11 &vardepen); 
retain vp vn fp fn suma 0; 
set sal3 nobs=nume; 
suma=suma+count; 
if pre11=0 and &vardepen=0 then vn=count; 
if pre11=0 and &vardepen=1 then fn=count; 
if pre11=1 and &vardepen=0 then fp=count; 
if pre11=1 and &vardepen=1 then vp=count; 















data fantasma;set fantasma estadisticos;run; 
%end; 
proc means data=fantasma sum noprint;var &objetivo; 
output out=sumaresi sum=suma mean=media; 
run; 
data sumaresi;set sumaresi;semilla=&semilla; 
data final (keep=suma media semilla);set final sumaresi;if suma=. then 
delete;run; 
%end; 




/*BAGGING ALEATORIA 2*/ 
%cruzadarandomforestbin(archivo=binario,vardep=costo_binario,conti=dia
s_afil_porc dias_afiliacion, 
categor=TI_edad21 TI_edad22 TI_G_enf_totales1 TI_estado_afiliado1







data final30;set final;modelo=30; 
 
 
/*BAGGING porcentbag */ 
%cruzadarandomforestbin(archivo=binario,vardep=costo_binario,conti=dia
s_afil_porc dias_afiliacion, 
categor=TI_edad21 TI_edad22 TI_G_enf_totales1 TI_estado_afiliado1









categor=TI_edad21 TI_edad22 TI_G_enf_totales1 TI_estado_afiliado1










categor=TI_edad21 TI_edad22 TI_G_enf_totales1 TI_estado_afiliado1









categor=TI_edad21 TI_edad22 TI_G_enf_totales1 TI_estado_afiliado1





data final34;set final;modelo=34; 
 
data union;set final30 final31 final32 final33 final34; 
proc boxplot data=union;plot media*modelo;run; 
 
Modelización variable objetivo continua coste total 
libname Discoc 'C:\'; 
data uno;set discoc.costomedio;run; 
 




options nocenter linesize=256; 
proc printto print="&directorio\kk.txt";run; 
data _null_;file "&directorio\cosa.txt" linesize=2000;run; 
%do semilla=&sinicio %to &sfinal; 
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proc surveyselect data=&data rate=&fracciontrain out=sal1234 
seed=&semilla;run; 
ods output   SelectionSummary=modelos; 
ods output    SelectedEffects=efectos; 
ods output    Glmselect.SelectedModel.FitStatistics=ajuste; 
proc glmselect data=sal1234  plots=all seed=&semilla; 
class &listclass; 
model &vardepen= &modelo/ selection=stepwise(select=&criterio 
choose=&criterio) details=all stats=all; 
run; 
ods graphics off; 
ods html close; 
data union;i=5;set efectos;set ajuste point=i;run; 
data _null_;semilla=&semilla;file "&directorio\cosa.txt" mod 
linesize=2000;set union;put effects ;run; 
%end; 
proc printto ;run; 
data todos; 
infile "&directorio\cosa.txt" linesize=2000; 
length efecto $ 1000; 
input efecto @@; 
if efecto ne 'Intercept' then output; 
run; 
proc freq data=todos;tables efecto /out=sal;run; 
proc sort data=sal;by descending count; 
proc print data=sal;run; 
 
data todos; 
infile "&directorio\cosa.txt" linesize=2000; 
length efecto $ 1000; 
input efecto $ &&; 
run; 
proc freq data=todos;tables efecto /out=salefec;run; 
proc sort data=salefec;by descending count; 
proc print data=salefec;run; 





listclass=TI_edad21 TI_edad22 TI_G_enf_totales1 TI_dias_afil1 
TI_dias_afil2 TI_OPT_edad21 TI_OPT_edad22 TI_OPT_edad24 
TI_enf_totales1 TI_enf_totales2 TI_estado_afiliado1 genero_F TI_tipo1 
TI_tipo2 VIH dialisis menos1 oncologia_adultos reumatologia_colageno 
zona_1 zona_10 zona_11 zona_2 zona_4 zona_5 zona_9 TI_OPT_edad1
 TI_OPT_edad2 TI_OPT_edad3 TI_OPT_edad4, 
vardepen=costo_medio, 
modelo=edad_F edad_M dias_afiliacion dias_afil_porc edad edad2 
TI_edad21 TI_edad22 TI_G_enf_totales1 TI_dias_afil1 TI_dias_afil2 
TI_OPT_edad21 TI_OPT_edad22 TI_OPT_edad24 TI_enf_totales1 
TI_enf_totales2 TI_estado_afiliado1 genero_F TI_tipo1 TI_tipo2 VIH 
dialisis menos1 oncologia_adultos reumatologia_colageno zona_1 zona_10 
zona_11 zona_2 zona_4 zona_5 zona_9 TI_OPT_edad1 TI_OPT_edad2









/* Se realiza random select con las variables pre seleccionadas en el 




listclass=TI_edad21 TI_edad22 TI_G_enf_totales1 TI_dias_afil1 
TI_dias_afil2 TI_OPT_edad21 TI_OPT_edad22 TI_OPT_edad24 
TI_enf_totales1 TI_enf_totales2 TI_estado_afiliado1 genero_F TI_tipo1 
TI_tipo2 VIH dialisis menos1 oncologia_adultos reumatologia_colageno 
zona_1 zona_10 zona_11 zona_2 zona_4 zona_5 zona_9 TI_OPT_edad1
 TI_OPT_edad2 TI_OPT_edad3 TI_OPT_edad4, 
vardepen=costo_medio, 
modelo=edad_F edad_M dias_afiliacion dias_afil_porc edad edad2 
TI_edad21 TI_edad22 TI_G_enf_totales1 TI_dias_afil1 TI_dias_afil2 
TI_OPT_edad21 TI_OPT_edad22 TI_OPT_edad24 TI_enf_totales1 
TI_enf_totales2 TI_estado_afiliado1 genero_F TI_tipo1 TI_tipo2 VIH 
dialisis menos1 oncologia_adultos reumatologia_colageno zona_1 zona_10 
zona_11 zona_2 zona_4 zona_5 zona_9 TI_OPT_edad1 TI_OPT_edad2







Los mejores 5 set de datos se corren con validacion cruzada repetida 









%do semilla=&sinicio %to &sfinal; 
data dos;set &archivo;u=ranuni(&semilla); 
proc sort data=dos;by u;run; 
data dos; 
retain grupo 1; 
set dos nobs=nume; 
if _n_>grupo*nume/&ngrupos then grupo=grupo+1; 
run; 
data fantasma;run; 
%do exclu=1 %to &ngrupos; 
data tres;set dos;if grupo ne &exclu then vardep=&vardepen; 
proc glm data=tres noprint; 
%if &categor ne %then %do;class &categor;model vardep=&conti 
&categor;%end; 
%else %do;model vardep=&conti;%end; 
output out=sal p=predi;run; 
data sal;set sal;resi2=(&vardepen-predi)**2;if grupo=&exclu then 
output;run; 
data fantasma;set fantasma sal;run; 
%end; 
proc means data=fantasma sum noprint;var resi2; 
output out=sumaresi sum=suma mean=media; 
run; 
data sumaresi;set sumaresi;semilla=&semilla; 









/* Modelo 1 seleccion miner */ 
%cruzada(archivo=uno,vardepen=costo_medio, 
conti=edad2 edad edad_F , 
categor=oncologia_adultos TI_G_enf_totales1 TI_OPT_edad22
 TI_OPT_edad4 TI_tipo2 zona_2 dialisis, 
ngrupos=10,sinicio=12345,sfinal=12545); 
data final1;set final;modelo=1; 
 
/*Modelo 2 importancia*/ 
%cruzada(archivo=uno,vardepen=costo_medio, 
conti=edad edad2 edad_M , 
categor=dialisis TI_G_enf_totales1 TI_enf_totales1 TI_enf_totales2
 VIH reumatologia_colageno, 
ngrupos=10,sinicio=12345,sfinal=12545); 
data final2;set final;modelo=2; 
 
/*Modelo 3 random 1*/ 
%cruzada(archivo=uno,vardepen=costo_medio, 
conti=dias_afiliacion edad2, 
categor=menos1 dialisis oncologia_adultos reumatologia_colageno VIH
 TI_enf_totales1 TI_enf_totales2 TI_OPT_edad3, 
ngrupos=10,sinicio=12345,sfinal=12445); 
data final3;set final;modelo=3; 
 
/*Modelo 4*random 2 */ 
%cruzada(archivo=uno,vardepen=costo_medio, 
conti=dias_afiliacion edad2, 
categor=menos1 dialisis oncologia_adultos reumatologia_colageno
 TI_enf_totales1 TI_enf_totales2 TI_OPT_edad4, 
ngrupos=10,sinicio=12345,sfinal=12445); 
data final4;set final;modelo=4; 
 
data union;set final1 final2 final3 final4; 
proc boxplot data=union;plot media*modelo;run; 
 
 




/* SI SE QUIERE COMPARAR POR EJEMPLO NÚMERO DE NODOS POR VALIDACIÓN 







/*Si no se quiere información en output usar esto (cambiar el archivo 
de destino): 
proc printto print='&directorio\basura.txt'; 
C:\Users\felip\Desktop\TFM R 
*/ 
proc printto print="&directorio\basura.txt"; 
data final;run; 
%do semilla=&sinicio %to &sfinal; 
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data dos;set &archivo;u=ranuni(&semilla); 
proc sort data=dos;by u;run; 
data dos (drop=nume); 
retain grupo 1; 
set dos nobs=nume; 
if _n_>grupo*nume/&ngrupos then grupo=grupo+1; 
run; 
data fantasma;run; 
%do exclu=1 %to &ngrupos; 
data trestr tresval; 
set dos;if grupo ne &exclu then output trestr;else output tresval; 
PROC DMDB DATA=trestr dmdbcat=catatres; 
target &vardepen; 
var &vardepen &conti; 
%if &categor ne %then %do;class &categor;%end; 
run; 
proc neural data=trestr dmdbcat=catatres random=789 ; 
input &conti; 
%if &categor ne %then %do;input &categor /level=nominal;%end; 
target &vardepen; 
hidden &ocultos /act=&acti;/*<<<<<******PARA DATOS LINEALES ACT=LIN 
(funciónde activación lineal) 
NORMALMENTE PARA DATOS NO LINEALES MEJOR ACT=TANH */ 
/* A PARTIR DE AQUI SON ESPECIFICACIONES DE LA RED, SE PUEDEN CAMBIAR 
O AÑADIR COMO PARÁMETROS */ 
 
/* ESTO ES PARA EARLY STOPPING (maxiter=numero de iteraciones 
limitado)*/ 
 
%if &early ne %then %do; 
nloptions maxiter=&early; 
netoptions randist=normal ranscale=0.1 random=15115;%end; 
/* %else %do;prelim 10;%end;*/ 
%if &early ne %then %do; 
train maxiter=&early /* early stopping cambiar maxiter=25 por ejemplo 
*/ outest=mlpest technique=&algo;%end; 
%else %do;train maxiter=100 /* early stopping cambiar maxiter=25 por 
ejemplo */ outest=mlpest technique=&algo/* bprop mom=0.2 
learn=0.1*/;%end; 
score data=tresval role=valid out=sal ; 
run; 
data sal;set sal;resi2=(p_&vardepen-&vardepen)**2;run; 
data fantasma;set fantasma sal;run; 
%end; 
proc means data=fantasma sum noprint;var resi2; 
output out=sumaresi sum=suma mean=media; 
run; 
data sumaresi;set sumaresi;semilla=&semilla; 

















data finaln&nod;set final;modelo=&nod;run; 
%end; 
data union;set %do i=&ini %to &fin %by &increme; finaln&i %end;;;; 
%mend; 
 




nti=edad2 edad edad_F, 
categor=oncologia_adultos TI_G_enf_totales1 TI_OPT_edad22
 TI_OPT_edad4 TI_tipo2 zona_2 dialisis,acti=tanh); 






categor=TI_G_enf_totales1 TI_enf_totales1 TI_enf_totales2 VIH
 dialisis oncologia_adultos,acti=tanh); 






categor=menos1 dialisis oncologia_adultos reumatologia_colageno VIH
 TI_enf_totales1 TI_enf_totales2 TI_OPT_edad3,acti=tanh); 







categor=menos1 dialisis oncologia_adultos reumatologia_colageno
 TI_enf_totales1 TI_enf_totales2 TI_OPT_edad4,acti=tanh); 













data finaln&nod;set final;modelo=&nod;run; 
%end; 











%if &listclass eq %then %do; 
 
PROC DMDB DATA=&archivo dmdbcat=catauno; 
target &vardep; 




PROC DMDB DATA=&archivo dmdbcat=catauno; 
target &vardep; 





data ooo;set &archivo;run; 
data datos;set ooo nobs=nume;tr=int(&porcen*nume);call 
symput('tr',left(tr));u=ranuni(&semilla);run; 
proc sort data=datos;by u;run; 
data datos valida;set datos;if _n_>tr then output valida;else output 
datos;run; 
 
proc neural data=datos dmdbcat=catauno validata=valida graph; 
input &listconti / id=i; 
input &listclass / level=nominal; 
target &vardep / id=o; 
hidden &ocultos / id=h act=&acti; 
nloptions maxiter=10000; 
netoptions randist=normal ranscale=0.1 random=15115; 
train maxiter=10000 outest=mlpest estiter=1 technique=&algo; 
score data=datos out=mlpout outfit=mlpfit; 
score data=valida out=mlpout2 outfit=mlpfit2 role=valid; 
run; 
 
data mlpest2 ; 
k=3; 









set mlpest2 nobs=nume; 






















h=2 box=1 j=c c=red 'TRAIN' c=blue '  VALIDA' 
h=1.5 j=c c=black "EARLY STOPPING=&earlystop " "semilla=&semilla" 




symbol1 c=red v=circle i=join pointlabel=("#cosa1" h=1 c=red 
position=bottom  j=c); 




proc gplot data=mlpest;plot _OBJERR_ *_iter_=1 _VOBJERR_*_iter_=2 
/overlay href=&earlystop vaxis=axis1 haxis=axis1 ;run; 
 
proc print data=fin; 





/* EXPLORAR EL EARLY STOPPING MODELO 4-  esto es para probar early 
stopping con bprop y/o levmar*/ 
/*MINER */ 
%redneuronal(archivo=uno,listclass=oncologia_adultos TI_G_enf_totales1
 TI_OPT_edad22 TI_OPT_edad4 TI_tipo2 zona_2





 TI_OPT_edad22 TI_OPT_edad4 TI_tipo2 zona_2








categor=TI_G_enf_totales1 TI_enf_totales1 TI_enf_totales2 VIH
 dialisis oncologia_adultos,acti=tanh); 






categor=menos1 dialisis oncologia_adultos reumatologia_colageno VIH
 TI_enf_totales1 TI_enf_totales2 TI_OPT_edad3,acti=tanh); 








categor=menos1 dialisis oncologia_adultos reumatologia_colageno
 TI_enf_totales1 TI_enf_totales2 TI_OPT_edad4,acti=tanh); 





conti=edad edad2 edad_F, 
categor=dialisis oncologia_adultos TI_enf_totales2 TI_G_enf_totales1 
VIH genero_F reumatologia_colageno, 
ngrupos=10,sinicio=12345,sfinal=12395,ocultos=20,algo=levmar,acti=tanh
,early=,directorio=); 
data final6;set final;modelo=6; 
 
%cruzadaneural(archivo=uno,vardepen=costo_medio, 
conti=edad edad2 edad_F, 
categor=dialisis oncologia_adultos TI_enf_totales2 TI_G_enf_totales1 
VIH genero_F reumatologia_colageno, 
ngrupos=10,sinicio=12345,sfinal=12395,ocultos=20,algo=bprop mom=0.2 
learn=0.1,acti=tanh,early=,directorio=); 
data final7;set final;modelo=7; 
 
%cruzadaneural(archivo=uno,vardepen=costo_medio, 
conti=edad edad2 edad_F, 
categor=dialisis oncologia_adultos TI_enf_totales2 TI_G_enf_totales1 
VIH genero_F reumatologia_colageno, 
ngrupos=10,sinicio=12345,sfinal=12395,ocultos=20,algo=levmar,acti=tanh
,early=20,directorio=); 
data final8;set final;modelo=8; 
 
%cruzadaneural(archivo=uno,vardepen=costo_medio, 
conti=edad edad2 edad_F, 
categor=dialisis oncologia_adultos TI_enf_totales2 TI_G_enf_totales1 
VIH genero_F reumatologia_colageno, 
ngrupos=10,sinicio=12345,sfinal=12395,ocultos=20,algo=bprop mom=0.2 
learn=0.1,acti=tanh,early=7,directorio=); 
data final9;set final;modelo=9; 
 
%cruzadaneural(archivo=uno,vardepen=costo_medio, 
conti=edad edad2 edad_F, 
categor=dialisis oncologia_adultos TI_enf_totales2 TI_G_enf_totales1 
VIH genero_F reumatologia_colageno, 
ngrupos=10,sinicio=12345,sfinal=12395,ocultos=10,algo=levmar,acti=tanh
,early=,directorio=); 
data final10;set final;modelo=10; 
 
%cruzadaneural(archivo=uno,vardepen=costo_medio, 
conti=edad edad2 edad_F, 
categor=dialisis oncologia_adultos TI_enf_totales2 TI_G_enf_totales1 
VIH genero_F reumatologia_colageno, 
ngrupos=10,sinicio=12345,sfinal=12395,ocultos=20,algo=levmar,acti=log,
early=,directorio=); 
data final11;set final;modelo=11; 
 
%cruzadaneural(archivo=uno,vardepen=costo_medio, 
conti=edad edad2 edad_F, 
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categor=dialisis oncologia_adultos TI_enf_totales2 TI_G_enf_totales1 
VIH genero_F reumatologia_colageno, 
ngrupos=10,sinicio=12345,sfinal=12395,ocultos=15,algo=levmar,acti=tanh
,early=,directorio=); 




conti=edad edad2 edad_M, 
categor=dialisis TI_G_enf_totales1 TI_enf_totales1 TI_enf_totales2 
 VIH reumatologia_colageno, 
ngrupos=10,sinicio=12345,sfinal=12395,ocultos=20,algo=levmar,acti=tanh
,early=,directorio=); 




conti=edad edad2 edad_F, 
categor=reumatologia_colageno VIH dialisis oncologia_adultos
 TI_dias_afil2 TI_OPT_edad21 TI_OPT_edad22 TI_enf_totales1
 TI_enf_totales2 genero_F, 
ngrupos=10,sinicio=12345,sfinal=12395,ocultos=20,algo=levmar,acti=tanh
,early=,directorio=); 




conti=edad edad2 edad_F, 
categor=reumatologia_colageno VIH dialisis oncologia_adultos
 TI_dias_afil2 TI_OPT_edad21 TI_OPT_edad22 TI_enf_totales1
 TI_enf_totales2 genero_F TI_tipo1, 
ngrupos=10,sinicio=12345,sfinal=12395,ocultos=20,algo=levmar,acti=tanh
,early=,directorio=); 
data final15;set final;modelo=15; 
 
data union;set final6 final13 final14 final15; 
proc boxplot data=union;plot media*modelo; 
run; 
 
/* final7 final8 final9 final10 final11 final12 final13 final4 final6  
final14 final15 final17 final18 final19*/ 
 
 
 
 
 
 
 
 
 
 
 
