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Abstract
In this paper, by dening a kind of transformation from matrix to vector, we succeed in transferring some results on
vector-valued rational interpolants to those corresponding to the matrix-valued rational interpolants. Moreover, it is pointed
out through a numerical example that the statement of the so-called uniqueness theorem in [4] is incorrect and, what is
more, the proof is also wrong. A new uniqueness theorem is given. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
By means of the Samelson inverse transformation of matrix and branched continued fractions,
bivariate matrix-valued rational interpolation of the Thiele type was studied in [4], where the char-
acterization theorem and uniqueness theorem were put forward. However the so-called uniqueness
theorem was incorrect in statement and wrong in proof. In what follows, we dene a kind of ex-
pansion of matrix into vector and transplant vector valued interpolants to matrix-valued interpolants.
Denition 1. Suppose A = (aij)d1d2 is a matrix with d1 rows and d2 columns and denoted by
aT1 ; : : : ; a
T
d1 the d1 vectors resulted from the d1 rows of the matrix A, where a
T stands for the
transpose of vector a. Let
VecA= (aT1 ; : : : ; a
T
d1)
T; (1.1)
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then VecA is said to be the vector expansion of matrix A.
For example, if
A=
"−2 1 2
0 −2 3
#
;
then
VecA= (−2; 1; 2; 0;−2; 3)T:
Obviously, for a d1d2 matrix A, its vector expansion V =VecA is a d1d2 dimensional vector
and the expansion is unique. Usually the Samelson inverse of a vector V = (v1; : : : ; vd) is dened as
(see [1])
V−1 =
V
kVk2 ; (1.2)
where V denotes the complex conjugate of the vector V and kVk is the length of V . According
to [4], the Samelson inverse of d1  d2 matrix A= (aij)d1d2 is dened as
A−1 =
A
kAk2 ; (1.3)
where A denotes the complex conjugate of matrix A and
kAk2 = tr(A(A)T) =
d1X
i=1
d2X
j=1
jaijj2;
where (A)T denotes the complex conjugate transpose of matrix A and jaijj is the modulus of aij.
For example, if
A=
"
1 i −i
1 + i 2 + 3i 1− i
#
;
then
A =
"
1 −i i
1− i 2− 3i 1 + i
#
and
kAk2 = 12 + jij2 + j − ij2 + j1 + ij2 + j2 + 3ij2 + j1− ij2 = 20;
therefore
A−1 =
1
20
"
1 −i i
1− i 2− 3i 1 + i
#
:
It seems more signicant to dene A in (1.3) to be the complex conjugate transpose of matrix
A, but this would result in the trouble in the computation of matrix-valued continued fractions. For
instance, we set
A1 =

0 0 1
0 1 0

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and
A2 =
"
1− i 2− i i
2 + i 1 + i −i
#
:
If we dene
A−12 =
(A2)
T
kA2k2
=
1
16
2
4 1 + i 2− i2 + i 1− i
−i i
3
5 ;
then
which makes no sense. It is not dicult to nd that in the sense of vector expansion of matrix,
the Samelson inverses for a matrix and its vector expansion are unied. However, it is somewhat
disconcerting to adopt the so-called Samelson inverse dened in (1:3) since in general one cannot
derive AA−1 = I in any sense.
2. Matrix-valued rational interpolants
Suppose Xn = fxi j i = 0; 1; : : : ; n; xi 2 Rg is a set of real points distinct from each other and
Mn = fAi j i= 0; 1; : : : ; n; Ai = A(xi) 2 Cd1d2g is the corresponding set of d1  d2 complex matrices.
Univariate matrix valued rational interpolation is to nd the matrix function
Rn(x) =
M (x)
D(x)
; (2.1)
such that
Rn(xi) =
M (xi)
D(xi)
= Ai; i = 0; 1; : : : ; n; (2.2)
where M (x) = (Pij(x)) is a real (or complex) polynomial matrix and D(x) is a real polynomial.
Example 2. Suppose
X2 = f−1; 0; 1g
and
M2 =

0 0 0
0 0 0

;

1 0 1
1 1 1

;

0 1 0
0 1 1

;
nd R2(x) such that R2(xi) = Ai; i = 0; 1; 2:
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Solution. It follows from (1:1) that V0=VecA0=(0; 0; 0; 0; 0; 0)T; V1=VecA1=(1; 0; 1; 1; 1; 1)T; V2=
VecA2=(0; 1; 0; 0; 1; 1)T. By the algorithm for univariate vector valued rational interpolants (see [1]),
we get
Rewriting the above vector-valued rational interpolant back to matrix-valued rational interpolant by
means of the vector expansion of matrix, we obtain
and it is easy to verify R2(xi) = Ai; i = 0; 1; 2:
Next, we focus on the matrix-valued rational interpolation of the Thiele type in bivariate case.
Given a set of planar points Zn;m = f(xi; yj) j i = 0; 1; : : : ; n; j = 0; 1; : : : ; m; (xi; yj) 2 R2g and the
corresponding set of matrices Mn;m = fAi; j j i = 0; 1; : : : ; n; j = 0; 1; : : : ; m; Ai; j = A(xi; yj) 2 Cd1d2g.
Bivariate matrix-valued rational interpolant is to nd a matrix-valued function
Rn;m(x; y) =
M (x; y)
D(x; y)
(2.3)
such that
Rn;m(xi; yj) =
M (xi; yj)
D(xi; yj)
= Ai; j; (xi; yj) 2 Zn;m; (2.4)
where M (x; y) = (Pij(x; y)) is a real (or complex) polynomial matrix (i.e., Pij(x; y) are bivariate
polynomials) and D(x; y) is a real bivariate polynomial.
Making use of the vector expansion of a matrix and referring to the construction for vector-valued
rational interpolants in [3], we can establish the following Thiele-type matrix-valued branched con-
tinued fraction:
(2.5)
where for l= 0; 1; : : : ; n
(2.6)
and matrices Bi; j(x0; : : : ; xi;y0; : : : ; yj) are computed through the following recursive process:
B0;0(xi; yj) = Aij; i = 0; 1; : : : ; n; j = 0; 1; : : : ; m; (2.7)
B0; j(x0;y0; : : : ; yj) =
yj − yj−1
B0; j−1(x0;y0; : : : ; yj−2; yj)− B0; j−1(x0;y0; : : : ; yj−2; yj−1) ; (2.8)
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Table 1
Ai; j x0 =−1 x1 = 0 x2 = 1
y0 = 0

0 0 1
0 0 0
 
0 1 1
0 0 0
 
1 1 1
0 0 1

y1 = 1

0 0 0
1 0 0
 
0 0 0
1 1 0
 
1 0 0
1 1 1

Bi;0(x0; : : : ; xi;y0) =
xi − xi−1
Bi−1;0(x0; : : : ; xi−2; xi;y0)− Bi−1;0(x0; : : : ; xi−2; xi−1;y0) ; (2.9)
Bi; j(x0; : : : ; xi;y0; : : : ; yj) =
yj − yj−1
Bi; j−1(x0; : : : ; xi;y0; : : : ; yj−2; yj)− Bi; j−1(x0; : : : ; xi;y0; : : : ; yj−2; yj−1) :
(2.10)
By Denition 1 and the method for vector-valued rational interpolation adopted in [2], we can
prove the following:
Theorem 3. If all matrices B0; j(x0;y0; : : : ; yj); Bi;0(x0; : : : ; xi;y0) and Bi; j(x0; : : : ; xi;y0; : : : ; yj) (i =
0; 1; : : : ; n; j = 0; 1; : : : ; m) exist and do not vanish except for B0;0(x0; y0); then the matrix-valued
rational function Rn;m(x; y) in (2:5) satises
Rn;m(xi; yj) = Ai; j; i = 0; 1; : : : ; n; j = 0; 1; : : : ; m:
Example 4. Given interpolating data in Table 1. Find a matrix-valued rational function R2;1(x; y)
such that
R2;1(xi; yj) = Ai; j; i = 0; 1; 2; j = 0; 1:
Solution. Making use of the Samelson inverse transformation for matrix and proceeding with the
recursive procedure (2.6){(2.10), we get
134 G.-Q. Zhu, J.-Q. Tan / Journal of Computational and Applied Mathematics 110 (1999) 129{140
Substituting the above results into (2.5), we obtain
It is easy to verify R2;1(xi; yj) = Ai; j; i = 0; 1; 2; j = 0; 1:
3. Interpolation properties
By Denition 1 and the corresponding conclusion in [2], the following property for matrix-valued
rational interpolants can be proved.
Theorem 5. If inverse matrix transformation (1:3) is exerted on Rn;m(x; y) from tail to head; then
there exist a polynomial matrix M (x; y) and a real polynomial D(x; y) such that
(a) Rn;m(x; y) =M (x; y)=D(x; y) with D(x; y)>0.
(b) D(x; y) j kM (x; y)k2:
Denition 6. BMRIx is dened as the collection of all bivariate matrix-valued rational functions of
the following form:
where
and fi(0); i(1); : : : ; i(m)g= f0; 1; : : : ; mg.
Denition 7. A matrix-valued rational function R(x; y) = A(x; y)=B(x; y), where A(x; y) =
(ai; j(x; y))d1d2 is a d1  d2 matrix composed of polynomials ai; j(x; y) and B(x; y) is a real poly-
nomial, is said to be of type (N;M) if @B(x; y) =M; @ai; j(x; y)6N; i = 1; : : : ; d1; j = 1; : : : ; d2 and
there exists some (i0; j0)(16i06d1; 16j06d2) such that @ai0 ;j0 (x; y)=N; where @B(x; y) denotes the
total degree of B(x; y).
In light of Denition 7 and by the vector expansion of matrix, it is not dicult to show that the
matrix-valued rational function Rn;m(x; y) dened in (2.5) and (2.6) is of type (nm+ n+m; 2[(nm+
n+ m)=2]) , where [x] denotes the greatest integer not exceeding x.
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Theorem 8 (Uniqueness). If both matrix-valued rational functions Rn;m(x; y) and rn;m(x; y) in
BMRI x satisfy
Rn;m(xi; yj) = rn;m(xi; yj) = Ai; j; i = 0; 1; : : : ; n; j = 0; 1; : : : ; m;
then R(x; y)  rn;m(x; y).
Proof. Rn;m(x; y) 2 BMRIx and rn;m(x; y) 2 BMRIx imply
(3.1)
(3.2)
where
(3.3)
and l(0); l(1); : : : ; l(m) is a reordering of 0; 1; : : : ; m.
(3.4)
and k(0); k(1); : : : ; k(m) is a reordering of 0; 1; : : : ; m. From
Rn;m(x0; yj) = rn;m(x0; yj); j = 0; 1; : : : ; m
it follows:
G0(yj) = H0(yj); j = 0; 1; : : : ; m;
by the uniqueness theorem in [1] we have
G0(y)  H0(y):
Assume
Gi(y)  Hi(y); i = 0; 1; : : : ; k − 1;
it follows from (3.1) and (3.2)
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Table 2
Ai; j x0 = 0 x1 = 1
y0 = 0

0 0
0 0
 
1 0
0 2

y1 = 1

1 0
0 2
 
1 1
−1 0

From
Rn;m(xk ; yj) = rn;m(xk ; yj); j = 0; 1; : : : ; m
yields
Gk(yj) = Hk(yj); j = 0; 1; : : : ; m
which implies Gk(y)  Hk(y); by induction it follows Gi(y) = Hi(y); for i = 0; 1; : : : ; n, hence
Rn;m(x; y)  rn;m(x; y).
If we arrange points (xi; yj) 2 R2 (i = 0; 1; : : : ; n; j = 0; 1; : : : ; m) in the following array n;m :
(x0; y0) (x0; y1)    (x0; ym)
(x1; y0) (x1; y1)    (x1; ym)
...
...
. . .
...
(xn; y0) (xn; y1)    (xn; ym)
then Theorem 8 explains that the matrix-valued rational function in BMRIx is independent of the
order of m + 1 points of each row in n;m. But dierent matrix valued rational function will be
produced if rows in n;m are exchanged with each other, as veried by the following numerical
example.
Example 9. Suppose d1 = d2 = 2 and 1;1 and Ai; j(i = 0; 1; j = 0; 1) are given in Table 2.
By (1:3) and (2.7){(2.10), one gets
R1;1(x; y) =

19y3 − 20y2 + 6y + 6x − 6xy 5xy
−5xy 38y3 − 40y2 + 12y + 12x − 22xy

19y2 − 20y + 6 : (3.5)
If one exchanges the x0 column and x1 column in Table 2, which is equivalent to exchanging the
rst row and second row in 1;1, then one gets Table 3.
Proceeding with the similar method, one obtains
r1;1(x; y) =

19y3 − 14y2 + 6x − 6xy 19y3 − 20y2 + y + 5xy
−19y3 + 20y2 − y − 5xy −38y3 + 78y2 − 30y + 12x − 22xy

19y2 − 20y + 6 :
It is easy to show that although R1;1(xi; yj)= r1;1(xi; yj)=Ai; j; i=0; 1; j=0; 1; R1;1(x; y) 6= r1;1(x; y).
However if one exchanges the y0 row and the y1 row in Table 2, which is equivalent to exchanging
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Table 3
Ai; j x0 = 1 x1 = 0
y0 = 0

1 0
0 2
 
0 0
0 0

y1 = 1

1 1
−1 0
 
1 0
0 2

Table 4
Ai; j x0 = 0 x1 = 1
y0 = 1

1 0
0 2
 
1 1
−1 0

y1 = 0

0 0
0 0
 
1 0
0 2

the rst column and the second column in 1;1, then one has Table 4 and it is not dicult to show
that the new matrix-valued rational interpolant established on the basis of above table is identical to
R1;1(x; y).
The above example can serve to explain the reason why the uniqueness theorem stated in [4] is
incorrect.
Let
(3.6)
where
(3.7)
and Cij(x0; : : : ; xi;y0; : : : ; yj) are carried out through the following recursive procedure:
C0;0(xi; yj) = Aij; i = 0; 1; : : : ; n; j = 0; 1; : : : ; m; (3.8)
C0; j(x0;y0; : : : ; yj) =
yj − yj−1
C0; j−1(x0;y0; : : : ; yj−2; yj)− C0; j−1(x0;y0; : : : ; yj−2; yj−1) ; (3.9)
Ci;0(x0; : : : ; xi;y0) =
xi − xi−1
Ci−1;0(x0; : : : ; xi−2; xi;y0)− Ci−1;0(x0; : : : ; xi−2; xi−1;y0) ; (3.10)
Ci; j(x0; : : : ; xi;y0; : : : ; yj) =
xi − xi−1
Ci−1; j(x0; : : : ; xi−2; xi;y0; : : : ; yj)− Ci−1; j(x0; : : : ; xi−2; xi−1;y0; : : : ; yj) :
(3.11)
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Denition 10. BMRIy is dened as the collection of all bivariate matrix-valued rational functions
of the following form:
where
Vi(k); k = 0; 1; : : : ; n; are d1  d2 matrices and fi(0); i(1); : : : ; i(n)g= f0; 1; : : : ; ng.
For given Table 2, by (3.6){(3.11), one can derive
DR1;1(x; y) =

19x3 − 20x2 + 6x + 6y − 6xy 5xy
−5xy 38x3 − 40x2 + 12x + 12y − 22xy

19x2 − 20x + 6 (3.12)
and it is easy to show DR1;1(xi; yj) = Ai; j; i; j = 0; 1:
Clearly R1;1(x; y) 6= DR1;1(x; y), but R1;1(x; y)  DR1;1(y; x), or DR1;1(x; y)  R1;1(y; x).
Denition 11. Rn;m(x; y) and DRn;m(x; y) are said to be matrix-valued rational functions dual to
each other, if Rn;m(x; y) 2 BMRIx; DRn;m(x; y) 2 BMRIy and Rn;m(xi; yj) = DRn;m(xi; yj) = Aij; i =
0; 1; : : : ; n; j = 0; 1; : : : ; m:
Theorem 12. If Rn;m(x; y) and DRn;m(x; y) are dual to each other; then there hold
(a) Rn;m(x0; y)  DRn;m(x0; y);
(b) Rn;m(x; y0)  DRn;m(x; y0):
Proof. Since Rn;m(x; y) 2 BMRIx and DRn;m(x; y) 2 BMRIy, we may write
where Pi(y); i = 0; 1; : : : ; n and Uj(x); j = 0; 1; : : : ; m are univariate matrix-valued rational functions
of type (m; 2[m=2]) and (n; 2[n=2]); respectively. Now
Rn;m(x0; y) = P0(y)
and
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are of the same rational type (m; 2[m=2]). Therefore from their duality, i.e., Rn;m(xi; yj)=DRn;m(xi; yj);
i = 0; 1; : : : ; n; j = 0; 1; : : : ; m; it follows:
Rn;m(x0; y) = DRn;m(x0; y)
as asserted in (a). One can similarly prove (b). The proof of Theorem 12 is completed.
If m=n; xi=yi and Ai; j=Aj; i; i; j=0; 1; : : : ; n, then we say that the interpolating data are symmetric.
Theorem 13. If dual matrix-valued rational functions Rn;n(x; y) and DRn;n(x; y) dened on a sym-
metric data interpolate the same matrix values; then
Rn;n(x; y)  DRn;n(y; x):
Proof. Suppose Rn;m(x; y) 2 BMRIx and DRn;m(x; y) 2 BMRIy, then they may be written as
where Pi(y) and Ui(x); i = 0; 1; : : : ; n are univariate matrix-valued rational functions in y and x,
respectively, and they have the same type (n; 2[n=2]). From the symmetry of the interpolating data,
it follows:
and
DRn;n(yj; xi) = DRn;n(xj; yi) = Aj; i = Ai; j = Rn;n(xi; yj):
Therefore by Theorem 8, we immediately come to the conclusion of Theorem 13.
Theorem 13 shows that if given interpolating data are symmetric, then one of dual matrix-valued
rational functions can be obtained from another by exchanging the position of variables x and y.
This brings us the convenience to nd dierent matrix-valued rational functions interpolating the
same symmetric matrix values.
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