In scientific computation, there is often need for the derivatives, as well as the values, of functions defined by computer programs. Here it is shown how automatic differentiation can be carried out in a modern computer language which permits user-defined operators and data types. The specific language used is Pascal-SC, and differentiation is implemented for variables of type GRADIENT, which consists of the value of a function of n real variables and its gradient vector of first partial derivatives with respect to the independent variables. Calculations of the results of operators or functions apphed to GRADIENT variables are carried out according to the well-known rules for evaluation and differentiation of sums, differences, products, and so on. Since the differentiation is performed at compile time, the code produced is comparable in compactness and execution time to that obtained if numerical approximations are used for derivatives, and the theoretical and practical problems associated with numerical differentiation are avoided. Pascal-SC source code is given for the necessary operators and standard functions, and it is shown how to prepare code for arbitrary differentiable functions to add to the hbrary if desired. The effectiveness of the use of type GRADIENT is shown by an example of the solution of a system of nonlinear equations by Newton's method. 
AUTOMATIC DIFFERENTIATION
In scientific c o m p u t a t i o n , t h e r e is often a n e e d for t h e d e r i v a t i v e s , as well as t h e values, of t h e f u n c t i o n s b e i n g c o m p u t e d . F o r p r o b l e m s of e v e n m o d e r a t e size, however, it is u s u a l l y n o t feasible to d i f f e r e n t i a t e all e x p r e s s i o n s a p p e a r i n g in t h e p r o g r a m b y hand; t h i s p r o c e s s is t i m e c o n s u m i n g a n d c a n r e s u l t in a d d i t i o n a l e r r o r s w h i c h have to be t r a c k e d d o w n a n d e l i m i n a t e d from t h e final code. T h e a l t e r n a t i v e s are to r e s o r t to t h e use of i n a c c u r a t e n u m e r i c a l d i f f e r e n t i a t i o n , b a s e d 162 • L.B. Rail on difference quotients, or to have software which will enable the evaluation of the required derivatives automatically in the course of the computation. The latter approach is possible because differentiation proceeds according to fixed rules, and thus can be automated [7, 12, 13] . The implementation of this method in a modern scientific computing language is presented here, along with a brief comparison of the results of analytic with numerical differentiation.
In order for an efficient implementation of the method of automatic analytic differentiation to be possible, a language is required in which the user can define appropriate data types, as in ordinary Pascal, and corresponding operators on these types, which is a feature of ALGOL-68; for example [15] . The scientific computing language known as Pascal-SC [1, 19] has both of these features, as well as highly accurate arithmetic based on a general theory [9] for real and complex numbers and intervals, and vectors and matrices over these numerical types. The latter capabilities are essential for accurate scientific computation, but do not enter explicitly into the following discussion. Hence, the techniques discussed below are not limited to Pascal-SC, but can be adapted readily to any language in which the user can introduce data types, and operators between them. However, the accuracy and flexibility of Pascal-SC make it the language of choice for scientific computation.
Since the implementation method described here performs analytic differentiation at compile time, the machine code produced is of the same order of efficiency as if expressions for the derivatives were given in the source code or, as will be seen, as if numerical differentiation by difference quotients were used.
MATHEMATICAL PRELIMINARIES
The computation of the value [ := f(xl, ..., x,) of a function of n real variables xl .... , x, is done on a computer by a sequence of arithmetic operations and the evaluation of standard (or library) functions, for which subroutines are available. where [h is in general a function of xl, ..., x, and/~+~ .... ,/~. If, at the current value of x := (x~ .... , x,), each fh is differentiable with respect to its arguments, then [ is differentiable at x, and [' (x) is obtained by the chain rule of differential calculus:
f'(x) := f;(x ~-') ..... (2.2) where the prime (') denotes Fr6chet differentiation and the dot (.) denotes matrix multiplication [13] , and 
f',~-~(x~).f'(x),

. ax,, ] "
For details about differentiation in vector spaces, see, for example, [11] .
ACM Transactions on Mathematical Software, Vol 10, No. 2, June 1984 (2.4) Once software is in place for the calculation of fh and f~, then the (gradient) vector Vf(x) can be obtained along with the value f(x) at x for which f is differentiable [13] . This software is produced by the application of rules to the expressions defining f: The rules for evaluation of expressions give the code for f(x), while the rules for differentiation give the corresponding code for Vf(x). From a practical standpoint, all this means is that the result of each of the operations or function evaluations involved in the computation of f will be the intermediate value of f, and the corresponding intermediate values of the partial derivatives of f with respect to x l , . . . , x,. Since the compiler is informed of the rules for differentiation of arithmetic operations and library functions, the machine code is built in the same sequential fashion as for the evaluation of f(x) only. The implementation of differentiation discussed here is for a serial processor; as pointed out in [13] , analytic differentiation can be done even more efficiently in a parallel environment.
To see what will actually be computed in mathematical notation, suppose that f is a function of only two independent variables, y and z. (The concepts of independent and dependent variables will be precisely defined later.) Then, if
where g(y, z) denotes an expression containing only the variables y and z, then the components of Vf(y, z) are of course Of/Oy and Of/Oz, evaluated at the current values of the independent variables. It can happen that the independent variables do not occur explicitly in the expression defining f. For example, suppose that and so on. Formula (2.9) is sometimes called a semi-total partial derivative, since the independent variable y occurs explicitly as well as implicitly on the right side of (2.8) [16] . The important thing is that the gradients of all variables on the right side of an assignment statement are known; the gradient of the variable on the left side can then be calculated in terms of their components.
A CRITIQUE OF NUMERICAL DIFFERENTIATION
Before going on to the actual implementation of automatic differentiation under consideration, a brief examination is made of the attempt to approximate partial derivatives of a function f of n variables by means of difference quotients:
where e ~k) denotes the kth unit vector. A simple analysis [14] shows that this is an inaccurate and unstable process, even for functions of one variable, unless techniques of the differential calculus are used. The user of difference quotients is faced with the traditional dilemma facing solvers of ill-posed problems: If h is too large, then the difference quotient is a poor approximation to the derivative (truncation error), while if h is too small, then significant digits are lost in the numerator since f(x) and f(x + he (k)) agree in many of the finite number of places to which they are calculated, because differentiability of f implies its continuity. Thus, as h becomes smaller, the user of difference quotients is led down the garden path, losing one significant digit after another, until he or she arrives in a Cloudcukooland where the difference quotient is 0 for all h sufficiently small, regardless of the value of the derivative sought. This situation creates a serious problem: to find the optimal value of h in the sense that as much accuracy as possible is attained in the approximation of the derivative, and the loss of significant digits is minimized. An analysis by Dennis and Schnabel [3] indicates the following resolution: If/(x) can be computed with relative error r, then h = ~ is a suitable choice in the sense that the difference quotient approximates the derivative to order 7, while retaining about half the number of significant digits in f(x), assuming the function and the derivative being computed are roughly of the same order of magnitude. To see how this works out, it will be applied to the simple example fix) :ffi sin x, Since these values are guaranteed to be accurate to the twelve digits shown [18, 19] , it is reasonable to take ~-= 10 -12, from which the rule cited above indicates that h = 10 -6 is optimal. Actual results are shown in Tables I and II. The computed results bear out the theory in [3] to the extent that what little accuracy is obtained is maximized for the predicted value h = 10 -6. The value of the exact derivative, however, is not only more accurate but also computed faster in this case, even if one also wants the value of f(x), which is usually true. The loss of significant digits in Ah(/, x) is large in the second case, where f(x) and f'(x) differ by several orders of magnitude. If such a sacrifice of significance occurs often enough in the program, then the final results will be rendered meaningless. Higher order schemes for numerical differentiation [10] suffer from the same problems with cancellation of significant digits, and are computed more slowly t h a n the simple difference quotient (3.1), as well. Use of analytic derivatives, obtained automatically, avoids this entire area o f problems. N o w t h a t advanced languages which p e r m i t easy i m p l e m e n t a t i o n o f differentiation are available, the future of the use of difference quotients to a p p r o x i m a t e derivatives in scientific c o m p u t a t i o n appears to be extremely limited. It should be kept in m i n d t h a t the above remarks apply to differentiation of functions defined by c o m p u t e r programs. T h e differentiation of functions defined b y data is a classic ill-posed problem [17] , for which the m a t h e m a t i c a l t h e o r y a n d c o m p u t a t i o n a l techniques are still being developed.
T h e results in Tables I a n d II also show the convenience o f the accurate Pascal-SC floating-point arithmetic [18] ; the trailing zeros clearly indicate the n u m b e r of significant digits lost.
REPRESENTATION OF TYPE GRADIENT
R e t u r n i n g to analytic differentiation, the discussion above shows t h a t it is natural to associate, with each differentiable function [ of n variables, its value [(x) at a point x, and its n-dimensional gradient vector V/(x) at x. This association The first three lines of (4.1) are simply the declaration of Type RVECTOR in Pascal-SC; the value n in lower case is supplied by the user. Since n-dimensional real vectors are ubiquitous in scientific computation, RVECTOR is considered to be a standard numerical data type in Pascal-SC. Thus, by following the form (4.1) exactly, the facilities of Pascal-SC for computation with real n-dimensional vectors will be at one's disposal [18] .
IfF is of type GRADIENT, then F.F. is called its realpart, and F.DF its vector part. If F represents a real funtion of/of x ffi (xl .... , x,), then
in the sense that the corresponding values will be assigned to F.F and the components of F.DF. A more precise description will be given in the following section.
REPRESENTATIONS OF VARIABLES AND CONSTANTS
In order to be able to use automatic differentiation in a sensible way, it is essential to distinguish between independent and dependent variables on the one hand, and constants on the other. For the purpose of differentiation, all variables will be of type GRADIENT, while constants, as will be seen, may be of type INTEGER, REAL, or GRADIENT. The necessary distinctions are made in more detail below.
Independent Variables
A variable V of type GRADIENT is said to be the Kth independent variable if the Kth unit vector e (K) is assigned to its vector part, that is, if V.DF := e (K), or, more precisely, if
The user of the differentiation software described here is free to name and order independent variables in an arbitrary fashion, subject to the ordinary limitations of Pascal [6] . For example, if X, Y, and Z denote respectively the first, second, and third independent variables, then define their vector parts X.DF, Y.DF, and Z.DF, respectively. If independent variables appear in assignment statements, it should be only on the right side. An assignment to the vector part of the Kth independent variable of anything but the Kth unit vector makes that variable dependent, and introduces a new, but perhaps unspecified Kth independent variable, with respect to which subsequent partial derivatives will be computed. Since the rules for partial differentiation are applied rapidly and accurately, but mindlessly, during the course of the compilation, the user should avoid introducing errors of this type unless a change of variable is actually intended. In the latter case, assignments to former independent variables of their values in terms of new ones performs the change of variables automatically, given the corresponding expressions and subroutines. Of course, it will often happen in the course of the computation that assignments will be made to the value part V.F. of an independent variable V.
Another possible source of difficulty in setting up independent variables would be the assignment of the same unit vector to the vector parts of two supposedly independent variables, say V and W, that is, V.DF = W.DF. This means that V and W would be considered to be the same variable for the purpose of differentiation, but with possibly different values V.F. and W.F. This might be used as a sneaky way of assigning several values to the Kth independent variable, but is not recommended, since the same purpose can be served by a straightforward method which avoids the possibility of confusion or well-concealed errors.
Dependent Variables
Variables appearing on the left side of assignment statements are, of course, dependent on the variables appearing in the expressions on the right side, and thus ultimately on the set of independent variables chosen by the user. A dependent variable F depends on the Kth independent variable or not, according
Constants
A "variable" of type GRADIENT is said to be a constant if its vector part is the n-dimensional zero vector 0 ffi (0 . . . . . 0), that is, C is a constant if 
DEFINITION OF OPERATORS FOR TYPE GRADIENT
In order to compute with variables of type GRADIENT, the arithmetic operators and the standard and other needed functions must be defined in order to conform to the rules for evaluation and differentiation of real functions. Arithmetic operations +, -,., / and ** (addition, subtraction, multiplication, division and power) are considered in this section, and the standard and other functions in the next. In what follows, K, R, RA, RB, G, GA, GB will denote generic variables of the following types:
and the operator extension in Pascal-SC [1] will be employed to obtain the desired results. The source code for the arithmetic operators is given in Appendix A.
Addition (+)
A total of six definitions of the addition operators are required: one each for the various combinations
For example, the unary addition (identity) operator denoted by +G is declared since the derivative of the sum is the sum of the derivatives. In mathematical notation, if u and v denote generic functions, c is a constant, and x an independent variable, the operator declarations simply implement the rules for differentiation
for the vector parts of dependent gradient variables.
Subtraction (-)
Once again, operators are required for the combinations Here, the rules corresponding to (6.5) are
(6.8) which, in symbolic form, give the assignments
F; (K -G).DF :---G.DF; (R -G).F := R -G.F; (R -G).DF:= -G.DF; (G -K).F:= G.F -K; (G -K).DF:--G.DF; (G -R).F := G.F -R; (G -R).DF := G.DF; {6.9) (GA -GB).F := G A . F -GB.F; (GA -GB).DF := G A . D F -GB.DF;
The vector operations in (6.9) are understood to be performed componentwise, as in standard vector algebra.
Multiplication (,)
Here, operators must be defined for the combinations
The rules for differentiation of products are, of course,
which lead to the symbolic assignments This source code is also given in Appendix A. Attempted division by zero produces an error interrupt.
(K*G).F := K*G.F; (K*G).DF := K*G.DF; (R*G).DF := R*G.DF; (G*K).F := G.F*K; (G*R).F := G.F*R; (G*R).DF := G.DF*R; (GA*GB
(C/G).F := C/G.F; (C/G).DF := -6.DF*(C]G).F/G.F; (G/C).F := G.F./C; (G/C).DF "= G.DF/C; (GA/GB
Power (,,)
The power operator defined by U**V= U v (6.17)
is not standard in Pascal or Pascal-SC. Therefore, this operator is also introduced for R**K, a REAL raised to an INTEGER power, and RA**RB for RA, RB of type REAL. An algorithm which is recommended for this purpose [2] is based on U** V := 10 V' LOGlO(U), (6.18) since decimal arithmetic is being used. However, experiments with integer exponents show that more accuracy was obtained in this case by using the method of repeated squaring of the base (from [13] ), as employed in the original differentiation software written by Reiter [5] . Specifically, assume that K is a nonnegative integer, and in which natural logarithms are used. Negative bases RA with nonintegral exponents will lead to an error interrupt, since the logarithm function will not accept negative arguments; an attempt to compute O Rs for RB <_ 0 will similarly be wrecked by a division by zero error interrupt. Once operators for integral and real powers of real arguments are in place, the corresponding operators for gradient variables can be derived from the rules for differentiation, For the forms involving GRADIENT expressions, the symbolic assignments are:
(G**C).F := G.F.**C; (G**C).DF :ffi C,((G**C).F/G.F),G.DF; (C**G).F := C**G.F.; (C**G).DF :ffi (C**G.F),LN(C),G.DF; (6.27) ( GA , ,GB ).F :ffi GA.F* *GB.F ; (GA**GB).DF :--(GA.F**GB).DF + (GA**GB.F).DF.
Once again, all operations involving the vector parts .DF of the gradient variables are to be interpreted componentwise.
Priorities of Operators
The introduction of type GRADIENT thus requires the definition of 29 operators; six each for addition and subtraction, five each for multiplication and division, and the seven power operators, including the two for raising a REAL base to an INTEGER or REAL power. The latter can also be used in ordinary numerical computation. The priorities of these gradient operators and the two real operators defined above are as follows:
1st priority: Unary addition and subtraction +; 2nd priority: Multiplication, division, and power , , / , **; 3rd priority: Binary addition and subtraction +, -.
As usual, parentheses are introduced to achieve the desired order of operations. Users familiar with languages in which ** has a higher priority than • and / should be particularly careful to make their desires explicit. For example, 2,3, ,4 means 64 = 1,296, not 2.34 = 162.
STANDARD GRADIENT FUNCTIONS
The present implementation for type GRADIENT includes the following standard function: absolute value, and the six standard functions for type REAL available in the Pascal-SC compiler [18] (square root, exponential (base e), natural logarithm, arctangent, sine, and cosine). All standard gradient functions have names which begin with G: GABS, GSQRT, GEXP, GLN, GARCTAN, GSIN, and GCOS. Thus, to obtain the value and the gradient vector for the function f(x, y) ffi (xy + sin x + 4)(3y 2 + 6), (7.1) [11, 12, 13] , the corresponding GRADIENT assignment statement is keeping in mind the equal priority of • and **. (The software described in this paper was tested first on (7.2), for historical reasons.) The minor nuisance of having to write GSIN(X) instead of SIN(X) is balanced by the fact that the former makes it clear that (7.2) is a GRADIENT assignment statement, and GRADIENT arguments are expected in the expression on the right, at least for X in the sine function and thus also in the product X* Y. The nondifferentiability of this function at zero will be indicated, if attempted, by a division by zero error interrupt.
The remaining standard functions follow this pattern exactly, using their known derivatives to construct assignments to the multiplier (or divisor) M. In brief form, the required assignments for the respective standard functions are An explicit assignment to M was unnecessary in the case of the exponential and logarithmic functions.
USER-DEFINED FUNCTIONS
The user, of course, is free to add functions (or procedures) for type GRADIENT, as long as the rules for the differentiation of the results are known explicitly. In the case of functions of a single variable, the code in ( Since the function in question can be expressed easily in terms of available gradient functions and operators, however, a more compact code is The coding of gradient functions and operators can also be simplified by using the operators and functions for vector and matrix algebra available in the Pascal-SC library [18] . In vector form, (8.3) becomes In all cases, the assignment U . D F : = M . G . D F should be arranged so that the multiplication of the RVECTOR G.DF by the REAL M is from the left.
AN EXAMPLE: NEWTON'S METHOD FOR THE SOLUTION OF NONLINEAR SYSTEMS OF EQUATIONS
Type GRADIENT has many applications in scientific computing: to sensitivity and error analysis, optimization, and the solution of systems of nonlinear equations, for example [13] . In order to apply Newton's method to the numerical solution of the system of equations, n Jacobian matrix d = (Of,/Ox,) is needed [11] . Without automatic the n × differentiation, the labor involved in producing J from (9.1), not to speak of the possibility of introduction of errors, is prohibitive even for moderate n in the general case. However, if F 1 , . . . , F N and X1, . . . , X N are of type GRADIENT, then the Ith row of the Jacobian matrix J is simply FI.DF, the vector part of FI, assuming X1, . . . , X N are independent variables. Specifically, suppose that the Pascal-SC type RMATRIX is declared by Returning to system (9.1), let x = ( x l , . . . , x,) T, and/(x) ffi (fl(x),..., fn(X)) w.
Then, one step of Newton's method, starting from the approximation x (°) to the solution x of (9.1), requires the solution of the linear system of equations The result of eight iterations, starting from X . F = Y . F = Z . F = 1, is
A summary of the complete calculation is given in Appendix C. The results agree exactly to the given number of places to the results for (9.10) obtained on a UNIVAC 1100 in double precision, using the program NEWTON [8] , which also employs automatic differentiation.
IMPLEMENTATION DETAILS
The software described in this report was implemented and tested on a Zilog MCZ 1/05 microcomputer. This machine has a ZS0 processor and 64 kilobytes of main storage, augmented by two 8-inch disk drives for single-sided, single-density hard-sectored disks. With one drive dedicated to the system disk, this gives the user about 308 kilobytes of mass storage. The Pascal-SC compiler used was obtained from the Institute for Applied Mathematics at the University of Karlsrule in West Germany, and runs under the Zilog RIO 2.06 operating system. The modest size of the machine limits one to about 20 x 20 matrices. The program to solve system (9.10) required less than 5,632 bytes, showing the compactness of the software.
CONCLUSIONS
By an actual example, it has been shown that a modern computer language which permits user-defined operators and data types allows the implementation of automatic analytic differentiation to compute the gradient vector as well as the value of real functions of n real variables. This allows the accuracy and theoretical advantages of the use of analytically defined derivatives in actual computation [12, 13] , and avoids the problems associated with the approximation of derivatives by difference quotients [3] . In addition, source code using type GRADIENT is easier to prepare and understand than if approximations to derivatives are used, and the compiled code is comparable in size and execution time to that produced in the latter case. 
APPENDIX A. SOURCE CODE FOR GRADIENT OPERATORS
