Heart rate variability (HRV) analysis has increasingly become a promising marker for the assessment of the autonomic nervous system. The easy derivation of the HRV has determined its popularity, being successfully used in many research and clinical studies. However, the conventional HRV analysis is performed on 5 minutes ECG recordings which in e-health monitoring might be unsuitable, due to real-time requirements. Thus, the aim of this study is to evaluate the association between the raw ECG heartbeats and the HRV features to further reduce the number of heart beats required for the HRV estimation enabling real time monitoring. We propose a deep learning based system, specifically a recurrent neural network for the inference of two time domain HRV features: AVNN (the average of all the NN intervals) and IHR (instantaneous heart rate). The obtained results suggest that both AVNN and IHR can be accurately inferred from a shorter ECG interval of about 1 minute, with a mean error of < 5% of the computed HRV features.
Introduction
Over the last decades heart rate variability (HRV) analysis has become a popular method for the assessment of the autonomous nervous system in diverse fields of research. Depressed HRV has been proven to be an independent predictor for several clinical outcomes, such as death in chronic congestive heart failure [1] , myocardial infarction, mental stress detection [2] , risk of accidental falls in hypertensive patients [3] and many other. HRV analysis attempts to assess cardiac autonomic regulation by quantifying the sinus rhythm variability [4] , which is usually derived from the consecutive QRS intervals (RR) of the electrocardiogram (ECG). The HRV features are usually divided into two categories: time-domain and frequency-domain measures [1] . Time-domain measures treat the normal sinus to normal sinus (NN) interval as an unordered set of intervals and employ different statistical methods to express the variance of such data. The frequency-domain measures perform a power spectral analysis of the ordered NN intervals and show how these NN intervals distributes as a function of frequency. Commonly, both time-domain and frequency features are computed using a long term (24-hour) ECG recording, however recent studies have shown that some of these features can be reliably computed and used from shorter ECG recordings(less than 5 minutes). The HRV features computed from an ECG segment that is less than 15 and 5 minutes are often referred to as short-term and ultra-short HRV features, respectively [1] . The need for reducing the ECG monitoring period is crucial, especially for real-time applications where decisions are usually taken from the analysis of the most recent ECG beats. Shorter ECG recordings can be easily recorded without significant increase in healthcare costs using wearable devices and they can be easily translated in the out-patient clinical life. Thus, being able to reduce the ECG recording interval without compromising the analysis results represents an important step towards using the HRV analysis in real-time applications.
The aim of this study is to evaluate the association between the time and space representation of the heartbeats and some of the HRV features to further reduce the number of beats required for the HRV estimation. Recent studies [3] [5] performed both short and ultra-short term HRV analysis for the comparison of their prediction capability on different clinical outcomes. Instead, we are interested to find out whether the HRV features computed on a 5 minutes ECG can be inferred using a shorter ECG interval. In order to achieve this, we developed a framework based on deep learning methodologies that proved to be appropriate for learning time series representations in recent studies [6] [7].
Related Work
Deep learning methods have been successfully employed for different time series analysis tasks, for problems such as classification and time series forecasting. Recurrent neural networks (RNN) are capable of large scale learning as showed in recent studies, being used for speech recognition [8] , language translation models [9] , or mental stress classification based on ECG data [10] , thus proved to be successful in learning temporal dependencies between the inputs. However, a significant limitation of the simple RNN models which integrate state information over time is known as the vanishing or exploding gradient effects, both referring to the ability of RNNs to backpropagate an error signal through a long-range temporal interval. The RNN version, known as Long Short-Term Memory (LSTM), first proposed in [11] , are recurrent modules which enable long-range learning. LSTM units consist of hidden states augmented with nonlinear mechanisms to allow a state to propagate without modification, be updated, or be reset, using simple learned gating functions. Thus, in this study we propose a LSTM based model for the HRV features inference.
Methods

Dataset description
This study was carried out using the publicly available dataset from the Sleep Heart Health Study (SHHS) [12] . The SHHS is a multi-center cohort study implemented by the National Heart, Lung and Blood Institute (United States of America) to determine the cardiovascular problems of sleep-disordered breathing. Out of the total 6441 subjects enrolled in the study, a subset of 500 subjects with high-quality ECG recordings (125-Hz sampling frequency) were selected for a sub-study to quantify the HRV by sleep stage. The computed 5-minute HRV features for the 500 subjects together with the original ECG recordings were made available. Some of the available HRV features are summarize in Table 1 . The available data for each subject comprises a mean of 7 hours of ECG recordings, which represent around 70 intervals of consecutive 5-minute ECG segments together with the corresponding HRV features for each segment. A histogram presenting the distribution of the 5-minute segments for the 500 subjects is presented in Fig. 1 .
It has been previously shown that some of the HRV features are highly correlated with each other, and so for short term data only the time-domain measures of AVNN, SDNN, rMSSD, pNN10 -pNN50 and the frequency-domain measures of total power, VLF power, LF power, HF power and LF/HF ratio can be reliably computed [4] . Considering all these observations, this study focuses only on prediction of 4 HRV features: AVNN, SDNN, HF and IHR.
ECG preprocessing
The ECG recordings were segmented into consecutive 5-minute excerpts with no overlap, followed by a QRS-complex detection algorithm similar to the one proposed in [13] . In order to filter the noisy segments from the actual beats an additional check was performed for each extracted beat. Specifically, it was checked that the minimum and the maximum values of each detected heartbeat lie close to the annotated R peak. In case this condition was violated, the beat was discarded from the list of beats that correspond to the 5-minute interval. In addition to restricting the analysis to RR intervals < 1.5 seconds and > 0.75 seconds, only the 5-minutes excerpts with at least 200 heart beats but no more than 400 were analyzed. The distribution of the beats in the 5-minute intervals is presented in Fig. 2 . The final number of filtered 5 minutes intervals used in the study is 29945, that were split into three different datasets for training (21945), validation (2718) and testing (2282) of the proposed model. The number of samples for each dataset were obtained by randomly splitting the subjects into these three different groups (400 subjects for training, 100 for validation and testing) then performing the above filtering. Thus, the proposed system was trained and tested on different subjects.
LSTM architecture for the ECG analysis
For the HRV features inference problem, the input is sequential consisting of consecutive heartbeats in a 5-minute window. Thus, the aim in this work is to investigate whether LSTM-based networks are able to learn a sequence of ECG beats for inferring the ultra-short term HRV features. The intuition behind employing an LSTM-based model is that the time-varying beat dynamics are explained by the HRV features and in the same time RNNs are specialized in learning temporal dependencies. The LSTM model employed in this study is shown in Fig. 3 . The architecture consists of three parts: 1) data preprocessing, 2) aggregation of beats across time, sequencelearning, and 3) single/multiple stacked linear layers for performing a linear regression. Different number of beats extracted from each segment were considered as inputs to the LSTM cells, the tested values were: 250, 200 and 100, 50. The number of units in the LSTM cell was set to 60, the dense layer size was set to 100. 
Training and Evaluation
For training the network, we used the mean squared error (MSE) as optimization objective, the learning rate was set to 0.01 and the used optimizer was the Adam optimizer [14] . The batch size was set to 100. Furthermore, we used dropout with probability 0.5 Fig. 1 . Distribution of the five minutes ECG intervals for the 500 subjects for all cells and an early stopping criterion based on the minimum MSE obtained on the validation dataset. We trained the model for a maximum number of 15000 steps that correspond to about 68 epochs. We evaluated the regression performance of the proposed LSTM model on the SHHS dataset. The regression performance was assessed using multiple measures: the MSE, median absolute error (MedAE), mean absolute error (MAE), the Pearson correlation coefficient (R) between the predictions and the correct HRV values and for measuring the agreement we used the Bland-Altman plot [15] .
Results
The regression results obtained by employing the proposed LSTM architecture, using a maximum number of 250 time steps, for the selected four HRV features are presented in Table 2 . Table 3 shows the regression results for the AVNN and IHR variables that could be predicted with a satisfactory error, as shown in Table 2 , but using less time steps: 200, 100 and 50. The results were obtained on the test dataset, after training the model for the maximum number of epochs. The results for the early stopping criteria are not shown here as they are very similar to the presented ones. The number of samples that are predicted correctly on the test dataset within an error range of 5% of 10% of the correct value are presented in Table 4 . 
Discussion
The results presented in section 3 indicate that the aggregation of beats across time using and LSTM network is effective for the HRV features estimation that are AVNN and IHR. The prediction errors for the AVNN are between 5-6% when using 250 down to 50 beats for a 5 minutes ECG segment, which for AVNN is less than the known measurement error < 10% [4] . This implies that the AVNN can be predicted with an average error of 5% and if this satisfactory for the study then the proposed method can be used to infer the AVNN value by using around 50 ECG beats (< 1 minute ECG), in contrast to a 5 minutes segment. The IHR was predicted with less than 5% mean error even when using only 50 time steps. Fig. 4 and Fig. 5 present the errors distribution between the computed HRV feature and the predicted one. It can be observed that for IHR the variance of the errors distribution is smaller than for AVNN and the peak of the distribution lies very close to 0, which represent a perfect prediction. Fig. 6 and Fig.  7 present another view on the agreement between the measurement and the prediction,
