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Abstract 
Improving understanding of the human brain is one of the leading pursuits of modern 
scientific research. Functional magnetic resonance imaging (fMRI) is a foundational 
technique for advanced analysis and exploration of the human brain. The modality scans 
the brain in a series of temporal frames which provide an indication of the brain activity 
either at rest or during a task. The images can be used to study the workings of the brain, 
leading to the development of an understanding of healthy brain function, as well as 
characterising diseases such as schizophrenia and bipolar disorder.  
Extracting meaning from fMRI relies on an analysis pipeline which can be broadly 
categorised into three phases: (i) data acquisition and image processing; (ii) image analysis; 
and (iii) visualisation and human interpretation. The modality and analysis pipeline, 
however, are hampered by a range of uncertainties which can greatly impact the study of 
the brain function. Each phase contains a set of required and optional steps, containing 
inherent limitations and complex parameter selection. These aspects lead to the uncertainty 
that impacts the outcome of studies. Moreover, the uncertainties that arise early in the 
pipeline, are compounded by decisions and limitations further along in the process. While 
a large amount of research has been undertaken to examine the limitations and variable 
parameter selection, statistical approaches designed to address the uncertainty have not 
managed to mitigate the issues. 
Visual analytics, meanwhile, is a research domain which seeks to combine advanced visual 
interfaces with specialised interaction and automated statistical processing designed to 
exploit human expertise and understanding. Uncertainty visual analytics (UVA) tools, 
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which aim to minimise and mitigate uncertainties, have been proposed for a variety of data, 
including astronomical, financial, weather and crime. Importantly, UVA approaches have 
also seen success in medical imaging and analysis. However, there are many challenges 
surrounding the application of UVA to each research domain. Principally, these involve 
understanding what the uncertainties are and the possible effects so they may be connected 
to visualisation and interaction approaches. With fMRI, the breadth of uncertainty arising 
in multiple stages along the pipeline and the compound effects, make it challenging to 
propose UVAs which meaningfully integrate into pipeline. 
In this thesis, we seek to address this challenge by proposing a unified UVA framework for 
fMRI. To do so, we first examine the state-of-the-art landscape of fMRI uncertainties, 
including the compound effects, and explore how they are currently addressed. This forms 
the basis of a field we term fMRI-UVA. We then present our overall framework, which is 
designed to meet the requirements of fMRI visual analysis, while also providing an 
indication and understanding of the effects of uncertainties on the data. Our framework 
consists of components designed for the spatial, temporal and processed imaging data. 
Alongside the framework, we propose two visual extensions which can be used as 
standalone UVA applications or be integrated into the framework. Finally, we describe a 
conceptual algorithmic approach which incorporates more data into an existing measure 
used in the fMRI analysis pipeline. 
We evaluate our framework and visual extensions in different case studies using clinical 
fMRI data. In these we present case studies and expert feedback which highlight the 
benefits of the uncertainty visualisation, such as improved understanding, over existing 
statistical and visual approaches. Our proposed algorithmic approach was evaluated using 
classification, demonstrating improvements over the standardised alternative, and discuss 
 v 
 
the implications of our conceptual method. The framework and extensions in this thesis 
therefore establish the fMRI-UVA research domain and advance the state-of-the-art in 
fMRI visual analysis. 
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Chapter 1  
Introduction 
 
Surface visualisation of the brain with posterier-ventral part of the cingulate gyrus in 
green and the lingual gyrus in red from the Destrieux parcellation. 
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1.1. Summary 
Developing an understanding of how the brain functions is one of the main efforts of 
enquiry in medical research today [1-5]. International projects such as the Human 
Connectome Project [6] and The Brain Initiative [7] highlight the size and scope of 
endeavours. These efforts seek to map out and understand how the brain works in different 
situations, e.g. at rest and when performing tasks, and the differences between healthy and 
diseased brains. To learn and discover this information, the medical imaging modality of 
functional magnetic resonance imaging is used extensively. Analysis of the images 
involves transforming multifaceted, complex, and not well understood data into meaningful 
information that can be interpreted. However, the process undertaken to perform this 
transformation introduces a range of data and human uncertainties. Data uncertainties arise 
from difficulties such as inherent limitations in the acquisition and processing of the 
images, and the need for complex parameter selection. Human uncertainties, meanwhile, 
relate to the researcher’s ability to understand and interpret the complex information, while 
accounting for data uncertainties and cognitive load. These limitations prevent wider 
application and understanding of the data. Visual analytics is the process of transforming 
data into an interactive visual form that enables analytical reasoning. It can be used to 
expose both important and incomplete information to aid human interpretation. Visual 
analytics for brain research is a rapidly growing field that promises to assist in transforming 
and interpreting the uncertainty filled data. This thesis aims to facilitate visual analytics of 
such uncertainty, thus enabling new insights, applications and interpretations of the data. 
This chapter presents an introduction to the overall problem that we aim to address in this 
thesis, we then formalise these aims and list the main contributions we achieved. Finally, 
we present a guide to the organisation of the thesis. 
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1.2. Motivation 
Functional imaging technologies that measure changes in metabolism, blood flow, 
chemical composition and absorption are fundamental to modern medical research. 
Functional magnetic resonance imaging (fMRI) is a four-dimensional (4D) medical 
imaging modality that is used to scan changes in brain activity over time [8]. The modality 
consists of three spatial dimensions, of tens to hundreds of thousands of voxels, and one 
temporal dimension, containing intensity values for each voxel, representing the activity. 
These temporal data collectively represent the functioning of the brain over time. The 
usefulness of this modality has greatly increased the understanding of the neural system; 
however, the acquisition of this imaging data is only the first step in the research 
procedures. To achieve the goals of brain research, vast efforts have been made into 
developing new methods to gain meaning out of fMRI, e.g. [9-17]. Visual analytics is vital 
to multiple steps in the processes, where it assists in effectively analysing and interpreting 
the data as it is transformed [18]. 
Studies of fMRI are interested in the relationships between voxels and regions in a single 
brain, as well as the associations between multiple brains [18-22]. These relationships occur 
over the temporal dimension and are rooted to a spatial location for the full time-course and 
for subsets of time. Thus, researchers require the ability to explore patterns and derived 
information for single images, groups of images, and when comparing images [18-22]. 
Moreover, information must be gathered while processing the data that contributes to 
decision making by researchers in algorithm and parameter selection [17, 18, 23-26]. 
Supporting these tasks relies on presenting valuable information derived from the 
volumetric and temporal data, as well as an indication of potential uncertainties in the data 
and processes [17, 23, 26]. These uncertainties arise from inherent limitations in both the 
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data acquisition and image processing algorithms, unknown considerations relating to 
human biology, the manual selection of options and parameters in processing the images, 
and the cognitive impacts of such complex data during processing and interpretation [18, 
23, 26]. Many of these uncertainties impact the quality of the data in both the spatial and 
the temporal domains and thus compound upon one another. As a result, multiple concerns 
have arisen about the results of fMRI analysis in understanding brain function, e.g. [23-
33]. Overcoming these concerns is arguably the biggest challenge in functional brain 
research and has prevented advances in fMRI application, such as clinical use [17, 19, 29, 
32]. In addition, these concerns have negatively influenced the reputation of fMRI meaning 
that important findings can be overlooked by researchers outside the domain [17-20, 27, 
29, 34]. 
Consequently, the tremendous potential of fMRI and its analysis has not been fully realised 
in research and is largely unrecognised by clinical applications [17, 24]. One of the 
principal reasons for this lack of uptake is that observing many of the uncertainties currently 
requires a great deal of expertise due to an absence of tools to interpret these uncertainties 
alongside analysis of the data. Current visual analytics tools are dominated by 
visualisations of just the derived information [18]. In such approaches researchers must 
manually observe, interpret and react to possible uncertainties in the data without any 
guidance. This is a subjective process with heavy reliance on the skills and experiences of 
the users and can be strongly impacted by bias or expectation, e.g. of functional 
characteristics [18, 27, 29]. Meanwhile, visual analytic tools developed for interpretation 
of the derived information do not consider the decisions made during the processing stages 
[18, 35, 36]. As a result, researchers are unable to gather information on potential issues 
and confounders in the data. Instead, the visual analytics tools focus on reducing cognitive 
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load and increasing the understandability of the derived information [18]. While these are 
crucial factors that are paramount to correct interpretation, the available tools do not present 
the whole picture of the data and analysis is thus limited. 
The processes associated with transforming the fMRI data to significant information have 
meanwhile matured to the point where it is now a largely standardised pipeline [17]. Visual 
analytics tools can accordingly be developed to target aspects of this pipeline and the 
information presented at the culmination of the process. This enables the development of a 
visual analytics framework to assist in minimising the impact of uncertainties that 
integrates into the pipeline. Doing so fills a clear gap in the research of brain function. The 
advancement and application of visual analytics to this problem has the potential to expand 
the capabilities of fMRI research, making it a clinically viable tool because the uncertainties 
in the data become understood factors that users can adjust for. 
1.3. Aims 
The overall aim of the research presented in this thesis is to establish a framework for the 
visual analysis of fMRI with respect to the uncertainties that arise throughout the pipeline. 
We term this domain fMRI-UVA for functional magnetic resonance imaging uncertainty 
visual analytics. The framework will consist of complimentary components designed to 
expose uncertainties in the pipeline and in the derived information, while still reducing the 
cognitive load on users and increasing the understandability of derived information. 
Achieving this overall aim will require the fulfilment of the following specific sub-aims: 
1. The creation of an overall visual schema for visualisation and interaction with 
information derived from the fMRI data. This schema will be designed to balance 
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the needs of the user in understanding and interpreting the meaning of the derived 
information with the impact of the uncertainties. 
2. The development of specific visual analytic tools to be used in the overall schema 
and during the pipeline that provide insight into uncertainties in the data without 
compromising the currently available information about the data itself 
3. The establishment of an understanding of uncertainties in the fMRI analysis 
pipeline with respect to how visual analytics can be leveraged in understanding and 
minimising their impact.  
1.4. Contributions 
To address the above aims, this thesis proposes a novel framework for fMRI-UVA and 
contains the following innovative contributions: 
1. Chapter 2: Formalisation of the fMRI analysis pipeline with respect to the 
uncertainties and visual analytics.  
We examine the fMRI analysis pipeline and existing visual analytics approaches 
to create connections between data and human uncertainties and visual analytics 
techniques. This is the first work to define and establish the relationship 
between fMRI uncertainties and visual analytics; including categorising the 
pipeline into three distinct steps which can be addressed with visual analytics. 
As a result, existing visualisation approaches focussed on human understanding 
alone. This is a major step as future advances can target specific uncertainties 
based on our research to mitigate issues in fMRI analysis. The review carried 
out to connect the fMRI pipeline to uncertainties and visual analytics led to the 
following publication:  
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 M. de Ridder, K. Klein, and J. Kim, “A review and outlook on visual 
analytics for uncertainties in functional magnetic resonance imaging”, 
Brain Informatics, 5(2), 5, 2018. 
2. Chapter 4: Framework for visual analysis of fMRI information which 
integrates details related to uncertainties for interpretation.  
The proposed framework sets up a visual analytics schema for the exploration 
of fMRI data with awareness and interpretation of both the human and data 
uncertainties. Interactions between the spatial, temporal and abstract 
dimensions of the data are accounted for in different visual components. This 
framework is a substantial advancement over existing approaches which only 
consider the human uncertainties when presenting the data. Moreover the 
extensibility as a framework rather than a standalone tool allows for integration 
with future developments. This framework has led to the following 
publications:  
 M. de Ridder, K. Klein, J. Yang, P. Yang, J. Lagopoulos, I. Hickie, M. 
Bennett, and J. Kim, “An uncertainty visual analytics framework for 
fMRI functional connectivity”, Neuroinformatics, 1-13, 2018. 
 M. de Ridder, Y. Jung, R. Huang, J. Kim, and D. Feng, "Exploration 
of virtual and augmented reality for visual analytics and 3d volume 
rendering of functional magnetic resonance imaging (fMRI) data,"  Big 
Data Visual Analytics (BDVA), pp. 1-8, IEEE, 2015. 
 M. de Ridder, K. Klein, and J. Kim, "CereVA-Visual Analysis of 
Functional Brain Connectivity," International Conference on 
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Information Visualization Theory and Applications (IVAPP), pp. 131-
138, 2015. 
An early prototype of our framework was also accepted as a special mention for 
Best Potential in the BioVis 2014 Data Contest, however we had to withdraw 
our submission due to inability to attend. 
3. Chapter 5: Visual extension to the framework for exploring temporal 
uncertainty in fMRI.  
Our innovative visual metaphor is designed to aid in understanding the temporal 
relationships of regions in the brain through coactivity analysis. This extension 
can be used as part of the overall framework and has been implemented as a 
standalone application. Our approach allows for exploration of local and global 
temporal data uncertainty. In contrast, the limited existing approaches only 
consider global temporal uncertainty and their interactions are not designed to 
mitigate the uncertainty. This contribution led to the following publication: 
 M. de Ridder, K. Klein, and J. Kim, “TemporalTracks: Visual analytics 
for exploration of 4D fMRI time-series coactivation,” Proceedings of 
the Computer Graphics International (CGI) Conference, pp. 13-19, 
ACM, 2017. 
4. Chapter 6: Visual extension to the framework for guided selection of 
thresholds in fMRI analysis.  
This extension is important for the selection of thresholds during fMRI analysis. 
Existing approaches are based on inaccurate and hard to distinguish statistics 
that do not give details about the underlying brain network. Our proposed visual 
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approach adds to the information available in statistical methods by providing 
network topology details important to threshold comparison and further 
analysis. This extension is important because thresholds are necessary in fMRI 
analysis, however they are very difficult to select and there are no accepted 
methods for defining appropriate threshold values. This extension can also be 
integrated into the framework and used as a standalone tool for exploring fMRI 
populations. This contribution led to the following publications:  
 M. de Ridder, K. Klein, and J. Kim, “Interactive visually guided 
threshold selection approach for fMRI functional connectivity 
networks,” NeuroImage, submitted, 2018. 
 M. de Ridder, K. Klein, and J. Kim, “Adapted K-Core Decomposition 
and Visualization for Functional Magnetic Resonance Imaging 
Connectivity Networks”, Engineering in Medicine and Biology Society 
(EMBC), 2018 40th Annual International Conference of the IEEE, 
under review, IEEE, 2018. 
5. Chapter 7: Algorithmic extension to the framework for improved creation of 
functional connectivity networks. 
The proposed algorithmic method for creating functional connectivity networks 
converts the fMRI time series of regions into images which represent the trends 
and relationships between individual temporal points and temporal subsets. 
Thus, more information is encoded into the image than the time-series. Further, 
the images can be compared using mature and advanced image processing 
algorithms, which have considerably more research behind them than fMRI 
coactivation measures. Thus, the advancement over existing approaches are in 
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the method itself and the broadened domain it becomes a part of. This 
contribution led to the following publications: 
 M. de Ridder, K. Klein, and J. Kim, “ImageFCN: A method for creating 
robust fMRI functional connectivity networks from image 
representations of the time series data,” ACM/IEEE Transactions on 
Computational Biology and Bioinformatics, in preparation, 2018. 
1.5. Organisation of this Thesis 
The remainder of this thesis is organised as follows. Chapter 2 gives an overview of fMRI 
as a medical imaging modality and introduces the range of data and human uncertainties 
that arise along the processing pipeline. In Chapter 3, we describe the fMRI datasets and 
visualisation environment for the proposed framework and extensions. Our proposed 
framework is presented in Chapter 4. We then discuss two visual and one algorithmic 
extensions to the framework in the next three chapters. Chapter 5 presents an extension for 
exploring and mitigating temporal uncertainty in fMRI. Chapter 6 explains an extension 
for visually guided threshold selection in functional connectivity analysis. The algorithmic 
extension, a method for creating functional connectivity networks by representing and 
comparing the temporal information as images, is described in Chapter 7. Chapters 4, 5, 6 
and 7 are the core contributions of the thesis. Finally, Chapter 8 summarises the 
contributions and significance of this thesis and presents directions for future research. 
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Chapter 2  
Background to fMRI and fMRI 
Uncertainties 
 
Comparison of four different parcellations: Talairach, Harvard-Oxford Cortical, 
Automated Anatomical Labelling and Harvard Oxford Subcortical. Each parcellation is 
designed to emphasise different features of the brain.  
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2.1. Summary 
This chapter introduces the functional magnetic resonance imaging (fMRI) modality and 
its analysis pipeline with an exploration into uncertainties that rise along the pipeline. In 
this chapter we set the baseline and background knowledge that is required for fMRI 
uncertainty visual analytics (fMRI-UVA). To do so, we present the background alongside 
an examination of the uncertainties, which contains novel contributions in characterising 
and mapping the uncertainties for fMRI-UVA. Our discussion of the fMRI modality is not 
designed to be exhaustive; instead it is meant to act as an introduction to the technologies 
and processes underlying the research area of this thesis. The focus is on fundamental topics 
necessary for understanding the latter parts of this thesis, with emphasis placed on the 
characteristics of each uncertainty and how visual analytics can be applied. Moreover, the 
compound effects of uncertainties are also discussed. That is, events that occur in one phase 
of the pipeline directly impact later stages of the pipeline and the associated uncertainty. 
For a comprehensive explanation of fMRI and its analysis, we recommend the following 
books and papers: Introduction to Functional MRI Hardware [37], Functional 
Connectomics from resting-state fMRI [38], fMRI Techniques and Protocols [8], Review of 
Functional and Clinical Neuroscience [39], Networks of the Brain [21] and Overview of 
fMRI analysis [4].  
2.2. Functional Magnetic Resonance Imaging Analysis Pipeline 
Figure 2.1 illustrates an overview of the fMRI analysis pipeline. The pipeline consists of 
three phases: (i) acquisition and data processing; (ii) image analysis; and (iii) visualisation 
and human interpretation. Each of these phases contains multiple steps that will be 
described in the following sections. 
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Figure 2.1: Functional magnetic resonance imaging pipeline (fMRI data flows from top to 
bottom). Raw data are acquired and processed in the first phase prior to data reduction or 
algorithmic image analysis. The results of the first two phases are visualised and interpreted 
by humans. The interpretation is then used in a feedback loop to inform future studies which 
begin again at the top. 
2.2.1 Data Acquisition and Image Processing 
This section provides an overview of fMRI acquisition, fMRI data, and the immediate 
image processing steps that are taken.  
2.2.1.1. Functional Magnetic Resonance Imagine Acquisition 
Acquisition of fMRI is based on an indirect measure of neuronal activity. The concept 
states that when neurons are active, they require more energy, in the form of glucose, than 
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when they are inactive. Neurons that are more active, in turn require more oxygenated 
blood, because oxygenated blood carries the glucose. There are multiple methods for 
recording this glucose uptake; the most common being blood-oxygen-level-dependent 
(BOLD) contrast imaging, in which neurons with more oxygenated blood are less attracted 
by magnetism than neurons with less oxygenated blood. 
Detection of fMRI data, therefore, relies on the magnetism of neurons. During acquisition, 
the patient lies inside an MRI scanner. This scanner emits extremely strong magnetic pulses 
towards the patient, from a full 360 degrees, and records the attraction of objects within, 
taking a snapshot of, e.g., the BOLD. 
2.2.1.2. Functional Magnetic Resonance Imaging Data 
The imaging modality is four dimensional, consisting of three spatial dimensions to 
represent the volume of the brain, and one temporal dimension that records the activity of 
the brain in each spatial location over time. Figure 2.2 shows the attributes of a single 
volumetric image within the temporal sequence. Each volume consists of discrete sample 
points known as voxels. Each voxel is represented by a grey-scale intensity value that is 
generated by reconstructing emissions that molecules and atoms within the body make 
under a strong magnetic field. The voxels are taken in a grid-like pattern, where each two-
dimensional plane of the grid is referred to as a slice. The spatial resolution of these voxels 
refers to their size and is given in width × height × depth. For example, a voxel can have a 
spatial resolution of 1.0 mm × 1.0mm × 2.0mm, this voxel has a volume of 2.0 mm3.  
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Figure 2.2: The attributes of a single volumetric image within the fMRI temporal sequence. 
The volume is made up of voxels, which each have their own intensity value for that time 
point. 
The temporal dimension of fMRI is made of a series of three-dimensional volumetric 
images. Each volume can be considered as a snapshot of the brain’s activity at a certain 
time. These volumes are either taken in sequential slices, i.e. 1, 2, 3, … N, or interleaved, 
i.e. 1, 3, 5, … (N-1), 2, 4, 6, … N. The time taken between imaging the same slice 
consecutive times, i.e. time between slice 1 in volume 1 and slice 1 in volume 2, is referred 
to as the repetition time (TR). The number of volumes in an fMRI sequence is appended to 
the number of voxels (slices) along each edge of the volume to give the spatiotemporal 
resolution in width × height × depth × volumes, e.g. 256 × 256 × 128 × 140. As a result, 
each voxel in each volume represents the activation of a small area of brain tissue at a 
specific time point. Connecting each activation value together in a sequence creates an 
activity curve, or timecourse, of the voxel. Figure 2.3 illustrates the temporal aspects of 
fMRI data. 
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Figure 2.3: Illustration of the temporal aspect of fMRI. Each voxel has an intensity value 
at each time point which creates a time series of activity. 
2.2.1.3. Image Reconstruction and Refinements (Image Processing) 
Acquired fMRI data requires multiple processing steps before it can be viewed, analysed 
and interpreted. The following will present an introduction to the main steps in the process. 
Note that further image processing also takes place in other parts of the pipeline; thus the 
steps here are related to image reconstruction and refinements. 
Image reconstruction is the process of converting the raw data from the scanner, called k-
space data, into four dimensional images. The k-space is the Fourier transform on the MRI, 
thus image reconstruction is based on Fourier transformation algorithms. 
Motion correction is required because fMRI scans are taken over extended periods of time 
during which patients move. To ensure the same area of the brain aligns with the same 
voxel in all temporal volumes, a target volume is selected – often the first volume or a 
‘standard space image’, however it can be any other volume, or an average of multiple time 
points – and all the other volumes are ‘registered’ to it.  
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A standard space image is one that has been created external to the study at hand 
and published so that it can be used by anyone to create a common brain volume by 
which to compare images and studies. Standard space images are mostly created by 
combining fMRI from multiple subjects into one average image. Resulting standard 
space images are a single volume (one time point), rather than a functional image 
(with multiple time points). The most widely used standard space image is MNI152 
from the Montreal Neurological Institute [40]. 
Registration is designed to process two images so that they are spatially aligned, 
ensuring consistency between volumes in the temporal sequence, and between 
images when using a standard space. In registration, the source image is 
transformed to match the target image by means of global – e.g. scaling and rotating 
– and local transformations – e.g. warping certain voxels. 
Slice timing correction is necessary because typical fMRI scanners take the volumetric 
images one slice at a time. Therefore, each slice in the grid is scanned at a slightly different 
time. Slice timing correction typically uses interpolation to estimate voxel intensity at the 
time-point of each volume or by utilising a model of expected function to adjust and shift 
the recorded intensity. 
Spatial filtering is the process of adjusting the intensity value for each voxel using 
neighbouring voxels and a weighting defined by a 3D Gaussian function. The method is 
used to increase the signal to noise (SNR) ratio of the image. 
Temporal filtering serves a similar purpose to spatial filtering for the temporal dimension. 
The fMRI time series for a voxel contains scanner and other physiological signals as well 
as the recorded BOLD signal. High pass filtering is used to remove low frequency signals, 
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such as trends in the time series; low pass filtering removes high frequency noise, such as 
fast peaks and troughs in the signal. 
Global intensity normalisation is applied to all images used within a study, rather than a 
single patient image. It is used to normalise the mean voxel intensity for the whole dataset 
because each fMRI has a different mean intensity due to factors such as different patient 
physiology and other influences, e.g. caffeine levels. 
Bias field correction is needed to counter variations in the magnetic field of fMRI scanners. 
These can be caused by, e.g. wear on the machine, small inconsistencies in electric current 
and other imperfections in the scanner hardware. Bias field correction estimates the 
changes in magnetic field using global and local voxel information, often from different 
tissue types in the brain, using these to adjust individual voxel values. 
Background removal is used to ensure fMRI images only contain voxels that align with the 
brain. In the processing, the scanner bed and the skull are the most common background 
matter, although other scanner artifacts and physical objects may need to be removed. 
Tissue segmentation is used to break the fMRI into subsections for the types of matter in 
the brain. Generally, the brain is considered to be made of white matter, grey matter and 
cerebrospinal fluid. Each of these has different spatial and intensity ranges that can be 
segmented apart. Similarly, tumours can be segmented as their activity is different to other 
brain matter. 
2.2.2. Image Analysis 
The second phase of the fMRI analysis pipeline is designed to transform the complex 4D 
data into a format that can be more readily understood and interpreted by humans. This 
transformation can be performed using a range of automatic and semi-automatic image 
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analysis methods. The most common of these methods perform data reduction to group the 
voxel-level and temporal information into classes, while others attempt to gain information 
by analysing the voxel-level data algorithmically, e.g. via machine learning. 
2.2.2.1. Data Reduction Methods 
Data reduction methods transform four-dimensional fMRI images into two- and three-
dimensional formats. This can be done by grouping voxels based on anatomical location, 
temporal signal, or a combination of both. 
Functional Connectivity Analysis is a method to perform data reduction based on 
anatomical location. The technique results in the creation of functional connectivity 
networks (FCNs) – sometimes called functional connectivity matrices – which are two-
dimensional representations of fMRI data. Voxels are grouped into defined 3D regions of 
interest (ROIs) using pre-segmented atlases, known as ‘parcellations’. Representative 
temporal signals are then created for each ROI to reduce the multitude of temporal voxel 
signals a single signal. The most common techniques for creating a representative signal is 
through voxel averaging, however more advanced methods are occasionally used. After the 
application of a parcellation and grouping the voxels, the fMRI data has been reduced, 
however it is still four-dimensional. The final step in the process is to calculate the 
‘coactivation’ of the ROIs. This is done by comparing the representative signal, typically 
via correlation, although more innovative methods can also be used. The resulting FCN is 
a 2D matrix of coactivation values where there is a value to represent each pair of ROIs. 
Consequently, FCNs can be thought of as fully connected networks that represent how 
similar pre-defined regions of the brain are over time. 
Parcellations are brain atlases, commonly created with a standard space image, that 
are segmented into a set of anatomical regions. There are many parcellations 
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designed for different purposes and by different groups. ROIs in parcellations can 
be based purely on anatomical location, or they can be created in group-based 
studies from functional activity of connected regions. 
Coactivation is the term given to how similar regions of the brain are over time. 
Principal and Independent Components Analysis are two related methods that utilise the 
temporal and spatial data. Both approaches are widely used in statistics and other sciences 
for data reduction. For fMRI, they are used to group voxels into classes of similar function, 
where the grouping is subject-specific, rather than from a pre-defined source. The major 
drawback of this approach compared to using FCNs is the increased difficulty in comparing 
subjects, due to spatial mismatch of voxel groupings. However, the methods are still used 
to map to ‘known networks’, such as the default mode network, which is a set of voxel 
groups spread throughout the brain that are known to have similar activation during rest. 
Amplitude of Low Frequency Fluctuations and fractional Amplitude of Low Frequency 
Fluctuations are used to measure spontaneous fluctuations in the BOLD signal intensity 
for a selected region or voxel. These methods are generally used in resting-state imaging. 
Voxel clustering is normally based on the temporal signal. Common clustering techniques, 
such as k-Means clustering and hierarchical clustering, are run on the voxel data. The input 
vectors of the algorithms are the temporal intensity values, which results in a location-
independent clustering; however, these can be weighted by the voxel neighbourhood to 
take the anatomical location into account. 
Seed-based approaches are commonly used as secondary data reduction methods, in which 
they are used in combination with functional connectivity analysis. The purpose is to 
compare the representative signal from one or more regions to the internal voxels of a final 
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ROI. Seeds in the final ROI can be defined through user input by manually selecting a 
voxel, or by comparing all the voxels in the ROI to the representative signal of a region, 
then using this to automatically select the seed voxel. Once a seed voxel is selected, the 
region around the seed is grown until voxels no longer meet a pre-defined thresholding 
criteria. While seed-based approaches are commonly used as secondary data reduction 
methods, they can be used to define all the ROIs in an fMRI based on users selecting seed 
voxels near the centre of where they expect to find ROIs. 
Regional Homogeneity Analysis can similarly be used in combination with parcellations or 
as a method for region growing in seed-based approaches. Regional homogeneity (ReHo) 
measures how similar voxels in a neighbourhood are to one another over the temporal 
dimension. In combination with parcellations, it can be used to determine how similar all 
the voxels are in an ROI as a method of reducing the temporal data to a single value that 
does not require the combination of multiple regions. 
2.2.2.2. Algorithmic Methods 
Algorithmic methods for image analysis are used to generate information on an fMRI from 
voxel-level data, rather than by transforming the data to another format. These are generally 
machine and deep learning methods used for, e.g. classification. The majority of 
algorithmic methods are based on human labelling of the data, for example as healthy or 
diseased, or during task and before/after task. Creation of these labels can be based on 
clinical diagnosis, or knowledge of the study, however it is often based on information from 
previous studies that utilised data reduction methods. Moreover, many of the algorithmic 
techniques can also be applied to the reduced data. Therefore, these approaches can be 
thought of as mostly secondary methods. 
CHAPTER 2 
22 
 
2.2.3. Visualisation and Human Interpretation 
The final phase of the fMRI analysis pipeline is about extracting information from the 
processed data. This phase is heavily reliant on the human’s ability to understand and 
interact with the data. Therefore, the image analysis methods play a significant role in the 
steps taken in this phase. Broadly, visualisation, especially interactive visualisation in 
visual analytics, is used to improve interpretation and gather deeper insights about the data. 
However, not all interpretation relies on visualisation, with some pipeline simply 
comparing raw numbers; more common when algorithmic methods have been used. The 
most prominent visualisations aim to simplify interpretation of FCNs. This is largely 
because FCNs have an inherent network structure that lends itself to visualisations. 
Moreover, functional connectivity analysis is arguably the most widely used data reduction 
method. In many fMRI visualisations, the anatomical information that is commonly lost 
during data reduction is also presented. To understand the various visualisation techniques 
in more detail and the reasons behind their design, it is important to first understand the 
uncertainties present in the fMRI analysis pipeline. These are discussed in the following 
sections. 
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2.3. Uncertainties in the Functional Magnetic Resonance 
Imaging Analysis Pipeline  
We divide the uncertainties in fMRI with respect to the analysis pipeline introduced in 
Section 2.2. Doing so makes it feasible to relate specific tasks back to fMRI-UVA and 
ensures that the compound effects of the uncertainties are clear. Alongside the three phase 
categorisation, we also distinguish between data uncertainty, which primarily arises in the 
first two phases relating to automatic processing: is the data correctly representing the 
underlying brain function; and human uncertainty, largely in the third phase, relating to 
decisions made by humans: is the user correctly interpreting the information and adjusting 
for the issues arising from the data uncertainty. 
2.3.1. Overview  
The presented fMRI analysis pipeline has been used widely to gain meaningful insights 
about the brain, such as defining a baseline default mode network [41], differentiating 
regions associated with task-based activity [42], and distinguishing features of diseased 
brains [5]. While the information extracted and created by this pipeline has proven to be 
useful, the processes within the pipeline are limited by a set of uncertainties. Moreover, the 
combination of these processes results in compound uncertainties that arise when an 
uncertain detail is used in a subsequent step. The discussion of uncertainties begins with 
several inherent hardware limitations that arise during image acquisition, such as 
physiological uncertainties. Many of these are compounded by the initial processing, 
including normalisation and filtering. The image analysis phase adds to the complexity of 
uncertainties as it relies on algorithms that each have fundamental weaknesses and trade-
offs, as well as a need for estimation and complex parameter selection. Finally, the 
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visualisation and human interpretation phase results in uncertainties regarding the human’s 
ability to understand the complex fMRI data and innate information loss that is required by 
visualisation in filtering and creating emphasis. 
Within each of the steps, efforts have been made to mitigate the uncertainties. However, 
these efforts are limited in their ability as many of the uncertainties arise from inherent 
limitations that cannot be avoided. Additionally, for the uncertainties that can potentially 
be resolved, there is a need to first understand the impact on the data to create and assess 
the effectiveness of potential resolutions. Doing so requires interactive visualisation that 
allows users to explore the data and the uncertainty. This has been shown to positively 
influence human decision making [43, 44], however the relationship between fMRI 
uncertainties and visual analytics is not well understood. Broadly, uncertainty visual 
analytics (UVA) tools, which combine human expertise and visual pattern recognition 
ability with automated processing that enables users to analyse the effects of the 
uncertainties on the data, have been extensively explored in a range of fields. These include 
other biomedical research fields, e.g. for structural magnetic resonance and positron 
emission tomography [45], and widely adopted in a several of other areas [46], such as 
climate [47], security [48] and astronomy [49] . Reviews have been performed into UVA 
for many of these domains – including one for medical visualisation [36] which categorised 
fMRI generally within functional imaging, but only considered visualisation, not visual 
analytics, and did not explore the pipeline or compound uncertainties – promoting the 
benefits of such UVA and helping to direct future research. 
Specific to fMRI, the uncertainties, and issues caused by them, are commonly seen as one 
of the last major hurdles for widespread fMRI use and clinical application. To overcome 
this hurdle, a review that discusses the potential for fMRI to leverage the advances in UVA, 
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which we define as fMRI-UVA, is required. As fMRI-UVA has only recently started to be 
explored, the potential for such a review to direct and speed up research is immense. These 
initial fMRI-UVA tools have been developed to, e.g. simplify the presentation of the data 
during the visualisation and human interpretation phase to improve understanding, thereby 
reducing uncertainty in the interpretation [50-52], or to target specific aspects of the 
uncertainty, such as uncertainty in the temporal sequence [35, 51]. Nevertheless, numerous 
uncertainties that arise throughout the pipeline, and the compound effects of these 
uncertainties have not been targeted. While this is the case, such uncertainties will continue 
to raise questions about many of the findings in fMRI research; such as high false-positive 
rates in defining clusters of active voxels [5, 19, 24, 27, 28, 33, 38, 53, 54]. 
2.3.2. Data Acquisition and Image Processing 
Acquisition of fMRI is a process with multiple inherent limitations, resulting from the 
scanner hardware and from patient physiology. For a comprehensive review of the 
hardware limitations, which is beyond the scope of this thesis, we recommend: Functional 
Magnetic Resonance Imaging [55], Introduction to Functional MRI Hardware [37] and 
Hardware considerations for functional magnetic resonance imaging [56]. We instead 
present a summary of the common limitations in Table 2.1. To exemplify these limitations, 
consider a typical volumetric scan in the temporal sequence. Such a scan has a spatial 
resolution of 1.00mm to 3.00mm per voxel edge, e.g. 1.0 mm × 1.0mm × 1.0mm, and a 
repetition time (TR) similarly between 1 and 3 seconds for greater than 100 volumes; not 
including volumes that are commonly discarded from the beginning of the scan [8]. 
Meanwhile, each cubic millimetre of the brain contains approximately one hundred 
thousand cells, and each neuron amongst these cells can go through tens of state changes 
per second [55]. Thus, even at 1.00mm spatial resolution with a TR of 1, it is impossible 
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for the scanner to accurately represent all of the brain’s activity. This is worsened by, e.g., 
the low signal to noise ratio, as questions arise about whether a voxel contains meaningful 
information or is noise. 
Table 2.1: Summary of limitations in fMRI scanner hardware. 
Limitation Description 
Poor spatial image 
resolution  
Voxels in fMRI are much larger than the cells and tissues 
that use glucose in the brain [19, 55]. 
Poor temporal resolution The time required to acquire a slice or volume of an fMRI is 
commonly much longer than the activation time of most 
brain cells and neurons, leading to poor temporal resolution 
[8, 37, 55, 57]. 
Sequential timing of 
scans 
Most fMRI machines scan the volume of the brain in a 
sequence of slices. This means that the same volume may 
represent different functional states [8, 37, 55]. 
Low signal to noise ratio Many objects and signals can introduce noise to a magnetic 
signal. These are picked up by scanners. Similarly, the 
repetition time of scans impacts how well the machine 
records the spatial data and it must be traded against the 
duration of brain states [8, 37]. 
Functional state 
differences within slice 
sequences in a scan  
Caused by the difference in timepoints taken to get through 
all the slices sequentially [57]. 
Magnetic field 
inhomogeneity 
The shape of the magnetic field can change depending on 
objects that are placed inside of it and needs to be adjusted 
with extra magnets to patient specific levels [37]. 
Magnetic field drift Magnetic fields drift in strength over time based on factors 
such as the temperature in the room. These factors are hard 
to control and drift is hard to account for in processing, yet 
it is a significant confounder to the temporal changes of the 
data [37]. 
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Ghosting artifact Caused principally by inaccurate timing of reads and 
magnetic field inhomogeneity, results in apparent activation 
through increased intensity of overlapping signals [58]. 
 
In addition to the hardware limitations, are uncertainties arising from the patient. 
Perceptible concerns within a single scan, such as head motion, cause uncertainties about 
whether voxels in subsequent volumes designate the same area of the brain. Whereas less 
tangible changes that can occur both in a single scan and between scans arise due to 
individual patient physiology, including to what extent these physiological differences 
between patients affect the analysis outcomes [8, 19, 26, 33]. For example, one of the 
foremost concerns is the effect of individual activity baselines in the brain. This refers to 
the patient-specific level and pattern of underlying brain activity that is related background 
brain function, e.g. for breathing. Not only patient-specific, the baseline is altered by other 
circumstances, such as time of day, age and health conditions for a single patient at different 
time points [33]. 
The processing steps that convert and modify the raw scanner signal then add uncertainties 
that compound the scanner limitations and physiological concerns. While many of the 
steps, such as motion correction, are designed to mitigate some of the aforementioned 
limitations, they are themselves hindered by inherent limitations. For example, motion 
correction assumes on rigid-body motion, due to the lack of visual markers in most slices, 
which does not account for the sequential scanning architecture. Furthermore, each step 
requires manual parameter selection, tuning and refinement, which can have a significant 
impact on the data. There are few guidelines available for selecting many of these 
parameters, which can result in unreported inconsistencies between studies [19, 26, 28]. 
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2.3.3. Image Analysis 
The image analysis phase of the pipeline, which is designed to transform the complex 4D 
data into a format that can be more readily understood, results in many uncertainties; due 
primarily to mandatory data aggregation and loss. The trade-off is one that must take place, 
but the impact of the uncertainty is heavily dependent upon the selections made. Methods 
such as principal components analysis and independent components analysis (PCA/ICA) 
are designed to reduce the dimensionality of the data by, e.g., selecting the component with 
the highest variance. Such decisions create uncertainty in knowing what the effects of the 
selection are. For example, the variance may be caused by an unresolved scanner artifact, 
thus compounding the uncertainty.  
In these data reduction methods, it is common to group voxels into pre-defined regions of 
interest (ROIs) that are based on anatomical location, rather than function. This can be done 
using parcellations in functional connectivity analysis, or by selecting the component that 
is most similar to a ‘known network’ in PCA/ICA. While the parcellations and known 
networks may be based on function, the fit of the groupings is rarely considered. For 
example, inaccuracies from motion correction and registration may cause mismatches that 
compound the uncertainty. Initial research has been performed into the fit of ROIs, 
modifying the mapping based on voxel data [59], and incorporating other measures such 
as myelin content [60]. Yet, even the authors of this second work note that their work is 
only an initial outcome of an ongoing development which can only improve as better data 
and processes become available; both of which are impacted by the uncertainties in the 
image acquisition and processing phase. Moreover, different parcellations and known 
networks may segment the brain for different tasks or diseases. For instance, it has been 
shown that the relationship between the thalamus and the cortical brain regions is important 
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in schizophrenia classification [61, 62]; yet a parcellation that segments the brain in such a 
way may not be useful for Alzheimer’s disease. These dynamics may be understood for 
known diseases, but during exploration of new diseases, the selection of parcellation or 
known network becomes much more uncertain [63]. 
Significantly, the predefined ROIs lead to one of the most influential fMRI uncertainties in 
spatial heterogeneity. In the data reduction, each ROI is given a representative signal, 
commonly through averaging the temporal signals of all the voxels within the region. 
However, amongst these voxels there are likely to be many different temporal signals; some 
that may be affected by scanner artifacts, others that are a result of unresolved head motion, 
and many that are representing various micro- or macro-level activity patterns. Figure 2.4 
present examples of the voxel level and representative signals for different subjects and 
different regions. These representative signals are then used to create coactivation values 
for comparisons with other ROIs and potentially with other images, e.g. for disease 
classification. Consequently, spatial heterogeneity leads to uncertainty in the representative 
temporal signal regarding how accurately it summarises the activity in the region, and 
whether the heterogeneous signals are, e.g. noise [13]. 
 
Figure 2.4: Demonstration of the uncertainty that arises in creating representative temporal 
signals. Multiple, potentially very different, voxel signals are summarised into a single 
representative signal that does not retain the variability. 
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Alongside spatial heterogeneity, temporal heterogeneity is another cause of significant 
uncertainty in the image analysis phase. This data uncertainty arises because fMRI signals 
can represent multiple state changes within a scan, such as short bursts of activity [64]. In 
typical analysis, such variability is reduced to a single value in being assigned a component 
or cluster, or compared to create a single coactivation value for a pair of ROIs. Thus, the 
temporal dynamics may be largely lost in analysis and can be fundamentally influenced by, 
e.g., noise in the signal. Meanwhile, the customary technique of using correlation to 
measure coactivation is imperfect, relying on distance-based measures that are susceptible 
to outliers and have within-series dependence. This has been partially improved with the 
recent FCNet [65], which uses convolutional neural network principles to create the 
coactivation measure; however, the technique is not as easily used and still relies on training 
using distance-based measures in its clustering step. Modern methods, such as dynamic 
functional connectivity analysis, are designed to mitigate some of this loss by grouping the 
temporal sequence into a series of classes; nonetheless, the approaches still reduce each 
segment into a single value and raise uncertainty in, e.g., the number of classes to designate.  
After the initial data reduction steps, most image analysis processes rely on data 
thresholding to filter out connections and voxels that are considered to be unimportant. In 
the case of functional connectivity analysis, thresholding is used to filter coactivation 
values so only those that are, e.g. highly coactive, are retained. Meanwhile, at the voxel 
level in seed-based, regional homogeneity or PCA/ICA approaches, thresholds are set as a 
cut-off parameter that determines which voxels belong to which group. Group-level 
thresholding may then be used to filter out groups that do not represent a high enough 
portion of the activity in the fMRI. Yet, there are no accepted methods for defining a good 
threshold [24, 25, 66, 67]. Thus, thresholding has the potential to not only hide important 
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connections, but can also compound earlier uncertainties by, e.g., keeping spurious data 
and filtering out meaningful data. 
Finally, the patient physiology uncertainties mentioned in Section 2.3.2 can be 
compounded during the image analysis phase. Between patient variability and biological 
differences are currently not well understood [33, 68]. Therefore, the impact of individual 
baselines or daily differences, such as caffeine consumption, on comparison leads to 
uncertainty in analysis. 
2.3.4. Visualisation and Human Interpretation 
The final phase of the pipeline is much more heavily influenced by human uncertainties 
rather than the data uncertainties in the prior steps. Nonetheless, they still compound the 
previous steps as they relate to how the data, including data affected by uncertainties, is 
understood. Principal to these is the issue of cognitive load and how this impacts 
interpretation. Cognitive load, which is increased due to the complexity of the data, leads 
to difficulties in understanding results and interpreting what is seen [18, 69]. For example, 
users often experience difficulty mentally reconstructing the brain in association with 
functional connectivity analysis due to the complex 3D structure and varying ROIs that 
depend on the chosen parcellation [18]. Further, fMRI interpretation is heavily influenced 
by user expectation and bias, such as expectation of a certain coactivation between ROIs 
[29, 30]. Even the assumption that scanner artifacts are largely removed compounds upon 
those uncertainties. Broader issues, such as the current limited knowledge of the brain also 
impact interpretation as different researchers have different ideas about what causes certain 
phenomena [29, 30]. 
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Visualisations used in this phase are intended to focus the user’s attention on specific 
characteristics and attributes of the data. While this reduces the amount of information a 
user needs to process, thereby reducing cognitive load, it inherently adds the risk of adding 
uncertainty by emphasising attributes affected by earlier uncertainties or by de-emphasising 
details that are pivotal to the interpretation. 
2.3.5. Existing Tools and Methods for Managing Uncertainties 
In the following sub-sections, we outline the existing processes and recent fMRI-UVA 
tools that have been developed to potentially mitigate and increase user’s awareness of 
uncertainties. Apart from small number of works that attempt to alleviate temporal 
heterogeneity, research into fMRI-UVA is primarily designed for the human interpretation 
and visualisation phase. 
2.3.5.1. Data Acquisition and Image Processing 
To the best of our knowledge, no fMRI-UVA research exists that specifically targets the 
image acquisition and processing phase. This is in part due to the recent emergence and 
relative immaturity of fMRI-UVA – in comparison to the many established statistical 
toolkits – and a result of the low-level, complex data that is processed. Widely used 
statistical toolkits, including Freesurfer [70], FMRIB Software Library (FSL) [71], 
Statistical Parametric Mapping (SPM) [72] and Analysis of Functional NeuroImages 
(AFNI) [73], are employed in image processing. Many of the processes are semi-automatic, 
due to the requirements of parameter selection, that allow users to visualise the image data 
when making decisions and observing outcomes. An example is presented in Figure 2.5, 
which shows visualisations available in the SPM processing software [72] that can be used 
to adjust parameters relating to segmenting white matter, grey matter and cerebrospinal 
fluid. Yet, even with the visualisation, selecting these parameters is a difficult, error prone 
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task [28]. Consequently, it can be very challenging to estimate the effects of parameter 
selections before they are performed. Meanwhile observing whether a selection has caused 
an issue relies on extensive visual inspection as the tools do not currently present adequate 
guidance [8, 19, 26, 33]. Adapting and extending UVA techniques from other medical 
domains will be key to mitigating the effects of the uncertainties on the pipeline. One 
example, Probexplorer, volume renders segmentation uncertainty to highlight areas that are 
deemed to be ‘suspicious’ [45]. If fMRI, this could be adapted to allow an expert user to 
evaluate how well a skull stripping or tissue segmentation process has been performed in 
each of the temporal volumes. 
 
Figure 2.5: An example of an fMRI visualisation using SPM [72] showing the results of 
white matter (WM), grey matter (GM) and cerebrospinal fluid (CSF) after segmentation 
with FSL FAST [64]: (a) the original fMRI image with a voxel size of 2x2x2mm; (b) the 
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image with the uncertain, calculated matter types overlaid in shades of yellow (WM in the 
dark yellow; GM in the middle yellow; CSF in the bright yellow). 
2.3.5.2. Image Analysis 
Initial research into fMRI-UVA has recently been undertaken to target the temporal 
uncertainties that arise during data reduction. For example, TimeCurves [74] is applied to 
the whole fMRI coactivation network in functional connectivity analysis and can be used 
to visualise cycles, repeated patterns or rapid changes in the overall signal in a temporal 
sequence. Thus, the tool can be used to determine periods that may be indicative of different 
temporal dynamics and mitigate some of the uncertainty. Similarly, SmallMultipiles [51], 
is a visual analytics tool that stacks heatmap matrices of the FCNs based on similarity in 
order to visualise fuzzy and uncertain state changes in brain activity over time. Our own 
work, TemporalTracks [35] (presented in Chapter 5), was developed in answer to the 
temporal uncertainties that arise between ROIs when calculating coactivation. We display 
the similarity of the signals along the temporal domain and allow interaction to view the 
FCN during different states. An example of these three approaches is presented in Figure 
2.6. 
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Figure 2.6: Examples of abstraction visualisations which focus on the temporal aspects of 
the data. Images created using – Top: TemporalTracks [35]; Middle: SmallMultipiles [51]; 
Bottom: TimeCurves [74]. 
To the best of our knowledge, no research has been performed into fMRI-UVA for image 
analysis uncertainties beyond the temporal aspects. Our own work, presented in Chapter 6, 
is the first to target the uncertainties surrounding thresholding in functional connectivity 
analysis. We utilise graph decomposition to summarise the overall network structure into 
small visual tiles. Through this, we can indicate different graph structures at different 
threshold levels, and compare multiple patients at multiple thresholds. For other 
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uncertainties, such as parcellation fit and spatial heterogeneity, there are many UVA tools 
that can be adapted. For example, spatial heterogeneity could be represented using colour 
and associated graphs, as performed in [75] which used the technique for classification of 
structural MRI. 
2.3.5.3. Visualisation and Human Interpretation 
Existing fMRI-UVA tools have primarily been developed for the visualisation and human 
interpretation phase due to the benefits visual analytics provides in reducing cognitive load 
on users and the need for interactivity during interpretation. Most of the tools focus on 
interpretation of functional connectivity analysis results due to the extensive use of the 
technique and the inherent network structure. Many of these methods are designed to 
present the information in a single graphical window, thus minimising screen space and 
allowing users to view and interact with all the information at once, rather than having to 
store information in their memory. Examples include: a radial connectivity abstraction that 
uses node ordering to indicate the anatomical location of ROIs [76]; a web-based 
application that flattens the 3D structure of the brain before highlighting important details 
[77]; glyphs that are displayed on a 3D representation of the brain to encode functional 
information [78]; and a tool that used a NodeTrix glyph representation for comparison of 
regions [50]. Other tools present information in multiple associated windows that reduce 
the complexity of each visualisation and allow users to find more information when 
required. These tools are also used to incorporate associated data types, such as diffusion 
tensor imaging (DTI) or electroencephalography readings, which can provide more 
information about the subject to potentially mitigate some uncertainty, e.g. [79] . Figure 2.7 
displays an example of four tools designed to target visualisation and human interpretation. 
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Figure 2.7: Examples of visualisations designed to target human interpretation issues, such 
as with spatial understanding and cognitive load. Images created using – a) PyCortex [77]; 
b) CereVA [80]; c) BrainNet Viewer [81]; and d) Braviz [79]. 
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Chapter 3  
Datasets and Visualisation 
Environment Details 
 
Maps of three components extracted by independent components analysis on a human 
brain. Colours show the probability that each voxel is part of the component; indicated by 
the scale on the right. 
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3.1. Summary 
This chapter describes the datasets used in the works that contribute to this thesis and the 
environment in which the uncertainty visual analytics framework and tools were developed.  
3.2. Datasets and Processing Tools 
The fMRI data used to demonstrate the CereVA framework, presented in Chapter 4, was 
provided by the Brain and Mind Centre (formerly the Brain and Mind Research Institute) 
at the University of Sydney in Sydney, Australia. The fMRI studies were acquired on a 
General Electric 3 T Discovery MR750 (GE Medical Systems, Milwaukee, WI). All images 
were taken at a spatial resolution of 2.0mm × 2.0mm × 2.0mm and a spatiotemporal 
resolution of 79 × 95 × 79 × 140, resulting in a width and depth of 158.0mm and a height 
of 190.0mm, covering the whole brain. All images were taken in resting-state conditions 
with the cohort consisting of individuals diagnosed with schizophrenia and healthy 
individuals. Voxel intensity was stored as signed 16-bit integer values with the images pre-
processed for slice time correction, motion correction, coregistration (on a T1-weighted 
scan of each subject), normalisation (with respect to MNI152) and background removal 
using the SPM12 package [72]. This data was also used in the image FCN evaluation 
presented in Chapter 7. 
For TemporalTracks, presented in Chapter 5, resting-state fMRI data from the public 
Human Connectome Project Q1 Data Release was used [6]. The data were acquired on a 
Siemens Skyra 3T (Siemens Medical Systems, New York, NY) at Washington University 
in St. Louis, USA. These images had a spatiotemporal resolution of 91 × 109 × 91 × 1200 
and a slice thickness of 2.0mm with pre-processing performed in the FSL and Freesurfer 
packages [70, 71]. 
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The data for the threshold visualisation method in Chapter 6 came from the ADHD200 
dataset [82, 83]. The cohort used contain 149 resting-state fMRI of typically developing 
individuals and other individuals with ADHD. All subjects were aged between 7 and 21 
years old. 
3.3. Image Analysis Environment 
Most of the image analysis was performed in Matlab R2014b and R2016a [84]. Matlab was 
chosen for its strength in image, matrix and mathematical operations. The Tools for NIfTI 
and ANALYZE image package [85] was used to load and perform simple manipulations 
on the fMRI images. The FSL Matlab package [71] was also used, e.g., to perform ICA. 
We utilised the VLFeat [86] Matlab packages and the pyts Python package [87] to create 
the image FCNs. Finally, AFNI [73] was used for the 3dReHo tool. AFNI was run on 
Ubuntu 16.04 LTS on the same PC as described in Section 3.4. 
3.4. Visualisation Environment 
The visual analytics framework and tools described in this thesis were developed and tested 
using a 64-bit Windows PC, on Windows 7, 8.1 and 10, with an Intel Core i5-4570 CPU 
@ 3.20 GHz, inbuilt Intel HD Graphics 4600, and 8.0 GB RAM. All presented software 
has been implemented for web-application due to the flexibility of combining graph 
visualisations in scalable vector graphics (SVG), with volume and surface rendering in 
WebGL [88], and multimedia presentation in a single interface. Similarly, the portability 
of web-based applications without the need to install any extra software (other than a web 
browser) led to the selection. WebGL is a JavaScript API for rendering interactive 3D and 
2D graphics that allows the browser to access graphics cards and other hardware 
acceleration. We used Data-Driven Documents (D3) [89], The X Toolkit (XTK) [90], 
CHAPTER 3 
41 
 
Papaya [91] and jQuery [92] JavaScript libraries during development. D3 is a widely used 
and actively supported open source library designed for manipulating HTML, SVG and 
CSS based on the data it is presenting. XTK is a WebGL library for use in scientific 
visualisation of medical images, volumes and extracted data, such as 3D surfaces or tensor 
data. Papaya is a pure JavaScript image viewer for medical images, supporting a range of 
DICOM and NIfTI data formats. Finally, jQuery is a library designed to simplify HTML 
manipulations through JavaScript. Testing of the framework and tools was primarily 
performed in the Google Chrome and Mozilla Firefox web browsers. 
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Chapter 4  
A Framework for Summative 
Uncertainty Visual Analytics of 
Functional Connectivity Networks 
and Associated Functional Magnetic 
Resonance Imaging Data 
 
Radial functional connectivity network visualisation augmented with marker information 
shown by the blue and orange highlights. The marker shows how similar the graph is to a 
user defined network. 
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4.1. Summary 
This chapter describes a summative framework for fMRI-UVA, comprised of three 
interconnected views for the functional connectivity network (FCN), the anatomical 
structure and the temporal dynamics. The framework is designed for use during the 
visualisation and human interpretation phase of the pipeline. In comparison to traditional 
fMRI-UVA designed for this phase, our approach incorporates visual cues and interaction 
which facilitates exploration of data uncertainties. This allows users to gain a deeper 
understanding of the data for use in their interpretation of the functional connectivity. The 
core capabilities of our framework are demonstrated in case studies that show its 
application to interpretation of schizophrenia fMRI data. These have been developed from 
needs identified by fMRI experts from the Brain and Mind Centre and published 
schizophrenia research.  
4.2. Introduction 
Functional magnetic resonance imaging (fMRI) has been utilised to understand and 
characterise diseases, such as schizophrenia [61, 93, 94], Alzheimer’s disease [10, 95], 
bipolar disorder [96, 97], and post-traumatic stress disorder [98-100]. Gathering such an 
understanding, relies on the researcher’s ability to compare images across diseased and 
healthy populations and at different time points for a single subject. However, such 
comparisons cannot be adequately examined in the source 4D images due to the volume 
and complexity of the data [19]. Thus, functional connectivity networks (FCNs) are 
fundamental abstractions designed to convey the similarities and differences in a 
manageable and understandable format. FCNs are matrix representations of how similar 
the fMRI activity in pre-defined brain regions are over time. They are created by: (i) 
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registering an fMRI to a pre-segmented atlas – known as a parcellation – which contains 
multiple regions of interest (ROIs); (ii) constructing a representative temporal signal for 
each ROI, often by averaging the temporal signals of all voxels within the ROI; and (iii) 
creating the matrix of region ‘coactivity’ by using techniques such as correlation to 
calculate the similarity between all pairs of representative signals. The resulting matrix can 
then be used as a fully connected network that summarises the coactivity across the brain. 
This common structure can be directly and easily compared across multiple images, and 
allows well-established and advanced graph analysis techniques, e.g. graph kernel analysis 
[101], to be used for analysis. Counteracting some of the benefits of FCNs, however, is an 
increase in uncertainty, largely due to the loss of voxel-level and temporal data, limiting 
interpretation. This compounds other uncertainties that arise in other fMRI acquisition and 
processing phases. For example, inherent hardware and image processing limitations cause 
data uncertainty in, e.g. imaging artifacts [24, 37], while high cognitive load and difficulty 
interpreting the data can lead to human uncertainties, such as bias [18, 29]. 
In an effort to mitigate some of the human uncertainties, visual analytics tools for fMRI 
FCNs, which combine interactive visualisation with automated processing, have been 
developed. Commonly, these aim to reduce cognitive load by simplifying the FCN 
presentation using colours, filtering and visual cues [18], and by combining the FCN with 
a visual link to the spatial location of ROIs, e.g. through node location [76], or by 
overlaying the network on a 3D representation of the brain [81]. Users therefore require 
less mental reconstruction to connect the FCNs to their existing spatial knowledge of the 
brain [18]. 
While such approaches are greatly beneficial to the analysis and interpretation of fMRI 
data, they overlook the range of data uncertainties, introduced in Chapter 2. As a result, 
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fMRI analysis is rarely used in clinical settings and often has its validity questioned in 
research environments, e.g. [17, 23, 24, 26-28]. These uncertainties are often considered 
one of the last major barriers preventing wider uptake of fMRI in research and clinical 
environments [17, 24]. Accordingly, there is a need for uncertainty visual analytics (UVA) 
for fMRI and FCNs that considers the data uncertainties alongside the human uncertainties. 
The current work suggested in this chapter was motivated by this need for users to visualise 
and interact with FCNs alongside information about the uncertainties in the fMRI data and 
processing. To achieve this aim, we propose our extensible framework that combines 
multiple interfaced views of fMRI and FCN data with associated analysis of the effect of 
uncertainties on the data. The framework consists of three specifically designed, linked 
components: the FCN abstraction, the temporal signal viewer and the anatomical context. 
Each component has purpose-designed visual cues and interactions to guide interpretation 
and evoke a deeper understanding of the data and effect of uncertainties. Moreover, as a 
framework, each of the components can be switched out for future developments, or task-
specific views. We also present two approaches for comparing subjects within our 
framework. The current work has been designed and developed in collaboration with 
domain experts, based on a set of design guidelines that target the needs of the research 
area. Finally, we evaluate the framework on clinical schizophrenia data, demonstrating that 
it enables a user to gain an understanding of uncertainties during analysis without 
disrupting existing FCN visual analytics workflows. 
4.3. Related Work 
In this section, we outline the relevant information visualisation and visual analytics 
approaches for FCN interpretation that form the background to our work. 
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4.3.1. Node-link Diagrams 
Node-link diagrams are used to display FCNs on their own, with the anatomical context of 
the brain and with other visual cues, such as colour, edge bundling and spacing. These 
techniques are beneficial as they are easy to understand and can encode a variety of datum 
in many well-known and established layout formats, such as force-directed. Two of the 
notable node-link diagram examples are BrainNet Viewer, shown in Figure 4.1 [81], which 
is one of the most widely used FCN visual analytics tools available, and the work by Böttger 
et al. [52, 78], which combines node-link diagrams, glyphs, edge bundling and the 3D 
anatomy of the brain into a single interface. The key advantage of these approaches in 
improving user understanding of the information in the network [18]. As such, users can 
intepret the networks as though they are largely abstract concepts and thus minimise some 
of the uncertainty from bias [18, 29, 44]. Similarly, networks can be easily displayed in 
alternative layout formats or two- or three-dimensions, which can help to ease cognitive 
load. However, the main drawback of node-link approaches is that the anatomy of the brain 
is not an abstract concept. Moreover, when node-link diagrams are co-situated with an 
anatomical representation of the brain, the lines between brain regions can imply a direct 
structural connection of blood flow, rather than the actual functional connection of, e.g. 
blood oxygenation [18]. This representation can result in an increased cognitive load as 
users must separate structural from functional [18]. 
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Figure 4.1: Example node-link diagram combined with a 3D anatomy of the brain, created 
in BrainNet Viewer [81]. Edges have been thresholded to the top 10% of coactivation 
values (greater than 0.4) however the view is still cluttered. 
4.3.2. Radial and Matrix Visualisations 
Radial and matrix visualisations are grouped because the interface layout is well structured 
and predefined. Similar visualisation techniques with set layout bounds also fit in this 
related work; radial and matrix are the most commonly used for FCNs. Such visualisations 
simplify the comparison of subjects as a user does not need to remember a different layout 
structure [18]. Furthermore, techniques such as node ordering can be used to convey 
different information, such as clusters of network connections, or anatomical ordering. 
Radial and matrix visualisations are used in a range of tools including, Irimia et al. [76], 
Bach et al. [51], and LaPlante et al. [102]. One of the main disadvantages of these 
approaches are that they must be presented separate to the anatomical context; however this 
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can be mitigated through the use of node ordering or displaying anatomical glyphs 
alongside the visualisation [18]. The ability to present extra information with radial and 
matrix visualisations, as well as their strength in comparing subjects makes them strong 
candidates for use in presenting the fMRI uncertainties. 
4.3.3. Abstract Visual Representations 
Alongside the traditional visualisation approaches, researchers have actively explored the 
use of more abstract representations of FCNs. These can be created from further 
dimensionality reduction, e.g. [103], or by using other visual techniques, such as mapping 
the data more directly onto the anatomy, e.g. NodeTrix [50]. As a result, more meaningful 
information can be presented to the user in a simpler format that minimises cognitive load 
[18, 44, 104]. Moreover, the abstractions can be designed to target specific aspects of 
fMRIs and FCNs. Yet, for abstract visual analytics tools, there is often a need to instruct or 
train users in how to interpret the visualisation. Similarly, there is an upper limit to how 
much can be effectively encoded into one visual representation [104, 105]. As a result, such 
visual representations are best suited to specific implementations of the current framework, 
as discussed in Chapters 5 and 6, rather than the illustrative approach presented here. 
4.3.4. Inclusion of Multiple Data Types 
As is commonly the case in medical image analysis, fMRI is not a standalone data source. 
Other brain imaging, such as structural MRI and diffusion tensor imaging, along with 
physiological measurements, encephalography and cardiography, are widely analysed in 
fMRI studies, e.g. [11, 106, 107]. Visual analytics tools have been developed to view and 
interact with the range of data types together for interpretation. Examples include Angulo 
et al. [79], combining fMRI with DTI and structural MRI data, results of statistical 
CHAPTER 4 
49 
 
processing and transcranial magnetic stimulation. While multiple data types is beyond the 
scope of the presented framework, such tools form a knowledge base for visual analytics 
of multiple fMRI analysis and uncertainty analysis approaches. Specifically, the use of 
windowing is useful as it allows a user to control where the visualisations are placed and 
exactly what they are looking at, however it can lead to visual clutter and occlusion. 
Meanwhile, a rigid page division approach can prevent clutter and occlusion if the specific 
visualisations and interactions are known in advance. 
4.3.5. Comparison Approaches 
Comparing subjects and populations is one of the main tasks in fMRI and FCN analysis. 
Commonly, this is performed sequentially, or by viewing two visualisations side-by-side, 
e.g. [76]. Newer tools have begun to combine comparison functionality with abstract visual 
representations. For example, Fujiwara et al. [103] use dimensionality reduction of FCNs 
to project multiple subjects onto a single 3D plane, indicating the overall FCN pattern by 
location. Such a technique is useful at presenting macro similarities and differences in 
multiple subjects, however it relies on an assumption that the data uncertainties are resolved 
or not impactful, and it is not as effective at comparing individual subjects. 
4.4. Design Guidelines 
This section sets out the central guidelines that we used during the design of our framework. 
They were developed from discussions with domain experts and through analysing of 
existing fMRI visual analytics tools to identify drawbacks and limitations. Each of the 
guidelines ensures that the proposed framework targets the poignant aspects of uncertainty 
in fMRI FCNs. 
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4.4.1. Design Guideline 1: Extend FCN visualisations with data 
uncertainty integration 
The basis of our visual analytics framework should be an established FCN visualisation to 
ensure we leverage the improvements it provides to human uncertainties. This should be 
enhanced to integrate with our data uncertainty visualisation. 
4.4.2. Design Guideline 2: Facilitate comparison of FCNs 
Comparison of different subjects or populations is a fundamental step in most FCN 
analyses that many existing visual analytics solutions do not address. 
4.4.3. Design Guideline 3: Provide interactive FCN thresholding with 
visual cues 
One of the major uncertainties arises due to thresholding. Interactivity with visual cues to 
highlight possible threshold values allows users to mitigate some of the uncertainty about 
the impact of their threshold selection. 
4.4.4. Design Guideline 4: Highlight spatial heterogeneity 
Heterogeneity of voxels in ROIs is a major uncertainty. Visual cues can be used to highlight 
when a region is highly heterogeneous, both in relation to other ROIs, and as an absolute 
heterogeneity value. 
4.4.5. Design Guideline 5: Expose temporal heterogeneity 
ROIs contain both representative and voxel-level temporal signals. Imaging artifacts, short 
bursts of activity and trends in these signals create uncertainty regarding whether the 
summarisation to a coactivation value is accurate. 
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4.5. Interface and Implementation Details 
This section describes the components and features of our framework, shown in Figure 4.2. 
It is divided into the five design guidelines introduced in Section 4.4. An illustrative visual 
analytics interface is presented with each component to show the purpose and how it 
interfaces with the other components for standard FCN and uncertainty analysis. 
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Figure 4.2: Overview of our visual analytics framework. The core interface shows the three proposed components for: a) functional 
connectivity, with indicators for thresholding and heterogeneity issues; b) anatomical context; and c) temporal sequences, which can show 
artifacts in the imaging data. The pop-outs to the side show how these components can be replaced in the framework.
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4.5.1. DG1: Functional Connectivity Network Abstraction and 
Anatomical Context 
4.5.1.1. Functional Connectivity Network Abstraction 
While there are advantages and disadvantages in node-link, radial, matrix and abstract 
visual representations, we elected to use radial and matrix visualisations. We eliminated 
node-link because there is no inherent spatial information and when the spatial context is 
added by rendering on the anatomy, there are issues, such as implied connections, occlusion 
and visual clutter. Abstract visual representations were eliminated because our 
implementation is designed to be illustrative and general rather than targeted as abstract 
representations commonly are. Such representations could be utilised in future works. In 
our framework, we allow a user to select between radial and matrix views. For both, ROIs 
are named nodes around the outside, while coactivation values are indicated by edge 
opacity. We utilised principles that have been presented in previous works, e.g., to 
minimise the effects of human uncertainties during analysis. Figure 4.3 illustrates the 
following concepts: 
 Node ordering can be set based on a user-input sequence. The default ordering is 
designed to indicate an approximation of the anatomical location. This has ROIs 
from the right-hemisphere of the brain on the right of the graph, ROIs from the left-
hemisphere on the left, and ROIs from the central parts of the brain in the middle. 
This technique has been argued as a method to reduce cognitive load [18], and hence 
human uncertainties during analysis. Nodes can be reordered based on a user-input 
sequence. 
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 Edge bundling is applied to the radial layout to minimise visual clutter and to 
indicate the overall organisation of the network. We perform edge bundling based 
on the ratio of edges to nodes, so graphs with fewer edges have less bundling and 
graphs with more edges have more bundling. 
 
Figure 4.3: (a) Illustration of node ordering on the radial. Right hemisphere regions are on 
the right, left hemisphere on the left and central regions in the middle. (b) The effects of 
edge bundling on the visual clutter, left has edge bundling and shows a clear pattern, while 
the right does not and the pattern is much harder to discern. 
4.5.1.2. Anatomical Context 
Providing anatomical context is crucial in minimising human uncertainties that result from 
an increased cognitive load due to mental reconstruction of the anatomical location. Rather 
than drawing glyphs of, e.g. brain lobes, around the radial, we separate the anatomy from 
the FCN abstraction. This keeps the anatomy whole and minimises visual clutter.  
The anatomical representation consists of a surface rendering of the brain hemispheres, and 
of each ROI. Examples of each are shown in Figure 4.4. The surface renderings are created 
by generating 3D models from structural MRI atlas images. This ensures they are accurate 
representations in size, shape and location. The process involves using ImageJ [108] to 
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threshold an atlas to the ROI or hemisphere and export a surface model of the visible 
structures. The use of an atlas, rather than a patient-specific mesh, was requested by the co-
authored domain experts because it is a common, repeatable structure; however, this is an 
optional feature as patient-specific meshes can be created. 
 
Figure 4.4: Anatomical views available in the framework. Rendering of the brain surface, 
split into left and right hemispheres in (a), and rendering of all the regions of interest in the 
brain, with one region highlighted in (b). 
4.5.2. DG2: Comparing Functional Connectivity Networks 
We have implemented two methods of comparing subjects in our illustrative framework: a 
small multiples view, which presents multiple networks in a grid; and a marker view, which 
indicates similarities and differences on a single radial graph. 
4.5.2.1. Small Multiples 
Small multiples is a visual analytics layout which places multiple miniature versions of 
graphs on a single-page grid. The technique has been implemented as a comparison method 
that does not require or use aggregation. As a result, the techniques are less susceptible to 
data uncertainties, such as outliers, affecting the visualisation. Figure 4.5 illustrates our 
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small multiples view of FCN networks. In this view, interaction with any of the multiples 
is mirrored on the other graphs. 
 
Figure 4.5: Small multiples view showing four subject FCNs at the same threshold clearly 
indicating the high-level differences that are visible in this view. 
4.5.2.2. Marker Visualisation 
Markers, meanwhile, are a novel contribution to this domain, created as shown in Figure 
4.6: multiple FCNs are selected by a user to create a ‘marker network’ which is used to 
highlight the similarities and differences with any other FCN. The marker network is the 
average of all the coactivation values, normalised with respect to the maximum 
coactivation. By default we also ± half a standard deviation to broaden the range of possible 
similarity overlap. Due to individual baselines in fMRI coactivity, comparisons are based 
on normalised FCNs with respect to the individual maximum, not the raw coactivity 
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measures. That is, during comparison, the maximum coactivation in both the marker 
network and the individual subject is always 1, with all lower coactivations a ratio of the 
maximum. Therefore, shifts in maximum coactivation value are accounted for and the 
shape of the network is compared. Markers networks can be used to represent a population, 
such as diseased FCNs, for comparison to a single subject. 
 
Figure 4.6: Illustration of the marker creation process and application. Multiple subject 
networks are selected to be added to the marker as shown at the top. Once applied to a 
different network, the highlighting denotes the relationship between the marker and that 
network. In this illustration, orange is for edges above the marker, blue for edges below 
and yellow for edges within the marker range. 
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4.5.3. DG3: Thresholding 
An interactive threshold bar is set above the FCN abstraction, with an inbuilt visual cue 
that indicates the proportion of edges at different thresholds. To make the visual cue, the 
range of possible coactivation values are divided into twenty buckets of equal size, e.g. 
bucket size of 0.1 for Pearson correlation. Then, the proportion of edges within each bucket 
is indicated using a heatmap, as shown in Figure 4.7. When in small multiples mode, these 
heatmaps are stacked within the threshold bar, providing a further visual cue for 
comparison, also Figure 4.7, however this is effectively limited to a few multiples at a time 
and can be turned off. 
 
Figure 4.7: The two versions of threshold bar with a grid added in red above the bars to 
indicate the division of the buckets. Top: in single subject mode; and bottom: in small 
multiples mode with 4 subjects selected. The bottom bar has been stretched vertically for 
more visual clarity and is best used with fewer subjects in the framework. 
4.5.4. DG4: Heterogeneity 
To satisfy the heterogeneity design goal, we provide visual cues alongside the nodes on our 
FCN abstraction. As shown around the radials on Figure 4.2, coloured boxes are used to 
indicate the heterogeneity of ROIs. Red boxes indicate highly heterogeneous ROIs, and 
green boxes, highly homogeneous ROIs, with a colour transition between. Further, we 
allow users to view the relative heterogeneity of all ROIs, where the most homogeneous 
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ROI is pure green (RGB: 0, 255, 0), and the most heterogeneous is pure red (RGB: 255, 0, 
0), allowing for deeper associations to be made within a single image. These two modes 
are shown in Figure 4.8. 
 
Figure 4.8: Comparison of the heterogeneity indicators in absolute and relative mode for a 
range of ReHo values. 
Heterogeneity values for each ROI are calculated using the well-established ReHo measure 
[109] in the AFNI software package [73]. This value measures the temporal homogeneity, 
with heterogeneity being one minus homogeneity, of labelled regions in the brain and is 
widely used in fMRI analysis, e.g. [109, 110]. It is independent of ROI size or location, 
making it ideal for our purpose, as different ROIs can be effectively compared using our 
visual cue. 
4.5.5. DG5: Temporal signals 
Displaying the temporal signals in an fMRI requires aggregation as there are tens to 
hundreds of thousands of voxels, with many being misleading as outliers, imaging artifacts, 
or caused by other uncertainties. Hence, in our framework, we perform data reduction to 
create classes of voxels independent of ROIs using independent components analysis 
(ICA), which is widely used in fMRI analysis. Other reduction methods, such as temporal 
voxel clustering, e.g. k-means, or principal components analysis, could also be used. We 
used FSL [71] to perform ICA as it can be set to automatically select an image-specific 
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number of components, thereby reducing the human complexity. Since ICA can give voxels 
multiple components, each voxel is placed into the class of its most representative 
component. As shown in Figure 4.9, when no node is selected, we display the temporal line 
graphs of every component, ordered by the proportion of voxels they represent. Upon 
selection, we list the ordered components within the region and allow side-by-side 
comparison on multiple selection. 
 
Figure 4.9: The list of all the line profiles detected for a subject, shown when no node is 
selected. 
4.6. Interaction 
User interaction is critical to visual analytics for FCN analysis as the requirements for each 
subject or study can be drastically different. Here we describe how the visual components, 
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presented in Section 4.4, can be interacted with, and how interaction with one component 
impacts what is visualised in the other components of the framework. 
4.6.1. Functional Connectivity Network Visualisation 
Three key interactions are provided for the FCN visualisation: node selection, edge hover 
and filtering. These have been designed to integrate with the other visual components, so 
that each relevant user action has a consequential change in the other components of the 
interface. 
4.6.1.1. Node Selection 
Users can select nodes in two modes: single and double. In single select mode, selection of 
a node results in all connected edges within the active threshold to be highlighted, Figure 
4.10. In the other visual components, the list of temporal signals within the selected ROI 
are displayed, while the selected ROI will be shown on the anatomy with each of the 
connected ROIs displayed in a different colour. This gives the user a view of the anatomy 
to minimise the cognitive load, and a view of the underlying temporal signals from which 
to assess the effects of data uncertainty. 
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Figure 4.10: The radial graph after the Motor Cortex has been selected in single select 
mode. The connected edges within the current threshold are highlighted.  
In double select mode, shown in Figure 4.11, the connected edges for both nodes are 
highlighted on the FCN in different colours. Meanwhile, the temporal signals for both 
regions are displayed side-by-side and the two ROIs are shown on the anatomy viewer. 
However, to avoid visual clutter, the connected ROIs are not displayed on the anatomy. 
 
Figure 4.11: Illustration of the visual changes that take place on double selection: (a) the 
edges on the radial are highlighted in two colours for the Motor Cortex and Thalamus; (b) 
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the line profile container lists the average profile for each of the selected regions (red 
arrows) and the ordered list of profiles within the region (below); and (c) the anatomy 
viewer displays the two selected regions (purple and green), but not the connected regions 
to avoid visual clutter. 
4.6.1.2. Edge Hover 
Edge hover is used to show the exact coactivation value that a user may be interested in. 
When a user hovers over an edge on the FCN visualisation, a tooltip is shown that names 
the two ROIs alongside the value. This is demonstrated in Figure 4.12. 
 
Figure 4.12: Edge hover tooltip which displays the name of each node and the calculated 
coactivity value between them. 
4.6.1.3. Filtering 
During analysis users often focus on a subset of ROIs or edges. We facilitate this by 
allowing users to filter ROIs from the FCN abstraction, removing them from the presented 
graph. This allows users to reduce visual complexity and focus on the subset of interest. 
An example of filtering is shown in Figure 4.13. 
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Figure 4.13: Demonstration of edge filtering. Left and right are the same network at the 
same threshold; right has had the edges connected to the Prefrontal Cortex filtered. 
4.6.2. Anatomical Context 
The anatomical context defaults to showing the surface rendering of the left and right 
hemispheres. Users can toggle whether these are shown and can also set it to display all the 
ROIs in the selected parcellation instead. Both modes are shown in Figure 4.4. In the case 
of ROIs, users can select on the anatomy in the same way they do on the FCN visualisation; 
this results in the same visual changes to all components except that the other (non-
connected) ROIs remain visible in a third colour. Typical 3D viewer actions of rotation, 
zooming and panning are also possible. 
4.6.3. Thresholding 
The threshold bar is designed with an upper and lower bound, designated by the grey boxes 
on the bar in Figure 4.7. As such, users can adjust it to set the upper and lower values. For 
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these, there are two modes: inside and outside. Inside mode updates the FCN to show all 
edges between the lower and upper bounds, and hide all edges outside these values. Outside 
mode shows all edges below the lower bound and above the upper bound and hides all 
edges between the two values. In outside mode, the edges below the lower threshold are 
shown in a different colour to the edges above the upper threshold. 
4.6.4. Temporal Signals 
The list of temporal signals, in single select, double select, and when nothing is selected 
can be reordered by drag and drop to improve visual comparison. Each signal can also be 
clicked on to highlight the regions on the FCN abstraction that contain voxels of the 
selected class, Figure 4.14. 
 
Figure 4.14: Drag and drop operation being performed to reorder the line profiles so 
comparison can be made more easily between profiles of interest. 
4.7. Case Study Evaluation 
Evaluation of our framework was performed with case studies of three common and 
important research scenarios derived from discussions with domain experts from the Brain 
and Mind Centre and analysis of schizophrenia and fMRI literature. We demonstrate that 
providing an ability to understand the uncertainties adds value to the current analysis 
workflow. The dataset used consisted of a cohort of 91 clinical fMRI subject studies who 
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are either healthy (n=38) or have been diagnosed with schizophrenia (n=53). The 
schizophrenia cohort was selected because it is a challenging and active research area where 
the effects of uncertainties in the data may look similar to the sparse expected patterns 
resulting from functional dysconnectivity [62, 93, 94, 111]. Moreover, by using clinical 
fMRI data, we ensure the case studies and evaluation can have a real-world impact and we 
also demonstrate the potential clinical applicability of our framework, for example, in 
assessing a new patient against an existing cohort. 
The parcellation chosen for these case studies comes from discussions with domain experts 
about the relationship with cortical brain regions to the thalamus. These regions, shown in 
Figure 4.15, are areas of interest in schizophrenia as demonstrated by [61, 62]. 
 
Figure 4.15: Single colourised slice of the parcellation used; created as described in 
Woodward et al. [62] from the Harvard-Oxford cortical and thalamic parcellations. Green: 
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Prefrontal Cortex; Yellow: Motor Cortex; Blue: Somatosensory Cortex; Pink: Temporal 
Cortex; Purple: Posterior Parietal Cortex; Red: Occipital Cortex; White: Thalamus. 
4.7.1. Case Study 1: Analysis of Uncertainties in a Subject 
This case study exhibits how exploring the effects of uncertainty in our framework can be 
used to expose underlying issues in the data. Thus, we demonstrate the core utility and aim 
of our framework. The case study replicates a research scenario where a user has found 
something uncharacteristic about their data and a potential clinical scenario where, e.g., the 
fMRI data does not match a clinical diagnosis. 
To understand this study, it is important to note that schizophrenia fMRIs are commonly 
characterised by ‘functional dysconnectivity’ when compared to healthy patients [94]. That 
is, pairs of ROIs exhibit lower coactivity than the same pairs in healthy patients, without a 
pattern to how much lower each is. Visually, this means schizophrenia FCNs will have 
fewer connections at high thresholds and there will be no clear patterns between FCNs on 
the radial, while healthy patients will have dominant patterns shared between patients and 
more connections at higher thresholds. However, upon initial inspection some of the FCNs 
do not meet these expectations. 
Figure 4.16 shows an example of such a subject. The radial is for a healthy subject, however 
the FCN is sparse at the default high threshold and has no clear connectivity pattern. The 
first visual feature that stands out on the radial is the oddly high connectivity between the 
motor cortex and the somatosensory cortex, indicated by the small red arrow on the figure. 
In a standard FCN visual analytics tool, this would usually be the extent of the information 
available. However due to our other visual components (anatomy viewer in Figure 4.16a 
and average and top temporal signals for the selected ROIs in Figure 4.16b) and analysis 
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of uncertainty, a user can easily drill-down into this connection to ascertain where this may 
have come from. From these, a user can see that the regions are adjacent to one another and 
that there is a common peak towards the end of the average temporal signals. This peak is 
out of scale when compared to the rest of the average signals. Knowing what the regions 
are, the peak is likely to be due to patient movement resulting from external stimuli during 
the scan, as the somatosensory cortex is involved in processing external stimuli, such as 
auditory noises, and the motor cortex is involved in movement [112]. 
 
Figure 4.16: Overview for a healthy subject that is unexpectedly sparse at the high default 
threshold with two regions selected that have an incongruously high coactivation. In (a) the 
two regions are shown to be adjacent; (b) shows that the two average signals have out-of-
scale peaks near the end; and (c) shows the sparse FCN and the high coactivation between 
the motor cortex and somatosensory cortex (indicated by the red arrow). 
4.7.2. Case Study 2: Assessing Average FCNs 
Comparison of average population FCNs is one of the most widely used methods for fMRI 
analysis as it presents an overview of similarities and differences in a single step. However, 
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while this practice is convenient, it is well established as being sub-optimal due to the 
within-population variability across individuals that is obscured by the averages as well as 
the susceptibility to outliers and the potential for sub-groups within the populations [103]. 
Thus, we show that our framework makes it easy to assess the quality of population 
averages, a required task in both research and potentially clinical settings prior to data 
analysis.  
The small multiples view is used in tandem with the marker to compare the average healthy 
and schizophrenia FCNs to individual healthy and schizophrenia patients. The example in 
Figure 4.17 shows the average healthy FCN, made using a randomly selected half of the 
healthy patients (n=19), alongside five individual healthy patients that were not used to 
build the average. While two of the individual FCNs resemble the average, the other three 
are quite different. Thus, the patients can be quickly assembled into sub-groups that are 
used to assess the average by comparing sub-groups to each other and the average using 
the marker function. 
CHAPTER 4 
70 
 
 
Figure 4.17: Small multiples of the average healthy FCN (top-left) and five individual 
health patients; used to assess the accuracy and quality of the average FCN. The top two 
have a similar pattern to the average (determined by visual inspection), while the bottom 
three have a distinctly different pattern at the same threshold range. 
Creating a marker with one of the sub-groups, a user can directly compare the differences, 
e.g. by adjusting the threshold to visualise specific edges of interest. This is shown in Figure 
4.18, which contains a marker created with a sub-group of 10 similar schizophrenia patients 
applied to another schizophrenia patient from a different sub-group. In the figure, the 
threshold has been lowered to compare the lower valued coactivations are these may be 
used to understand, or may be important to, functional dysconnectivity [62, 94]. 
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Figure 4.18: Using the marker function to investigate a single schizophrenia subject. The 
marker was created using ten other schizophrenia patients, all with similar FCNs. The 
threshold bar has been set to a low range to observe the less coactive regions. 
Such distinct groups, that are clearly visible using our framework, indicate the impact inter-
subject variability can have on average FCNs. Moreover, users can assess whether the 
differences may be a result of issues resulting from data uncertainties, such as from high 
heterogeneity of regions (this process is demonstrated in Case Study 3). 
4.7.3. Case Study 3: Ensuring Data Integrity 
Ensuring the data integrity of fMRI datasets is a necessary practice that involves discarding 
subjects with issues, such as imaging artifacts, which may negatively impact the analysis. 
The process typically involves complex statistical procedures and the use of other datasets. 
For example, Woodward et al. [62] used a five-point quality assurance test consisting of: 
(i) signal-to-noise ratio; (ii) percent drift; (iii) percent fluctuation; (iv) radius of 
decorrelation; and (v) percent standard deviation; which is reliant on a training dataset and 
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pre-defined thresholds, without any detailed subject-level inspection. Our framework 
allows a user to ensure data integrity at a much more detailed, granular level with a single 
data set. The case study shown here could also be used with one of the complex statistical 
processes to dig deeper into the data. Moreover, our framework allows users to gain an 
understanding of the uncertainties that led to issues in the data so they can, e.g. remove 
subsets of the temporal sequence for a subject, rather than entirely discarding a subject 
[113]. 
 
Figure 4.19: A threshold heatmap from a schizophrenia subject that is very tightly clustered 
at a very high range. 
 
Figure 4.20: The average activity profiles of the seven regions in the parcellation for one 
subject. All profiles contain similar drops at the end of the temporal sequence indicating an 
issue in the data integrity that can be explored in the other interface components, such as 
the homogeneity cues. 
Using the sub-groups and population averages from Case Study 2, individual FCNs can be 
assessed regarding their fit into the groups. In particular, any FCN that does not resemble 
any of the averages can be marked as a candidate for low data integrity. With each marked 
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subject, the heterogeneity and threshold bucket visual cues can be used with the temporal 
signal visualisations. For example, Figure 4.19, shows a threshold heatmap that is 
disproportionately high and clustered. Figure 4.20 shows the line profiles for the same 
subject, which each contain clear out-of-scale spikes. Since these are likely caused by a 
machine or physiological artifact that was not removed during processing, a user can 
remove the temporal frames impacted by the spike, rather than discarding the whole image. 
Due to this level of detail, which is only available in our framework, a user can make 
changes such as those shown in Figure 4.21, which has an FCN prior to and post removal 
of a temporal subset with a spike. The Talairach parcellation [114] was used for this figure 
because it more clearly indicates the changes due to the much larger number of ROIs. 
 
Figure 4.21: Removal of uncertainty caused by outlier time points which are visible on the 
line profiles (red boxes) for a subject diagnosed with schizophrenia. The original radial on 
the left is extremely dense, which is uncharacteristic for schizophrenia, while the radial on 
the right, after removal, is much more sparse, which is indicative of schizophrenia through 
functional dysconnectivity [62, 94]. 
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4.8. Discussion 
Analysis of fMRI images is a challenging task that is made harder by a combination of data 
and human uncertainties. Functional connectivity networks, which are commonly used in 
fMRI studies, have been widely researched by the visual analytics field. The available tools, 
however, only focus on minimising the human uncertainties surrounding understanding and 
cognitive load. Thus, the numerous data uncertainties, e.g., deriving from artifacts in the 
source images, and those that arise during the abstraction process, are not exposed to the 
user. Hence, the framework presented in this chapter is designed to holistically address the 
range of human and data uncertainties with illustrative visual components. This is a 
substantial advancement over existing approaches as it sets up a visual analytics schema 
for the exploration of fMRI data with awareness and interpretation of the data uncertainties 
that can be extended and combined with future developments. 
In our evaluation, we show that the novel integration of components for exposing 
uncertainty can collectively enhance the fMRI analysis pipeline. By using clinical fMRI 
data and a basis of quantitative schizophrenia research [61, 62], we ensured that the extra 
information on uncertainties was useful for analysis. The illustrative visual analytic 
components have been selected and designed with interaction and comparison techniques 
for exposing and exploring uncertainties in FCN abstraction and the source fMRI images. 
This is both a novel application and framework that provides new, necessary insight into 
the data. Such uncertainties are commonly considered to be one of the last major hurdles 
to wider research and clinical uptake of fMRI [17, 24].  
In undertaking the work presented in this chapter, we collaborated with domain experts, 
iteratively demonstrating the prototype and gathering feedback. They commend the 
proposed framework which was developed and evaluated using the collaboratively defined 
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design guidelines and case studies. Specifically, they like that it is a framework which has 
been designed to be extended and note that the exposure of the temporal signals, 
independent of ROIs, is a useful addition to FCN visual analytics that has a great deal of 
potential and that the framework intuitively presents a lot of information that can help in 
assessing subjects, such as heterogeneity. They commented that we have managed to 
integrate a large amount of information into the one interface well and especially like the 
interactive thresholding. 
To support future developments in the field, visualisations, interactivity and processing 
steps can be swapped out as long as the interfaces between the FCN, the anatomy and the 
underlying temporal data remain. The following chapters present two such examples of 
visual extensions that can be integrated into the framework and used as independent 
implementations alongside an algorithmic extension. Moreover, by interactively allowing 
the presentation and comparison of multiple subjects and single subjects to population 
markers, we address two aspects of fMRI analysis that many previous visual analytics tools 
have not included. 
Finally, we have demonstrated how our framework enables deeper analysis of the data in 
our case studies. The exploration of uncertainties was shown to benefit three different 
aspects of analysis that fit within exiting research and potential clinical workflows. For 
example, by showing the process of creating and viewing schizophrenia markers, we 
illustrate a potentially clinical application of studying a new patient’s fMRI. This is 
especially true if the FCN does not meet an expected pattern, for which our framework 
allows for the analysis of data uncertainties. This, along with our design that can adapt to 
improvements in processing visualisation techniques, will allow our framework to reveal 
further information as more is understood about the brain.  
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4.9. Conclusion 
The application and study of visual analytics for fMRI FCN analysis is a developing field 
that has focused on reducing the impact of human uncertainties, such as cognitive load and 
understanding. Methods commonly combine FCN visualisations with visual cues that 
reduce the complexity of reconstructing the anatomy or understanding what a coactivation 
value means. However, such approaches are susceptible to many data uncertainties that can 
affect the data and be hidden in the visual abstractions. 
In this chapter, we have presented an original visual analytics framework that combines the 
reduction of human uncertainties with exposing the potential impact of data uncertainties 
to a user. We integrate three visual components with multiple visual cues that are interfaced 
with one another for improved analysis. The three components are: the FCN abstraction, 
the temporal signal viewer and the anatomical context, each with specifically designed 
visual cues and interactions to guide interpretation. We further augment these with two 
methods of comparing subjects, a common task in fMRI analysis. The first is a tailored 
application of small multiples, and the second is a novel marker visualisation. To evaluate 
our framework, we presented three case studies which establish how an understanding of 
the uncertainties adds value to the interpretation. Ultimately we demonstrate that the 
combination of our visual components, with visual cues designed to expose the effects of 
data uncertainties, and advanced comparison techniques improves the potential available 
information to researchers and in clinical settings, without complicating existing 
workflows. 
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Chapter 5  
Visual Analytics for Exploration of 
Temporal Variability in Functional 
Connectivity Coactivity Measures 
 
Simplifying the time series visualisation with a tracks metaphor. The curves at the top 
show the typical coactivation for two brain regions, while the tracks at the bottom display 
a simplified counterpart which emphasises significant periods and changes in 
coactivation. 
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5.1. Summary 
In the Chapter 4, we presented CereVA, a framework for uncertainty visual analytics of 
functional magnetic imaging (fMRI) functional connectivity networks (FCNs). The 
framework consisted of three linked components for different aspects of FCN analysis that 
together unveiled the effects of data uncertainties, while also aiming to reduce human 
uncertainties. In this chapter, we present an fMRI-UVA extension to the CereVA 
framework that is designed to target and improve analysis of the temporal aspects of FCNs. 
The approach presented here can also be used as a standalone solution. 
The solution presented in this chapter is a visual metaphor which displays coactivation on 
tracks, termed ‘TemporalTracks’. The solution allows users to visualise and interact with 
the coactivity of regions of interest (ROIs) for subsets of the temporal sequence. Changes 
made in these subsets are reflected in the overall FCN and can therefore be used to inform 
further detailed analysis. Users can also compare the FCNs and temporal sequences for 
pairs of ROIs between multiple subjects. Visual analysis of this data is essential in 
understanding the different coactivation patterns, such as short bursts of activity, that occur 
along the temporal sequence as these can vastly improve understanding of the fMRI data. 
We evaluate the TemporalTracks metaphor in a case study replicating the discovery of 
short bursts of activity, in a quick process without the need for thresholding or other 
statistical processing used in the original discovery, which may result in uncertainty. 
5.2. Introduction 
Visual analytics solutions are designed to combine automated processing with interactivity 
that exploits the expertise of the human user. Many such solutions have been designed for 
temporal data, in an effort to simplify and convey temporal meaning [105]. Four 
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dimensional (4D) medical imaging data shares many characteristics with common temporal 
applications, such as the multifaceted nature of noisy temporal signals and the influence of 
human expertise on analysis [8, 17, 38]. However, due to the specialised features of the 
imaging data, such as the anatomical meaning and specific sources of imaging artifacts, 
existing visual analytics solutions cannot be directly applied. 
Functional magnetic resonance imaging (fMRI) is one such 4D medical imaging modality 
that combines anatomical meaning with a temporal sequence. The modality commonly 
images the blood oxygen level dependent (BOLD) contrast in a series of scans as a proxy 
for neuronal activity. This results in an image with one temporal dimension and three spatial 
dimensions. Thus, the intensity of each voxel encodes the activity of the brain matter within 
it at each time point. More information on the details of this process are described in 
Chapter 2. Statistical analysis of fMRI is used to understand how the brain works, including 
characterising neurological diseases, such as schizophrenia and bipolar disorder [21]. 
Despite the promise of such analysis, the modality and associated processing steps contain 
and introduce a number of uncertainties that lead to issues in analysis [17, 19, 23-30, 33, 
68]. These include inherent uncertainties, e.g. high levels of both spatial and temporal noise 
[8, 37], the overall complexity of the data, which exhibits different temporal characteristics 
based on, among other features, spatial location, time point and subject, and data loss during 
processing [8, 19]. Each of these uncertainties lead to a gamut of challenges for statistical 
analysis [21] that can be potentially alleviated through temporal visual analytics that 
exposes the uncertainty. 
One of the major challenges that arises during processing is in the two-step reduction of 
numerous multifaceted temporal signals into a single measure of ‘coactivity’. Coactivity 
refers to how similar the temporal signals are over time for two regions of interest (ROIs) 
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in the brain. To calculate this measure, representative signals are required for each ROI, 
which group the temporal data from all the individual voxels into one summative signal. 
These signals are then compared to create one static value that encodes all the variability 
of individual voxels within the pair of ROIs into a single similarity measure. For example, 
averaging all the voxels in a region is commonly used to create the representative signal, 
while correlation is regularly employed to calculate the similarity of these signals [115, 
116]. The purpose of this process is to create functional connectivity networks (FCNs) that 
are designed to show a global view  of the activity in the brain, specifically, which regions 
are active together, and which are not [19, 21]. Such information is used in the 
characterisation of the diseases, as well as in task analysis [3, 5, 18, 22, 38, 42, 115]. 
However, the process is highly susceptible to issues arising from data uncertainty, e.g. 
spatial and temporal noise, and hence presents a fuzzy representation of the data [19, 23, 
28]. The uncertainty manifests at two levels: (i) local–how accurately does the 
representative signal of the ROI characterise the individual signals of each internal voxel; 
and (ii) global–how well does the coactivation value depict the relationship between the 
temporal data across the brain. Both manifestations can result in data misrepresentations 
that negatively impact analysis [19, 117]. 
Despite widespread knowledge of the uncertainties, the challenges posed by analysing such 
complex data mean that the single values of FCN analysis are generally used without much 
consideration being given to the issues in their construction [19, 117]. Positive steps in 
understanding the uncertainty have been made, for example the regional homogeneity 
(ReHo) measure [118] can be used to estimate how varied a regions’ internal voxels are 
over time. Similarly, advanced statistical processes can be used to, e.g. calculate 
coactivation, and create more accurate FCNs [19, 67]. Nevertheless, these techniques can 
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only provide an estimate of the discrepancies between the source data and the summarised 
values [24, 119, 120]. Hence, visual analytics, which exposes the underlying relationship 
stands to greatly reduce the number of uncertainties and associated issues in analysis. 
Equally important to improving understanding of the brain with fMRI are two recent 
phenomena that cannot be picked up with standard FCN analysis. The first is the discovery 
that temporal patterns are repeated within scans and across regions [13]. This information 
is lost in standard analysis if the repetition is out of phase, or if it is across different regions, 
such as if posits about potential cortical waves [12] are confirmed. Meanwhile, the 
discovery that brief traces of shared activity dominate neural coactivity, rather than longer 
similar patterns [64], also count against traditional FCN analysis as these traces are likely 
to be lost among larger, potentially spurious, patterns. 
Alongside the data uncertainties, statistical approaches to fMRI creation and FCN analysis 
require multiple steps, including manual decisions, such as parameter selection, which 
commonly have no optimal values or methods defined [23, 26]. This is a result of the 
relative youth of the field, which is still in the phase of exploratory analysis [13]. Interactive 
visual analytics tools, therefore, hold promise for better understanding the data as well as 
in developing new and better statistical approaches. Visual analytics can be used to test and 
evaluate approaches such as cross correlation and dynamic functional connectivity [9, 119], 
including in the selection of parameters. Therefore, visual tools can be used to form, reject 
and alter hypotheses, and manipulate data, prior to and in an iterative process with statistical 
analysis [23, 26]. A solution that allows efficient analysis of fMRI temporal coactivation 
data, with minimal potentially spurious information from statistical processing is required 
both as a standalone tool for creating FCNs and in overall FCN and uncertainty analysis as 
presented in Chapter 4. 
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In this chapter, we propose a visual analytics approach for coactivity analysis that can 
address both aspects, called TemporalTracks. Our solution addresses a major limitation in 
current analysis pipelines by facilitating interactive summarisation of temporal signals. In 
doing so, we minimise the impact of both local and global uncertainty, by exposing 
temporal subsets of, e.g., noise, brief traces of coactivity, out of phase coactivity, and add 
more detail to the summarisation of multitudinous voxels into single data points. We 
explore how our solution can be used as a standalone tool, as well as how it integrates into 
the framework presented in the previous chapter. Finally, we evaluate and discuss our 
solution with relation to data from the human connectome project (HCP) and brief traces 
of coactivity. 
5.3. Related Work 
The work related to this chapter is divided into temporal visual analytics research and visual 
analytics research for 4D medical images. We present a summary of these works in this 
section. 
5.3.1. Temporal Visual Analytics 
A common trend seen across visual analytics solutions is grouping or downsampling using 
one of the dimensions. For example, the use of dynamic time warping, such as in [121], 
and similar measures downsamples along the temporal dimension. Meanwhile, 
TimeClassifier [122], is an example that groups based on the whole temporal sequence. 
Similarly, connected scatterplots is a technique for grouping the pairwise relationship 
between signals [123]. Other tools, such as [124], employ aggregation to encode data from 
multiple dimensions onto the path of a visualised timeline. These approaches, while useful 
to their specific domains, are insufficient for fMRI coactivation due to the inherent voxel 
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aggregation that leads to local uncertainty, and other uncertainties, such as the presence of 
short bursts of coactivity that mean vastly disparate signals may have short periods of 
important similarity [64]. 
Extensions have been made to the above approaches that are also of interest to this chapter. 
For example, TimeCurves [74], is a variation of connected scatterplots that utilises 
associated data to influence the location of temporal points on a 2D plane. Associated 
timelines, therefore, have similar bends, cycles and shape. However, for fMRI coactivation 
data, there is not enough associated information to effectively use this technique at a 
regional coactivation level. Research has likewise been performed in visually comparing 
temporal signals using techniques such as: overlaying or stacking signals, e.g. [122]; and 
narrative visualisations, e.g. [125]. We also studied methods of conversion to another visual 
format, for example, [126] places nodes into predefined buckets that can be represented on 
a matrix. Similarly, [127] uses downsampling in the Y-domain to establish motifs (repeated 
patterns) in the data that can be visualised. Nevertheless, it is the coactivation patterns that 
are of interest in fMRI analysis and not the individual signals. Again, coactivation patterns 
may be the same in vastly different BOLD signals [64], for example two signals decreasing 
together have the same coactivation as two signals increasing together. 
5.3.2. Visual Analytics for 4D Medical Images 
Research into visual analytics for other 4D medical imaging modalities also stands to be of 
use in this work. Many of these techniques make use of established and well defined 
metrics, such as respiratory phases [128], to categorise and visualise the temporal data. 
Such metrics are generally not available for fMRI analysis due to the relative youth of the 
field and issues caused by the uncertainties this work is aiming to uncover. Several visual 
analytics tools have also been designed for fMRI and brain analysis, e.g. [18, 129]. 
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However, these have generally been designed to illustrate findings and provide small data 
manipulations, rather than for the task of exploring the underlying temporal patterns that 
can influence the statistical process [51]. One study that has begun to consider the temporal 
dynamics of FCNs is Small Multipiles [51]. The tool creates and aggregates FCNs, which 
may be created with subsets of time, using their overall network topology into visual piles. 
Nonetheless, Small Multipiles, does not address the global uncertainty present in the data, 
and information relating to the underlying temporal sequence may be lost in the 
aggregation. 
5.3.3. Summary 
Our study of related work has shown that visual downsampling holds more promise for 
FMRI coactivation analysis than aggregation. This is because it inherently retains the 
overall temporal sequence. However, partially due to the various issues that can arise as a 
result of global and local uncertainty, there is no accepted downsampling method that can 
be directly applied to fMRI coactivation data. Downsampling introduces concerns that may 
lead to potentially spurious representations of the temporal sequences, such as from 
selecting a subset of points that are heavily influenced by noise or do not include temporal 
points vital to a short burst of coactivity. As a result, we looked to network metaphors that 
could be used to inform the work in this chapter. These simplify the data while also 
retaining all temporal points. Examples include: connected heatmap and spatial 
representations, e.g. [130]; node-reduction, e.g. [131]; and storyline depictions, e.g. [132]. 
5.4. Design Guidelines 
Through detailed analysis of the problem and related work as described in Section 5.3 as 
well as discussions with domain experts about the overall uncertainty problems on fMRI 
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FCN analysis, we established a set of design guidelines for the work presented in this 
chapter. These design guidelines also ensure the work presented here integrates into the 
framework presented in the previous chapter. The guidelines are as follows. 
5.4.1. Design Guideline 1: Visualise the temporal coactivation between 
regions 
This visualisation should ensure that: (i) multiple regions can be effectively compared; (ii) 
the quality of the coactivation measure can be garnered; and (iii) subsets of temporal points 
that exhibit characteristics, such as short bursts of coactivation, can be extracted. 
5.4.2. Design Guideline 2: Illustrate data in the source spatial domain 
This is done to partially reduce the cognitive load required for mental reconstruction of the 
brain and partially so users can observe areas of dominant activity or potential imaging 
artefact in the source and modified source images. It is also a way to relate to the 
independence of the signals from the ROIs in the overall framework presented in Chapter 
4. 
5.4.3. Design Guideline 3: Integrate into existing workflows through 
presentation of appropriate FCN information 
This guideline is important for the integration of this work as a component in the framework 
presented in the previous chapter. More so, though is the goal of this work to influence 
statistical analysis of FCN data. As a result, it must be easy to use and fit into the expected 
workflow of users with minimal disruption. 
CHAPTER 5 
86 
 
5.5. Standalone Interface Design 
In this section we describe the interface elements for TemporalTracks as a standalone 
application. In the implementation, we create a ‘tracks’ visual metaphor of the coactivation 
between BOLD signals and combine this with a traditional FCN matrix visualisation and a 
spatial reference image. Due to the issues arising from fMRI uncertainties, such as image 
artifacts, our conceptual design intentionally utilises minimal automated processing that 
can lead to spurious data [23, 27, 28]. Hence, the aim is to intuitively present the raw signal 
comparison data so a human can make judgements about the data quality and perform 
analysis simpler than is currently possible. Figure 5.1 presents an overview of this 
standalone implementation. The core TemporalTracks metaphor, Figure 5.1c, answers 
design guideline 1 by representing the coactivation relationship between two ROIs. 
Surrounding the visual metaphor, we present patient specific images for design guideline 
2, Figure 5.1d, and the dynamic FCNs for design guideline 3, Figure 5.1b. Each of these 
components is described in the following sections. 
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Figure 5.1: The standalone TemporalTracks interface: (a) subject selection panel; (b) 
subject functional connectivity networks visualised as matrices; (c) core tracks metaphor 
comparing the coactivation of the Prefrontal Cortex and Motor Cortex of six images; (d) 
the transition image for HCP_0, with a relatively speckled pattern; (e) difference mode 
selector, set to segment; (f) window size, set to 200 of a possible 1200 for these images; 
and (g) number of tracks, set to 11. In this example, it is visually clear that despite the 
correlations of HCP_1 and HCP_2 being similar (0.87 and 0.88, respectively), HCP_1 is 
much more coactive over the displayed time points, whereas HCP_2 has bursts of high 
coactivity and possible outliers that inflate the overall value. In comparison, HCP_4 has a 
slightly lower coactivation, yet a user can see that the early portion is much more stable in 
high coactivity than the later portion. Meanwhile, HCP_0, 2 and 6 all have lower 
coactivation, which is mirrored by the numerous changes along the tracks. 
5.5.1. TemporalTracks 
TemporalTracks are designed to display the similarity of temporal fMRI signals for two 
ROIs along the full sequence of time points. The method uses downsampling of the 
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comparison measure, rather than the source signals. As a result, it is a more accurate 
representation of the data that affects coactivity. The comparison measure can be based on 
individual time points or on segments between consecutive time points and can be any 
measure that results in a discrete value, e.g. normalised Euclidean distance for individual 
points or difference of derivatives for segments, Figure 5.2a. Downsampling is then 
performed evenly into a user defined number of buckets. 
Thus, for each pair of profiles, we have a series of measures for how similar the trends are 
at each temporal point or segment. These can be visualised using our tracks metaphor by 
setting each bucket to a track on the y-axis and each similarity measure to a sequential 
location along the x-axis. The top track, then, denotes both BOLD signals being highly 
similar, while the bottom track denotes highly dissimilar, with tracks between for each 
bucket, as shown in Figure 5.2b. Consequently, as each coactivity value in the series is 
drawn on a track progressively along the screen and lines are drawn between each 
consecutive node, the tracks depict the varying coactivity of the ROIs. Figure 5.2c 
illustrates how similarity measures are bucketed and placed in a sequential order onto 
tracks. 
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Figure 5.2: Graphical definition of the tracks metaphor: (a) two modes of point difference 
and segment difference; (b) track placement; (c) example of point and segment differences 
alongside the track placement diagram. 
Using the metaphor, a user can easily see periods of high coactivation, low coactivation, 
rapidly changing coactivation, repeated patterns, similarities and shifted patterns. 
Moreover, by adjusting the number of tracks, a user can explore the data at varying levels 
of precision. This information can then be used to guide further analysis, for example, a 
user may see a repeated period of high coactivation and thus use this information in analysis 
of global patterns through comparing the repeated zones 
5.5.2. Patient Specific Images 
To satisfy the second design guideline of illustrating the data in the source spatial domain, 
the standalone implementation displays subject images using the Papaya [91] framework, 
Figure 5.1d. In this view, we can show BOLD changes in relation to ROIs and the local 
uncertainty. The images shown in these windows can be the original fMRI or a ‘transition 
image’. Transition images show voxel-level changes between successive images in the 4D 
sequence. They are created by calculating the normalised difference between voxels in 
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successive images and setting the intensity value based on this difference. The images 
therefore illustrate where large variations in voxel intensity occur and can be aligned to, 
e.g., periods of noisy coactivity in the TemporalTracks. Moreover, users can directly see 
the nature of changes, for example whether there are tight voxel clusters, or if the changes 
are more speckled. The difference between a source image and its transition image are 
shown in Figure 5.3 which demonstrates the creation of one transition image slice from two 
source image slices. 
 
Figure 5.3: Creation of a transition image slice from two source image slices. The absolute 
voxel-wise difference between the slices is taken. Therefore higher intensity spots in the 
transition image highlight areas of larger temporal variability. 
5.5.3. Functional Connectivity Network Matrices 
Design guideline 3 ensures that the work presented in this chapter integrates into existing 
workflows by presenting appropriate FCN information. Visualisation of FCNs is a well-
studied area with three widely accepted approaches [18]. In our standalone implementation, 
we chose to use a matrix view, rather than a radial or 3D node-link diagram due to the 
ability to easily compare two matrices side-by-side, and the minimal size requirements. 
Example matrices are presented in Figure 5.1b. To guarantee the matrices present 
information that is relevant to the TemporalTracks, the visualisations are updated as a user 
manipulates the tracks to give a quick overview of global changes. This allows a user to 
CHAPTER 5 
91 
 
not only see their effects at a pairwise ROI level, but also across the whole brain so they 
can evaluate how it may impact further analysis. 
5.5.4. Interaction Workflow 
Interaction with the standalone implementation is largely driven through the tracks 
metaphor. A user begins by selecting one or more subjects from the panel on the left, Figure 
5.1a. The FCN matrix for each selected subject is then displayed along the top of the screen, 
as in Figure 5.1b. A user loads the tracks from these matrices by clicking on the square in 
the matrix for the ROI pair they want to study. Each square displays a tooltip of the 
calculated coactivation, from Pearson’s correlation, of the pair of ROIs. This value changes 
to reflect the appropriate FCN details as user interacts with the tracks. Upon selection of a 
square in the matrix, the TemporalTracks for that ROI pair are displayed below the matrices 
for all the chosen subjects, Figure 5.1c. Alongside, a user can choose to display the 
anatomical image. 
Once displayed, the tracks can be interacted with as summarised in Figure 5.4. These 
interactions allow a user to visually explore subsets in the temporal sequences. Specifically, 
we provide the ability to: (i) shift tracks left or right, using the arrows at either end of the 
visualisation, Figure 5.4a; (ii) drag in from the edges to select a subset of points, by clicking 
on the thick vertical bars and dragging, Figure 5.4b; (iii) adjust the window size, to view a 
smaller segment of temporal points (using the number box in the left panel, Figure 5.1f); 
(iv) adjust the number of tracks used to represent the coactivation as shown in Figure 5.4c 
(using the number box in the left panel, Figure 5.1g); (v) select a subset to highlight similar 
sections in all visible tracks, based on the Pearson correlation of the tracks, using click and 
drag over the tracks, Figure 5.4d; and (vi) navigate the anatomical images (Figure 5.1d). 
As previously mentioned, the FCN matrices are updated as a user manipulates the tracks, 
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Figure 5.4e; this is done with the first three interactions so it represents the active section 
of the temporal sequence. 
 
Figure 5.4: Interaction with TemporalTracks: a) Shifting the top track left to compare it 
with a similar section of the bottom track; b) Dragging in from the right to compare a subset 
of temporal points; c) The same segment viewed on three, seven and eleven tracks; d) 
Illustration of exact and partial pattern matching; and e) Example of the changes that occur 
to the FCNs when shifting, dragging and window size adjustments are made. 
5.6. Framework Integration 
TemporalTracks can be used with the framework presented in Chapter 4 in three ways; two 
of which are direct integrations. The first is to utilise the standalone interface prior to, or in 
an iterative manner with the framework. TemporalTracks can be used to select the subset 
of time points that users want to compare. Then, the framework can be used to visually 
analyse and interpret the subjects during those time points. Similarly, users can iteratively 
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view their subjects in TemporalTracks and the framework to explore different sections of 
the time series. 
Direct integration with the framework is also possible. The visual metaphor presented in 
this chapter can be used in the temporal signals component of the framework. This results 
in two integrations, one in single select mode and one in double select mode (refer to 
Chapter 4 Section 4.6.1.1 for more information on these modes). In single select mode, the 
default view is to list all of the aggregated temporal signals in the selected region, as 
grouped by, e.g., independent components analysis (ICA). TemporalTracks can be used as 
an alternative view that instead shows the temporal relationship between the selected region 
and all the regions it is connected to. An example of the differences is presented in Figure 
5.5. With TemporalTracks, a user can gain an understanding of not only the selected ROI, 
but exactly how it relates to the connected ROIs over the temporal sequence and how each 
of the connections relates to one another. For example, the user could see a region where 
the coactivity drops in all tracks, or a section of stable coactivation for some of the regions.  
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Figure 5.5: TemporalTracks metaphor integrated into the uncertainty visual analytics 
framework for single select mode. The tracks are integrated into the time series 
visualisation component (red box) allowing for comparison between the selected region 
and the connected regions. 
In double select mode, the default implementation for the framework is to display the 
representative signals, and all of the aggregated temporal signals for both regions side-by-
side. TemporalTracks allows for a more direct comparison of the representative signals by 
encoding them into the tracks metaphor. Thus, users can see and interact with how the two 
ROIs directly compare with each other over the whole sequence. Similarly, the list for each 
region could be set to show the signals in the region, as per the default view, or the 
relationship between the selected ROIs and all connected regions, such as described in the 
previous paragraph. These are illustrated in Figure 5.6. 
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Figure 5.6: TemporalTracks metaphor integrated into the uncertainty visual analytics 
framework for double select mode. Instead of listing multiple tracks, the direct comparison 
between the two selected regions is shown instead of the average, with the signals that make 
up the regions listed below. 
5.7. Case Study 
In this case study, we evaluate our standalone implementation by exploring brief traces of 
coactivity using human connectome project (HCP) [6, 133] data. The HCP provides a free 
to use database of healthy human fMRI images for use in research [6, 133]. Each image in 
the dataset contains 1200 temporal scans, presenting an interesting case to stress readability 
of our visualisation, while also potentially containing a number of interesting temporal 
subsets. We perform analysis on the default mode network (DMN), a set of brain regions 
that have been shown to be highly correlated for healthy subjects during rest [134]. 
Explicitly, this means that areas of the frontal, temporal and cingulate brain lobes exhibit 
similar coactivation patterns in healthy people when they are at rest, performing no mental 
task, but not asleep. Analysis of resting state healthy subjects is useful in gaining an 
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understanding of the baseline characteristics of the brain in order to compare to populations 
of patients with disorders. The discovery and definition of the DMN has been used to better 
understand the brain and distinguish disorders, such as Alzheimer’s disease [135]. 
Meanwhile, recent works by Liu et al. [64] and Yuste and Fairhall [13] describe the 
phenomenon of brief traces of coactivity. They state that brain activity is dominated by 
brief traces of temporal coactivation rather than long sequences regional of similarity. 
Therefore, traditional approaches of studying the whole temporal may miss such 
information. As a result it is important to analyse subsets of the temporal sequence in order 
to better understand fMRI. In the following case study, we replicate the brief traces of 
coactivity findings by simplifying the overall process using our TemporalTracks 
implementation. We selected the Destrieux parcellation [136] because it has been widely 
used with HCP data, including in relation to the DMN. We simplified the display by 
extracting the time series from regions that overlapped with the DMN. 
5.7.1. Exploring Brief Traces of Coactivity 
The temporal subsets of most interest for brief traces of coactivity are [13, 64]: (i) repeated 
patterns of changing coactivation; and (ii) brief spikes of high or low coactivation. We 
utilised TemporalTracks to observe these patterns by viewing the coactivation between the 
DMN regions of three HCP subjects. Unlike the process followed by Liu et al. [64], which 
involved manually extracting two time points for subjects which exhibited high raw activity 
and coactivity, and comparing these to computed subject averages, we were able to perform 
our analysis quickly, without the need for patient-specific thresholding. Moreover, with 
TemporalTracks, we have the ability to observe other patterns in the data that may have 
been filtered out in statistical approaches. 
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Using our standalone implementation, we targeted patterns of interest in single tracks, as 
well as shifting the tracks to line up similar patterns of interest. The results of this case 
study are summarised in Figure 5.7. Generally, the coactivity between ROIs rested on the 
top tracks, with regular but brief drops to lower tracks. This is clearly suggestive of the 
high coactivation of DMN regions. The most commonly repeated patterns, other than 
sequences of potentially noisy coactivation, were: staggered drops in coactivation, followed 
by sharp rises (and vice-versa), shown by the red boxes in Figure 5.7a; clustered steep drops 
amongst longer periods of stability, black boxes; and two steep drops and rises, where the 
first is smaller and followed by only a partial rise, green boxes. In observing these repeated 
patterns, as well as temporal sequences of sudden change during periods of stable 
coactivation, we noted similar coactivation patterns to those presented by Liu et al. [64]. 
Figure 5.7a also highlights where these observations may have been excluded by the high 
thresholding in Liu et al.’s work by comparing to the underlying BOLD time series. 
When looking for the hemispheric symmetry of brief traces of coactivity, we observed that 
the cingulate middle posterior regions acted most independently of hemispheric symmetry, 
shown in Figure 5.7b. Finally, we were interested to see if the transition images showed 
spatially clustered voxels during the periods of interest. Instead, the images were speckled 
in a relatively Gaussian pattern, e.g., Figure 5.8. 
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Figure 5.7: Summary of the case study results. (a) Highlighting some of the commonly 
repeated patterns. Beneath each of the tracks, a comparison to underlying BOLD shows 
that the same temporal coactivation patterns can look vastly different in the BOLD signals 
and that many of the patterns of interest do not occur only at high or low thresholds which 
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are generally used to filter, e.g. in Liu et al. [64]; and some of the changes that occurred in 
the FCNs on interaction in (b) and (c): (b) demonstrates the hemispheric symmetry as 
indicated by the colour coded arrows. That is, the coactivity values in hemispherically 
paired left- and right-brain rows (red-red, blue-blue, etc.) demonstrate similar rises and falls 
in all three subjects and on both changes; (c) shows the independence of the cingulate 
middle posterior regions (indicated by the red arrows) in that they have opposite 
coactivation to the rest of the cingulate cortex ROIs. 
 
Figure 5.8: Three examples of transition images demonstrating that the Human 
Connectome Project Images contained a largely speckled pattern. 
5.8. Discussion 
The temporal relationships between regions in the brain hold great promise in uncovering 
insights about disorders, such as schizophrenia. These relationships are commonly studied 
using functional connectivity networks, which group multifaceted temporal voxel data 
from two regions of interest into single values of coactivity though averaging and 
correlation. This level of aggregation results in uncertainties mean that following network-
based statistical analysis is prone to errors from potentially spurious data [23, 28]. 
Therefore, visual analytics that effectively conveys the temporal relationships underlying 
coactivity data hold great promise in supporting neurological research with fMRI [18]. Yet, 
existing fMRI visual analytics systems generally accept the single coactivation values as 
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input and focus on presenting statistical results [51] without providing capability to 
facilitate coactivation analysis. Moreover, the ability to understand coactivation 
relationships and perform manipulations is vital to wider FCN analysis and can facilitate 
and extend the framework presented in Chapter 4. 
To achieve the aims of exploring fMRI coactivity, we have presented and evaluated 
TemporalTracks with a case study exploring brief traces of coactivity in HCP data. In the 
case study, we demonstrate how our visual metaphor can be used to observe interesting 
temporal subsets in a well-known data set that has a large number (n=1200) of temporal 
points. We demonstrate that our solution allows a user to make these observations quickly 
without requiring thresholding or other forms of discarding data. Moreover, we note that 
our tool does not assume any statistical technique as optimal and instead intuitively presents 
data, which is as raw as possible, such that experts can see how manipulation affects further 
analysis. This has been a conscious decision due to the issues surrounding statistical 
analysis of fMRI wherein there is no accepted pipeline [23, 28]. Highlighting the enabling 
nature of this decision is our description of integrating the standalone solution into the 
framework presented in the previous chapter. TemporalTracks can be utilised based on 
spatially defined regions of interest from parcellations, or on groupings from independent 
components analysis. It can be used as a standalone system, or as part of a larger framework 
as it is designed to integrate with existing workflows. 
5.9. Conclusion 
In this chapter, we have presented TemporalTracks, our visual metaphor for exploring 
temporal subsets of coactivation in fMRI data. We have presented the metaphor as a 
standalone system, as well as describing how it integrates into the framework presented in 
the previous chapter. We evaluated TemporalTracks using an illustrative case study, 
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showing that with TemporalTracks a user can uncover events, such as brief traces of 
activity, which would otherwise be hidden in standard analysis approaches. In doing so, we 
reiterate the importance of exposing the relationship between regions and their underlying 
voxels in terms of the local uncertainty of the data. Moreover, we note that our approach is 
an integral step in the much larger fMRI analysis pipeline that will potentially improve data 
quality and help to uncover new insights about neural connectivity. 
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Chapter 6  
Visually Guided Threshold Selection 
Tool for Functional Connectivity 
Analysis 
 
Simplified functional connectivity network graphs designed to indicate the underlying 
network topology and differences at multiple threshold levels arranged into a small 
multiples layout. 
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6.1. Summary 
In the previous two chapters, we described a framework for uncertainty visual analytics of 
functional magnetic resonance imaging (fMRI) functional connectivity network (FCN) 
data and a targeted extension to the framework for temporal analysis, which can also be 
utilised as a standalone implementation. In this chapter, we present another targeted visual 
analytics solution; for fMRI threshold selection during FCN analysis. Similar to the 
previous chapter, the approach described here can be used as a component in the overall 
framework presented in Chapter 4 or as a standalone solution. 
The work presented in this chapter facilitates more informed threshold selection in FCN 
analysis. Such threshold selection is currently commonly done on the basis of raw 
coactivity values, or a combination of node degree and coactivity values. However, there 
are no widely used or accepted methods which define what a good threshold is, or how to 
arrive at a useful threshold. This is partially due to the inherent complexity of the data and 
the uncertainties that arise during other phases in the pipeline, combined with the relative 
youth of the fMRI analysis field, current limited knowledge of brain function and 
exploratory nature of analysis. Thus, without statistical or analytical methods to guide our 
design, our work aims to provide more information to a user in their selection of a threshold. 
To do so, we adapt an advanced graph decomposition technique for functional connectivity 
networks. We then visualise the results using a combination of small multiples and glyph-
like graphs. Users can therefore understand the dynamics of the network topology for a 
single subject or across a cohort, e.g. when characterising diseases, during threshold 
selection. We evaluate our solution on a case study that explores ‘small worldness’, a 
network property that is very difficult to measure yet commonly used in describing and 
distinguishing fMRI FCNs, including during threshold selection. We show that our 
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proposed approach includes much more information about the underlying networks, 
including connected components, cliques and hubs, which can be used for more informed, 
interactive threshold selection.  
6.2. Introduction 
The use of visualisations and visual analytics for studying medical images has exploded in 
recent years as it facilitates guided interpretation and improved decision making for 
inherently complex data [104]. Functional Magnetic Resonance Imaging (fMRI), a 
modality used to represent the function of the brain in a series of temporal scans, has seen 
a similar increase in use for medical research, e.g. [10, 97, 107, 110]. The 4D modality 
plays an integral role in our growing understanding of the brain, with statistical and visual 
analytics being used to uncover patterns to characterise diseases, such as schizophrenia [61, 
93, 97] and Alzheimer’s disease [10, 95, 109]. Much of this analysis is performed by 
comparing fMRI images using an abstraction called functional connectivity networks 
(FCNs). These transform the 4D imaging data into a 2D matrix which is much easier to 
understand and compare, providing a repeatable network structure that can be analysed 
using graph theoretic techniques. First, an image is registered to a segmented atlas, known 
as a parcellation, then a representative temporal signal is calculated for each region, often 
the average of the temporal signals of each voxel in the region. Finally, the FCN is created 
by calculating the pairwise ‘coactivation’ for each region. Coactivation is a measure of 
temporal similarity between the regions that is commonly calculated by correlation. This 
results in a matrix, which is a fully connected weighted graph that describes approximately 
how similar different regions of interest (ROIs) are within the brain over the temporal 
sequence. 
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FCNs are widely used because they create a mutual structure across fMRI images that can 
be easily and directly compared using well-established graph and matrix analysis 
techniques. Such comparison is simpler and more computationally efficient than analysis 
on the source images [18, 20, 38]. Pivotal discoveries have been made using such network 
analysis, e.g. [19, 101, 137, 138]. Meanwhile, a plethora of visual analytics tools have been 
presented to facilitate analysis by minimising human uncertainties, such as cognitive load 
and understanding [18]. However, fMRI data itself, the abstraction technique, and the 
analysis approaches have a number of drawbacks that lead to data uncertainties, discussed 
in detail in Chapter 2. One of the most pervasive of these uncertainties is the use of 
thresholding during analysis [25, 34, 139, 140]. 
Thresholding is performed on FCNs to reduce the number of connections that are required 
in analysis. The unthresholded networks are fully connected and weighted, and as a result, 
are thought to contain numerous connections without any meaningful information for most 
studies [116, 140]. Yet, to the best of our knowledge, there are no accepted or widely used 
methods to determine meaningful patient- and cohort-specific thresholds [5, 141]. Thus, 
the selection of a good threshold is an open problem in FCN analysis [141]. Commonly, 
studies select thresholds based on coactivation values alone, or a combination of node 
degree and coactivation value. Moreover, selected thresholds and data outside the 
thresholds are rarely reported [34]. Meanwhile, terms such as ‘high enough’ and ‘low 
enough’ are regularly used to describe selected threshold when reported. As a result, studies 
can have multiple issues, such as high false positive rates in in defining clusters of active 
voxels [27]. Beyond the direct issues, there are other implications of current thresholding 
practice, including whether important connections are ignored by a chosen threshold or 
whether the important connections are diluted amongst numerous unimportant connections 
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[25, 139, 141]. Additionally, selection of thresholds in the existing manner does not 
adequately account for individual patient activity baselines [33]. Thus, new methods are 
required to better inform threshold selection during analysis. Such methods should present 
characteristics of the networks for different thresholds and subjects. Moreover, interactivity 
should facilitate explorative analysis, and the solution should minimally disrupt existing 
workflows [104].  
Considering these requirements, visual analytics has the potential to greatly improve FCN 
threshold selection, where advanced network processing methods can be applied to gather 
and interactively present information about the FCNs at different thresholds. Network 
processing methods, such as graph decomposition, have been widely used in other domains 
with visual analytics. One of the most effectively used methods, is k-core decomposition, 
e.g. [142, 143], which progressively prunes network edges and labels nodes based on the 
concept of ‘cores’, to create a simpler view of the network topology [143]. Creating this 
view involves iteratively removing and labelling the least connected nodes and edges. Each 
node is labelled based on the number of connections it had when pruned. Thus, cores are 
similar to the degree of a node, however, the core of a node is commonly lower than the 
original degree. 
In this chapter, we present a novel visualisation method for selecting thresholds during 
FCN analysis. We adopted k-core decomposition for its ability to simplify highly complex 
networks, such as modelling social networks [144], internet networks [145] and complex 
software systems [142]; these also share strong similarities with FCNs. Moreover, we 
propose an extension to the algorithm to consider connected components as these are vital 
to FCN analysis – nodes represent anatomical locations that are involved in brain function 
which work in clusters [19-21, 67, 146-149]. Further, another topological property that our 
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approach highlights is the small worldness of the networks, which is important in fMRI 
connectivity analysis [150-152]. Our visualisation consists of a small multiples grid, where 
each multiple presents a snapshot of the FCN for a subject at a specific threshold, built from 
the adapted k-core decomposition algorithm. Our approach can be applied to both 
individual subject and population threshold selection. The population ability is vital 
because it can be used in, e.g., characterising diseases. Moreover, we have developed the 
visualisation to take up a small spatial footprint so it can be integrated into existing FCN 
visual analytics tools, such as the framework presented in Chapter 4. We evaluate our 
framework using a case study exploring our visualisation against a state-of-the-art small 
worldness quantification metric. We demonstrate that the extra information provided by 
our visualisation provides additional knowledge about the underlying FCNs that can be 
used to improve current threshold selection approaches. 
6.3. Related Work 
We divide the work related to this chapter into four categories: (i) functional connectivity 
network visualisations; (ii) network threshold visualisation; (iii) functional magnetic 
resonance imaging thresholding; and (iv) k-core visualisation. 
6.3.1. Functional Connectivity Network Visualisation 
Several visualisations and visual analytics tools have been developed for general FCN 
analysis. These generally focuses on improving the presentation of the matrix to highlight 
important features. That is, radial graphs, node-link diagrams and heatmaps are commonly 
used as they present an edge-by-edge overview of FCNs in a way that outliers and patterns 
are easily visible. Moreover, each of these solutions attempts to ease the cognitive burden 
on users that comes with viewing such complex data. For example, radial visualisations are 
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made to imply anatomical location [76], while node-link diagrams and glyphs are presented 
on 3D representations of the anatomy [52]. However, these solutions either do not threshold 
their views, as with heatmap visualisations, or require a user to threshold without providing 
guidance on the effects of possible threshold values [25, 34, 139, 141]. This means that 
while the techniques may assist in understanding and analysing the FCN data, they do not 
address the thresholding issue. 
6.3.2. Network Threshold Visualisation 
Minimal research exists for threshold visualisations of complex network structures. 
Generally, simple visual representations that contain minimal information are displayed on, 
or with, threshold bars for other applications. Examples, such as heatmaps of the network 
density, can provide a foundational insight to users. However, even these simple techniques 
are not, to the best of our knowledge, used in FCN visual analytics; beyond the framework 
presented in Chapter 4. Visualisation techniques that may be of benefit to such a domain 
include small multiples, glyphs and the use of associated visual cues. These techniques are 
extensively used in displaying and interacting with complex data in a small amount of 
screen space [153]. With relation to threshold visualisation, by placing comparable graphs 
on a grid, a user can easily understand and visually compare the information, which may 
be about different thresholds and different subjects. The technique relies on the simplicity 
and comparability of each of the sub-graphs. Thus, ensuring enough meaningful 
information is presented in a small space is of paramount importance. Small multiples and 
glyphs have been used to great effect on other aspects of fMRI FCN analysis, e.g. [51, 78]. 
Consequently, we believe they can be successfully employed for threshold visual analytics. 
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6.3.3. Functional Magnetic Resonance Imaging Thresholding 
Some statistical studies have begun to develop methods of defining thresholds for voxel-
level fMRI data. For example, false discovery rate analysis [154], random field theory [155] 
and cluster-extend based methods [139] have been widely used. However, these work 
because they have hundreds of thousands of data points (voxels) to compare. Such methods 
are not well-suited to FCNs. Moreover, the techniques still have many pitfalls, such as low 
spatial specificity, inappropriate inferences and poor cluster size selection [139]. Other 
methods, such as phase coherence analysis, probability calculations using Fisher’s Z 
transformations, and the use of data surrogates have been proposed for FCN thresholding 
[140, 156, 157], however, these are also reliant on the number of data points available and 
also have weaknesses in positive biases that require statistical significance analysis [140]. 
Topological thresholding approaches, meanwhile, examine the graph structure itself. 
Examples include fixing the path length, or the degree of nodes [158]. These techniques 
can work well for single subjects, however possible differences between subjects and 
groups can result in vastly different edge densities that affect thresholds [141]. Thus, for 
population based studies, each subject or group needs to be compared and possibly given 
its own threshold value. 
6.3.4. K-Core Visualisation 
K-core decomposition is a method first proposed by Alvarez-Hamelin et al. [143]. The 
technique breaks down a network into ‘cores’ by recursively pruning the least connected 
nodes. Thus, the resulting k-core view of the network provides a heavily simplified, but 
still informative snapshot of the topology. Visualisation of the resulting decomposition 
allows easy comparison of the structural properties within different networks on a 
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hierarchical backdrop [143, 159]. The technique has been used to visualise and understand 
social networks [144], internet networks [145] and complex software systems [142]. These 
solutions often use rings of coloured nodes or a circle packing layout to present the k-core 
information. Such visualisation effectively displays the number of cores, number of nodes 
in each core and hierarchical structure of the decomposition at a glance. Nevertheless, the 
standard k-core algorithm and associated visualisation approaches have one major 
drawback for FCN visual analysis: information about connected components within the 
graph may be lost. In most networks, which present conceptual items, such as friends in a 
social network or websites, connected components are not as important to the topological 
snapshot. In the case of FCNs, nodes represent anatomical locations, with inherent and 
meaningful information, not conceptual items [18, 19, 21]. Thus, connected components 
often contain vital details about similarities and differences between networks, such as 
common sub-networks or pivotal regions [19-21, 67, 146-149]. 
6.4. Design Guidelines 
The threshold visual analytics solution described in this chapter was developed based on a 
set of design guidelines which we discuss here. These were created through problem 
analysis and study of the related works in Section 6.3. Moreover, the guidelines were also 
influenced by the need to be integrated into broader fMRI FCN uncertainty visual analytics 
tools, such as with the framework presented in Chapter 4. Thus, the key design challenge 
is to clearly encode functionally and anatomically relevant information, while minimising 
the space required for each threshold graph.  
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6.4.1. Design Guideline 1: Facilitate comparison of different thresholds 
for a single subject and between subjects 
FCN threshold selection takes place for single subjects and across populations of subjects. 
The visual analytics approach must be able to deal with both cases. A key aspect of this is 
using visualisations that are simple enough to be effectively compared at a glance. This 
guideline also facilitates implementation as part of the larger uncertainty analysis 
framework presented in Chapter 4 as the visualisation can be made to fit in place of the 
example threshold bar and heatmap. 
6.4.2. Design Guideline 2: Visualisation of connected components 
Regions in FCNs are representative of anatomical locations across the brain. As a result, 
the regions contain important inherent information that is used in analysis, such as whether 
different ROI clusters function together at the same time. Therefore, the relationship 
between these networks at different thresholds, such as independent networks, cliques and 
highly connected regions, are significant. Connected components are able to convey some 
of this information in a very simple format by separating the clusters. 
6.4.3. Design Guideline 3: Allow aggregation or clustering of similar 
FCNs for large population data sets 
This design guideline relates to the standalone implementation of our proposed work. When 
studying large fMRI datasets, there are commonly sub-groups of similar subjects that can 
be grouped without causing major detrimental effects to the overall analysis [68]. By 
exploiting this feature, we can present most of the threshold information to a user, without 
overloading the screen with too many subject graphs. 
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6.5. Standalone Interface Design 
In this section, we describe the interface elements for our FCN threshold selection visual 
analytics solution as a standalone application. In this implementation, we design the system 
to facilitate threshold selection across a population of fMRI images. Figure 6.1 displays an 
overview of the standalone application. 
 
Figure 6.1: Main interface for the standalone implementation. Visualisation input 
parameters are set above the small multiples grid which lists subjects down the page. 
6.5.1. Pre-Processing 
To create the circle packing visualisations, we adapted the k-core decomposition algorithm 
to also store the connected component. We further calculated a hierarchical clustering of 
the resulting decompositions for the interactive aggregation. These measures together form 
the basis of our visualisation. Our overall pre-processing pipeline is described below. 
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The k-core decomposition algorithm is an iterative process that begins by setting all nodes 
with no edges to core zero and pruning (removing) them from the graph. It then sets all 
nodes with degree one (one edge) to core one before pruning and repeating for all increasing 
core values. In this step, nodes that previously had degree two or more may end up with a 
lower degree, and resulting core, through pruning. Thus, nodes in the original graph with 
degree two, may end up in core one. Similarly, a degree three edge may be in core two or 
core one. This process of increasing the core and pruning nodes is repeated until no nodes 
are left, grouping nodes into cores regardless of whether they are connected in the original 
graph. In our work, we modified this process to record the connected component for each 
node as well as the core, as shown in Algorithm 6.1. This detail is vital for fMRI analysis 
as each node represents an anatomical location, which contains inherent information. 
Algorithm 6.1: Adapted K-Core Decomposition Algorithm 
1: function ADAPTEDKCORE() 
2:     set core := 0 
3:     set remaining_nodes := number total nodes 
4:     orderGraphByNumberEdges(ascending) 
5:     while remaining_nodes > 0 do 
6:         for each node i do 
7:             if edges(i) <= core then 
8:                 set core(i) := core 
9:                 set component(i) := compute_component(i) 
10:                 prune(i) 
11:                 set remaining_nodes := remaining_nodes-1 
12:             end if 
13:         end for 
14:         set core:=core+1 
15:     end while 
16: end function 
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We calculate the adapted k-core decomposition of each FCN in a cohort at a range of 
thresholds. These thresholds can be set by a user based on coactivation values, node degree, 
or any other measure. By default, we calculate the decomposition for all graphs with 
coactivation threshold values between 0.5 and 0.95 at an interval of 0.05. These values 
reflect high thresholds in Pearson’s correlation, which is commonly used to create FCNs. 
Once all the decompositions have been calculated, we hierarchically cluster the results. 
This information is used in user aggregation of results, e.g., when there are numerous 
subjects in a cohort. While we cannot entirely retain the connected component information 
in this process, we attempt to provide a facsimile by calculating the connected components 
on an average network of each cluster, making the assumption that the clustering has taken 
the connected components into account. This data is used to encode another visual cue on 
the circle packing layout. 
6.5.2. Graph Design 
We design our decomposition graphs in a glyph-like fashion, so they can be presented in a 
small spatial footprint and convey the varied information at a glance. Each graph is a 
contextual modification to the circle packing layout. In previous work, the layout has been 
shown to convey the decomposition information in a small amount of space. In our 
implementation, circle size is based on the number of nodes, while circle colour represents 
which core the nodes are in. Typically in this visualisation, circles are stacked on top of 
one another to indicate the hierarchy of core number. However, we adjust this to stack the 
circles based on connected component, as compared in Figure 6.2. Specifically, white 
circles represent connected components, while coloured circles represent the core 
information. Consequently, coloured circles that are not within a white circle are their own 
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connected component, thus representing a clique, with all nodes having the same core 
number. Figure 6.2 illustrates these concepts that form the basis of our graph design. One 
limitation of our approach is that the circles are placed randomly because we cannot enforce 
a static location based on the anatomy because of the grouping of anatomical regions into 
cores. 
 
Figure 6.2: The meanings of the different graph elements. Colour is used to show the 
number of cores; size is used to denote the number of nodes; and a white circle with a black 
border separates the components. Components can have multiple cores, where the white is 
visible or they can have one core where only the black border is shown to save space. 
6.5.3. Small Multiples 
Small multiples allow for effective, direct comparisons to be made between graphs on the 
grid. We utilise this layout to present each subject at the selected range of thresholds. In 
our standalone implementation, each row in the grid contains a different subject. 
Meanwhile, each column comprises of a different threshold value for all the subjects. That 
is, the top left sub-graph contains the k-core visualisation for the first subject at the lowest 
threshold level, e.g. 0.5, while the second row, second sub-graph contains the visualisation 
of the second subject at the second threshold level, e.g. 0.55. See Figure 6.3 for a visual 
representation of this. 
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Figure 6.3: Illustration of the small multiples grid. Each row is a subject and each column 
is a threshold value. 
The small multiples layout is intended to facilitate visual comparison of different thresholds 
for one subject, and between subjects. Moreover, the small multiples layout makes effective 
use of the space, allowing multiple subjects to be compared on a singles screen. 
6.5.4. Aggregation 
Aggregation has been implemented in the standalone solution because it is designed for 
studying a population of fMRI. The process is performed based on the hierarchical 
clustering. Thus, a user can group and interact with a cohort based on the aggregation when 
there are multiple subjects to effectively compare. We have presented an example of the 
hierarchical clustering in Figure 6.4, in which we have added a dendrogram that illustrates 
which subjects are grouped together hierarchically, and the resulting graphs that represent 
the clusters. 
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Figure 6.4: Illustration of the aggregation provided through hierarchical clustering. Five 
original subject rows are reduced to two through aggregation. Intermediate graphs are 
displayed along the dendrogram. 
6.5.5. Interaction 
Some simple interactions and parameters have been implemented which allow a user to 
gather more information about the subjects and thresholds without overloading and 
cluttering the display. A user can: (i) set the minimum number of cores they wish to view 
on the graphs, Figure 6.5b, for example if they are interested in how the FCNs differ for 
highly connected regions; (ii) set the level of aggregation, which can be used to reduce the 
number or rows in the display without completely discarding subject information; (iii) view 
the exact number of cores represented by a circle by hovering on it; and (iv) click on a 
graph to highlight the most similar decompositions across the whole population, Figure 
6.5a. 
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Figure 6.5: Threshold visualisation interaction examples. (a) Clicking to highlight similar 
decompositions; and (b) adjusting the minimum number of cores. 
6.6. Framework Integration 
Due to the minimal space requirements of our threshold visualisation, the work presented 
in this chapter can be directly integrated into the framework from Chapter 4. The circle 
packing graphs can be displayed along the threshold bar in place of the heatmap view 
(described in Chapter 4 Section 4.5.3). An example of this is shown in Figure 6.6. This 
means that a user can see the network topology snapshots for the subject they are interacting 
with as they select a threshold. This integration is well suited to viewing and interpreting 
the FCNs of single subjects, however it cannot be used directly in place of the stacked 
heatmaps for multiple subjects as the graphs would take too much space and clutter the 
screen. 
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Figure 6.6: Demonstration of the extra information available using the k-core 
decomposition graphs in the framework. Left shows the bucketed heatmap bar, which gives 
no indication to the underlying network, while right has the graphs for thresholds 0.5 to 
0.95 in which connected component and topological properties are indicated on the circle 
packing diagrams (as described in Section 6.5.2). 
Alternatively, to minimise visual clutter, the graphs can be displayed above the threshold 
bar, only while a user is interacting with the threshold. Such an implementation means the 
standard heatmap view and the threshold view are both visible. It also means there are 
fewer graphs on the screen, thus minimising clutter and potentially minimising cognitive 
load. Similarly, this method can be used with multiple subjects in small multiples view. 
6.7. Evaluation 
In this section, we evaluate the threshold visualisation work presented in this chapter. For 
this evaluation, we used a cohort of 149 real subject fMRI from the ADHD200 dataset [83]. 
The data originates from New York University Child Study Center with all subjects 
affected by head motion, missing data, or other psychiatric symptoms excluded. The final 
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set contains 73 ADHD subjects and 76 normal subjects. The ADHD200 cohort is widely 
used in research and thus presents a real world evaluation of our proposed solution. FCNs 
were created using the popular Automatic Anatomical Labelling (AAL) parcellation [160]. 
We do so by comparing to a state-of-the-art method for quantifying the small worldness of 
networks. As a result, we illustrate how our visual analytics approach, due to its basis in 
the three design guidelines, allows for extra information and knowledge to be gained by 
users. 
Small worldness is a graph theoretic property that describes a network in which there is 
likely to be a short walk between all nodes in the network, however, nodes are unlikely to 
be directly connected [161]. The exact length of the short walks and the level of sparsity 
are variable depending on the amount of small worldness desired [161]. This property is 
theorised to be very valuable when studying FCNs [150, 152, 162] and has been used 
widely distinguishing fMRI networks, e.g. [150, 151, 163, 164]. However, small worldness 
is an abstract property that is hard to define in even the most structured networks. This is 
even more poignant in weighted networks [150]. Statistical approaches to measure small 
worldness have been proposed for binary and weighted networks, e.g. [150, 165]. Such 
approaches can be useful in selecting FCN thresholds, yet they are extreme simplifications 
of the data; reducing the complexity to a single value. Moreover, the same network can be 
considered small world at a range of different thresholds with no clear way to distinguish 
between them. Our visualisation on the other hand, inherently indicates a guide to small 
worldness through the number and colour of packed circles. Further, the separation of cores 
allows a user to see when nodes are distinct subnetworks. Finally, we also provide the 
advantage of interactivity.  
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In Figure 6.7, we compare our visualisation against the small world propensity (SWP) 
measure [150], which was developed specifically for weighted brain networks. The figure 
compares the small multiples visualisation to the SWP for each threshold for the first ten 
subjects (figures for the remaining subjects and SWP values are in Appendix A). SWP was 
calculated using the Matlab library provided by the authors [166]. In accordance with 
Muldoon et al. [150], weighted graphs with SWP values over 0.6 are considered to exhibit 
small worldness (green background). It is clear from the figure, that while SWP is able to 
provide a clear ‘elbow’ case for some subjects, e.g. the first row which jumps from 0.388 
to 0.972, there are other subjects where the transition is smoother. Similarly, some subjects, 
e.g. the fourth and fifth rows, exhibit small worldness at low thresholds and high thresholds 
with a gap in the middle. Finally, for each subject there are numerous thresholds with SWP 
of 1 or NaN and no way of distinguishing between them. In contrast, our visualisation 
allows a user to observe possible changes in small worldness, for example as the reduction 
in high core circles and the introduction of connected components. Moreover, comparisons 
can be made between different subjects. In the figure it is clear that the transition in the first 
row is similar to the third row; information that is potentially useful for analysis and 
aggregation [68]. 
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Figure 6.7: Comparison of small world propensity (SWP) [150] and our proposed 
visualisation approach in threshold selection. Threshold values are listed at the top of each 
column and SWP values are listed below each graph. SWP values of 0.6 are considered to 
be small world by Muldoon et al. [150], yet a user is unable to tell networks apart with this 
value. 
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Such extra information becomes increasingly important as the parcellation and network 
become more complex. To exemplify this, Figure 6.8 compares five fMRI with their SWP 
values in the Talairach parcellation [114], which has 1259 regions, compared to the 116 for 
AAL. With just the SWP value, there is no way to separate most of the thresholds or 
subjects as they achieve a score of 1. However, with the visualisation, clear differences 
between the networks are visible. 
 
Figure 6.8: Comparison of small world propensity and our visualisation with the Talairach 
parcellation [114]. 
6.8. Discussion 
The challenge of effectively thresholding networks remains a major challenge in fMRI 
FCN analysis. Unlike other aspects of FCN visualisation, this issue has not benefited from 
the application of typical network analysis and visualisation methods, such as radial, node-
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link and heatmap representations. Some methods have been proposed for statistical and 
topological threshold selection, however while some of these techniques can work well for 
single subjects, they are not appropriate for populations and are heavily influenced by the 
amount of data available and the data quality. In response, visual analytics applications 
hold great promise as they combine the expertise of the human user with the benefits of 
computational processing [104, 105, 167], which can find the balance between the strengths 
and issues of proposed methods. In this chapter, we have presented such a visual analytics 
solution, which utilises an adapter k-core decomposition algorithm and a circle packing 
small multiples visualisation. Our modifications to the decomposition algorithm ensure it 
stores the connected component information of the FCNs as this is useful in fMRI analysis. 
This ensures information, such as similar networks in different anatomical regions, are not 
grouped within a visual representation and provides more relevant information to the user.  
The problem of effective threshold selection is one that may limit the validity of many FCN 
studies [25, 28, 34]. Multiple studies have already raised concerns, which are impacted by 
threshold selection, such as the rate of false positives reported as valid conclusions [27]. 
Moreover, as fMRI FCN studies rarely report selected thresholds or their methods for 
coming to them [25, 28, 34], the problem greatly affects the generalisability and 
reproducibility of work in the field. Though our visualisation may not solve this issue, it 
enables a more detailed look at the changes that occur at different thresholds while aiming 
to integrate into existing analysis workflows. This is highlighted by our integration into the 
framework presented in Chapter 4. Through our design guidelines, we aim to address fMRI 
FCN thresholding uncertainty in selection prior to statistical analysis, and interactive 
thresholding during visual analysis. We evaluated our framework on 149 subjects from the 
ADHD200 dataset by comparing our visualisation to the small world propensity measure 
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[150]. Small worldness is a desired property of FCNs for analysis that is hard to measure. 
However, SWP is limited to a single figure that cannot convey the underlying network and 
topology attributes. In contrast, we demonstrated the benefits of using our visualisation to 
compare different thresholds with underlying network information (design guideline 2). 
Visual analytics allows a user to greatly increase the amount of information available, while 
also indicating attributes, such as changes in small worldness. This is especially true as the 
number of regions in a parcellation increases, such as with the Talairach example. We 
showed that our approach was able to effectively convey differences for an individual 
subject and between subjects (design guideline 1), which is important in, e.g., 
characterising diseases. Further, we discussed the similarity of two of the FCN networks at 
different thresholds in Figure 6, indicating possible aggregation (design guideline 3). Thus 
we demonstrated the applicability of our proposed approach with regards to the motivation 
of providing more information during threshold selection. 
6.9. Conclusion 
In this chapter, we presented a visual analytics approach for effective fMRI FCN threshold 
comparison and selection. Our approach can be used as a standalone application for use 
across population, with features such as hierarchical aggregation to facilitate analysis, or 
for single subjects, integrated into other FCN visual analytics tools, such as the framework 
presented in Chapter 4. We created our visualisations using a modified circle packing 
layout based on a specialised adaptation of k-core decomposition that encodes connected 
component data. We evaluated our approach against the small world propensity measure, 
which is one of the most advanced measures of determining weighted network small 
worldness, a property that is widely used in selecting FCN thresholds. We demonstrate that 
our approach provides users with much more information and network details; more so, 
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with our approach users can tell thresholds apart which are otherwise labelled with the same 
propensity score. 
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Chapter 7  
Creating fMRI functional connectivity 
networks from image representations 
time series data 
 
An image created from an fMRI time series using the Gramian Angular Field process. 
The image summarises the relationship between all temporal points in the sequence.  
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7.1. Summary 
The previous three chapters all described our work in using visual analytics to address and 
communicate the uncertainty in functional magnetic resonance imaging (fMRI), 
specifically in relation to functional connectivity networks (FCNs). The framework and 
each of the two extensions relied on a range of algorithms that abstracted and drew 
information out of the source images. However, these required algorithms are frequently 
the cause of uncertainty. In this chapter, we propose an algorithm for creating FCNs which 
is designed to create a more accurate depiction of the functional connectivity. The 
algorithm can be used in place of existing processes, and thus fits seamlessly into all prior 
work. 
Our approach to creating FCNs centres around the use of additional data in the coactivity 
calculation when compared to current approaches. Hence, the value for coactivity, used to 
signify the similarity between regions of interest, is more descriptive of the actual 
relationship. We utilise the Gramian Angular Field (GAF) method to convert the time series 
of each region into an image. These describe the time series in polar coordinates and hence 
retain the temporal order of voxels, relative temporal correlations of segments, and source 
signal data without any downsampling or aggregation. We can then compare these images 
using a range of image processing algorithms to calculate the coactivation. As we are the 
first, to the best of our knowledge, to converting time series to images for FCNs, we have 
presented this as a baseline and an introduction that merges mature image processing with 
fMRI coactivation research. Thus, in our evaluation, we have compared the classification 
accuracy of our algorithm –using multiple image comparison techniques – against the most 
widely used method of creating FCNs to demonstrate the applicability of our proposed 
method.  
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7.2. Introduction 
The creation and analysis of functional magnetic resonance imaging (fMRI) has led to 
numerous findings regarding the human brain, including for diseases characterising 
diseases, such as schizophrenia [62, 97, 111, 168], Alzheimer’s disease [10, 95, 135] and 
post-traumatic stress disorder [100]. The imaging modality is designed to record a proxy 
for the neuronal activity in the brain over a temporal sequence [8]. One of the most 
commonly used methods of analysis utilises functional connectivity networks (FCNs). 
These are aggregations of the source imaging data into values that the temporal 
relationships between pre-defined regions of interest (ROIs). FCNs are made by applying 
a parcellation to an fMRI to segment it into ROIs. For each of the ROIs, a representative 
signal is calculated. Finally, the representative signals for each ROI are compared in a 
pairwise fashion so the temporal relationships, known as ‘coactivation’, between each ROI 
are known. These values are stored as a network view of the whole brain, whereby the 
coactivation are weighted edges, and the ROIs are nodes. FCN aggregations of the brain 
are widely used because they vastly simplify the fMRI for easier processing and provide a 
common network structure that is easier to compare and understand [19, 20, 22]. 
This aggregation, however, reduces a great deal of complex data from the source image 
into a single value. Such data loss results in several uncertainties about the missing 
information  [8, 19]. The most important of which are whether the representative signals 
accurately summarise the range of voxels in a region, whether the selected regions are 
useful delineations of the brain for the current subject and purpose of the study, and whether 
the coactivation values are good depictions of the similarities and differences between 
regions. In the case of coactivation, statistical measures, such as Pearson’s correlation, 
cross correlation, and Granger causality [116], are widely used. Such measures have many 
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inherent limitations, especially when considered with their use in temporal data, e.g. 
susceptibility to outliers.  
As a result, advanced statistical techniques have been proposed for improving the measure 
of coactivity. These include the coherence coefficient, which improves the measure by 
comparing it in the frequency domain, which considers the flow of time, rather than as 
individual points in the temporal sequence [169]. However, the approaches are limited due 
to their single dimensionality which makes it difficult to efficiently compare the 
relationship between non-sequential subsets. Image comparison techniques, meanwhile are 
a rapidly advancing field with numerous well-established and accurate algorithms. Yet, 
these cannot be applied directly to the fMRI ROIs due to issues, such as, the variation in 
size between ROIs, temporal aspects of the data, few four-dimensional comparison 
techniques and low signal-to-noise ratio. The Gramian Angular Field (GAF) method, 
meanwhile, can be used to convert time series into images [170-172]. Thus, the data in the 
representative signals can be transformed into images that can encode more relationships 
in the temporal sequence, and can make use of the accurate image comparison methods. 
The GAF method works by first transforming the time series into its polar coordinate 
system representation, before calculating either the summation field – using the cosine of 
the summation of angles – or the difference field – using the sine of the difference of angles 
– both of which can be represented as image matrices, Figure 7.1. GAF highlights the 
important data in fMRI signals because it preserves the temporal dependence of points and 
relative temporal correlations of segments, meanwhile the diagonal of the image retains the 
source signal data in polar coordinates and the image is created as an n × n matrix where n 
is the length of the original series [170, 171]. 
CHAPTER 7 
131 
 
 
Figure 7.1: Creating images from the regional time series data using the Gramian Angular 
Field process. 
In this chapter, we present our work in developing an advanced coactivity calculation 
algorithm for FCNs. Our method alters the typical FCN creation process by dynamically 
incorporating the GAF method and performing image comparison. To the best of our 
knowledge, both steps in the process are novel for fMRI data. We have done so as a baseline 
to show the applicability of the approach. Thus, in our evaluation, we test multiple image 
comparison approaches. Using classification, we demonstrate that our proposed approach 
is robust and accurate in creating FCN coactivity. Finally, we note that our proposed 
method integrates into existing workflows by simply replacing the comparison algorithm, 
further highlighting the applicability of our novel ImageFCN process. 
7.3. Related Work 
We divide the work relating to this chapter into two categories: (i) coactivity calculations; 
and (ii) time series to images. 
7.3.1. Coactivity Calculations 
There are multiple methods of calculating fMRI ROI coactivation. The most common 
method is to use some form of temporal correlation on the representative signals. Pearson’s 
correlation is widely used as it is a fast, easy and relatively robust calculation that has an 
upper and lower bound [116]. Meanwhile, cross-correlation is widely used because it also 
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tests phase shifting between the two time series [116]. Correlation methods, however, are 
limited in their accuracy as they can be heavily affected by issues such as outliers and noise 
[17, 24, 116]. These concerns led to the development of coherence mapping [169], which 
uses correlation in the frequency domain, rather than the temporal. While it does improve 
the robustness, coherence analysis is more suitable to task-based fMRI as it penalises 
regions with minimal or no activity, rather than still maintaining a high coactivity for them 
[115]. Similarly, statistical parametric mapping, through the combined use of a general 
linear model and Gaussian random field theory, has been utilised in task-based coactivation 
calculations [115]. Thus, the method is not suitable for resting-state fMRI.  One lesser used 
coactivation measure is to rank with minimum spanning trees [173], yet this involves a 
complex process that is not easily undertaken and is also best used with task-based data. 
Finally, FCNet [65], a relatively new method, is the first to the best of our knowledge, 
which ties coactivity and FCN creation to advanced machine learning. The method 
compares the time series using a modified convolutional neural network that extracts 
features from the time series. The method, however, is reliant on training with an 
established value of functional connectivity [65]. The training data, therefore suffers from 
the same flaws as the above methods, which are used to create this value. Moreover, the 
need to train the network for each implementation is a major drawback. 
7.3.2. Time Series to Images 
In most domains and approaches, time series data is generally processed in its original 
format. However, multiple approaches have been proposed, implemented and evaluated, 
which convert time series data to images for different purposes. This section is not an 
exhaustive list, instead a summary of the most relevant methods, to the best of our 
knowledge, is presented.  
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One of the early methods involved binning the temporal data for visualisation [126]. This 
method downsamples the data in the y-domain into buckets that can then be represented in 
a heatmap visualisation. While useful in many domains, the approach is reliant on a user-
defined number of buckets, which adds a step and uncertainty to the process. Also, in 
relation to other methods, it prematurely downsamples the signals, which may contain 
useful data. Another widely used approach is to transform the temporal data with a Markov 
Transition Field algorithm [170]. However, this method loses and then tries to regain the 
temporal dependencies in the source data. Thus, temporal information could be lost that is 
useful to the coactivation calculations. Another approach is to build images called 
recurrence plots, which plot repeated or similar patterns in the temporal sequences [174]. 
Repeated temporal patterns are useful in assessing coactivation data [13, 64], yet, the loss 
of single peaks, troughs and other phenomena in the source data is not worth the trade-off. 
Finally, Gramian Angular Field is a method that retains the temporal dependencies, while 
also highlighting peaks, troughs, flat periods and repeated phenomena in the images [170]. 
The technique works by transforming time series into the polar coordinate system before 
computing a 2D matrix using either the cosine summation of angles, for the summation 
field, or the sine of the difference of angles, for the difference field. In the case of fMRI the 
summation field is more suited as it has the bijection property, which states that every 
element in one set (the time points) is represented by exactly one element in the other set 
(the intensity values). This is important for retaining the temporal dynamics and 
relationships between the ROIs. 
7.4. Method 
Figure 7.2 shows the core process of our algorithm as applied to fMRI data. The method 
involves first dividing an fMRI image by applying a parcellation to it. Once the voxels are 
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separated into regions of interest (ROIs), the representative signals are calculated. Each of 
the representative signals are then converted into images using the GAF algorithm. Finally, 
we compare pairs of images using advanced image processing algorithms. 
 
Figure 7.2: The overall process used to create image functional connectivity networks. 
7.4.1. Creation of Representative Signals 
In our proposed algorithm, we create representative signals for ROIs by applying a 
parcellation before calculating the average signals. Any parcellation can be selected at this 
stage as long as it is in the same anatomical space as the patient image, e.g. MNI152 [40]. 
This process, while it has known flaws, e.g. misrepresentation of voxel level data, is the 
most widely used in fMRI analysis [116]. Thus, we have implemented it as it is not the step 
where our core innovation lies. Other works can replace the method of applying a 
parcellation, e.g. region adjustment through growing and shrinking [60, 175], and creation 
of a representative signal. 
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7.4.2. Conversion of Time Series to Images 
The first major innovation we propose for the creation of FCNs is converting the 
representative time series signals to images. This is done primarily to encode more data 
into the comparison and to make use of advanced image comparison algorithms. Our 
method specialises the GAF method for processing fMRI ROI representative signals. In 
our work, we selected the summation approach because it has the bijection property, which 
retains the temporal to intensity relationship between ROIs of the fMRI time series. This 
process is run for each ROI in an fMRI, converting the source 4D image into a set of 2D 
images. 
7.4.3. Comparison of Images 
There are multitudinous mature and widely used methods designed for the comparison of 
2D images. These range from traditional pixel-by-pixel comparisons, through to advanced 
deep-learning approaches. In our current work, we require a similarity measure between an 
upper and lower bound, as this is how FCNs are generally encoded, with e.g. Pearson’s 
correlation. Moreover, since we are the first to compare representative ROI signals in this 
way, we did not have any training data or trained data sets which we could use in deep 
learning approaches. Therefore, we performed our comparison using a range of traditional 
unsupervised approaches that don’t require any training data. We evaluate each of the 
approaches in the results of this work. The selected approaches were: 
Grey Level Co-occurrence Matrix 
The grey level co-occurrence matrix (GLCM) [176] was used as a baseline measure 
that can be used to extract texture properties from the images by counting the number 
of times different grey levels occur adjacent to one another. The ROI images were 
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compared based on the autocorrelation, cluster prominence, cluster shade, contrast, 
correlation, difference entropy, difference variance, dissimilarity, energy, entropy, 
homogeneity, inverse difference and maximum probability properties, which were first 
normalised to a percentage of the max and then correlated. 
Mutual Information 
Mutual information (MUTI) [177] is another classic image comparison measure that 
has been widely used. The method measures how well it can predict the pixel value in 
the second image from the corresponding pixel in the first image. As a result, it does 
not consider pixel neighbourhoods, which does contain important information. 
However, this is hinted in the ROI images as each pixel represents the same relationship 
from the GAF output. 
Structural Similarity Index 
Structural similarity index (SSIM) [178] is a method that aims to determine the 
degradation between images. It is traditionally used for blurred or low resolution 
images, so it is not immediately obvious how it is applicable in our context. However, 
in the case of the ROI images, each pixel represents the same details from the GAF 
output. Therefore, the pixel-to-pixel degradation may be a useful measure of similarity. 
Scale Invariant Feature Transform 
The final and most likely comparison method is the scale invariant feature transform 
(SIFT) measure [179]. The method finds and compares keypoints of local features in 
the images. Therefore, it is more able to examine the detailed temporal relationships 
and changes that are visible in the ROI images. SIFT outputs a vector of descriptors for 
each input that can be compared by finding the nearest neighbour in the corresponding 
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image. This outputs a set of matches and Euclidean distances, which can be used to 
determine the similarity of the images. Due to the nature of the ROI images, which have 
a lot of distinct edges and hot-spots, the SIFT approach is likely to calculate images as 
being overly similar. Therefore, we also experimented adjusting the peak and edge 
thresholds. 
7.5. Results 
The dataset used to evaluate these results contained clinical schizophrenia data from the 
Brain and Mind Centre, which contains 38 healthy fMRI and 52 fMRI of patients diagnosed 
with schizophrenia. These were segmented into the cortical-thalamus parcellation 
described by Woodward et al. [62] – containing the prefrontal, motor, somatosensory, 
temporal, posterior parietal and occipital cortices as well as the thalamus – as the 
relationships between these regions are important to schizophrenia characterisation [61, 
62]. 
7.5.1. Creation of Images 
Figure 7.3 presents example results from the creation of GAF images. In the figure, each 
GAF plane is presented along with the source representative signal. These results highlight 
the benefits of representing the time series as summation images as they emphasise key 
aspects of the temporal data, such as peaks, troughs and trends, while retaining the temporal 
order. 
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Figure 7.3: Nine example region Gramian Angular Field images from six subjects in the 
cohort. These images demonstrate a large amount of variability around the common grid 
structure that can be used in comparison. 
7.5.2. Comparing ImageFCNs to Time series 
The GAF images contain information on the relationships between individual points 
throughout the timecourse and between segments of points [170]. Thus, details about how 
early time points relate to later ones are encoded into the images without the need of 
multiple processes. Figure 7.4 demonstrates how similar periods in different time courses 
can be more readily evaluated in the GAF images than the source data. 
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Figure 7.4: Demonstration of encoding the temporal relationships and dependencies into 
the GAF images. The row indicated by the red arrow corresponds with the peak indicated 
by the other red arrow. Looking at the row, the similarity to all peaks and troughs along the 
time series is easily visible. Thus, this data, which would not be available in typical FCN 
creation, is included in image comparison methods without the need for extra processing. 
7.5.3. Creation of Functional Connectivity Networks 
Figure 7.5 presents a visual comparison of the selected methods in a set of heatmap matrices 
for five subject fMRIs. FCN heatmaps show the pairwise coactivation between ROIs; so 
the x-axis and y-axis are both the ROIs and colours indicate the coactivation, with the 
diagonal being the special case of each ROI to itself. These demonstrate the differences in 
calculated coactivation across the whole brain for the selected subjects. Subjects have also 
been marked as part of the healthy or diseased cohorts. In the figure, it is clear that some 
of the coactivity relationships stay very similar and stable across the methods, while others 
change quite a lot. Moreover, the difficulty of the classification task is exemplified by how 
similar the FCNs are for health and schizophrenia fMRI. 
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Figure 7.5: Examples of functional connectivity networks created with the different image 
comparison methods and Pearson's correlation. Each row is a subject and each column is a 
comparison technique. Looking across the rows, it is clear that some of the coactivity 
relationships stay very similar and stable across the methods, while others change quite a 
lot. 
7.5.4. Classification Results 
Tables 7.1, 7.2 and 7.3 compare the classification results of our proposed method, with the 
different image comparison algorithms, against the traditional Pearson’s correlation 
coefficient (PCC) method. To achieve these results, we ran KNN classification on the 
cohort with k=5; performing leave one out, leave three out and leave ten out analysis and 
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averaging 20 runs. For SIFT, the default edge threshold was 10, with 4, 6, 8 and 12 also 
tested; and the default peak threshold was 0, with 2, 4, 6, 8 and 10 also tested. The tables 
demonstrate that creating image FCNs with SIFT is the most robust of the tested image 
comparison methods. Image FCN results are bolded when they show an improvement over 
Pearson’s correlation. The best result for each metric is also underlined. 
Table 7.1: Leave one out classification results for image comparison measures against 
Pearson's correlation coefficient. 
Method Accuracy Precision Recall F1 Score 
PCC 0.62 0.67 0.67 0.67 
GLCM 0.42 0.50 0.54 0.52 
MUTI 0.49 0.56 0.56 0.56 
SSIM 0.53 0.61 0.54 0.57 
SIFT (E: 4; P: 0) 0.58 0.59 0.85 0.70 
SIFT (E: 6; P: 0) 0.51 0.56 0.73 0.63 
SIFT (E: 8; P: 0) 0.48 0.54 0.71 0.61 
SIFT (E: 10; P: 0) 0.54 0.58 0.81 0.67 
SIFT (E: 12; P: 0) 0.54 0.58 0.77 0.66 
SIFT (E: 10; P: 2) 0.50 0.56 0.65 0.60 
SIFT (E: 10; P: 4) 0.63 0.66 0.77 0.71 
SIFT (E: 10; P: 6) 0.61 0.64 0.73 0.68 
SIFT (E: 10; P: 8) 0.64 0.69 0.69 0.69 
SIFT (E: 10; P: 10) 0.62 0.64 0.79 0.71 
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Table 7.2: Leave three out classification results for image comparison measures against 
Pearson's correlation coefficient. 
Method Accuracy Precision Recall F1 Score 
PCC 0.63 0.68 0.69 0.69 
GLCM 0.42 0.50 0.48 0.49 
MUTI 0.49 0.56 0.54 0.55 
SSIM 0.56 0.63 0.56 0.59 
SIFT (E: 4; P: 0) 0.59 0.60 0.87 0.71 
SIFT (E: 6; P: 0) 0.53 0.57 0.77 0.66 
SIFT (E: 8; P: 0) 0.49 0.54 0.73 0.62 
SIFT (E: 10; P: 0) 0.56 0.58 0.83 0.68 
SIFT (E: 12; P: 0) 0.57 0.59 0.81 0.68 
SIFT (E: 10; P: 2) 0.56 0.59 0.73 0.66 
SIFT (E: 10; P: 4) 0.62 0.65 0.77 0.70 
SIFT (E: 10; P: 6) 0.61 0.64 0.73 0.68 
SIFT (E: 10; P: 8) 0.64 0.69 0.69 0.69 
SIFT (E: 10; P: 10) 0.63 0.65 0.81 0.72 
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Table 7.3: Leave ten out classification results for image comparison measures against 
Pearson's correlation coefficient. 
Method Accuracy Precision Recall F1 Score 
PCC 0.61 0.67 0.63 0.65 
GLCM 0.36 0.44 0.42 0.43 
MUTI 0.49 0.56 0.54 0.55 
SSIM 0.54 0.62 0.56 0.59 
SIFT (E: 4; P: 0) 0.58 0.60 0.83 0.69 
SIFT (E: 6; P: 0) 0.51 0.56 0.73 0.63 
SIFT (E: 8; P: 0) 0.49 0.54 0.73 0.62 
SIFT (E: 10; P: 0) 0.50 0.55 0.77 0.64 
SIFT (E: 12; P: 0) 0.53 0.57 0.75 0.65 
SIFT (E: 10; P: 2) 0.60 0.63 0.73 0.68 
SIFT (E: 10; P: 4) 0.59 0.62 0.73 0.67 
SIFT (E: 10; P: 6) 0.57 0.61 0.69 0.65 
SIFT (E: 10; P: 8) 0.64 0.69 0.69 0.69 
SIFT (E: 10; P: 10) 0.62 0.64 0.81 0.71 
 
7.6. Discussion 
In this chapter, we have shown that our proposed ImageFCN method is appropriate for 
creating fMRI functional connectivity networks. As such, we have created and validated 
baseline for future research, enabling the use of advanced image analysis techniques. Our 
classification results indicate that the coactivation calculation derived from comparing 
GAF images of fMRI ROI time series are a viable and promising technique for describing 
the similarities between regions in the brain. These findings are confirmed in Tables 7.1, 
7.2 and 7.3, which summarise the classification results for our method with varying image 
comparison techniques against the classic PCC FCN. The presented approach was based 
on the concept of emphasising the important aspects of fMRI time series and minimising 
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the impact of outliers in the signal. Such aspects are highlighted in the GAF approach to 
converting time series to images, which retains the temporal dependencies of the data. 
Alternate approaches, such as MTF do not retain this information, while bucketing in the 
y-domain prematurely downsamples the available data. Moreover, the method we 
described integrates seamlessly into existing fMRI FCN analysis pipelines by replacing the 
previous creation methods. 
In our approach, we evaluated a range of traditional image comparison methods to 
determine how effectively they classified the schizophrenia fMRI data. Of the selected 
methods, SIFT was the most successful, consistently improving or getting comparable 
results in recall score. Moreover, the SIFT results for precision were regularly similar PCC, 
ensuring an improved F1 score. The accuracy of the SIFT classification, however, was 
heavily dependent upon the selected edge and peak thresholds. Through our experiments, 
the default edge threshold of 10 with a peak threshold of 8 always achieved better results 
than PCC. Unfortunately, this threshold is likely to be cohort specific, and thus hints at one 
limitation of our approach in that parameters need to be selected. The use of more advance 
image comparison approaches, which are tailored to the task of fMRI ROIs will quickly 
alleviate this limitation. Approaches that we plan to explore include saliency-based 
methods, as they will draw out the similar keypoints between the ROIs, and the application 
of deep learning, which is currently hindered by the lack of training data. Therefore, 
methods of creating training data will also be explored as this problem does not have an 
immediate solution, with no known objects, patterns, or repeatable similarity values to 
label. 
One further benefit of our image FCN approach, with SIFT and similar image-based 
comparisons, is that it is independent of image size. This is significant for our overall 
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uncertainty visual analytics framework as users may adjust the periods of time series used 
in creating FCNs. Thus, time series of different length may need to be compared. With the 
traditional correlation-based similarity measures, this would result in a need to either 
interpolate extra points in the shorter time series, or downsample the longer series. Using 
image FCNs and an appropriate comparison method, such a requirement is no longer 
needed. In parallel, the uncertainty that arises in creating representative signals for regions 
may be able to be minimised by utilising our approach. Instead of averaging signals in a 
region, an algorithm could create and compare images for each voxel. 
7.7. Conclusion 
In this chapter, we have presented our proposed method for improved fMRI ROI coactivity 
calculations. We begin by first transforming representative temporal signals for the ROIs 
into images by specialising the Gramian Angular Field approach. We then calculate the 
coactivation using traditional, widely used image comparison algorithms: GLCM, MUTI, 
SSIM and SIFT. In our evaluation, we demonstrated that our approach with SIFT 
comparison consistently achieved better recall and F1 score on our schizophrenia dataset 
than existing Pearson’s correlation measures. Moreover, by adjusting the SIFT edge and 
peak thresholds, we demonstrated improved classification accuracy and precision. With 
more advanced image comparison, such as through the use of deep learning, we anticipate 
that our future work will greatly improve the overall performance. 
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Virtual reality visualisation (via stereoscopic rendering) of a human brain atlas with the 
precentral gyrus highlighted in red alongside a radial functional connectivity network and 
another brain which a user can ‘walk’ to in order to present other information. Such 
visualisation potentially enables improved collaboration, visualisation and understanding 
of more information and a native 3D experience to further minimise cognitive load.
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8.1. Conclusions 
Functional magnetic resonance imaging (fMRI) has become an important imaging modality 
for developing an understanding of how the brain functions. However, the fMRI data 
acquisition, processing and analysis pipeline introduces a number of uncertainties that lead 
to potential issues in the data. Prior visual analytics work for fMRI has aimed at minimising 
the impact of human uncertainties, such as cognitive load, when presenting the data. As a 
result, interpretation and communication of the complex information has been improved; 
yet the underlying data issues remain. In this thesis, we presented a visual analytics 
framework designed to mitigate the human uncertainties while also addressing the range of 
data uncertainties in functional connectivity network (FCN) analysis. We addressed three 
of the specific and important data uncertainties via two visual analytics extensions to the 
framework and one algorithmic improvement to the processing pipeline. 
We addressed the lack of data uncertainty information in fMRI FCN visual analytics 
approaches in our framework in Chapter 4. Our three linked views of the FCN information, 
the anatomical context and the underlying temporal signal integrate with other visual cues 
pertaining to thresholding and heterogeneity uncertainties. The framework also facilitates 
subject comparison using a small multiples approach, and innovating a visual marker 
technique. The framework was evaluated in case studies using clinical schizophrenia fMRI 
images. In these we demonstrated how an understanding of the uncertainties adds value to 
the interpretation. Ultimately we establish that our framework improves the potential 
available information to researchers and in potential clinical settings. 
Our first extension to the framework was designed to improve the understanding of 
temporal coactivity and selection of time points for analysis; in Chapter 5. We created a 
visual metaphor that describes the progress of coactivation along the temporal sequence, 
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allowing for multiple interactions and integration into the broader FCN analysis process. 
The system was evaluated by replicating a seminal study which observed that brief traces 
of coactivity in the overall temporal sequence, which are often missed in standard 
coactivation calculations, dominate the relationship between regions. Using our proposed 
metaphor, we detected the brief traces of coactivity quickly, without the need of patient-
specific thresholding, meaning we were potentially able to evaluate more data than in the 
original process. 
We also proposed a second extension that targets the thresholding uncertainties of fMRI 
FCN analysis in Chapter 6. Our threshold selection visual analytics system enables users 
to understand and compare the network topology of FCNs at a glance. We extended the k-
core graph decomposition algorithm to store connected component information, which is 
vital to FCN analysis, and visualised the results on a purpose-built small multiples layout. 
Our evaluation showed that we provide much more information and more meaningful 
network details than the state-of-the-art small world propensity measure used in 
distinguishing FCN networks and selecting thresholds. 
Alongside the two visual extensions, we developed an algorithmic method that improves 
the coactivation calculation in FCN creation in Chapter 7. The method uses the Gramian 
Angular Field approach to transform temporal information into images that retain sequence 
information. Comparison of these images results in more accurate coactivation values and 
the algorithm can be used in place of existing approaches without any modifications. We 
evaluated the method by performing classification on a schizophrenia and healthy 
population with four traditional image feature extraction and comparison methods: grey 
level co-occurrence matrix, mutual information, structural similarity index and scale 
invariant feature transform. The last of these proved to be the most robust, consistently 
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achieving higher recall and F1 score than Pearson’s correlation, as well as higher accuracy 
and recall depending on the peak and edge threshold values used. 
8.2. Limitations and Future Works 
Despite the technical contributions made by the work presented in this thesis, there are 
some limitations. Principally is the limitation of evaluation. For each of the framework and 
two visual extensions, we evaluated using case studies. In doing so, we made a 
conscientious effort to compare our approaches against quantitative measures. Similarly, 
by engaging and receiving feedback from fMRI experts, we have increased the strength of 
our evaluation. However, we were unable to present quantitative results ourselves. 
Likewise, our evaluation for the proposed Image FCN, while quantitative, was not 
exhaustive. This limitation on evaluation is largely derived from the purpose of the work 
in this thesis. Instead of presenting a single technical contribution and evaluating it with, 
e.g. a user study or clinical trial, our motivation was to define and establish the fMRI-UVA 
field with a framework and set of core works. These are based on the strong literature 
analysis in Chapter 2 which is not a common aspect of similar works and presents novel 
details and findings for fMRI-UVA. Thus our works are developed with a strong set of 
design guidelines and requirements analysis as a foundation. Therefore our framework is 
designed to be a base that is improved in future, by us and by encouraging other researchers 
to present their own solutions or perform robust evaluation.  
There are numerous interesting areas for future works related to the visual analytics 
approaches presented in this thesis. These begin with further investigating the impact and 
usability of our framework (Chapter 4) with a user study. A full user study will be able to 
determine which aspects of the framework best minimise the human aspects of uncertainty, 
while maintaining the benefits in minimising and exposing data uncertainty. Similarly, 
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while we designed the framework for analysis and interpretation of fMRI FCN data, the 
parameters are not limited to this domain. Other 4D data types, with spatio-temporal 
dimensions, such as other medical imaging modalities, temporal astronomical observations 
and weather data could be visualised in the three components of the framework to minimise 
their own data uncertainties. The usability and impact of our framework can also be 
assessed on wider data types such as these. 
Use of advanced display and human computer interface technologies, such as virtual, mixed 
and augmented reality (VMAR), are rapidly gaining momentum in clinical and medical 
research environments. As proposed in our paper [180], we believe that our framework and 
fMRI research will transition well to use with such technologies. The benefits of VMAR, 
will also apply to the two targeted extensions to our framework. Therefore, adapting the 
works presented in this thesis to best suit the technologies will be a focus of future work. 
Such efforts will need to overcome limitations of VMAR, such as the robustness to large 
volumes of data, infancy in presenting medical images, increased cognitive load and 
navigational problems. 
In our first targeted extension to the framework (Chapter 5), we made a number of design 
decisions to minimise the statistical processing of the data as it introduced uncertainty. 
However, as more is understood about fMRI and the brain, statistical processing will be 
able to be implemented. Additionally, we can explore alternative presentations of the 
anatomical data in the transition images. Finally, while the tracks metaphor was presented 
in the context of fMRI, the technique may be applicable to a number of other areas, 
including other 4D medical images and complex spatiotemporal data, such as weather 
pattern data. 
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The threshold visual analytics solution (Chapter 6) is founded upon the k-core 
decomposition algorithm. However, this algorithm is not designed to consider weighted 
networks. Thus, in future we can further extend the algorithm for the purpose of fMRI 
threshold analysis by adapting it to consider edge weights. Moreover there may be 
improvements that can be made to the interactivity of the visualisation. These will be 
explored in connection to the solution. As with the other visualisation works presented in 
this thesis, our threshold viewer may be suited to other data types. 
Our proposed coactivation measure (Chapter 7) was shown to improve the creation of 
FCNs. This method relied on image comparison, using traditional algorithms, such as 
comparing the texture properties from the grey level co-occurrence matrix or scale invariant 
feature transform descriptors. With the advent of widespread deep learning for image 
classification and comparison, we can explore the use of such techniques on our approach. 
However, to do so, we will either need to determine how to define labelled data sets, which 
will take research, or explore the range of unsupervised and, possibly pre-trained, methods 
to see which of them are well suited to the problem. Further, we can explore visualisation 
of the process, in which users can view and adjust comparison parameters to optimise the 
coactivation measure. 
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