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Introduction
In the last years we assisted to a large increase of the number of applications
running on top of IP networks. Consequently has increased the need to
implement very ecient network monitoring solutions that can manage these
high data rates.
Network administrators always deal with the problem of classifying and
analyzing the type of trac is traveling on their networks. This can be
functional to multiple purposes, like:
Network security We assisted recently to an increase in the complexity of
the applications which run on top of IP networks. Consequently, we
have seen a shift from so-called \network-level" attacks, which target
the network the data is transported on (e.g. Denial of Service), to
content-based threats which exploit applications vulnerabilities and re-
quire sophisticated levels of intelligence to be detected. Many of these
threats are designed to bypass traditional rewalls systems and often
they cannot be detected by antivirus scanners [2]. Accordingly, it is no
more sucient to have only a software solution on the client side but
we also need to run some controls on the network itself. These types
of controls needs to identify the application protocol carried inside the
packet and possibly to analyze its content in order to detect a potential
threat.
Quality of Service and Trac shaping Another situation in which pro-
tocol classication may be useful is when network administrators may
want to limit the transmission of packets that might degrade over-
all network performance [3, 4]. For example, the streaming of large
amounts of data for an extended period of time (like the one performed
by Peer to Peer applications) may degrade the other users' experience
on the network. Consequently, to improve the quality of service, traf-
c classication engines may identify the problematic applications and
then reduce their priority level. Alternatively, it could be used in the
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opposite way, ensuring an higher priority to sensitive applications like
Voice Over IP (VoIP) or video streaming.
Data leak prevention The analysis of the data traveling over an enterprise
network may be useful to detect potential data breach or ex-ltration
transmissions and to prevent and block them. In data leakage inci-
dents, sensitive data is disclosed to unauthorized personnel either by
malicious intent or inadvertent mistake. These data may include: pri-
vate or company information, intellectual property, nancial or patient
information, credit-card data, and other information depending on the
business and the industry [5]. This is a very felt issue since the leakage
of sensitive data can lead an organization to face with criminal lawsuits
[6] which could then cause the bankrupt of the company or takeovers
by larger companies. Moreover, leakage of personal data may involve
every citizen, since their data are stored electronically by hospitals,
universities and other public organizations.
Network access control Trac classication and inspection mechanisms
may be used by network administrators or Internet Service Providers
(ISPs) to ensure that their acceptable use policy is enforced, allowing
the access to the network only to some kind of trac. This can be
used, for example, for parental control [7] or to limit the access to the
network in order to improve employees productivity [8].
For all these tasks, identication of the application protocol (e.g. http,
smtp, skype, etc. . . ) is required and, in some cases, extraction and process-
ing of the information contained in its payload is needed.
However, in order to be able to identify the protocol, is no more sucient
to only look at TCP/UDP ports because protocols often run on ports dierent
from the assigned ones.
To tackle these problems, in the recent years, Deep Packet Inspection
(DPI) technology has emerged. Dierently from classic monitoring solutions
[9] that classify trac and collect information only based on the <Source IP,
Destination IP, Source Port, Destination Port, L4 Protocol> tuple,
DPI inspects the entire payload to identify the exact application protocol.
In most cases, protocol identication is mainly achieved by comparing the
packet payload with some well-known protocols patterns or, if the protocol is
encrypted and we accept to have a reduction in the accuracy, by using some
statistical knowledge about the protocol [10, 11, 12].
However, considering the current networks rates, this kind of processing
is not suitable for oine analysis, which would require to store the packets
traces for further elaboration. Therefore, we need to manage the incoming
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packets as soon they arrive, without relying on the possibility to store the
packets that we are not able to manage for later processing.
Moreover, some protocols like http are so extensively used [13] that we
may want to analyze the carried content to classify it in more sub protocols
(e.g. Facebook, Gmail, Netix and others can all be viewed as http sub
protocols). Furthermore, as we anticipated, some network management tasks
require to extract protocol content and metadata. For this reason, Network
Intelligence (NI) technology has been recently proposed [14]. This kind of
analysis is built on DPI concepts and capabilities and extends them with
the possibility to extract and process content and metadata carried by the
protocol.
However, since the network could reorder the messages, to correctly ex-
tract the data carried by the protocol, some applications may require to the
NI engine to manage the expensive task of IP defragmentation and TCP
stream reordering and reassembly. In general, this is not an easy task and
needs to be carefully designed since it may be vulnerable to some exploits
[15, 16].
For these reasons, and considering the high bandwidth of the current
networks, we need highly ecient solutions capable of processing millions of
packets per second.
This kind of processing is in many cases implemented, at least in part,
through dedicated hardware [17, 18, 19]. However, full software solutions
may often be more appealing because they are typically more economical
and have, in general, the capability to react faster to protocols evolution and
changes.
Furthermore, with the shift from single core to multicore processing el-
ements, it should be possible, in principle, to implement high speed DPI
on non-dedicated hardware and, at the same time, to provide performances
comparable to those of special purpose solutions.
However, common existing DPI software solutions [20, 21, 22, 23] don't
take advantage of the underlying multicore architecture, providing only the
possibility to process the packets sequentially. Therefore, when multicores
have to be exploited, they demand to the application programmer the com-
plicated and error-prone task of parallelization and ne tuning of the applica-
tion. Furthermore, many DPI research works that can be found in literature
[24, 25, 26, 27] and which exploit multicore architectures are often character-
ized by a poor scalability, due to the overhead required for synchronization
or to the load unbalance among the used cores.
Moreover, in order to be able to manage high data rates, some of these
solutions don't inspect the entire payload, using \lightweight" approaches
which analyze only few bytes of the packet and are, in general, less accurate
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than solutions which adopt full packet inspection. Furthermore, these solu-
tions are limited to protocol identication, without providing any mechanism
to locate, extract and process the data and metadata contained inside the
packets, which are basic requirements for a NI engine.
The target of this thesis is to explore the possibility to apply
structured parallel programming theory to support the implemen-
tation of an high bandwidth streaming application as the one
just described. Using these concepts, we would like to design, re-
alize and validate a DPI and NI framework capable of managing
current networks rates using commodity multicore hardware.
Accordingly we will possibly analyze the entire payload in order to reach
an high accuracy when identifying the protocol and, at the same time, to
give to the application programmer the possibility to specify which protocol
metadata to extract and how to process them. However, considering that
in general the processing of the extracted data may be computationally ex-
pensive, we need to design our framework in such a way that is possible to
distribute it over the available processing elements.
We will show that, using structured parallel programming con-
cepts and with an accurate design, we are able to do stateful
packet inspection over current network rates using commodity
hardware and to achieve a good speedup and results comparable
to those obtained by dedicated hardware.
In order to be able to reach our goals, we implemented our framework
using the FastFlow library [28, 1] which, thanks to its low latency com-
munication mechanisms, allowed us to write an ecient and scalable DPI
framework.
Our proof-of-concept framework supports at the moment some of the
most common protocols (such as http, pop3, imap, dhcp, dns, mdns and
few others). Moreover, the framework has been designed in such a way that
it could be easily extended with new protocols with limited changes in the
code.
The rest of the thesis is structured in this way:
 In Chapter 1 we will analyze the context in which this thesis is located,
briey describing some of the techniques commonly used to perform
DPI and showing why our work diers from already existing works.
Moreover, we will give the denition of structured parallel programming,
exposing the main features provided by FastFlow, the library we used
to implement these concepts.
v We will then describe in Chapter 2 the global design of the framework
and how, using the concepts introduced in Chapter 1, it eciently
exploits the underlying multicore architecture.
 In Chapter 3 we will discuss the main features of the framework, its
internal structure and a sketch of the API oered to the user. We
will then describe how we split its parts among the dierent execution
modules, avoiding any type of unnecessary synchronization mechanism
in such a way that they can be completely independent from each other.
Moreover, to validate the framework, we present an application imple-
mented on top of it, which scans all the http messages traveling on
the network searching for some specied patterns.
 In Chapter 4 some experimental results will be presented and analyzed,
validating our framework and showing that it allows to write scalable
DPI applications exploiting the processing power providing by the un-
derlying multiprocessor architecture.
 In Chapter 5 conclusions will be drawn and the limits of the framework
will be analyzed. Moreover, we will propose some ideas for possible
features which could be added in future to our work.
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Chapter 1
Thesis context, related work
and tools
In this chapter we will introduce the context of this thesis, analyzing the
related work and introducing the concept of structured parallel programming,
which characterizes our thesis with respect to other existing works. We will
then describe FastFlow, the library we used to apply these concepts inside
the framework.
1.1 Protocol classication
The increasing number of applications running on top of IP networks is mak-
ing more and more urgent the need to implement very ecient tools for an
accurate protocol classication. The ability to identify and classify the pack-
ets according to the protocol they carry may be useful for dierent purposes.
As an example, as far as network security is concerned, in the recent years
we have seen a shift from so-called \network-level" attacks, which target the
network they are transported on (e.g. Denial of Service), to content-based
threats which exploit applications vulnerabilities and require sophisticated
levels of intelligence to be detected. For some of these threats, it is no more
sucient to have only a software solution on the client side but we also need
to run some controls on the network itself [2]. These types of controls needs
to identify the application protocol carried inside the packet and possibly to
analyze its content in order to detect a potential threat.
For this kind of applications, the accuracy is extremely important, as
wrong assumptions on what is happening on the network could lead to nasty
eects.
Trac classication solutions may be roughly divided into two main cat-
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egories:
Flow based In this case the packets are grouped in ows. A ow is dened
as a set of packets with the same <Source IP address, Destination
IP address, Source port, Destination port, Transport protocol
identifier>. These ows are bidirectional, therefore packets with the
key: <w.x.y.z, a.b.c.d, r, s, t> belong to the same ow of the packets
with key: <a.b.c.d, w.x.y.z, s, r, t>.
The recognition of the packet is done by using both the information
carried by the current packet and the accumulated information about
the ow. However this requires to store some kind of data about the
previous packets received for the ow (e.g. received bytes, state of the
TCP connection and others).
Packet based In this case each packet is analyzed independently from the
others and there is no need to store any information inside the classi-
cation engine.
Moreover, trac classication could also be divided according to the type
of mechanisms used to identify the protocol carried inside the packets.
Port based This is one of the simplest and most used techniques. It simply
tries to classify the protocol according to the ports used by the applica-
tion. However, this approach exhibits a low accuracy [29, 30]. Indeed,
many applications often use ports dierent from the standard ones or
they use dynamic ports which are not known in advance.
Statistical The solutions based on this technique try to identify the pro-
tocol using statistical knowledge about the distribution of the packet
length or by analyzing the packets interarrival times. Some of these so-
lutions use machine learning techniques to train the engine with previ-
ously captured and classied trac traces to characterize the statistical
properties of the specic protocol.
The advantage of this approach is that it doesn't need to look the packet
payload at all. Despite this can be very useful in presence of encrypted
protocols, it may not be the best solution for non encrypted protocols
since it provides a lower accuracy with respect to that provided by
payload based techniques.
Payload based This class of solutions try to identify the protocol by search-
ing inside the payload for well known protocol signatures or by ana-
lyzing its content and correlating it with that of the other packets
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belonging to the same ow. Accordingly, in some cases we may need to
maintain some information between successive received packets of the
ow.
Protocol signatures may be both generated by hand or by using ma-
chine learning techniques [31], which automatically extract application
signatures from IP trac payload content.
Since payload based technique can analyze the entire payload, it is the
most accurate technique and the only one which allows the extraction
and processing of the content and metadata carried by the protocol.
However, when metadata extraction is performed or if a very high ac-
curacy is needed, TCP/IP normalization may be required by the ap-
plication. TCP/IP normalization aims at solving the problems relative
to IP fragmentation (i.e. when an IP datagram is larger than the Max-
imum Transmission Unit (MTU) of the outgoing link and hence it is
divided in two or more fragments) and TCP reassembly (e.g. when an
application message doesn't t in a single IP datagram and hence it is
split across dierent TCP segments) [32].
Moreover, in some cases IP fragmentation and TCP segmentation may
be used by an attacker to evade the DPI engine [33, 34]. As an ecient
alternative to TCP/IP normalization, some existing works [35, 36] try
to identify this kind of misbehaving situations and to divert them to a
slow path engine, which reassemble such ows. Conversely, the other
segmented ows are managed using faster techniques which can match
the signatures also in presence of fragmentation or segmentation. How-
ever, these techniques are not sucient when the application explicitly
requires to process the data contained inside the protocol payload in
the same order they are sent.
1.1.1 Related work
We will now describe some of the existing works in the eld of protocol
classication, analyzing both hardware and software solutions and presenting
their peculiar characteristics.
1.1.1.1 Hardware based solutions
Many hardware solutions exist which perform, at least in part, the steps
required for protocol classication.
One of the most common cases, is to use dedicated hardware to search for
patterns inside the packets both by using Field Programmable Gate Arrays
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(FPGAs) [17, 37, 38] or by using Content Addressable Memories (CAMs)
[39, 18, 19, 40]. These solution may both use exact matching approaches or
accept a certain rate of false positive matching by using, for example, bloom
lters.
The patterns searched inside the packet may both be application signa-
tures used to identify the application protocol, or may be patterns identifying
security threats, similarly to what is done by Intrusion Detection/Prevention
Systems (IPS/IDS) [41, 42].
However, these solutions only perform stateless pattern matching, without
any knowledge of the structure of the packet or of the relationship between
them. This kind of knowledge should be provided in a real environment,
since its absence could lead to the impossibility to nd these patterns.
Let us consider for example the scenario depicted in gure 1.1, where the
string divisionbell is split in two dierent TCP segment.
[…]
HTTP 
HEADER
PAYLOAD
SEGMENT 1
PAYLOAD
SEGMENT 2
……………....DIVIS……………………
PAYLOAD
SEGMENT 3
IONBELL…………
Figure 1.1: Example of a pattern split between two TCP segment
In that case, if TCP analysis and normalization is not provided, the two
segments would be analyzed separately and thus the string would not be
found by the pattern matching engine. Moreover, this could also happen
when these solutions are used to identify the application protocol by signature
matching, thus leading to the impossibility to identify some application ows.
This is the reason why pattern matching alone is not sucient and some kind
of process and knowledge about the characteristics of the ow is required.
1.1.1.2 Software based solutions
nDPI This is a well known, open source DPI library which supports more
than 100 protocols [23]. It has been forked from OpenDPI [20] and op-
timizes and extends it with new protocols. An inspector is associated to
each supported protocol and each of them analyzes the entire packet payload
searching for characteristics or signatures which allows it to identify the car-
ried protocol. However, it lacks of support for IP and TCP normalization
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and doesn't provide any possibility to specify which data to extract once that
the protocol has been identied. Moreover, it doesn't have any support for
multiprocessor architectures, demanding to the application programmer the
dicult and error prone task of parallelizing his application.
Libprotoident In this work the concept of\Lightweight Packet Inspection"
(LPI) is proposed [22]. Instead of analyzing the entire payload, LPI tries to
identify the application protocol by simply looking to the rst four bytes
of the payload. However, many applications use http to carry their data
and they in principle could be classied by looking to the Content-Type or
User-Agent elds. Consequently, the lack of the remaining part of the pay-
load makes impossible to analyze the http header contents and sub classify
http trac accordingly. Therefore, when such level of trac classication
is required, this approach is not sucient. Moreover, also in this case, the
library provides only the possibility to process the packets sequentially.
L7-lter This is a packet classier which use regular expression matching
on the application layer data to determine what protocols are being used [21].
However, also in this case, it doesn't provide any way to specify how to extract
and process the data carried by the protocol once that the packet has been
classied. Moreover, as shown in [43, 44], due to simple regular expression
matching, its accuracy is lower with respect to more precise approaches as
the one adopted by nDPI and libprotoident.
Solutions with multicore support Software solutions which exploit net-
work processors or commodity multicore architectures can be found in litera-
ture. We will now describe some of them together with the choices that have
been taken for their parallelization.
 In [24] a software solution which exploit a Cavium network processor
is proposed. The main idea behind this solution is to distribute the
packets among dierent threads by means of a shared queue. However,
the access to the queue is protected by lock mechanisms and, as also
stated by their developers, this is the reason why they are not able to
achieve a good scalability.
 In [27] the dierent steps performed by the DPI engine are proled and
then distributed among the available cores, trying to keep the work
balanced. However this is not a general approach and, if executed on
dierent machine, it would require to do again from scratch proling,
design and implementation of, possibly, a dierent partitioning among
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the activity. Moreover, despite lock free data structures are used, also
in this case scalability problems are experienced, even using a relatively
low number of cores. In this particular case, this is due to the unbal-
ancing between the parts of the application executed by the dierent
cores.
 In [25] dierent strategies to schedule the packets among threads are
analyzed. These strategies take into account factors like cache an-
ity and load balancing. Anyway, also considered the best proposed
strategy, this solution still suers a limited scalability.
 Also in [26] a distribution of the work among dierent threads running
on separate cores is proposed. However, also this solution is charac-
terized by serious scalability problems caused by the overhead due to
synchronization among the threads.
1.2 Structured parallel programming
As discussed above, existing software solutions often do not provide mecha-
nisms to eciently exploit the current multiprocessor architectures and, when
such possibility is provided, they suer from scalability problems. Indeed,
writing an ecient parallel application is not only matter of adding some
threads and force the correctness through mutual exclusion mechanisms, but
it needs an accurate design in order to achieve the required eciency.
For example, according to libprotoident creators1: \Determined that adding
threading to libprotoident was completely not benecial - in fact, it ended
up running much slower than before. This seems to be mainly due to the
rules being so simple. There was no performance gain to compensate for
the overhead of locking mutexes and synching threads that was introduced.".
Moreover, this is something that have also been experienced by other soft-
ware solutions [24, 27, 25, 26]. As we will see in section 4.4.3, in some cases
this implies a low scalability also when a relatively low number of cores is
used. Besides the overhead due to synchronization, this can often be caused
by poor design choices which will lead to load unbalancing among the used
cores.
Moreover, these solutions provide only the possibility to identify the ap-
plication protocol, without oering any facility to extract and process the
data carried by the protocol once that it has been identied.
1http://www.wand.net.nz/content/weekly-report-21102011
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For this reason in this thesis we would like to propose and implement
a novel approach which, thanks to an accurate design, can take advantage
from the underlying architecture and, at the same time, doesn't renounce to
the precision of a stateful payload based classication approach. Moreover,
dierently from existing solutions, we would like to provide to the application
programmer the possibility to specify the data to be extracted from the
packet once that the protocol has been identied.
In order to reach this target, we applied to our work the concepts of
structured parallel programming methodology [45].
Any application can, in general, be viewed as a set of concurrent activities
cooperating to reach a common objective. However, developing an ecient
parallel application is often a dicult task. Indeed, the user doesn't have
only to deal with the algorithm details, but he needs to also take care of the
setup of the concurrent modules in which the application is divided, to map
and schedule them on the architecture on which the application will run and
to implement correct and ecient techniques to let them communicate. All
these activities require a big and error prone programming eort.
When structured parallel programming methodology is used, it's possible
to hide a part of this complexity and to let it be managed by the library
or the programming language used to describe the application [46, 47]. In
general, starting from the sequential description of the application, the user
can individuate a graph of activities which models it and which can express
the same application as a composition of parallel modules.
Considered that the same concurrent application can, in principle, be
modeled by many parallel modules compositions, dierent performance met-
rics can be used to evaluate a specic graph of activities and to compare it
with alternative solutions. In our specic case, where the application works
on a stream of packets, we are interested in the following performance met-
rics:
Bandwidth B Dened as the average number of packets per second that
the DPI framework is able to process.
Service Time TS Dened as the average time interval between the begin-
ning of the executions of two consecutive stream elements. It is the
inverse of the bandwidth, therefore it can be expressed as TS = 1B .
Latency L Dened as the average time needed to complete the processing
over a single packet. In our case this metric is particularly important
when, before forwarding the packet, the application needs to wait for
the result of its processing to decide, for example, if it matches or
not the ltering rules. Indeed, if an high latency is required by the
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processing of the packet, we could introduce a not acceptable delay in
the forwarding of the packet over the network.
However, to avoid this problem, the packet could be passed to the
framework and then immediately forwarded without waiting for the
result. In this way, also if the rst packets of the ow are forwarded
independently from the processing result, the ltering would be still
applied to the remaining part of the ow. Anyway, also in this case,
we would like to have a low latency in such a way that the decision is
taken before the termination of the ow.
Nevertheless, in all the other cases, the only metric to be take into
consideration should be the bandwidth (and then the service time).
Furthermore, we are interested in the average Interarrival Time of the
packets to the application TA. This quantity is the inverse of the rate of
packets arriving to the framework. If we are able to structure the framework
so that it has a service time TS ≤ TA, then the framework will be able to
process all the received packets.
Another important metric we are interested in is the Speedup. For a
computation composed by n modules it is dened as
Speedup(n) = Bseq
Bn
where Bseq is the bandwidth of the sequential framework while Bn is the
bandwidth of the parallel framework when n modules are activated. Ideally,
we should have Bn = Bseqn and then Speedup(n) = n. However this is dierent
for what will really happen because, in the parallel solution we will have,
in addition to the latencies of the sequential version, some other latencies
caused by factors like communication latencies and memory contentions.
For these reasons, in general we will have Speedup(n) ≤ n. However,
as we will see in Chapter 4, there are some cases in which we could have
Speedup(n) > n. This could happen when, for example, the solution com-
posed by n modules exploits a better spatial cache locality as a consequence
of the reduction of the size of the working set.
Among all the possible graphs that can be used to represent an applica-
tion, many real application can be described using some recurrent schemes
called skeletons [45, 48]. Skeletons are programming patterns which allow
to model typical forms of parallelism exploitation, expressed in parametric
form. They have a precise semantic and are characterized by a specic cost
model, which can be used to evaluate their performance metrics. Moreover,
they can be composed and nested together to represent more complicated
parallelism forms.
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Skeletons can work over single data elements or over a so called\stream"of
tasks. A stream is a possibly innite sequence of values of the same type. For
example, in our case, we can consider each packet arriving to the framework
as an element of the stream.
Depending on the type of parallelism modelled, we can classify them in
the following categories:
Stream parallel These skeletons exploit the parallelism among computa-
tions relative to independent tasks appearing on the input stream of
the program.
Data parallel Are those exploiting parallelism in the computation of dif-
ferent sub tasks derived from the same input task.
As we will show in Chapter 2, for our framework we are interested in two
particular stream parallel skeletons: farm and pipeline.
1.2.1 Pipeline
This skeleton can be used when the application computes a function F (x)
which can be expressed as a composition of n functions:
F (x) = FN(FN−1(: : : F2(F1(x)) : : :))
where x is the received task. In this case, the corresponding graph of activities
(shown in gure 1.2) is made by one module (in this case called stage) for
each computed function.
STAGE 1 STAGE 2 STAGE 3 STAGE N. . . .
Figure 1.2: Pipeline skeleton
If the function computed by the i-th stage has latency Li, then the service
time of the pipeline will be
TS = max
1≤i≤N(Li +Lcomi) (1.1)
where Lcomi is the time spent by the i-th stage to read the task from
the input channel and to send it over the output channel. In general, if an
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appropriate support is present, Lcomi could be overlapped with the compu-
tation latency Li. However, this is not our case because the framework we
used doesn't have any support for this kind of overlapping and only allows
to execute the communications sequentially with the computation. For this
reason, from now on we will always consider that the communication will
never overlap with the computation.
The pipeline latency instead is:
L = N∑
i=1 (Li +Lcomi) (1.2)
Therefore, since the sequential application is characterized by:
L = TS = N∑
i=1 Li (1.3)
in general, using the pipeline, we decrease the service time of the appli-
cation while the latency is increased.
1.2.2 Farm
Is a paradigm based on functional replication, and which can be represented
by the graph depicted in gure 1.3. It is composed by: a function replicated
into a set of modules {W1;W2;W3 : : : ;WN} called workers, an emitter E
which schedules the tasks to the workers and a collector C which collects the
produced results. Therefore, in general, the function will be applied at the
same time by dierent workers over dierent tasks of the input stream.
Dierent scheduling strategies may be used by the emitter. The most
common are:
On-demand Using this strategy is possible to maintain a good balancing
among the dierent workers. It could be implemented, for example, by
allowing each worker to communicate to the emitter when it nished
to process the task and is thus ready to accept a new one.
Round robin This is a simple strategy which sends the task circularly to
the available workers. Often it is implemented in such a way that, if
the communication channel towards a worker is full, the task is sent to
the rst worker with at least one available slot in the channel.
However, any other scheduling function dierent from the proposed ones
can be used. We will compare the eect of these dierent strategies in Chap-
ter 4.
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Figure 1.3: Farm skeleton
As we can see from the gure, the farm could be viewed as a 3-stage
pipeline. Therefore, if the load of the workers is balanced (i.e. the probability
that an input stream element is sent to any worker is 1N ), the service time of
the farm will be:
TS =max(LE +Lcom; LW +Lcom
N
;LC +Lcom) (1.4)
with LE latency of the emitter, LW the latency of a generic worker and
LC the latency of the collector.
The latency of the farm instead is:
L = LE +LW +LC + (3 ×Lcom) (1.5)
Accordingly, also in this case the service time may be reduced while the
latency is increased.
Eventually, we would like to nd the optimal parallelism degree, i.e. the
number of workers n such that, if this number of workers is used, the farm
has a service time equal to the interarrival time TA and it is therefore able
to manage the whole incoming bandwidth.
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Using equation 1.4 we have that n, the optimal number of workers to be
used in the farm, is equal to:
n = LW +Lcom
max(TA; LE +Lcom; LC +Lcom) (1.6)
However, according to structured parallel programming concepts, if N is
the number of available computational nodes (i.e. of machine's cores in our
case) and if n > N , then we need to restructure the computational graph
such that it is composed by a number of nodes equal to N . Indeed, using
this methodology, a reduction in the number of the modules is more eective
than a multiprogrammed execution of more of them on a single physical node.
This is always true in our case because the modules are running for all
the application lifetime processing data received from the input channels.
For example, considering the case in which the modules are threads executed
over multicore architecture. In this case, if more of them run on the same
core, they would interfere and invalidate cache data between each other. The
only exception to this may be when a core has more than a single context
(i.e. the so-called hardware multithreading. However, also in that case, the
eectiveness of running multiple threads over dierent context of the same
core depends from the specic case.
Accordingly, if the optimal number of workers is n > N , we need to reduce
them to n = N−2, because 2 cores are reserved to emitter and collector nodes.
In general, if a composition of more skeletons is used, we can use an
heuristic [49] and reduce the parallelism degree of each of them multiplying
their degree by a factor
 = N − ps
n − ps (1.7)
where N is the number of available physical nodes, n is the amount of
nodes of the graph before the reduction and ps is the number of \service
module" (i.e. emitters and collectors).
We will see in Chapter 2 how these concepts have been applied to this
thesis in order to eciently structure the framework accordingly to the in-
coming bandwidth and to the number of nodes provided by the underlying
multicores architecture.
1.2.3 Considerations about average values
When referred to our specic case, it is very dicult to consider average
execution times. Indeed, the time spent to process a network packet can be
inuenced by many dierent factors like:
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 Presence of IP tunneling.
 IP fragmentation.
 Specic transport protocol.
 Packet belonging or not to a ow for which we already identied the
application protocol.
 Flow length.
 Out of order TCP segments.
 Specic application protocol.
 Payload length.
 Variance in the execution times of the callbacks specied by the user.
The same reasoning can also be applied considering the average interar-
rival times. Indeed, in a real network, the utilized bandwidth changes many
times during the day. Therefore, if the framework is dimensioned for an aver-
age value of the bandwidth, sometimes it will be overdimensioned while other
times it will be underdimensioned and, consequently, not able to manage all
the trac passing over the network.
Accordingly, we can still try to compute an average and accepting that in
some cases it could be very dierent from the real situation. Otherwise, we
could consider all the latencies as upper bounds on real latencies and thus
dimensioning the framework to always be able to manage all the network
trac. In this case however, we have to accept that there will be moments
when the resources will be underutilized.
Alternatively, our framework could be modied in such a way that it can
adapt, time by time, to the real situation of the network, thus dynamically
adding or removing computational nodes to avoid resources underutilization.
This is considered as possible \future work", however.
1.2.4 Related work
Many libraries and programming languages which implement the concepts of
structured parallel programming over shared memory or distributed memory
architectures exist. Since it was a prerequisite of the thesis, in our framework
we used FastFlow [28, 1], which we will describe in detail in section 1.3.
We now present some of the most recent works in this eld, describing
their main characteristics and showing the reasons FastFlow is more appro-
priate for this kind of high bandwidth applications.
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1.2.4.1 Muesli
Muesli [50, 51] is a C++ skeleton library which uses OpenMP [52] and MPI
[53] to target shared and distributed memory architectures and combinations
of the two. It implements the most commonly used task parallel and data
parallel skeletons as C++ template classes. Furthermore, Muesli oers the
possibility to nest these skeletons to create more complex execution graphs
by using the two tier model introduced by the Pisa Parallel Programming
Language (P3L) [47]. Basically, the computation can be structured using
task parallel skeletons where each node of the skeleton can internally be im-
plemented as a data parallel skeleton. Concerning the data parallel skeletons,
Muesli provides distributed data structures for arrays, matrices and sparse
matrices and it has been recently extended to support Graphics Processing
Unit (GPU) clusters [54].
However it would not be suitable for our framework since, as shown in
[55, 56], OpenMP does not perform as well as FastFlow for ne grained
streaming application
1.2.4.2 SkeTo
SkeTo [57] is a parallel skeleton library written in C++ with MPI. Although
in some intermediate versions it supported also stream parallel skeletons, it
mainly provides data parallel skeletons which can operate on data structures
like arrays, matrices, sparse matrices and binary trees. For each data struc-
ture, the library consists of two C++ classes; one provides the denition of
parallel data structure, and the other provides the parallel skeletons. Dier-
ently from most frameworks, where the application is entirely build around
skeletons, SkeTo provides the possibility to to use their skeletons by means
of library calls performed by the sequential program. Currently, except the
one provided by MPI, it provides no explicit support for multicore architec-
tures. Additional work have been done over domain specic strategies [58]
and optimizations for the construction of data structures [59].
Since we designed our framework to use stream parallel skeletons (section
2.2), SkeTo would not be suitable for our purposes because it provides only
data parallel skeletons.
1.2.4.3 SkePu
SkePU [60] is a C++ template library which provides a simple interface for
mainly specifying data parallel skeletons computations over GPUs architec-
tures using CUDA [61] and OpenCL [62]. However, the interface is general
enough and SkePU provides also an OpenMP based implementation for all
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the proposed skeletons. In addition to the skeleton templates, SkePU also
includes an implementation of a vector with an interface similar to the one
of the C++ Standard Template Library (STL) and which hides the complex-
ity of GPU memory management. The skeletons in SkePU are represented
by objects and contain member functions representing each of the dierent
implementations, CUDA, OpenCL and OpenMP. If the skeleton is called
with operator(), the library decides which one to use depending on what is
available.
However, since its multicore support is built on top of OpenMP, it would
not be suitable to manage the ne grained computations performed by our
framework.
1.3 FastFlow
The framework we used to implement structured parallel programming con-
cepts inside our framework is FastFlow [28, 1]. FastFlow is a C++ framework
targeting both shared memory and distributed memory architectures and
which we already shown in a previous work [63] to be capable to manage
similar kind of monitoring applications.
Figure 1.4: FastFlow architecture (taken from [1])
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It is composed by several layers which abstract the underlying architec-
ture. The abstraction provided by these layers (gure 1.4) is twofold: to
simplify the programming process oering high-level constructs for data par-
allel and stream parallel skeletons creation and, at the same time, to give
the possibility to ne tune the applications using the mechanisms provided
by the lower layers.
At the very base level we found both bounded [64] and unbounded [65]
single producer, single consumer (spsc) queues which can be used as com-
munication channels between threads. These queues are characterized by the
total absence of lock mechanisms and have been realized taking inspiration
from wait-free protocols described by Lamport in [66] and from FastForward
queues outlined in [67].
Furthermore, FastFlow gives the possibility to dene the code to be exe-
cuted in the dierent computational module. This can be done by dening a
class which extend ff::ff_node and implementing the virtual function svc.
In example 1.1 we can see the denition of a simple module which takes an
integer from the input channel, increments it and sends it on the output
channel.
These nodes can then be easily linked together using the spsc queues
as communication channels in order to create arbitrary computation graphs
similar to those depicted 1.5.
Listing 1.1: Node creation
1 #include <ff/node.hpp>
2 using namespace ff;
3
4 class ComputationalNode: public ff_node {
5 public:
6 ComputationalNode(int max_task):ntask(max_task){};
7
8 void* svc(void* task){
9 int* real_task=(int*) task;
10 ++(*real_task);
11 return (void*) real_task;
12 }
13 private:
14 int ntask;
15 };
Alternatively, is possible to directly use some implemented and optimized
stream parallel and data parallel skeletons or nesting among them. In this
case the user simply specify the nodes and the skeleton to be used and the
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Figure 1.5: Examples of computational graphs (taken from [1])
library will link the nodes together to form the requested computation graph.
Furthermore, FastFlow provides some ways to customize the behaviour of
these skeletons, for example by specifying the strategy to be used to distribute
tasks in the emitter of the farm. Anyway, if this should still not be sucient
for a specic purpose, the user can use mechanisms provided by the lower
layers or can easily extend the library by dening new skeletons.
In listing 1.2 we can see how, using few lines of code, it is possible to
parallelize an already existing application. In this example, we dene the
application as a pipeline composed by two stages. The rst of these stages
(lines 6-12) reads the packets from the network (line 9) and send them over
the communication channel towards the second stage (line 10). On the other
hand, the second stage (lines 14-21) process the packets received from the
channel (line 18) and indicates to FastFlow that it is ready to receive another
task (line 19).
However, instead of processing the packets sequentially, we can decide to
process them in parallel by using a farm with four workers (lines 29-32). In
this way, the received packets will be transparently scheduled by FastFlow
to the dierent workers. Eventually, we start the execution (line 37) and we
wait for its end (line 39).
Although this is a small example, we can already see the advantages of
this approach over classic techniques as pthread calls, which would require
the user to deal with the additional and error prone task of threads synchro-
nization.
Listing 1.2: Denition of the structure of the application
1 #include <ff/farm.hpp>
2 #define NWORKERS 4
3
4 using namespace ff;
5
6 class PacketsReader: public ff_node{
7 public:
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8 void* svc(void* task){
9 char* packet=read_packet(network_interface);
10 return (void*) packet;
11 }
12 }
13
14 class PacketsAnalyzer: public ff_node{
15 public:
16 void* svc(void* task){
17 char* packet=(char*) task;
18 //Process packet
19 return GO_ON;
20 }
21 };
22
23 int main(){
24 PacketsReader reader;
25 std::vector<ff_node*> w;
26 ff_farm<> farm;
27 ff_pipeline pipeline;
28
29 for(int i=0; i<NWORKERS; ++i){
30 w.push_back(new PacketsAnalyzer);
31 }
32 farm.add_workers(w);
33
34 pipeline.add_stage(&reader);
35 pipeline.add_stage(&farm);
36
37 pipeline.run();
38 //Do something else
39 pipeline.wait();
40 return 1;
41 }
We will see in Chapter 2 how the theory presented in this chapter will be
used in the design of our framework and how the tools we introduced will be
used to implement it in Chapter 3.
Chapter 2
Architectural design
In this chapter we will see how we designed our work in order to reach our
the goals stated in the introduction.
2.1 Framework design
First of all, we assume that the application is able to provide to the framework
a stream of IPv4/IPv6 datagrams. This decision has been taken in order to
be completely independent from the specic technology that the application
uses to capture the packets from the network, thus allowing the framework
to be used with dierent kinds of networks or packets reading mechanisms.
This decision have been taken because current networks are often char-
acterized by a bandwidth in the order of tens of Gigabits per second and,
by using traditional communication subsystems, this packets rate will not
be completely delivered to the applications [68, 69]. This is mainly due to
heavy kernel involvement and extra data copies in the communication path,
which increase the latency needed to read a packet from the network. Con-
sequently, leaving to the application programmer the choice of the way in
which the packets will be captured, we can exploit possibly available dedi-
cated technologies.
For example, during the past years, dierent solutions have been proposed
and implemented to solve these problems both using specialized Network
Interface Controllers (NICs) as Inniband [70] and Myrinet [71] or by using
standard NICs with an appropriate software support [72, 73].
In both cases, zero copy and kernel bypass techniques [74, 75] are used
to reduce the latency of the data transfers from the NIC to the application
memory and to deliver the whole network bandwidth to the application [76,
77].
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In order to provide a sketch of the framework structure, we will now
describe the operations that should be performed when a TCP segment is
received1 and which are depicted in the ow diagram in gure 2.1.
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Figure 2.1: Flow diagram of the framework
When a packet containing a TCP segment is passed to the framework, it
needs to:
1. Parse the network header and extract the real source and destination
1For UDP datagrams the process is the same except for TCP stream management.
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addresses if IP-in-IP tunnels are present. Then, if the received data-
gram is a fragment of a bigger datagram, the framework will store the
fragment for subsequent reassembly (IP normalization).
Hence, after parsing the network header, if we have a non-fragmented
datagram, we parse the transport header in order to get source and
destination transport ports.
Therefore, at this point, we have the entire 5-tuple key (composed by
<Source IP address, Destination IP address, Source port, Desti-
nation port, Transport protocol identifier>) which characterizes
the bidirectional ow to which the packet belongs.
2. In order to be able to track the progress of the protocol, we need to
store for each ow some data about the previous packets we received
for that ow. Notice that this doesn't mean that we need to store
all the previous packets belonging to the ow but only a constant size
structure containing some elements that will be updated when a new
packet arrives (e.g. last TCP sequence number seen or current status
of http parser). The only exception to this is when an out of order
TCP segment arrives. In this case indeed we need to store the entire
segment for future reordering and processing (TCP normalization).
These data are stored into an internal data structure and are main-
tained in it for all the ow lifetime. For the moment, we will just say
that it has been implemented using an hash table with collision lists.
The reasons behind this choice, together with the details about how it
have been designed and implemented can be found in Chapter 3.
When we didn't receive packets for the ow for a certain amount of
time or when the TCP connection is terminated, these elements will be
deleted.
Therefore, using the ow key, the framework is able to do a lookup and
to retrieve these elements.
3. After we obtained the ow data, if the application protocol has not
yet been identied, the framework needs to manage the TCP stream
and, if the segment is out of order, to store it for future reassembly.
If the segment is in the proper order, the protocols inspectors will be
executed over the application data. Each inspector, using previously
collected elements about the ow and analyzing the current packet will
try to infer if the ow carries data of its specic application protocol.
If, instead, the protocol was already identied and if the application
which uses the framework specied some callbacks for that protocol,
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we manage the TCP stream and we execute the specic protocol in-
spector in order to extract the required elements from the payload and
to process them using the callback specied by the application.
Otherwise, if no callbacks for this protocol were dened, we simply
return the previously identied protocol.
2.2 Parallel structure design
In this section we will present some of the possible solutions that could be
adopted, together with the reasons which drove our choice towards the solu-
tion we decided to implement for our framework.
The rst possibility we analyzed, is to use a farm where each worker exe-
cutes, over a dierent received packet, all the steps described in the previous
section. However the workers, for each received packet, should access to the
shared hash table where the ows are stored. Considered that these ows can
be modied, this would require to access the table (or at least each collision
list) in a mutual exclusive way. Consequently, this solution would not scale
with the number of workers. Moreover, we can't assume that the packets
will be processed by the workers in the same order in which they arrived.
Therefore, also if the TCP segments belonging to a certain TCP stream will
be received in order by the DPI framework, it could be processed out of order
by the workers. As we will show in section 4.3, this can have a not negligible
impact on the overall performances.
However, analyzing the diagram in gure 2.1, we can see that the op-
erations on dierent application ows are independent and could be then
executed at the same time over distinct ows. Anyway, is in general unfeasi-
ble to have a module of the concurrent graph for each ow. For this reason,
we decided to assign groups of ows to dierent modules that will process
them in parallel exploiting the multicore hardware available.
Accordingly, we decided to structure the framework as a farm, with the
ow table partitioned among a set of workers, as shown in gure 2.2 (collector
not shown). In this way, the worker i will access only to the ows in the
range [lowi; highi[ without any need of mutual exclusion mechanisms or
synchronization with any other thread.
Anyhow, we should take care of the way in which the packets are dis-
tributed to the workers. If round robin or on demand scheduling strategies
are used, we must consider that a worker could receive packets that it can't
manage and which should be forwarded to some other worker. To solve this
problem we could let each worker communicate with all the other workers of
the farm in such a way it can forward the packets not directed to itself to
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Figure 2.2: Structure of the framework with ow table partitioned among
the set of workers (collector not shown)
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the corresponding worker. However, also in this case we can't ensure that
the packets belonging to the same ow will be processed in the same order
they arrived.
For these reasons, we decided to provide the emitter with a scheduling
function which distribute to each worker only the packets belonging to the
ows contained in its partition. Consequently, the emitter needs rst to
extract the key of the ow and then, as in the sequential case, to determine
the bucket of the table where the ow can be found. Once that the bucket
has been found, the emitter can easily derive the partition to which the it
belongs and, therefore, can forward the packet to the correct worker.
Moreover, since the communication channels are First In First Out (fifo)
queues, the order of the packets belonging to the same ow is preserved,
avoiding thus to reorder data which arrives already ordered to the framework.
It's important to point out that, aside from the communication channels,
the dierent nodes don't share any data structure among each other, allowing
thus to advance in their execution without any need of synchronization.
Let's now analyze the service times of the dierent nodes of the graph.
 The emitter will have a service time
TE = Lread +LL3 L4 +Lhash +Lcom (2.1)
where Lread is the average latency of the reading callback, LL3 L4 is the
average latency for network and transport headers parsing and Lhash is
the latency of the ow hash function.
 The worker will have a service time
TW = Ltable +LL7 +Lcb +Lcom (2.2)
where Ltable is the latency required to access the table, LL7 is the latency
of the protocols inspectors and Lcb is the latency of the callbacks that
the user specied over the protocols metadata.
 The collector has a service time
TC = Lproc +Lcom (2.3)
with Lproc latency of the processing callback.
We should now decide the optimal amount of workers n to activate for a
given interarrival time TA. Using equation 1.6 we have:
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n = TW
max(TA; TE; TC) (2.4)
Therefore, the entire rate of packets arriving to the framework can be
managed only if TA > Lproc +Lcom and TA > Lread +LL3 L4 +Lhash +Lcom.
These conditions strongly depend on the specic callbacks specied by
the user. However, even considering Lread = 0, the emitter could still be a
bottleneck for the application. Indeed, the latency spent to parse the network
and transport headers and to apply the hash function is not negligible and
may often be greater than the interarrival time.
If this case is veried, we need to nd a way to reduce the service time
of the emitter. This can be done by replacing the emitter with a farm where
each worker executes the steps that were previously executed by the emitter.
Consequently, the resulting graph is a pipeline where each stage is a farm, as
shown in gure 2.3.
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Figure 2.3: Structure of the framework when the emitter is a bottleneck (the
collector of the second farm is not shown)
From now on, since the rst farm of the pipeline take care of the processing
of the network layer (level 3 in the Open Systems Interconnection (OSI)
model) and of the transport layer (lever 4), we will refer to it as l3 farm.
For similar reasons, we will refer to the second farm as l7 farm.
For l3 farm, any scheduling strategy could be used. However, we would
like to have a scheduling strategy which maintains the order of the packets in
such a way that they exit from the l3 farm in the same order they arrived.
In this way, if the packets belonging to the same ow were already ordered,
they will arrive in the same order to l7 farm and thus to the protocols
inspectors. Consequently, the framework can avoid the overhead of TCP
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reordering when it is not really needed. In section 3.7 we will see how this
has been implemented and in section 4.3 we will analyze the performance
gain obtained by using an order preserving scheduling strategy.
Using this solution, the dierent nodes will have the service times shown
in the following table:
Node Service Times
l3 emitter TE3 = Lread +Lcom
l3 worker TW3 = LL3 L4 +Lhash +Lcom
l3 collector TC3 = Lcom
l7 emitter TE7 = Lcom
l7 worker TW7 = Ltable +LL7 +Lcb +Lcom
l7 collector TC7 = Lproc +Lcom
Consequently, dened n1 as the optimal number of workers for l3 farm
and n2 the optimal number of workers for l7 farm, we will have:
n1 = TW3
max(TA; TE3; TC3) (2.5)
n2 = TW7
max(TA; TE7; TC7) (2.6)
However, also in this case there should be cases in which the ideal service
time could not be reached because an emitter or a collector is a bottleneck.
For example, let's consider the case in which we have TA < TE3 = Lread +
Lcom. In this case, in order to reduce the impact of the communication
latency, we could calculate the optimal communication grain g and thus send
and process the packets in blocks of size g. Accordingly, we need to nd the
value g such that g × TA = (g ×Lread) +Lcom.
Therefore, we have:
g = Lcom
TA −LE (2.7)
It's important to notice that this equation is meaningful only when TA >
LE. Indeed, in all the other cases the bottleneck cannot be removed by
increasing the communication grain because TA < LE and consequently, for
each granularity g:
g × TA < (g ×Lread) +Lcom
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If more than one bottleneck is present, we can evaluate all the values of
g and taking the maximum among them to ensure that these bottlenecks are
removed.
However, we need to take into account that each task that the l7 emitter
receives from the l3 farm can contain packets directed to dierent l7 workers.
For this reason the emitter of the l7 farm, when a task is received, needs
to redistribute the packets in temporary tasks and, when one of them has
been completely lled, to send it to the corresponding l7 worker. Since the
redistribution introduces an additional latency in the l7 emitter, its service
time becomes: TE7 = Tredistribute(g) + Lcom. Consequently, there are cases
in which the l7 emitter could be a bottleneck. However, as we will see in
Chapter 4, this will happen only in a limited number of cases.
On the other hand, concerning the l3 collector, it will never be a bottle-
neck because its service time will be always be lesser than the service time
of the l3 emitter. Moreover, since the service time of the l3 emitter consists
only in the reading of the packet, it can be consider as a lower bound on the
service time of the framework.
We will see in Chapter 3 how these concepts have been applied for the
implementation of the framework.
Chapter 3
Implementation
We will now describe some of the most important details concerning the
implementation of the framework, relying on the design described in Chapter
2.
Concerning the sequential implementation, we will rst analyze the in-
terface provided to the application programmer, describing the choices we
made to make it as much exible as possible, in order to satisfy dierent ap-
plication requirements and scenarios. Then we will analyze and motivate the
main choices we made to implement the steps needed to perform a correct
protocol identication. We start describing the processing of the network
and transport headers, analyzing in detail the structures used to perform a
functional and ecient IP defragmentation. After that, we describe how the
management of the ows have been handled by our framework, describing
some alternative solutions which will be then evaluated in Chapter 4. Fur-
thermore, we will present the TCP reordering techniques we used and the
interaction of the framework with the protocol inspectors. Eventually, we
describe the possibility we provide to extract and process specic data and
metadata of the protocol, once it has been identied.
Concerning the parallel structure, we will analyze how the concepts de-
scribed in Chapter 2 have been implemented in this thesis. Also in this case
dierent solutions have been proposed and then evaluated in Chapter 4. It's
important to point out that FastFlow allowed us to prototype and test these
dierent alternative solutions with relatively low programming eort. This
has been possible because FastFlow provides an higher abstraction level with
respect to that provided by directly using pthreads, which otherwise would
have required much more eort due to the complicated and error prone task
of thread synchronizations.
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3.1 Application interface
The framework has been written in C and it can be used in two dierent
ways:
Stateful mode Targeted for applications which don't have a concept of
\ow" and therefore don't store any information about the previously
received packets. In this case, the framework will keep an internal table
with the information about each individual application ow.
Stateless mode This mode is designed for applications which already store
some kind of data about the application ows (e.g. packets and bytes
received). In this case, the elements needed by the framework can be
stored into the application table. Therefore, the application should be
modied in order to keep, with its own ow data, also a pointer to
the ow elements created and managed by the library. In this case,
however, the retrieval of the data must be entirely managed by the
application.
User program Framework
Packet received
extract_flow_informations()
dpi_identify_application_protocol(pkt, length, …)
Identified protocol
Figure 3.1: Stateful interaction
The two interaction modes are depicted in gures 3.1 and 3.2. We can
see that in the stateful interaction the application simply provides to the
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framework the packet and then gets the identied protocol. Conversely, in the
stateless mode, the parsing of the network and transport headers is decoupled
from the identication of the protocol. Indeed, the application needs rst
invoke the framework to parse the network and transport headers and to get
the ow key. Then, using this key, retrieves the ow data from its own table.
Using the ow data, it can then call the framework to identify the protocol.
User program Framework
Packet received
dpi_parse_L3_L4_headers(pkt, length, …)
Identified protocol
Parsed informations
flow_infos=extract_user_flow_informations(user_table)
dpi_get_app_protocol(parsed_informations, flow_infos)
Figure 3.2: Stateless interaction
Almost all the calls we provided need an handle to the framework. This
handle can be created with a specic framework call which will take care of
creating and initializing its internal structures. By default, the framework ac-
tivates all the protocols inspectors. Anyway, when is needed, the application
can decide at runtime to activate only some protocols inspectors. This is par-
ticularly useful in rewall-like applications when the set of protocols to which
the application is interested can dynamically change during its execution.
IP fragmentation and TCP reassembly supports are also activated by
default. It is possible to disable them if needed, for example when they are
provided by some other parts of the application or by the specic packet
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reading technique used1.
The framework has an internal clock that is updated each time a packet
is passed by the application. It is responsibility of the application to pass to
the framework, together with the packet, the time it has been captured (it is
sucient to have a resolution of one second). In this way, the programmer can
decide which mechanism is more appropriate or feasible for its application.
Indeed, when managing millions of packets per second, adding a timestamp
to each packet using classic calls as gettimeofday or time may result in a
bottleneck.
As an alternative, if available, the application programmer could de-
cide to use hardware timestamping provided by the network card or to use
some other software level mechanisms (for example, to use the clock cycles
counter). Anyway, since this task is left to the programmer, he can use
the more appropriate mechanism with respect to the context in which the
application is running.
3.2 Network and transport headers process-
ing
First of all, the framework checks if the datagram is an IPv4 or an IPv6
datagram. After that, it starts parsing the header and, in case of presence
of tunnels, they are unwrapped and the framework will consider as actual
source and destination of the ow those found in the inner datagram. Up to
now, we implemented the support for 4in4, 4in6, 6in4 and 6in6 tunnels2 and
all the combinations among them.
After parsing the network header, in case the transport protocol is TCP
or UDP, the framework extracts the transport ports, nds the oset at which
the application data start and build the ow key.
However, if the packet we received was carrying a fragment of a bigger
datagram, before extracting the transport header elements we need to recon-
struct the original datagram. Let's now see how this has been implemented
in the framework.
1For example when the application, instead of reading \raw"data, decides to read from
operating system sockets.
2An outer IP header is added before the original IP header. The outer IP addresses
identify the \endpoints" of the tunnel while the inner IP header addresses identify the
original sender and recipient of the datagram [78].
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3.2.1 IP fragmentation support
We briey recall that, when an IPv4 datagram is larger than the MTU of
the outgoing link, it will be split in dierent fragments. After that, an IPv4
header will be attached to each fragment and they will be sent separately
over the network (gure 3.3). However, to be able to reconstruct the original
datagram, all its fragments will be marked with the same identication num-
ber. Moreover, each fragment is characterized by a specic fragment oset,
which represents the point in which this fragment must be put inside the
reconstructed datagram. This means that if a fragment has an oset x and
a length of l bytes (considering only the payload), it carries the bytes that
in the original datagram were in the range [x;x + l[3. From now on we will
generically refer to this range as [Offset, End[ range. Eventually, the last
fragment of the datagram can be identied because it is the only one with a
specic ag in the IP header (the mf ag) set to zero.
For IPv6 the fragmentation process is slightly dierent4. Anyway, as the
reassembly process performed by our framework is similar, we will describe
only the one for IPv4.
To be able to reconstruct the original datagram, we need to store its
fragments into a set and then, when all the fragments have been received,
to put their content together and in the correct order. At this point the
framework can analyze the content of the original datagram as if it has never
been fragmented. Furthermore, for each datagram we are reconstructing, we
need to store also a timer and its original IPv4 header. The timer is needed
as, if the datagram is not reconstructed in a certain amount of time, all the
pending data that we have about the datagram will be removed from the
library [79].
In principle, the fragments will not overlap between each other. However,
an attacker could send overlapping fragments to try to exploit vulnerabilities
in the defragmentation algorithm [15]. This is the reason why, when we insert
a new fragment we need to check that it doesn't overlap with the fragments
already present in the set and, if overlaps are present, we need to store only
the part of the fragment that we didn't received yet.
Therefore, when a fragment is received, the framework needs to:
1. Obtain the set of fragments that we already received for this datagram.
3Actually the oset is expressed in 8-bytes blocks. However, to simplify the exposition,
we will consider the oset as expressing the exact byte where the fragment starts.
4Dierently from IPv4 it can be performed only by end nodes, and involves IPv6
optional fragmentation header. Moreover, some of the optional headers present in each
fragment must be copied in the nal datagram
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Figure 3.3: IP fragmentation process
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2. Check if the fragment we are inserting overlaps with any existing frag-
ment by comparing the [Offset, End[ ranges.
3. Insert the non overlapping bytes into the set.
To avoid to check all the fragments present in the set, we decided to
implement the set as a linked list, sorted according to the [Offset, End[
range (gure 3.4). In this way, we will check only the fragments that have
bytes belonging to the [Offset, End[ range of the fragment that we are
inserting.
Offset: 8400, End: 8650
[Fragment Data]
Offset: 0, End: 1400
[Fragment Data]
Offset: 2800, End: 4200
[Fragment Data]
Offset: 7000, End: 8400
[Fragment Data]
fragmented datagram
Final IP header (id=9812)
Timer
Fragments List
Figure 3.4: List of IPv4 fragments
Anyway we still didn't say how, given a datagram, the framework retrieves
the list of its fragments. It's important to point out that we cannot use for
this purpose the same structure that we use to keep track of the other ow
data. Indeed, at this point, we still don't know to which ow the packet
belongs because the transport header could have been split in dierent IP
datagrams.
For this reason, we need a separate data structure. Moreover, we would
like to organize this structure in such a way that we can easily know the
amount of memory that the framework uses for each IPv4 source and, if a
predened threshold is exceeded, we can delete its oldest outstanding frag-
mented datagrams. Accordingly, for each source, we have a structure con-
taining the sum of its used memory and the list of its fragmented datagrams
(gure 3.5).
Eventually, we need to organize these sources in such a way that when
a datagram is received, we can easily retrieve the fragmented datagrams
generated by that specic IPv4 source. For this purpose, we decided to
store the set of sources into a simple hash table where collisions are resolved
through separate chaining (gure 3.6).
In conclusion, putting all together, when a fragment is received the frame-
work will:
1. Check if there are expired fragmented datagrams.
2. Apply an hash function over the IPv4 source address to get the bucket
of the hash table where the data about this specic source are stored.
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Offset: 1523, End: 2732
[Fragment Data]
Offset: 3542, End: 3900
[Fragment Data]
Offset: 8400, End: 8650
[Fragment Data]
fragmented datagram
Final IP header (id=2315)
Timer
Fragments List
Offset: 0, End: 1400
[Fragment Data]
Offset: 2800, End: 4200
[Fragment Data]
Offset: 7000, End: 8400
[Fragment Data]
fragmented datagram
Final IP header (id=9812)
Timer
Fragments List
Offset: 0, End: 1400
[Fragment Data]
Offset: 1400, End: 2800
[Fragment Data]
Offset: 3253, End: 4200
[Fragment Data]
fragmented datagram
Final IP header (id=7202)
Timer
Fragments List
IPv4 source
IPv4 address (156.12.95.2)
Used memory
Fragmented datagrams list
Figure 3.5: List of IPv4 fragmented datagrams
IPv4 source
IPv4 address (141.123.1.13)
Used memory
Fragmented datagrams list
IPv4 source
IPv4 address (213.13.132.18)
Used memory
Fragmented datagrams list
IPv4 source
IPv4 address (82.193.13.5)
Used memory
Fragmented datagrams list
IPv4 source
IPv4 address (156.12.95.2)
Used memory
Fragmented datagrams list
IPv4 source
IPv4 address (154.23.9.20)
Used memory
Fragmented datagrams list
IPv4 source
IPv4 address (89.102.23.14)
Used memory
Fragmented datagrams list
Figure 3.6: Hash table containing the IPv4 sources which have outstand-
ing fragmented datagrams. For sake of simplicity, the list of outstanding
fragmented datagrams is not shown
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3. Scan the collision list to nd the IPv4 source.
4. Scan the list of its outstanding datagrams.
5. Scan the fragments list and put the fragment in the correct position.
To implement point 1, and to avoid to check all the datagrams, the frame-
work keeps a list of timers (one per fragmented datagram). When the rst
fragment of a datagram is received, we insert a new timer into the head of the
list. In this way, the list is automatically kept sorted from the newest to the
oldest received fragmented datagram. If some datagrams are expired, they
will be located in the last positions of the list. Therefore, when the frame-
work needs to check if there are expired datagrams, it will start checking
from the tail of the list avoiding, in general, to scan the it entirely.
3.3 Flow data management
As we anticipated before, if the framework is used in stateful mode, it is
responsible of storing and retrieving ow data. These data include:
 The application protocol, if already identied.
 Data that the application wants to associate to the ow (we will see in
section 3.5 how this is used).
 TCP tracking information, including the segments that have been re-
ceived out of order.
 Protocol specic tracking data (for example, the state of the http
parser).
The interaction of the framework with these data is depicted by the un-
derlined functions in algorithm 1.
Since this structure should be accessed using the ow key, we decided to
implement it as an hash table. Accordingly, if we have f ows, a table of
size s and we have an uniform hash function, we will have an average search
complexity of O(fs ).
We decided to manage the collisions using separate chaining by means of
double linked lists. Consequently, the creation of a new ow will always have
O(1) complexity. The same holds true for the deletion of a ow as a result
of a TCP connection termination. In this case indeed it will be done only
after that the ow have already been found.
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Algorithm 1 Flow management in our framework
Require: A packet p belonging to a ow with key k has been received
f ⇐ Find(k);
if f == NULL then
f ⇐ CreateFlowData(p);
end if
protocol⇐ IdentifyApplicationProtocol(p, f);
Update(f , protocol);
if f is a TCP ow and if the connection terminated then
Delete(f);
end if
We now introduce the mechanism we used to check time by time if there
are expired ows in the table. Each ow, when updated5, is marked with the
timestamp of the last received packet and, when we want to know if a ow
is expired, we simply check that the dierence between the current time and
the timestamp of the ow doesn't exceed a predened threshold. However,
we would like to avoid to check all the ows each time that a new packet
arrive. Taking into account that the framework clock has a resolution of one
second, this check will be done at most one time per second.
Moreover, we would like to avoid to scan all the ows and to only check
the oldest ows in the table. In order to do this, we keep the collision lists
sorted from the most recently updated to the less recently updated ow. This
can be done by simply moving a ow to the head of its collision list when a
packet for that ow is received. In this way, for each collision list, we start
executing the check from its tail and, being the list sorted, we remove all
the traversed ows, up to the point when the dierence between the current
timestamp and the timestamp of the ow that we are analyzing is less than
the inactivity threshold. We will analyze in section 4.2 the impact of this
technique on the overall framework bandwidth.
It's important to notice that, keeping the collisions lists sorted, we also
have the advantage to have the most active ows in the rst positions of the
list, thus reducing the search time for the ows for which we are presumably
receiving more packets.
3.3.1 Hash functions analysis
At this point, we have to nd a good hash function, in order to keep an uni-
form distribution of the ows over the table. For this purpose, we proposed,
5For TCP ows this is done only if the received TCP segment is in order
38 CHAPTER 3. IMPLEMENTATION
implemented and analyzed four dierent hash functions:
Simple hash This function simply sums together the ve elds of the ow
key.
FNV1a-32 hash The \Fowler/Noll/Vo" (or fnv) hash functions are de-
signed to be fast while maintaining a low collision rate. Particularly,
we used the alternate algorithm for 32 bits keys shown in algorithm 2.
Algorithm 2 fnv1a-32 hash function
function fnv(data, data length)
hash⇐ offset basis
for i = 1 to data length do
hash⇐ hash⊕ data[i]
hash⇐ hash × fnv prime
end for
return hash
end function
More details on how offset basis and fnv prime are chosen are
described in [80].
BKDR hash This hash function comes from Brian Kernighan and Dennis
Ritchie's book \The C Programming Language" [81] and is described
in algorithm 3.
Algorithm 3 bkdr hash function
function bkdr(data, data length)
seed⇐ 131
hash⇐ 0
for i = 1 to data length do
hash⇐ (hash × seed) + data[i]
end for
return hash & 0x7FFFFFFF
end function
Murmur3 hash We will not show here its pseudocode because is more com-
plex than the previous functions (details about the algorithm can be
found in [82]). However, it's important to say that, with respect to
the other presented algorithms, murmur3 hashes are inuenced by a
seed that can be randomly chosen in order to make the function more
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robust against possible attacks. On the other hand, in fnv and bkdr
the seed can only be chosen from a predened small set of seeds which
satisfy some particular properties.
In section 4.1 we will do a comparison between these hash functions, com-
paring them according to the uniformity of the distribution, to the execution
time and to the real impact on the DPI framework.
3.4 Protocol identication
After that the framework parsed the packet and retrieved the data about
the previous packets belonging to the same ow, it can proceed and try to
identify the application protocol, if not yet identied.
When a ow is created, it is in the not determined state. When a new
packet for that ow is received, the ow can remain in the not determined
state, it can move to the identified state or it can move to the unknown
state.
A ow remains in the not determined if the framework still judges
possible to classify the packet in one of two or protocols and it needs more
packets to identify the exact protocol of the ow. To avoid to keep continu-
ously analyzing packets in presence of this kind of ambiguity, the application
can specify the maximum amount of packets to analyze for each ow. When
this amount is exceeded, the framework moves the ow in the unknown
state and will no more try to identify the protocol.
Alternatively, if after one of more packets the framework identied the
protocol, then the ow is moved in the identified state. In this case, if
no callbacks are present (section 3.5), when a new packet for this ow is
received the framework will simply return the already identied protocol
without executing any additional operation on the packet6.
3.4.1 TCP stream management
TCP is a reliable and stream oriented protocol. For this reason, the appli-
cations that use TCP as transport protocol assume that their data will be
received in the same order in which they are sent. Therefore, considered the
best eort delivery provided by IP networks, if we want to correctly iden-
tify the protocol, we need rst to put the data in the same order in which
6Actually, if the packet belongs to a TCP ow, the framework will still check if the
segment carries the FIN ag in such a way that the connection can be correctly closed and
the data about the ow removed.
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they were sent. It's important to notice that this is not a problem for UDP
based protocol as, in that case, when reliability and reordering are needed,
they are implemented through application specic mechanisms and so in the
framework they are demanded to the specic protocol inspector.
Accordingly, before executing the protocols inspectors on the packet pay-
load, if the received packet contains a TCP segment, the framework needs
to update the information on the TCP connection of the ow and, if the
segment is out of order, to store it for further reordering.
The connection information stored by the framework includes the ex-
pected sequence numbers in both directions, a list of out of order segments
and information about connection establishment and termination (for exam-
ple, if one of the two endpoints sent the FIN segment).
It's important to notice that, at this point, these elements are already
available to the framework because they were stored together with the other
ows data that we retrieved in the previous step.
We can distinguish two dierent types of TCP ows: those who start
while the framework is working and those who already started before the
framework was started.
In the former case is easier to start tracking the connection because the
framework can follow the three-way handshake. Therefore, it knows which
are the sequence numbers that both endpoints will use and, consequently, it
can identify the out of order segments.
The latter case is more complex because, if the rst packet received for a
ow isn't the rst segment of the three-way handshake, then the framework
cannot determine if the segment is out of order or not. In this case it needs
more packets in order to be able to evince the current state of the connection.
Basically, the framework will consider all the received segments as out of
order and, instead of storing them for future reordering, it will discard these
packets. When the highest acknowledgment number seen in one direction
of the connection coincides with the expected sequence number in the other
connection direction (and vice versa) the framework knows the current state
of both endpoints and it can start to behave as if he has just seen the three-
way handshake.
From this point, we can start managing the out of order TCP segments,
using techniques similar to those we used for IP defragmentation.
First of all, for each out of order segment we store its content, its sequence
number and its length. Then, the segment is inserted into a linked list con-
taining the other out of order segments, checking for possible overlaps with
those already present and, in case, inserting only the non overlapping bytes.
When a segment is received in order, if it lls an hole in the stream (i.e. if
the rst byte of the rst out of order segment in the list follows the last byte
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of the received segment), the framework compacts the segments and passes
them to the inspectors for protocol identication.
3.4.2 Protocols inspectors
After the framework obtained ordered data, it will invoke the protocols in-
spectors on that data, trying to identify the protocol of the ow.
Up to now our prototype framework implementation supports the follow-
ing protocols: http (based on the open source parser in [83]), dns, mdns,
dhcp, dhcpv6, smtp, pop3, bgp and ntp.
Each of these protocols has its own inspector parsing the application
payload to try to understand if the protocol carried by the ow matches.
Each inspector has the following input parameters:
 The handle of the framework, that can be used by the inspector to
get information about the current state of the framework. For exam-
ple, when the application programmer species some callbacks to be
executed when specic protocol metadata are found in the packet, the
pointers to these callbacks are stored in the handle of the framework.
Accordingly, when the inspector nds such data, it can call the corre-
sponding callback.
 A pointer to the parsed packet.
 A pointer to the application data.
 The length of the application data.
 Information about the the ow, used by the inspector to keep track of
the current state of the protocol.
When an inspector is called, it can return three dierent responses: matches,
doesn't matches or more data needed. The latter is returned in case
the inspector needs more data to decide if the protocol matches or not. For
example, consider the case in which the http inspector is analyzing a TCP
ow which started when the framework was still not running. In this case,
it could have started analyzing the ow in the middle of a le transfer and,
consequently, the rst packets that it receives for that ow contains http
body segments. Therefore, the inspector can't determine if the ow carries
http data by simply looking to the rst packets of the ow. For this reason
it could return a more data needed response and wait for other packets
before deciding.
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The responses given by the inspector are in a strict relationship with the
possible states of a ow. For each ow the framework keeps a set of pos-
sible matching protocols. Each time that an inspector returns a doesn't
matches response, the corresponding protocol is removed from the set. On
the contrary, if a matches response is returned, then the protocol has been
identied, the ow will pass from the not determined state to the iden-
tified state, and no other inspectors will be ever called for this ow. If,
after the maximum number of trials specied by the application, the set still
contains two or more protocols or if it is empty (i.e. if all the inspectors
returned a doesn't matches response), then the framework will move the
ow from the not determined state to the unknown state. This maxi-
mum number of trials can be indicated by a specic call of the framework and
can be changed during its execution. Since this set is maintained for all the
ow lifetime, for the packets successive to the rst one, only the inspectors
that returned a more data needed response will be invoked.
The order in which the inspectors is invoked is not the same for all the
ows. Indeed, if the source or destination port of the ow is a well known
port, the rst inspector to be invoked will be the one corresponding to the
protocol which usually runs on that specic port. For example, if one of
the ports of the ow is port 80, then the rst inspector to be invoked will
be the http inspector. Then, if it doesn't return a matches response, the
framework will invoke the other inspectors.
Algorithm 4 dhcp inspector
if (payload length >= 244 and
(source port == 67 and dest port == 68) or
(source port == 68 and dest port == 67)) and
payload[236] == 0x63 and
payload[237] == 0x82 and
payload[238] == 0x53 and
payload[239] == 0x63 and
payload[240] == 0x35 and
payload[241] == 0x01) then
return protocol matches
else
return doesn't matches
end if
In algorithm 4 we can see an example of a simple protocol inspector for
the dhcp protocol.
As we can see, it tries to determine if the ow matches by simply looking
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to some bytes, in specic positions, of the received packet. In the dhcp case
these bytes will be always the same independently from the dhcp message.
Therefore, after only one packet, the inspector can determine if that packet
belongs to a dhcp ow or not. Anyway, for more complicated protocols the
identication process turn out to be not so simple and could require many
packets to correctly identify the protocol.
The framework can be easily extended with new protocols with few iso-
lated addition to the code. If the programmer wants, he can implement a
new inspector by following these simple steps:
1. Give to the protocol the next available numeric identier.
2. Create a new inspector, by implementing a C function with the previ-
ously described signature and semantic.
3. If the inspector needs to store information about the application ow,
add an appropriate structure in the ow data description.
4. Add the inspector to the set of inspectors which will be called by the
framework. This can be done by inserting a pointer to the correspond-
ing function into an appropriate array.
5. If the protocol usually run on one or more predened ports, specify the
association between the ports and the protocol identier.
6. Recompile the framework.
At this point, when the framework will be executed, it will use this new
inspector as any other inspectors already provided by it.
3.5 Callbacks mechanisms
The last point to describe, is about how the application can specify which
actions the framework should execute on the data or metadata of the packet
once that its protocol has been identied.
For example, let us consider the case in which the application programmer
wants to write a monitoring application which extracts the Host header from
all the http packets and, if it its value is contained in a blacklist, to block
the connection.
For this purpose, the framework provides to the application the possibility
to dene protocol and metadata specic callbacks. For the moment this
possibility has been provided only for http protocol and for its dierent types
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of metadata. Anyway, this can be extended to other protocols extending the
inspector through a process similar to the one described for the creation of
a new inspector.
Let us now see the possibilities provided by the library for the parsing
and processing of http metadata. First of all, the application can specify
the callbacks by using an appropriate function which requires as parameters:
 The handle of the framework.
 A pointer to some data that will be accessible from the callbacks. For
example, considering the http host ltering application, this could be
a pointer to the Uniform Resource Locator (url) blacklist.
 A data structure containing one or more callbacks. Using this param-
eter the application can specify:
{ The callback to be used on the http request-URI.
{ The names of the http header elds that the application wants
to inspect, along with a callback for each specied eld. Since
the eld value could be split in more than one TCP segment,
the framework will store the dierent parts in which it is divided
and will invoke the callback only when the entire eld has been
reconstructed.
{ A callback to be called when the http header has been completely
received and processed. This type of callback has been provided
because the http header may be split in more TCP segments.
Therefore, it is needed in order to distinguish the case in which
a specic header eld callback has been not called because the
corresponding eld was not present, from the case in which it has
not been called because the header is still not completely received
and therefore the eld may be present in the successive segments.
{ A callback to be called on the body of the http message. Like
the header, also the body could be split in dierent TCP segment.
Anyway in this case, instead of waiting to receive and store the
entire body, the framework invokes the callback on each body
chunk as soon it arrives. This decision has been taken because in
case of large les transfer it may be not feasible to store the entire
body in main memory before invoking the callback. Moreover, in
some cases the application might take its decision by analyzing
the rst bytes of the body or might not be willing to wait for its
entire reception.
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The arrival of the last chunk is signaled through an appropriate
callback parameter.
Each callback may have dierent parameters and must be specied as a C
function. For example, the http body callback has the following parameters,
which are provided by the framework and which can be accessed from the
code specied inside the callback:
 Information about the http message. It can be used, for example, to
check if the message is an http request or response or to know the
http version.
 A pointer to a chunk of the http body.
 The length of the chunk.
 A ag which indicates if this is the last chunk of the http body.
 Information extracted from the network and transport headers of the
packet (e.g. IP addresses and TCP or UDP ports).
 A pointer to some ow application data. This data is stored by the
framework, together with the other data about the ow and can be used
to keep track of accumulated knowledge about the ow between suc-
cessive received packets or between successive invoked callbacks. More-
over, this pointer will be returned by the protocol identication call of
the framework, together with the identied protocol. In this way the
data collected by the callbacks about the ow can be communicated to
the rest of the application.
Furthermore, the application can specify an additional callback to be
invoked by the framework on the ow application data when the ow
expires. Indeed, while the other information about the ow are al-
located, managed and deallocated by the framework, ow application
data is created and managed by the application and thus it should be
the application to decide how to manage this data once the ow is
terminated.
 A pointer to the global http application data. Dierently from the
previous parameter, this is a global structures that can be accessed by
any http callback, independently from the specic ow.
In listing 3.1 we can see how the application can specify and provide to
the framework a simple callback which checks if the http ow is carrying a
flash video stream.
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Listing 3.1: http callback example
1 /**
2 * Definition of the callback function with the parameters
3 * previously specified.
4 **/
5
6 #define FLASH_CONTENT_FOUND 0x01
7
8 void callback(dpi_http_message_information_t* http_info,
9 const u_char* content_type_string,
10 u_int32_t content_type_string_length,
11 dpi_pkt_infos_t* L3_L4_parsed_information,
12 void** app_flow_data,
13 void* app_data){
14
15 if((*flow_specific_app_data==NULL) &&
16 (strncmp(content_type_string,
17 "video/x-flv",
18 content_type_string_length)==0)){
19 /**
20 * Simply to indicate to the main a
21 * match has been found.
22 **/
23 *app_flow_data=FLASH_CONTENT_FOUND;
24 }
25
26 }
27
28 struct packet_information{
29 char* pkt; /** Packet **/
30 uint len; /** Length **/
31 uint ts; /** Timestamp **/
32 };
33
34 int main(int argc, char** argv){
35 dpi_http_header_field_callback* cb[1]={&callback};
36 /**
37 * Indicates to the library that the callback
38 * is associated to "Content-Type" header field.
39 **/
40 const char* ct[1]={"Content-Type"};
41
42 dpi_http_callbacks_t callbacks={
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43 .header_url_callback=NULL, .header_names=ct,
44 .num_header_types=1, .header_types_callbacks=cb,
45 .header_completion_callback=NULL,
46 .http_body_callback=NULL};
47
48 dpi_library_state_t *state=dpi_init_stateful();
49 dpi_http_activate_callbacks(state, &callbacks, NULL);
50
51 struct packet_information packet;
52 dpi_identification_result_t r;
53
54 while(true){
55 packet=receive_packet();
56
57 r=dpi_stateful_identify_application_protocol(
58 state, packet.pkt, packet.len, packet.ts);
59
60 if(r.status>=0 &&
61 r.protocol==HTTP &&
62 r.app_flow_data==FLASH_CONTENT_FOUND){
63 printf("Flash stream found.\n");
64 }
65 }
66
67 dpi_terminate(state);
68 }
The struct returned by the protocol identication function contains:
 The status of the processing. When an error occurs (e.g. if the packet
is truncated) it will be less than zero. If it is greater or equal than zero,
the processing succeeded and this eld provides additional information
about the processed packet (e.g. if it was a fragment or if it was the
TCP segment which terminated the connection).
 The application protocol if it has been already identied, otherwise
unknown protocol is returned.
 The application ow data, used by the callbacks to communicate to
the rest of the application the result of the processing over the ow to
which the packet belongs.
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3.6 Demo application
A demo application has been implemented to show the potentialities of the
framework and to test the developed code into a real environment.
The target of this application is to scan all the http trac and to search
for well known threats signatures, similarly to what is done by Intrusion
Detection and Prevention Systems (IDS/IPS) [41, 42]. As starting point, we
used the open source application available in [84] and, with few changes, we
modied it in order to read packets from a pcap le and to pass them to the
framework. It's worth noting that, from a functional point of view, reading
the packets from a le or from the network doesn't make any dierence.
Indeed, the framework has been developed in such a way that it can be
independent from the specic technology used to read the packets and it
only requires, for each packet, its length and a pointer to a memory area
containing it.
Actually, to avoid that the packet reading turns out to be a bottleneck for
the application, we rst load all the packets in the main memory and then
we pass to the framework, one after the other, the pointers to the packets.
In this way, we can test the application under the highest load conditions
possible on that target architecture.
After that the packets have been loaded, the application reads the set of
virus signatures from a text le and insert them into a trie. The signatures
check is done inside an http callback similar to the one described in listing
3.1. This callback is executed on all the packets which contain a chunk of
an http body and, using a modied version of the Aho/Corasick pattern
matching algorithm [85], searches if any of the viruses signatures loaded in
the trie is present inside the packet. In order to allow a correct recognition
of the signature, the framework must be run with TCP reordering enabled.
Moreover, the algorithm is written in such a way that when the next body
chunk is received, it starts the check from the point where it was left in the
previous chunk.
It's important to notice that, from the programmer point of view, all
the packet processing, TCP reordering, http parsing and data extraction
comes for free and it only needs few calls to the framework. In this way, the
programmer can focus on what to do with the data instead of how to extract
and manage the needed information from the trac on the network.
As a further example, by changing a single line in the application code
it could be modied in order to search patterns in other parts of the http
packet. For example, to implement an application which checks if an host
is trying to connect to a blacklisted http url, the programmer needs to
indicate that the same callback must be executed on the Host eld instead
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of the http body.
This application has been validated by executing it over a pcap le con-
taining the http transfer of an infected le and by checking that it is suc-
cessfully recognized by the application.
3.7 Parallel structure
We will now describe how we modied the framework in order to exploit the
underlying multiprocessor architecture using the concepts introduced in the
previous chapter.
3.7.1 Interface with the application
Dierently from the sequential version, in this case the execution control
is completely managed by the framework. Therefore, instead of calling the
packet processing function directly, the application must specify a callback
to let the framework read the packets from the network (reading callback)
and another one to let it process the results of the identication process
(processing callback). Moreover, it can specify a pointer to some callback
data (e.g. a network socket) to be accessed from both the callbacks.
This model of interaction is depicted in gure 3.7, where the dashed boxes
represent the callbacks specied by the application.
The reading callback has in input the callback data and returns to the
framework a structure containing: a pointer to the packet, its length, the
current time and an arbitrary pointer (application pointer). This can be
used to associate some application information to the packet and therefore
to the corresponding result.
For example, if the application reads the packets from multiple network
interfaces, and the actions to take on the processing result changes depending
on the interface from which the packet has been received, it may be used
to associate the interface to the packet. In this way, when the result of the
processing is obtained, the processing callback knows the interface from which
the packet was received and therefore, the specic action to take on it.
It's important to point out that this pointer was not needed in the se-
quential framework because the model of interaction with the application
was dierent.
If the returned packet pointer is equal to null, then it will be interpreted
as an indication that the processing is nished and that the application wants
to terminate the framework. This could be useful in case the application
50 CHAPTER 3. IMPLEMENTATION
Start
Stop
Pass the callbacks 
to the framework
Execute reading 
callback
Packet == NULL
Process packet
Execute processing 
callback
No
Run the 
framework
Application 
actions
Wait framework 
termination
Yes
APPLICATION FRAMEWORK
Figure 3.7: Interaction between the application and the parallel framework
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received a termination signal from another process and want to provoke a
\gentle termination".
The processing callback has in input: the callback data, the application
pointer specied by the reading callback and the processing result, contain-
ing the same information's that were returned by the protocol identication
function of the sequential framework.
After specifying the callbacks, the application can run the framework and,
concurrently, keep doing some other work. For example, if the application
behaves like a rewall, after starting the framework it could wait for changes
in protocols ltering policies and, consequently, invoke over the framework
the functions to enable or disable the corresponding inspectors.
Eventually, when the application has no more actions to do, it can syn-
chronously wait for the framework termination.
3.7.2 Implementation details
From the point of view of the implementation, we used the farm and pipeline
constructs provided by FastFlow to implement the concepts described in
Chapter 2. FastFlow needs that the task that will travel over the compu-
tation graph are void pointers. However, to avoid to dynamically allocate
and deallocate each of these task, we provided a feedback channel from the
collector to the emitter of the farm in such a way that the tasks, when arrive
to the end of the graph, can be sent back to the emitter to be reused again.
Regarding the parallelization of the emitter, one of the problems which
may arise is that, in general, it could change the order of the received packets.
Consequently, we could incur in the cost of TCP normalization also in the
cases in which we originally received an ordered stream. To avoid this, we
provided the possibility to dene the l3 farm as an order preserving farm.
This have been implemented by simply changing the scheduling strategy used
by the emitter (using a variant of round robin) and the collection strategy
used by the collector.
Therefore, with this small modication in emitter and collector strategies,
the packets exit from l3 farm in the same order in which they entered.
However, as we will see later, this will not lead in all the cases to an increase
of the overall performances. Indeed, there are cases in which is preferable to
incur in the cost of TCP reordering instead of blocking the l3 emitter or the
l3 collector over the communication channels.
Moreover, we also provided the possibility to apply an on demand schedul-
ing strategy for the l3 farm. We will analyze in section 4.3 the impact of
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these dierent strategies.
Another important consideration to be done is about the management
of IP defragmentation in the cases in which the processing of the network
and transport headers is managed by the l3 farm. In this case indeed each
worker may receive a fragment and therefore may need to access the table
containing all the outstanding fragmented datagrams. Since it is shared
among the dierent l3 workers, they need to access it in mutual exclusion.
For this reason, we decided to protect the access to the datagram fragments
table by using spin locks. It's important to notice that, since the amount of
fragmented trac is usually below the 1% of the total [86], this would not
considerably harm the nal performances of the framework. However, as a
future work, this could be further optimized in order to reduce the critical
section length.
Moreover, we should consider now the way in which the hash table has
been split among the l7 workers. In principle, since each partition is inde-
pendent, we could use n distinct hash tables of size sn , where s is the size of
the global table and n is the number of l7 workers. However, we decided
to have only one table divided among the workers by means of two indexes
for each worker. In this way, the worker i will only access the ows in the
buckets of the table included in the bounds [lowi; highi[.
The reason behind this decision can be found considering some of the
possible future developments for this work. Indeed, having a global and par-
titioned structure it should be possible, in principle, to dynamically change
the sizes of the partitions during the execution of the framework by simply
modifying the bounds of each individual worker. This could be useful for two
main purposes:
Dynamic workers reconguration This can be useful when we want to
dynamically change the parallelism degree according to the current in-
put bandwidth. Therefore, if the number of workers is increased or
decreased, we need consequently to split again the table among the
new number of workers.
Dynamic ow distribution This could be used in the cases in which the
workers are unbalanced. Indeed, also if the hash functions we proposed
present a good uniformity of the ow key, not all the ows require
the same processing cost. This can depend from dierent factors like:
protocol of the ow, its length or the average size of its packets. Accord-
ingly, when the workers are unbalanced, the ows could be redistributed
in a dierent way to try to mitigate this eect.
The last thing to point out is the way in which the callbacks that the
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application denes over protocol data and metadata are invoked. Since they
must be called after the extraction of the ow information from the hash
table, they will be invoked by the l7 workers. Such that the packets belonging
to the same ow will be processed sequentially, the data about the ow can
be accessed by the callback without any need of synchronization. However,
if the callback needs to access some data which is common to all the ows,
then the application must consider that it could be accessed concurrently by
multiple threads of the framework.
Chapter 4
Experimental results
In this chapter we assess the design with a complete set of experiments val-
idating the dierent design choices as well as the overall performance of the
framework. The performances of the framework have rst been analyzed
considering the case in which only the identication of the application pro-
tocol is required. After that, we studied the case in which, after that the
application protocol has been identied, the extraction and processing of the
data contained inside the application payload is required, by using the demo
application described in section 3.6.
Unit tests have been developed together with the framework in order to
check the correctness of some features like: parsing of network and transport
headers, IP defragmentation, TCP stream reassembly and protocols inspec-
tors. These tests work by reading network packets from some pcap [87] les
provided with the framework and by comparing the obtained results with the
expected ones.
All the performance related tests, in order to be reproducible, have been
executed over trac stored in pcap les. Moreover, in order to be able to
test the framework under the maximum load conditions possible, we read the
le containing the trac directly from the local machine memory instead of
reading them from the network. In this way we are able to avoid possible
bottlenecks due to the specic packet reading technologies and we can isolate
our results from external factors that are not dependent from our work.
Furthermore, we would like to avoid to shift this problem to the one caused
by the bottleneck due to the limited bandwidth of the i/o transfers from the
disk. For this reason, when reading the le, we rst load the entire pcap in
main memory and then we start analyzing it.
It's important to point out that this doesn't aect the validity of our
results and that, modelling the capture of the packets in this way, we are
testing our framework in the worst conditions possible. In a real situation
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indeed the latency to read a packet will be, in general, higher than the one
that we have in our case where the packet is already present in memory
and we simply need to dereference a pointer. Accordingly, the framework
will have an input bandwidth lower than the one used to execute these tests
that, consequently, can be considered as an analysis of the worst case.
For the dierent tests we used the following datasets:
CAIDA This dataset [88] contains trac captured from a monitor located
in a data center in Chicago, and connected to a 10GigE backbone link of
a Tier1 ISP between Chicago and Seattle. The dataset has been kindly
provided by CAIDA association [89] and contains about 24 millions of
IPv4 packets distributed in 1428689 IPv4 ows1. The payload of the
packets is not present for privacy reasons. However, this can be used to
compare the proposed hash functions, as in this case we need to have
data only up to the transport protocol header.
Sigcomm This dataset [90] contains a collection of the wireless IP trac
captured over the entire period of a three day conference. It contains
about 16 millions of IPv4 packets distributed in 298449 IPv4 ows.
Also in this case the payload has been cut o from the packets. Con-
sequently, also this dataset will be used only to compare the dierent
hash functions we proposed.
Synthetic This dataset contains 1428043 synthetic IPv4 packets. These
packets are distributed over 13314 http ows, each of which correspond
to a transfer of a large le between two hosts.
Darpa This dataset [91] has been collected by the Cyber Systems and Tech-
nology Group of MIT Lincoln Laboratory and was commonly used to
evaluate intrusion detection systems. It contains 1308081 IPv4 packets
distributed in 38985 IPv4 ows.
Local This dataset contains trac captured from a laptop connected to an
home network. It contains 524761 IPv4 packets distributed in 17939
IPv4 ows and 34635 IPv6 packets distributed in 1670 IPv6 ows.
All the tests have been executed over a NUMA machine composed by two
Intel Xeon E5-2650 @ 2.00GHz nodes with 8 hyperthreaded cores on
each of them. Each NUMA node has 16GB of main memory, a shared 20MB
L3 cache and private 256KB L2 and 32KB L1 caches for each core.
1The dataset contains a low number of IPv6 ows so the analysis is concentrated on
IPv4 ows only.
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In all the described experiments, when error bars are present, they rep-
resent the standard deviation from the mean. Error bars will not be shown
for the results characterized by a negligible standard deviation.
4.1 Hash functions analysis
We now compare the hash functions we implemented to access the hash ta-
ble containing the data about the ows. This comparison have been done in
order to verify if more complicated hash functions, which in general are char-
acterized by an higher latency, are also characterized by a better distribution
uniformity with respect to simpler but faster hash functions.
First of all, we compare the distributions of the functions using the metric
described in [92]. This metric evaluates the uniformity of an hash function
using the following formula:
∑m−1j=0 bj(bj+1)2
n
2m(n + 2m − 1)
where bj is the number of items in j − th slot, m is the number of slots,
and n is the total number of items. The more this ratio is close to one, more
the function is close to the uniform hash function.
In gure 4.1 we present the results obtained for the functions provided by
the framework, varying the load factor of the hash table. For this comparison
we used the CAIDA dataset. As we can see, all the four hash functions have
a distribution which is very close to the uniform one.
Furthermore, in gure 4.2, we illustrate the comparison of the execution
times of the parts of the framework directly inuenced by the computation of
the hash functions. As we can see, as a consequence of the good uniformity
of all the proposed functions, the average time spent in accessing the collision
lists is the almost the same in all the four cases.
On the other hand, the time spent in computing the function changes and,
as we will see later, also if it may seem negligible with respect to the table
access time, it has a non negligible eect on the bandwidth of the framework.
Similar results have been obtained also using the other datasets. However,
due to space constraints, we will not show them here but we will directly show
their eect on the total bandwidth of the framework (expressed in millions
of packets per second) in gure 4.3.
As expected, the dierence in the time spent to compute the hash function
is reected over the total bandwidth of the framework.
Moreover, from gure 4.3 we can analyze the behaviour of the framework
under dierent kinds of trac. As we can see, the dataset which exhibit
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the highest bandwidth is the Sigcomm dataset, due to the absence of the
packet payload. Consequently, the protocol inspectors will never be called
for this dataset, while we still execute the operations relative to network and
transport header parsing, ow data retrieval and IP and TCP normalization.
Concerning the Synthetic dataset, it is characterized by ows with a
long duration and thus, as we have described in Chapter 2, we will execute
the inspectors only on the rst packets of each ow. Then, once it has been
identied, the inspectors will no more be called for the ow.
Eventually, Local andDarpa datasets require more computational eort
to be processed, since they are characterized by shorter ows and thus the
inspectors will be called more frequently.
In this section we have seen that the simplest and fastest hash function
among the ones proposed present a distribution uniformity comparable to
that of the other functions. Moreover, this has been veried both by analyz-
ing in isolation the parts of the framework which are directly inuenced by
the hash function and by considering the impact on the overall bandwidth.
4.2 Analysis of Move To Front technique
As we described in section 3.3, the collision lists are kept sorted from the
most recent to the least recent ow. This should have a twofold advantage:
 From one side it allows, in principle, to keep the most frequently up-
dated ows in the rst positions of the collision list, thus reducing the
latency required to nd a ow in the hash table.
 On the other hand, when scanning the table to nd expired ows, we
can usually avoid to scan each collision list entirely. Indeed, since each
list is sorted, we can start scanning the list from the end up to the
point in which we nd a ow which is not expired.
Accordingly, we would like to evaluate if this technique actually increases
the overall bandwidth of the framework with respect to the case in which it
is not used. In order to assess the advantage of this technique, we made our
test over the Sigcomm dataset varying the load factor of the hash table.
Indeed, since the latency required to nd a ow increases when the average
length of the collision lists increase, the advantage should be more noticeable
incrementing the load factor.
In gure 4.4 we can see that using MTF we achieve signicantly better
results. Moreover, as expected, this improvement increases while increasing
the average load factor of the table.
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of the table
In this section we have thus validated the implementation choice we made
in section 3.3 by analyzing its impact on the overall bandwidth of the frame-
work.
4.3 Comparison of L3 farm scheduling strate-
gies
As we described in section 2.2, when the emitter is parallelized and replaced
by the l3 farm, we should consider the possibility that it could reorder the
received packets. Therefore, also if they arrive in the correct order to the
framework, they could be received out of order by the l7 worker and, con-
sequently, we could incur in the latency caused by TCP normalization also
when it is not really needed.
To avoid this problem, we proposed a scheduling strategy which preserves
the order of the packets. For this reason in gure 4.5 we compare the two
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Figure 4.5: Comparison of the impact of the dierent scheduling strategies
for the l3 farm
non ordering strategies (round robin and on demand), with respect to the
ordering scheduling (ordered round robin).
As we can see, the ordering scheduling strategy provides better results
with respect to the other two solutions. Moreover, when a strategy which
doesn't preserve the order is used, the results are characterized by a much
higher standard deviation. This happens because in the dierent runs the
packets could be scheduled in dierent way and thus incurring in a dierent
cost due to the TCP normalization. Furthermore, increasing the parallelism
degree (and thus increasing also the number of workers activated for the
l3 farm) we increase also the possible ways in which the packets can be
scheduled and, as we can see from the gure, this is reected on the standard
deviation.
For these reasons, when TCP normalization is activated, an ordering
strategy should be used to schedule the tasks in l3 farm. Indeed in this
section we have shown that, when scheduling strategies which don't preserve
the order of the packets are used, we could have a worse speedup due to an
increase in the cost of TCP reordering. Consequently, the framework will
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have a lower bandwidth with respect to the one we have when using an order
preserving scheduling strategy.
4.4 Speedup
We will now analyze the speedup achieved thanks to the parallelization of the
framework. In the analysis, we will separate the case in which we perform
only the protocol identication, from the case in which Network Intelligence
(NI) capabilities are required and thus all the packets will be processed also
after that the protocol of the corresponding ow has been identied.
4.4.1 Protocol identication
First of all, we will analyze the speedup of the framework when only the
protocol identication is performed.
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Figure 4.6: Comparison of the speedup for protocol identication using dif-
ferent datasets
Usually, the protocol of an application ow will be identied by inspecting
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only the rst packets carried by it. For example, considering an http ow,
the framework will usually identify the protocol by inspecting only the rst
packets of the ow (which carry the http header). For this reason, for all the
remaining packets of the ow, the cost of the inspection will not be payed
and the framework will incur only in the latency due to the access to the
hash table (which is always needed to check if the ow have been already
identied). This is the reason why, in average, the processing of a packet is
a very ne grained operation. For example, on the architecture used to run
our tests, in many cases it has a latency of O(100) ns. Consequently, as we
can see from gure 4.6, there are cases in which we are not able to achieve
the ideal speedup.
On the other side, there are cases in which the framework achieves a
speedup greater than the ideal one. As we described in section 1.2, this is
due to a better temporal locality exploitation. For example, let's consider the
hash table that is partitioned among the workers of the l7 farm. In this case,
when more than one node is used, each node will access only to a smaller
part of the table which, hopefully, will t in the lower levels of the memory
hierarchy.
In this section we have shown that, despite the very low latency of the
protocol identication process, the framework is still able to achieve a good
speedup. However, due to the low latency of the protocol identication pro-
cess, we reach a point where the emitters become bottlenecks and thus the
framework reaches the saturation. Anyway, as we will see in section 4.4.2,
when NI capabilities are required, the latency of the packet processing in-
creases, allowing thus to achieve better results.
4.4.2 Processing of extracted data
We now analyze how the speedup is aected when packet processing capabil-
ities are required, trying to nd a lower bound to the processing grain which
allows the framework to achieve a good speedup. In gure 4.7 we compare
the speedup of the framework varying the latency of the processing function
which will be executed for each identied packet.
As we can see, also for very ne grained processing functions, the frame-
work is characterized by a good speedup. Moreover it's worth noting that, as
we will see in section 4.4.3, \real" processing functions are characterized by
latencies which may also be two order of magnitude greater than the ones we
used to make this analysis. Consequently, as we will see, in real monitoring
environments the framework is able to reach a speedup very close to the ideal
one.
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4.4.3 Application speedup
Eventually, we analyze the capabilities of the framework under a real mon-
itoring environment as the one described in section 3.6. We briey recall
that the application we built over the developed framework allows to search
patterns inside the http packets traveling over the network by using the
Aho/Corasick algorithm. Our experiments shown that using a database of
1781 patterns with an average length of 274 characters each, in average, this
operation has a latency of O(10) microseconds per packet.
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Figure 4.8: Comparison of the speedup of the http payload pattern matching
application
As we can see from gure 4.8, the application exhibits a good speedup up
to 14 workers.
4.5 Assessment
In this section, we will evaluate the results we obtained using our framework,
comparing them with the ones obtained with other existing software and
hardware tools.
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4.5.1 Comparison with other sequential software solu-
tions
With respect to common and well known existing tools, as shown in Table
4.1, instead of focusing on the number of supported protocols we decided to
characterize this work by providing a support for current multicore hardware
and by providing to the application programmer the possibility to specify
the callback to be used to process specic data and metadata carried by the
protocol.
Our
framework
OpenDPI/
nDPI
libproto-
ident
l7lter
IPv4 and IPv6 normal-
ization (section 3.2.1)
Yes No Yes Yes
\Stateful" mode (section
3.3)
Yes No Yes Yes
TCP normalization (sec-
tion 3.4.1)
Yes No Yes Yes
Callbacks (section 3.5) Yes No No No
Multiprocessor support
(Chapter 2)
Yes No No No
Supported protocols 10 117/141 250 112
Table 4.1: Comparison of the features of our framework with respect to well
known DPI libraries
Having illustrated the main contributions of our framework with respect
to popular software tools, we now compare them from the point of view of
the achieved performances.
Concerning nDPI, we made the comparison by using both nDPI and our
framework over the same machine. Moreover, in order to have a fair compar-
ison, we disabled from our framework the features that are not supported by
nDPI and we disabled from nDPI the protocols inspectors not implemented
in this work. Furthermore, since nDPI doesn't have its own way to store the
ow data, we slightly modied the hash table used by our framework in order
to store the data required by nDPI.
Under these conditions, we tested the two framework over dierent datasets,
comparing them over both synthetic and real trac. Moreover analyzing the
code of nDPI we saw that, also if the protocol of the ow has been already
identied, it still try to identify the other packets belonging to the same ow.
Accordingly, we compared our results with two dierent versions of nDPI,
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the native one and the one in which we call the library only if the ow has
not been yet identied, obtaining the results shown in gure 4.9
 0
 1
 2
 3
 4
 5
 6
Synthetic Local Darpa
Ba
nd
wi
dt
h 
(M
pp
s)
Dataset
Comparison of the bandwidth of our framework with the one of nDPI
using different datasets.
nDPI average bandwidth
nDPI average bandwidth. Added check on the protocol of the flow
Our framework average bandwidth. IP and TCP normalization enabled
Our framework average bandwidth. IP and TCP normalization disabled
Figure 4.9: Comparison of the bandwidth (in millions of packets per second)
of our framework with respect to nDPI over dierent datasets
As we can see, our framework exhibits always better results, also when IP
and TCP normalization is enabled. Moreover it's worth noting that there are
cases in which, enabling the TCP normalization, we get an higher bandwidth
with respect to the cases in which it is disabled. This derives from the fact
that in the former case, when out of order packets are received, we delay the
analysis of the ow up to the point in which the stream is in the right order.
Consequently, we execute the inspectors a lower number of times and over a
longer segment and, since we usually doesn't need to scan the entire segment
but only the rst part, the cost due to the normalization is amortized and
we globally have an higher bandwidth. However, this eect is not present for
the Synthetic dataset since it contains already ordered data.
Furthermore in this comparison we should take into account that, al-
though we disabled not required protocols, since nDPI has been designed
to support more application protocols, its internal data structures (e.g. that
used to store the ows information) are usually bigger than the ones we use in
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our framework. Accordingly, we need to consider that this could be one of the
reasons why nDPI exhibits lower performance, since it gains less advantages
from spatial locality.
 0
 5
 10
 15
 20
 25
 30
 35
Sequential 2 4 6 8
Ba
nd
wi
dt
h 
(M
pp
s)
Number of workers
Comparison of the bandwidth of our framework with the one of nDPI
varying the parallelism degree.
nDPI average bandwidth.
Our framework average bandwidth.
Figure 4.10: Comparison of the bandwidth (in millions of packets per second)
of nDPI with respect to our framework varying the number of workers of the
farm
Moreover nDPI provides only the possibility to process the packets se-
quentially and, if multicore support is required, it should be implemented
from scratch. Accordingly, in gure 4.10 we compare the bandwidth man-
ageable by nDPI with that of our framework, varying the number of workers
of the farm.
Concerning the other tools, according to the authors of [22], l7lter and
libprotoident achieve a bandwidth respectively of 2.421 Gbps and 7.752 Gbps.
Under presumably similar hardware and using dierent kinds of real trac
dataset, as shown in Table 4.2 our framework has demonstrated to be able
to reach from 5.89 Gbps up to 17.35 Gbps.
However, in this comparison we must consider that these tools support
much more protocols with respect to the ones we implemented in our proto-
type.
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Dataset Bandwidth (Gbps)
Darpa 5.89
Local 17.35
Table 4.2: Bandwidth achieved by our framework using dierent real trac
datasets
Anyway, the qualitative results should still be valid and our approach,
coherently with the considerations done in [22], from the point of view of the
achieved bandwidth, should be located between libprotoident and l7lter. In-
deed, since Libprotoident is a Lightweight Packet Inspection (LPI) approach
and looks only at the rst four bytes of the payload, it will probably have
an higher bandwidth. However, from a functional point of view, analyzing
only the rst four bytes could be a limitation since they will not be able to
sub classify the protocols or, in general, to extract the data carried by the
application.
Concerning l7lter, it exhibits a signicant lower bandwidth, mainly due
to the ineciency of regular expression matching with respect to xed string
matching as the one performed in the other cases.
Moreover the main advantage of our approach is that, as shown in sec-
tion 4.4.1, dierently from these tools we are able to exploit the underlying
multicore architecture and thus to achieve an higher bandwidth.
Comparison of the speedup with existing software solutions To
evaluate the validity of a structured parallel programming approach, we will
compare the speedup achieved by our framework with that achieved by other
DPI tools present in literature. However, since the source code of the other
tools is not available, we make our consideration over the results found in
the respective works. In Table 4.3 we show the best results obtained for each
work in terms of speedup.
Tool Number of threads Speedup
[24] 16 10
[25] 14 6.25
[26] 5 1.75
[27] 3 1.98
Table 4.3: Speedup achieved by tools which provide multicore support
As we can see, the other existing tools suer from limited speedup, also
for relatively low parallelism degrees. On the other hand our framework,
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as shown in section 4.4.1, is able to reach, in the best case a speedup of
8.17 using 8 farm workers when only the protocol identication is required.
Moreover for more complex tasks, as the one described in section 3.6, we are
able to reach a speedup of 12 with 14 farm workers.
Furthermore, as also stated from their developers, these problems are
often related to design choices. Consequently, also if the results presented in
the other works are collected using dierent machines from the one we used,
we can still reasonably suppose that from a qualitative point of view, the
results would not change signicantly.
In this section, we have shown that we are able to often manage higher
bandwidths with respect to the other existing DPI tools and, at the same
time, to provide better results in term of speedup thanks to an accurate de-
sign which exploits the concepts of structured parallel programming theory.
Although in some cases it is dicult to make a fair performance comparison
that takes all the algorithmic, hardware and used datasets details into ac-
count, we clearly shown the eciency of our approach with respect to those
used in other works.
4.5.2 Comparison with hardware solutions
Many hardware solutions are proposed in literature. In most cases they
perform pattern matching on the packets both by using Field Programmable
Gate Arrays (FPGAs) [17, 37, 38] or by using Content Addressable Memories
(CAMs) [39, 18, 19, 40].
Pattern matching can aim both to search for application signatures or to
search generic patterns inside the payload, similarly to what the application
we described in section 3.6 does.
Some of these solutions reach, in the best case, a bandwidth of 20Gbps
[40]. Anyway, we need to consider that this is the rate in isolation of the pat-
tern matching process and thus doesn't account the cost of all the processing
related to the parsing of the network and transport headers, hash table lookup
and TCP normalization. However, these are all tasks that should be consid-
ered and implemented in a real environment, since their absence could lead
to the impossibility to nd these patterns.
Considering only the protocol classication, we are able to reach the same
rate of the CAM solution [40] (20Gbps) over theDarpa dataset by using only
four workers. Similar results have also been obtained using the other datasets.
However, we have to consider that the algorithms used in the two cases are
dierent. Our solution indeed has a better knowledge of the protocols and of
the structure of the packet and, consequently, each inspector usually needs
only few byte before deciding if the protocol matches or not. Conversely, the
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CAM solution searches for a signature inside all the packet payload and thus
it usually scans it entirely before moving to the next signature.
For these reasons, a more signicant comparison can be done by evaluate
the two solutions over a pattern matching application as the one we described
in section 3.6 and which have implemented using the framework developed in
this thesis. In both cases, the results are taken by considering the matching
over a database of 117 patterns with an average length of 67 characters each.
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Figure 4.11: Bandwidth of the http payload pattern matching application
Under these conditions, as we can see from gure 4.11, we are able to reach
a rate of 11Gbps by using 14 workers. This is a positive result since we are
able to achieve comparable rates to those achieved by dedicated hardware
solutions and, at the same time, to provide the exibility and ease of use
which characterize software solutions with respect to the ones implemented
through dedicated hardware. Moreover, as we said before, we should consider
that our results also account the additional overhead due to all the other parts
related to the packet processing and not only to pattern matching. From the
point of view of the eectiveness, this allows our work to identify the patterns
independently from the fact that the data are reordered or segmented while,
using only a CAM or FPGA solution, this would not be possible since it
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doesn't have any knowledge about the structure of the packets and simply
search\blindly"in the trac which travels over the network. Furthermore our
solution allows not only to develop pattern matching applications but also
any other type of trac management applications which require to access
and process specic parts of the packet payload.
Lastly it's important to notice that, in principle, nothing prevents our
framework to take advantage of this kind of solutions for some specic parts of
the protocol identication process by ooading them to FPGA or hardware
coprocessors. As an example, considering the demo application described in
section 3.6, the application programmer could decide, if needed, to ooad
the pattern search inside the http payload to an hardware coprocessors and
thus to take advantage from dedicated hardware performances.
Chapter 5
Conclusions
The original goal of this thesis was to explore the possibility to apply struc-
tured parallel programming theory to support the implementation of a DPI
framework capable to manage current network rates by exploiting commodity
multicore architectures. To achieve our target, we implemented these con-
cepts using FastFlow, a parallel programming library which provides very
low latency communication mechanisms to support high bandwidth stream-
ing applications.
Our work allows to identify the application protocol carried by the packet
by inspecting its contents up to the application layer and by checking the
bytes situated in some specic locations or, in more complex cases, by im-
plementing a full protocol parser. Since such kind of accurate identication
requires to maintain some state about each application ow, we designed and
implemented ecient data structures to store such data that could be eas-
ily partitioned among dierent threads when multicore support is required.
Promising results have been obtained for both the sequential and the parallel
version of the framework.
Concerning the sequential framework, we validated the approach by com-
paring the results we obtained with those achieved by well known DPI li-
braries: we are able to achieve comparable, and also better results in term
of number of packets processed per second.
To support an high degree of exibility so that the framework can be used
for dierent monitoring applications, we allow the application programmer
to specify which part of the protocol metadata or of the data carried by the
protocol are actually needed and how to process them. To correctly perform
this kind of tasks, it may often be required that the data are processed in the
same way they are sent by the application. Consequently, we implemented IP
and TCP normalization to rearrange and manage fragmented or out of order
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data. Since this is a risky task which could be aected by security threats,
this phase required careful design and implementation choices. We validated
the exibility and eciency of our framework by using it to implement an
application which searches some specied patterns inside all the http trac
travelling over the network, performing thus a task similar to that performed
by common Intrusion Detection/Prevention Systems (IDS/IPS).
In order to reach the target of this thesis and to eciently exploit the
underlying multicore architecture, the framework has been designed as a
farm and, to avoid any kind of unnecessary synchronization mechanisms, the
ow data have been partitioned among its workers. Since in some cases the
emitter may be a bottleneck, we provided the possibility to parallelize it by
means of another farm, obtaining thus a solution composed by two pipelined
farms. To avoid the reordering of the packets, we proposed and validated an
order preserving strategy for the l3 farm, allowing to prevent unnecessary
costs due to TCP reordering and leading thus to better results.
We then validated our approach by showing that we are able to achieve
a good speedup also when only protocol identication is required. However,
since under certain trac conditions it could be a very low latency task, we
reach the saturation around 8-10 workers.
Moreover we studied the capabilities of our approach in the cases in which,
after the protocol has been identied, further payload processing is required.
Consequently, we searched the lower bound to the latency of the processing
function which allows the framework to achieve a good speedup, founding
that it can be achieved also by using functions characterized by a latency
two or three order of magnitude lower than that required by real processing
applications. Our results have been further validated by comparing the pat-
tern matching application we developed using our framework, with a similar
one implemented over dedicated hardware. The comparison showed that we
are able to reach around 11 Gbps versus the 20 Gbps reached by the hard-
ware solution. However, the dedicated hardware solution only oers pattern
matching capabilities without any knowledge about the structure of the pack-
ets, thus providing a lower accuracy to the one we provided implementing
also ow management and TCP normalization. Furthermore, our solution
is characterized by the exibility and ease of use which represent one of the
biggest advantages of software solutions with respect to dedicated hardware
ones. Anyway, nothing prevents our framework to use these hardware solu-
tions to perform some specic tasks.
Our work could still be improved by addressing some problems such as:
76 CHAPTER 5. CONCLUSIONS
Flow unbalancing Even if the hash functions we proposed present a good
distribution of the ow key, the ows themselves could still be unbal-
anced. Accordingly, also if the number of ows managed by the dierent
workers is equally distributed, we could still have an unbalance from
the point of view of the managed packets. To solve this problem, the
hash table we proposed in our implementation could be modied to
dynamically resize is partitions accordingly to the current load of each
worker of the farm.
Resizing of hash table Despite the hash functions we proposed are char-
acterized by a good uniformity of their distributions, we could still have
cases in which one collision list is particularly unbalanced with respect
to the others. Accordingly, we could need some mechanism to dynam-
ically resize the hash table and to redistribute the ows contained in
it.
Adaptivity As we described in section 1.2.3 it is very dicult to foresee the
average values of the interarrival time or the latencies of the stages of
the processing, since they could be inuenced by many dierent factors.
Accordingly, when an high eciency is required and under-provisioning
and over-provisioning need to be avoided, our implementation could be
modied in such a way that it can dynamically increase or decrease
the number of activated threads and, possibly, also to change the par-
allelism form. This is one of the reasons why, instead of providing one
distinct hash table for each worker of the farm, we decided to use a
single hash table partitioned among them by means of bounds.
Support for more protocols The provided protocol inspectors may be
improved and extended with data and metadata extraction capabili-
ties. In this work, we provided the possibility to extract and process
data and metadata only for http protocol. However, the framework
has been designed and implemented to support it possibly for all the
implemented protocols. Furthermore, inspectors for other protocols
could be added, either by using payload inspection techniques or by
using statistical approaches.
These problems have not been addressed in this work due to time and
size constraints of the thesis. The starting goal of the thesis has been fully
achieved, proving the validity of a structured parallel programming approach
to solve this kind of applications using commodity hardware.
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