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ABSTRACT
We explore the role of cooperativity and large deviations on a set of fundamental
non-equilibrium many-body systems.
In the cooperative asymmetric exclusion process, particles hop to the right at a
constant rate only when the right neighboring site is vacant and hop at a faster rate
when the left neighbor is occupied. In this model, a host of new heterogeneous density
profile evolutions arise, including inverted shock waves and continuous compression
waves. Cooperativity also drives the growth of complex networks via preferential
attachment, where well-connected nodes are more likely to attract future connections.
We introduce the mechanism of hindered redirection and show that it leads to network
evolution by sublinear preferential attachment. We further show that no local growth
rule can recreate superlinear preferential attachment. We also introduce enhanced
redirection and show that the rule leads to networks with three unusual properties:
(i) many macrohubs nodes whose degree is a finite fraction of the number of nodes
in the network, (ii) a non-extensive degree distribution, and (iii) large fluctuations
between different realizations of the growth process.
We next examine large deviations in the diffusive capture model, where N diffusing
predators initially all located at L ‘chase’ a diffusing prey initially at x < L. The prey
survives if it reaches a haven at the origin without meeting any predator. We reduce
the stochastic movement of the many predators to a deterministic trajectory of a
v
single effective predator. Using optimized Monte Carlo techniques, we simulate up to
10500 predators to confirm our analytical prediction that the prey survival probability
SN(z) ∼ N−z2 , where z = x/L. Last, we quantify survival of the scarcer in two-species
competition. In this model, individuals of two distinct species reproduce and engage
in both intra-species and inter-species competition. Here a well-mixed population
typically reaches a quasi steady state. We show that in this quasi-steady state the
situation may arise where species A is less abundant than B but rare fluctuations
make it more likely that species B first becomes extinct.
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Preface
From the behavior of gases to conductivity in a solid, statistical mechanics can be
applied to any system with a large number of particles or actors. In such systems,
we often cannot know and do not care about the state of any particular particle, but
instead we focus on a probabilistic description of the system as a whole. For exam-
ple, when describing gases, we care about thermodynamics quantities like pressure,
temperature, and energy, rather than the trajectories of every molecule.
In statistical mechanics, we develop simple microscopic models to approximate
the otherwise complicated behavior of the particles in a system. To continue the gas
example, the “billiard ball” model describes gas molecules as non-interacting hard
spheres that are only fly straight and bounce of the walls of their container. Although
simplistic, this model allows us to derive the important Ideal Gas Law. In all cases,
the best model is one which is complex enough to capture the essential behavior of a
system, but simple enough to understand well.
In this dissertation, we extend our statistical mechanics approach to tradition-
ally non-physics subjects such as traffic and network theory. Compared to more
established branches of physics, these topics are ripe for exploration from a statistical
mechanics perspective. We do not attempt to exhaustively analyze any one particular
field; instead, we use each chapter to explore a different subject.
Broadly, the topics covered follow two main themes: processes driven by cooper-
ative interactions and processes driven by large deviations from typical system be-
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havior. Particle cooperation corresponds to systems in which particles perform some
action more efficiently when together, than they would alone. For example, in Chap-
ter 1, we study the a one-dimensional transport process, and we ask the question of
how transport patterns differ if particles can cooperate to move along faster?
We begin with the standard Asymmetric Exclusion Process (ASEP) in which
particles on a line hop forward at a fixed rate only if the next site is occupied. ASEP is
a well-studied model used to describe systems ranging from vehicular traffic to RNA-
transcription. To study cooperative effects, we introduces a modified ASEP model
called Cooperative Exclusion (CE) in which a particle hops faster when ‘pushed’ by a
particle from behind. These cooperative ‘pushing’ interactions lead to a qualitatively
new functional form of the particle current versus density curve. In turn, this new
current gives rise to a host of new heterogeneous density profile evolutions. In the
standard ASEP, a sharp drop in density spreads out over time in a rarefaction wave,
while a similar density downstep in CE may propagate as a shock wave or mixed
continuous/discontinuous density profile. Similarly, a sudden upstep in density always
evolves as a shock wave in ASEP, while, in CE, the upstep can continuously spread
out or be mixed continuous/discontinuous.
Cooperativity also drives the growth of complex networks, as described in Chap-
ter 2. In the preferential attachment process, nodes that enter a network are more
likely to attach to well-connected existing nodes than poorly connected nodes. There-
fore, linked nodes cooperate to mutually increase their chances of future connections.
Preferential attachment is a well-studied example of a global mechanism, meaning
that each node must ‘know’ the entire degree distribution to decide where to attach.
However, it is unrealistic that each node has such complete global knowledge. By
contrast, we present a local mechanism, in which new nodes only need to know of a
small randomly selected neighborhood.
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We introduce the local rule of hindered redirection and show that it produces
network evolution by sublinear preferential attachment. Furthermore, we find that no
local growth rule can produce superlinear preferential attachment. We also introduce
the local rule of enhanced redirection and show that it leads to networks that contain
many macrohubs — nodes whose degree is a finite fraction of the number of nodes
in the network. Furthermore, we show that enhanced redirection networks have a
non-extensive degree distribution, and they have large fluctuations between different
realizations of the growth process.
The study of such large fluctuations is the second main theme running through this
dissertation. In several fundamental systems, we see how large deviations from typical
system behavior can drive dynamics. For example, in Chapter 3, we examine the role
of fluctuations on the diffusive-capture model, where N diffusing predators initially all
located at L ‘chase’ a diffusing prey, initially at x<L. The prey survives if it reaches
a haven at the origin without meeting a predator. Because both predator and prey
diffuse independently, their mean positions over many realizations remain stationary.
Of course, in every particular realization their positions fluctuate so the prey is either
captured or saved. We are able to reduce the stochastic movement of many predators
to the deterministic trajectory a a single effective predator. Then, with optimized
Monte Carlo techniques, we simulate the prey movement in the presence of up 10500
predators and confirm our analytical prediction that the prey survival probability is
given as SN(z) ∼ N−z2 , where z=x/L. From the survival probability, we learn that
multiple predators cooperate to capture the prey more efficiently, but the increase in
efficiency decreases with each new predator.
In Chapter 4, large fluctuations are further explored in the context population
extinction dynamics. We see in a number of example systems that even when the mean
population size is predicted as stable or growing, there are fluctuations over time about
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the mean. Eventually, a large fluctuation will lead to the extinction of a species, and
since a species can never recover from extinction, these rare fluctuations are essential
to our understanding the population dynamics. In particular, we analyze two-species
competition where individuals of two distinct species reproduce and engage in both
intra-species and inter-species competition. Here a well mixed population reaches a
quasi-steady coexistence state in which large fluctuations eventual cause extinction.
We show that the counter-intuitive situation of ‘survival of the scarcer’ my arise where
species A is less abundant than species B, but species B is the first to become extinct.
From this example, we see that predictions based only on mean quasi-steady state
behavior may be completely wrong. We must properly include the dynamics of large
fluctuations to understand extinction.
Finally, in Chapter 5 we study NBA play-by-play data to analyze basketball scor-
ing patterns. We find that the point difference between opposing teams is a fluctuating
quantity that starts at zero and evolves according to a continuous-time random walk.
This random walk is slightly biased toward the better team and includes two addi-
tional features. First, the game evolution has a weak linear restoring force, in which
the scoring rate of a team decreases as its lead size increases. Second, the random
walk is anti-persistent, where a score by one team is more likely followed by a score
from the opposing team. In this random walk framework, we show that point streaks
are fully explained as statistical fluctuations rather than a team developing a ‘hot
hand’.
Each chapter is written as a self-contained unit and may be read independently.
x
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1Chapter 1
Cooperative Exclusion
1The asymmetric exclusion process (ASEP) is a paradigmatic model of transport in
one dimension. (Schmittmann and Zia, 1995; Derrida, 1998; Schu¨tz, 2000; Blythe
and Evans, 2007; Krapivsky et al., 2010) It has been used to describe a wide array of
physical systems including vehicular traffic (Klauck and Schadschneider, 1999; Popkov
and Schu¨tz, 1999; Antal and Schu¨tz, 2000), ionic conduction (Schadschneider et al.,
2010), and RNA transcription (Richards, 1977; MacDonald et al., 1968). In ASEP,
particles occupy lattice sites on a line such that no two particles occupy the same
site. Each particle hops forward at a fixed rate if the next site is vacant, and remains
stationary if the next site is occupied. Although simple, ASEP captures the two most
basic elements of transport processes: particles are driven forward and particles get
in each others way.
A primary result of ASEP is that every allowable configuration is equally likely in
the steady state. This implies that any site is occupied with probability ρ, where ρ is
the particle density. Therefore, the steady state current J through adjacent sites is
given by the probability that the first site is occupied and the second site is vacant,
J = ρ(1−ρ). Notice that both mean particle speed, c = J
ρ
, and group velocity, u = δJ
δρ
,
always decrease as ρ increases. In the non-steady state, density heterogeneities evolve
1This chapter is based in large part on our work published in (Gabel et al., 2010; Gabel and
Redner, 2011).
2either into shock waves, where an abrupt density increase forms, or rarefaction waves,
where a density decrease spreads out.
In this chapter, we add in the effects of cooperation between particles. Particles
are defined as cooperating when their interactions cause one or more particles to move
forward at a faster rate. Cooperation is important in a number of physical systems.
For example, an increased number of buses on a bus route causes every bus to move
faster, as each has to stop for fewer passengers (O’Loan et al., 1998). Similarly, ants
walking in a line emit pheromones to help guide the following ants (Burd et al., 2002).
Inside our cells, molecular motors may work together to pull large loads (Chowdhury,
2006).
For concreteness, we introduce a modified ASEP model called Cooperative Exclu-
sion (CE). In CE, a particle moves forward into a vacant site at a faster rate when
‘pushed’ by the presence of a particle behind it 1.1 (Gabel and Redner, 2011). In
Section 1.3, we derive the current as a function of density, and show that for the
appropriate parameter range, particle speed increases as density increases, in sharp
contrast to ASEP where particle speed always decreases with density. We go on,
in Section 1.4, to show that density inhomogeneities give rise to a complex array of
possible density profiles. In standard ASEP, a density downstep will spread out over
time in a rarefaction wave while a density upstep will evolve into a discontinuous
propagating shock wave. However, in CE, both density upsteps and downsteps may
continuously spread out, evolve as a shock wave, or become a mixture of continu-
ous and discontinuous. Which qualitatively different profile evolves depends on the
particle density on either side of the step.
Although, we use CE as our concrete example, the variety of different density pro-
file evolutions will occur in any transport process with sufficiently strong cooperation.
As we show, the minimum requirement is that J(ρ) has an inflection point.
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Figure 1.1: Schematic of Cooperative Exclusion. A pushed particle (red) — one
whose left neighbor is occupied— can hop to a vacant right neighbor site with rate
1. Isolated particles (blue) hop to a vacant right neighbor with rate λ ≤ 1. In the
standard ASEP, λ = 1 and all active particles hop at the same rate. In FASEP, λ = 0
and only pushed particles (red) may hop. Islands are defined as consecutive occupied
sites with a vacancy on either side. Above shows three islands of size 2, 3, and 1,
from left to right.
1.1 The Model
In CE, each particle hops forward to a vacant site at a rate r that depends on the
occupancy of the previous site (Fig. 1.1):
r =


λ previous site vacant
1 previous site occupied,
where 0 ≤ λ ≤ 1. For λ = 1, the standard ASEP is recovered as the particle
hopping rate does not depend on the previous site occupancy and no cooperative
interactions occur between particles. The opposite extreme of λ = 0 corresponds
to the facillitated asymmetric exclusion process (FASEP) where a particle can only
move when pushed from behind (Gabel et al., 2010). Similar models of ASEP with
cooperative interactions have studied by (Basu and Mohanty, 2009; Antal and Schu¨tz,
2000; Freire et al., 2002; Bahadoran et al., 2002)
41.2 Steady State Probabilities
To begin, we consider CE on a ring of length L lattice sites. Let N be the total
number of particles and ρ = N
L
be the particle density. Every configuration C, is
defined by the occupation numbers {n1, n2, . . . , nL} where nk = 1 if the kth site is
occupied and nk = 0 if the k
th site is vacant. By particle conservation, the occupation
numbers must satisfy
∑
k nk = N . The probability P (C) of a configuration C evolves
according to the rate equation
dP (C)
dt
=
∑
C′
P (C ′)R(C ′ → C)− P (C)
∑
C′
R(C → C ′), (1.1)
where R(C → C ′) is the rate at which the configuration goes from C to C ′, and the
sums are taken over all allowable configurations C ′. The first summation is the rate
at which the system enters configuration C and the second summation is the rate at
which the system exits.
In the steady state, the probability distribution is constant. We can therefore
insert dP (C)
dt
= 0 into Eq. (1.1) and rearrange to find the stationarity condition as
∑
C′
P (C ′)R(C ′ → C) = P (C)
∑
C′
R(C → C ′). (1.2)
The rate R(C → C ′) is 1 if the transition corresponds to a pushed particle hop, λ if
the transition corresponds to an isolated particle hop, and 0 if the transition is not
allowed or corresponds to multiple hops. Note that CE does not obey the detailed
balance condition P (C)R(C → C ′) = P (C ′)R(C ′ → C) because particles only hope
in one direction. So if the transition C → C ′ is allowed, then the reverse process of
C ′ → C is not allowed.
To solve the stationary condition (1.2), we introduce the concept of islands. An
5island is a series of occupied sites with a vacancy on both sides (Fig. 1.1). We posit
that P (C) is only a function of the number of islands in C. We define pi as the
probability for a configuration with i islands. The system must have a minimum
of at least one island composed of N particles. The maximum number of islands,
M , depends on the relative number of particles N and vacancies V = L − N . For
N < V the maximum island configurations occur when each particle is isolated,
forming M = N islands of size 1. For N > V , the maximum island configurations
occur when no two vacancies are adjacent, and each of the vacancies form the edge
of an island such that M = V . Combining the N < V and N > V calculations, we
may write the maximum number of islands compactly as
M = min [N, V ] . (1.3)
1.2.1 Asymmetric Exclusion Process
We first examine stationary probabilities for the standard ASEP limit of λ = 1. In
this case, we find that pi is equal for all allowable configurations and island number.
To see why, we count the number of terms in each sum of Eq. (1.2). The right hand
side has a term for each way in which the system may exit configuration C. Each
island contains exactly 1 leading particle which may hop forward at rate 1. Thus,
there are i terms in the sum and the right hand side simplifies to iP (C). Similarly,
the system may only enter configuration C through a particle hopping to the back
position of an island. Thus there are i terms on the left hand side of Eq (1.2).
Because both sums have i terms and all rates are one, the trivial solution is that each
configuration is equiprobable. The total number of allowable configurations is given
by
(
L
N
)
, the number of ways to place N identical particles on L lattice sites. The
6steady state probabilities in ASEP are given by
P (C) =
[(
L
N
)]−1
, for λ = 1. (1.4)
1.2.2 Facilitated Asymmetric Exclusion
Next, we analyze the steady state for FASEP, which corresponds to λ = 0. In FASEP,
isolated particles cannot hop forward. The only allowed hops, therefore, transform
triplets from • • ◦ into • ◦ •. If the next site after the triplet is unoccupied, then the
hop produces a new island of size 1: ••◦◦ → •◦•◦. However, if next site is occupied,
then the hop preserves the number of islands: • • ◦• → • ◦ ••. Because every hop
either preserves or increases the number of islands, the system eventually enters and
remains in configurations with the maximum number of islands.
If N ≤ V , then the system will evolve into a configuration of all isolated particles.
In the limiting case of N = V , the final state becomes alternating occupied and
unoccupied sites. Once all particles are isolated, no more hops are allowed. For
N > V , the system continues to evolve forever. All maximum island configurations,
have at least one island of size 2 or greater whose leading particle may hop forward.
Furthermore, we find that every allowable (maximum island) configuration is equally
probable in the steady state.
To show that the probabilities of allowable configurations are equal, we turn once
more to the stationarity condition in Eq. (1.2). Every particle at the front of an island
of size 2 or greater may hop forward. In contrast, particles at the front of islands of
size 1 (isolated particles) cannot hop. Therefore, if a configuration C has I2 islands
of size 2 or greater, then there are I2 ways to exit C and thus I2 terms in the sum
on the right hand side of Eq. (1.2). Similarly, there are I2 ways in which the system
may enter configuration C because the particle at the back of each island of size 2
7or greater may have just hopped from the previous vacant site. Analogous hops for
islands of size 1 correspond to the creation of new islands and are not possible if the
island number is already maximized. In total, there are I2 terms in left hand side
sum of Eq. (1.2). After inspection of Eq. (1.2), we seet that if all probabilities are
equal then P (C) = P (C ′), both sides of the equation simplify to I2P (C), and the
stationarity condition is met.
Since all allowed configurations are equally likely, we calculate the steady state
probabilities for N > V by counting the total number of configurations, C. First,
note that to maximize the number of islands, each vacancy is placed at the front and
back edge of an island and therefore, no two vacancies sit on adjacent sites. To find
C, consider an arbitrary site k. If k is occupied, then there are N places between all
the following particles in which the vacancies may be placed (Fig. 1.2). The number
of ways to place V vacancies amongst N spots without repeating (and thus creating 2
adjacent vacancies) is given by
(
N
V
)
. Similarly, if site k is unoccupied, there are N −1
spots between particles to place the remaining V − 1 vacancies for a total of (N−1
V−1
)
possibilities (Fig. 1.2). The total number of configurations is thus C = (N
V
)
+
(
N−1
V−1
)
.
The steady state probabilities for N > V are therefore,
pi =


[(
N
V
)
+
(
N−1
V−1
)]−1
, for i =M
0, for i < M.
(1.5)
1.2.3 General λ
Finally, we consider the general case of 0 < λ < 1. Here, hops that generate new
islands occur at rate 1 and correspond to the quadruplet evolution • • ◦◦ → • ◦ •◦.
Hops which decrease the number of islands occur at the slower rate λ and correspond
8k
(a)
k
(b)
Figure 1.2: Number of places, indicated by arrows, that V vacancies can be placed
among N particles when the first site k is (a) occupied or (b) vacant.
to ◦ • ◦• → ◦ ◦ ••. Since island creation moves occur at a faster rate, we expect
configurations to increase in likelihood as the number of islands increases. We propose
that the steady state probabilities have the form
pi =
λM−i
Z(λ)
, (1.6)
where Z(λ) is a normalization constant. For λ = 1, we recover the ASEP result that
all configurations are equally probable. Likewise, as λ → 0, we recover the FASEP
result that only configurations of i =M have a finite probability.
We now show that Eq. (1.6) solves the stationarity condition in Eq. (1.2). The
right hand side of the Eq. (1.2) includes terms that correspond to the hop of the front
particle of an island. Such hops occur at rate λ if the island is size 1 and at rate 1 if
the island is size 2 or more. If configuration C has i islands, then the right hand side
of the equation becomes
P (C)
∑
C′
R(C → C ′) = (λI1 + I2)pi, (1.7)
where I1 is the number of islands of size 1 and I2 is the number of islands of size 2
or more.
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Figure 1.3: Four possible quadruplet evolutions. The bottom is the quadruplet in
configuration C (after the hop), and the top is the C ′ configuration (before the hop).
Brackets indicate the location of an island in C. Moves (a) and (b) result in an island
of size 1 in configuration C, while (c) and (d) result in an island of size 2 or more.
Moves (a) and (c) preserve island number; move (b) increases island number; and
move (d) decreases island number.
Each term on the left hand side of side of Eq. (1.2) corresponds to a particle hop
to the back of an island. Four possible quadruplet evolutions are possible, as shown in
Fig. 1.3. Quadruplets resulting in isolated particles either preserve (◦•◦◦ → ◦◦•◦) or
increase (• • ◦◦ → • ◦ •◦) the number of islands. Quadruplets that occur at the back
of islands of size 2 or more either preserve (••◦• → •◦••) or decrease (◦•◦• → ◦◦••)
the number of islands. We may break the sum on the left hand side of Eq. (1.2) into
four sums, each corresponding to the evolution of a different type of quadruplet. The
resulting sums then simplify to give
∑
C′
P (C ′)R(C ′ → C) = λαpi + βpi−1 + γpi + λδpi+1, (1.8)
where α, β, γ, and δ are number of quadruplets in C of type (◦◦•◦), (•◦•◦), (•◦••),
and (• ◦ ••), respectively. These numbers sum so that α + β = I1 and γ + δ = I2.
Eq. (1.6) implies the relationship λpi+1 = pi. We substitute this simplification into
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Eq. (1.8) to find
∑
C′
P (C ′)R(C ′ → C) =λαpi + βpi−1 + γpi + λδpi+1
=λαpi + β(λpi) + γpi + λδ
(pi
λ
)
=λ(α + β)pi + (γ + δ)pi
=λI1pi + I1pi.
(1.9)
We compare to Eq. (1.7) to find that the probability distribution in Eq. (1.6) solves
the stationarity condition.
Next, we calculate the normalization constant Z(λ) using the requirement
∑
i Cipi =
1. We find Ci as follows: If a randomly selected site k is vacant, then there are
(
V
i
)
ways to place i islands among the vacancies. Since each island contains at least 1
particle, the N − i extra particles are distributed among the i islands in (N−1
i−1
)
pos-
sible ways. 2 Similarly, if site k is occupied then it is part of an island and there
are
(
V−1
i−1
)
ways to place the remaining i− 1 islands among the vacancies. Also, there
are
(
N
i
)
ways to distribute the N − i extra particles among i + 1 locations. The
number of locations is i + 1 and not i because particles may be added to the island
of site k by placing the particles both in front or behind site k. The total number of
configurations with i islands is therefore
Ci =
(
V
i
)(
N − 1
i− 1
)
+
(
V − 1
i− 1
)(
N
i
)
. (1.10)
2Here, we use the fact that there are
(
u+b−1
u−1
)
ways to distribute b indistinguishable balls among
u distinguishable urns, where repetition is allowed. In this case, we have b = N − i indistinguishable
particles to distribute among u = i distinguishable islands.
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The normalization requirement gives Z(λ) as
Z(λ) =
M∑
i=1
λM−iCi = λM−1L
[
2F1(1−N, 1− V ; 2;λ−1)
]
, (1.11)
where 2F1(a, b; c; x) is Gauss’s hypergeometric function.
3
1.2.4 Island Sizes
In this section, we derive Dn, the density of islands of size n. This density is equivalent
to the probability that a randomly selected site is at the vacancy immediately to the
left of an island of size n. We therefore wish to calculate the probability that arbitrary
sites k and k+n+1 are vacancies, while the sites k+1 through k+n are occupied to
form an island of size n. If the configuration has i islands, then there are
(
V−1
i−1
)
ways
to place the remaining i− 1 islands among the vacancies. There are (N−n−1
i−2
)
ways to
distribute the extra N − n− i+ 1 particles among the i− 1 islands. The density Dn
is the probability summed over all possible number of islands, given by
Dn =
M∑
i=2
pi
(
V − 1
i− 1
)(
N − n− 1
i− 2
)
=
(
V − 1
λL
)
2F1(2− V, 1 + n−N ; 2;λ−1)
2F1(2− V, 1−N ; 2;λ−1) ,
(1.13)
where we find the second equality after we substitute Eq. (1.6) and Eq. (1.11) for pi
and simplify.
Eq. (1.13) provides an exact, but unenlightening expression for Dn. To understand
3Gauss’s hypergeometric function (often just referred to as the hypergemoetric function) is defined
as
2F1(a, b; c;x) =
∞∑
n=0
(a)n(b)n
(cn)n!
xn, (1.12)
where (s)n = s(s+ 1)(s+ 2) . . . (s+ n).
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the expression better, let us look at the extreme limits of λ = 1 and λ = 0, which
corresponds to ASEP and FASEP. Furthermore, we just consider the large system
limit where L,N →∞ while the particle density ρ = N
L
remains constant. The island
density then becomes
Dn →


(1− ρ)2ρn, for λ = 1,
(1−ρ)2
2ρ−1
(
2ρ−1
ρ
)n
, for λ = 0.
(1.14)
The λ = 0 result is also derived by independent methods in (Basu and Mohanty, 2009;
Shaw et al., 2003). For both λ values, island size density is distributed exponentially
so that small islands are more dense than large islands. However, the decay rate is
faster for FASEP since 2ρ−1
ρ
< ρ. The difference in decay rates means that large
islands are much less dense in FASEP compared with ASEP.
1.3 Current vs. Density
In CE, the system never reaches a final state; instead, particles keep flowing forever. In
this section, we calculate the mean steady state current, J , around a ring. The current
is defined as the number of particles per unit time that pass through a randomly
chosen link between sites. If rk(C) is the rate at which a particle will hop from site
k to k + 1 in configuration C, then the mean current is the rate averaged over all
configurations,
J =
∑
C
rk(C)P (C). (1.15)
Since they system is translationally invariant, the J does not depend on the choice
of site k.
Importantly, the current is a function of particle density. At low density, there
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Figure 1.4: Steady state current as a function of density in CE. Data points are based
on Monte Carlo simulations of 102 realizations with L = 103 up to t = 104. The solid
curves correspond to Eq. 1.18b. Arrows indicate the location of the inflection points.
are so few particles that the current must be low. Alternately, at high density, most
particle motion is blocked by other particles, so the current is also low. Current will
be maximum at a density between the two extremes (Fig. 1.4). Finally, cooperative
interactions cause an upward curvature in the J(ρ) vs. ρ curve. At low density, we
find that the group velocity, u(ρ) = ∂J
∂ρ
, increases with density because additional
particles produce more cooperative effects than interference effects. As we show in
Sec. 1.4, the upward curvature of J(ρ) produces interesting evolution of non-steady
state density profiles.
To begin, we calculate the steady state current for the standard ASEP, where
λ = 1. Because all hopping rates are equal, the mean current through link k—k + 1
is the probability that site k is occupied and site k + 1 is vacant. This probability
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is equivalent to the correlation function 〈nk(1 − nk+1)〉 where nk is the occupation
number of site k. Since every configuration is equally likely, site occupation is uncor-
related and we can immediately write J(ρ) = 〈nk〉〈1−nk+1〉 = ρ(1−ρ). To prove this
relation formally, we use a combinatorics approach: If site k is occupied and site k+1
is vacant, then there are
(
L−2
N−1
)
configurations in which the remaining N − 1 particles
may be placed in the remaining L− 2 sites. Using the configuration probability from
Eq. (1.4), we calculate the current as the total probability of all
(
L−2
N−1
)
configurations,
given by
J(ρ) =
(
L−2
N−1
)
(
L
N
) = ρ(1− ρ)
1− 1
L
→ ρ(1− ρ), (1.16)
where the limit corresponds to the large system limit of L→∞.
In FASEP, where λ = 0, only pushed particles may move, and so the current is
given by J = 〈nk−1nk(1−nk+1)〉, the probability that two adjacent sites are occupied
and the next is vacant. Unlike ASEP, site occupation is correlated so the naive guess
J(ρ) = ρ2(1−ρ) fails. To calculate the current, first recall that only maximum island
configurations are allowed in the steady state. So, for ρ < 1
2
, every particle eventually
becomes isolated and the system reaches a final state with no current. However, for
ρ > 1
2
, island number is maximized and no vacancies are adjacent. Then, if sites
k − 1 and k are occupied while k + 1 is vacant, there are (N−2
V−1
)
ways in which the
remaining V − 1 particles may be placed among the N − 1 possible locations. Using
the configuration probability from Eq. (1.5), the current is given by
J(ρ) =
(
N−2
V−1
)
(
N
V
)
+
(
N−1
V−1
) = (1− ρ)(2ρ− 1)
ρ− 1
L
→ (1− ρ)(2ρ− 1)
ρ
, for ρ >
1
2
. (1.17)
Last, we calculate the current for general CE, in which 0 < λ < 1. Both isolated
and pushed particles hop at different rates so the current is defined as J = 〈nk−1nk(1−
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nk+1)〉 + λ〈(1 − nk−1)nk(1 − nk+1)〉, where the first term corresponds to the pushed
particle triplet • • ◦ and the second terms corresponds to the isolated particle triplet
◦•◦. For a configuration of i islands, and given the triplet ••◦, there are (V−1
i−1
)
places
between vacancies to place i− 1 additional islands. Sites k − 1 and k are part of an
island of at least 2 particles while all other islands have at least 1 particle. This leaves
N − i−1 particle to distribute among i islands, which can be done in (N−2
i−1
)
ways. So
the total number of configurations with triplet • • ◦ is (V−1
i−1
)(
N−2
i−1
)
. Similarly, given
the triplet ◦•◦, there are (V−1
i−1
)
places for the additional i−1 islands, and (N−2
i−2
)
ways
to place N − i additional particles among the i− 1 additional islands. Thus there are(
V−1
i−1
)(
N−2
i−2
)
configurations consistent with the triplet ◦ • ◦. To find the current we
sum over all possible island numbers and use the probability from Eq. (1.6) and (1.11)
to find
J =
M∑
i=1
pi
[(
V − 1
i− 1
)(
N − 2
i− 1
)
+ λ
(
V − 1
i− 1
)(
N − 2
i− 2
)]
,
=
2F1(2−N, 1− V ; 1;λ−1) + (V − 1)2F1(2−N, 2− V ; 2;λ−1)
λ2F1(1−N, 1− V ; 2;λ−1) . (1.18a)
We may simplify the numerator a little using the identity, c2F1(a, b; c; x)− b2F1(a, b+
1; c+1; x) = (c− b)2F1(a, b; c+1, x), where a = 2−N , b = 1−V , c = 1, and x = λ−1.
This simplification gives,
J =
V
L
2F1(2−N, 1− V ; 2;λ−1)
2F1(1−N, 1− V ; 2;λ−1) . (1.18b)
An alternate expression for current, that does not involve hypergeometric func-
tions, is available in the work by Antal and Shu¨tz (Antal and Schu¨tz, 2000). They
describe an exclusion model in which particles cooperate, not by pushing, as in CE,
but when one particle is pulled ahead by the next-nearest neighbor. If we switch the
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role of vacancies and particles, then their model becomes CE. They find the same
steady state probability distribution as Eq. (1.6), and derive the current to be
J(ρ) = (1− ρ)
[
1 +
√
1− 4(1− λ)ρ(1− ρ)− 1
2(1− λ)ρ
]
, (1.19)
in the limit L → ∞. Although derived through different methods, both Eq. (1.18b)
and Eq. (1.19) give precise agreement numerically. Because Eq. (1.19) is a simpler
expression, we use it for the remainder of the chapter. Furthermore, Monte-Carlo
simulations of CE produce current in very good agreement with Eq. (1.19) (Fig. 1.4).
From Eq. (1.19), we find that J(ρ) has an inflection point at a density ρI , for
λ < 1
2
(Fig. 1.4). So for ρ < ρI , J(ρ) has upward curvature and the system is in
a cooperative regime. By contrast, when ρ > ρI , interference interactions dominate
and J(ρ) has downward curvature. As we see in the next section, the presence of an
inflection point in J(ρ) gives rise to complex non-steady state behavior.
1.4 Evolving Density Profiles
We now turn our attention to non-steady state dynamics to study the evolution of a
heterogeneous density profile. In this section, we restrict our model to the parameter
range λ < 1
2
, to ensure the presence of an inflection point in J(ρ). For simplicity,
we consider the initial condition of a density step on an infinite line. We define the
function ρ(x, t) as the density at position x and time t. Particles move in the positive
x direction. The initial density profile is
ρ(x, t = 0) =


ρ− for x ≤ 0
ρ+ for x > 0.
(1.20)
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Figure 1.5: The density step initial condition in Eq. (1.20). Curves labelled t0 mark
the initial condition while curves t1 and t2 show the density profile for standard ASEP
at later times. In ASEP, a downstep spreads out in a rarefaction wave (a), while a
upstep propagates as a shock wave (b).
The initial condition is called an upstep if ρ− < ρ+, and a downstep if ρ− > ρ+
(Fig. 1.5) In standard ASEP, a density downstep always spreads out in an rarefaction
wave. By contrast, an upstep remains a sharp, propagating discontinuity. As we
will show, the group velocities to the right and left of the step determine whether a
continuous, discontinuous, or composite density profile emerges (Fig. 1.6).
It is worth noting that similar results for density profiles were obtained for an
asymmetric exclusion process with another form of cooperative interaction (Bahado-
ran et al., 2002; Freire et al., 2002). In that work, the same qualitative phase diagram
as Fig. 1.6 was obtained, despite the rather different natures of the microscopic inter-
actions in their model. This similarity in long-time behavior arises because our main
results apply for any asymetric exclusion process with sufficiently strong cooperative
interactions, as indicated by an inflection point in J(ρ).
To find the density profile evolution, we require that the particles satisfy the
continuity equation
∂ρ
∂t
+
∂J
∂x
= 0. (1.21)
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Figure 1.6: Phase diagram of CE for an initial density step (See Eq. (1.20)) with ρI
the inflection point in J(ρ), and u(ρ) = Jρ as the group velocity. A typical density
profile ρ(z) is sketched for each of the six regions: (R/IS) rarefaction/inverted shock,
(R) continuous rarefaction, (S) shock, (C/S) compression/shock, (C) continuous com-
pression, (IS) inverted shock.
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By the chain rule, we rewrite the second term as Jρρx, from which we obtain the group
velocity u = Jρ, where subscripts x and ρ denote partial differentiation. If we only
consider length and time scales which are large compared to the microscopic scales,
then we can approximate the current in Eq. (1.21) with the steady state current, given
by Eq. (1.19). Crucially, because J(ρ) has an inflection point, the group velocity can
be either increasing or decreasing in ρ.
1.4.1 Shock/Inverted Shock
A propagating shock wave arises whenever the group velocity on the left exceeds
that on the right, u(ρ−) > u(ρ+). Qualitatively, the faster moving particles catch up
to slower particles on the right and pile up in a shock wave, just as freely-moving
cars suddenly slow down upon approaching a traffic jam. In the standard ASEP,
all upsteps evolve into a shock (S) wave. For the CE, in contrast, only upsteps
where both initial densities are above the inflection point, ρI < ρ− < ρ+, evolve into
shocks (Fig. 1.7). Here, exclusion is sufficiently strong that the group velocity is a
decreasing function of density. Strikingly, a propagating shock wave also emerges
from a downstep in CE when the initial densities are both below the inflection point,
ρI > ρ− > ρ+. In this regime, Jρρ = uρ > 0; that is, cooperativity is sufficiently strong
that particles in the high-density region on the left have a greater group velocity and
therefore pile up at the interface. We term this singularity an inverted shock (IS)
(Fig. 1.7).
For both shocks and inverted shocks, the density is given by the travelling wave
profile ρ = ρ(x − ct). We obtain the shock speed c by equating the net flux into a
large region that includes the shock, J(ρ+)−J(ρ−), with the change in the number of
particles, c(ρ+−ρ−), in this region (Whitham, 1974) to obtain the standard expression
c = [J(ρ+)− J(ρ−)][ρ+ − ρ−]; this holds both for conventional and inverted shocks.
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Figure 1.7: (a) Evolution of an upstep for λ = 1
8
: (C) continuous compression wave
for ρ− = 18 , ρ+ =
3
8
; (C/S) composite compression/shock for ρ− = 18 , ρ+ =
6
10
; (S)
shock for ρ− = 18 , ρ+ =
9
10
. (b) Evolution of a downstep for λ = 1
8
: (R) continuous
rarefaction for ρ− = 1, ρ+ = 610 ; (R/IS) composite rarefaction/inverted shock for
ρ− = 1, ρ+ = 38 ; (IS) inverted shock for ρ− = 0.325, ρ+ =
1
8
. The dashed line is
the locus Jρ = z and the solid black curves are analytic predictions. Simulations are
based on 103 realizations up to t = 4× 103.
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1.4.2 Continuous Rarefaction/Compression
A density step gradually smooths out when the group velocity to the left is less
than that on the right, u(ρ−) < u(ρ+). Here the faster particles on the right leave
open space for the slower particles, similar to a cluster of stopped cars that slowly
spreads out after a stoplight turns green. In ASEP, a downstep always evolves to a
continuous rarefaction (R) wave. This continuous rarefaction also occurs in CE when
both initial densities are above the inflection point, ρ− > ρ+ > ρI . At these high
densities, exclusion dominates, as in the ASEP, which causes the group velocity to
decrease with density.
In striking contrast to the ASEP, an upstep can continuously smooth out in CE
when the initial densities are below the inflection point, ρ− < ρ+ < ρI . In this
regime, cooperativity is sufficiently strong that particles in the high density region
on the right move faster than those on the left. Thus instead of a shock wave, a
continuous compression (C) wave develops (Fig. 1.7). We determine the density
profile by assuming that it is a function of the scaled variable z = x/t. Substituting
ρ(x, t) = ρ(z) into the continuity equation gives −zρz + Jρ ρz = 0. Thus the profile
consists either of constant-density segments (ρz = 0) or else z = Jρ. Matching these
solutions gives (Krapivsky et al., 2010; Gabel et al., 2010)
ρ(z) =


ρ− for z < z−
I(z) for z− ≤ z ≤ z+
ρ+ for z > z+
(1.22)
where I(z) is the inverse function of z = Jρ. For a continuous profile, the cutoffs z−
and z+ are determined by matching the interior solution I(z) with the asymptotic
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solutions: I(z±) = ρ± or equivalently, z± = Jρ(ρ±).
1.4.3 Composite Rarefaction/Compression and Shock
In CE, a continuous rarefaction or compression wave can coexist with a shock wave.
This phenomenon occurs when the group velocity on the left is initially less than
that on the right but also with the constraint that the initial densities lie on either
side of the inflection point. Consequently one side of the step is in the exclusion-
dominated regime and the other is in the cooperativity-dominated regime, or vice-
versa. In particular, a composite rarefaction/inverted shock (R/IS) wave emerges
from a downstep when ρ− > ρI > ρ+, so that u(ρ−) < u(ρ+). As in the case of
the continuous rarefaction wave, the downstep begins to smooth out from the rear.
Consequently, cooperative interactions become more important as the density at the
leading edge of this rarefaction decreases. Eventually this leading density reaches the
point where the particle speed matches that at the bottom of the downstep and the
rarefaction front terminates in an inverted shock.
Correspondingly, an upstep can evolve to a compression wave with a leading shock
when the densities satisfy ρ− < ρI < ρ+ and u(ρ−) < u(ρ+). In this case, the leading
particles initially race ahead, leaving behind a profile where the density increases with
x. However, this increase cannot be continuous because eventually a point is reached
where the speed at the front of this continuous wave matches that of the top of the
upstep. After this point, a pile-up occurs and a shock wave forms. We call this profile
a composite compression/shock (C/S) wave (Fig. 1.7).
The functional forms of the composite rarefaction/inverted shock and composite
compression/shock profiles are still given by Eq. (1.22), but the criteria to determine
the cutoffs z± are now slightly more involved than for continuous profiles. The location
of the left cutoff, z−, is again determined by continuity, namely, I(z−) = ρ− or,
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alternatively, z− = Jρ(ρ−). To determine the right cutoff z+, note that in a small
spatial region that includes the leading-edge discontinuity, the density profile is just
that of a shock or inverted shock wave. Thus the equation for the shock speed is
z+ =
J(q+)− J(ρ+)
q+ − ρ+ , (1.23)
where q+ ≡ I(z+) is the density just to the left of the discontinuity. (Note also that
z+ = Jρ(q+) by definition.) To justify (1.23), we use the conservation equation that
the particle number in [z−, z+] equals the initial number plus the net flux into this
region: ∫ z+
z−
I(z)dz = −ρ−z− + ρ+z+ − J(ρ+) + J(ρ−) . (1.24)
We recast this expression into Eq. (1.23), by making the variable change z = Jρ(ρ)
and using I(Jρ(ρ)) = ρ to write the integral as
∫ q+
ρ−
ρ Jρρ dρ, which can be performed
by parts. The resulting expression readily simplifies to Eq. (1.23).
1.5 Mapping to ASEP of Extended Objects
Our FASEP results can be extended to a model of more extreme cooperation in which
r consecutive sites to the left of a particle must be occupied for a particle to hop to the
vacant right neighbor. (Basu and Mohanty, 2009). (ASEP and FASEP corresponds
to r = 0 and r = 1, respectively. For another example, if r = 3 the rightmost particle
in ◦ • • • ◦ cannot move, while the update • • • • ◦ → • • • ◦ • is possible.) A steady
state with a nonvanishing current and a maximal number of islands, each of length r
or more, arises when the density satisfies ρ > r
1+r
. All such configurations are again
equiprobable.
This r-tuple FASEP can be mapped onto the ASEP of extended particles. (Mac-
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time
Figure 1.8: Equivalence between FASEP and the ASEP of extended particles. The
extended particles of length k = 2 are marked by rectangles and hop to the left
Donald et al., 1968; MacDonald and Gibbs, 1969; Sasamoto and Wadati, 1998; Al-
caraz and Bariev, 1999; Shaw et al., 2003; Lakatos and Chou, 2003). For example, in
FASEP, where r = 1, if the system is in the maximal island steady state with density
ρ ≥ 1
2
, we may view a particle followed by a vacancy as an extended object of length
k = 2 which hopes to the left. Since vacancies cannot be adjacent in the steady state,
these extended objects obey exclusion and perform simple ASEP (Fig. 1.8). For gen-
eral r, in the steady state with density in the range ρ ≥ r
r+1
, r consecutive particles
followed by a vacancy can be viewed as an extended object of length k = r + 1.
To calculate P (C) for ρ > r
r+1
, we must count C, the total number of allowed
configurations with maximal number of islands M = V . Each island has r particles,
which means configurations differ in how they distribute the extra N − rV particles
among the V islands. We consider an arbitrary site k. If k is unoccupied, then there
are
(
N−rV+V−1
V−1
)
ways to distribute the N − rV particles in V islands. If site k is
occupied, then extra particles may be added to the island that includes site k either
by being placed at sites before or after k. Thus there are V + 1 places to distribute
N − rV particles, which can be done in (N−rV+V
V
)
ways. The state state probability
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is therefore
pi =


[(
N−rV+V
V
)
+
(
N−rV+V−1
V−1
)]−1
, for i = V
0, for i < V,
(1.25)
for ρ > r
r+1
.
The current is given by the probability that r+1 adjacent sites are occupied and
the next site is vacant, J = 〈nk−r . . . nk(1−nk+1)〉. Given r+1 occupied sites followed
by a vacancy, there remains N − rV −1 particles to distribute among V islands. This
distribution can be done in
(
N−rV+V−2
V−1
)
ways. Using the configuration probability
from Eq. (1.25), we calculate the current as
J(ρ) =
(
N−rV+V−2
V−1
)
(
N−rV+V
V
)
+
(
N−rV+V−1
V−1
) → (1− ρ)[(r + 1)ρ− r]
rρ− r + 1 , (1.26)
where the last expression corresponds to the limit as L → ∞. Note that r = 0
reproduces the ASEP current while r = 1 reproduces the FASEP current in Eq. (1.17).
1.5.1 Diffusion Constant
Thus far, we have ignored the fluctuations in current due to diffusive particle motion.
To include these effects, we modify the current so that
J = Jss +D
∂ρ
∂x
, (1.27)
where D is the diffusion constant, Jss is the steady state current, and the Dρx term
is the diffusive current. For standard ASEP, the diffusion constant is independent of
density and given by D = 1. (Krapivsky et al., 2010). In contrast, we find that D is
density dependant in FASEP and the more general r-tuple FASEP.
In order to calculate D, we consider the modified model of symmetric facilitated
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exclusion process (SFEP), where particles can hop either forward or back, if pushed.
We introduce symmetry so that the steady state current Jss is zero, and the only
current is due to diffusion, which would otherwise be a secondary effect. We may
view FASEP as the combination of FSEP and a driving force. We expect that the
driving force produces a steady state current, Jss, but does not change the diffusive
current. Thus, the diffusion constant D, is the same in both FSEP and FASEP. In
FSEP, the triplet evolution ••◦ → •◦• is allowed as well as the evolution ◦•• → •◦•.
In r-tuple FSEP, particles hop both forward or back if pushed by r particles.
The density dependence on D is derived in the work (Shaw et al., 2003), where
the authors analyze the symmetric exclusion process of extended objects. We map
there result onto r-tuple FSEP to find
D =
D0
(rρ− r + 1)2 , (1.28)
where D0 is a constant. To find D0, we note that as ρ → 1, r-tuple FSEP and
standard symmetric exclusion process (SEP) behave in the same way. Vacancies are
so separated that the requirement that a particle be pushed by r neighbors is almost
always satisfied. We match the SEP diffusion constant of D = 1 to Eq. (1.28) at
ρ = 1 to find D0=1.
To test Eq. (1.28), we consider r-tuple FSEP on a line of length L with boundary
conditions of ρ(x = 0) = ρ0 and ρ(x = L) = ρL. After an initial transient period, the
density profile becomes stationary. We therefore substitute ρt = 0 into the continuity
equation (1.21). Then we use the current from Eq. (1.27) and set Jss = 0 to find
∂
∂x
(
D
∂ρ
∂x
)
= 0. (1.29)
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Figure 1.9: Steady state density as a function of position x on an open interval
with boundary conditions ρ(x = 0) = 1 and ρ(x = L) = 1
2
for SFEP. Black curve
corresponds to Eq. (1.30) with r = 1, which gives ρ = (1+x/L)−1. Markers correspond
to3× 103 Monte Carlo simulations up to t = 105 (blue triangles) and t = 5× 105 (red
circles)
28
We use D from Eq. (1.28) and solve by integration. After matching boundary condi-
tions we find the stationary density profile to be
ρ =
r − 1
r
+
[
1
rρL − r + 1
(x
L
)
+
1
rρ0 − r + 1
(
1− x
L
)]−1
. (1.30)
As required by symmetry, the density is invariant under the exchange of variables
(x, ρ0) ↔ (L − x, ρL). Our simulations of FSEP with fixed boundary conditions
ρ0 = 1 and ρL =
1
2
agree well with Eq. (1.30). (Fig. 1.9).
1.6 Conclusion
In the standard ASEP, exclusion interaction cause the group velocity u = Jρ to be a
decreasing function of density, and therefore any increase in density always causes a
decrease in particle speed. In this chapter, we introduce Cooperative Exclusion which
adds cooperative interactions. At low densities, we found that u may increase with
particle density. The maximum value of u occurs at density ρI , the inflection point
in J(ρ).
In Section 1.4, we showed how an inflection point in J(ρ) caused by cooperative
interactions leads to qualitatively new heterogeneous density profiles. In ASEP, a
downstep always evolves to a rarefaction wave, while an upstep becomes a shock
wave. But in CE, depending on the initial densities, both upsteps and downsteps can
evolve into continuous, discontinuous, or mixed continuous and discontinuous density
profiles.
There is much future study to be done on the CE model. For example, we have
found the mean current as a function of density, but we still do not know the prob-
ability distribution. Similarly, we do not know the nature of the density fluctuations
in our predicted heterogeneous density profiles. Finally, in Section 1.5.1, we examine
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CE on an open interval to determine an effective diffusion coefficient. However, a
much more complete analysis of open interval behavior is needed. In the standard
ASEP, an open interval can evolve into three qualitatively different steady states: low
density, high density, or maximum current. The type of state is determined by the
fixed densities at the end of the open intervals (Kolomeisky et al., 1998). We do not
yet have analogous results for CE, but it is possible, that as with heterogeneous den-
sity profiles, a qualitatively new phase diagram describing the open interval steady
states may emerge.
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Chapter 2
Growing Complex Networks
1In this chapter, we examine various models of network growth and determine how
the growth rules influence network structure. Specifically, we ask the question of how
a node determines the other nodes to which it links. Primarily, we consider local rules
in which nodes form links based on knowledge of a small neighborhood of a network,
rather than any global information. We introduce and investigate the consequences of
several growth models. First, we show that hindered redirection is equivalent to the
popular global rule of preferential attachment (Gabel and Redner, 2013). Next, we
define enhanced redirection and show that this rule leads to networks with high degree
hubs and anomolous scalings (Gabel et al., 2013a). Last, we extend the enhanced
redirection model to allow multiple links between incoming and existing nodes.
2.1 Preferential Attachment
A popular and highly successful theory to account for the growth of complex networks
is preferential attachment (Yule, 1924; Simon, 1955; Merton, 1968; de S. Price, 1976;
Baraba´si and Albert, 1999; Newman, 2001). Here new nodes are added sequentially
to a network and each links to existing nodes according to an attachment rate Ak that
is an increasing function of the degree k of the ‘target’ node to which linking occurs.
1This chapter is based on our work published in (Gabel and Redner, 2013; Gabel et al., 2013a)
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Many real world networks appear to evolve according to this simple dynamics (Albert
and Baraba´si, 2002; Dorogovtsev and Mendes, 2003; Newman et al., 2006; Barrat
et al., 2008; Newman, 2010; Eisenberg and Levanon, ).
Preferential attachment naturally divides into three classes: sublinear, linear, and
superlinear, in which the attachment rate grows with the degree of the target node
as Ak ∼ kγ with 0 < γ < 1, γ = 1, and γ > 1, respectively (Krapivsky et al., 2000;
Krapivsky and Redner, 2001; Dorogovtsev et al., 2000). Each class produces networks
with qualitatively different properties. Linear preferential attachment is the most well
studied class, by far. It leads to scale-free networks, but with a fragile power-law de-
gree distribution. Here, fragile denotes that the exponent of the degree distribution
depends sensitively on microscopic details of the growth mechanism. Sublinear pref-
erential attachment leads to networks with a universal stretched-exponential degree
distribution. Superlinear preferential attachment networks are singular in character,
as they contain one highly-connected “hub” node whose degree is of the order of the
total number of nodes in the network (Gonen et al., 2004; Oliverira and Spencer,
2005; Krapivsky and Krioukov, 2008; Krapivsky et al., 2010).
We now describe the the basic aspects of preferential attachment in greater detail.
Let N be the total number of nodes in a growing network and Nk be the number of
nodes of degree k. For simplicity we consider directed tree-like networks, in which each
new node has a single outgoing link. Thus a node of degree k will have a single parent
(the node it first attached to upon entering the network) and k−1 children. We assume
the network begins with a single node, which is thus its own parent. More general
initial conditions give the same results when number of network nodes is sufficiently
large. The network grows by introducing new nodes into the network sequentially.
Each new node attaches to a pre-existing node of degree k with attachment rate Ak.
The evolution of Nk with the addition of each node is thus governed by (Krapivsky
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et al., 2000; Krapivsky and Redner, 2001; Krapivsky et al., 2010; Albert and Baraba´si,
2002)
dNk
dN
=
Ak−1Nk−1 − AkNk
A
+ δk,1 , (2.1)
where A =
∑
j AjNj is the total attachment rate. The first term Ak−1Nk−1/A gives
the probability that the new node attaches to a pre-existing node of degree (k−1); this
connection converts the node to have degree k, thereby increasing Nk by 1. Similarly,
the term AkNk/A corresponds to the probability that the new node connects to a
node of degree k, thereby decreasing Nk by 1. Finally, the term δk,1 arises because
every new node has degree 1 and so increases N1 by 1.
In sublinear and linear preferential attachment, it can be shown (Krapivsky et al.,
2000; Krapivsky and Redner, 2001) that the total attachment rate scales as A = µN ,
where µ is a constant. In contrast, for superlinear attachment, the total rate scales as
A ∼ Nγ because A =∑j AjNj is dominated by the term in the sum that is associated
with the hub, whose degree is of order N . The formal solution for Nk can be readily
obtained by writing Nk = Nnk and using A = µN in (2.1) to give (Krapivsky et al.,
2000; Krapivsky and Redner, 2001)
nk =
µ
Ak
k∏
j=1
(
1 +
µ
Aj
)−1
. (2.2)
For sublinear preferential attachment, the asymptotic behavior may be found by
writing the above product as the exponential of the sum of a logarithm, converting
the sum to an integral, expanding the logarithm in inverse powers of kγ, and then
performing the integrals. These manipulations lead to a degree distribution that
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asymptotically has the stretched exponential form
nk ∼ k−γ exp
[
− µ
1− γ k
1−γ
]
. (2.3)
For linear preferential attachment, and more generally for shifted linear attachment,
where Ak = k + λ, the asymptotic degree distribution has the non-universal power-
law form nk ∼ k−3−λ (Krapivsky et al., 2000; Krapivsky and Redner, 2001). Here
λ must satisfy the constraint λ > −1; otherwise, network evolution is pathological
because it is not possible to attach to nodes of degree 1.
2.2 Generalized Redirection Algorithm
A basic feature of the preferential attachment growth rule is that each new node
must ‘know’ the degree distribution of the entire network, as this global information
is exploited to determine the identity of the target node. However, since real-world
networks are typically large, it is unreasonable to expect that any new node has such
global knowledge. By contrast, a local growth rule only requires the incoming node
to have knowledge of a small neighborhood of the network. This class of models in-
cludes spatial locality(Fabrikant et al., 2002; Colizza et al., 2004; Barthelemy, 2011)
and node similarity (Papadopoulos et al., 2012). Another appealing local rule model
is redirection, which is already known to be able to generate linear preferential attach-
ment (Krapivsky et al., 2000; Krapivsky and Redner, 2001; Kleinberg et al., 1999;
Vazquez, 2003; Krapivsky and Redner, 2001; Vazquez, 2003; Rozenfeld and ben Avra-
ham, 2004; Krapivsky and Redner, 2005; Lambiotte and Ausloos, 2007; Ben-Naim
and Krapivsky, 2010). An attractive feature of redirection is that this algorithm leads
to extremely efficient simulations of network growth (Krapivsky and Redner, 2002a;
Machta and Machta, 2005; Chayes et al., 2012).
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In section 2.3.1, we introduce the hindered redirection algorithm that produces
networks that grow according to sublinear preferential attachment. Thus, we prove
that sublinear preferential attachment can also be achieved from a local growth rule.
Furthermore, in section 2.3.2, we demonstrate that no local redirection algorithm can
produce superlinear preferential attachment. Our claim may help explain why linear
and sublinear preferential attachment networks are found ubiquitously in empirical
studies (Albert and Baraba´si, 2002; Dorogovtsev and Mendes, 2003; Neda et al., 2003;
Newman et al., 2002; Tomassini and Luthi, 2007; Rocha et al., 2010; Kunegis et al.,
2013), while evidence for superlinear attachment networks are relatively scarce (Go-
nen et al., 2004; Golosovsky and Solomon, 2012): most real-world networks truly do
grow according to local rules and thus cannot be governed by superlinear preferential
attachment.
General redirection is described as follows: First, we assume that the network
starts in a configuration in which each node has one parent. The following steps are
taken to add a new node to the network:
1. Randomly select an existing node as the target.
2. A new node attaches to the target with probability 1−r(a, b), with 0 < r(a, b) <
1, where a and b are the degrees of the target and the parent of target.
3. With probability r(a, b), the new node attaches to the parent of target.
This growth rule is local because each new node only needs to know about a single
randomly-chosen node and its immediate environment, rather than the entire network
structure. This redirection algorithm can be straightforwardly extended to allow the
new node to make connections to multiple nodes in the network (Rozenfeld and ben
Avraham, 2004). For constant redirection in which r(a, b) = r is a constant, this
35
algorithm leads precisely to shifted linear preferential attachment with Ak = k + λ
and λ = 1
r
− 2 (Krapivsky et al., 2000; Krapivsky and Redner, 2001), a growth rule
that ostensibly requires knowing the degrees of all nodes in the network.
In order to analyze the algorithm for general r(a, b), we define fk as the total
probability that an incoming link is redirected from a randomly-selected target node of
degree k to the parent of the target. Similarly, we define tk as the total probability that
an incoming link is redirected to a parent node of degree k after the incoming node
initially selected one of the child nodes of this parent. Formally, these probabilities
are defined in terms of the redirection probabilities by
fk =
∑
b≥1
r(k, b)N(k, b)
Nk
, tk =
∑
a≥1
r(a, k)N(a, k)
(k − 1)Nk , (2.4)
where Nk =
∑
b≥1N(k, b) and N(a, b) is the correlation function that specifies the
number of nodes of degree a that have a parent of degree b. Thus fk is the mean redi-
rection probability averaged over all Nk possible target nodes of degree k. Likewise,
since each node of degree k has k − 1 children, there are (k − 1)Nk possible target
nodes whose redirection probabilities are averaged to give tk.
In terms of these probabilities fk and tk, the master equation that governs the
evolution of Nk is
dNk
dN
=
(1−fk−1)Nk−1 − (1−fk)Nk
N
+
(k−2)tk−1Nk−1 − (k − 1)tkNk
N
+ δk,1. (2.5)
The first ratio corresponds to instances of the growth process for which the incoming
node actually attaches to the initial target node. For example, the term (1−fk)Nk/N
gives the probability that one of the Nk target nodes of degree k is randomly selected
and that the link from the new node is not redirected away from this target. Similarly,
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the second ratio corresponds to instances in which the link to the target node is
redirected to the parent. For example, the term (k − 1)tkNk/N gives the probability
that one of the (k − 1)Nk children of nodes of degree k is chosen as the target and
that the new node is redirected. Lastly, the term δk,1 accounts for the newly-added
node of degree 1.
By simple rearrangement, we can express the master equation (2.5) in the generic
form of (2.1), with attachment rate given by
Ak
A
=
(k − 1)tk + 1− fk
N
. (2.6)
As a simple check of this expression, note that when the redirection probability is
constant, we have fk = tk = r and the expected linear dependenceAk ∼ k is recovered.
2.3 Preferential Attachment Through Redirection
2.3.1 Hindered Redirection
The asymptotic behavior of the attachment rate in (2.6) is Ak ∼ k tk. Thus a redirec-
tion probability r(a, b) for which tk is a decreasing function of k will asymptotically
correspond to sublinear preferential attachment. We therefore define hindered redi-
rection by the redirection probability r(a, b) = bγ−1, with 0 < γ < 1. Importantly,
r(a, b) is a decreasing function of b. Furthermore, because r depends only on the
degree of the parent node, Eq. (2.4) reduces to tk = k
γ−1. Using this form of tk in
Eq. (2.6) yields
Ak
A
=
kγ − kγ−1 + 1− fk
N
(2.7)
whose leading behavior is indeed sublinear preferential attachment: Ak ∼ kγ . Because
fk is a bounded probability, it is a subdominant contribution to Ak.
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Figure 2.1: (a) Simulated attachment probabilities Ak/A versus k for Hindered Redi-
rection. (b) Local slopes of the successive data points in (a) versus 1/ ln k for γ = 0.75
(◦), γ = 0.5 (∇), and γ = 0.25 (∆). The dashed curve represents Ak/A = kγ/N .
To test the prediction that Ak ∼ kγ with γ < 1, we simulated 100 network
realizations that are grown to N = 108 nodes by generalized redirection. Once a
network reaches 108 nodes, we measure the probability that attachment to a node of
degree k actually occurs by systematically making ‘test’ attachments to each node of
the network according to generalized redirection. The term test attachment means
that the network is returned to its original state after each such event. We count all
test events that ultimately lead to attachment to a node of degree k. Dividing this
number of events by the total number of nodes N gives the attachment probability
to nodes of degree k, AkNk/A.
Our simulations indeed show that the Ak grows sublinearly with k (Fig. 2.1). The
agreement is best for γ less than, but close to 1, where the degree distribution is fairly
broad. As γ decreases, the asymptotic behavior is contaminated by the appearance
of progressively more slowly-decaying sub-asymptotic corrections terms in Eq. (2.6).
We also compare the simulated degree distribution to the analytic result given in
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Figure 2.2: (a) Degree distribution nk versus k for hindered redirection with r(a, b) =
bγ−1 for γ = 0.75 (◦), γ = 0.5 (▽), and γ = 0.25 (△). The data are accumulated in
equal-size bins on a logarithmic scale. Dashed curves are least-squares fits based on
Eq. (2.8) for k ≥ 4 with parameters (C, µ˜) = (0.45, 0.99) for γ = 0.75, (0.59, 0.90) for
γ = 0.5, and (0.59, 0.75) for γ = 0.25. Inset: the same data on a double logarithmic
scale. (b) The local slopes from a plot of ln[ln(kγnk)] versus ln k; the arrows show the
expected asymptotic result from Eq. (2.3), ln kγnk ∼ −k1−γ .
Eq. (2.2) with Ak = k
γ. To make this comparison, we fit the simulated distribution
to
nk = C
µ˜
kγ
k∏
j=1
(
1 +
µ˜
jγ
)−1
, (2.8)
where C and µ˜ are fitting parameters. We introduce these parameters because our
redirection algorithm gives the attachment rate Ak ∼ kγ only asymptotically. Thus
the degree distribution that arises from hindered redirection should match the theo-
retical prediction (2.2) only as k → ∞ (Fig. 2.2). While the best-fit value of µ˜ does
not obey the bound µ > 1 for sublinear preferential attachment (Krapivsky et al.,
2000; Krapivsky and Redner, 2001), the fitting parameters do not affect the nature
of the dependence of nk on k and γ.
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2.3.2 Unattainability of Superlinear Preferential Attachment
From Eq. (2.6), we see that Ak will be superlinear in k only if tk can grow as a
power law in k. Since tk is a probability that must be less than one, any nearest-
neighbor redirection algorithm cannot produce superlinear preferential attachment.
In redirection, an incoming node can attach to an arbitrary node x either directly or
by attaching to one of the k − 1 children of x and then redirecting to x. Thus there
are a maximum k ways for the new node to attach to node x. Redirection cannot
provide any additional k-dependent amplification beyond the local environment size
because the factor tk in (2.6) is bounded as k → ∞. Therefore the attachment rate
to x cannot grow faster than linearly in its degree by nearest-neighbor redirection.
The inability of nearest-neighbor redirection to produce superlinear preferential
attachment suggests attaching to more distant ancestors of a node. It is natural
to consider grandparent redirection (Ben-Naim and Krapivsky, 2010) in which the
incoming node attaches to a randomly-selected target node with probability 1 −
r(a, b, c)− s(a, b, c), to the parent of the target with probability r(a, b, c), and to the
grandparent of the target with probability s(a, b, c), where a, b, and c are the degrees
of the target, parent, and grandparent nodes, respectively.
Following the same steps as in our parent redirection algorithm, fk and tk are again
the respective probabilities that an incoming link is: (a) redirected from a randomly
selected target of degree k, and (b) to a parent node of degree k from an initially
selected child node. We also introduce uk as the probability a link is redirected to
the grandparent of degree k from an initially selected grandchild of this node. These
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probabilities are formally defined as
fk =
∑
b≥1
∑
c≥1
[r(k, b, c) + s(k, b, c)]N(k, b, c)
Nk
,
tk =
∑
a≥1
∑
c≥1
r(a, k, c)N(a, k, c)
(k − 1)Nk ,
uk =
∑
a≥1
∑
b≥1
s(a, b, k)N(a, b, k)
gkNk
,
(2.9)
where the correlation function N(a, b, c) is the number of nodes of degree a with a
parent of degree b and a grandparent of degree c. As in nearest-neighbor redirection,
fk is the total redirection probability averaged over all Nk nodes of degree k and tk is
the parent redirection probability averaged over all (k− 1)Nk children whose parents
have degree k. The function gk is defined as the mean number of grandchildren of a
node of degree k, and therefore, uk is the grandparent redirection probability averaged
over all gkNk grandchildren of degree-k nodes.
Alternatively, we can define gk based on ck, the mean degree of a child of a degree
k node. A node of degree k has k − 1 children, and each child has ck − 1 children,
on average. Therefore, a node of degree k has an average of gk = (k − 1)(ck − 1)
grandchildren. Formally, gk and ck are given by
gk =
∑
a≥1
∑
b≥1
N(a, b, k), ck =
∑
a≥1
aN(a, k). (2.10)
Using the identities
∑
aN(a, b, c) = (b − 1)N(b, c) and
∑
aN(a, b) = (b − 1)Nb, we
rearrange (2.10) to give the relation gk = (k − 1)(ck − 1).
We may now write a master equation for the evolution of Nk in grandparent
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Figure 2.3: Dependence of gk (◦) and ck (▽) vs. k from direction simulations of
superlinear preferential attachment growth for γ = 1.3. Data represents 103 network
realizations of size N = 104. Qualitatively similar results are obtained for other values
of γ > 1.
redirection:
dNk
dN
=
(1−fk−1)Nk−1 − (1−fk)Nk
N
+
(k−2)tk−1Nk−1 − (k − 1)tkNk
N
+
gk−1uk−1Nk−1 − gkukNk
N
+ δk,1 .
(2.11)
The first two ratios are the same as in Eq. (2.5), and correspond to instances where
an incoming node links to the target or to the parent of the target. The third ratio
is specific to grandparent redirection and corresponds to the instances where a link
is redirected to the grandparent of a target node. For example, gkukNk/N is the
probability that one of the gkNk grandchildren of degree k nodes is initially targeted
and the link is redirected to the degree-k grandparent.
Rearranging terms and eliminating gk in favor of ck, we may express the master
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equation in the canonical form of (2.1), with the attachment rate
Ak
A
=
(k − 1)(ck − 1)uk + (k − 1)tk + 1− fk
N
. (2.12)
If ck grew as a power law in k, then superlinear preferential attachment would re-
sult. However, if we examine the hubs of the network, we can show that ck must be
bounded. A key feature of a superlinear preferential attachment network, is the pres-
ence of a single hub node whose degree is of order N . (Gonen et al., 2004; Oliverira
and Spencer, 2005; Krapivsky et al., 2010; Krapivsky and Krioukov, 2008) From the
relation gk = (k − 1)(ck − 1), we see that the hub has gN ∼ cNN grandchildren. If
ck grows without bound, then at large system size the hub will have more grandchil-
dren then existing nodes in the network, which is impossible. Therefor, ck must be
be bounded and grandparent redirection cannot reproduce superlinear preferential
attachment.
Indeed, direct simulations of superlinear preferential attachment networks of up
to N = 104 nodes show that ck asymptotically approaches 1 as k → N (Fig. 2.3).
Typically, the hub node connects to order N ‘leaf’ nodes of degree 1. Moreover, the
number of nodes with degrees larger than, but of the order of, one grows at most
sublinearly with N (Krapivsky et al., 2000; Krapivsky and Redner, 2001). Con-
sequently, the mean degree of a child of the hub asymptotes to 1. Similarly, as
their degree increases, non-hub nodes will be connected to a larger fraction of leafs.
Thus ck decreases with k for large k, so that the average number of grandchildren,
gk = (k − 1)(ck − 1), grows sublinearly with k (Fig. 2.3).
Grandparent redirection illustrates a basic shortcoming of any local growth rule in
the quest to produce superlinear preferential attachment network growth. Consider
a arbitrary node x in a network that grows by some local redirection attachment
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rule. The rate at which a new node attaches to x is limited by the size of its local
environment, now defined as the set of nodes that, if initially targeted by an incoming
node, can ultimately lead to attachment to x. For nearest-neighbor redirection, the
local environment of x consists of x and its children, and has size k if x has degree
k. In grandparent redirection, the local environment of x consists of its children
and grandchildren, so that its size equals k + gk. Because gk grows sublinearly in k,
grandparent redirection cannot give superlinear preferential attachment.
To achieve superlinear preferential attachment, the size of the local environment
of a node must grow superlinearly in the node degree. For a hub, this condition leads
to the impossible situation that the local environment must have a size of order Nγ,
which is larger than the entire network.
2.4 Enhanced Redirection
In hindered redirection, r(a, b) is a decreasing function of the ancestor degree b, a rule
that leads to sublinear preferential attachment growth. In this section, we investigate
the complementary model of enhanced redirection, for which the redirection proba-
bility r is an increasing function of the ancestor degree b with r → 1 as b→∞. Two
natural, but not unique, choices for redirection probability are:
r(a, b) = 1− b−λ, r(a, b) = a
λ
aλ + bλ
, λ > 0 . (2.13)
Our results are robust with respect to the form of the redirection probability, as long
as r(a, b)→ 1 as b→∞; we primarily focus on the first model.
Enhanced redirection gives rise to networks with several intriguing and practi-
cally relevant properties. First, enhanced redirection produces many macrohubs -
nodes whose degrees are a finite fraction of network size N . A number of growth
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models exist which describe networks with macrohubs (Krapivsky and Redner, 2001;
Krapivsky et al., 2000; Dorogovtsev et al., 2000; Krapivsky and Krioukov, 2008; Bian-
coni and Bara´basi, 2001a; Bianconi and Bara´basi, 2001b; i Cancho and Sole´, 2003).
For example, in superlinear preferential attachment leads to a network with a single
macrohub (Krapivsky and Krioukov, 2008). Alternately, in the heterogeneous fitness
model, the attachment rate depends both on target degree k and target fitness η such
that Ak = ηk. For broad η distributions, this fitness based growth rule also produces
just a single macrohub (Bianconi and Bara´basi, 2001a; Bianconi and Bara´basi, 2001b;
Krapivsky and Redner, 2002b). In contrast, enhanced redirection networks are highly
disperse, with interconnected hub-and-spoke structures that are reminiscent of airline
route networks (Newman, 2010; Bryan and O’Kelly, 1999; i Cancho and Sole´, 2003;
Han et al., 2004; Guimera et al., 2005).
Another unusual property of enhanced redirection networks is that they are non-
extensive. Most network theories assume an extensive degree distribution, meaning
that Nk, scales as Nk ∼ N . In particular, linear preferential attachment leads to
the scaling Nk ∼ Nk−ν with ν > 2. Conversely, enhanced redirection leads to a
non-extensive scaling given by
Nk ∼ N ν−1k−ν ν < 2. (2.14)
Theoretical work on extensivity is of particular importance because it is a difficult
property to measure empirically. The degree distribution must be measured at mul-
tiple N values and thus at multiple times. In cases where the time dependence data
is unavailable, the default assumption is usually that the network is extensive.
The range of the degree exponent ν allowed by enhanced redirection is of key
significance. Empirical studies have observed numerous networks with exponent in the
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range 1 < ν < 2 (Kunegis et al., 2013). However, taken together with the assumption
of extensivity, Nk ∼ Nk−ν , the range 1 < ν < 2 is mathematical inconsistent.
Namely, for sparse networks, the average degree, 〈k〉 = N−1∑Nk=1 kNk, diverges as
N2−ν . Rather than artificially impose a cuttoff at large k, the simplest solution is to
relax the extensivity assumption. In enhanced redirection, the number of nodes of
degree 1 (leafs), N1, still grows linearly with N , but for k ≥ 2, Nk grows sublinearly.
More precisely, the scaling with system size is
N −N1 = O(N ν−1), Nk = O(N ν−1) k ≥ 2. (2.15)
This scaling satisfies the sum rule
∑N
k=1Nk = N and produces a finite 〈k〉 without
imposing any artificial cuttoff in the degree distribution.
The last relevant property of enhanced redirection networks is that different real-
izations produce visually diverse networks even when the growth process starts from
the same initial condition (Fig. 2.4). Simple statistical measures, such as Nk, vary
between realizations and do not converge as the network size N grows. By contrast,
preferential attachment networks self-average such that the relative deviations of Nk
decrease as N increases (Krapivsky and Redner, 2002a).
2.4.1 Macrohubs
Macrohubs inevitably arise in all network realizations. Fig. 2.5(a) shows that the av-
erage largest, 2nd-largest, and 3rd-largest degrees are all macroscopic. These degrees,
as well as the degrees of smaller hubs, are broadly distributed (Fig. 2.5(b)).
In fact, we find that there are many macrohubs, whose degree is proportional to
N (Fig. 2.6(a)) We estimate km, the degree of the m
th largest macrohub, with the
extremal criterion that the integrated number of nodes of degree greater than km is
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(a) (b) (c)
Figure 2.4: Enhanced redirection networks of N = 103 nodes for λ = 3
4
starting from
the same initial state. (a) Maximum degree kmax = 548, C = 66 core (degree ≥ 2)
nodes, and maximum diameter Dmax = 10. (b) kmax = C = 154, Dmax = 12 (the
smallest kmax out of 10
3 realizations). (c) kmax = 963, with C = 23 and Dmax = 6 (the
largest kmax out of 10
3 realizations). Green: nodes of degree 1, blue: degrees 2–20,
red: degree > 20. The link color is the average of the endpoint nodes. Note: images
are generate with the network visualization package Gephi.
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Figure 2.5: (a) Average value of the three largest degrees (divided by N) as a function
of λ. Each data point corresponds to 103 realizations. (b) Probability densities of
these three largest degrees for λ = 3
4
.
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equal to m. Mathematically, this is
∫ ∞
km
Nkdk ∼ m. (2.16)
Next, we instert the large k approximation for Nk found in Eq. (2.14), perform the
integral, and rearrange to find
km ∼ Nm−1/(ν−1). (2.17)
The largest degree hubs scale linearly with system size N and simulations show that
the m dependence is asymptotically correct at large m. In contrast, for linear prefer-
ential attachment with Nk ∼ Nk−3, we find km ∼ (N/m)1/2. The largest nodes grow
sublinearly in N and thus they connect to a vanishingly small fraction of the network
as N grows.
Star Graph
The dominant role of macrohubs can be appreciated by computing the probability
that the node with the highest degree attaches to every other node of the network,
thereby making a star. Suppose that the network has N nodes and still remains a
star. For the initial condition of a single node with a self loop, this star graph contains
N −1 leaves and the hub has degree N +1. The probability SN to build such a graph
is
SN(λ) =
N−1∏
n=1
{
1
n
+
n− 1
n
[
1− (n+ 1)−λ]} . (2.18)
The factor 1
n
accounts for the new node attaching to the root in a network of n nodes,
while the second term accounts for first choosing a leaf and then redirecting to the
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Figure 2.6: (a) 〈km〉/N vs. (lnN)−1 for enhanced redirection with λ = 0.75 and
ν = 0.73. Only select m values are shown as indicated by the number next to each
line. The data shows that mean hub degree 〈km〉/N approaches a finite fraction as
N → ∞ ((lnN)−1 → 0). Each data point corresponds to 103 computer realizations.
(b) 〈km〉/N vs. m for networks of size N = 106. The dashed line indicates the m
dependence predicted by Eq. 2.17.
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root. The asymptotic behavior of (2.18) is:
SN(λ)→


S∞(λ) λ > 1
A/N λ = 1
exp
(
−N1−λ
1−λ
)
0 < λ < 1
1
(N−1)! λ = 0,
(2.19)
where 0 < S∞(λ) < 1, and A = π−1 sinh π ≈ 3.676.
The derivation of Eq. (2.19) is as follows. For λ > 1, we rewrite Eq. (2.18) as
S∞(λ) =
∞∏
n=1
[
1− n− 1
n(n+ 1)λ
]
, (2.20)
which converges to a positive value for λ > 1.
For 0 < λ < 1, the product in Eq. (2.18) converges to zero. To find the N
dependence of SN(λ), we take the logarithm of (2.18), expand the logarithm, and
note that the dominant contribution is gathered for large n. Hence, we can replace
the summation by integration:
lnSN(λ) =
N−1∑
n=1
ln
[
1− n− 1
n(n+ 1)λ
]
∼−
∫ N dn
nλ
= −N
1−λ
1− λ.
(2.21)
In the marginal case of λ = 1, SN(λ) converges slowly to zero. To see this, we use
the identity
∏N−1
n=1 [1− (n+ 1)−1] = N−1 to rewrite Eq. (2.18) at λ = 1 as
NSN(1) =
N−1∏
n=1
1− n−1
n(n+1)
1− 1
n+1
=
N−1∏
n=1
[
1 + n−2
]
, (2.22)
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Figure 2.7: Star graph probability, S∞, and hairball graph probability, H, versus λ.
Blue circles correspond to S∞ based on 104 realizations for each λ. The solid blue
curve is the numerical evaluation S∞ according to the product in (2.18). The red
dashed curve with triangular points corresponds to H based on 105 realizations for
each λ. Here, we indirectly measure H as the probability that no degree 2 nodes exist.
The same curve is reproduced if instead we measure the probability of no degree 3 or
degree 4 nodes.
where the last product converges to A = π−1 sinh π.
Finally, for the extreme case of λ = 0, we simplify Eq. (2.18) to read
SN(0) =
N−1∏
n=1
[
1
n
]
=
1
(N − 1)! , (2.23)
where the final equality follows by definition. This completes the proof of the asymp-
totic behaviors in Eq. (2.19).
For 0 < λ ≤ 1, the probability of a star graph asymptotically approaches zero.
Therefore, instead of a single macrohub, the network is likely to have many macrohubs
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with average sizes distributed according to Eq. (2.17). By contrast, for λ > 1, the star
graph occurs with a positive probability. Furthermore, S∞(λ) quickly approaches 1
as λ increases (Fig. 2.7).
In addition to the simple star graph, the network may also evolve to include a few
star-like macrohubs that are connected to each other by single links. This ‘hairball’
network structure includes many degree 1 leaf nodes, a few extremely high degree
nodes, but no intermediate degree nodes. Thus, the probability of a hairball graph,
H(λ), corresponds to the probability that no intermediate degree nodes exist. By this
definition, a star graph is just a special type of hairball graph.
From simulations, we found that H(λ) displays transitions at λ = 1 and λ =
2 (Fig. 2.7). Similar to star graph probability, we find that for 0 < λ ≤ 1, the
hairball probability is zero, and for 1 < λ < 2, hairball graphs occur with a positive
probability. However, for λ ≥ 2, we find that H(λ) = 1 and hairball graphs are
certain.
A straightforward interpretation of these transitions is that for λ < 1, many macro-
hubs exist along with a complex network structure. However, for λ ≥ 2, the network
is highly singular with a structure dominated by a small number of macrohubs. The
region 1 ≤ λ < 2 is the transition between two extremes where the network may
be either singular or contain a complex network structure with intermediate degree
nodes.
2.4.2 Degree Distribution
In this section, we examine the degree distribution defined by Nk, the number of nodes
of degree k. We focus on the average over all realizations, 〈Nk〉; however, to avoid
notational clutter we write Nk for the average 〈Nk〉. To begin, we turn to numerical
simulations. We clearly see that the degree distribution has the following anomalous
52
102 104 106
100
102
104
106
N
 
 
N1
N2
N3
N4
O(N )
O(N ν 1)-
(a)
100 102 104 106
10−14
10−10
10−6
10−2
k
Nk
Nν 1
 
 
N = 105
N = 106
N = 107
kν
-
(b)
Figure 2.8: (a) Nk versus N and (b) Nk/N
ν−1 versus k for enhanced redirection with
λ = 3
4
and ν = 1.73 (determined numerically; Fig. 2.9). Data are based on 104
realizations, with equally-spaced bins on a logarithmic scale in (b). The lines in (a)
show the prediction of Eq. (2.24), while the line in (b) shows the k dependence from
the numerical solution of (2.27).
scaling behaviors that are illustrated in Fig. 2.8:
N −N1 ≃ c1N ν−1, Nk ≃ ckN ν−1 k ≥ 2 , (2.24)
where ck are constants. The exponent ν depends on the redirection parameter λ, but
lies in the range ν < 2. Moreover, the degree distribution decays very slowly in k,
as k−ν . Because ν < 2, Eq. (2.24) implies that the number of nodes of degree 1,
“leafs”, grows proportional N — more rapidly than non-leaf, or core, nodes. Thus,
visually, a typical network is dominated by leafs because the sum all all core nodes
grows sublinearly with N .
We now derive the scaling in Eq. (2.14). Each time a new node is introduced, the
degree distribution evolves according to Eq. (2.5) We define αk = (k−1)tk + 1− fk,
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where fk and tk are defined in Eq. (2.4) as the probabilities that an incoming node
is redirected from and towards a degree k node. Eq. (2.5) can then be written in the
canonical form
dNk
dN
=
αk−1Nk−1 − αkNk
N
+ δk,1 . (2.25)
We substitute Eq. (2.24) into into the evolution equations (2.5). Simple algebra
gives the recursion relations
(ν − 1)c1N ν−2 = α1
(
1− c1N ν−2
)
(ν − 1)c2N ν−2 = α1
(
1− c1N ν−2
)− α2c2N ν−2
ck =
αk−1
αk + ν − 1 ck−1 k ≥ 3 .
(2.26)
From the first two equations, we eliminate the common factor to obtain c2 = ν/(α2+
ν). Combining this with the last line in (2.26) gives the product solution
ck = c1
ν − 1
αk
k∏
j=2
(
αj
αj + ν − 1
)
. (2.27)
We now need the analytic form for αk, which requires the probabilities fk and tk.
For redirection probability r(a, b) = 1− b−λ, the probabilities fk and tk reduce to
fk =
∑
b≥1
(1− b−λ)N(k, b)
Nk
≡ 1− 〈b−λ〉 ,
tk =
∑
a≥1
(1− k−λ)N(a, k)
(k − 1)Nk = 1− k
−λ , (2.28)
where we use the sum rule
∑
a≥1N(a, k) = (k − 1)Nk. We combine Eq. (2.28) with
the definition of αk to find that αk = k − k1−λ + k−λ − fk → k in the large-k limit.
54
0 0.5 1 1.5
1
1.2
1.4
1.6
1.8
2
λ
ν
Figure 2.9: Degree distribution exponent ν versus λ. Each data point is determined
from fits of Nk versus N , as in Fig. 2.8(a).
Using αk ∼ k in the product solution (2.27) gives the asymptotic behavior
ck ∼ c1 ν−1
k
k∏
j=2
(
j
j + ν − 1
)
∼ k−ν . (2.29)
Thus the degree distribution exhibits anomalous scaling, Nk ∼ N ν−1k−ν , with ν < 2.
Numerical simulations show that the exponent ν is a decreasing function of λ
(Fig. 2.9). As λ→ 0, enhanced redirection becomes equivalent to random attachment.
The resultant networks are random recursive trees which have the typical scaling of
Nk ∼ N which corresponds to ν → 2. As λ increases, extremely high degree nodes
become more likely corresponding to a long tail of the degree distribution. Because
Nk scales as k
−ν , a long tail indicates a small value of ν. We therefore expect ν to
decrease as λ increase, as shown in Fig. 2.9.
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2.4.3 Non Self Averaging
One of the most striking features of enhanced redirection is that networks grown
by this rule display large fluctuations from realization to realization. This property
is visually apparent from the example small graphs shown in Fig. 2.4. To quantify
these fluctuations, we examine Nk, the distributions of the number of nodes of fixed
degree k. For networks that are grown by preferential attachment, this distribution
becomes progressively sharper as N increases (Krapivsky and Redner, 2002b), as long
as the degree is not close to it maximal value. Thus the average number of nodes
of a given degree can be regarded as the set of variables that fully characterizes the
degree distribution. It is only the nodes of the highest degree in the network that fail
to self average (Krapivsky and Redner, 2002c).
In contrast, for enhanced redirection networks, essentially all geometrical features
are non self-averaging. This behavior is illustrated in Fig. 2.10, where the distributions
of C/N ν−1, N2/N ν−1, N3/N ν−1, etc., do not sharpen as N increases. Here C ≡ N−N1
is the number of non-leaf (“core”) nodes. Since C and Nk for k ≥ 2 all scale as N ν−1
(Eq. (2.15)), appropriately scaled distributions of these quantities would progressively
sharpen as N increases if self averaging holds. The lack of self averaging implies a
sensitive dependence on initial conditions. Consequently, events early in the evolution
have lasting effects on the network structure.
Surprisingly, the ratios Nk/C are self-averaging for k ≥ 2, as the distributions
Nk/C do sharpen asN increases (Fig. 2.10). The self-averaging of these ratios suggests
that although the overall number of core nodes C varies widely between realizations,
the degree distributions given a value of C are statistically the same.
We can understand the lack of self averaging in enhanced redirection networks in
a heuristic way. Once a set of macrohubs emerges (with degrees k1, k2, k3, . . . ) the
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Figure 2.10: Probability densities for enhanced redirection for: (a) C/N ν−1, N2/N ν−1,
and N3/N
ν−1 for N = 106 (open) and N = 107 nodes (closed symbols) and (b) N2/C.
Data are based on 105 realizations with λ = 0.75 and ν = 1.73.
probability of attaching to a macrohub of degree ki asymptotically approaches ki/N .
This preferential attachment to macrohubs is precisely the same prescription for a
multistate Po´lya urn process for filling an urn with balls of several colors (Eggen-
berger and Po´lya, 1923; Johnson and Kotz, 1977; Mahmoud, 2008). In the Po´lya
urn process, an imaginary urn is filled with balls of various colors. A ball is drawn
at random then placed back in the urn along with an additional matching color ball.
The different colors in the Po´lya urn process correspond to different macrohubs in
enhanced redirection. If there are ki balls of the i
th color in an urn of N total balls,
then the probability of choosing color i, and thus increasing ki, is given by ki/N . For
the Po´lya urn process, it is known that the long-time distribution of the number of
balls of a given color is a non self-averaging quantity.
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2.4.4 Double Attachment
So far, we have only considered growth rules in which incoming nodes connect by a sin-
gle link to the network and thus only tree networks are produced. Such networks have
no loops, a common property of real-world networks. Therefore, to make our model
more realistic, we extend our enhanced redirection algorithm to allow the incoming
node to connect to the existing network through multiple links. Given the proper
choice of redirection rules, the resultant networks maintain the same properties of
enhanced redirection networks such as the existence of macrohubs and non-extensive
scaling.
For simplicity, we only consider the double attachment rule in which the incoming
node makes exactly two connections. In double attachment networks, each node
has exactly two parents (the first nodes to which it attached). We choose the initial
condition of a single node with two self-loops, so that the root node is its own parents.
Nodes are added sequentially by the following rule:
1. Randomly select an existing node as the target.
2. The incoming node links to the target node.
3. The incoming node links to exactly one of the parents of the target node. The
link is the made to parent 1 with probability r1(a, b) and parent 2 with proba-
bility r2(a, b), where a and b are the degrees of parent 1 and 2. The probabilities
are normalized such that r1 + r2 = 1 and they are defined as
r1(a, b) =
aλ
aλ + bλ
, r2(a, b) =
bλ
aλ + bλ
. (2.30)
Here, λ > 0 is a parameter of the model. Importantly, the functional form of the
redirection probabilities are chosen so that redirection to a particular parent becomes
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more likely as the parent degree increases. The probabilities satisfy the requirement
that r1(a, b)→ 1 as a→∞ and r2(a, b)→ 1 as b→∞.
Degree Distribution
In order to gain an intuitive understanding of the network structure, note that the
two links created by each new node are a result of two qualitatively different at-
tachment mechanisms. The link between incoming node and the randomly chosen
target is equivalent to random attachment. Random attachment networks have both
extensive scaling and an exponentially decaying degree distribution, Nk = N2
−k. By
contrast, the link between incoming node and a parent of the target is analogous
to enhanced redirection, which we know produces non-extensive scaling and a broad
degree distribution, Nk ∼ N ν−1k−ν with ν < 2.
In fact, Nk scales either as N or N
ν−1 depending on the value of k. At small k, the
random attachment mechanism dominates the degree distribution and Nk ∼ N , while
at large k, the enhanced redirection mechanism dominates and Nk ∼ N ν−1. The two
different scaling regimes are readily seen from simulations as shown in Fig. 2.11.
To see precisely how two different scaling regimes emerge, we write the master
equation that governs Nk:
dNk
dN
=
[
Nk−1
N
− Nk
N
]
+
[
τk−1(k − 3)Nk−1
N
− τk(k − 2)Nk
N
]
+ δk,2, (2.31)
where τk is the probability that an incoming node attaches to a degree k parent of the
randomly selected target. In Eq. (2.31), the first set of brackets corresponds to random
attachment to the target node. For example, the Nk
N
term gives the probability that
the incoming node randomly targets and attaches to a node of degree k. Similarly,
the second bracket in Eq. (2.31) corresponds to links created through redirection.
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Figure 2.11: Nk vs. N for low degrees k = 2, 3, and high degrees k = 50, 80 at
λ = 0.75. Black lines indicates scaling of Nk ∼ N and Nk ∼ N ν−1 with ν = 1.80.
For example, τk(k−2)Nk
N
is the probability that the incoming node targets one of the
(k − 2)Nk children of degree k nodes and then redirects to attach to the degree k
parent. Last, δk,2 accounts for the fact that each new node has degree 2.
We define τk mathematically by
τk =
∑
b
r1(k, b)N (k, b)
(k − 2)Nk , (2.32)
where N (a, b) is the correlation function defined as the number of nodes with parents
of degree a and b. Therefore, τk is the mean probability of redirection to a degree k
parent averaged over all (k − 2)Nk children of degree k parents.
To find the functional form of Nk, we analyze the small k and large k behavior
separately. For small k, we assume the extensive scaling solution Nk = ckN . Next,
we insert the scaling solution into Eq. (2.31) and perform the differentiation on the
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left hand side. After rearranging terms, we find a recursive formula governing ck as
c2 =
1
2
, ck =
1 + (k − 3)τk−1
2 + (k − 2)τk ck−1 for k > 2. (2.33)
This recursive formula admits the product solution
ck =
1
2k−1
k∏
j=3
1 + (j − 3)τj−1
1 + (j − 2)τj/2 . (2.34)
Finally, we use that redirection to a low degree parent is unlikely and we approximate
the redirection probability as τk = 0 for small k. With this approximation, the
product in Eq. (2.34) reduces to 1, and we find that the degree distribution obeys
Nk ≈ N2−(k−1).
Analogously, we calculate the large k behavior by assuming the non-extensive
scaling ansatz: Nk = ckN
ν−1. We insert this ansatz into Eq. (2.31) and rearrange to
obtain the recursion relation for ck as
ck =
1 + (k − 3)τk−1
ν + (k − 2)τk ck−1, (2.35)
which gives the product solution
ck = cℓ
k∏
j=ℓ+1
1 + (j − 3)τj−1
ν + (j − 2)τj , (2.36)
where ℓ is the degree above which the non-extensive scaling ansatz is valid. The
precise value of ℓ only affects ck up to a multiplicative factor, and does not determine
the large k scaling.
Recall that high degree parents have a high probability of redirection. This fact
allows us to approximate τk ≈ 1 for large k. We insert τk = 1 into Eq. (2.36) to find
61
0 10 20 30 40 50
10−3
100
k
Nk
N
 
 
N = 107
N = 106
N = 105
2−(k−1)
(a)
100 105
10−10
100
k
Nk
Nν− 1
 
 
N = 107
N = 106
N = 105
k−ν
(b)
Figure 2.12: The degree distribution for double attachment with λ = 0.75 and ν =
1.80 at network sizes of N = 105, 106, and 107. The solid black curves indicate
the approximate Nk from Eq. (2.38). In (a), the scaled degree distribution Nk/N is
plotted to show the data collapse for small k. Similarly, (b) plots Nk/N
ν−1 to show
data collapse at large k.
the asymptotic behavior
ck = cℓ
k∏
j=ℓ+1
j − 2
j − 2 + ν ∼ k
−ν . (2.37)
Combined with the non-extensive ansatz, we write the degree distribution at large k
as Nk ∼ N ν−1k−ν .
Last, we define the crossover point k∗ as the degree value that separates the small
k, extensive scaling regime from the large k, non-extensive regime. To estimate k∗, we
find the value at which Nk is equal for both small and large k approximations. The
resulting transcendental equation, N2−(k
∗−1) = N ν−1(k∗)−ν , gives a solution which to
lowest order in N , scales as k∗ ∼ lnN .
We may combine the small and large k approximations to write the degree distri-
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bution as
Nk =


N2−(k−1) for k ≪ k∗
cN ν−1k−ν for k ≫ k∗.
(2.38)
where c is a constant. We found excellent agreement between the degree distribution
from Monte Carlo simulations and Eq. (2.38), as shown in Fig. 2.12.
Macrohubs
Like enhanced redirection, the double attachment algorithm produces many macro-
hubs (Fig. 2.13(a)). As before, we use the extremal criterion (Eq. (2.16)) to estimate
km, and we find the same scaling behavior as enhanced redirection, km ∼ Nm−1/(ν−1)
(Fig. 2.13). The largest nodes grow linearly with system size N , and thus always
remain connected to a finite fraction of the network.
Clustering Coefficient
Many real-world networks tend to have communities of nodes which are tightly link
together. In order to quantify the level of clustering, we define the local clustering
coefficient Ci, as the ratio of the number of links between neighbors of node i to the
total number of links if all neighbors are connected (Newman, 2010). The number of
possible links depends on the degree of node i such that, if the degree is k, then there
are k(k − 1)/2 possible links between neighbors. For a perfectly connected network,
all links are realized and every node has clustering coefficient Ci = 1. Conversely, in
a tree network, no neighbor links occur as that would create a loop, and therefore
Ci = 0 for all i.
For double attachment networks, we now calculate C(k, the clustering coefficient
for a node of degree k, and the use our knowledge of the degree distribution to
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Figure 2.13: (a) 〈km〉/N vs. (lnN)−1 for double attachment model with λ = 0.75 and
ν = 1.80. Only select m values are shown as indicated by the number next to each
line. The data shows that mean hub degree 〈km〉/N approaches a finite fraction as
N → ∞ ((lnN)−1 → 0). Each data point corresponds to 103 computer realizations.
(b) 〈km〉/N vs. m for networks of size N = 106. The dashed line indicates the m
dependence predicted by Eq. 2.17.
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estimate the mean clustering coefficient 〈Ci〉 = 1N
∑
iCi. First, we realize that an
incoming node, i, attaches to a target and a connected parent. So initially, node i
has degree 2 and has 1 link between its neighbors. Every time a new node connects
to node i it does so either by linking to node i and its parent or by linking to node
i and one of its children. Either way, the incoming node increases the degree of
node i by 1 and increases the number of links between neighbors by 1. Therefore, a
degree k node will have k − 1 links between neighbors, and C(k) is given by C(k) =
(k − 1) × [k(k − 1)/2]−1 = 2k−1. Importantly, this scaling C(k) ∼ k−1 is observed
in many real-world networks (Watts and Strogatz, 1998; Fu et al., 2008; Ravasz and
Baraba´si, 2003).
We may now use our knowledge of the degree distribution to estimate the mean
clustering coefficient by
〈Ci〉 = 1
N
2N∑
k=2
C(k)Nk =
1
N
2N∑
k=2
2k−1Nk (2.39a)
Next, we break apart the sum into a small k sum and large k sum. From Eq. (2.38),
we estimate the form of Nk inside each sum
〈Ci〉 =
k∗∑
k=2
[
2−(k−2)k−1
]
+N ν−2
2N∑
k=k∗+1
[
2k−ν−1
]
(2.39b)
where k∗ ∼ lnN is the cuttoff between the scaling regimes. As N → ∞, the second
term vanishes, because ν < 2, and the first term asymptoticly approaches
〈Ci〉 →
∞∑
k=2
[
2−(k−2)k−1
]
= 4 ln 2− 2 = 0.77258 . . . (2.39c)
This mean clustering coefficient value is fairly large and indicates a highly clustered
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Figure 2.14: The network generated by sample ‘.gexf’ file included in text.
network. For comparison, empirical studies find 〈Ci〉 values of 0.79 for actor col-
laboration (Watts and Strogatz, 1998), 0.14 for blogging networks (Fu et al., 2008),
and 0.68 for coauthorship networks (Acedo et al., 2006). By contrast, the Erdos-
Reyni random graph has a mean clustering coefficient that decreases with system size
according to 〈Ci〉 ∼ N−1 (Ravasz and Baraba´si, 2003).
2.5 Network Visualization
The visualization of our networks act as a powerful tool that lets us convey an deeper,
intuitive understanding of network structure. A good visualization must be simple to
understand, convey the desired information, but still be pleasing to the eye. In this
section, we outline the methods we use to create pictures of our networks.
We generate images such as Fig. 2.4 with the network visualization software ‘Gephi
v0.8.2’. We upload, to this software, a data file that contains a list of nodes and links,
along with their attributes (color, size, label). We have used ‘.gexf’ file types, though
Gephi is capable of handling a variety of input file extensions.
In our ‘.gexf’ file, we include a list of nodes where each node must have an “ID”
66
and “label” attribute defined. We may define additional attributes, such as color
on an RGB scale, if we choose. Edges are defined as connected a source and target
node. In our ‘.gexf’ file, edges are listed with defined “ID”, “source”, and “target”
attributes. For instructional purposes, we include below an example ‘.gexf’ file for
the simple network shown in Fig. 2.14.
<gexf xmlns:viz="http://www.gexf.net/1.1draft/viz" version="1.2">
<graph mode="static" defaultedgetype="directed">
<nodes>
<node id="1" label="1" >
<viz:color r="255" g="0" b="0" a="1.0"/>
</node>
<node id="2" label="2" >
<viz:color r="0" g="255" b="0" a="1.0"/>
</node>
</nodes>
<edges>
<edge id="1" source="1" target="1" />
<edge id="2" source="2" target="1" />
</edges>
</graph>
</gexf>
We make many further adjustments to the network visualization manually through
Gephi User Interface. Such adjustments include sizing nodes proportional to degree.
We also control the placements of nodes using built-in layout control algorithms. We
have found that the “Yifan Hu” algorithm works well to disentangle the initially
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randomly placed nodes. We then typically use the “Force Atlas” algorithm to put
the nodes in a more presentable layout.
There are a number of other node and link attributes, such as line thickness or
link color, which we adjust by hand. At this stage, adjusting this attributes is more
art than science. We have found it useful to simply ‘play around’ until a quality final
image is produced.
2.6 Outlook
In this chapter, we the generalized redirection algorithm and seen that it may lead to
a variety of different network structures. For example, hindered redirection produces
sublinear preferential attachment with Ak ∼ kγ and 0 < γ < 1. For the first time,
this result demonstrates that sublinear preferential attachment can occur by local
growth rules. An important question for future work lies in the determination of the
subleading terms in the attachment rate, Ak (See Eq. (2.7)). To find these terms we
must calculate fk, the probability to redirect from a node of degree k. This probability
depends, in turn, on the correlation function N(a, b), which gives the number of nodes
of degree a with parent of degree b (Eq. (2.9)). Ideally, we may eventually be able to
tailor the redirection probability r(a, b) to to exactly reproduce any Ak we choose.
Additionally, we have shown that enhanced redirection leads to networks with
the non-extensive scaling Nk ∼ N ν−1k−ν , where ν < 2. This distribution has a long
tail which correspond the the existence of many macrohubs. The exponent ν is a
function of the algorithm’s single parameter λ. Unfortunately, we can only calculate
ν numerically from simulations, but we would like to find an analytic expression.
Although unsuccessful so far, our most promising method to calculate ν depends on
direct calculation of attachment coefficient α1 (Eq. (2.26)) which scales as α1 ∼ N ν−1.
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This coefficient depends on the correlations function N(a, b), which we do not know.
Finally, with our introduction of the double attachment model, we demonstrate
that the anomalous scaling properties of Nk that occur in enhanced redirection persist
even when the model is perturbed. The double attachment algorithm is of particular
interest as it provides a simple, local growth rule which exhibits both extensive and
non-extensive scalings. Furthermore, the clustering coefficient is large, as observed
for many real networks. The double attachment rule provides a starting point in any
attempt to model the growth of a real network with macrohubs and clustering.
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Chapter 3
Survival Probability in the Capture Process
1We investigate the one-dimensional diffusive capture process in which a marked
particle — a “lamb” — diffuses on the positive half line x > 0 in the presence of N
independently diffusing predators — “lions” — that are all initially at L > x. If the
lamb meets any lion, the lamb is killed. Additionally, the origin is a haven for the
lamb. If the lamb reaches the haven before meeting any of the lions, then the lamb
survives. We are interested in the survival probability of the lamb as a function of
the starting positions of the two species, as well as on the number of lions.
Examples of the diffusive-capture process appear in several ways in nature. For
example, the reaction rates of scarce reactants in solution is limited by diffusion.
This is particularly true in the context of biomolecules, where only a few mRNA
molecules of a gene may be present in the entire cell. (Erban and Chapman, 2009).
Similarly, the wetting transition between two phases of matter can be controlled by
the diffusion of perturbations at the surface between phases. (Fisher, 1984). The
lion-lamb capture process is a representative example of a of class of models called
vicious random walks (Krapivsky et al., 2010), in which walkers annihilate when they
meet.
1This chapter is based on our work published in (Gabel et al., 2012)
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3.1 No Haven
The lion-lamb model is a natural counterpoint to the well-studied capture process
of a single diffusing lamb in the presence of N independent, diffusing lions not in
the presence of a haven (Bramson and Griffeath, 1991; Kesten, 1992; Krapivsky and
Redner, 1996; Redner and Krapivsky, 1999). In this section, we primarily follow
(Redner and Krapivsky, 1999) as we review the main findings of the capture process
in the absence of a haven.
In d ≥ 3 dimensions, the lamb may avoid capture forever, due to the transience
property of random walks in d ≥ 3 dimensions. Here, transience means that some
sites will never be visited by a random walker. By contrast, for d ≤ 2, the ultimate
lamb survival probability is zero because random walks are recurrent, meaning that
a random walker eventually visits every site.
We focus on the d = 1 case, for which there are two qualitatively different initial
conditions. In the first situation, the lamb is placed with lions initially on both sides.
For N lions with approximately equal numbers of them on either side of the lamb,
the lamb survival probability SN(t) asymptotically decays as a power law in time as
SN(t) ∼ t−γN , with γN growing linearly with N for large N . In the more interesting
initial condition, the lions are all on one side of the lamb. Here, the capture process is
much less efficient than in the two-sided system. The survival probability of the lamb
still decays as a power law in time but with a smaller exponent so that SN(t) ∼ t−βN .
The survival exponent βN exhibits a non-trivial dependence on the number of lions
N and also on the diffusivities of each animal.
The exponent βN is known exactly only for N = 1 and N = 2: β1 =
1
2
and
β2 =
3
4
(Bramson and Griffeath, 1991; Kesten, 1992; Krapivsky and Redner, 1996;
Redner and Krapivsky, 1999; Fisher, 1984; Fisher and Gelfand, 1988). The latter
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result shows that even though the two lions are independent, their effect on the
capture process is not, since t−β2 >
(
t−β1
)2
. To derive these exponents, we consider
the simplest case where the diffusivities of all animals are the same (and set to one).
The initial positions of the lamb and the lions are irrelevant to the determination of
the asymptotic behavior.
To derive the N = 1 survival probability, we only need consider the time evolution
of the separation between animals, y = x1− x2, where x1 is the lamb position and x2
is the lion position. For the initial condition x1 > x2, the survival probability is given
by the probability that y > 0. The separation probability p(y, t) is governed by the
diffusion equation
∂p
∂t
= Dy
∂2p
∂y2
, (3.1)
with the absorbing boundary condition p(0, t) = 0 and and initial condition p(y, 0) =
δ(y−y0), where y0 is the initial lamb-lion separation. The composite particle diffusion
constant Dy = 2 is the sum of the lamb and lion diffusion constants which are set to
one.
The solution to Eq. (3.1) is easiest to solve using the method of images where
p(y, t) is given by the combination of a Gaussian centered at y0 and a negative ‘image’
Gaussian centered at −y0:
p(y, t) =
1√
4πDyt
[
e
− (y−y0)
2
4Dyt − e−
(y+y0)
2
4Dyt
]
. (3.2)
This combination of Gaussians guarantees the absorbing bounding condition is satis-
fied. The survival probability is found by integrating over y > 0 to give
S1(t) =
∫ ∞
0
p(y, t)dy = erf
(
y0√
4Dyt
)
→ y0√
4Dyt
, (3.3)
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Figure 3.1: The allowed region for N = 2 composite particle diffusion with x1 = x2
and x1 = x3 absorbing boundaries. The wedge angle θ is complimentary to φ, the
angle between nˆ2 and nˆ3, the normal vectors to the boundary planes.
where the limit corresponds to t→∞. Therefore, we recover the asymptotic scaling
S1(t) ∼ t−β1 , with β1 = 12 .
To find the survival probability for N = 2, we recast the independent motion of
one lamb and two lions to the motion of a composite particle in three dimension with
position (x1, x2, x3) where x1 is the lamb position and x2, x3 are the lion positions.
The lamb survives until the composite particle crosses the x1 = x2 or x1 = x3 planes.
Thus, for initial condition x1 > x2 = x3, the composite particle is diffusing in a wedge
defined by x1 > x2 and x1 > x3. It is known that the asymptotic survival probability
of a particle in an absorbing wedge is given by
Swedge ∼ tπ/2θ, (3.4)
where θ is the angle of the wedge. To determine θ, we note that the x1 = x2 and x1 =
x3 planes are defined by the normal vectors nˆ2 = (
1√
2
,− 1√
2
, 0) and nˆ3 = (
1√
2
, 0,− 1√
2
).
The angle between normal vectors is given by φ = cos−1 (nˆ2 · nˆ3) = π/3. The wedge
angle is complimentary to φ and equal to θ = π−φ = 2π/3 (See Fig. 3.1). Thus from
Eq. (3.4), the survival probability decays with tβ2 and β2 =
3
4
.
For N > 2, no exact calculations of βN is available. However, in the case N =
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3, a mapping to an equivalent electrostatic problem leads to the accurate estimate
β3 = 0.91342(8) (ben Avraham et al., 2003). For N > 3, the value of βN has been
estimated with moderate accuracy only for a few values of N (Bramson and Griffeath,
1991); however, it is known that βN > 1 for N > 3, so that the average lifetime of the
lamb is finite (Li and Shao, 2002). Because βN grows more slowly than linearly with
N , each additional lion has a progressively weaker influence on the capture process.
As N → ∞, both asymptotic and rigorous arguments give βN → 14 lnN (Kesten,
1992; Krapivsky and Redner, 1996; Redner and Krapivsky, 1999). The sublinear
dependence of βN on N , reflects the decrease in additional marginal efficiency each
new lion adds to the capture process.
3.2 Haven
In this chapter, we incorporate the new feature of a haven at x = 0 and ask whether
the lamb can reach the haven before meeting any of the lions. If the haven is reached,
we say that the lamb survives (Fig. 3.2). Our goal is to determine how the ultimate
survival probability SN(x, L) depends on the initial positions of the lamb and all the
lions, x and L > x, respectively, as well as on the number of lions. As we shall see,
the survival probability depends on z ≡ x
L
rather than on x and L separately and thus
we write the ultimate survival probability as SN(z). Our main result is that SN(z)
has an unusual form whose leading behavior is SN(z) ∼ N−z2 , but this behavior does
not become apparent until N becomes of the order of 10500.
We begin by solving the simplest and exactly-soluble case of one lion in Section 3.3.
We also outline the formal solution to the problem for any number of lions. In
Section 3.4 we treat the extreme case where the number of lions is infinite, so that
the lion that is closest to the lamb moves ballistically. We then investigate arbitraryN
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Figure 3.2: Space-time trajectories of a lamb and two lions with a haven at x = 0
when: (a) the lamb survives and (b) the lamb is eaten.
in Section 3.5. When N is large, we can replace the N lions by a single “closest lion”
that moves deterministically. We develop approximation schemes to estimate SN(z)
in this large-N limit. We also present numerical results for the survival probability in
Section 3.6. A straightforward simulation of the random-walk motion of the particles
is prohibitively slow when N is large, and we present two alternative approaches that
are considerably more efficient and allow us to probe the survival probability in the
regime where N is extremely large — of the order of 10500. Finally, in Section 3.7,
we summarize and also discuss some natural and intriguing extensions of the model.
3.3 Exact Analysis
3.3.1 One Lion
As a preliminary, we can readily solve the case of one lamb at x = x1 and one lion
at L = x2 > x1 for the general situation where the diffusivities of the two species are
distinct — D1 for the lamb and D2 for the lion. We compute the survival probability
that the lamb reaches the haven at x = 0 before being eaten by the lion, S(x1, x2),
by mapping the coordinates of the lamb and the lion on the line to diffusion in a
two-dimensional wedge, from which the survival probability follows easily.
It is convenient to transform from the coordinates (x1, x2) to y1 = x1/
√
D1 and
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Figure 3.3: Mapping the diffusion of a lamb and a lion on the half line x > 0 to
isotropic diffusion in a wedge of opening angle θ.
y2 = x2/
√
D2. In the y1-y2 plane, the motions of the lamb and lion on the half line
can be viewed as the isotropic diffusion of a fictitious composite particle with unit
diffusivity (Fisher and Gelfand, 1988; Redner, 2001). If y1 reaches zero while the
condition y1 < y2 is always satisfied, the lamb survives (Fig. 3.3). Conversely, if
y1
√
D1 = y2
√
D2 at some time (corresponding to x1 = x2) while y1 always remains
positive, then the lamb has been eaten by the lion before the haven is reached.
In the y1-y2 plane, the initial position of the composite particle is
(
x1√
D1
,
x2√
D2
)
,
corresponding to the polar angle
α = tan−1
(
x2/
√
D2
x1/
√
D1
)
. (3.5)
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Figure 3.4: Ultimate survival probability S(x1, x2) as a function of x1/x2 for various
values of the lamb and lion diffusivities, D1 and D2, respectively.
The allowed region for the composite particle is a wedge of opening angle
θ = tan−1
√
D2/D1 . (3.6)
We want the probability S(x1, x2) that the composite particle first hits the line y1 = 0
(corresponding to the lamb reaching the haven) without hitting the line y1
√
D1 =
y2
√
D2. This probability satisfies the Laplace equation (Redner, 2001)
D1
∂2S
∂x12
+D2
∂2S
∂x22
= 0
for x2 ≥ x1, with boundary conditions S(x1 = 0, x2) = 1 and S(x1, x2 = x1) = 0.
Clearly the solution is a function that linearly interpolates between 0 and 1 in the
angular direction, so that the ultimate survival probability is (Redner, 2001; Carslaw
and Jaeger, 1959)
S(x1, x2) =
α− (π/2− θ)
θ
. (3.7)
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As is obvious from Fig. 3.4, the closer that the lamb starts to the haven the more
likely it is to survive. Moreover, as can be inferred from Fig. 3.3, the best strategy for
the lamb to survive for a given initial condition is to diffuse quickly. As the diffusivity
of the lamb D1 increases, the wedge angle in Fig. 3.3 approaches
π
2
while the starting
position of the fictitious particle in the plane moves close to the y2 axis, i.e., closer
to the haven. Finally notice that in the limit D2 → 0 (stationary lion), the survival
probability decays linearly with x1/x2.
As a byproduct of the wedge mapping, we can immediately determine the prob-
ability that the lamb is still diffusing — that is, the lamb has not yet reached the
haven and has not yet been eaten by the lion. This situation corresponds to the fic-
titious particle having not yet reached either of the sides of an infinite wedge defined
by x1 = 0 and x1 = x2. In the isotropic y1-y2 coordinates, this wedge has opening
angle θ (Fig. 3.3), and the survival probability asymptotically decays as t−π/2θ. In
particular, when D1 = D2, then θ =
π
4
(see Eq. (3.6)), and the survival probability
decays as t−2.
3.3.2 Formal Solution for General N
The reasoning given above can be readily generalized to map the problem of a diffusing
lamb in the presence of N diffusing lions to a single diffusing fictitious particle in
N +1 dimensions, with boundary conditions that reflect the lamb reaching the haven
or being eaten by a lion. For simplicity, we set the diffusivities of the lamb and the
lions to one. We first discuss the case of two lions; the generalization to any number
of lions is immediate.
Suppose that the lamb is initially at x1 > 0 and that the two lions are initially
at x2 = x3 > x1. The lamb survives if it reaches x = 0 without meeting either of
the lions on the way to x = 0. We now map the diffusion of the three interacting
78
particles on the positive half line to the isotropic diffusion of a composite particle at
(x1, x2, x3) in three dimensions, with constraints that correspond to the interactions in
the lamb-lion system. By this mapping, the allowed region for the composite particle
is defined by x1 > 0, corresponding to the lamb not yet reaching the refuge, as well
as by x1 < x2 and x1 < x3, corresponding to the lamb not yet eaten by either of the
lions. This defines a wedge-shaped region that are delineated by three planar sides
that is known as a Weyl chamber (Grabiner, 1999).
The survival of the lamb corresponds to the composite particle first hitting the
plane x1 = 0 of the Weyl chamber without hitting either of the planes x1 = x2
and x1 = x3. By the equivalence between first-passage and electrostatics (Redner,
2001), this survival probability of the lamb coincides with the electrostatic potential
Φ(x1, x2, x3) at the initial point of the composite particle, with the boundary condi-
tions Φ = 1 on the plane x1 = 0, and Φ = 0 on the planes x1 = x2 and x1 = x3.
This same mapping works for any number of lions and constitutes the formal solu-
tion. Unfortunately, the analytical solution to this potential problem does not seem
tractable for more than two lions.
3.4 Infinite Number of Lions
When the number of lions is infinite, the lion closest to the haven — the closest lion —
would reach the haven at an infinitesimal time. However, it is instructive to consider
the related problem in which each lion undergoes a nearest-neighbor, discrete time
random walk. In this modified process, each lion moves one lattice site in every time
step. Because the lion number is infinite, there will always be a lion that steps left
and never right. Therefore, the position of the last lion inexorably moves one lattice
spacing to the left in each time step. For this system, we determine the ultimate
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survival probability S∞(x, L) by writing the backward Kolmogorov equation (Redner,
2001) for S∞(x, L) and then applying scaling to solve this equation. The result should
correspond to that obtained for diffusing lions in the limit of very large N .
To write the backward equation, we consider the evolution of the system over
a small time interval [0,∆t] during which the lamb moves to x + η(0)∆t and the
boundary moves to L− v∆t, where v is the boundary velocity. That is, the position
of the lamb x(t) evolves by the Langevin equation dx/dt = η(t), where η(t) is Gaussian
white noise with zero mean, 〈η(t)〉 = 0, and correlation 〈η(t)η(t′)〉 = 2D δ(t − t′).
We now view the new positions of the lamb and the boundary after the time interval
∆t as the initial conditions for the subsequent evolution. This S(x, L) = 〈S(x +
η(0)∆t, L − v∆t)〉, where the average is over the initial noise η(0). Expanding the
right-hand side of this recursion to lowest non-vanishing order in each variable and
using the properties of delta-correlated noise, we obtain the backward equation
D
∂2S
∂x2
− v∂S
∂L
= 0 (3.8)
for 0 ≤ x ≤ L, with the boundary conditions S(0, L) = 1 and S(L,L) = 0. To solve
this equation we make the scaling ansatz S(x, L) = f(y) (with y = x/
√
L) to give
the ordinary differential equation for f :
f ′′ +
v
2D
y f ′ = 0 , (3.9)
subject to the boundary conditions f(0) = 1 and f(
√
L) = 0; here the prime denotes
differentiation with respect to y.
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Integrating and applying the boundary conditions gives
f(y) = 1− erf
(
y
√
v/4D
)
erf
(√
vL/4D
) . (3.10)
In the limit L→∞, this expression reduces to
f(y)→ erfc(y√v/4D) = erfc(z√vL/4D) , (3.11)
with z = x/L. The primary feature of this result is that the lamb survival probability
is non-zero only within a thin boundary layer where the starting position satisfies
x≪√4DL/v. Outside this layer the lamb is almost surely eaten by one of the lions.
3.5 Asymptotics for Large N
The capture process also simplifies when the number of lions N is finite but large,
because the position of the closest lion becomes progressively more deterministic as N
increases, even though each individual lion undergoes independent Brownian motion.
Thus we only need to consider the ultimate survival of the lamb in the presence of a
single effective predator (Breiman, 1966; Daniels, 1969; Salminen, 1988) — the closest
lion — that moves systematically towards the lamb (Fig. 3.5). We now exploit this
physical picture to give a heuristic argument for the ultimate survival probability of
the lamb.
When all the lions start at L > x, the average number of lions at x is
n(x, t) =
N√
4πDt
e−(x−L)
2/4Dt .
We estimate the location of the closest lion, L(t), by demanding that n(L(t), t) = 1.
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Figure 3.5: Schematic space-time representation of the diffusion of the lamb at x and
the position L(t) of the closest lion when the number of lions N ≫ 1.
This criterion gives (Redner and Krapivsky, 1999)
L(t) = L−
√
At , (3.12)
where
A = 4DlnM
(
1− 1
2
ln lnM
lnM
+ . . .
)
(3.13)
and M = N/
√
4π. Thus to lowest order, A ≈ 4D lnN . At a critical time t∗ = L2/A
the closest lion has reached the haven at x = 0 and the capture process is necessarily
finished — either the lamb has been killed or it has reached the haven. Notice that
although N must be large for the closest lion to move deterministically, N cannot
be too large. As discussed in the previous section, if each lion undergoes a nearest-
neighbor random walk, the closest lion moves deterministically to the left with speed
v = 1 when N is sufficiently large. For Eq. (3.12) to be valid, we therefore require (to
lowest order) that
√
4Dt lnN < vt, or N < exp(v2t/4D). Using v = 1 and D = 1
2
for
a nearest-neighbor random walk, the last lion moves deterministically as
√
4Dt lnN
only when t > 2 lnN . For t < 2 lnN , the last lion moves with constant unit speed
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toward the lamb.
We now crudely estimate the ultimate survival probability of the lamb as the total
probability flux that reaches x = 0 up to time t∗ in the semi-infinite system without
any additional constraints. This integrated flux represents an upper bound for the
survival probability for large N because this estimate includes lamb trajectories that
could intersect the trajectory of the last lion and then reach the haven. For a diffusing
particle that starts at x, the flux to an absorbing boundary at the origin at time t
is: (Redner, 2001)
j(0, t) =
x√
4πDt3
e−x
2/4Dt .
Consequently, the probability SN for the lamb to get trapped at the origin up to time
t∗ (corresponding to the lamb reaching the haven and surviving) satisfies the bound
SN <
∫ t∗
0
x√
4πDt3
e−x
2/4Dt dt = erfc(z
√
lnN). (3.14)
Here we have used the substitution = x/
√
4Dt to transform to a Gaussian integral,
as well as the lowest-order approximation t∗ = L2/(4D lnN) and z = x
L
.
From the asymptotic form erfc(x) ∼ e−x2/(√π x2), we thus obtain an upper bound
for the ultimate survival probability that has the unusual functional form
SN <
1√
π
N−z
2 [
ln(N z
2
)
]−1/2
. (3.15)
Consistent with basic intuition, SN is a decreasing function of N and also decreases
as z → 1 with N fixed. It should be emphasized that Eq. (3.15) applies in the
limit of z
√
lnN ≫ 1, which is extremely hard to achieve by direct simulation. For
example, if the lamb starts halfway between the haven and the lions (z = 1
2
), then
for N = 104, the argument of the complementary error function is z
√
lnN ≈ 1.52;
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for N = 1016, z
√
lnN ≈ 3.03. Conversely to reach z√lnN = 10 requires N =
e400 ≈ 10174. Notice also that Eq. (3.14) matches the survival probability given by
Eq. (3.11) for a ballistically-moving boundary when N reaches a critical value for
which the completion time t∗ = L2/A also equals L/v.
More rigorously, we should also incorporate the absorbing boundary condition at
L(t), corresponding to the lamb getting eaten by the closest lion. This problem of a
fixed absorbing boundary at x = 0 and a moving absorbing boundary at x = L−√At
does not seem readily soluble, however. Instead, we investigate a related model in
which the boundary motion mimics that of the closest lion, but is engineered to
be soluble. As we shall show, the ultimate survival probability for this alternative
problem has a qualitatively similar dependence on system parameters as Eq. (3.15).
Consider the toy model in which the closest lion coordinate is Ltoy(t) =
√
L2−Bt
(compared to L(t) = L−√At, with A = 4D lnN , for N ≫ 1 diffusing lions). These
two boundaries satisfy the inequality Ltoy(t) > L(t) and both reach the origin at the
same time when B = A. Thus the toy model remains an upper bound for the true
survival probability.
It is again convenient to treat the evolution of the system in the two-dimensional
space (x, L). Let S(x, L) be the probability that the lamb successfully reaches the
haven, where x and L denote the initial positions of the lamb and the boundary
respectively. Following the same approach as in Sec. 3.4, we write the backward
equation for S(x, L). In a small time interval [0,∆t] the lamb moves to x + η(0)∆t,
where η(t) is Gaussian white noise with zero mean, and the boundary moves to
L − (B/2L)∆t, where B/2L is the boundary speed. The survival probability now
satisfies S(x, L) = 〈S(x + η(0)∆t, L − (B/2L)∆t)〉, and expanding the right-hand
84
side to lowest order gives the backward equation
D
d2S
dx2
− B
2L
dS
dL
= 0 (3.16)
for 0 ≤ x ≤ L, with the boundary conditions S(0, L) = 1 and S(L,L) = 0. To solve
(3.16) we make the scaling ansatz S(x, L) = f(y), with y = γz, where γ =
√
B/(2D)
and z = x
L
, and find that the scaling function satisfies
f ′′ + y f ′ = 0 , (3.17)
for 0 ≤ y ≤ 1, with the boundary conditions f(0) = 1 and f(γ) = 0; here the prime
denotes differentiation with respect to y. Integrating once gives f ∝ e−y2/2, and
integrating again gives
f(z) = 1− erf(γz/
√
2)/erf(γ/
√
2) , (3.18)
where the constants are determined by the boundary conditions. Substituting in
γ =
√
B/(2D) and B = 4D lnN gives the asymptotic behavior
f(z) ≈ [N−z2 −N−1] ∼ N−z2 . (3.19)
This upper bound has the same asymptotic behavior as (3.15) and suggests that the
heuristic approach should be quite accurate.
3.6 Simulations
We now present simulation results for the lamb-lion-haven system. While a direct
simulation is simple to code, it becomes prohibitively slow when N is large. We
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have therefore developed two complimentary approaches to determine the survival
probability in the large-N limit.
3.6.1 Probability Propagation
Probability propagation is well-suited for probing the case of N ≫ 1, where we replace
the position of the closest lion by a deterministic absorbing boundary, L(t), that moves
according to Eq. (3.12). Here, the constant A can be chosen as the mean or most
probable position of the closest lion or any other reasonable positional metric. We
choose to set A = 4D lnN , which is the leading behavior in Eq. (3.12). The omission
of higher-order corrections, which slightly decrease A, lead to a more slowly-moving
boundary and a correspondingly slightly larger survival probability. Thus probability
propagation should provide a lower bound to the true survival probability.
Let P (x, t) be the probability that the lamb is at x at time t. At each time step,
the probability in the interior region 2 < x < ⌊L(t)⌋ − 1 propagates according to
P (x, t + 1) = 1
2
P (x− 1, t) + 1
2
P (x + 1, t); here ⌊L(t)⌋ is the largest integer less than
L(t). At the edge sites P (1, t+1) = 1
2
P (2, t) and P (⌊L(t)⌋, t+1) = 1
2
P (⌊L(t)⌋−1, t).
Probability elements that reach either x = 0 or ⌊L(t)⌋ + 1 do not propagate further
and remain in place. Probability propagation continues until L(t) reaches x = 0. The
total probability at x = 0 at this termination time gives the survival probability of
the lamb.
We used probability propagation to obtain SN(z) for N up to 10
500. We used
quadruple precision variables to ensure accuracy of the probability values throughout
the propagation. The initial value of L was chosen to be the smallest such that
finite-size effects were imperceptible — this ranged from L = 1000 for small N to
L = 30, 000 for the largest N values.
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3.6.2 Event-Driven Simulation
A naive simulation is simply to move every lion and the lamb by ±1 at each time step,
an approach which is prohibitively slow for large N . However, there is no need to
simulate every single random-walk step, particularly if the lamb is far from both the
haven and nearest lion. This motivates using an event-driven simulation, in which
we propagate all particles over a time that corresponds to a finite fraction of the
time needed for a reaction to actually occur — either the lamb reaching the haven or
getting eaten by the closest lion.
Let y be the minimum of the distances between the lamb and the nearest lion,
and between the lamb and the haven. We could move every particle according to a
binomial distribution of y/2 − 1 steps because there is no possibility that the lamb
meets any of the lions or reaches the haven during this update. However, this approach
is unnecessarily stringent because each particle moves a typical distance that is only
of the order of
√
y. Thus we increment the number of steps by m, where
m =


y2/2Y for y ≥ Y,
y/2 if y < Y,
(3.20)
and move every particle according to a binomial distribution of m steps. Note that
these update rules match at the crossover separation y = Y . After each such update,
we check if the lamb has reached or crossed over the position of the haven or that of
any lion, in which case the simulation is finished.
For y < Y , m = y
2
and the lamb cannot reach either the haven or any lion
during the update; this part of the simulation is exact. For y ≥ Y , there is a non-
zero probability that the lamb trajectory could cross the haven or a lion trajectory
and then cross back during the update. However, by choosing Y appropriately, the
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probability of error due to such crossing trajectories can be made vanishingly small.
We found that Y = 15 gave an excellent compromise between accuracy and efficiency.
We also checked that simulations results with the update rule (3.20) are essentially
identical with exact results that arise by choosing Y =∞ in the update rule (3.20).
3.6.3 Results
In Fig. 3.6(a) we show the dependence of the ultimate survival probability versus
scaled initial position z = x
L
for N up to 256, 000, with 105 realizations for each
data point, from event-driven simulations. For N ≫ 1, these survival probabilities
gradually converge, as N increases, to a limiting curve that corresponds to the system
where the last lion moves ballistically. The lions are all initially at L = 100 and we
verified that the survival probability depends only on the ratio x/L, without any
explicit finite-L dependence. This independence on L emerges when L ≥ 100 and
thus we focus on the smallest system (L = 100) where finite-size effects are negligible.
We also examined the dependence of SN on N for fixed z to test the asymptotic
power-law behavior S ∼ N−z2 of Eq. (3.15). Our analytical prediction matches the
simulation quite well for z . 0.5 (Fig. 3.6)(b). However, a small but slowly growing
discrepancy arises as z is increased beyond 0.5. The source of this discrepancy is that
the heuristic derivation of Sec. 3.5 ignores the existence of the absorbing boundary
caused by the last lion. When z approaches 1, the lamb starts sufficiently close to
the last lion that the assumption of ignoring the boundary caused by the last lion is
no longer valid.
Finally, we compare our two simulation approaches with each other and with our
our heuristic prediction SN . erfc(z
√
lnN) from Eq. (3.14). By construction, the
event-driven simulation is more accurate because it explicitly follows the stochastic
motion of the lamb and the lions. Our heuristic prediction (3.14) provides an upper
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Figure 3.6: (a) Dependence of the survival probability on z for representative values
of N from event driven simulations. Dashed curve is analytic solution for ballistic lion
motion from Eq. (3.10) where v = 1, D = 1/2, and L = 100. (b) Survival probability
versus number of lions N for three representative z values. Curves give the analytic
prediction S = N−z
2
and the symbols represent probability propagation results.
bound for large N , but this regime is not feasible to simulate with the event-driven
algorithm. Conversely, the probability propagation simulation can be implemented
for arbitrarily large N but suffers from systematic error because it assumes the closest
lion position to be deterministic.
Figure 3.7(a) illustrates the convergence of the simulation results to Eq. (3.14)
where the difference between the simulated value of SN(z) and erfc(z
√
lnN) is plotted
as a function of z for representative N values. We quantify this difference by ∆ ≡
(Aa−As)/Aa, where Aa =
∫
SN(z)dz, with SN(z) = erfc(z
√
lnN), is the area beneath
the analytic survival curve and similarly for the area beneath the simulated curve.
Figure 3.7(b) shows that ∆→ 0 as N →∞ for the probability propagation algorithm.
A similar, but not identical convergences arises in the event-driven simulation, but
the method cannot reach the large-N regime. These results provide strong evidence
that the survival probability is indeed given by S → erfc(z√lnN) as N →∞.
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Figure 3.7: (a) Difference between simulated survival probability and SN(z) =
erfc(z
√
lnN) as a function of z for various N . Open symbols correspond to probabil-
ity propagation while filled symbols correspond to event-driven simulations. Circles
correspond to N = 8, 000, triangles to N = 32, 000, and squares to N = 128, 000.
(b) Relative area difference ∆ versus 1/ lnN for probability propagation (◦) and
event-driven () simulations.
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3.7 Outlook
The presence of a haven adds an intriguing element to the classic capture process
of a single lamb in the presence of N diffusing lions. Now the basic question is
whether the lamb can reach safety at the haven before it is eaten by one of the
lions. We investigated the dependence of the ultimate survival probability of the
lamb, SN(x, L), on the number of lions N and also on the initial positions of the
lamb (x) and the lions (all at L, for simplicity). By a rough heuristic argument, we
found that SN has the asymptotic behavior SN . erfc(z
√
lnN), and this function has
the unusual leading behavior SN ∼ N−z2 , where z = x/L. It is remarkable that a
simplistic approach gives such an unusual and rich result. However, the approach to
this asymptotic regime is extremely slow and it is necessary to simulate a system that
corresponds to N of the order of 10500 lions before the asymptotic behavior becomes
apparent.
It is natural to ask about the properties of the ultimate survival probability in
higher dimensions. For diffusive capture in an unbounded system, the case of one
dimension is the most interesting. However, the presence of a haven now makes the
higher-dimensional problem nontrivial. For example, in two dimensions, a natural
setting would be a diffusing prey, N diffusing predators, and a circular haven of radius
R centered at the origin. Because of the recurrence of diffusion in two dimensions,
the prey will eventually reach the haven if there are no predators, but the mean time
to reach the haven is infinite. What happens when predators exist? How does the
survival probability depend on the number of predators and on the initial positions
of the prey and predators? How long does it take for the capture process to end?
Another interesting two-dimensional geometry is a semi-infinite planar haven. Finally,
in three dimensions, the transience of diffusion could lead to very different properties
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for the survival probability than in two dimensions.
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Chapter 4
Species Extinction Through Interactions
Population dynamics research typically focuses on the mean population sizes. The
deterministic rate equations that govern mean population sizes are usually written
as a set of differential equations that predict either an infinitely long lived stable
population or some cyclic behavior (Murray, 2001; Edelstein-Keshet, 1988). These
equations which only predict mean population size are inherently flawed because, in
any finite population, fluctuations eventually cause the species to go extinct. Since
extinctions occur when the system is far from equilibrium, an alternative to the rate
equations approach is necessary.
In this chapter, we examine several population models in order to calculate ex-
tinction rates. In Section 4.1, we review the basic concepts of populations dynamics.1
Then, in Section 4.2, we develop a powerful mathematical method which, when ap-
plicable, yields extinction rates for even extremely complicated systems.2 Last, in
Section 4.3 we study the classic model of two species competition.3 Importantly, we
find that the paradoxical situation may arise in which the species with largest mean
population size is the more likely to go extinct before its less numerous competitor.
1The review presented in Section 4.1 follows Chapter 12 in (Krapivsky et al., 2010).
2The results presented in Section 4.2 were researched in collaboration with Prof. Pankaj Mehta
of Boston University.
3Section 4.3 is based in large part on our work published in (Gabel et al., 2013b)
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4.1 Population Dynamics
4.1.1 Master Equation
In general, as set of elemental reactions will control the population dynamics. For
example, if an species A asexually reproduces at rate 1, we represent the reaction by
the shorthand notation:
A
1−→ 2A,
where the A indicates the individuals necessary to initiate reproduction, the 2A in-
dicates the resultant 2 individuals (parent and child) and 1 indicates the rate.
We may now write the master equation which governs Pm(t), the probability of
population m at time t, as
P˙m = (m− 1)Pm−1 −mPm. (4.1)
The first term gives the rate to enter population m state while the second term
corresponds to the rate of exit. For example, the second terms gives the rate at which
m particles reproduces times the probability of being in state m and thus the overall
exit rate.
For this simple set of elemental reactions, we may solve the master equation (4.1)
exactly. Let us assume an initial population of m = 1 so that Pm(0) = δm,0. Then,
we take the exponential ansatz Pm(t) = Aa
m where A and a are functions of t. We
then simplify by using the probability conservation equation,
1 =
∞∑
m=0
Pm(t),
to find A = a − 1. Inserting the exponential ansatz into Eq. (4.1) and rearranging
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gives a˙ = 1− a and therefore a = 1− e−t. The probability distribution is thus given
by
Pm(t) = e
−t(1− e−t)m−1. (4.2)
Interestingly, the m = 1 state is the most probable, corresponding to the situa-
tion where no reproduction occurs. By contrast, the mean population size, 〈m〉 =∑
m Pm = e
t, grows exponentially. As we see here and again in Sections 4.2 and
4.3, the mean population size does not always adequately reflect the full probability
distribution.
4.1.2 Rate Equations
In instances where the master equation for Pm(t) is too difficult to solve, we may still
analyze the behavior of the mean population size. As an example, let us consider the
following set of elemental reactions:
A
1−→ 2A, 2A 1/K−−→ 0
The first reaction corresponds to asexual reproduction, and the second reaction cor-
responds to intra-species competition wherein two individuals annihilate if they meet.
K is the carrying capacity, and as we will show, it sets the overall scale of the steady
state population.
The master equation that governs Pm(t) is given by
P˙m = [(m− 1)Pm−1 −mPm] + 1
K
[
(m+ 2)(m+ 1)
2
Pm+2 − m(m− 1)
2
Pm
]
, (4.3)
where the first set of brackets corresponds to asexual reproduction, and the second set
of brackets corresponds to intra-species competition. For example, them(m−1)Pm/K
95
0 K
0
〈m〉
〈m˙〉
Figure 4.1: Phase diagram of ˙〈m〉 vs. 〈m〉 for the birth-death process. The open
circle at 〈m〉 = 0 indicates a repulsive fixed point while the closed circle at 〈m〉 = K
indicate an attractive fixed point. Arrows indicate the direction of 〈m〉 change in
each region.
term gives the number of ways that two individuals may meet, m(m − 1)/2, times
the rate of annihilation, 1/K, times the probability of being in state m to give the
total rate of exiting state m through intra-species competition.
To obtain the mean population size 〈m〉, we multiply Eq. (4.3) by m and sum
over all m. After shifting indexes and simplifying, we produce the equation
˙〈m〉
K
=
(
1 +
1
K
) 〈m〉
K
− 〈m
2〉
K2
. (4.4)
Eq. (4.4) is an open because 〈m〉 depends on 〈m2〉. To solve this hierarchy problem,
we assume 〈m2〉 = 〈m〉2. If we also assume that K is large, we may drop the 1/K
term to arrive at the final rate equation
˙〈m〉
K
=
〈m〉
K
−
(〈m〉
K
)2
. (4.5)
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In general, this procedure will produce the rate equation of 〈m〉 for any elemental
reactions.
To analyze Eq. (4.5), we plot the phase diagram of 〈m˙〉 versus 〈m〉, as shown in
Fig. 4.1. We see that there is a repulsive fixed point at 〈m〉 = 0 and an attractive fixed
point at 〈m〉 = K. Therefore, Eq. (4.5) predicts that any finite initial population will
evolve to the 〈m〉 = K state. As we show in the remaining sections, this rate equation
approach, although useful, is incomplete. Eventually, population fluctuations about
the mean cause total extinction. We therefore need tools beyond the rate equation
to determine extinction rate.
4.2 Linear Species Interactions
In this section, we consider systems with no direct interactions between individuals,
of either the same or different species. We call these processes linear because they
produce linear terms in the mean field rate equations. Although the products of
a reaction may include many individuals, the process is only initiated by a single
individual. Some examples of linear processes are given in Table 4.1. By contrast, a
nonlinear processes occurs when direct interaction between individuals is necessary
to initiate the a reaction. For example, intra-species competition in which two of the
same species individuals annihilate, 2A→ 0, is nonlinear.
Sets of purely linear interactions are used to describe a variety of physical systems.
For example, certain bacteria spontaneously switch between a fast reproducing pheno-
type and a hardier, but slower reproducing phenotype. In the low population regime
where interactions are small, all switching, reproduction, and death processes occur
at a fixed rate for every bacteria (Kussell and Leibler, 2005). Similarly, many models
of cancer formation involve the transformation of cells from normal to cancerous to be
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Table 4.1: Examples of linear species processes
Process Shorthand Notation
Species A reproduces asexually A→ 2A
Species B dies B → 0
Species B mutates into species C B → C
Species D becomes an A, 3 Bs, and and 2 Cs D → A+ 3B + 2C
a multistage process of linear reactions (Kendall, 1960; Antal and Krapivsky, 2011).
Last, evolution models which describes the mutation of genes between allele types,
are based on linear processes (Weissman et al., 2010).
4.2.1 Extinction Probability
We now explain our procedure to calculate the extinction probability for a system of
linear processes. For simplicity, we first demonstrate our results for systems of only
a single species. The extension to multiple species is straightforward and worked out
in Section 4.2.3.
To begin, we require a model of only linear reactions. As a simple example,
consider the birth-death process of species A, described by the following dynamics:
A
1−→ 2A
A
µ−→ 0, (4.6)
where the quantities above an arrow indicates the rate of a reaction. Hence, for the
birth-death process, individuals of species A give birth at rate 1 and die at rate µ.
We define Pm(t) to be the probability of m individuals at time t. Note that P0(t) is
the probability of zero population, and thus extinction. For the birth-death process,
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Pm(t) is governed by the master equation
P˙m = [(m− 1)Pm−1 −mPm] + µ[(m+ 1)Pm+1 −mPm], (4.7)
where P˙m denotes differentiation with respect to time. For a general set of linear
species reactions, the master equation governing Pm(t) will only have terms of the
form r(m+ n)Pm+n where r is a rate and n is an integer constant.
At this point, we may derive the mean field equations by multiplying Eq. (4.7)
by m, and summing both sides over all m. We then replace indices in the sum, use
〈m〉 =∑m Pm, and simplify to find the rate equation
˙〈m〉 = (1− µ)〈m〉. (4.8)
The solution is the exponential 〈m〉 = m0e(1−µ)t, where m0 is the initial size of the
population. If µ > 1, then 〈m〉 → 0 and we species A eventually goes extinct. By
contrast, if µ < 1, then 〈m〉 grows without bound, which one could naively interpret
to mean that species A will not go extinct. However there remains a finite probability
that a fluctuation causes species A to go extinct.
To calculate this extinction probability we use the master equation (4.7). First,
we introduce the generating function G(x, t) defined as
G(x, t) =
∞∑
m=0
xmPm(t). (4.9)
Importantly, at x = 0 the generating function gives the extinction probability, G(0, t) =
P0(t).
Next, we multiply Eq. (4.7) by xm and sum over all m to find the following partial
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differential equation that governs the generating function:
0 =
∂G
∂t
+ h(x)
∂G
∂x
, (4.10)
where h(x) is generally a polynomial in x. For the birth-death process, we have
h(x) = −(x− 1)(x− µ).
We then apply the method of characteristics to solve Eq. (4.10). We define a
special trajectory of x and t that obeys the relationship x˙ = h(x). In general, this
equation has some solution of the form x = x(x0, t), where x depends on t and the
initial condition, x = x0 at time t = 0. For future use, we note that this function
may be inverted to give the initial condition as a function of time and final position,
x0 = x0(x, t). Because x0 and x are related by time reversal, we can directly solve for
x0 from the differential equation, x˙0 = −h(x0). In general, the solution x = x(x0, t)
and its inverse x0 = x0(x, t) are difficult or even impossible to find analytically.
However, as we show below, we do not need to explicitly solve x˙ = h(x) to calculate
extinction probability.
If we look for the solution of G(x(x0, t), t), and use x˙ = h(x), then Eq. (4.10)
becomes
0 =
∂G
∂t
+ x˙
∂G
∂x
=
dG
dt
, (4.11)
where the partial derivatives become a total time derivative. Because this total time
derivative is zero, we immediately know that G(x(x0, t), t) is constant in time.
We exploit that G is constant on the trajectory defined by x˙ = h(x) to write a
complete solution for G(x, t). First, we define the initial condition I(x) = G(x, 0)
where I(x) is given by
I(x) =
∞∑
m=0
xmPm(0). (4.12)
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For example, if the system has initial population of m0, then Pm(0) = δm,m0 and
I(x) = xm0 . Finally, because G is constant along the trajectory, it has the same value
at (x, t) and at (x0, 0). We therefore may write
G(x, t) = G(x(x0, t), t) = G(x0(x, t), 0) = I(x0(x, t)) (4.13)
If we Taylor expand G(x, t) about x = 0 and compare with Eq. (4.10), we find the
probability distribution Pm(t) = (m!)(∂
mG/∂xm).
For the birth-death process, we can carry out every step of the above procedure
to find the extinction probability (Krapivsky et al., 2010)
P0 =
[
µ− µe(1−µ)t
µ− e(1−µ)t
]m0
t→∞−−−→


1, for µ > 1
µm0 , for µ < 1.
(4.14)
Crucially, when µ < 1, the population has a finite probability of extinction, even
though the the mean field solution 〈m〉 = m0e(1−µ)t grows without bound.
Fixed Point Procedure
The birth-death model is a rare instance where the above procedure is possible to
carry out. Usually, we cannot even solve the differential equation x˙0 = −h(x0) to find
x0(x, t). However, since we are only interested in the extinction probability, a simple
fixed point analysis provides all the necessary information to find P0 in the long-time
limit.
If we trace forward in time any inverse trajectory x0(x, t) that intersects x0 = 0, we
eventually arrive at an attractive fixed point, x0 = f . The x0 = 0 point is of particular
interest, because G(0, t) = P0(t) gives the extinction probability. This fixed point f
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solves the algebraic equation 0 = h(f) For example, in the birth-death process, the
differential equation x˙0 = −h(x0) = (x0 − 1)(x0 − µ) has an attractive fixed point at
f = min(1, µ). Because this fixed point includes x0 = 0 in its basin of attraction, we
know that x0(0, t)→ f as t→∞. We use Eq. (4.13) and P0(t) = G(0, t) to calculate
the eventual extinction probability as
P0(t)→ I(f). (4.15)
For the the birth-death process, with I(x) = xm0 , this procedure yields P0 →
[min(1, µ)]m0 , which agrees with Eq. (4.14).
Next, we linearize the differential equation x˙0 = −h(x0) about x0 = f to find
the asymptotic time dependence of x0(x, t). In one dimension, we linearize by Taylor
expanding h(x0) to find
x˙0 = −h′(f)(x0 − f) +O((x− f)2). (4.16)
If we ignore all higher order terms, the solution to Eq. (4.16) is x0 = f + xe
−λt where
λ = h′(f) and c is a constant. Finally we insert this asymptotic solution for x0 in
Eq. (4.13) and Taylor expand to write
P0(t)→ I(f + ce−λt) ≈ I(f)− c′e−λt, (4.17)
where c′ = cI ′(f) is a constant. For the birth-death process, λ = h′(f) = |1−µ|, and
P0 → min(1, µ) + ce−|1−µ|t, which agrees with Eq. (4.14).
Our fixed point procedure is extremely powerful when applied to complicated
systems. It reduces an otherwise intractable problem of finding the extinction proba-
bility to an algebraic problem, h(f) = 0. With just a little extra effort, one may also
102
compute the asymptotic time dependence by calculating the derivative h′(f) at the
fixed point.
4.2.2 Conservation Laws
In addition to extinction information, we find that each fixed point in the system
corresponds to a conservation law. If f is a fixed point then x˙(f, t) = h(f) = 0 and
x is a constant in time, x(f, t) = f . Substituting the fixed point relationships into
Eq. (4.10) yields
0 =
∂
∂t
G(f, t) =
d
dt
∞∑
m=0
fmPm(t) =
d
dt
〈fm〉, (4.18)
where we use the definition of the generating function (4.9) to rewrite the equation in
terms of expectation values. Immediately, we see that 〈fm〉 is a constant. Therefore,
every fixed point corresponds to a conservation law where 〈fm〉 is the conserved
quantity.
For the birth-death process, there are two fixed points at f = 1 and f = µ.
The fixed point at f = 1 is easy to interpret as it comes directly from probability
conservation. It says
〈1m〉 =
∞∑
m=0
Pm(t) = constant (4.19)
In fact, regardless of the details of a model, there is always a fixed point at f = 1, as
long as probability is conserved.
Fixed points other than f = 1 are more difficult to interpret physically. For
example, in the birth-death process, the existence of a fixed point at f = µ means
that 〈µm〉 is constant. This conservation law reflects a strikingly unexpected property
of the system. For example, if µ > 1, we know that eventual extinction is certain.
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Yet even as t → ∞, the high probability that m = 0 is exactly balanced by the
probability that m is large, so that 〈µm〉 remains constant.
4.2.3 Multiple Species
In this section, we extend our fixed point procedure to systems of multiple species.
The major change is that the differential equation x˙0 = −h(x0) becomes a system of
differential equations with dimension d, where d is the number of different species.
As before, we require that all processes are linear.
We define the state of the system with the vector ~m = (m1, . . . ,md), where mi
is the population of species i. The probability of state ~m is given by P (~m, t). If all
process are linear, every term in the master equation will have the form r(mi + n)P ,
where r is a rate and n is an integer. As in the single species case, we define the
generating function
G(~x, t) =
∑
~m
xm11 x
m2
2 . . . x
md
d · P (~m, t), (4.20)
where ~x = (x1, . . . , xd) and the sum is taken over all states ~m.
We may write the partial differential equation which governsG(~x, t) by multiplying
the master equation by xm11 x
m2
2 . . . xd and summing over all states ~m. This procedure
gives
0 =
∂G
∂t
+ ~h(~x) · ∇G, (4.21)
where ~h(~x) is a function defined by the the processes of the model.
Next, we use the method of characteristics and consider trajectories which solve
the set of differential equations, ~˙x = ~h(~x), with solution ~x = ~x(~x0, t). The inverse of
this trajectory obeys ~˙x0 = −~h(~x0) and has the form ~x0 = ~x0(~x, t). Restricted to this
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trajectory, Eq. (4.21) becomes
0 =
∂G
∂t
+ ~˙x · ∇G = dG
dt
. (4.22)
Immediately, we see that G(~x(~x0, t), t) is a constant. The complete solution for G(~x, t)
is therefore
G(~x, t) = G(~x(~x0, t) = G(~x0(x, t), 0) = I(~x0(x, t)), (4.23)
where I(~x) = G(~x, 0) is the initial condition.
Fixed Point Procedure
We perform a fixed point analysis of ~˙x0 = −~h(~x0). If ~f satisfies ~h(~f) = 0 and is
a fixed point with ~x = ~0 in its basin of attraction, then we may use the fact that
~x0(~0, t)→ ~f combined with Eq. (4.23) to write the extinction probability as
P (~0, t)→ I(~f) (4.24)
To find the asymptotic time dependence, we linearize ~˙x0 = −~h(~x0) about ~x0 = ~f .
Near the fixed point, the inverse trajectory becomes
~x0(t)→ ~f + ~c1e−λ1t + · · ·+ ~cde−λdt, (4.25)
where {−λi} are eigenvalues of the Jacobian matrix and the ci are constants. Be-
cause f is an attractive fixed point, all the eigenvalues are negative, and thus all
λi are positive. If we insert the asymptotic time dependence of ~x0 from Eq. (4.25)
into Eq. (4.23) and Taylor Expand, we find the asymptotic time dependence of the
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extinction probability,
P (~0, t)→ I(~f + ~c1e−λ1t) ≈ I(~f)− ~c′e−λ1t, (4.26)
where ~c′ is a constant and we assumed λ1 is the eigenvalue with the smallest absolute
value and therefore dominates at large times.
Finally, just as in the single species case, every fixed point of the system of equa-
tions ~˙x0 = −~h(~x0) corresponds to a conservation law. We may substitute any fixed
point ~f = (f1, . . . , fd), that satisfies ~˙x0 = −~h(~f) = 0, into Eq. (4.21) to find the
conservation law
0 =
∂
∂t
G(~f, t) =
d
dt
∑
~m
fm11 f
m2
2 . . . f
md
d P (~m, t) =
d
dt
〈fm11 fm22 . . . fmdd 〉. (4.27)
Just as in the single species case, every process which obeys probability conservation
has a fixed point at ~f = (1, . . . , 1). All other fixed points correspond to a conservation
law where 〈fm11 fm22 . . . fmdd 〉 is the conserved quantity.
4.2.4 Applications
Twin-Birth
In the birth-twin-death process, an individual of species A may reproduce asexually
to make a single offspring at rate γ, two offspring at rate β, or the individual may
die at rate µ. The allowed processes and rates are summarized
A
γ−→ 2A, A β−→ 3A, A µ−→ 0. (4.28)
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The master equation governing Pm(t) is given by
P˙m = γ(m− 1)Pm−1 + β(m− 2)Pm−2 + µ(m+ 1)Pm+1 − (γ + β + µ)mPm. (4.29)
If we multiple Eq. (4.29) by xm and sum over m we reproduce the generating function
equation (4.10) with h(x) given by
h(x) = − [βx3 + γx2 − (γ + β + µ)x+ µ] (4.30)
We find the fixed points of x˙0 = −h(x0) by solving h(f) = 0. There are three
fixed points at
f1 = 1, f2 =
−(β + γ) +√(β + γ)2 + 4βµ
2β
, f3 =
−(β + γ)−√(β + γ)2 + 4βµ
2β
.
(4.31)
We compare the different fixed points to find that f3 is always negative while f1 and
f2 are positive. From the dependence of x˙0 = −h(x0) on x0 (Fig. 4.2), we know that
x0 = 0 is in the basin of attraction of min(f1, f2). Based on this minimum criteria,
we find a transition in behavior at µ = 2β + γ. If µ > 2β + γ, then f1 < f2 and f1
is the attractive fixed point. By contrast, if µ < 2β + γ then f1 > f2 and f2 is the
attractive fixed point.
Assuming the initial condition I(x) = xm0 , we may immediately write down the
extinction probability as
P0(t)→


1, for µ ≥ 2β + γ[
−(β+γ)+
√
(β+γ)2+4βµ
2β
]m0
, for µ < 2β + γ.
(4.32)
The transition between attractive fixed points corresponds to the transition from
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0
0
x0
x˙0
Figure 4.2: Phase diagram of x˙0 vs x0 for the birth-twin-death process. The open
circles on the left and right mark repulsive fixed points while the closed circle marks
the attractive fixed point. Arrows indicate the direction of x0 motion in each region.
If µ > 2β + γ, the attractive fixed point is at f1, while for µ < 2β + γ, the attractive
point is at f2.
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certain extinction to only possible extinction.
We may also calculate λ = −h′(f), the exponential rate of approach to the final
extinction probability. For µ > 2β + γ, we find that P0 → 1 and λ = −h′(1) =
µ − 2β − γ. However, for µ < 2β + γ, The extinction probability is finite with
exponential decay rate λ = −h(f2) = 3βf 22 + 2γf2 − (β + γ + µ).
4.3 Two Species Interactions
In the paradigmatic two-species competition model, a population is comprised of
distinct species A and B, each of which reproduce and self regulate by intraspecies
competitive reactions. In addition, interspecies competitive reactions occur, which
are deleterious to both species (Murray, 2001). For large, well-mixed populations,
the dynamics can be accurately described by deterministic rate equations. For fi-
nite systems, however, fluctuations in the numbers of individuals ultimately lead to
extinction, in stark contrast to the rate equation predictions.
In this section, we investigate how asymmetric interspecies competition influences
the extinction probability of each species. In a finite ecosystem, extinction arises
naturally when multiple species compete for the same resources. In such an environ-
ment, one species often dominates, while the others become extinct (Hardin, 1960;
Flores, 1988; Bengtsson, 1989; Noble and Fagan, 2011; Gravel et al., 2011), a feature
that embodies the competitive exclusion principle. A related paradigm appears in
the context of competing parasite strains that exploit the same host population, or
in the fixation of a new mutant allele in a haploid population whose size is not fixed
(Parsons and Quince, 2007).
When the interspecies competition is asymmetric, we uncover the surprising fea-
ture that deterministic and stochastic effects, which originate from the same elemental
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reactions, act in opposite directions. For a sizable range of asymmetries in the growth
and competition rates, the situation arises where one species is outcompeted by the
other and has a smaller quasi steady-state population size, and yet this less abundant
species has a much higher long-term survival probability: “survival of the scarcer”.
4.3.1 Competition Model
Asymmetric competition of two species A and B is defined by the reactions:
A
1−→ 2A B g−→ 2B ,
2A
1/K−→ 0 2B 1/K−→ 0 , (4.33)
A+ B
ǫ/K−→ B A+ B αǫ/K−→ A.
The first line accounts for reproduction, the second for intraspecies competition, and
the last for interspecies competition. Here K is the environmental carrying capac-
ity, which sets the size of the overall population, ǫ quantifies the severity of the
competition, while g and α quantify the asymmetries in the growth and interspecies
competition rates, respectively. In our presentation, we focus on the limit K ≫ 1.
While a general model should also contain asymmetry in the intraspecies competi-
tion rate, no new phenomena arise by this generalization; for simplicity, we study the
model defined by Eq. (4.33).
To probe extinction in two-species competition, we focus on Pm,n(t), the proba-
bility that the population consists of m ≥ 0 As and n ≥ 0 Bs at time t. In the limit
of a perfectly-mixed population, the stochastic reaction processes in Eq. (4.33) lead
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to Pm,n(t) evolving by the master equation
P˙m,n(t) = HˆPm,n =
[(
E
−1−1)m+ g (F−1−1)n]Pm,n
+
[(
E
2−1) m(m−1)
2K
+
(
F
2−1) n(n−1)
2K
]
Pm,n
+
[ ǫ
K
(E− 1) + αǫ
K
(F− 1)
]
mnPm,n . (4.34)
Here E and F are the raising and lowering operators (Kampen, 2001) for species A
and B, respectively; viz. EiPm,n = Pm+i,n and F
jPm,n = Pm,n+j .
4.3.2 Deterministic Rate Equations
First, we focus on the average population sizes 〈m〉 = ∑m,nmPm,n and 〈n〉 =∑
m,n nPm,n. From Eq. (4.34), the evolution of these quantities is given by
˙〈m〉 = 〈m〉
(
1− 〈m〉
K
− ǫ〈n〉
K
)
,
˙〈n〉 = 〈n〉
(
g − 〈n〉
K
− αǫ〈m〉
K
)
.
(4.35)
Here we neglect correction terms of the order of 1/K and, more importantly, neglect
correlations by assuming that 〈m2〉 = 〈m〉2, 〈n2〉 = 〈n〉2, and 〈mn〉 = 〈m〉〈n〉. We
restrict ourselves to the parameter range αǫ < g < 1/ǫ, which guarantees that the
fixed point corresponding to coexistence of both species is stable. The four fixed
points of the rate equations (4.35) are then:
(m∗, n∗) = (0, 0) unstable node,
= (K, 0) , (0, Kg) saddles, (4.36)
=
(
K 1−gǫ
1−αǫ2 , K
g−αǫ
1−αǫ2
)
stable node.
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Figure 4.3: Schematic flow diagram in asymmetric two-species competition for weak com-
petition in the mean field. The unstable node, the saddles, and the stable node are shown
as open, hatched, and solid, respectively.
If the initial populations of both species are non-zero, they are quickly driven to the
stable node (Fig. 4.3) that describes the steady-state populations in the mean-field
limit. The relaxation time toward the stable node, τr, is independent of K. These
steady-state populations of the two species are equal when
g∗ =
1 + αǫ
1 + ǫ
. (4.37)
For g < g∗, the B-population is scarcer. As we will see shortly, fluctuations that
stem from the underlying elemental reactions themselves can radically change this
situation.
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4.3.3 Extinction
The mean-field picture is incomplete because fluctuations of the population sizes
about their fixed-point values are ignored. For large populations (corresponding to
carrying capacity K ≫ 1), these fluctuations are typically small. Thus the popu-
lations achieve a quasi-stationary state where the two species coexist. This state is
stable in the mean-field description (heavy dot in Fig. 4.3). However, an unlikely se-
quence of deleterious events eventually occurs that ultimately leads one population,
and then the other, to extinction. After the first extinction, the remaining popula-
tion settles into another quasi-stationary state around one of the single-species fixed
points (m∗, n∗) = (K, 0) or (0, Kg). Eventually a large fluctuation drives the remain-
ing species to extinction. This second extinction time is typically much longer [by
a factor that scales as exp(const. × K)] than the first time, because the remaining
species does not suffer interspecies competition. Once a species is extinct, there is no
possibility of recovery since there is no replenishment mechanism.
The question that we address is: which species typically goes extinct first? The
answer to this question is encoded in the dynamics of the two-species probability
Pm,n(t). During the initial relaxation stage, a quasi-stationary probability distribution
is quickly reached, as shown in Fig. 4.4. The probability distribution is sharply peaked
at the stable fixed point of the mean-field theory. This probability slowly “leaks” into
localized regions near each of the single-species fixed points (m∗, n∗) = (K, 0) and
(0, Kg). Thus two sharply-peaked single-species distributions start to form. If the
(K, 0) peak grows faster then the B species is more likely to go extinct first. Similarly,
a faster growing (0, Kg) peak means A extinction is more likely. Eventually, the
probability distribution that is localized at the two single-species fixed points slowly
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leaks toward the fixed point (0, 0) that corresponds to complete extinction. 4
To determine extinction rates, it is helpful to define PA, PB, and Pφ as the respec-
tive probabilities that species A is extinct, species B is extinct, or neither is extinct
at time t (Gottesman and Meerson, 2012). (Being interested in times much shorter
than the expected extinction time of both species, we can neglect the probability of
the latter process.) By definition, these extinction probabilities are
PA=
∑
n>0
P0,n, PB=
∑
m>0
Pm,0, Pφ=
∑
m,n>0
Pm,n; (4.38)
these satisfy PA+PB+Pφ = 1, up to an exponentially small correction that stems from
the process where both species become extinct simultaneously. In the limit K ≫ 1
and for times much greater than the relaxation time scale τr, the sums in Eqs. (4.38)
are dominated by contributions from values of m and n that are close to the single-
species and coexistence fixed points. Moreover, these extinction probabilities evolve
according to a set of effective coupled equations
P˙A = RAPφ ,
P˙B = RBPφ ,
P˙φ = −(RA +RB)Pφ ,
(4.39)
that define RA and RB as the respective extinction rates for species A and species B.
4We numerically integrate Eq. (4.34) forward in time and show the results in a movie. We
impose an artificial population cutoff at size 2K for each species by not allowing any processes
that take either of the species from population 2K to greater than2K. We varied the cutoff value
to ensure that the resulting probability distribution was independent of the cuttoff choice. The
video which shows a heatmap fo the probability Pm,n(t) as it evolves in time is available online at
http://physics.bu.edu/~redner/projects/2-species-comp/index.html.
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Solving these equations yields the time dependence of the extinction probabilities
PA(t) = RAR
(
1−e−Rt) , PB(t) = RBR (1−e−Rt) , (4.40)
with R = RA + RB. To determine RA and RB, we follow the evolution of the
eigenstate of the master equation (4.34) that determines the leakage of probability
from the vicinity of the coexistence point:
Pm,n(t) = Πm,n e
−Rt, m, n > 0, (4.41)
where
Hˆ Πm,n = −RΠm,n, m, n > 0, (4.42)
and R is the third -lowest positive non-trivial eigenvalue of the operator Hˆ. The two
still-smaller positive non-trivial eigenvalues correspond to the much slower decay of
quasi-stationary single-species states and play no role in the dynamics of the first
extinction event. There is also a trivial eigenvalue that corresponds to the final state
of complete extinction.
Combining Eq. (4.34) with (4.38)–(4.41), we obtain the following expression for
the extinction rate of the A species:
RA =
1
K
∑
n>0
(
ǫnΠ1,n +Π2,n
)
. (4.43a)
As expected, the extinction rate for As involves two processes: (i) elimination of the
last remaining A via competition with Bs and (ii) annihilation of the last remaining
pair of As. Similarly,
RB =
1
K
∑
m>0
(
αǫmΠm,1 +Πm,2
)
. (4.43b)
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To calculate RA and RB, we therefore need to evaluate the small-population-size
tails of Πm,n. This task can be achieved by applying a variant of Wentzel-Kramers-
Brillouin (WKB) approximation, that was pioneered in Refs. (Kubo et al., 1973; Hu,
1987; Peters et al., 1989; Dykman et al., 1994), and was applied more recently to
population extinction, in particular, for stochastic two-population systems (Dykman
et al., 2008; Kamenev and Meerson, 2008; Meerson and Sasorov, 2009; Khasin and
Dykman, 2009; Khasin et al., 2010; Lohmar and Meerson, 2011; Black and McKane,
2011; Gottesman and Meerson, 2012; Khasin et al., 2012). The WKB ansatz for Πm,n
has the form
Πm,n = e
−KS(x,y), (4.44)
where x = m/K and y = n/K are treated as continuous variables. Substituting
Eq. (4.44) into (4.43a) and assuming K ≫ 1, gives, to lowest order in 1/K
RA ∼ 1
K
∑
n>0
(
nǫ+ 1
)
e−KS(0,n/K) . (4.45)
In the limit K →∞, the probability distribution becomes very sharply peaked about
the quasi-stationary fixed points (m∗, n∗) = (K, 0) or (0, Kg). We continue to assume
this property for finite K. Under this assumption, we replace the sum in (4.45) by
its largest term to give
RA ∼ e−KSA , RB ∼ e−KSB , (4.46)
where SA = S(0, g) and SB = S(1, 0), (see Refs. (Dykman et al., 2008; Kamenev
and Meerson, 2008; Meerson and Sasorov, 2009; Gottesman and Meerson, 2012)). If
one includes more that just the largest term in the summation in Eq. (4.45), then
the above expressions for the extinction rates will give rise to a correction term in
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Figure 4.4: Quasi-stationary probability distributions for species A, Pm =
∑
n Pm,n,
and species B, Pn =
∑
m Pm,n. Parameters are K = 100, ǫ = 0.9, g = 0.45, and
α = 0. Symbols are simulation results, while the solid curve is WKB approximation
for the B species distribution.
the exponents appearing in Eq. (4.46) that is proportional to lnK. Thus as K ≫ 1,
the eventual extinction probabilities in (4.40) simply become (up to pre-exponential
factors that depend on K), as
PA(t =∞) = 1−PB(t =∞) ≃ e
−KSA
e−KSA+e−KSB
k→∞−−−→


1 SA < SB
0 SA > SB
1/2 SA = SB.
To determine the extinction probabilities explicitly, we therefore need SA and
SB. To this end, we substitute the WKB ansatz (4.44) in Eq. (4.42) and Taylor
expand S(x, y) to lowest order in 1/K. After some algebra, we obtain an effective
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Hamilton-Jacobi equation H(x, y, ∂S
∂x
, ∂S
∂y
) = −R, with the Hamiltonian
H(x, y, px, py) = x(e
px−1) + gy(epy−1)
+
x2
2
(e−2px−1)+ y
2
2
(e−2py−1)
+ ǫxy(e−px−1)+αǫxy(e−py−1) .
(4.47)
Here px =
∂S
∂x
and py =
∂S
∂y
are the canonical momenta that are conjugate to the
“coordinates” x and y. Correspondingly, S(x, y) is the classical action of the system.
Since we expect that −R (which now has the meaning of energy in this Hamilto-
nian system) is expected to be exponentially small, we set it to zero. The Hamiltonian
equations of motion x˙ = ∂H
∂px
, p˙x = −∂H∂x , etc., have six finite zero-energy fixed points,
and three more fixed points where one or both momenta are at minus infinity. Only
three of the fixed points, however, turn out to be relevant for answering our question
about which species typically goes extinct first. These are:
Fφ =
(
1− gǫ
1− αǫ2 ,
g − αǫ
1− αǫ2 , 0, 0
)
,
FA = (0, g, ln(gǫ), 0) ,
FB = (1, 0, 0, ln(αǫ/g)) .
(4.48)
A straightforward way to determine SA and SB is by calculating the action along the
activation trajectories. These are zero-energy, but non-zero-momentum trajectories of
the Hamiltonian system (4.47) that go from Fφ to FA, and from Fφ to FB, respectively.
These actions are
SA =
∫ FA
Fφ
(pxdx+ pydy) , (4.49)
and similarly for SB. In general, these activation trajectories—separatrices, or instantons—
cannot be calculated analytically because of the lack of an integral of motion that
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is independent of the energy. However, for both ǫ ≪ 1 and ǫ → 1 a perturbative
solution for these trajectories is possible.
As a preliminary, we outline how to calculate the action for the special case ǫ = 0,
which corresponds to two uncoupled species. Here the zero-energy activation trajec-
tories can be easily found. For the Fφ → FA separatrix, the B species is unaffected
by A extinction so (y, py), which correspond to the coordinates of the Bs, remains
constant throughout the evolution. As a result, a parametric form of the Fφ → FA
separatrix is
x =
2e2px
epx+1
, (4.50a)
with y = g and py = 0 throughout. Similarly, for the Fφ → FB separatrix one obtains
y =
2ge2py
epy+1
, (4.50b)
with x = 1 and px = 0 throughout. Substituting the trajectories given in (4.50)
into (4.49) and performing the integration by parts gives SA = 2(1− ln 2) and SB =
2g(1− ln 2) (Elgart and Kamenev, 2004; Kessler and Shnerb, 2007).
Weak Interactions: ǫ→ 0
For weak interspecies competition (ǫ ≪ 1), we can calculate the corrections to the
actions to first order in ǫ. For this purpose, we split the Hamiltonian (4.47) into
unperturbed and perturbed parts, H = H0+ ǫH1, and similarly expand the action as
S = S0 + ǫS1 + . . . . Following (Dykman et al., 2008; Assaf and A. Kamenev, 2008;
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Khasin and Dykman, 2009), the correction to the action is
S1 =
∫ ∞
−∞
H1[x(t), y(t), px(t), py(t)]dt, (4.51)
where the integral is evaluated along the unperturbed trajectories given by Eqs. (4.50).
Performing this integral for S1 yields the corrected actions
SA = 2(1− ln 2)− ǫ(2g ln 2) ,
SB = 2g(1− ln 2)− ǫ(2α ln 2) .
(4.52)
Equations (4.46) and (4.52) give the analytic expression for the extinction prob-
abilities of each species for weak interspecies competition. Using Eq. (4.52) and
imposing the condition SA = SB from Eq. (4.47), we obtain the following condition
for equal extinction probability for both species:
g =
1 + α c ǫ
1 + c ǫ
, (4.53)
where c =
[
(ln 2)−1−1]−1. The predictions of Eqs. (4.47) and (4.52) are in good
agreement with our simulation results (Fig. 4.5).
Strong Interactions: ǫ→ 1
A perturbative solution is also possible in the strong interactions limit. For this
section, we set g = α = 1 to enforce symmetry between species A and species B. We
also introduce the interaction parameter ν = 1 − ǫ. For 0 < ν < 1, there exists a
stable mean-field coexistence point at (m∗, n∗) = ( K
2−ν ,
K
2−ν ). At, ν = 0, this point
becomes the coexistence line m∗ + n∗ = K. If ν < 0, then competition is too fierce
and the mean-field fixed point becomes unstable. For the remainder of the section,
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Figure 4.5: Probability that species B first becomes extinct as a function of growth
rate asymmetry g for α = 0, ǫ = 0.1, and K = 40. The curve is the prediction of
Eq. (4.47) with actions given by (4.52) while circles are simulation results. In the
hatched region, the quasi-stationary population of B is smaller than that of A, but
Bs are less likely to become extinct first.
we consider the limit 0 < ν ≪ 1.
Near the transition to mean-field coexistence line, it becomes useful to recast the
population variables in terms of position on the coexistence line and deviation away
from the line. We therefore make the the following canonical coordinate transforma-
tion to the Hamiltonian (4.47):
σ =x+ y − 1, pσ = 1
2
(px + py)
δ =x− y, pδ = 1
2
(px − py),
(4.54)
where σ corresponds to the deviations from the coexistence line for the sum of A
and B populations, δ corresponds to the difference between A and B populations
and thus a particular point on the coexistence line. The variables pσ and pδ are the
corresponding canonical momenta.
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For ν ≪ 1, large deviations along the coexistence line direction are much more
likely then deviations orthagonal to the line and so we expect δ ≫ σ. We also note
that the fix point is near instability, so that the size of momenta pσ and pδ, and
thus the size of deviation from mean-field behavior, need only be very small for an
extinction event to occur. Consequently, we assume that σ, pσ, and pδ are small and
scale as ν, while δ is of order 1. Using this scaling, we rewrite our coordinates as
δ = δ′, σ = νσ′, pσ = νp′σ, pδ = νp
′
δ, (4.55)
where the primed coordinates are all assumed to be of order 1. Note that the prime
coordinates are no longer canonical.
To the lowest order in ν, the Hamiltonian (4.47) is given by
H =
ν2
4
[
5p′2δ + δ
′2p′2δ + 2p
′
σ − 2δ′2p′σ + δ′2p′2σ
+ p′2σ − 4σ′p′σ − 4σ′δ′p′δ + 12δ′p′σp′δ
]
.
(4.56)
The corresponding equations of motion are
σ˙′ = −σ′ + 1
2
(1− δ′2)(1− p′σ) + 3(δ′p′δ + p′σ)
p˙′σ = p
′
σ + δ
′p′δ
δ˙′ = ν
[
1
2
p′δ(5 + δ
′2) + δ′(3p′σ − σ′)
]
p˙′δ = ν
[
−1
2
δ′(p′2σ + p
′2
δ ) + δ
′p′σ − 3p′σp′δ + σ′p′δ
]
.
(4.57)
From these equations we can conclude that (σ′, p′σ) operate on a timescale of order 1
while (δ′, p′δ) evolve at the much slower timescale of order ν. We may therefore solve
the system of equations adiabatically.
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First, we assume that (σ′, p′σ) equilibrate so quickly that (δ
′, p′δ) are constant
during the equilibration process. The (σ′, p′σ) equations with fixed (δ
′, p′δ), have one
fixed point where σ˙′ = p˙′σ = 0. It is saddle point that can only be approached along a
particular trajectory. If we assume the system evolution lies on this trajectory then
we find
σ′ → 1
2
(1− δ′2)(1 + δ′p′δ), p′σ → −δ′p′δ (4.58)
We next insert fixed point values of (σ′, p′σ) into the slow-timescale (δ
′, p′δ) equations
to find
δ˙′ =ν
[
−1
2
(1− δ′2) [δ′ + (δ′2 − 5)p′δ]
]
p˙′δ =ν
[
1
2
p′δ
[
1− 3δ′2 + 6δ′p′δ − 2δ′3p′δ
]]
.
(4.59)
To calculate the action S, we only need the relationship between δ and pδ but not their
explicit time dependence. To find this relationship, it is easiest to substitute the fixed
point values of (σ′, p′σ) from Eq. (4.58) into Eq. (4.56). This gives the Hamiltonian
as a function of δ′, p′δ which yields the correct time derivatives as Eq. (4.59). Setting
H = 0 and rearranging gives
p′δ =
2δ′
5− δ′2 . (4.60)
We combine Eqs. (4.49), (4.55), and (4.60) to compute the action to be
SA = SB =
∫
pσd(σ) + pδd(δ)
=
∫
ν2p′σd(σ
′) + νp′δd(δ
′)
= ν
∫ 1
0
2δ′
5− δ′2d(δ
′) +O(ν2)
= ν ln
(
5
4
)
+O(ν2),
(4.61)
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where SA = SB by symmetry. Eq. (4.61) depends on two basic approximations. First,
the WKB ansatz in Eq. (4.44) is based on the assumption of KS ≈ ν ln(5/4) ≫ 1.
Second, the adiabatic approximation used to decouple the (σ′, p′σ) equations from
the (δ′, p′δ) equations assumes ν ≪ 1. Combined, these constraints require that
1
K
≪ ν ≪ 1. As K → ∞, Eq. (4.61) applies for any arbitrarily small, but finite,
value of ν.
4.3.4 Asymmetry
Comparing Eqs. (4.37) and (4.53), one sees that there is a sizable region in the α-g
parameter space where one species has a smaller quasi-stationary population and yet
an (exponentially) smaller probability to first become extinct. As an illustration,
Fig. 4.5 shows the probability for B to become extinct first for fixed α and ǫ. We
also produced analogous curves as Fig. 4.5 at many values of α. From the value of g
at which the extinction probabilities are equal, we infer the phase diagram shown in
Fig. 4.6. Simulations at larger values of ǫ yield the same qualitative phase diagram.
In two-species competition, the interspecies competitive asymmetry leads to the
unexpected phenomenon of “survival of the scarcer”. The very same elemental re-
actions that confer a disadvantage upon the quasi-stationary population size of one
species within a deterministic mean-field theory, may also give this species a great
advantage for its long-term survival probability. This counter-intuitive effect arises
because extinction rates are based on the size of system fluctuations relative to mean,
rather than the mean value itself. As show in Fig. 4.4, the species with larger mean
population, may also have greater spread in distribution of population, and thus a
greater rate of extinction.
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Figure 4.6: Phase diagram for ǫ = 0.1 showing loci of equal quasi-stationary popu-
lation sizes (dashed) and equal extinction probabilities from Eq. (4.53) (solid). Cir-
cles indicate simulation results. In the hatched region, As are more numerous in the
quasi-stationary state but are more likely to become extinct first. In the cross-hatched
region Bs are more numerous but are more likely to become extinct first.
4.4 Outlook
In this chapter, we developed the tools to calculate extinction rates for a variety
of different systems. In Section 4.2, we only consider systems of linear reactions
in which, mean population sizes tend to either increase or decrease exponentially.
When the mean population size decreases, the eventually extinction probability is
zero. However, even when the mean population grows without bound, there is still
a possibility to go extinct. We still need to do much more work to understand
the strange conservation laws which we derive. For example, in the birth death
process, the quantity 〈µm〉 is conserved (where the expectation value is taken over
all population m states and µ is the death rate). Although defined precisely in
mathematical terms, the laws physical meaning is unclear.
In Section 4.3, we examine a system of non-linear reactions in which mean popu-
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lation size tend to a quasi-stable fixed point. Importantly, the rate equations predict
an infinitely long lived stable state. However, eventually, fluctuations about the fixed
point causes the population to go extinct. In general, the rate equation approach
can be misleading when we consider extinction processes, which are driven by large
fluctuations.
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Chapter 5
Basketball Scoring as a Random Walk
1Sports provide a rich laboratory in which to study competitive behavior in a well-
defined way. The goals of sports competitions are simple, the rules are well defined,
and the results are easily quantifiable. With the recent availability of high-quality
data for a broad range of performance metrics in many sports (see, for example,
shrpsports.com), it is now possible to address questions about measurable aspects of
sports competitions that were inaccessible only a few years ago. Accompanying this
wealth of new data is a rapidly growing body of literature, both for scientific and
lay audiences, on quantitative modeling and analysis of sports statistics (for general
references, see, e.g., (Mosteller, 1997; Albert et al., 2005; Kubatko et al., 2007; Albert
and Koning, 2008; Glickman and Evans, 2009; Arkes and Martinez, 2011)).
In this spirit, our investigation is motivated by the following simple question:
can basketball scoring be described by a random walk? To answer this question
we analyze play-by-play data for four seasons of all National Basketball Association
(NBA) games. Our analysis indicates that a simple random-walk model successfully
captures many features of the observed scoring patterns. We focus on basketball
primarily because there are many points scored per game — roughly 100 scoring
events in a 48-minute game — and also many games in a season. The large number
1This chapter is based on our work published in (Gabel and Redner, 2012)
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of scoring events allows us to perform a meaningful statistical analysis.
Our random walk picture addresses the question of whether sports performance
metrics are determined by memory-less stochastic processes or by processes with long-
time correlations (Gilovich et al., 1985; Miller and Weinberg, 1991; Gould, 1996; Dyte
and Clarke, 2000; Everson and Goldsmith-Pinkham, 2008). To the untrained eye,
streaks or slumps — namely, sustained periods of superior or inferior performances —
seem so unusual that they ought to have exceptional explanations. This impression
is at odds with the data, however. Impartial analysis of individual player data in
basketball has discredited the notion of a ‘hot hand’ (Gilovich et al., 1985; Ayton
and Fischer, 2004). Rather, a player’s shooting percentage is independent of past
performance, so that apparent streaks or slumps are simply a consequence of a series
of random uncorrelated scoring events. Similarly, in baseball, teams do not get ‘hot’ or
‘cold’ (Vergin, 2000; Sire and Redner, 2009); instead, the functional forms of winning
and losing streak distributions arise from random statistical fluctuations.
In this work, we focus on the statistical properties of scoring during each basket-
ball game. The scoring data are consistent with the scoring rate being described by
a continuous-time Poisson process. Consequently, apparent scoring bursts or scoring
droughts arise from Poisson statistics rather than from a temporally correlated pro-
cess. Our main hypothesis is that the evolution of the score difference between two
competing teams can be accounted by a continuous-time random walk.
This idealized picture of random scoring has to be augmented by two features —
one that may be ubiquitous and one idiosyncratic to basketball. The former is the
existence of a weak linear restoring force, in which the leading team scores at a slightly
lower rate (conversely, the losing team scores at a slightly higher rate). This restoring
force seems to be a natural human response to an unbalanced game — a team with
a large lead may be tempted to coast, while a lagging team likely plays with greater
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urgency. A similar “rich get poorer” and “poor get richer” phenomenon was found in
economic competitions where each interaction has low decisiveness (Durham et al.,
1998; Garfinkel and Skaperdas, 2007). Such a low payoff typifies basketball, where
the result of any single play is unlikely to determine the outcome of the game. The
second feature, idiosyncratic to basketball, is anti-persistence, in which a score by
one team is more likely to be followed by a score from the opponent because of the
change in ball possession after each score. By incorporating these attributes into a
continuous-time random-walk description of scoring, we build a computational model
for basketball games that reproduces many statistical features of basketball scoring
and team win/loss records.
5.1 Scoring Rate
Basketball is played between two teams with five players each. Points are scored
by making baskets that are each worth 2 points (typically) or 3 points. Additional
single-point baskets can occur by foul shots that are awarded after a physical or
technical foul. The number of successive foul shots is typically 1 or 2, but more can
occur. The duration of a game is 48 minutes (2880 seconds). Games are divided
into four 12-minute quarters, with stoppage of play at the end of each quarter. The
flow of the game is ostensibly continuous, but play does stop for fouls, time-outs, and
out-of-bounds calls. An important feature that sets the time scale of scoring is the
24-second clock. In the NBA, a team must either attempt a shot that hits the rim or
score within 24 seconds of gaining possession of the ball, or else possession is forfeited
to the opposing team. At the end of the game, the team with the most points wins.
We analyze play-by-play data from 6087 NBA games for the 2006/07– 2009/10
seasons, including playoff games (see www.basketballvalue.com); for win/ loss records
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we use a larger dataset for 20 NBA seasons (www.shrpsports.com). To simplify our
analysis, we consider scoring only until the end of regulation time. Thus every game
is exactly 48 minutes long and some games end in ties. We omit overtime to avoid the
complications of games of different durations and the possibility that scoring patterns
during overtime could be different from those during regulation time.
We focus on what we term scoring plays, rather than individual baskets. A scoring
play includes any number of baskets that are made with no time elapsed between them
on the game clock. For example, a 2-point play could be a single field goal or two
consecutive successful foul shots; a 3-point play could be a normal field goal that
is immediately followed by a successful foul shot, or a single successful shot from
outside the 3-point line. High-value plays of 5 and 6 points involve multiple technical
or flagrant fouls. Since they have negligible probability of occurence (Table 5.1), we
will ignore them in our analysis. Consistent with our focus on scoring plays, we define
the scoring rate as the number of scoring plays per second. This quantity is measured
for each second of the game. For the 4 seasons of data, the average scoring rate is
roughly constant over the course of a game, with mean value of 0.03291 plays/sec
(Fig. 5.1). Averaging each quarter separately gives a scoring rate of 0.03314, 0.03313,
0.03243, and 0.03261 for first through fourth quarters, respectively. The scoring rate
corresponds to 94.78 successful plays per game. Since there is, on average, 2.0894
points scored per play, each team has 99.018 points in an average game (Westfall,
1990). Parenthetically, the average scoring rate is constant from season to season,
and equals 0.03266, 0.03299, 0.03284, 0.03315 for the 2006–07 to the 2009–10 seasons.
Curiously, significant deviations to the constant scoring rate occur near the start
and end of each quarter (Fig. 5.1(a)). During roughly the first 10 seconds of each
quarter, scoring is unlikely because of a natural minimum time to make a basket
after the initiation of play. Near the end of each of the first three quarters, the
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(a)
Points per Basket Percentage
1 pt. 33.9%
2 pts. 54.6%
3 pts. 11.5%
(b)
Points per Play Percentage
1 pt. 8.70%
2 pts. 73.86%
3 pts. 17.28%
4 pts. 0.14%
5 pts. 0.023%
6 pts. 0.0012%
Table 5.1: Point values of each basket (a) and each play (b) and their respective
percentages.
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Figure 5.1: (a) Average scoring rate as a function of time over all games in our
dataset. (b) Rate near the change of each quarter; zero on the abscissa corresponds
to the start/end of a quarter.
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scoring rate first decreases and then sharply increases right at the end of the quarter.
This anomaly arises because, within the last 24 seconds of the quarter, teams may
intentionally delay their final shot until the last moment, so that the opponent has no
chance for another shot before the quarter ends. However, there is only an increase
in the scoring rate before the end of the game, possibly because of the urgent effort of
a losing team in attempting to mount a last-minute comeback via intentional fouls.
While these deviations from a constant scoring rate are visually prominent, they occur
over a small time range near the end of each quarter. For the rest of our analysis,
we ignore these end-of-quarter anomalies and assume that scoring in basketball is
temporally homogeneous.
In addition to temporal homogeneity, the data suggest that scoring frequency
obeys a Poisson-like process, with little memory between successive scores (see also
(de Saa´ Guerra et al., 2011) ). To illustrate this property, we study the probability
P (t) of time intervals between successive scoring plays. There are two natural such
time intervals: (a) the interval te between successive scores of either team, and (b)
the interval ts between successive scores of the same team. The probability P (te)
has a peak at roughly 16 seconds, which evidently is determined by the 24-second
shot clock. This probability distribution decays exponentially in time over nearly the
entire range of data (Fig. 5.2). Essentially the same behavior arises for P (ts), except
that the time scale is larger by an obvious factor of 2. When all the same-team time
intervals are divided by 2, the distributions P (te) and P (ts) overlap substantially.
The long-time tails of both P (te) and 2P (ts/2) are proportional to the exponential
function exp(−λtailt), with rate λtail = 0.048 plays/sec. This value is larger than
the actual scoring rate of 0.03291 plays/sec because scoring intervals of less than 10
seconds are common for the exponential distribution but are rare in real basketball
games. Amusingly, the longest time interval in the dataset for which neither team
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Figure 5.2: Probability distributions of time intervals between successive scores for
either team, P (te) vs. te (a), and for the same team, P (ts) vs. ts (b). The line is the
least-squares linear fit of ln(P ) vs. t over the range te > 30 sec and ts > 60 sec and
corresponds to a decay rate λtail = 0.048 and 0.024, respectively.
scored was 402 seconds, while the longest interval for which a single team did not
score was 685 seconds.
It is instructive to compare the distribution of total score in a single game to that
of a Poisson process. Under the assumption that scores occur at the empirically-
observed rate of λ = 0.03291 plays/sec, the probability that a game has k scoring
plays is given by the Poisson distribution, Prob(# plays = k) = 1
k!
(λT )ke −λT , where
T = 2880 sec. is the game duration. Since the average score of each play is s = 2.0894
points, a game that contains k scoring plays will have a total score of approximately
S = sk. By changing variables from k to S in the above Poisson distribution, the
probability that a game has a total score S is
Prob(score = S) =
1
s
(λT )S/s e−λT
(S/s)!
. (5.1)
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Figure 5.3: Probability Prob(score = S) for a total score S in a single game. Circles
are the data, and the solid curve is the Poisson distribution (5.1).
This probability agrees reasonably with game data (Fig. 5.3), considering that (5.1) is
derived using only the mean scoring rate and mean points per play. By including the
different point values for each play, the resulting score distribution would broaden.
Furthermore, if we impose a cutoff in the probability of short scoring intervals (see
Fig. 5.2) the total score distribution of Fig. 5.3 would shift slightly to the left which
would bring the model prediction closer to the data.
An important aspect of the time intervals between successive scoring events is
that they are weakly correlated. To illustrate this feature, we take the time-ordered
list of successive scoring intervals t1, t2, t3, . . ., for all games and compute the n-lag
correlation function (Box and Jenkins, 1976)
C(n) ≡
∑
k(tk − t)(tk+n − t)∑
k(tk − t)2
. (5.2)
Thus n = 1 gives the correlation between the time intervals between successive scores,
134
n = 2 to second-neighbor score intervals, etc. For both the intervals te (independent
of which team scored) and ts (single team), we find that C(n) < 0.03 for n ≥ 1. Thus
there is little correlation between scoring events, suggesting that basketball scoring
is a nearly memory-less process. Accordingly, scoring bursts or scoring droughts are
nothing more than manifestations of the fluctuations inherent in a Poisson process of
random and temporally homogeneous scoring events.
5.2 Random-Walk Description of Scoring
We now turn to the question of which team scores in each play to build a random-
walk description of scoring dynamics. After a given team scores, possession of the ball
reverts to the opponent. This change of possession confers a significant disadvantage
for a team to score twice in succession. On average, immediately after a score, the
same team scores again with probability q = 0.348, while the opponent scores with
probability 0.652. This tendency for alternating scores is characteristic of an anti-
persistent random walk (Garc´ıa-Pelayo, 2007), in which a step in a given direction is
more likely to be followed by a step in the opposite direction.
As we now discuss, this anti-persistence is a determining factor in the streak-length
distribution. A streak of length s occurs when a team scores a total of s consecutive
points before the opposing team scores. We define Q(s) as the probability for a
streak to have length s. To estimate this streak-length probability, note that since
s = 2.0894 points are scored, on average, in a single play, a scoring streak of s
points corresponds to s/s consecutive scoring plays. In terms of an anti-persistent
random walk, the probability Q(s) for a scoring streak of s points is Q(s) = Aqs/s
where A = q−1/s − 1 is the normalization constant. This simple form reproduces the
observed exponentially decaying probability of scoring streaks reasonably accurately
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Figure 5.4: Probability Q(s) for a consecutive point streak of s points (◦). The
dashed line corresponds to Q(s) = Aqs/s, with q = 0.348 and A the normalization
constant. The solid line corresponds to a refined model that incorporates the different
probabilities of 1, 2, 3, and 4-point plays (see Eqs. (5.4) and (5.5)).
(Fig. 5.4).
However, we can do better by constructing a refined model that incorporates the
different probabilities for 1, 2, 3, and 4 point plays. Let wα be the probability that a
play is worth α points (Table 5.1) and let vm be the value of the m
th play in a streak.
A scoring sequence {v1, . . . vn} that results in s points must satisfy the constraint∑n
k=1 vk = s, where n is the number of plays in the sequence. The probability for this
streak is given by
∏n
k=1wvk . Because a streak of length s points involves a variable
number of plays, the total probability for a streak of s points is
Q(s) =
∞∑
n=1

qn−1(1− q)∑
{vk}
(
n∏
k=1
wvk
)
 , (5.3)
Here the inner sum is over all allowed sequences {vk} of n consecutive point-scoring
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events, and the factor qn−1(1− q) gives the probability for a streak of exactly n plays.
For example, the probabilities for streaks up to s = 4 are:
Q(1) = (1− q)w1
Q(2) = (1− q)[w2 + qw21]
Q(3) = (1− q)[w3 + 2qw2w1 + q2w31]
Q(4) = (1− q)[w4 + q(2w3w1 + w22) + 3q2w2w21 + q3w41].
(5.4)
A direct calculation of these probabilities for general s becomes tedious for large
s, but we can calculate them recursively for s > 4. To do so, we decompose a streak
of s points as a streak of s − vn points, followed by a single play that of vn points.
The probability of such a play is qwvn . Because the last play can be worth 1, 2, 3, or
4 points, the probability for a streak of length s is given recursively by
Q(s) = q[w1Q(s− 1) + w2Q(s− 2) + w3Q(s− 3) + w4Q(s− 4)]. (5.5)
Using Eqs. (5.4) and (5.5), we may calculate Q(s) numerically for any s. The resulting
probabilities closely match the empirical data (Fig. 5.4), suggesting that streaks arise
only from random statistical fluctuations and not from teams or individuals getting
hot or cold.
Another intriguing feature of basketball games is that the scoring probability at
any point in the game is affected by the current score: the probability that the winning
team scores decreases systematically with its lead size; conversely, the probability
that the losing team scores increases systematically with its deficit size (Fig. 5.5).
This effect is well-fit by a linear dependence of the bias on the lead (or deficit) size.
(Such a linear restoring force on a random walk is known in the physics literature
137
−40 −20 0 20 40
0.35
0.4
0.45
0.5
0.55
0.6
Lead Size [points]
Sc
or
in
g 
Pr
ob
ab
ilit
y
Figure 5.5: Data for the probability S(L) that a team will score next given a lead L
(◦). The line is the least-squares linear fit, S(L) = 1
2
− 0.0022L.
as the Ornstein-Uhlenbeck model (Uhlenbeck and Ornstein, 1930). For basketball,
the magnitude of the effect is small; assuming a linear dependence, a least-squares fit
to the data gives a decrease in the scoring rate of 0.0022 per point of lead. Naively,
this restoring force originates from the winning team ‘coasting’ or the losing team
increasing its level of effort.
We now build a random-walk picture for the time evolution of the difference in
the score ∆(t) between two teams. Each game starts scoreless and ∆(t) subsequently
increases or decreases after each scoring play until the game ends. The trajectory of
∆(t) versus t qualitatively resembles the position of a random walk as a function of
time. Just as for random walks, the statistically significant quantity is σ2 ≡ var(∆(t)),
the variance in the score difference, averaged over many games. For a classic random
walk, σ2 = 2Dt, where D is the diffusion coefficient. As illustrated in Fig. 5.6, σ2 does
indeed grow nearly linearly with time for NBA basketball games, except for the last
2.5 minutes of the game; we will discuss this latter anomaly in more detail below. A
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least-squares linear fit to all but the last 2.5 minutes of game data gives σ2 = 2Dfitt,
with Dfit = 0.03630(5) points
2/sec.
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Figure 5.6: Variance in the score difference, σ2, as a function of time. The line
σ2 = 2Dfitt is the least-squares linear fit, excluding the last 2.5 minutes of data. The
variance reaches its maximum 2.5 minutes before the end of the game (dashed line).
We may also independently derive an effective diffusion constant from the time
evolution of the score difference from basic parameters of an anti-persistent random
walk. For such a walk, two successive scores by the same team correspond to two
random-walk steps in the same direction. As mentioned above, we found that the
probability of this outcome is q = 0.348. Conversely, the probability for a score by
one team immediately followed with a score by the opposing team is 1 − q. Let us
define P (∆, t) as the probability that the score difference equals ∆ at time t. Using
the approach of (Garc´ıa-Pelayo, 2007) for an anti-persistent random walk, P (∆, t)
obeys the recursion
P (∆, t+ τ) = qP (∆− ℓ, t) + qP (∆ + ℓ, t) + [(1− q)2 − q2]P (∆, t− τ), (5.6a)
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where ℓ is the point value of a single score. To understand this equation, we rewrite
it as
P (∆, t+ τ) =q[P (∆− ℓ, t) + P (∆ + ℓ, t)− P (∆, t− τ)]
+ (1− q)P (∆, t− τ).
(5.6b)
The second factor in (5.6b) corresponds to two scores by alternating teams; thus the
score difference equals ∆ at time t − τ and again at time t + τ . This event occurs
with probability 1− q. The terms in the square bracket correspond to two successive
scores by one team. Consequently a score difference of ∆ ± 2ℓ at time t − τ evolves
to a score difference ∆ at time t+ τ . Thus the corresponding walk must be at ∆± ℓ
at time t but not at ∆ at time t− τ .
Expanding P (∆, t) in Eq. (5.6a) to first order in t and second order in ∆ yields
∂P
∂t
=
q
(1− q)
ℓ2
2τ
∂2P
∂∆2
≡ Dap ∂
2P
∂∆2
. (5.7)
where Dap is the effective diffusion coefficient associated with an anti-persistent ran-
dom walk. Notice that for q = 1
2
the score evolution reduces to a simple symmetric
random walk, for which the diffusion coefficient is Dap = ℓ
2/(2τ). Substituting in the
values from the game data q = 0.348 (probability for the same team to score consec-
utively), ℓ = 2.0894 (the mean number of points per scoring event), and τ = 30.39
seconds (the average time between successive scoring events), we obtain
Dap =
q
1− q
ℓ2
2τ
= 0.0383
(points)2
sec
. (5.8)
This diffusion coefficient is satisfyingly close to the valueDfit = 0.0363 from the empir-
ical time dependence σ2, and suggests that an anti-persistent random-walk accounts
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for its time dependence. We attribute the small discrepancy in the two estimates of
the diffusion coefficient to our neglect of the linear restoring force in the diffusion
equation (5.7),
Thus far, we have treated all teams as equivalent. In fact, the influence of team
strengths on basketball scoring is not decisive — weaker teams can (and do) win
against better teams. The data show that the winning team in any game has a
better season record than the losing opponent with probability 0.6777. Thus within
our random-walk picture, the underlying bias that arises from the disparity in the
strengths of the two competing teams is masked by random-walk fluctuations. For a
biased random walk with bias velocity v and diffusion coefficient D, the competition
between the bias and fluctuations is quantified by the Pe´clet number Pe ≡ v2t/2D
(Probstein, 1994; Redner, 2001), the ratio of the average displacement squared (vt)2 to
the mean-square displacement 2Dt caused by random-walk fluctuations. For Pe≪ 1,
bias effects due to disparities in team strengths are negligible, whereas for Pe ≫ 1
the bias is important. For basketball, we take the characteristic time to be the
entire game. We estimate a typical bias velocity from the observed average final score
difference, |∆| ≈ 10.7 points, divided by the game duration of t = 2880 seconds to give
v ≈ 0.0037 points/sec. Using D ≈ 0.0363 points2/sec, we obtain Pe ≈ 0.55, which is
small, but not negligible. Consequently, the bias arising from intrinsic differences in
team strengths is typically not large enough to predict the outcome of typical NBA
basketball games.
Finally, the scoring anomaly associated with the last 2.5 minutes of the game is
striking. If the score evolves as an anti-persistent random walk, the distribution of
the score difference should be Gaussian whose width grows with time as
√
Dt. As
shown in Fig. 5.7, the distribution of score difference has a Gaussian appearance, with
a width that grows slightly more slowly than
√
Dt. We attribute this small deviation
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Figure 5.7: Probability for a given score difference at the end of the first quarter,
after 45.5 minutes, and at the end of the game. The abscissa is rescaled by linear
fit of variance, σ2 ≈ 2Dfitt (see Fig. 5.6). The dashed curve is the distribution from
simulated games with team strength variance, σ2X = 0.0083 (see Sec. 4).
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to the weak restoring force, which gives a diffusion constant that decreases with
time. However, in the final 2.5 minutes of the game, the score-difference distribution
develops a spike at ∆ = 0 and dips for small |∆|. Thus close games tend to end
in ties much more often than expected from the random-walk picture of the score
evolution. This anomaly may stems from the losing team playing urgently to force a
tie, a hypothesis that accords with the observed increase in scoring rate near the end
of the game (Fig. 5.1).
5.3 Computational Model
From all of the empirical observations about scoring, we now construct a compu-
tational random-walk model that broadly accounts for point-scoring statistical phe-
nomena, as well as the win/loss record of all teams at the end of the season. In our
model, games are viewed as a series of temporally homogeneous and uncorrelated
scoring plays. The time between plays is drawn from a Poisson distribution whose
mean is the observed value of 30.39 seconds. We ignore the short-lived spikes and
dips in the scoring rate at the end of each quarter (Fig. 5.1) and also the very rare
plays of 5 or 6 points. Thus plays can be worth 1, 2, 3, or 4 points, with correspond-
ing probabilities drawn from the observed distribution in Table 5.1. Simulations of
scoring events continue until the final game time of 48 minutes is reached.
There are three factors that determine which team scores. First, the better team
has a greater intrinsic chance of scoring. The second factor is the anti-persistence of
successive scoring events that arises from the change of possession after a score. The
last is the linear restoring force, in which the scoring probability of a team decreases
as its lead increases (and vice versa for a team in deficit). We therefore write the
probabilities PA and PB that team A or team B scores next, immediately after a
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scoring event, as:
PA = IA − 0.152r − 0.0022∆, PB = IB + 0.152r + 0.0022∆. (5.9)
Here IA and IB are the intrinsic scoring probabilities (which must satisfy IA+IB = 1;
and the term ±0.152r accounts for the anti-persistence. Here r is defined as
r =


+1 team A scored previously,
−1 team B scored previously,
0 first play of the game,
(5.10)
and ensures that the average probability for the same team to score twice in succession
equals the observed value of 0.348. Finally, the term 0.0022∆ (with ∆ the score
difference) accounts for the restoring force with the empirically measured restoring
coefficient (Fig. 5.5).
In our minimalist model, the only distinguishing characteristic of team α is its
intrinsic strength Xα. We estimate team strengths by fitting simulated team win/loss
records to that predicted by the classic Bradley-Terry competition model (Bradley
and Terry, 1952), in which the intrinsic scoring probabilities are given by
IA =
XA
XA +XB
, IB =
XB
XA +XB
. (5.11)
To simulate a season, we first assign a strength parameter to each team that is fixed
for the season. We assume that the distribution of strengths is drawn from a Gaussian
distribution with average µX and variance σ
2
X (James et al., 1993). Nearly identical
results arise for other team strength distributions. Since the intrinsic probabilities,
IA and IB, depend only on the strength ratio XA/XB, we may choose µX = 1 without
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loss of generality, so the only free parameter is σ2X . We determine σ
2
X by simulating
many NBA seasons for a league of 30 teams for a range of σ2X values and comparing
the simulated probability distributions for various fundamental game observables with
corresponding empirical data.
Specifically, we examined: (i) The distribution of a given final score difference
(already shown in Fig. 5.7). (ii) The season team winning percentage as a function of
its normalized rank (Fig. 5.8 (a)); here, normalized rank is defined so that the team
with the best winning percentage has rank 1, while the team with worst record has
rank 0. (iii) The probability for a team to lead for a given fraction of the total game
time (Fig. 5.8 (b)). (iv) The distribution of the number of lead changes during a
game (Fig. 5.8 (c)).
Our motivation for focusing on these measures is that they provide useful statisti-
cal characterizations of how basketball games evolve. The score difference is the most
basic information about the outcome of a basketball game. Similarly, the relation
between rank and winning percentage provides a clean overall test of our model. The
probability for a given lead time is motivated by the well-known, but counter-intuitive
arcsine law (Feller, 1968). According to this law, the trajectory of a one-dimensional
random walk is likely to always be on one side of the origin rather than the walk
spending equal amounts of time to the left and to the right of the origin. The rami-
fication of the arcsine law for basketball is that a single team is likely to lead for the
most of the game rather than both teams to equally sharing the time in the lead. As
a corollary to the arcsine law, there are typically
√
N crossings of the origin for a
one-dimensional random walk of N steps, and the distribution of the number of lead
changes is Gaussian. These origin crossings correspond to lead changes in basketball
games.
For each of the four empirical observables listed above, we compare game data with
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Figure 5.8: (a) Winning percentage as a function of team rank. The data (circles)
correspond to the 1991–2010 NBA seasons. The solid curve is the simulated win/loss
record when the team strength variance σ2X = 0.0083. The dashed curve is the
simulated win/loss record if all teams have equal strength, σ2X = 0. (b) Probability
that a randomly-selected team leads for a given total time. (c) Probability for the
number of lead changes per game: data (◦) and simulation (curve). Simulations were
run for 104 seasons with σ2X = 0.0083.
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Figure 5.9: χ2 as a function of σ2X for: the score difference distribution at 45.5
minutes (◦), number of lead changes per game (▽), distribution of time that a team
is leading (⊲), and winning percentage as a function of rank (△). Each point is based
on simulation of 103 seasons.
the corresponding simulation results for a given value of the team strength variance
σ2X . We quantify the quality of fit between the game data and the simulation results
by the value χ2 defined by
χ2 =
∑
x
(FE(x)− FS(x))2 . (5.12)
Here FE(x) is one of the four above-mentioned empirical observables, FS(x) is the
corresponding simulated observable, and x is the underlying variable. For example,
FE(x) and FS(x) could be the empirical and simulated probabilities of the final score
difference and x would be the final score difference.
Figure 5.9 shows the values of χ2 as a function of σ2X for the four observables.
The best fit between the data and the simulations all occur when σ2X is in the range
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[0.00665, 0.00895]. To extract a single optimum value for σ2X , we combine the four χ
2
measurements into a single function. Two simple and natural choices are the additive
and multiplicative forms
fadd =
4∑
i=1
χ2i
min(χ2i )
, fmult =
4∏
i=1
χ2i
min(χ2i )
, (5.13)
where the sum and product are over the four observables, χ2i is associated with the
ith observable, and min(χ2i ) is its minimum over all σ
2
X values. The denominator
allows one to compare the quality of fit for disparate functions. In the absence of
any prior knowledge about which statistical measure about basketball scoring is most
important, we have chosen to weight them equally. With this choice, both fadd and
fmult have minima at σ
2
X = 0.0083. Moreover, for this value of σ
2
X , the value of χ
2
i
for each observable exceeds its minimum value by no more than 1.095. These results
suggest that the best fit between our model and empirical data arises when we choose
σ2X = 0.0083. Thus roughly 2/3 of the NBA teams have their intrinsic strength in
the range 1±√σ2x ≈ 1± 0.09.
5.4 Outlook
From all the play-by-play data of every NBA basketball game over four seasons, we
uncovered several basic features of scoring statistics. First, the rate of scoring is nearly
constant during a basketball game, with small correlations between successive scoring
events. Consequently, the distribution of time intervals between scoring events has
an exponential tail (Fig. 5.2). There is also a scoring anti-persistence, in which a
score by one team, is likely to be followed by a score by the opponent because of
the possession change after each basket. Finally, there is a small restoring force that
tends to reduce the score difference between competitors, perhaps because a winning
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team coasts as its lead grows or a losing team plays more urgently as it falls behind.
Based on the empirical data, we argued that basketball scoring data is well de-
scribed by a nearly unbiased continuous-time random walk, with the additional fea-
tures of anti-persistence and a small restoring force. Even though there are differences
in the intrinsic strengths of teams, these play a small role in the random-walk picture
of scoring. Specifically, the dimensionless measure of the effect of disparities in team
strength relative to stochasticity, the Pe´clet number, is small. The smallness of the
Pe´clet number means that it is difficult to determine the superior team by observing
a typical game, and essentially impossible by observing a short game segment. We
simulated our random-walk model of scoring and found that it satisfyingly reproduces
many statistical features about basketball scoring in NBA games.
This study raises several open issues. First, is the exponential distribution of
time intervals between scoring events a ubiquitous feature of sports competitions?
We speculate that perhaps other free-flowing games, such as lacrosse (Everson and
Goldsmith-Pinkham, 2008), soccer (Dyte and Clarke, 2000), or hockey (Thomas,
2007; Buttrey et al., 2011), will have the same scoring pattern as basketball when the
time intervals between scores are rescaled by the average scoring rate for each sport.
It also seems plausible that other tactical metrics, such as the times intervals between
successive crossings of mid-field by the game ball (or puck) may also be described by
Poisson statistics. If borne out, perhaps there is a universal rule that governs the
scoring time distribution in sports.
Seen through the lens of coaches, fans, and commentators, basketball is a com-
plex sport that requires considerable analysis to understand and respond to its many
nuances. A considerable industry has thus built up to quantify every aspect of bas-
ketball and thereby attempt to improve a team’s competitive standing. However, this
competitive rat race largely eliminates systematic advantages between teams, so that
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all that remains, from a competitive standpoint, are small surges and ebbs in perfor-
mance that arise from the underlying stochasticity of the game. Thus seen through
the lens of the theoretical physicist, basketball is merely a random walk (albeit in
continuous time and with some additional subtleties) and many of the observable
consequences of the game follow from this random-walk description.
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Concluding Remarks
The fundamental systems studied in this dissertation, although ostensibly separate
topics, share many similar features. In each chapter, we model a non-equilibrium
process by a set of dynamic rules. Most importantly, emergent phenomena from each
process depend on both cooperative and large fluctuation effects. As we have seen,
these effects produce drastically new system behavior and cannot be ignored in any
complete analysis.
The impact of cooperation on system evolution is evident in a number of processes:
In Chapter 1, we saw that cooperative interactions in the cooperative exclusion pro-
cess cause particles to flow more quickly as the overall particle density increases.
These interaction produce heterogeneous density profiles which are qualitatively dif-
ferent from the profiles observed in non-cooperative systems. Similarly, in the study
of network growth (Chapter 2), we examined node cooperation via the preferential
attachment mechanism. We introduce the two models of hindered and enhanced redi-
rection and show that the seemingly global preferential attachment rule may emerge
from local interactions, which are more realistic. Last, in Chapter 3, we analyzed the
very subtle cooperative interactions between predators in the diffusive capture pro-
cess. Although each predator ‘hunts’ the prey by an independent diffusion process,
their motions combine to increase the capture probability. However, we find that the
increase in capture efficiency decreases with the addition of each new predator.
Compared with cooperative interactions, the role of large fluctuations is easily
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overlooked as fluctuations are not explicitly written into the dynamical rules of a
system. Rather, fluctuations emerge from the rules, but may play an important
role in system evolution. This is best exemplified in the process of species extinction,
which we explore in Chapter 4. The simplest analysis of population dynamics involves
a rate equation approach where we calculate the mean population size of each species.
Unfortunately, this approach ignores any large deviations from mean behavior, and
thus extinction events caused by these large deviations. In fact, we found that a
‘survival of the scarcer’ situation may arise in the two-species competition model.
Here, species A may have the greater quasi-steady state population which would
naively indicate that species A is most likely to outlast its competitor. However, a
proper analysis that includes large deviations shows that the less numerous species B
is more likely to survive longer than species A.
In all the fundamental systems we study in this dissertation, find that the phe-
nomena that emerge from cooperation or large fluctuations can be the driving force
behind essential dynamics.
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