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The Candecomp/Parafac (CP) method decomposes a three-way array into a prespeciﬁed number R
of rank-1 arrays, by minimizing the sum of squares of the residual array. The practical use of CP is
sometimes complicated by the occurrence of so-called degenerate sequences of solutions, in which several
rank-1 arrays become highly correlated in all three modes and some elements of the rank-1 arrays become
arbitrarily large. We consider the real-valued CP decomposition of all known three-sliced arrays, i.e., of
size p × q × 3, with a two-valued typical rank. These are the 5 × 3 × 3a n d8× 4 × 3 arrays, and the
3 × 3 × 4a n d3× 3 × 5 arrays with symmetric 3 × 3 slices. In the latter two cases, CP is equivalent
to the Indscal model. For a typical rank of {m,m + 1}, we consider the CP decomposition with R = m
of an array of rank m + 1. We show that (in most cases) the CP objective function does not have a
minimum but an inﬁmum. Moreover, any sequence of feasible CP solutions in which the objective value
approaches the inﬁmum will become degenerate. We use the tools developed in Stegeman (2006), who
considers p ×p ×2 arrays, and present a framework of analysis which is of use to the future study of CP
degeneracy related to a two-valued typical rank. Moreover, our examples show that CP uniqueness is not
necessary for degenerate solutions to occur.
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1. Introduction
Carroll and Chang (1970) and Harshman (1970) independently proposed the same method
for component analysis of three-way arrays, and named it Candecomp and Parafac, respectively.
In the Candecomp/Parafac (CP) model, an I ×J ×K array X is decomposed into a prespeciﬁed
number of R components Y(r), r = 1,...,R, and a residual term E, all of the same order as X,
i.e.,
X =
R  
r=1
Y(r) +E. (1.1)
Each component Y(r) is the outer product of three vectors a(r), b(r), and c(r), i.e., y
(r)
ijk =
a
(r)
i b
(r)
j c
(r)
k . For ﬁxed R, the CP decomposition (1.1) is found by minimizing the sum of squares
of E. Usually, an iterative algorithm is used for this purpose (see, e.g., Tomasi & Bro, 2006). In
this paper we will denote column vectors as x, matrices as X, and three-way arrays as X.
We consider the real-valued CP model, i.e., we assume the array X and the component ma-
trices A, B, and C to be real-valued. The real-valued CP model is used in a majority of applica-
tions in psychology and chemistry (see Kroonenberg, 1983; and Smilde, Bro, & Geladi, 2004).
Complex-valued applications of CP occur in, e.g., signal processing and telecommunications
research (see Sidiropoulos, 2004).
The concept of rank is the same for matrices and three-way arrays. The three-way rank of X
is deﬁned as the smallest number of rank-1 arrays whose sum equals X. A three-way array has
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rank 1 if it is the outer product of three vectors. Hence, in the CP decomposition (1.1) each of
the R components Y(r) has rank 1. The three-way rank of X is equal to the smallest number of
components for which a CP decomposition exists with perfect ﬁt, i.e., with an all-zero residual
term E. Since we consider the real-valued CP model, the rank of any array is assumed to be the
rank over the real ﬁeld.
A CP solution is usually expressed in terms of the component matrices A (I ×R), B (J ×R),
and C (K × R), which have as columns the vectors a(r), b(r), and c(r), respectively. Let the kth
slices of X and E be denoted by Xk (I × J) and Ek (I × J), respectively. Then (1.1) can be
written as
Xk = ACkBT +Ek,k = 1,...K, (1.2)
where Ck is the diagonal matrix with the kth row of C as its diagonal.
From the discussion on rank above, it follows that solving the CP model boils down to
ﬁnding a best rank-R approximation of X, i.e.,
Minimize  X−Y 2,
subject to Y ∈ DR,
(1.3)
where  · denotes the Frobenius norm and DR is the set of I ×J ×K arrays of rank R or less,
i.e.,
DR ={ Y : I ×J ×K with rank ≤ R}. (1.4)
The full rank-R decomposition (A,B,C) of the optimal solution of problem (1.3) is then the
optimal CP solution.
To any set of component matrices (A,B,C) corresponds a ﬁtted model array ˆ X = X − E.
We will refer to a set (A,B,C) and the corresponding ˆ X which globally minimizes the sum of
squares of E in (1.1), as a best rank-R approximation of X or as an optimal CP solution.
The uniqueness of a CP solution is usually studied for a given ﬁtted model array ˆ X. It can
be seen that the component matrices (A,B,C) corresponding to ˆ X can only be unique up to
rescaling/counterscaling and jointly permuting columns of A, B, and C. Indeed, the ﬁtted model
array will be the same for the solution given by A = ATa, B = BTb, and C = CTc,f o r
a permutation matrix  and diagonal matrices Ta, Tb, and Tc with TaTbTc = IR. When, for a
given ﬁtted model array ˆ X, the CP solution (A,B,C) is unique up to these indeterminacies, it is
called essentially unique. To mitigate the scaling indeterminacy, the columns of two component
matrices can be normed at unit length (in this way, the diagonal elements of the corresponding di-
agonal matrices Tx can only be −1 or 1). If these constraints have been imposed, two component
matrices are restricted, and one is unrestricted.
Kruskal (1977) has shown that essential uniqueness of the CP solution holds under relatively
mild conditions. Kruskal’s condition relies on a particular concept of matrix rank that he intro-
duced, which has been named k-rank after him. Speciﬁcally, the k-rank of a matrix is the largest
number x such that every subset of x columns of the matrix is linearly independent. We denote
the k-rank of a matrix A as kA. For a CP solution (A,B,C), Kruskal (1977) proved that
kA +kB +kC ≥ 2R +2 (1.5)
is a sufﬁcient condition for essential uniqueness. This uniqueness property of CP is one of its
most attractive features.
The practical use of CP, however, is sometimes complicated by the occurrence of so-called
degenerate sequences of CP solutions. In such cases, convergence of the CP algorithm is ex-
tremely slow (it seems to be caught in a swamp, see Mitchell & Burdick, 1994) and some compo-
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sequences of CP solutions were ﬁrst reported in Harshman and Lundy (1984). In the majority
of such cases, exactly two components, say Y(s) and Y(t), of the solution display the following
pattern:
• In all three component matrices, the columns s and t become almost exactly equal up to
a sign change, the product of these sign changes being −1.
• The magnitudes of the elements of columns s and t in the unrestricted component matrix
become arbitrarily large.
Thispatterniscalledatwo-factordegeneracy(seeKruskal,Harshman,&Lundy,1989).Thecon-
tributions of Y(s) and Y(t) diverge in nearly opposite directions. However, their sum Y(s) +Y(t)
still contributes to a better ﬁt of the CP decomposition. Degenerate sequences of CP solutions
can be avoided by imposing orthogonality constraints on the component matrices (see Harshman
& Lundy, 1984). Of course, this will result in some loss of ﬁt. Lim (2005) shows that if X is
nonnegative and (A,B,C) are required to be nonnegative, then degeneracy does not occur.
Analogous to two-factor degeneracies, also three-factor degeneracies have been encoun-
tered, in which the three components Y(s), Y(t), and Y(u) display the following pattern:
• In two component matrices, the columns s, t, and u become almost exactly equal up to
a sign change. In the third component matrix, the sum of the three columns (up to a sign
change) becomes close to zero.
• The magnitudes of the elements of columns s, t, and u in the unrestricted component
matrix become arbitrarily large.
The sign changes are such that the contribution of two of the factors together nearly cancels the
contribution of the third factor, while the sum Y(s) +Y(t) +Y(u) still contributes to a better ﬁt of
the CP model.
Paatero (2000) has constructed degenerate sequences of CP solutions, where the degenera-
cies involve two, three, or four factors. Stegeman (2006) gives an example of a 3 × 3 × 2 array
of rank 4 whose CP solution with R = 3 becomes a three-factor degeneracy as above. Also de-
generacies involving ﬁve or more components can be constructed and encountered when ﬁtting
the CP model.
For clarity, by a sequence of degenerate CP solutions we mean a situation where the ele-
ments of those columns of the unrestricted component matrix which are involved in the degener-
acy, increase without bound as the CP algorithm runs longer, while the CP objective value keeps
decreasing (albeit extremely slowly). This is the case in all degeneracies discussed in this pa-
per. This is different from the bounded degeneracy situation discussed in Mitchell and Burdick
(1994) and Paatero (2000), wherein the associated elements of the columns in the unrestricted
component matrix remain bounded, while the CP algorithm goes through a swamp and after-
wards converges to the optimal solution (possibly after trying several different starting values).
2. Explaining Degenerate Sequences of CP Solutions
Kruskal et al. (1989) have argued that if degenerate sequences of CP solutions occur this
is due to the fact that the CP objective function has no minimum, but an inﬁmum. They reason
that every sequence of CP solutions, of which the objective value is approaching the inﬁmum,
must fail to converge and displays the pattern of degeneracy as stated above. This explanation
of sequences of degenerate CP solutions has recently been conﬁrmed for two-sliced arrays by
Stegeman (2006, 2007). Below we discuss the results of Stegeman (2006, 2007) and give an
outline of the present paper, but ﬁrst we establish in which cases the CP objective function may
not have a minimum.604 PSYCHOMETRIKA
Asstatedabove,solvingtheCPmodelboilsdowntosolvingproblem(1.3),whichminimizes
the distance between X and Y ∈ DR.I fX has rank R+1 or higher, i.e., X / ∈ DR, then an optimal
solution of problem (1.3) must lie on the boundary of the set DR.
It follows that if DR is a closed set, i.e., if it contains all its boundary points, then prob-
lem (1.3) has an optimal solution and the CP objective function has a minimum. However, in
general, the set DR is not closed. The examples in Paatero (2000) show that D2, D4, and D5
are not closed. De Silva and Lim (2006) show that D1 is closed and DR is not closed for any
R ∈{ 2,...,min(I,J,K)}, where the arrays have size I ×J ×K.
Unless DR is an open set, the fact that it is not closed only implies that the CP objective
function may not have a minimum. If an optimal boundary point is an element of DR, however,
then the CP objective function does have a minimum. Therefore, to explain the occurrence of
degenerate CP solutions using the idea of Kruskal et al. (1989) above, we ﬁrst need to show that
situations where all optimal boundary points lie outside of DR occur in practice and, second, that
a sequence of CP solutions converging towards such a boundary point becomes degenerate.
In Stegeman (2007), this is done for generic p × q × 2 arrays X and all combinations
of p, q, and R. This extends Stegeman (2006), who considers p × p × 2 arrays. In these pa-
pers it was found that a key role in the occurrence of degenerate sequences of CP solutions
for p ×q ×2 arrays is played by the two-valued typical rank of p ×p ×2 arrays. The typi-
cal rank of a I ×J ×K array is deﬁned as the set of rank values which have positive volume
in the IJK-dimensional space of I ×J ×K arrays. For p × p × 2 arrays the typical rank is
{p,p + 1} and for p × q × 2 arrays (with p>q) the typical rank is min(p,2q) (see Ten Berge
&K i e r s ,1999). Note that rank values outside the typical rank set occur on sets of zero volume;
equivalently, the sets of arrays with nontypical rank values have dimensionality lower than IJK.
Consequently, generic arrays have rank values in the typical rank set only.
Hence, for p × p × 2 arrays the sets of rank-p arrays and rank-(p + 1) arrays both have
dimensionality 2p2 and positive volume. In Stegeman (2006) it is shown that the boundary be-
tweenthesetwosetsdoesnotcontainrank-p arrays(exceptforalower-dimensionalsubsetwhich
is immaterial in practice). Hence, if the p × p × 2 array X has rank p + 1 and the optimal CP
solution with R = p is sought, then the optimal boundary points of Dp do not lie in Dp al-
most everywhere, which implies that the CP objective function does not have a minimum almost
everywhere. Stegeman (2006) also shows that any sequence of CP updates, converging to such
an optimal boundary point, becomes degenerate. The results in Stegeman (2006, 2007) conﬁrm
the idea of Kruskal et al. (1989) that degenerate sequences of CP solutions occur due to the fact
that the CP objective function does not have a minimum.
For p × q × 2 arrays, the results of Stegeman (2006, 2007) imply that if a CP algorithm is
designed to ﬁnd an optimal CP solution and the sequence of CP updates converges to an optimal
boundary point of DR which does not belong to DR, then it becomes degenerate. Hence, in this
case, modiﬁed CP algorithms designed to avoid degenerate solutions, yet still trying to ﬁnd an
optimal CP solution (e.g., Rayens & Mitchell, 1997; Cao, Chen, Mo, & Yu, 2000) are no remedy.
This is true for all degeneracies that are not bounded.
In this paper we further investigate how a two-valued typical rank is related to the occur-
rence of degenerate sequences of CP solutions. We consider all known three-way arrays with a
two-valued typical rank {m,m+1}. For a generic array X of rank m+1 we ﬁt the CP model with
R = m and show whether and how degenerate sequences of CP solutions occur. Unfortunately,
only few typical rank results are known for the real ﬁeld (contrary to the complex ﬁeld). Table 1
contains all known arrays which have a two-valued typical rank (other known typical ranks are
single-valued). These results can be found in Ten Berge (2000, 2004) and Ten Berge, Sidiropou-
los, and Rocci (2004). Table 1 also states whether degenerate sequences of CP solutions are
encountered when ﬁtting the CP model as described above, and whether the CP decomposition
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TABLE 1.
Occurrence of degenerate sequences of CP solutions for all known arrays with a two-valued typical rank {m,m + 1},
where (sym.) indicates that the array has symmetric I × I slices. Also, it is stated whether the CP decomposition is
essentially unique.
Case I ×J ×K Typical rank rank(X) R Degeneracy? Uniqueness?
1 p ×p ×2 {p,p+1} p +1 R = p always yes
2 p ×p ×2 (sym.) {p,p+1} p +1 R = p always yes
33 ×3×4 (sym.) {4,5} 5 R = 4 always yes
43 ×3×5 (sym.) {5,6} 6 R = 5a l w a y s n o
55 ×3×3 {5,6} 6 R = 5 sometimes partially
68 ×4×3 {8,9} 9 R = 8a l w a y s ( ? ) n o
C a s e1o fT a b l e1 has been treated in Stegeman (2006). Case 2 is completely analogous,
since the criterion to distinguish p × p × 2 arrays of rank p from those of rank p + 1 does not
depend on whether the two p ×p slices are symmetric or not (see Ten Berge et al., 2004).
Using the tools developed in Stegeman (2006), we will explain the occurrence of degenerate
sequences of CP solutions in Cases 3, 4, 5, and 6 of Table 1. It will be shown that the two-
valued typical rank plays a similar role as in Cases 1 and 2, i.e., the boundary between the set
of rank-m arrays and the set of rank-(m+1) arrays consists almost everywhere of rank-(m+1)
arrays. Hence, the idea of Kruskal et al. (1989) is conﬁrmed, i.e., the degenerate sequences of CP
solutions occur due to the fact that the optimal boundary points of Dm in problem (1.3) do not
lie in the set Dm itself. Moreover, any sequence of CP solutions converging to such an optimal
boundary point will become degenerate. In Stegeman (2006, 2007) the essential uniqueness of
the CP decomposition plays a key role in proving the latter point. As we can see from Table 1,i n
Cases 4 and 6 we do not have essential uniqueness but still the sequence of CP updates become
degenerate. This shows that essential uniqueness is, in general, not a necessary condition for
degenerate sequences of CP solutions to occur.
This paper is organized as follows. In Sections 4 through 7, the Cases 3 through 6 of Table 1
will be treated. For all cases, the proofs are conceptually similar to the proof of Stegeman (2006)
and the basic ideas are explained in Section 3.F o rC a s e5as i m u l a t i o ne xperiment is conducted
to determine how often degenerate solutions occur. Finally, Section 8 contains a discussion of
the presented results.
3. Framework of Analysis
From Stegeman (2006) and the analysis in the current paper, it can be seen that the rank
criteria in the cases of Table 1 are different for each case (except for Cases 1 and 2, as explained
above). However, the approach to proving whether or not degenerate sequences of CP solutions
occur is the same for all cases. The basic ideas are introduced in Stegeman (2006), and will be
explained below. This framework of analysis will probably be of use for the study of other arrays
having a two-valued typical rank (when they become known).
Suppose I × J × K arrays have typical rank {m,m + 1} and let X be a generic I × J × K
array with rank m+1. We consider ﬁtting the CP model to X with R = m components. However,
we do not consider the CP problem (1.3) and the set Dm in (1.4) of all arrays of rank m or less.
Instead, we conﬁne the analysis to arrays in a suitably chosen set R, such that the complement
of R in the space of I × J × K arrays has zero volume. Moreover, R is chosen such that all
arrays in R have at least rank m.
Note that the restriction to arrays in the set R is only virtual, since any array not lying in R
can be approximated arbitrarily closely by arrays in R.606 PSYCHOMETRIKA
Consider the set D = Dm ∩ R, i.e., D consists of all arrays in R that have rank m.T h e
problem we analyse is
Minimize  X−Y 2,
subject to Y ∈ D.
(3.1)
As explained in the previous section, since X / ∈ D, any optimal solution of problem (3.1)i sa
boundary point of D. Next, deﬁne the set S as the closure of D within the set R, i.e., S contains
D and all its boundary points which lie in R. Hence, by deﬁnition, S is a closed subset of R and
the interior of S is contained in the set D. We also consider the following problem:
Minimize  X−Y 2,
subject to Y ∈ S.
(3.2)
Since X / ∈ D and S isclosed,problem(3.2)alwayshasanoptimalsolution  X whichisaboundary
point of S and of D. See Figure 1 for an illustration. The key question is whether   X lies in D or
not. If it does, then problem (3.1) has an optimal solution   X and the objective function in (3.1)
has a minimum. If   X does not lie in D and neither does any optimal solution of problem (3.2),
then problem (3.1) has no optimal solution and the objective function in (3.1) has no minimum.
For Cases 3, 4, 5, and 6 of Table 1, it will be shown that the latter is true almost everywhere,
because the boundary points of D have rank larger than m almost everywhere. The next step
is to show that any sequence of CP updates in D, which converges to   X, necessarily becomes
degenerate.
Note that the sets D and R\S (which denotes all arrays in R not lying in S) both have
positive IJK-dimensional volume, since they contain an IJK-dimensional set of rank-m and
rank-(m + 1) arrays, respectively. The set S\D, containing the boundary points of D not lying
FIGURE 1.
Illustration of problems (3.1)a n d( 3.2). The sets D (rank m)a n dR\S (rank ≥ m+1) have equal dimensionality and the
boundary of D has lower dimensionality. The target array X lies in the set R\S. The boundary point   X is the optimal
solution of problem (3.2).ALWIN STEGEMAN 607
in D itself, has zero IJK-dimensional volume. Since the target array X in (3.1) and (3.2)i sa
generic array of rank m+1, it lies in the set R\S almost everywhere; see Figure 1.
In the analysis of p × p × 2 arrays of Stegeman (2006), the set R is given by the arrays Y
with a nonsingular ﬁrst p ×p slice Y1.T h es e tD i sg i v e nb ya l lY ∈ R such that Y2Y−1
1 has p
real eigenvalues and p linearly independent eigenvectors. The set S i sg i v e nb ya l lY ∈ R such
that Y2Y−1
1 has p real eigenvalues. Stegeman (2006) shows that the boundary of D consists of
all Y ∈ R such that Y2Y−1
1 has p real eigenvalues which are not all distinct. The same author
shows that these boundary points (apart from a lower-dimensional subset which is immaterial in
practice) do not lie in D. Hence, it follows that the objective function of problem (3.1) does not
have a minimum almost everywhere.
In the following sections we treat Cases 3 through 6 of Table 1 using the framework de-
scribed above. In each case, we deﬁne the sets R, D, and S and determine which boundary
points of D lie in D and which do not. Moreover, it will be shown that any sequence of arrays
in D, which converges to a boundary point of D of rank m+1 or higher, will become degenerate
as it converges to its limit point.
4. Fitting CP to Generic 3×3×4 Arrays with Symmetric Slices
Here we prove Case 3 of Table 1.T e nB e r g ee ta l .( 2004) have shown that 3 × 3 × 4 arrays
with symmetric 3 × 3 slices have a typical rank of {4,5}. We consider ﬁtting CP to a generic
array X of rank 5, with R = 4. For the rank criterion of Ten Berge et al. (2004), we need the
following deﬁnitions. For a 3 × 3 × 4 array Y with symmetric slices Y1,...,Y4,l e tt h e9× 4
matrix S contain the columnwise vecs of Y1,...,Y4.L e tS4 be the 4 × 4 matrix consisting of
rows 1, 2, 3, and 5 of S. Deﬁne the 4×1 vectors f and g as
fT = (s61 s62 s63 s64)S−1
4 and gT = (s91 s92 s93 s94)S−1
4 , (4.1)
where sij denotes the (i,j)th element of S. Let the polynomial P be deﬁned as
P(u)= u4 
g4 −f 2
4
 
+u3(−2f2f4 +f4g3 −2f3g4 +g2)
+u2 
−f 2
2 −2f1f4 +f2g3 −f3f4g3 +g1 −2f3g2 +f 2
3 g4
 
+u
 
−2f1f2 +f1g3 −f2f3g3 −2f3g1 +f 2
3 g2
 
+
 
g1f 2
3 −f 2
1 −f1f3g3
 
, (4.2)
where fj and gj denote the jth elements of f and g, respectively.
As discussed in the previous section, we now specify the sets R, D, and S for this particular
case. Let
R =
 
Y : S4 is nonsingular,g 4  = f 2
4 , and P in (4.2) has no root f3
 
, (4.3)
D =
 
Y ∈ R : P in (4.2) has four distinct real roots
 
, (4.4)
S =
 
Y ∈ R : P in (4.2) has four real roots
 
. (4.5)
The following lemma states the properties of the sets R, D, and S that we need in our proof.
Lemma 4.1. Let the sets R, D, and S be given by (4.3–4.5).
(i) A 3×3×4 array with symmetric slices lies in R almost everywhere.
(ii) The arrays in R have at least rank 4.
(iii) The set D consists of the arrays in R that have rank 4.608 PSYCHOMETRIKA
(iv) The set D is an open subset of R and S is the closure of D within the set R.
(v) A 3×3×4 array with symmetric slices and rank 5 lies in R\S almost everywhere.
Proof: First, we prove (i). A singular S4, the equality g4 = f 2
4 ,o rP having a root f3 all imply
deterministic relations between the elements of Y, which are not implied by the symmetry of
the slices. Hence, the complement of the set R has dimensionality lower than 24 (which is the
dimensionality of the space of 3×3×4 arrays with symmetric slices). This implies (i).
The requirement that S4 is nonsingular implies that S has rank 4 and, hence, all arrays in R
have at least rank 4. This proves (ii).
Ten Berge et al. (2004) show that an array Y ∈ R has rank 4 if P has four distinct real
roots. If P has some complex roots or some identical real roots, then Y has at least rank 5. This
proves (iii). The polynomial P has all roots different almost everywhere and all roots real on a set
of positive volume. Also, complex roots of P occur on a set of positive volume. This implies (v).
The roots of P depend continuously on the coefﬁcients of P and, hence, on the elements
of the array Y. Therefore, the boundary points of D are those arrays for which P has four real
roots, but not all distinct. Such arrays can be approximated arbitrarily closely from D, but also by
arrays for which P has complex roots (see Lemma 2 in Stegeman, 2006). The boundary points
of D do not lie in D itself and, hence, D is an open subset of R.T h i sp r o v e s( i v ) . 
We consider the CP problem (3.1) where D is given by (4.4). The following theorem states
our results.
Theorem 4.2. Let X be a generic 3 × 3 × 4 array with symmetric slices and rank 5. Let D be
given by (4.4).
(I) Problem (3.1) has no optimal solution; equivalently, the objective function of problem (3.1)
has no minimum, only an inﬁmum.
(II) Any sequence of CP updates, in which the objective value of (3.1) converges to the inﬁmum,
will become degenerate.
Proof: Statement (I) follows from the fact that D is an open subset of R and X / ∈ D, see (iv)
and (v) of Lemma 4.1.
Nextweprove(II).Itfollowsfrom(iv)ofLemma4.1thattheinﬁmumof(3.1)isattainedata
boundary point   X of D that is an optimal solution of problem (3.2), where S is given by (4.5). We
have to show that any sequence of CP updates Y in D, converging to   X, will become degenerate.
For an array Y ∈ D,l e tP have roots u1,...,u4.T e nB e r g ee ta l .( 2004) show that Y has an
essentially unique rank-4 CP decomposition (A,B,C) with
A = B =
⎡
⎣
1111
u1 u2 u3 u4
q(u1)q ( u 2)q ( u 3)q ( u 4)
⎤
⎦ and C = ST
4
⎡
⎢ ⎢ ⎢
⎣
1 u1 q(u1)u 2
1
1 u2 q(u2)u 2
2
1 u3 q(u3)u 2
3
1 u4 q(u4)u 2
4
⎤
⎥ ⎥ ⎥
⎦
−1
, (4.6)
where q(u)= q(u|Y) is a well-deﬁned continuous function of u, depending continuously on the
elements of Y. Let the array   X have a polynomial   P with roots ˜ uj. Since   X ∈ S\D, the roots ˜ uj
are real but not all distinct. The roots uj of P depend continuously on Y. Hence, if Y converges
to   X, the roots uj will converge to the roots ˜ uj. Since some of the roots ˜ uj are identical, it
follows from (4.6) that if Y is close to   X, then some columns in A = B will become more and
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be shown that the sum of these columns remains small and does not blow up. Clearly, this is the
pattern of a degenerate sequence of CP solutions as described in Section 1. This completes the
proof of (II). 
The Indscal model can be understood as CP for an I × I × K array with symmetric I × I
slices, with the additional restriction A = B (see Carroll & Chang, 1970). Since the CP solu-
tion (4.6) is essentially unique and features A = B, the CP model is equivalent to the Indscal
model in this case. Hence, Theorem 4.2 also explains the occurrence of degenerate sequences of
Indscal solutions for 3×3×4 arrays of rank 5, with R = 4.
5. Fitting CP to Generic 3×3×5 Arrays with Symmetric Slices
Here we prove Case 4 of Table 1.T e nB e r g ee ta l .( 2004) have shown that 3 × 3 × 5 arrays
with symmetric 3 × 3 slices have a typical rank of {5,6}. We consider ﬁtting CP to a generic
array X of rank 6, with R = 5. For the rank criterion of Ten Berge et al. (2004), we need the
following deﬁnitions. For a 3 × 3 × 5 array Y with symmetric 3 × 3 slices Y1,...,Y5,l e tt h e
9×5m a t r i xS contain the columnwise vecs of Y1,...,Y5.L e tS5 be the 5×5 matrix consisting
of rows 1, 2, 3, 5 and 6 of S. Deﬁne the 5×1 vector f as
fT = (s91 s92 s93 s94 s95)S−1
5 , (5.1)
where sij denotes the (i,j)th element of S. Let the quadratic function P be deﬁned as
P(u,v)=− v2 +v(f3 +uf5)+
 
f1 +uf2 +u2f4
 
, (5.2)
where fj denotes the jth element of f. The rank criterion of Ten Berge et al. (2004)i n v o l v e s
the real-valued roots (u,v) of P(u,v). It can be seen that for a real-valued pair (u,v) with
P(u,v)= 0, the discriminant D(u) must be nonnegative, where
D(u) = (f3 +uf5)2 +4
 
f1 +uf2 +u2f4
 
= u2 
f 2
5 +4f4
 
+u(2f3f5 +4f2)+
 
f 2
3 +4f1
 
. (5.3)
Let D∗ = D(u∗), where u∗ is the point at which the derivative of D is zero. Then
D∗ =
−(f3f5 +2f2)2
(f 2
5 +4f4)
+
 
f 2
3 +4f1
 
. (5.4)
We distinguish the following cases with respect to D(u) and D∗:
(a) f 2
5 +4f4 > 0,
(b) f 2
5 +4f4 < 0 and D∗ > 0,
(c) f 2
5 +4f4 < 0 and D∗ < 0,
(d) f 2
5 +4f4 < 0 and D∗ = 0.
Next, we specify the sets R, D, and S.L e t
R =
 
Y:S5 is nonsingular and f 2
5 +4f4  = 0
 
, (5.5)
D =
 
Y ∈ R:case (a) or (b) holds
 
, (5.6)
S =
 
Y ∈ R:case (a) or (b) or (d) holds
 
. (5.7)610 PSYCHOMETRIKA
The following lemma states the properties of the sets R, D and S that we need in our proof.
Lemma 5.1. Let the sets R, D, and S be given by (5.5–5.7).
(i) A 3×3×5 array with symmetric slices lies in R almost everywhere.
(ii) The arrays in R have at least rank 5.
(iii) The set D consists of the arrays in R that have rank 5.
(iv) The set D is an open subset of R and S is the closure of D within the set R.
(v) A 3×3×5 array with symmetric slices and rank 6 lies in R\S almost everywhere.
Proof: First, we prove (i). A singular S5 or the equality f 2
5 =− 4f4 both imply deterministic
relations between the elements of Y, which are not implied by the symmetry of the slices. Hence,
the complement of the set R has dimensionality lower than 30 (which is the dimensionality of
the space of 3×3×5 arrays with symmetric slices). This implies (i).
The requirement that S5 is nonsingular implies that S has rank 5 and, hence, all arrays in R
have at least rank 5. This proves (ii).
Ten Berge et al. (2004) show that an array Y ∈ R has rank 5 if there exist ﬁve distinct real-
valued pairs (u,v) such that P(u,v)= 0. If this is not the case, then Y has at least rank 6. For
each u with D(u)>0 there are two values for v such that P(u,v)= 0. The continuity of D(u)
implies that if D(t)>0f o rs o m et, then we can ﬁnd ﬁve different u close to this t with D(u)>0.
Hence, there exist ﬁve distinct real-valued pairs (u,v) with P(u,v)= 0i fD(t)>0f o rs o m et.
The latter holds for cases (a) and (b) above, but not for (c) and (d). This proves (iii).
Thesetsofarrayswhichsatisfy(a),(b),or(c)allhavepositivevolume,whilethesetofarrays
satisfying (d) has zero volume. Hence, a generic array of rank 6 satisﬁes (c). This proves (v).
Since the value of D∗ in (5.4) depends continuously on the elements of the array Y,i t
follows that the boundary points of D in R are given by the arrays for which (d) holds. Indeed,
such arrays can be approximatedarbitrarily closely from D but also by arrays for which (c) holds.
The boundary points of D do not lie in D itself and, hence, D is an open subset of R.T h es e tS
is the union of D and its boundary points in R. This proves (iv). 
We consider the CP problem (3.1) where D is given by (5.6). The following theorem states
our results.
Theorem 5.2. Let X be a generic 3 × 3 × 5 array with symmetric slices and rank 6. Let D be
given by (5.6).
(I) Problem (3.1) has no optimal solution; equivalently, the objective function of problem (3.1)
has no minimum, only an inﬁmum.
(II) Any sequence of CP updates in which the objective value of (3.1) converges to the inﬁmum
will become degenerate.
Proof: Statement (I) follows from the fact that D is an open subset of R and X / ∈ D, see (iv)
and (v) of Lemma 5.1.
Nextweprove(II).Itfollowsfrom(iv)ofLemma5.1thattheinﬁmumof(3.1)isattainedata
boundary point   X of D that is an optimal solution of problem (3.2), where S is given by (5.7). We
have to show that any sequence of CP updates Y in D, converging to   X, will become degenerate.
For an array Y ∈ D,l e tP(uj,vj) = 0 for the real-valued and distinct pairs (u1,v1),...,(u5,v5).ALWIN STEGEMAN 611
Ten Berge et al. (2004) show that a rank-5 CP decomposition (A,B,C) of Y is of the form
A = B =
⎡
⎣
11111
u1 u2 u3 u4 u5
v1 v2 v3 v4 v5
⎤
⎦ and C = ST
5
⎡
⎢ ⎢ ⎢ ⎢ ⎢ ⎢
⎣
1 u1 v1 u2
1 u1v1
1 u2 v2 u2
2 u2v2
1 u3 v3 u2
3 u3v3
1 u4 v4 u2
4 u4v4
1 u5 v5 u2
5 u5v5
⎤
⎥ ⎥ ⎥ ⎥ ⎥ ⎥
⎦
−1
. (5.8)
We denote the function D(u) corresponding to the boundary array   X by   D(u). Since   X satis-
ﬁes (d), the function   D(u) is a second-degree polynomial with a negative leading coefﬁcient
and a maximum of   D(˜ u∗) = 0. The function D(u) depends continuously on the elements of Y.
Hence, if Y converges to   X, the function D(u) will converge (pointwise) to the function   D(u).
This implies that if Y is close to   X, then D(u)will only be positive in a small interval around ˜ u∗.
As a consequence, the values of u1,...,u5 in (5.8) will become more and more alike. Moreover,
since D(uj) converges to   D(˜ u∗) = 0, also the values of v1,...,v5 will become more and more
alike. Hence, it follows from (5.8) that if Y is close to   X, then the columns in A = B will become
more and more alike and the columns in C will become arbitrarily large. Also, it can be shown
that the sum of the columns in C remains small and does not blow up. This is the pattern of a
ﬁve-factor degeneracy. This completes the proof of (II). 
Contrary to the cases analyzed so far (i.e., in Stegeman, 2006, 2007, and in the previous
section), the CP decomposition (5.8) is not essentially unique. Indeed, there is freedom to choose
the uj from an interval on the real line. For arrays close to the boundary of D, however, this
interval decreases in size until only one point ˜ u∗ is left at the boundary itself. This shows that
essential uniqueness of the CP decomposition is not necessary for the occurrence of degenerate
sequences of CP solutions.
As in the previous section, the CP solution (5.8) necessarily features A = B (provided A
and B are scaled such that their ﬁrst rows consist only of ones) (see Ten Berge et al., 2004).
Hence, the CP model is equivalent to the Indscal model in this case, and the analysis above also
explains the occurrence of degenerate sequences of Indscal solutions for 3 × 3 × 5 arrays of
rank 6, with R = 5.
6. Fitting CP to Generic 5×3×3 Arrays
Here we prove Case 5 of Table 1.T e nB e r g e( 2004) has shown that 5× 3 × 3 arrays have a
typical rank of {5,6}. We consider ﬁtting CP to a generic array X of rank 6, with R = 5. For the
rank criterion of Ten Berge (2004), we need the following deﬁnitions. Let a 5 × 3 × 3a r r a yY
have 5 × 3 slices Y1, Y2, and Y3. Ten Berge and Kiers (1999) have shown that for a generic Y
there exist nonsingular matrices S (5×5) and T (3×3) such that
SY1T =
⎡
⎢ ⎢ ⎢ ⎢
⎣
100
010
001
000
000
⎤
⎥ ⎥ ⎥ ⎥
⎦
, SY2T =
⎡
⎢ ⎢ ⎢ ⎢
⎣
000
000
100
010
001
⎤
⎥ ⎥ ⎥ ⎥
⎦
, SY3T =[ f|g|h], (6.1)
where the last slice can be treated as a generic 5×3 matrix. Moreover, for each array Y the ma-
trices S and T can be uniquely determined. Note that the transformation (6.1) is rank-preserving.612 PSYCHOMETRIKA
Let the polynomial P be given by
P(u)= z7u7 +z6u6 +z5u5 +z4u4 +z3u3 +z2u2 +z1u+z0 = 0, (6.2)
where the coefﬁcients zj depend continuously on f, g, and h and are given in the Appendix of
Ten Berge (2004). If the transformation in (6.1) is possible and P is a seventh-degree polynomial,
i.e., z7  = 0, then P has one root −f2/f4, where fj denotes the jth element of f, and six other
roots u1,...,u6. Next, we specify the sets R, D, and S.L e t
R =
 
Y : the transformation (6.1) is possible and P in (6.2) has degree seven
 
, (6.3)
D =
 
Y ∈ R:P in (6.2) has ﬁve distinct real roots among u1,...,u6
 
, (6.4)
S =
 
Y ∈ R:P in (6.2) has six real roots u1,...,u6
 
. (6.5)
The following lemma states the properties of the sets R, D, and S that we need in our proof.
Lemma 6.1. Let the sets R, D, and S be given by (6.3–6.5).
(i) A 5×3×3 array lies in R almost everywhere.
(ii) The arrays in R have at least rank 5.
(iii) The set D consists of the arrays in R that have rank 5.
(iv) The set D is neither open nor closed in R and S is the closure of D in R.
(v) A 5×3×3 array of rank 6 lies in R\S almost everywhere.
Proof: The transformation (6.1) is possible almost everywhere and z7 = 0i n( 6.2) implies a
deterministic relation between the elements of Y.T h i sp r o v e s( i ) .
In a full CP decomposition (A,B,C) of (6.1) the columns of the ﬁrst two transformed slices
are contained in the column space of the matrix A. Hence, A must have at least ﬁve columns and
thus the array must have at least rank 5 if it lies in R. This proves (ii).
Ten Berge (2004) shows that the array Y has rank 5 if there are ﬁve distinct real roots of P
among u1,...,u6. If this is not the case, then the array has at least rank 6, see the extension of
the analysis of Ten Berge (2004) by Stegeman (2005). This proves (iii).
The polynomial P has all roots different almost everywhere and all roots real on a set of
positive volume. Also, complex roots of P occur on a set of positive volume. Hence, for a generic
array of rank 6, the polynomial P will have some complex roots. This proves (v).
The roots of P depend continuously on the coefﬁcients of P, which depend continuously on
the elements of f, g, and h, which in turn depend continuously on the elements of the array Y.
Therefore, the boundary points of D are those arrays for which the roots u1,...,u6 of P are
real, but not all distinct. Indeed, such arrays can be approximated arbitrarily closely from D and
by arrays for which P has some complex roots, see Lemma 2 in Stegeman (2006). Some of the
boundary points (those for which the roots u1,...,u6 contain only one identical pair) lie in D,
while others (those for which there are no ﬁve distinct roots among u1,...,u6) do not lie in D.
Hence, the set D is neither open nor closed. The set S is the union of D and its boundary points
in R.T h i sp r o v e s( i v ) . 
We consider the CP problem (3.1) where D is given by (6.4). The following theorem states
our results.
Theorem 6.2. Let X be a generic 5 × 3 × 3 array with rank 6. Let D and S be given by (6.4)
and (6.5), respectively. Suppose problem (3.2) has no optimal solution lying in D.ALWIN STEGEMAN 613
(I) Problem (3.1) has no optimal solution; equivalently, the objective function of problem (3.1)
has no minimum, only an inﬁmum.
(II) Any sequence of CP updates in which the objective value of (3.1) converges to the inﬁmum
will become degenerate.
Proof: Statement (I) follows from (iv) and (v) of Lemma 6.1 and the assumption that prob-
lem (3.2) has no optimal solution lying in D.
Nextweprove(II).Let  X beanoptimalsolutionofproblem(3.2)whichdoesnotliein D.W e
have to show that any sequence of CP updates Y in D, converging to   X, will become degenerate.
For an array Y ∈ D,T e nB e r g e( 2004) shows that a CP decomposition (A,B,C) of Y is of the
form
A = S−1
⎡
⎢ ⎢ ⎢ ⎢ ⎢ ⎢
⎣
1 r(u1)u 1 r(u1)u1 u2
1
1 r(u2)u 2 r(u2)u2 u2
2
1 r(u3)u 3 r(u3)u3 u2
3
1 r(u4)u 4 r(u4)u4 u2
4
1 r(u5)u 5 r(u5)u5 u2
5
⎤
⎥ ⎥ ⎥ ⎥ ⎥ ⎥
⎦
−1
, B = YT
1
 
A−1 T,
(6.6)
C =
⎡
⎣
1 ... 1
u1 ... u5
q(u1) ... q(u5)
⎤
⎦,
where u1,...,u5 are ﬁve distinct real roots of P in (6.2) and r(u)= r(u|Y) and q(u)= q(u|Y)
are well-deﬁned continuous functions of u, depending continuously on the elements of Y.N o t e
that if the roots u1,...,u6 of P are real and distinct, then for each group of ﬁve roots a CP
solution (6.7) is possible. Hence, there exist six possible CP solutions, each two of which share
four roots of P. This partial uniqueness phenomenon is the main result of Ten Berge (2004).
Let the array   X have a polynomial   P with roots ˜ u1,...,˜ u6. Since   X lies in S\D, the roots
˜ u1,...,˜ u6 are real, but do not contain a group of ﬁve distinct roots. Let the array Y ∈ D converge
to   X. The roots u1,...,u6 of P corresponding to Y depend continuously on the elements of Y.
Therefore, the roots u1,...,u6 will converge to the roots ˜ u1,...,˜ u6. Hence, when Y is close
to   X, any group of ﬁve roots out of u1,...,u6 will contain at least two nearly identical roots.
This implies that in the CP solution (6.7), the corresponding columns of B will be nearly iden-
tical, the corresponding columns of C are also nearly identical, and the corresponding columns
in A become arbitrarily large. Also, it can be shown that the sum of these columns in A remains
small and does not blow up. Clearly, this is the pattern of a degenerate sequence of CP solutions
as described in Section 1. This completes the proof of (II). 
If there exists an optimal solution   X of problem (3.2) which lies in D, then   X is also an op-
timal solution of problem (3.1) and the CP objective function in (3.1) has a minimum. However,
as shown in Theorem 6.2, if no optimal solution of problem (3.2) lies in D, then problem (3.1)
has no optimal solution and the CP objective function in (3.1) does not have a minimum. Both
situations are true on sets of positive volume.
6.1. Simulation Results
Here we consider the proportion of degeneracies encountered when ﬁtting CP with R = 5t o
generic 5×3×3 arrays X of rank 6. We consider three categories of such arrays X, namely for
which P in (6.2) has two, four, or six complex roots. We calculate the rank-5 approximation of
10 arrays of each category. For each array X we use 10 different (random) starting values for the614 PSYCHOMETRIKA
TABLE 2.
Frequencies of different types of CP solutions resulting from ﬁtting CP with R = 5 to generic 5 × 3 × 3 arrays X of
rank 6. Of each category, 10 different arrays are considered.
Pattern of nearly identical roots of P∗
Category X 2342 +22 +32 +42 +2+2
P has 2 complex roots 6 4 0 0 0 0 0
P has 4 complex roots 2 0 5 2 1 0 0
P has 6 complex roots 0 0 0 3 5 1 1
component matrices A, B, and C. After the algorithm terminates, we use the optimal component
matrices for each run to calculate the rank-5 arrays Y∗ closest to X. Since a 5 × 3 × 3 array of
rank 5 has six possible rank-5 decompositions (see above), we focus on the optimal arrays Y∗
rather than on the component matrices. As a CP algorithm, we use the Multilinear Engine by
Paatero (1999).
In a majority of cases (254 out of 300) all 10 runs for one array X yield approximately the
same solution Y∗. In the other 46 cases the algorithm terminates in a local minimum. We discard
the outcomes of these 46 runs and will speak of the CP solution Y∗ for a certain array X. Notice
that this indicates that, usually, problem (3.2) has a unique optimal solution   X.
As we expected, all solution arrays Y∗ lie in R, i.e., the transformation (6.1) is possible
and the polynomial P∗ associated with Y∗ has degree seven. In Table 2, the frequencies of the
different types of solutions can be found for each category of arrays X. All polynomials P∗
have some nearly identical roots, which is in agreement with our analysis above. If P∗ has only
two nearly identical roots (apart from −f2/f4), then both nondegenerate and degenerate rank-5
decompositions of Y∗ are possible, and the latter occur about twice as often as the former. This
corresponds to the case where   X ∈ D.I fP∗ has more nearly identical roots, then only degenerate
rank-5 decompositions of Y∗ exist. This corresponds to the case where   X / ∈ D.
7. Fitting CP to Generic 8×4×3 Arrays
Here we prove Case 6 of Table 1.T e nB e r g e( 2000) has shown that 8× 4 × 3 arrays have a
typical rank of {8,9}. We consider ﬁtting CP to a generic array X of rank 9, with R = 8. For the
rank criterion of Ten Berge (2000), we need the following deﬁnitions. Let the 8×4×3 array Y
have 8×4 slices Y1, Y2, and Y3. Consider the transformation
[Y1|Y2]−1Y1 =
 
I4
O
 
, [Y1|Y2]−1Y2 =
 
O
I4
 
, [Y1|Y2]−1Y3 =
 
WT
1
WT
2
 
, (7.1)
where W1 and W2 are 4×4 matrices. Next, we specify the sets R, D, and S.L e t
R =
 
Y:[ Y1|Y2] is nonsingular
 
, (7.2)
D =
 
Y ∈ R : there exist eight linear combinations (αjW1 +βjW2) with a real eigenvalue λj
and associated eigenvector kj such that
⎡
⎢
⎣
α1kT
1 β1kT
1
. . .
. . .
α8kT
8 β8kT
8
⎤
⎥
⎦ is nonsingular
 
, (7.3)
S =
 
Y ∈ R : (αW1 +βW2) has a real eigenvalue for some (α,β)  = (0,0)
 
. (7.4)ALWIN STEGEMAN 615
The following lemma identiﬁes the boundary points of D in R. For ease of presentation, its
proof is postponed until the end of this section.
Lemma 7.1. The boundary points of D in R are those arrays for which (αjW1 +βjW2) has a
real eigenvalue only for a ﬁnite number of nonproportional (αj,βj)  = (0,0).
The following lemma states the properties of the sets R, D, and S that we need in our proof.
Lemma 7.2. Let the sets R, D, and S be given by (7.2–7.4).
(i) An 8×4×3 array lies in R almost everywhere.
(ii) The arrays in R have at least rank 8.
(iii) The set D consists of the arrays in R that have rank 8.
(iv) The set D is neither open nor closed in R and S is the closure of D in R.
(v) An 8×4×3 array of rank 9 lies in R\S almost everywhere.
Proof: The proof of (i) is trivial. In a full CP decomposition (A,B,C) of (7.1) the columns of
the ﬁrst two transformed slices lie in the column space of the matrix A. Hence, A must have at
least eight columns and thus the array must have at least rank 8 if it lies in R. This proves (ii).
Ten Berge (2000) shows that an array Y ∈ D has rank 8 and its full CP decomposition
(A,B,C) is necessarily of the form
A =[ Y1|Y2]
⎡
⎢
⎣
α1kT
1 β1kT
1
. . .
. . .
α8kT
8 β8kT
8
⎤
⎥
⎦
−1
, B =[ k1|...|k8], C =
⎡
⎣
α1 ... α8
β1 ... β8
λ1 ... λ8
⎤
⎦. (7.5)
This implies (iii).
Lemma 7.1 identiﬁes the boundary points of D in R.L e tY be such a boundary point. Then
the real eigenvalues of (αjW1 + βjW2) form identical pairs. Indeed, Lemma 2 of Stegeman
(2006) shows that if this is not the case, then ((αj + )W1 +(βj + )W2) has a real eigenvalue
for any   small enough. Moreover, Lemma 2 of Stegeman (2006) shows that there is only one
eigenvector associated with each pair of identical real eigenvalues almost everywhere on the
boundary set. Hence, for the boundary array Y to lie in D, we need (almost everywhere) at
least four nonproportional (αj,βj) such that (αjW1 +βjW2) has a real eigenvalue, see (7.5). It
follows that not all boundary points necessarily lie in D and, thus, D is neither open nor closed.
The set S in (7.4) is the union of D and its boundary points. This proves (iv).
The discussion of the boundary set of D above, implies that the boundary of D has zero
volume. Hence, a generic array of rank 9 lies in the set R\S. This proves (v). 
We consider the CP problem (3.1) where D i sg i v e nb y( 7.3). The following theorem states
our results.
Theorem 7.3. Let X be a generic 8 × 4 × 3 array with rank 9. Let D and S be given by (7.3)
and (7.4), respectively. Suppose problem (3.2) has no optimal solution lying in D.
(I) Problem (3.1) has no optimal solution; equivalently, the objective function of problem (3.1)
has no minimum, only an inﬁmum.
(II) Any sequence of CP updates in which the objective value of (3.1) converges to the inﬁmum
will become degenerate.616 PSYCHOMETRIKA
Proof: Statement (I) follows from (iv) and (v) of Lemma 7.2 and the assumption that prob-
lem (3.2) has no optimal solution lying in D.
Nextweprove(II).Let  X beanoptimalsolutionofproblem(3.2)whichdoesnotliein D.W e
have to show that any sequence of CP updates Y in D, converging to   X, will become degenerate.
Thearray  X isaboundarypointof D andsatisﬁestherequirementofLemma7.1.Letthematrices
  W1 and   W2 correspond to   X and the matrices W1 and W2 correspond to Y.L e t(α  W1 +β  W2)
have a real eigenvalue, in fact, a pair of real eigenvalues, only for (α,β) = γ(α 1,β1), where γ is
a nonzero constant. We assume α1  = 0, set γ = α−1
1 and deﬁne ˜ β1 = α−1
1 β1. Hence, γ(α 1,β1) =
(1, ˜ β1). The (complex parts of the) eigenvalues of a matrix depend continuously on the elements
of the matrix. Hence, for Y close enough to   X, the matrix (W1 + βW2) has a real eigenvalue
only for β close to ˜ β1. Therefore, in a rank-8 decomposition (7.5)o fY close to   X, all values
of βj are close to ˜ β1. Hence, the corresponding columns of C are nearly identical. Moreover,
since (  W1 + ˜ β1  W2) has at most two linearly independent eigenvectors corresponding to the pair
of identical real eigenvalues, the matrix B will consist of one or two groups of nearly identical
columns (up to a sign change). As can be seen from (7.5), the corresponding groups of columns
of A become arbitrarily large. Also, it can be shown that the sum of the columns in these groups
(for each column up to a sign change) remains small and does not blow up. Clearly, this is the
pattern of a degenerate sequence of CP solutions as described in Section 1.
For a general boundary array   X not lying in D (i.e., with more pairs (˜ αj, ˜ βj) or with ˜ α1 = 0),
an analogous proof can be given to show that the rank-8 decomposition (7.5)o fY will feature
one or several groups of degenerate components. This completes the proof of (II). 
Note that, as in Case 4 of Table 1, the CP decomposition (7.5) is not essentially unique
almost everywhere on D. Indeed, for Y ∈ D, we may (almost everywhere) pick the values for
(αj,βj) from one or several continuous intervals. Hence, this is another example showing that
essential uniqueness of the CP decomposition is not necessary for the occurrence of degenerate
sequences of CP solutions.
If there exists an optimal solution   X of problem (3.2) which lies in D, then   X is also an opti-
mal solution of problem (3.1) and the CP objective function in (3.1) has a minimum. However, as
shown in Theorem 7.3, if no optimal solution of problem (3.2) lies in D, then problem (3.1) has
no optimal solution and the CP objective function in (3.1) does not have a minimum. We would
like to ascertain which of these two situations occurs in practice.
Hence, for generic 8×4×3 arrays X of rank 9, i.e., for which no linear combination of W1
and W2 has a real eigenvalue, we would like to determine how often the optimal boundary point
  X has rank 8 and how often it has rank 9. Unfortunately, we were unable to answer this question
by meansof numericalexperiments.The problem is the following.If the CP algorithmterminates
with an array Y, then we may assume that Y is close to the unknown optimal boundary point   X.
It is our experience that, for Y, the linear combination (W1 + βW2) has a real eigenvalue for
β in one or several intervals on the real line. However, although such an interval is small, we
do not know if it splits up into several smaller intervals as Y →   X or if it remains one interval
and converges to a single point ˜ βj. Therefore, we cannot say whether the linear combination
(  W1 + β  W2) corresponding to   X has a real eigenvalue for one, two, three, or even more values
for β. As a consequence, we cannot say whether a rank-8 decomposition (7.5) is possible for   X
or not.
In our numerical experiments, however, all runs did result in a degenerate sequence of CP
solutions. Still, this does not mean that all optimal boundary points   X have rank 9 or higher.
Indeed, suppose a nondegenerate rank-8 decomposition (7.5) is possible. Then the CP solution
given by the CP algorithm may still be a degeneracy if it does not feature the right β’s for a
nondegenerate rank-8 decomposition. This explains the question mark for Case 6 in Table 1.
It remains to give the proof of Lemma 7.1.ALWIN STEGEMAN 617
Proof of Lemma 7.1: Let Z be an array for which (αW1 + βW2) has a real eigenvalue only
for (α,β) = γ(1,β1), where we set γ = 1. Next, we prove that Z is a boundary point of D by
showing that Z can be approximated arbitrarily closely from D and from its complement R\D.
The eigenvalues of a matrix depend continuously on the elements of the matrix. This implies
that a sequence of matrices Y(n) in D can be constructed, which converges to Z. Indeed, the
sequence can be chosen such that (W
(n)
1 + βW
(n)
2 ) has a real eigenvalue only for β in a small
interval around β1.A sY(n) → Z, the interval will become smaller and converge to the point β1.
Moreover, the eigenvaluesof (W
(n)
1 +β1W
(n)
2 ) will converge to the eigenvaluesof (W1+β1W2).
Therealeigenvaluesof (W1+β1W2) occurinidenticalpairs.Indeed,Lemma2inStegeman
(2006) shows that if this is not the case, then (W1 + (β1 +  )W2) has a real eigenvalue for
any   small enough. Moreover, Lemma 2 in Stegeman (2006) shows that (W1 + β1W2) can be
approximatedarbitrarilycloselyby 4×4 matriceshavingonlycomplexeigenvalues.Thisimplies
that Z can be approximated arbitrarily closely by arrays in R\D for which (αW1 + βW2) has
no real eigenvalues for all (α,β)  = (0,0). Hence, Z is a boundary point of D in R. The proof for
a general array Z satisfying the requirement of Lemma 7.1 is analogous.
The reasoning above can also be used to show that arrays for which (αW1 + βW2) has no
real eigenvalues for all (α,β)  = (0,0), and arrays for which (αW1 +βW2) has a real eigenvalue
for all (α,β) in some continuous interval, cannot be boundary points of D. This completes the
proof. 
8. Discussion
We have presented results on ﬁtting the CP model to all known arrays with a two-valued
typical rank. For a typical rank of {m,m+1}, we have considered the CP model with R = m for
a generic array of rank m+1. For 3×3×4 and 3×3×5 arrays with symmetric slices and for
8×4×3 arrays,thisalwaysresultsinadegeneratesequenceofCPsolutions.For 5×3×3 arrays,
this is sometimes the case. We showed that all degenerate sequences of CP solutions are due to
the fact that the set of rank-m arrays is not closed. In particular, the sequence of CP solutions
converges to an array   X on the boundary between the sets of rank-m and rank-(m + 1) arrays.
This array   X has rank m + 1 or higher and is an optimal solution of problem (3.2). This implies
that the CP problem does not have an optimal solution and the CP objective function does not
have a minimum. Moreover, we showed that if the sequence of CP solutions gets close to   X, then
the CP decomposition necessarily becomes degenerate. This conﬁrms the idea of Kruskal et al.
(1989) about the occurrence of degenerate sequences of CP solutions and extends the analysis of
Stegeman (2006, 2007).
Our approach to proving whether or not degenerate sequences of CP solutions occur is the
same for all cases mentioned above. The basic ideas are introduced in Stegeman (2006). This
framework of analysis is likely to be of use for the study of other arrays having a two-valued
typical rank (when they become known).
We have restricted our analysis to arrays in a set R, the complement of which has zero
volume. Theoretically, this is justiﬁable since any array not in R can be approximated arbitrarily
closelybyarraysin R.However,thisdoesnotexcludethepossibilitythattheCPalgorithmyields
a CP solution not lying in R. It is our experience that for the cases of Table 1, the occurrence of
degenerate sequences of CP solutions (for a generic X of rank m+1) is as indicated in the table.
Moreover, in all runs the CP algorithm yields CP solutions lying in the set R. Therefore, we feel
that our theoretical results have straightforward practical implications.
Note that the occurrence of degenerate sequences of CP solutions in Table 1 does not de-
pend on the algorithm used to minimize the CP objective function. If the CP algorithm yields
a sequence of CP updates converging to an optimal boundary point of D not lying in D itself,618 PSYCHOMETRIKA
the sequence becomes degenerate. This also holds for modiﬁed CP algorithms designed to avoid
degeneracy.
The occurrence of degeneracy in the cases in Table 1 and their explanations are still valid
when the Frobenius norm in the CP objective function is replaced by any other norm (e.g.,
weighted least squares or Gaussian maximum likelihood). This is because all norms on the ﬁnite-
dimensional vector space are equivalent and induce the same (i.e., the Euclidean) topology.
Zijlstra and Kiers (2002) observed that two-factor degeneracies occur not only in CP but also
in other variants of factor analysis. They show that two- and three-way factor analysis models
which yield degenerate sequences of solutions, necessarily have rotationally unique components.
For the cases examined in Stegeman (2006, 2007), degeneracy always occurs together with es-
sentialuniquenessoftheCPsolution.However,inCases4and6ofTable1theCPdecomposition
is not essentially unique, but still degenerate sequences of CP solutions occur. This shows that
CP uniqueness is not a necessary condition for the occurrence of degeneracy in CP.
The degeneracies described in this paper are due to the two-valued typical rank {m,m + 1}
of the arrays. In Cases 1, 2, 3, and 5 in Table 1, the criterion to distinguish between rank-m
and rank-(m+1) arrays involves a polynomial P(u|Y) depending continuously on the elements
of the array Y. If the roots of P(u|Y) are real and distinct, then Y has rank m.I fP(u|Y) has
some complex roots, then Y has rank m +1. In Cases 4 and 6 of Table 1, we have a polynomial
Pθ(u|Y) depending continuously on some parameter θ and on the elements of the array Y.I f
sufﬁciently many θ exist such that (some of) the roots of Pθ(u|Y) are real, then Y has rank m.
Otherwise, it has rank m+1.
In the cases analyzed so far, a two-valued typical rank, a polynomial rank criterion as above,
and the occurrence of degenerate sequences of CP solutions, are ultimately connected to the
topological properties of the sets of real-valued I ×J ×K arrays with rank at most R. Therefore,
it is plausible to expect that this is the case for all existing real-valued I × J × K arrays with a
two-valued typical rank. In the complex-valued CP model, two-valued typical ranks of this type
do not exist, since we do not have to distinguish between real and complex roots of a polynomial.
Therefore,thedegeneraciesdescribedinthispaperdonotoccurinthecomplex-valuedCPmodel.
However, also in the complex case, the CP objective function does not always have a minimum.
See the example in De Silva and Lim (2006, Proposition 4.6), which carries over to the complex
case. Whether degenerate sequences of CP solutions occur on sets of positive volume in the
complex-valued CP model is still an open problem.
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