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1. Introduction 
 Historical data are a valuable resource to many scientific domains.  Knowledge of 
a subject’s past conditions helps researchers create new models, forecasts, and theories.  
Despite the demonstrated value of new science produced with historical data (e.g. Griffin, 
2005, Malm, 2012, Gizzi, 2009), there has been very little done to ensure that these data 
are preserved for future generations.  Recently, there has been a push for new 
collaborative national and international initiatives (e.g. DataOne
1
, ANDS
2
) to archive and 
preserve digital data.  Although these initiatives are a step forward, particularly 
considering the growing digital data deluge, they rarely take into account endangered 
data; data that are at-risk of being lost, due to negligence, format obsolescence, or lack of 
description.   
One approach to addressing this limitation is to better understand scientists’ 
perception of endangered data and data sharing/reuse.  Are they aware of the condition of 
endangered data?  The research presented in this paper considers this need, and explores 
scientists’ attitudes towards endangered data, data sharing/reuse, and an initiative to 
inventory endangered data.  The paper reports specifically on a focus group study that 
included participants from a variety of scientific domains. The study was undertaken as 
part of the Data-at-Risk inventory project.  The overall aims are to offer new perspectives 
on current data cultures and provide the groundwork for further research into what 
scientists think about endangered data and data reuse.  
 3 
The remainder of this paper is organized as follows.  Section 2 defines terms that 
may be unfamiliar.  Section 3 establishes the background work that informs the study. 
Section 4 reviews literature covering two key topics: historical data and data cultures.  
Section 5 explains the research goals for the study.  Section 6 outlines the methodology 
used to conduct the focus groups and to analyze the results.  Section 7 presents the results 
of the focus groups.  Section 8 discusses the results presented in section 7.  Section 9 
discusses limitations of the study.  And finally, section 10 is a conclusion and includes 
some recommendations for further research. 
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2. Definitions 
 The reason this study is largely exploratory is because inquiry on the topic of 
endangered data seems quite limited. Thus, it is important to establish definitions of the 
terms that will be used frequently in this paper that may be unfamiliar. 
Endangered data / Data-at-risk: Scientific data that is at-risk of being lost, destroyed, or 
ignored because it is either: non-digital, digital on obsolete media, or lacking proper 
context/description. 
 
Historical data: Scientific data that is at least ten years old; is often observational data 
taken over long periods of time. 
 
Data reuse: Any use of data beyond the researcher’s original intention; data sharing is a 
related term which implies data reuse with the added stipulation of a second researcher. 
 
Obsolete format: If in reference to physical media, an obsolete format is one that is no 
longer produced.  If digital, an obsolete format is a format that is unavailable on any 
modern operating system. 
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3. Background 
 The CODATA Data-At-Risk Task Group (DARTG)
3
 formed shortly after the 22
nd
 
International Council of Science CODATA Conference in October 2010 (Nordling, 2010, 
p. 17).  The task group was formed to evaluate the problem of endangered data globally. 
In order to achieve this goal, the DARTG decided their primary initiative would be the 
formation and population of an online inventory of endangered data.  They then 
developed a three-part plan to move forward: 
1. Define a set of core metadata properties essential for a data-at-risk inventory.  
 2. Prototype a system to support inventory data collection and maintenance.  
 3. Populate the inventory with data at risk in selected target disciplines.  
(Anderson, et al., 2011, p.2) 
To help actualize the plan, the Metadata Research Center
4
 at the School of Information 
and Library Science (SILS)
5
 formed a student working group at the University of North 
Carolina at Chapel Hill (UNC-CH)
6
 called the Data-At-Risk Initiative (DARI-SILS)
7
. 
The DARTG and DARI-SILS worked together to create a metadata scheme for the 
inventory.  The scheme was tested in the summer of 2011, through a small case study of 
local scientists.  The inventory was built using the Omeka web publishing platform, and 
was officially launched after a meeting of the DARTG with DARI-SILS in early 
November 2011.  Since then, both groups have been working to populate the inventory 
by presenting at conferences, and asking colleagues to spread the word. 
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4. Literature Review 
 Research on new science with old data and the data culture around data sharing 
and reuse have helped inform the focus group study.   In order to provide context, this 
literature review covers these two topics.  First a series of cases about new science using 
historical data are presented, followed by a review of selected literature examining data 
reuse and sharing cultures.    
4.1 Historical Data 
This section will provide a sampling of cases where scientists are reusing 
historical data in their research.  The purpose of this account is to confirm the potential 
value of the Data-At-Risk efforts, and thereby the rationale for conducting this 
exploratory study.  The cases I have chosen are in a variety of scientific domains, with 
equally varied methodologies, to show the broad applicability of historical data in the 
natural sciences.  
In the engineering field, Swedish researchers used historical data from municipal 
archives to predict replacement rates for drinking water pipes (Malm, et al., 2012).  The 
city of Gothenburg had records going back to 1870, detailing the amount of pipe laid, the 
material the pipe was made of, and the date.  They used these figures to generate 
historical replacement rates.  This helped them understand the survival and failure rates 
for different materials, and make predictions for future replacement rates. The researchers 
think that their method could be applied to other infrastructure, if the data is available.  
 7 
They go on to say: “The method could increase the willingness of municipalities and 
other operators to archive data and make use of the data they have”(p. 9). 
Charlotte Rietbergen and others researchers in the Netherlands, have found that 
historical studies provide useful information in the design of new clinical trials 
(Rietbergen, et al., 2011).  Their recent paper published in Contemporary Clinical Trials 
explains how to incorporate historical data into the analysis of current data.  “Bayesian 
techniques offer possibilities for inclusion of prior knowledge within the analysis of the 
current trial data” (p. 848). They explain that their method is conceptually similar to a 
meta-analysis.  However, they note that if one is “interested in the effect for the study-
specific subpopulation, the historical data would receive too much weight” (p. 849). To 
fix this problem, they use a tool called power prior distribution, first proposed by Ibrahim 
and Chen in 2000.  The power prior distribution “allows the researcher to assign different 
weights to the historical data relative to the current data” (p. 849).  This is another 
example of researchers making historical data easier to use by sharing their methodology 
with the world, in order that other teams may benefit. 
In 2005, the Journal of Hydrology devoted an entire issue to the applicability of 
historical data to flood risk analysis.  In the preface to the special issue, the guest editors 
note that, “The multidisciplinary nature of these types of studies (geologists, geographers, 
historians, climatologists, engineers, hydrologists, meteorologists, mathematicians, and 
end users with different backgrounds) makes it difficult to find a common forum for 
discussion in established scientific societies” (Benito, et al., 2005, p.1).  This statement 
addresses a key component of the Data-At-Risk project’s intent.  Many large research 
questions cut across multiple scientific domains.  For this reason, we need infrastructure 
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that allows scientists to discover data outside of their field.  This is especially true of 
studies that use large historical data sets taken over time. 
There are a number of examples of this kind of interdisciplinary work in the 
special issue of the Journal of Hydrology, but one that stood out was a paper that studied 
the history of floods in the Catalonia region of Spain (Llasat, et al., 2005). The authors of 
this study used a mixed-methods approach, with data coming from historical records 
going back to the 14
th
 century, meteorological instrumental observations going back to 
the 18
th
 century, and climactic patterns derived from the occurrence of flooding in a given 
year.  It is mentioned that using and consolidating “historical documentary sources” to 
study floods has been ongoing since the late 19
th
 century, but only recently have 
researchers begun using these data from “a modern climatic perspective” (p. 35).  By 
combining data sources usually reserved to the fields of history, meteorology, and 
climatology, these hydrologists were able to be part of whole new field of inquiry. 
In Italy, plant biologists were able to study the effect that pollution has on lichen 
colonization in the city of Turin by analyzing historical data that spans the last 200 years 
(Isocrono, et al, 2007).  Through picking apart flouristic studies, and changes to 
herbarium specimens, a single dataset was formed that encompasses four different 
geographic areas in the city from 1792 to today. The importance of historical data to this 
type of research is explained:  
The unusually long history of lichen recording in Turin, spanning over a period of 200 
years, provides a valuable historical record and helps in data interpretation. Lichen 
assemblages over different time periods are related to changes in environmental 
conditions. Comparison of the present data with old records indicates a general 
improvement, as shown by increased numbers of both species and thalli in the city. 
(p.264) 
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By comparing the number and diversity of lichen assemblages to the concentrations of 
known pollutants, the researchers found that the decrease in pollutants, mainly SO2, has 
lead to a major lichen recolonization.   
 Gizzi wrote an article in 2009 which demonstrates the importance of using 
historical data in the study of natural disasters, and also examines the website eBay as a 
source of this data (Gizzi, 2009).  The types of data he is looking for are primary 
historical documents like newspapers, photos, postcards, and books that describe natural 
disasters.  In the article, he explains how he monitors eBay for “natural events-related 
items” and then compares it other “web sources for historical data” (p. 1950).  He finds 
that eBay returns more useful historical data than any of the other sources he tried: 
Google Image Search, Abebooks, and Google Book Search.  Dr. Gizzi’s own research is 
on earthquakes and seismic behavior.  He has found that eBay has effectively been a 
“complementary repository” to his local libraries and archives, and used this study to 
show the applicability of eBay as a source of historical data for any of the sciences that 
concern themselves with natural events, especially disasters (p. 1954).   
 R. Elizabeth Griffin, an astronomer from Canada, and the chair of the Data-at-
Risk Task Group, published an article in 2005 on how the historical data from 
photographic plates of stellar spectra could be used by modern atmospheric scientists. 
“The signatures imprinted by the Earth’s atmosphere upon ground-based astronomical 
observations have to be dealt with, compensated for, or avoided, requiring techniques that 
can be troublesome and time-consuming; yet to the atmospheric scientist any record of 
telluric content and concentration is a vital datum for research” (p. 885).  Dr. Griffin 
successfully developed a technique for recovering the total concentrations of telluric O3 
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from the exposed stellar spectra photographs.  This historical data is very important to 
understanding how the earth’s ozone layer has evolved over time, and what impact 
“anthropogenic activities” have had on the weakening of the layer (p. 886).  The major 
problem Dr. Griffin sees going forward is a lack of coordination and funding needed to 
digitize the plates, and make their data useful to the larger scientific community.  Many 
of the photographic plates around the world are decaying, or in other unstable conditions.  
Time is of the essence, if the valuable data are to be retrieved. 
 This is a very small sampling of the new research being done with historical data.  
Individuals participating in the Data-At-Risk Initiative believe that this is an important 
phenomenon to document, because these cases demonstrate that older data retain value.  
Moreover, they illustrate the value of metadata descriptions and preservation, because the 
above research would not have been conducted without knowledge of their existence and 
access to the data.  While some scientists draw attention to this fact (Griffin, 2005, Malm, 
2012, Gizzi, 2009), most scientists do not. 
4.2 Data Cultures  
 The phrase “data culture” refers to the explicit and implicit data practices and 
 expectations that determine the destiny of data. It relates to the social conventions of 
 acquisition, curation, preservation, sharing, and reuse of data. If the goal is to make data 
 digital, standardized and openly accessible in a reusable format, then current data cultures 
 provide starting points to determine the changes that will be needed before that vision can 
 be realized.  
(Thessen & Pattterson, 2011, p. 19) 
4.2.1 Introduction 
  Data culture is a new term that encompasses almost all aspects of this 
study.  It is highly related to contemporary work in data lifecycle management, as it is 
concerned with data practices.  However, the term data culture starts with no assumptions 
about what “data” even means.  It allows each culture to define data according to their 
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own practices and attitudes.  This study hopes to add to the growing literature base for 
data cultures by identifying both practices and perceptions of data reuse and endangered 
data at UNC-CH and Duke University
8
 in the natural sciences. 
 The data culture that permeates the Data-At-Risk project is still in its nascent 
form, but is already showing some strong preferences.  The Data-At-Risk Initiative is 
aligned with ibiblio, which is a “collection of collections” and at the center of the open 
source and open access movements (ibiblio.org, 2012).  By partnering with ibiblio and 
the Metadata Research Center for hosting, the Data-At-Risk Inventory is leveraging itself 
as an open science platform.  To make this even clearer, the dataset descriptions (the 
collection), are being licensed under Creative Commons Zero (CC0), which effectively 
makes them free to use under any circumstance.  The inventory describes Data-At-Risk in 
the “About” section of the website, but what is more interesting, from a data culture 
perspective, is the underlying definition for data, in the Data-At-Risk context.  Data is 
not explicitly defined anywhere on any of the websites related to the Data-At-Risk 
project.  However, It is clear from reading these sites that by Data the project is referring 
to observational data in the natural sciences.  Observational data is considered more 
useful to share than processed data, because it allows for other researchers to use 
different methods and data analysis techniques to solve different research questions. 
4.2.2 Reuse and Sharing 
 There are several important obstacles that scientists face before they can share or 
reuse data.  While all of these obstacles are important to this study, the obstacle that is 
most germane to the Data-At-Risk effort is: non-digital data.  It is much harder to share 
and reuse non-digital data, because there is often only one copy, and scientists are rightly 
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apprehensive of sharing data that cannot be backed-up.  If the data are lost or broken, the 
information they contain is lost forever.  Digital data on the other hand is very easy to 
share and reuse, especially through the Internet.  While digital data is technically easy to 
share, Samuelle Carlson and Ben Anderson rightly point out that making data digital is 
often the largest barrier to entry: “In comparing the potential of different disciplines for 
increasing data re-use, it was immediately clear that the basic requirement that data be 
‘‘digital’’ constitutes a main challenge in certain research contexts” (Carlson & 
Anderson, 2005, p.12). 
 While this study is concerned with what scientists say about data reuse, Carlson 
and Anderson’s study looked at data reuse in practice by conducting four case studies. To 
get a broad understanding of the state of data reuse and the “e-science” initiatives in the 
UK, the researchers studied cases that ranged from the so-called “soft sciences” such as 
anthropology, and the “hard sciences”, in this case, astronomy (p. 637).  They found that 
the common assumptions about e-science are badly flawed in practice. They found no 
major difference between the qualitative and quantitative sciences in their approaches and 
tools used to support data reuse.  The also found it very difficult to “disembed” data from 
its original context in order to be reused. They found that all four case studies faced some 
of the same challenges: “All case studies saw the need to address issues of 
documentation, context, and provenance as key requirements for the future re-use of data. 
In all three cases of SkyProject, SurveyProject and AnthroProject, data were not self-
contained units that could easily be circulated, but always needed complementary 
external information to be understood or trusted” (647).  
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Heather Piowar, a postdoctoral researcher on the DataONE project has 
investigated factors that influence data sharing through studying bibliometrics. Her 
method for the study was to run a full-text query to find studies that generated a certain 
kind of dataset, and then see how many of those datasets were archived in one of the best-
practice repositories for that type of data.  She then used metrics on the article and 
authors to determine what factors influenced data sharing.  A few factors stood out as 
being strongly correlated with sharing or not sharing. “…Authors publishing in an open 
access journal, or with a history of sharing and reusing shared gene expression 
microarray data, were most likely to share their data, and those studying cancer or human 
subjects were least likely to share” (p. 5). Her findings also raised some interesting 
questions for further research into scientists’ perceptions of data reuse, such as: “To what 
extent does recognizing the value of shared data through data reuse motivate an author to 
share his or her own datasets” (p. 7)? 
Carole Palmer and other information scientists in Champaign, Illinois have 
recently looked into how to assess the potential reuse value of a given dataset.  This will 
be of growing importance when the Data-At-Risk project moves into phase two, Data 
Rescue.  How do scientists and information professionals determine value in data? “With 
document use (outside of natural language processing or text mining applications) the 
intelligibility of the information object can be readily assessed and the content can be 
interpreted directly by the user. Data sets, on the other hand, usually do not transfer 
knowledge directly, requiring processing and tools for intelligibility and interpretation.”  
There are two key points here. Firstly, this quote illustrates the divide between 
observational and processed data. Secondly, data are often rendered unintelligible without 
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context (metadata).  The article goes on to propose a theoretical framework for 
determining the “analytic potential” (AP) of data.  The framework is based on Birger 
Hjørland’s idea of the epistemological potential of documents.  The authors “have 
identified three criteria for evaluating AP: the domains of interest and associated research 
problems, integrity or intelligibility and functionality for reuse, and fit-for-purpose for the 
new application” (p. 426). 
 It is clear from my review of the available literature that historical data often has 
high reuse potential.  Despite this, historical data may be undervalued by today’s 
scientific community because they are lacking context and are primarily non-digital 
(Carlson & Anderson, 2005).  My literature review focused on historical data in the 
context of data reuse, because historical data are often endangered, and are the basis of 
the Data-At-Risk efforts (Griffin, 2005).  Historical data are not the only type of 
endangered data however.  This study is needed to assess which data are considered 
“endangered” by scientists in various fields, and what value they place on their reuse. 
The literature review provided proficient evidence of the importance of potentially 
endangered data, and looked at how data culture shapes attitudes towards data sharing 
and reuse.  However, more research is needed to fully examine scientists’ attitudes 
towards endangered data.  This results of these focus groups will help fill that knowledge 
gap.  Specific research goals of this study are further explored in the next section.  
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5. Research Goals 
 The primary goal of this research is to gain a better understanding of scientists’ 
perceptions and attitudes towards endangered data and data reuse.  The larger purpose 
and practical implementation of this research is to bolster the case for an inventory of 
endangered data.  While the inventory has been available since November 2011, few 
scientists have contributed to it yet.  We are hoping that by understanding scientists’ 
motivations for sharing data, we can make the Data-At-Risk Inventory
9
 more responsive 
to current data cultures, and dramatically increase the number of contributions to it.  
Specific questions guiding the work are: 
 How do scientists define “endangered data”? 
 What are incentives and disincentives for sharing data? 
 Are scientists reusing data? How? What kind of data? 
 Do scientists see value in the Data-At-Risk Inventory? Would they use it? 
We expect that by targeting a variety of scientific disciplines (e.g. Physics, Biology, etc.) 
and professional backgrounds (e.g. Faculty, PhD students, Post-doc, etc.) we will see 
some differences, based on age, active years of research, and discipline.  These factors 
help define a research objective for the work: 
 To see if differences in attitudes towards endangered data and data reuse emerge 
based on the factors listed above. 
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6. Methodology 
 The focus group methodology was chosen to address the stated research goals.  
Focus groups are often used to scope out the issues and potential avenues of inquiry in an 
exploratory study like this one (Wildemuth, 2009, p. 243).  The Data-At-Risk Initiative is 
conducting these focus groups in conjunction with a separate, but related web survey of 
information custodians.  By using multiple qualitative research methods, and targeting 
different populations, we hope to achieve a broad understanding of perceptions towards 
endangered data today. 
6.1 Research Design 
 We used a variety of sources to inform the design of this focus group study. After 
careful review of available literature on conducting focus groups in academic 
environments (esp. libraries), we discovered that the first step, like in most research 
studies, was to develop a set of research questions based on our project goals (U.S. 
Government, 2009, p. 5).  Then we slightly modified our research questions to use as the 
questions we would ask at the focus groups (Wildemuth, 2009, p. 244).  This process of 
question refinement and focus group design lasted through the end of December 2011.  
By early January, we had finalized our decisions and submitted our application for 
Institutional Review Board (IRB) approval at UNC.  Our study was reviewed by the IRB 
and was determined exempt on January 3, 2011. 
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6.2 Recruitment and Data Collection 
 Since our study is exploratory, we determined that a sample size of 10-30 
participants in total was sufficient to address our goals.  We started recruitment at UNC 
in mid-January by emailing departmental listservs in the following departments: Physics 
& Astronomy, Biology, Geography/Cartography, Geology, Oceanography, and 
Environmental Science & Engineering.  We choose these departments because we 
wanted a heterogeneous sample that overlapped with the DARTG scientific disciplines.  
Through the listservs we were able to target faculty, post doctoral researchers, and 
graduate students interested in participating.  We provided the incentive of a gift card to 
Amazon.com in the amount of twenty dollars. 
 Ten individuals responded to our email recruitment message.  Through an online 
poll, we were able to schedule all ten participants into two focus groups of five people 
each in the first two weeks of February.  After the first two focus groups, we sent a 
second call for participation to the same listservs and received no response.  We 
determined from this that we must move on to another University in order to find more 
participants.   Our IRB covered nearby Duke University, so we sent our recruitment 
message to the following departments there: Physics, Biology, Ecology, Marine Science, 
and Environmental Science.  We had six individuals respond to the email. Only four (a 
group of three and a group of one) were able to attend, because two had scheduling 
conflicts.  So, at the end of the data collection phase, we had a total of fourteen scientists 
participate in the focus groups. 
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6.3 Procedures 
 The two co-P.I.s (myself and a SILS doctoral student) moderated the focus groups 
jointly.  We used the following focus group ground rules to ensure all involved were on 
the same page before we began: 
1) Only one person talks at a time. 
 
2) The focus group is confidential. Whatever is shared needs to stay in the room. 
 
3) Everyone’s ideas are important, and all ideas, opinions, and experiences are 
valuable.  Please respect each other’s perspectives. 
 
4) Participation is voluntary. 
 
5) The focus group will last approximately 1 to 2 hours. 
 
We then used a focus group guide (see appendix A) to help us ask questions of the group.  
Six primary questions from the guide were asked at every focus group.  Additional 
follow-up (probe) questions varied at each focus group depending on what had already 
been shared by the participants.  The moderators were allowed to ask clarifying questions 
at any time.  The questions on the focus group guide were carefully ordered, from the 
very basic to the more specific and technical.  
The first question was basically an ice-breaker: “To introduce yourself to the 
group, could you describe your research?”  This question allowed the participants to feel 
more comfortable speaking in front of the group, and also worked as lead-in to the next 
question: “What kind of data do you use in your research? Could you describe the 
physical and digital aspects of the data?”  This question allowed us to understand better 
the data culture that the participant comes from, and understand the types of data they 
primarily use.  It also allowed participants to talk about data processes and workflows. 
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At this point in the focus group, after participants had loosened up, we shifted 
slightly into a more hypothetical set of questions: “Is there any data you wish you had? 
Describe your “dream data” and what are the barriers to obtaining/finding it.”  This 
question was used as a segue between data use and data reuse.  We felt that at least one 
participant per group would wish they could reuse data that already exists, but find it too 
difficult for some reason. 
We then asked a set of questions on data reuse: “Are you reusing data? How are 
you gaining access to the data? What types of data are you reusing?  If you haven’t 
reused data yourself, have you seen or heard of colleagues reusing data? If so, describe 
this.” These questions were modified slightly dependent on how much the group had 
already talked about data reuse. 
The next set of questions was meant to directly engage with the participants’ 
perceptions of endangered data: “How would you describe data that is endangered or at 
risk of being lost?  Which of your data do you consider your top priority for not wanting 
to loose? What measures are you using to protect and preserve your data? Could you 
describe any data  (yours or your colleagues) that you consider highly at-risk?”  If the 
group was reticent to speak because they had never heard the term endangered data, we 
would break the ice by using word association: “What comes to mind when I say 
endangered data?” 
Lastly, we would show the participants the homepage for the Data-at-Risk 
Inventory, explain the background and rationale behind the site, and then ask the 
following: “Would you use this inventory? What features don’t we have here that you 
would need or want? Would this help your research? How would this help your 
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research?”  This exercise was meant to further engage the participants on the issue of 
endangered data, and to receive helpful feedback on the utility of the inventory. 
We ended each session by conducting a brief, written demographic survey that 
consisted of asking for the participants’ department, area of research, position, years of 
active research, and age.  The idea behind gathering these demographics was to allow us 
to see if factors such as discipline, sub-discipline, occupation, or age had any correlation 
to perceptions of data reuse, data sharing, or endangered data.  It also allowed us to look 
at these factors at a group-level by comparing frequencies and averages. 
 
6.4 Analysis 
 Each focus group was digitally audio recorded and later transcribed by the co-
P.I.s.  We then used these transcripts to create a codebook, a list of major categories that 
came up in the focus groups and how we define each category in the context of the 
project.  We created the codes by first engaging in “open coding” the transcripts 
independent from one another, then reviewing and consolidating the codes we created 
into a provisionary codebook.  Then we used the codes from the shared codebook to run 
an inter-rater reliability test using a transcript that we felt contained all the codes.  We 
both coded this transcript in the software application, NVivo 9, by highlighting sections 
of text and applying one or more codes to each section.  Since we scored above 80% 
agreement on this test, we felt we had reached consensus on the meaning and application 
of our coding frame.  We then coded the remaining three transcripts independently.  
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7. Results  
 The results section that follows first provides details on the study participants. 
Then, the results are presented, following the research questions as outlined in section 
five, Research Goals.  Each research question will be accompanied by a related table, and 
explanatory text.  The text will include example quotations that were transcribed 
verbatim from the focus group sessions.  These quotations were chosen because they 
answer the research questions, and are representative of the themes in the codebook.  
Participants and Overview 
 We conducted four focus groups resulting in a total of fourteen participants.  The 
participant breakdown per group was as follows:  Focus group one had five participants, 
focus group two had five, focus group three had three, and focus group four had one.  
Table 1 illustrates the demographics of each group.  These figures were self-reported in a 
paper survey given at the end of each session. 
TABLE 1. DEMOGRAPHICS 
Session  
Date 
Departments 
Represented 
Positions 
Represented 
Avg. Years of 
Active Research 
Avg. Age of 
Participant 
2-6-2012 Biology (2) 
Physics (3) 
Doctoral Student (2) 
Doctoral Candidate (1) 
Faculty (1) 
Postdoctoral Researcher (1) 
5-10 31 
2-13-2012 Biology (1) 
Environmental 
Science (3) 
Geology (1) 
Doctoral Student (1) 
Doctoral Candidate (2) 
Postdoctoral Researcher (1) 
Masters Student (1) 
0-5 28 
2-28-2012 Biology (2) 
Marine Sci. (1) 
Doctoral Student (1) 
Research Scientist (2) 
20-30 42 
3-1-2012 Biology (1) Postdoctoral Researcher (1) 5-10 28 
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How do scientists define “endangered data”? 
 We found that all the definitions for endangered data that were brought up in the 
focus groups fit into one of four categories: Accessibility Issues, Potential Endangerment, 
Lack of Context, and Unavailable. Table 2 below displays the number of times each 
category was mentioned during the focus group interviews. 
TABLE 2. ENDANGERED DATA- DEFINITIONS 
Categories of Endangered Data No. of References % of Total Responses 
Accessibility Issues 22 32.5% 
Potential Endangerment 16 23.5% 
Lack of Context 15 22.0% 
Unavailable 15 22.0% 
 
 As can be seen in Table 2, Accessibility issues came up the most from the four 
codes we created for this topic, with a total of twenty-two references spread across the 
four focus group sessions.  The most common accessibility issues were format problems, 
data degradation, and inability to duplicate (original data is not available).  A few 
examples of format problems:  
 “Most of the data we have is stored in a format that can't be used.”  
 “…terrible error message: unable to retrieve data”  
 “in clunky, really clunky programs that you really can't get the data back out of” 
 “We even found old floppy disks and things like that, where you're like, who has 
a computer with that” 
Degradation of data was mentioned in reference to: 
 Biological samples  
 Audio reel-to-reel tapes 
 Paper records 
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The inability to duplicate observational data was mentioned in two of the four focus 
groups.  This is a case where the original data collected was deleted or destroyed and all 
that was left was processed data.  The researcher then tries to replicate the experiment in 
order to recreate the data, but is unable. 
  Potential endangerment was the second most common category of endangered 
data.  This category included data loss, data destruction, natural disasters, etc.  
 “…destroying herbarium specimens, or so many places get flooded” 
 “data that is not backed up and is in danger of being lost forever” 
 “…if my lab books were stolen or destroyed I'd have a lot of numbers that I could 
do nothing with.” 
 “…the hard drive crashes and you realize, ‘Oh, no. I don't have a back-up.’” 
 The category “Unavailable” refers to data that is endangered because it exists in 
some form, but is not publicly available for scientists to use in their research.  The most 
common cause for unavailable data was restrictions placed on it by the institutions 
managing the data.  These institutions included: 
 Private businesses 
 Conference organizers 
 State governments 
 Another reason for data being unavailable is when the data is considered “junk data” and 
therefore routinely destroyed: “…the work that I do is literally the stuff that people throw 
away.” 
 Lack of context refers to cases where the researcher has potentially valuable data, 
but without the metadata, or other contextual notes, the data is considered unusable.  
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 “...there is no context to it. There is no record... I can pick up the file, I just have 
no idea what it means. There is no... (Nico: There is no metadata?) No, metadata, 
metadata no. Even a logical naming scheme would be asking a lot.”   
 “it’s theoretically almost good data, but then associated material goes missing” 
 “a lot of times we have access to some results, but we don't have the surrounding 
notes…to make it meaningful” 
 
What are incentives and disincentives for sharing data? 
 Table 3 demonstrates that references to incentives for sharing data narrowly 
outnumbered references to disincentives for sharing. 
TABLE 3. DATA SHARING 
Data Sharing No. of References 
Incentives 23 
Disincentives 18 
 
The most common incentives and disincentives for sharing data are outlined with 
pertinent examples in Table 4 below. 
TABLE 4. INCENTIVES AND DISINCENTIVES  
Incentives for sharing Disincentives for sharing 
 
Scientific collaboration 
 
“The air quality models are all open 
source…  People can go in, tinker, and 
change parameters. And that's how model 
development moves forward” 
 
“…people upload datasets purposely, so 
that people can feel free to analyze them 
and do something, and some really 
interesting things have come out of those 
 
Scooping/ theft 
 
“If some others stole my ideas or my 
experiment, why should I do [it]?” 
 
“...in the Biology area there is really not 
much sharing going on. You don't want to 
share because then you are going to be 
scooped in your work- someone is going to 
publish before you.” 
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collaborations” 
  
Sharing as preservation method 
 
“People who run lab colonies of unique 
organisms often hand them down from lab 
to lab… these are an incredibly valuable 
living resource, because you are often 
talking about wild animals that have been 
domesticated to live in the lab. And if no 
one wants to preserve those, you are losing 
all this incredible information about 
domestication.” 
 
Funding 
 
“We will pretty much do anything for 
money. It sounds really terrible, but we 
chase after any money that can keep a 
graduate student employed.” 
 
Misinterpretation of work 
 
“[I] realized the transferability of my work 
is going to be really difficult to other 
people unless they know what it is that I 
am doing. I am not going to be giving them 
the DNA sequence from one piece of a 
transposable element in a genome. It's 
going to be like a franken-molecule or a 
pseudo-molecule representing the common 
ancestor representing all of those 
elements.” 
 
Are scientists reusing data? How? What kind of data? 
TABLE 5. DATA REUSE  
Activity No. of Scientists (out of 14) Percentage of Scientists 
Had reused data 13 93% 
Had reused data outside 
their research group 
12 86% 
Had reused data they 
downloaded from a website 
12 86% 
Had reused data from they 
received through email 
5 36% 
Had reused data through 
some physical contact (e.g. 
mailing a hard drive, 
conferences) 
4 29% 
  
 It is clear from Table 5 that the majority of scientists we talked to are reusing data 
in one form or another.  It is also clear that most of the data being reused is digital data, 
with the most common access point being online repositories or databases. 
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Do scientists see value in the Data-At-Risk Inventory? Would they use it? 
 TABLE 6. DATA-AT-RISK INVENTORY 
Data-At-Risk Inventory No. of References 
Reasons to use it 19 
Reasons not to use it 11 
 
 Table 6 shows that scientists mentioned reasons to use the inventory more often 
than they mentioned reasons not to use it.  This indicates that they do see value in the 
inventory, but does not necessarily suggest that they would personally use it.  Table 7 
below lists some examples pulled from the focus group transcripts for potentially using or 
not using the inventory. 
TABLE 7. REASONS TO USE/ NOT USE THE INVENTORY 
Reasons to Use the Inventory Reasons Not to Use the Inventory 
 
“as an approach to learning how data is 
being conserved” 
 
“for the meta-analysis, this would have 
been really helpful…” 
 
“it somehow counted as a publication” 
 
“I think the incentive is: can you help me 
rescue my data?” 
 
“as a means to help people understand what 
type of data is at-risk” 
 
“before you throw something out, if you 
think it might be useful to someone else, 
you can post it here” 
 
“to make it more public so that they can get 
funding to store it better” 
 
 
“I wouldn't put anything on there until I 
had published it. So... And then it would be 
out there anyway. So, probably not, for 
what I do” 
 
“If you want it, you probably know who 
has it, and you can go straight to the 
source.” 
 
“you don't realize that the data is at-risk 
until it is too late” 
 
“if I was to put our data in there, I guess 
one of my first concerns, since we are in 
the process of fixing it, is that people 
would start contacting me and requesting 
things that are not ready yet” 
 
“I'd worry about the motivation… Would 
you make the effort?” 
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Do any of the demographic factors (e.g. discipline, age) have an impact on 
perceptions of endangered data, data reuse, and data sharing? 
 
 The only trend that was found to be based on demographic factors was a tendency 
for the focus groups that skewed younger in age to bring up more disincentives for 
sharing data.  This trend can be seen below in Table 8.  
TABLE 8.  IMPACT OF AGE ON REFERENCES TO DISINCENTIVES FOR SHARING DATA 
 
Session Date No. of References Avg. Age of Participant 
2-6-2012 3 31 
2-13-2012 8 28 
2-28-2012 1 42 
3-1-2012 6 28 
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8. Discussion 
 The discussion section that follows will return to each research goal presented in 
the results section, and expand on the participant response. Given the exploratory nature 
and small sample size, the discussion is limited to the focus group sessions, and does not 
attempt to generalize to any larger populations. 
Endangered Data  
 Lack of context came up in every session as a reason for data being considered 
endangered.  More than half of the scientists we talked to had a story about trying to 
reuse a colleague’s data, but not being able to because they were unable to find 
descriptive metadata on the data. Some participants felt that this problem has been 
exacerbated by the move to digital data, because it has become common to keep the 
observational data, the processed data, and the contextual notes/metadata (e.g. lab 
notebooks) all in different places, and in different formats.  
Sharing Data- Incentives/ Disincentives 
 The majority of incentives for sharing data mentioned were general, while most of 
the disincentives were personal.  In effect, this meant many participants discussing the 
value in others sharing data, but not wanting to share their own data. Many statements 
suggested a favorable impression of data sharing without any suggestion that the 
participant themself was sharing data. 
 In the small sample of scientists interviewed, age was a major determinant on the 
participant’s willingness to share data; the older scientists were more likely to be open to 
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sharing than the younger scientists.  This makes sense as the younger scientists are more 
concerned about building their publication list, while the older scientists may have job 
security. 
Data-At-Risk Inventory 
 Scientists in this study seem generally aware of the importance of endangered and 
historical data, but unlikely to care about efforts to preserve these data unless it has a 
personal impact on their work, or there is some other incentive.  The majority of 
participants in this study saw value in the inventory, but ultimately said they would not 
use it.  A few participants said they would be interested in using it to find data to reuse, 
but no one showed a strong interest in contributing a description.  The most common 
reason for not using it was: not having any data that qualified as at-risk. 
 The study participants who were interested in reusing data from the inventory, 
both framed this interest around a meta-analysis methodology. “I would also use it for my 
own research, if I thought someone had a dataset that I could use. So, for example, for the 
meta-analysis, this would have been really helpful…”  The other participant who 
mentioned conducting a meta-analysis was looking at a specific dataset description on the 
site: “This would be absolutely amazing data if someone wanted to do a meta-analysis of 
community structure or population demographics…” 
 Some participants clearly understood the purpose of the inventory: “…interesting 
as an approach to learning how data is being conserved. Is part of the goal of this to help 
people preserve their data?” And, “I would only submit a description if my data were at 
risk. I mean I think the incentive is: can you help me rescue my data? If you have at-risk 
data, and you think someone could help you, and this is a way to get help, then I would 
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enter it.”  However, neither participant was interested in contributing a description unless 
there was some external motivation like, “it somehow counted as a publication.” 
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9. Limitations of the Study 
 The study was designed to be exploratory in nature.  The small sample size of 14 
participants limits any generalizability the results have on the larger scientific 
community.  In addition, the sample size of only one participant for the final focus group 
session is problematic, because that session was missing the group dynamic. 
 While we attempted to eliminate any bias going in to the focus groups, both 
moderators (myself and my co-P.I.) are active members of DARI-SILS, and thus have 
strong opinions on the value of endangered data.  It is very possible that participants 
could have found this out ahead of time, and adjusted their opinions based on what they 
thought we wanted to hear.  As it was not possible to use a third-party moderator, this 
was a known limitation.  However, we do not believe it had a large impact on the results, 
because the moderators, both information scientists, made it clear that their only agenda 
was to document the participants’ unbiased opinions. 
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10. Conclusion and Next Steps 
 This study will help inform Data-At-Risk efforts going forward by making us 
more aware of scientists’ attitudes towards endangered data, data sharing, and data reuse.  
Participants identified many possible use cases for the Data-At-Risk Inventory and 
helped expand the potential scope of the Data-At-Risk Initiative.  Although no clear data 
culture emerged at either UNC-CH or Duke University, the data suggests more research 
on discipline-specific data cultures will yield interesting results. 
 Participants were generally receptive to the work the Data-At-Risk Initiative is 
engaged in, but showed no particular interest in contributing to the inventory unless it had 
a personal impact on their research or career.  While many reasons for using the 
inventory were discussed in the focus group sessions, most were hypothetical in nature, 
and would be difficult, if not impossible, to implement at this stage.   The reasons that 
participants did not want to use the inventory are of greater potential impact to future 
development and design. These reasons can mostly be dispelled through clear 
information, such as delineating the difference between a repository and an inventory, 
and quelling fears of data scooping.  
 There are many avenues for further development of the work presented in this 
master’s paper.  As already mentioned, the results will be used on a local level to help 
guide the Data-At-Risk efforts.  Another direction is expanding the scope of the research 
by exploring similar research questions with a much larger sample set, and a survey 
methodology. 
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Notes 
1
 “Data Observation Network for Earth (DataONE) is the foundation of new innovative 
environmental science through a distributed framework and sustainable 
cyberinfrastructure that meets the needs of science and society for open, persistent, 
robust, and secure access to well-described and easily discovered Earth observational 
data.” Website: http://www.dataone.org/ 
 
2
 “The Australian Research Data Commons (ARDC) will support the discovery of, and 
access to, research data held in Australian universities, publicly funded research agencies 
and government organizations for the use of research. The Australian National Data 
Service (ANDS) has a charter to build the ARDC.” Website: http://www.ands.org.au/ 
 
3 
Website: http://purl.org/codata/dartg/ 
4 
The School of Information and Library Science (SILS) Metadata Research Center 
<MRC> has been established to advance research in the area of metadata, semantics, and 
ontologies. Website: http://ils.unc.edu/mrc/ 
 
5
 Website: http://sils.unc.edu/ 
6
 Website: http://www.unc.edu/ 
7
 Website: http://ils.unc.edu/mrc/dari/ 
8
 Website: http://duke.edu 
9 
Website: http://ibiblio.org/data-at-risk/ 
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Appendix A –Focus Group Guide 
1) To introduce yourself to the group, could you describe your research? 
 
2) What kind of data do you use in your research?  
 - What formats? Describing the physical and digital aspects? 
 
3) Is there any data you wish you had? But don’t know how or where it is? 
 - Describe your “dream data” and what are the barriers to obtaining/finding it. 
 
4) Are you reusing data? How are you gaining access to the data? What types of data are 
you reusing?  If you haven’t reused data yourself, have you seen or heard of colleagues 
reusing data, if so describe this. 
 
5) How would you describe data that is endangered or at risk of being lost?  Which of 
your data do you consider your top priority for not wanting to loose? What measures are 
you using to protect and preserve your data? Could you describe any data  (yours or your 
colleagues) that you consider highly at-risk? 
 
6) [Moderators show participants DARI inventory, http://www.ibiblio.org/data-at-risk]  
Would you use this inventory? What don’t we have here that you would need? Would 
this help your research? How would this help your research? 
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Appendix B –Reference frequencies 
Name 
References- 
All dates 
References- 
2/6 
References- 
2/13 
References-
2/28 
References- 
3/1 
Data Curation 51 19 8 17 7 
Create 8 6 1 1 0 
Preservation Action 24 6 3 12 3 
Store 24 14 2 7 1 
Transform 31 10 6 9 6 
Data Reuse 57 18 17 13 9 
Online 24 5 10 7 2 
Person 12 5 1 5 1 
Research Group 19 9 4 0 6 
Data Sharing 46 9 14 13 10 
Data Sharing - 
Disincentives 
18 3 8 1 6 
Data Sharing - 
Incentives 
23 6 8 4 5 
Data Types 100 25 37 18 20 
Digital 64 14 25 8 17 
Non Digital 44 11 17 11 5 
Endangered 55 16 17 15 7 
Accessibility Issues 22 6 7 6 3 
Lack of Context 15 6 2 4 3 
Potential 
Endangerment 
16 5 5 4 2 
Unavailable 15 2 6 6 1 
Inventory 40 15 10 10 5 
Feature Requests 16 2 6 6 2 
Reason to Use it 19 8 4 5 2 
Reasons not to use it 11 5 2 2 2 
Priority 13 3 3 4 3 
Difficulty-Effort 7 1 1 3 2 
Valuable-
Irreplaceable 
 
6 
 
2 2 1 1 
      Total References 780 231 226 192 131 
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