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1. Introduction
Constacyclic codes are a class of important codes in coding theory, which can be viewed as a
generalization of cyclic codes. Constacyclic codes over ﬁnite ﬁelds were initiated by Berlekamp in the
early 1960s [1,2]. After the preeminent work in [6] that certain good nonlinear binary codes can be
constructed from cyclic codes over Z4 via the Gray map, codes over ﬁnite rings have received much
more attention. Constacyclic codes over ﬁnite rings were introduced by Wolfmann in [15], where it
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X. Kai et al. / Finite Fields and Their Applications 18 (2012) 258–270 259was proved that the binary image of a linear negacyclic code over Z4 is a binary cyclic code (not
necessarily linear). Since then, constacyclic codes over various types of ﬁnite commutative rings, in
particular ﬁnite chain rings, have been extensively studied (see, for example, [3–5,8,10,12,16]).
Recently, in [17], we studied (1+ λp)-constacyclic codes over Zpm of an arbitrary length, where λ
is a unit in Zpm and m 2 is a positive integer. We proved that the ring GR(p
m,a)[u]
〈ups−(1+λp)〉 is a ﬁnite chain
ring with maximal ideal 〈u − 1〉 and residue ﬁeld Fpa , and its ideals are indeed 〈(u−1)i〉, 0 i  psm.
Using this structure and the discrete Fourier transform, we classiﬁed all (1 + λp)-constacyclic codes
over Zpm of length N = psn, where gcd(n, p) = 1 and s  0 is an integer. It is well known that the
dual of an ω-constacyclic code over a ﬁnite ﬁeld is an ω−1-constacyclic code. It follows that the only
constacyclic self-dual codes over ﬁnite ﬁelds are cyclic and negacyclic. We also know that there are
no cyclic self-dual codes over Fq when q is a power of an odd prime. When the length n of the
code is not divisible by the characteristic p of the residue ﬁeld R¯ of a ﬁnite chain ring R , there exist
nontrivial cyclic and negacyclic self-dual codes over R for some lengths [5,7]. A natural question is to
ask if there exist other types of nontrivial constacyclic self-dual codes over ﬁnite commutative rings.
The purpose of this paper is to explore this question by characterizing (1+ 2λ)-constacyclic self-dual
codes over Z2m , where λ is a unit in Z2m . In Section 2, we review some notations about constacyclic
codes over ﬁnite chain rings and give some properties for their duals. Using some related codes, we
characterize constacyclic self-dual codes over Zpm of any length in Section 3. In Section 4, we ﬁrst
determine the structure of the duals of (1 + λp)-constacyclic codes over Zpm . Then this structure
helps us to obtain some constacyclic self-dual codes over Z2m .
2. Constacyclic codes over ﬁnite chain rings
A ﬁnite commutative ring with identity is called a ﬁnite chain ring if its ideals are linearly ordered
by inclusion. Let R be a ﬁnite chain ring. Then R is a local ring and the maximal ideal of R is principal
(cf. [5,9]). Let θ be a ﬁxed generator of the maximal ideal. Then θ is nilpotent and we denote by
ν its nilpotency index. The ideals of R are 〈θ i〉, i = 0,1, . . . , ν − 1. Denote the residue ﬁeld R/〈θ〉
by R¯ . The cardinality of R is |R| = |R¯|ν . For i = 0,1, . . . , ν , |〈θ i〉| = |R¯|ν−i . There exists a natural ring
homomorphism μ from R to R¯ , which can be extended to a map from R[x] to R¯[x]. For any f ∈ R[x],
we denote by f¯ its image μ f under the map μ.
A code of length N over R is a nonempty subset of RN , and a code is linear over R if it is an
R-submodule of RN . For some ﬁxed unit ω of R , the ω-constacyclic shift τω on RN is the shift
τω(c0, c1, . . . , cN−1) = (ωcN−1, c0, . . . , cN−2), and a linear code C of length N over R is ω-constacyclic
if the code is invariant under the ω-constacyclic shift τω . By this deﬁnition, when ω = 1 (or −1) then
the ω-constacyclic code is a cyclic (or negacyclic) code. We identify a codeword c = (c0, c1, . . . , cN−1)
with its polynomial representation c(x) = c0 + c1x + · · · + cN−1xN−1. Then xc(x) corresponds to an
ω-constacyclic shift of c(x) in the ring R[x]/〈xN − ω〉. Thus ω-constacyclic codes of length N over R
can be identiﬁed as ideals in the ring R[x]/〈xN − ω〉.
Given two N-tuples u = (u0,u1, . . . ,uN−1), v = (v0, v1, . . . , vN−1) ∈ RN , their Euclidean inner
product or dot product is deﬁned as usual u · v = u0v0 + u1v1 + · · · + uN−1vN−1 (evaluated in R).
Two N-tuples u, v are called orthogonal if u · v = 0. An N-tuple u = (u0,u1, . . . ,uN−1) ∈ RN is said to
be divisible by r ∈ R if all ui ’s are multiples of r. For a linear code C of length N over R , its dual code
C⊥ is the set of N-tuples over R that are orthogonal to all codewords of C . The dual code C⊥ is also
a linear code of length N over R , and |C ||C⊥| = |R|N (cf. [10]). A linear code C of length N over R
is called self-orthogonal if C ⊆ C⊥ , and it is called self-dual if C = C⊥ . For a ﬁnite chain ring R , if the
generator θ of its maximal ideal has an even nilpotency index ν , then the code 〈θ ν2 〉 is a self-dual
code, which is called the trivial self-dual code.
Lemma 2.1. Let R be a ﬁnite chain ring, α be a unit in R, and β be the inverse of α. If C is an α-constacyclic
code of length N over R, then the dual C⊥ is a β-constacyclic code of length N over R.
Proof. Let a = (a0,a1, . . . ,aN−1) ∈ C⊥ . For any b = (b0,b1, . . . ,bN−1) ∈ C , we have b′ =
(αb1,αb2, . . . ,αbN−1,b0) ∈ C . Hence,
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Multiplying the above equation by β , we obtain
βaN−1b0 + a0b1 + a1b2 + · · · + aN−2bN−1 = 0,
which means
(βaN−1,a0, . . . ,aN−2) · (b0,b1, . . . ,bN−1) = 0.
This implies that (βaN−1,a0, . . . ,aN−2) ∈ C⊥ . Thus, C⊥ is a β-constacyclic code. 
For constacyclic codes over a ﬁnite chain ring, we have an analogous version of [5, Propositions
2.12 and 5.9].
Proposition 2.2. Let R be a ﬁnite chain ring, α be a unit in R, and β be the inverse of α. Let
a(x) = a0 + a1x+ · · · + aN−1xN−1,
b(x) = b0 + b1x+ · · · + bN−1xN−1 ∈ R[x].
Then a(x)b(x) = 0 in R[x]〈xN−α〉 if and only if (a0,a1, . . . ,aN−1) is orthogonal to (bN−1,bN−2, . . . ,b0) and all its
β-constacyclic shifts.
Proof. Note that α is a unit in R , so we can assume that M is the smallest positive integer
such that αM = 1. Let τ denote the β-constacyclic shift on RN . For any (x0, x1, . . . , xN−1) ∈ RN ,
τ (x0, x1, . . . , xN−1) = (βxN−1, x0, . . . , xN−2). Hence, τ i(bN−1,bN−2, . . . ,b0), i = 1,2, . . . ,MN , are all
β-constacyclic shifts of (bN−1,bN−2, . . . ,b0). It is easy to verify that
τ j(bN−1,bN−2, . . . ,b0) = β−lτ lN+ j(bN−1,bN−2, . . . ,b0)
for l = 0,1, . . . ,M , j = 0,1, . . . ,N . Let c(x) = c0 + c1x + · · · + cN−1xN−1 = a(x)b(x) ∈ R[x]/〈xN − α〉.
Then, for t = 0,1, . . . ,N − 1,
ct = (a0bt + a1bt−1 + · · · + atb0) + α(at+1bN−1 + at+2bN−2 + · · · + aN−1bt+1)
= α(a0,a1, . . . ,at,at+1,at+2, . . . ,aN−1) · (βbt, βbt−1, . . . , βb0,bN−1,bN−2, . . . ,bt+1)
= α(a0,a1, . . . ,aN−1) · τ t+1(bN−1,bN−2, . . . ,b0).
Hence, c(x) = 0 if and only if ct = 0 for t = 0,1, . . . ,N − 1 if and only if
(a0,a1, . . . ,aN−1) · τ t+1(bN−1,bN−2, . . . ,b0) = 0
for t = 0,1, . . . ,N − 1 if and only if (a0,a1, . . . ,aN−1) is orthogonal to (bN−1,bN−2, . . . ,b0) and all its
β-constacyclic shifts. 
Let αβ = 1 in R . Then α-constacyclic and β-constacyclic codes of length N over R are precisely
the ideals of R1 = R[x]/〈xN − α〉 and R2 = R[x]/〈xN − β〉, respectively. We can regard the elements
of R1 and R2 as the polynomial in R[x] of degree less than N with multiplication being carried out
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by A(C), is the set
A(C) = { f (x) ∣∣ f (x)g(x) = 0 in R1, for all g(x) ∈ C}.
It is easy to verify that A(C) is also an ideal of R1. For a polynomial
f (x) = a0 + a1x+ · · · + arxr ∈ R[x]
with degree r, let i be the smallest integer such that ai 	= 0, then the reciprocal polynomial f ∗(x) of
f (x) is deﬁned as
f ∗(x) = xr+i f (x−1)= arxi + ar−1xi+1 + · · · + aixr .
By this deﬁnition, ( f ∗)∗ = f and deg( f ∗) = deg( f ). For an ideal C ⊆ R1, we deﬁne C∗ = {c∗(x) |
c(x) ∈ C}.
Proposition 2.3. Let R be a ﬁnite chain ring,α be a unit in R, and β be the inverse ofα. If C is anα-constacyclic
code over R of length N, then the dual C⊥ of C is A(C)∗ .
Proof. Since C is an α-constacyclic code over R of length N , it follows from Lemma 2.1 that C⊥ is
a β-constacyclic code over R of length N . Let b = (b0,b1, . . . ,bN−1) be any codeword in C⊥ , then all
its β-constacyclic shifts are in C⊥ . So, for any a = (a0,a1, . . . ,aN−1) ∈ C , a is orthogonal to b and all
its β-constacyclic shifts. Using Proposition 2.2, we have a(x)b∗(x) = 0 in R1. That is, for any a(x) ∈ C ,
a(x)b∗(x) = 0 in R1. This gives that b∗(x) ∈ A(C). Hence, b(x) ∈ A(C)∗ , which means C⊥ ⊆ A(C)∗ .
Conversely, let b(x) = b0 + b1x + · · · + bN−1xN−1 be in A(C)∗ , then b∗(x) is in A(C). Hence, for any
a(x) = a0 + a1x+ · · · + aN−1xN−1 ∈ C , a(x)b∗(x) = 0 in R1. By Proposition 2.2, a is orthogonal to b, for
any a ∈ C . Hence, b belongs to C⊥ , which means A(C)∗ ⊆ C⊥ . Thus, A(C)∗ = C⊥ . 
According to Proposition 2.3, for an ideal C of R1, C⊥ = A(C)∗ . Thus, A(C)∗ can be viewed as an
ideal of R2. For constacyclic self-orthogonal codes over a ﬁnite ﬁeld R¯ , we have the following result.
Proposition 2.4. Let R¯ be a ﬁnite ﬁeld and 
 be a nonzero element in R¯. If C is a 
 -constacyclic self-
orthogonal code of length N over R¯, then 
 = 1 or −1.
Proof. Let c = (c0, c1, . . . , cN−1) be in C with cN−1 	= 0. Since C is 
 -constacyclic, it follows that
c′ = (
 cN−1, c0, . . . , cN−2) be in C . From the self-orthogonality of C , we have
N−1∑
i=0
c2i = 
 2c2N−1 +
N−2∑
i=0
c2i = 0.
This gives that (
 2 − 1)c2N−1 = 0, proving 
 = 1 or −1. 
From the above proposition, we see that the only constacyclic self-orthogonal codes over a ﬁnite
ﬁeld are cyclic and negacyclic.
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Let Zpm be the ring of integers modulo pm , where p is a prime number. Denote by a¯ the image of
a under natural ring homomorphism from Zpm to Zp . In a natural way we can extend this notation
to ZNpm . For any code C ⊆ ZNpm , we associate C with some codes deﬁned in [10]. We deﬁne C =
{c¯ | c ∈ C}, and for any r ∈ Zpm we also deﬁne the code (C : r) by (C : r) = {c ∈ ZNpm | rc ∈ C}. Clearly,
when C is linear, (C : r) is linear; when C is cyclic, (C : r) is cyclic. For a linear code C over Zpm , it is
easy to verify that
C = (C : p0)⊆ (C : p) ⊆ · · · ⊆ (C : pm−1)
and
C = (C : p0)⊆ (C : p) ⊆ · · · ⊆ (C : pm−1).
In general, C = (C : p0) is called the residue code and is denoted by Res(C). For a ﬁxed integer ι
with 0  ι m − 1, let κ be a positive integer such that 1  κ m − 1, then we deﬁne Cp(ι, κ) =
{c (mod pκ ) | pιc ∈ C}. We easily see that if C is linear over Zpm then Cp(ι, κ) is linear over Zpκ .
Obviously, Cp(ι, κ) can be viewed as the projection of (C : pι) from Zpm to Zpκ .
Proposition 3.1. Let C be a self-dual code of length N over Zpm . Then
(i) Res(C) is self-orthogonal over Zp .
(ii) If m is even, then (C : pi) is self-orthogonal over Zp , for i = 1,2, . . . , m2 − 1; if m is odd, then (C : pi) is
self-orthogonal over Zp , for i = 1,2, . . . , m−12 .
Proof. (i) For two codewords c1, c2 ∈ C , if c1 · c2 = 0 in Zpm , then c¯1 · c¯2 = 0 in Zp . This implies the
result. (ii) For the case m is even, let u, v be in (C : pi), for some i = {1,2, . . . , m2 − 1}. Then c1 = piu
and c2 = pi v are two codewords in C . So c1 · c2 = p2i(u · v) = 0 (mod pm). As 2i < m − 1, it must
have u · v = 0 (mod p). It follows that (C : pi) is a self-orthogonal code over Zp . The proof is similar
for the case m is odd. 
For a unit β in Zpm , let C be a β-constacyclic code of length N over Zpm , then we easily verify
that (C : pi) is β-constacyclic over Zpm and (C : pi) is β¯-constacyclic over Zp for i = 0,1, . . . ,m − 1.
Lemma 3.2. Let C be a linear code of length N over Zpm . Let ς be a ﬁxed integer with 0 < ς < [m2 ] and t =
m−2ς > 0. If C is β-constacyclic over Zpm , then Cp(ς, t) isω-constacyclic over Zpt , whereω = β (mod pt).
Proof. For any codeword c = (c0 (mod pt), c1 (mod pt), . . . , cN−1 (mod pt)) ∈ Cp(ς, t) ⊆ ZNpt , we have
pς (c0, c1, . . . , cN−1) ∈ C ⊆ ZNpm .
Since C is β-constacyclic over Zpm , it follows that pς (βcN−1, c0, . . . , cN−2) must be in C . This gives
that (ωcN−1 (mod pt), c0 (mod pt), . . . , cN−2 (mod pt)) ∈ Cp(ς, t), where ω = β (mod pt). Therefore,
Cp(ς, t) is ω-constacyclic over Zpt . 
Lemma 3.3. Let β be a unit in Zpm . If C is a nontrivial β-constacyclic self-dual code of length N over Zpm ,
then β¯ = 1 or −1.
X. Kai et al. / Finite Fields and Their Applications 18 (2012) 258–270 263Proof. If Res(C) is nonzero, then from Proposition 3.1 we get that Res(C) is a β¯-constacyclic self-
orthogonal code over Zp . Hence, by Proposition 2.4, β¯ = 1 or −1. If Res(C) = {0}, then there exists
the smallest positive integer ε, 1 ε m − 1, such that any codeword in C can be expressed in the
form pεc. Hence, there must be b ∈ ZNpm such that pεb ∈ C , where b is not divisible by p. This means
that (C : pε) must be nonzero. For the case m is even, if 1  ε  m2 − 1, then, by Proposition 3.1,
(C : pε) is a β¯-constacyclic self-orthogonal code over Zp . Proposition 2.4 implies that β¯ = 1 or −1.
If m2  ε m − 1, then C must be strictly contained in the trivial self-dual code 〈p
m
2 〉. This yields a
contradiction. For the case m is odd, the proof is similar. 
Theorem 3.4. Assume that p is an odd prime. Let C be a nontrivial β-constacyclic self-dual code of length
N over Zpm , where β is a unit in Zpm . Let γ be the smallest integer such that (C : pγ ) is nonzero. Then
β = 1+ piλ or −1+ piλ, where m − 2γ  i m and λ is a unit in Zpm .
Proof. We ﬁrst note that if γ > [m−12 ], then C must be contained in the self-orthogonal (or self-dual)
code 〈p[m+12 ]〉. This is impossible because C is a nontrivial self-dual code. Hence, γ  [m−12 ]. Since γ is
the smallest integer such that (C : pγ ) is nonzero, there exists a codeword c = pγ (c0, c1, . . . , cN−1) ∈ C
with cN−1 a unit in Zpm . Note that C is β-constacyclic, so c′ = pγ (βcN−1, c0, . . . , cN−2) is in C . Since
C is self-dual, we have
p2γ
N−1∑
i=0
c2i = p2γ
(
β2c2N−1 +
N−2∑
i=0
c2i
)
= 0.
Therefore, p2γ (β2 − 1) = 0 in Zpm . In light of Lemma 3.3, we can let β = ±1+ piλ where λ is a unit
and 1 i m. Thus,
p2γ
(
β2 − 1)= pi+2γ (±2λ + piλ2)= 0.
For an odd prime p, note that ±2λ+piλ2 is a unit in Zpm , and so pi+2γ = 0. This gives i m−2γ . 
In Theorem 3.4, taking γ = 0 we get that if Res(C) is nonzero then the constacyclic self-dual code
C over Zpm is only cyclic or negacyclic. Let (C : pγ ) be deﬁned as in Theorem 3.4. Then each codeword
c ∈ C has the form c = pγ (c0, c1, . . . , cN−1). If we take β = ±1 + piλ with m − γ  i m where λ
is a unit in Zpm , then we have c′ = pγ (βcN−1, c0, . . . , cN−2) = pγ (±cN−1, c0, . . . , cN−2) ∈ C . It follows
that the code C is also a cyclic or negacyclic self-dual code over Zpm .
For the case p = 2, we have the following.
Theorem 3.5. Let C be a nontrivial β-constacyclic self-dual code of length N over Z2m , where β is a unit in
Z2m . Let γ be the smallest integer such that (C : 2γ ) is nonzero. Then
(i) if γ = [m−12 ], then β = 1 + 2λ where λ is a unit in Z2m ; if γ < [m−12 ] then β = 1 + 2λ where λ ≡
−1 (mod 2m−2γ−2), or
(ii) β = 1+ 2iλ where m − 2γ − 1 i m and i  2 and λ is a unit in Z2m .
Proof. Similar to the proof in Theorem 3.4, we have γ  [m−12 ] and
22γ
(
β2 − 1)= 2i+2γ (2λ + 2iλ2)= 2i+2γ+1λ(1+ 2i−1λ)= 0.
Hence, 2i+2γ+1(1+2i−1λ) = 0 in Z2m . If i = 1, then 22γ+2(1+λ) = 0 in Z2m , which means γ = [m−12 ]
or λ ≡ −1 (mod 2m−2γ−2) with γ < [m−12 ]. If i  2, then β = 1+ 2iλ where m − 2γ − 1 i m and
λ is a unit. 
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in Z2m . Similarly, if m is odd and γ = m−12 , then λ may take any unit in Z2m . If we take γ = 0, i.e.,
Res(C) is nonzero, then (ii) yields β = 1 or 1 + 2m−1. When β = 1 + 2m−1, the constacyclic self-dual
code C is a hpo-cyclic code which was discussed in [14], and its generalized Gray map image is a
binary distance invariant (not necessarily linear) quasi-cyclic code.
4. Constacyclic self-dual codes overZ2m
In this section, we will determine some β-constacyclic codes over Z2m of length N = 2sn (n odd)
in terms of generator polynomials, where β = 1 + 2λ with λ a unit. We ﬁrst work over Zpm , and
review some results about (1+ λp)-constacyclic codes over Zpm in [17].
4.1. (1+ λp)-Constacyclic codes over Zpm and their duals
Recall that a polynomial f in Zpm [x] is said to be a basic irreducible polynomial if its reduction
modulo p, denoted by f¯ , is irreducible in Zp[x]. Deﬁne the Galois ring GR(pm,a) = Zpm [x]/〈 f 〉, where
f is a monic basic irreducible polynomial in Zpm [x] of degree a. The Galois ring GR(pm,a) is local
with maximal ideal 〈p〉 and residue ﬁeld Fpa . For the remainder of this paper, let βλ = 1 + λp with
λ a unit in Zpm . We denote R(m,a, λ) = GR(pm,a)[u]/〈ups − βλ〉. βλ-Constacyclic codes of length ps
over GR(pm,a) are precisely the ideals of R(m,a, λ). The following lemma given in [17] provides the
structure of R(m,a, λ).
Lemma 4.1.
(i) In R(m,a, λ), (u − 1)ps = pρ(u) where ρ(u) is a unit, and the nilpotency index of u − 1 is psm.
(ii) The ring R(m,a, λ) is a ﬁnite chain ring with maximal ideal 〈u − 1〉 and residue ﬁeld Fpa .
(iii) Let C be an ideal of R(m,a, λ). Then C = 〈(u − 1)i〉 for some i ∈ {0,1, . . . , psm}, and the number of
codewords in C is |C | = pa(psm−i) .
Using the discrete Fourier transform, we classiﬁed all βλ-constacyclic codes over Zpm of length
N = psn (n and p are relatively prime) in [17]. Denote RN (λ) = Zpm [x]/〈xN −βλ〉, then βλ-constacyclic
codes over Zpm of length N are precisely the ideals of RN (λ). Let I be a complete set of p-cyclotomic
coset representatives modulo n, and ai be the size of the p-cyclotomic coset modulo n containing i.
Let ζ be a primitive n-th root of unity in an extension ring of Zpm , and f i be the minimal polynomial
of ζ i over Zpm , 0  i  n − 1. According to Theorem 4.3 in [17], an ideal C of RN (λ) is isomorphic
to
⊕
i∈I Ci , where Ci is an ideal of R(m,ai, λ) = GR(pm,ai)[u]/〈ups − βλ〉. Hereafter this direct sum
will be called the decomposition of C . From Theorem 4.6 in [17] we know that the generator of a βλ-
constacyclic code over Zpm of length N = psn (n and p are relatively prime) has the form ∏psmj=0 g jj ,
where g j ’s are monic coprime divisors of xn − 1 in Zpm [x]. Clearly, this form can be also written as∏
i∈I f
ki
i , where f i ’s are monic basic irreducible divisors of x
n − 1 in Zpm [x] and 0 ki  psm. By the
proof of Theorem 4.6 in [17], we have the following.
Theorem 4.2. Let xn − 1 = ∏i∈I f i be the unique factorization of xn − 1 into a product of monic basic ir-
reducible polynomials in Zpm [x]. If C is a βλ-constacyclic code over Zpm of length N = psn (n and p are
relatively prime) with C = 〈∏i∈I f kii 〉 where 0  ki  psm, then C has the decomposition ⊕i∈I 〈(u − 1)ki 〉
where 〈(u − 1)ki 〉 is the ideal of R(m,ai, λ), and the number of codewords in C is |C | = pmN−
∑
i∈I ki deg( f i) .
According to Theorem 4.2, we have that 〈(xn − 1)ps 〉 = 〈∏i∈I f psi 〉 ⊆ RN (λ) is isomorphic to⊕
i∈I 〈(u − 1)ps 〉 =
⊕
i∈I 〈p〉. This gives that 〈(xn − 1)ps 〉 = 〈p〉 in RN (λ). Thus, in RN (λ), (xn − 1)ps =
pρ for some unit ρ .
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in Zpm , it follows that β
−1
λ = βμ = 1 + μp. According to Lemma 4.1, a βμ-constacyclic code C of
length ps over GR(pm,a) is precisely an ideal 〈(u−1)i〉 ⊆ R(m,a,μ) for some i ∈ {0,1, . . . , psm}, and
the number of codewords in C is |C | = pa(psm−i) .
Proposition 4.3. Let λ be a ﬁxed unit in Zpm , and μ = −λ[1 − λp + · · · + (−λp)m−2] (mod pm). If C =
〈(u − 1)i〉 is a βλ-constacyclic code of length ps over GR(pm,a) for some i ∈ {0,1, . . . , psm}, then C⊥ is a
βμ-constacyclic code of length ps over GR(pm,a) and C⊥ = 〈(u − 1)psm−i〉, and |C⊥| = pai .
Proof. By Lemma 2.1, C⊥ is a βμ-constacyclic code of length ps over GR(pm,a). Let C⊥ =
〈(u − 1) j〉 ⊆ R(m,a,μ), for some j ∈ {0,1, . . . , psm}. Then |C⊥| = pa(psm− j) . Since |C | · |C⊥| = ppsam
and |C | = pa(psm−i) , it follows that j = psm − i. This gives the results. 
Next, for a βλ-constacyclic code over Zpm of an arbitrary length, we give the generator polynomial
of its dual code.
Theorem 4.4. Let λ and μ be deﬁned as in Proposition 4.3. Let C = 〈∏i∈I f kii 〉 ⊆ RN (λ) be a βλ-constacyclic
code over Zpm of length N = psn (n and p are relatively prime), where fi ’s are monic basic irreducible divisors
of xn − 1 in Zpm [x]. Then C⊥ is a βμ-constacyclic code over Zpm of length N = psn (n and p are relatively
prime) and C⊥ = 〈∏i∈I ( f ∗i )psm−ki 〉 ⊆ RN (μ), moreover, |C⊥| = p∑i∈I ki deg( f i) .
Proof. Let D = 〈∏i∈I f psm−kii 〉 ⊆ RN (λ). In RN (λ), we have
∏
i∈I
f kii ·
∏
i∈I
f p
sm−ki
i =
∏
i∈I
f p
sm
i =
(
xn − 1)psm = (ρp)m = 0,
for some unit ρ in RN (λ). This implies that D ⊆ A(C). By Proposition 2.3, we have D∗ ⊆ A(C)∗ = C⊥ .
Applying Theorem 4.2 yields that
∣∣D∗∣∣= p∑i∈I ki ·deg( f i)  ∣∣A(C)∗∣∣= ∣∣C⊥∣∣.
On the other hand, from the fact |C ||C⊥| = pmN , we obtain |C⊥| = p
∑
i∈I ki ·deg( f i) . Hence, D∗ = A(C)∗ .
The desired result follows. 
4.2. (1+ 2λ)-Constacyclic self-dual codes over Z2m
Let C be a β-constacyclic code over Z2m of length N = 2sn (n odd), and let γ be the smallest
integer such that (C : 2γ ) is nonzero. Let β = 1 + 2λ where λ ≡ −1 (mod 2m−2γ−2) with γ < [m−12 ],
and let t =m − 2γ > 0.
Lemma 4.5. Let C be a linear code of length N over Z2m , and let γ be the smallest integer such that (C : 2γ )
is nonzero and suppose that t = m − 2γ > 0. If C2(γ , t) is a self-orthogonal code over Z2t , then C is a self-
orthogonal code over Z2m .
Proof. Since γ is the smallest integer such that (C : 2γ ) is nonzero, each codeword in C has the
form c = 2γ (c0, c1, . . . , cN−1), where ci ∈ Z2m , 0  i  N − 1. Let a = 2γ (a0,a1, . . . ,aN−1), b =
2γ (b0,b1, . . . ,bN−1) ∈ C . Then
a′ = (a0 (mod 2t),a1 (mod 2t), . . . ,aN−1 (mod 2t))
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b′ = (b0 (mod 2t),b1 (mod 2t), . . . ,bN−1 (mod 2t))
are in C2(γ , t). Since C2(γ , t) is self-orthogonal over Z2t , it follows that a
′ · b′ =∑N−1i=0 aibi (mod 2t)
= 0. Hence, ∑N−1i=0 aibi = l2t for some integer l. This gives that a · b = 22γ ∑N−1i=0 aibi = 0 in Z2m . This
shows that C is self-orthogonal over Z2m . 
According to Lemma 4.5, to obtain β-constacyclic self-dual codes over Z2m , we convert to consider
η-constacyclic self-dual codes over Z2t , where η = 1 + 2λ where λ ≡ −1 (mod 2t−2). In this case,
η = −1 or −1 + 2t−1, so η2 = 1 in Z2t . By Lemma 2.1, the dual code of an η-constacyclic code over
Z2t is also an η-constacyclic code over Z2t . That is to say, if C is an ideal of Z2t [x]/〈xN − η〉, then
C⊥ is also an ideal of Z2t [x]/〈xN − η〉. Let I be a complete set of 2-cyclotomic coset representatives
modulo n. For each i ∈ I , let ai be the size of the 2-cyclotomic coset modulo n containing i, and let i′
be the representative in I of the cyclotomic coset containing n − i. Obviously, deg( f i) = deg( f ∗i ) = ai
for each i ∈ I . Denote the ring R(t,ai) = GR(2t ,ai)[u]/〈u2s − η〉.
Lemma 4.6. Let C be an η-constacyclic code over Z2t of length N = 2sn (n odd), where η = −1 or −1+ 2t−1 .
If C ∼=⊕i∈I Ci and Di′ = C⊥i , then C⊥ ∼=⊕i∈I Di .
Proof. As η = −1 or −1 + 2t−1, we have η2 = 1 in Z2t . Hence, C and C⊥ are both ideals of
Z2t [x]/〈xN − η〉. Let C = 〈
∏
i∈I f
ki
i 〉 ⊆ Z2t [x]/〈xN − η〉, where f i ’s are monic basic irreducible divi-
sors of xn − 1 in Z2t [x] and 0 ki  2st . By Theorem 4.4, C⊥ = 〈
∏
i∈I ( f ∗i )
2st−ki 〉 = 〈∏i∈I ( f i)2st−ki′ 〉 ⊆
Z2t [x]/〈xN − η〉. By Theorem 4.2, C ∼=
⊕
i∈I Ci , where Ci = 〈(u − 1)ki 〉 ⊆ R(t,ai). Similarly, C⊥ ∼=⊕
i∈I Di , where Di = 〈(u − 1)2
st−ki′ 〉 ⊆ R(t,ai). Note that deg( f i) = deg( f ∗i ) = ai and f ∗i is basic irre-
ducible in Z2t [x]. Hence, Di′ = C⊥i = 〈(u − 1)2
st−ki 〉 ⊆ R(t,ai). This proves the result. 
We now determine η-constacyclic self-dual codes over Z2t of length N = 2sn (n odd), where η =
−1 or −1+ 2t−1. The following result easily follows from the above lemma.
Lemma 4.7. Let C be an η-constacyclic code over Z2t of length N = 2sn (n odd), where η = −1 or −1+ 2t−1 .
If C ∼= ⊕i∈I Ci , then C is a self-dual code if and only if Ci′ = C⊥i , where i′ is the representative in I of the
cyclotomic coset containing n − i.
Theorem 4.8. Assume that η = −1 or −1 + 2t−1 . Let C = 〈∏i∈I f kii 〉 be an η-constacyclic code over Z2t of
length N = 2sn (n odd), where fi ’s are monic basic irreducible divisors of xn − 1 in Z2t [x] and 0 ki  2st.
Then C is self-dual if and only if ki + ki′ = 2st for each i ∈ I .
Proof. Let C ∼=⊕i∈I Ci , where Ci = 〈(u−1)ki 〉 ⊆ R(t,ai). By Lemma 4.7, if C is self-dual, then Ci′ = C⊥i
for each i ∈ I . This implies that Ci′ = 〈(u − 1)2st−ki 〉 ⊆ R(t,ai). Hence, ki + ki′ = 2st for each i ∈ I . On
the other hand, if ki + ki′ = 2st for each i ∈ I , then Ci′ = 〈(u − 1)ki′ 〉 = 〈(u − 1)2st−ki 〉 ⊆ R(t,ai). Note
that C⊥i = 〈(u − 1)2
st−ki 〉 ⊆ R(t,ai), and Ci′ = C⊥i . By Lemma 4.7, C is a self-dual code. 
It is well known that {0} is a 2-cyclotomic coset modulo n, hence, if C = 〈∏i∈I f kii 〉 is an η-
constacyclic code over Z2t of odd length, where f i ’s are monic basic irreducible divisors of x
n − 1 in
Z2t [x] and 0 ki  t , then by Theorem 4.8, if N is odd, it must be 2k0 = t . We thus have the following
corollary.
Corollary 4.9. Assume that η = −1 or −1 + 2t−1 . η-Constacyclic self-dual codes over Z2t of odd length do
not exist if t is an odd integer.
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In the decomposition of C , we take Ci′ = Ci = 〈(u − 1)2s−1t〉. By Theorem 4.8, C is self-dual, and
C = 〈Πi∈I f 2s−1ti 〉 = 〈(xn − 1)2
s−1t〉. In the following, we call the code C = 〈(xn − 1)2s−1t〉 a trivial self-
dual code over Z2t . When t is even, the trivial self-dual code is C = 〈2 t2 〉.
Theorem 4.10. Assume that η = −1 or −1 + 2t−1 . Let s  1 be an integer or t be an even integer. Then the
nontrivial η-constacyclic self-dual codes over Z2t of length N = 2sn (n odd) exist if and only if there exists a
monic basic irreducible divisor fi ∈ Z2t [x] of xn − 1 such that fi and f ∗i are not associate for some i ∈ I .
Proof. Assume that there exists a monic basic irreducible divisor f i ∈ Z2t [x] of xn − 1 such that f i
and f ∗i are not associate. Clearly, the constant term of f i is nonzero, so deg( f i) = deg( f ∗i ) and f ∗i
is a divisor of xn − 1. Let  be the constant term of f i . Then  is an invertible element of Z2t . This
gives that f i′ = −1 f ∗i and f i′ is a monic basic irreducible divisor of xn − 1. Hence, there is a monic
polynomial g ∈ Z2t [x] such that xn − 1 = f i f i′ g . Since
1− xn = (xn − 1)∗ = ( f i f i′ g)∗ = f i′ f i g∗,
we have f i f i′ g∗ = − f i f i′ g . Note that g∗ and f i f i′ are coprime in Z2t [x], so g∗ | g . Similarly, g | g∗.
Therefore, g = −g∗ . Consider the η-constacyclic code C = 〈 f hi f 2
st−h
i′ g
2s−1t〉, for some 0 h  2st and
h 	= 2s−1t . According to Theorem 4.8, the code C is a nontrivial self-dual code.
Conversely, let C be a nontrivial η-constacyclic self-dual code over Z2t of length N = 2sn (n odd),
then C can be expressed as C = 〈∏i∈I f kii 〉, where f i ’s are monic basic irreducible divisors of xn − 1
in Z2t [x] and 0  ki  2st . Suppose, to the contrary, that every basic irreducible divisor f i of xn − 1
in Z2t [x] is an associate of f ∗i , then f i = f i′ for all i ∈ I . It follows that i and i′ are both in the
same cyclotomic coset. As C is self-dual, Theorem 4.8 implies that for all i ∈ I , ki + ki′ = 2st . Hence,
ki = ki′ = 2s−1t . This gives that C = 〈∏i∈I f kii 〉 = 〈(xn − 1)2s−1t〉, which is the trivial self-dual code, a
contradiction. 
Theorem 4.11. Assume that η = −1 or −1 + 2t−1 . Let s  1 be an integer or t be an even integer. Then the
nontrivial η-constacyclic codes over Z2t of length N = 2sn (n odd) exist if and only if 2i 	≡ −1 (mod n) for all
positive integers i.
The proof of Theorem 4.11 is similar to that of Theorem 4.5 in [7]. The integers n, where 2i 	≡
−1 (mod n) for any i, were completely characterized by Moree in [11, Appendix B].
We know that Hensel’s lemma [9, Theorem XIII.4] guarantees that factorizations into product of
pairwise coprime polynomials over Z2 lift to such factorizations over Z2m . So when n is odd the
polynomial xn − 1 factors uniquely into basic irreducible polynomials in Z2m [x] as f1 · · · fr . If f¯ is an
irreducible divisor of xn − 1 in Z2[x], then by Hensel’s lemma there is a unique irreducible divisor of
xn − 1 in Z2m [x] such that f¯ ≡ f (mod 2), and f is called the Hensel lift of f¯ in Z2m [x]. For a binary
irreducible polynomial f¯ , let g and h be the Hensel lifts of f¯ in Z2m [x] and Z2t [x], respectively.
Clearly, h ≡ g (mod 2t). Let i be an integer such that 0  i  n − 1 and k be the smallest positive
integer such that i2k ≡ i (mod n). Then C (n)i = {i,2i, . . . ,2k−1i} is the cyclotomic coset modulo n
containing i. We use the terminology introduced in [13]. A cyclotomic coset is called symmetric if
−i ∈ C (n)i and asymmetric otherwise. Let ζ be a primitive n-th root of unity in an extension ring of
Z2m , and f i be the minimal polynomial of ζ i over Z2m , 0 i  n− 1. Now, we consider the (1+ 2λ)-
constacyclic code C over Z2m of length N = 2sn (n odd) with generator polynomial in the form
∏
symmetric
f 2
s−1m
i
∏
asymmetric
f jii f
2sm− ji
−i (1)
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there is one term for each asymmetric pair C (n)i ,C
(n)
n−i , and ji is any number in the range 0 ji  2sm.
Theorem 4.12. Let C be a (1 + 2λ)-constacyclic code over Z2m of length N = 2sn (n odd) with generator
polynomial as in (1), where λ is some unit in Z2m . Let γ be the smallest integer such that (C : 2γ ) is nonzero.
If γ < [m−12 ], then C is a (1 + 2λ)-constacyclic self-dual code over Z2m where λ ≡ −1 (mod 2m−2γ−2). If
γ = [m−12 ], then C is a (1+ 2λ)-constacyclic self-dual code over Z2m where λ is any unit in Z2m .
Proof. Let t =m− 2γ > 0. If γ < [m−12 ] and λ ≡ −1 (mod 2m−2γ−2), then (1+ 2λ) (mod 2t) = −1 or
−1+2t−1. By Lemma 3.2, C2(γ , t) is an ω-constacyclic code over Z2t of length N = 2sn (n odd), where
ω = −1 or −1+2t−1. Note that each codeword in C can be written as c = 2γ (c0, c1, . . . , cN−1), where
ci ∈ Z2m , 0 i  N − 1, so C ⊆ 〈2γ 〉. Denote R = Z2m [x]/〈xN − (1+ 2λ)〉. Since 〈2γ 〉 = 〈(xn − 1)2sγ 〉 in
R, it must have 2sγ  ji  2s(m − γ ). Hence, we have
C =
〈
2γ
∏
symmetric
f 2
s−1m−2sγ
i
∏
asymmetric
f ji−2
sγ
i f
2sm− ji−2sγ
−i
〉
=
〈
2γ
∏
symmetric
f 2
s−1t
i
∏
asymmetric
f ji−2
sγ
i f
2st−( ji−2sγ )
−i
〉
.
Let
f =
∏
symmetric
f 2
s−1t
i
∏
asymmetric
f ji−2
sγ
i f
2st−( ji−2sγ )
−i
and g = f (mod 2t). Let D = 〈g〉 ⊆ Z2t [x]/〈xN − ω〉, where ω = −1 or −1 + 2t−1. For any c =
b (mod 2t) ∈ C2(γ , t), we have 2γ b ∈ C . Hence, 2γ b = 2γ f u, for some u ∈ R. This gives that
c = b (mod 2t) = ( f u) (mod 2t) = g · u (mod 2t) ∈ D . This shows that C2(γ , t) ⊆ D . From Theo-
rem 4.8, we know that D is a self-dual code over Z2t of length N . Hence, C2(γ , t) is a self-orthogonal
code over Z2t of length N . By Lemma 4.5, C is a self-orthogonal code over Z2m of length N . Apply-
ing Theorem 4.2, we can compute |C | = 2mN2 . Thus, C is a (1 + 2λ)-constacyclic self-dual code over
Z2m , where λ ≡ −1 (mod 2m−2γ−2). If γ = [m−12 ], then we consider two cases. When m is even,
t =m − 2γ = 2 and C2(γ , t) is a negacyclic code over Z4 of length N = 2sn (n odd); when m is odd,
t = m − 2γ = 1 and C2(γ , t) is a binary cyclic code of length N = 2sn (n odd). Similar to the proof
above, we can get the second result. 
Using Theorem 4.12 we can obtain some constacyclic self-dual codes over Z2m . We give an example
to illustrate this.
Example 4.13. (1) In Z4[x],
x7 − 1 = (x− 1)(x3 + 2x2 + x− 1)(x3 + 3x2 + 2x− 1)
where f0 = x− 1, f1 = x3 + 2x2 + x− 1, and f3 = x3 + 3x2 + 2x− 1. Observe that f1 = − f ∗3 . Consider
negacyclic self-dual codes of length 14 over Z4. There are 5 negacyclic self-dual codes over Z4 of
length 14 with size 214. We list them as follows:
〈
f 20 f
4
3
〉
,
〈
f 20 f1 f
3
3
〉
,
〈
f 20 f
3
1 f3
〉
,
〈
f 20 f
4
1
〉
, 〈2〉 (trivial).
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x7 − 1 = (x− 1)(x3 + 6x2 + 5x− 1)(x3 + 3x2 + 2x− 1)
where f0 = x− 1, f1 = x3 + 6x2 + 5x− 1, and f3 = x3 + 3x2 + 2x− 1. Consider η-constacyclic self-dual
codes of length 14 over Z8, where η = −1 or 3. There are 7 η-constacyclic self-dual codes over Z8 of
length 14 with size 221. We list them as follows:
〈
f 30 f
6
3
〉
,
〈
f 30 f1 f
5
3
〉
,
〈
f 30 f
2
1 f
4
3
〉
,
〈
f 30 f
4
1 f
2
3
〉
,
〈
f 30 f
5
1 f3
〉
,
〈
f 30 f
6
1
〉
,
〈(
x7 − 1)3〉 (trivial).
(3) In Z16[x],
x7 − 1 = (x− 1)(x3 + 6x2 + 5x− 1)(x3 + 11x2 + 10x− 1)
where f0 = x − 1, f1 = x3 + 6x2 + 5x − 1, and f3 = x3 + 11x2 + 10x − 1. Applying Theorem 4.12, we
can ﬁnd η-constacyclic self-dual codes of length 14 over Z16, for some unit η in Z16.
(i) γ = 0 and η = −1 or 7
〈
f 40 f
8
3
〉
,
〈
f 40 f1 f
7
3
〉
,
〈
f 40 f
7
1 f3
〉
,
〈
f 40 f
8
1
〉
.
(ii) γ = 1 and η = −1,3,7 or 11
〈
f 40 f
2
1 f
6
3
〉
,
〈
f 40 f
3
1 f
5
3
〉
,
〈
f 40 f
5
1 f
3
3
〉
,
〈
f 40 f
6
1 f
2
3
〉
, 〈4〉 (trivial).
(4) In Z32[x],
x7 − 1 = (x− 1)(x3 + 6x2 + 5x− 1)(x3 + 27x2 + 26x− 1)
where f0 = x − 1, f1 = x3 + 6x2 + 5x − 1, and f3 = x3 + 27x2 + 26x − 1. Applying Theorem 4.12, we
can ﬁnd η-constacyclic self-dual codes of length 14 over Z32, for some unit η in Z32.
(i) γ = 0 and η = −1 or 15
〈
f 50 f
10
3
〉
,
〈
f 50 f1 f
9
3
〉
,
〈
f 50 f
9
1 f3
〉
,
〈
f 40 f
10
1
〉
.
(ii) γ = 1 and η = −1,3,7,11,15,19,23 or 27
〈
f 50 f
2
1 f
8
3
〉
,
〈
f 50 f
3
1 f
7
3
〉
,
〈
f 50 f
7
1 f
3
3
〉
,
〈
f 50 f
8
1 f
2
3
〉
.
(iii) γ = 2 and η = −1,3,7,11,15,19,23 or 27
〈
f 50 f
4
1 f
6
3
〉
,
〈
f 50 f
6
1 f
4
3
〉
,
〈(
x7 − 1)5〉 (trivial).
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We have characterized constacyclic self-dual codes over Zpm using some related codes. This has
enabled us to explore a class of constacyclic self-dual codes over Z2m , namely, (1 + 2λ)-constacyclic
self-dual codes over Z2m , where λ is a unit in Z2m . Some constacyclic self-dual codes over Z2m have
been obtained. The results have shown that there exist other constacyclic self-dual codes over Z2m
besides cyclic and negacyclic self-dual codes. A further work is to study and ﬁnd other types of
constacyclic self-dual codes over Z2m or a more general ring Zpm (p a prime).
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