Continuous time random walks impose random waiting times between particle jumps. This paper computes the fractal dimensions of their process limits, which represent particle traces in anomalous diffusion.
Introduction
Given a sequence of space-time random vectors {(J n , W n ), n ≥ 1} on R d × [0, ∞), a particle arrives at location S(n) = J 1 + · · · + J n at time T (n) = W 1 + · · · + W n . The renewal process N(t) = max{n ≥ 0 : T (n) ≤ t} counts the number of jumps, and the continuous time random walk (CTRW) S(N t ) with T (0) = 0 gives the particle location at time t ≥ 0. Under suitable conditions, the normalized sample paths of the space-time random walk (S(n), T (n)) converge to a limit {(Y (u), D(u) ), u ≥ 0}, and continuous mapping arguments yield a CTRW scaling limit {Y (E(t)), t ≥ 0}, where
is the inverse of the time process D (u) . CTRW limits provide a microscopic model for particle motions, leading to macroscopic differential equation models that can involve fractional derivatives in space and time. See Meerschaert and Sikorskii (2012) for details. Sample paths of the CTRW limit process Y (E(t)) model particle traces in statistical physics. This paper investigates the fractal properties of those particle traces. Our results provide physical insight into the microscopic behavior of individual particles undergoing anomalous diffusion. The process E(t) models particle resting times. The graph of the inverse process u = E(t) flips the axes on a graph of the time process t = D (u) . Thus, when D(u) jumps, E(t) remains constant, and the particle rests. Unless the resting periods are exponentially distributed, the CTRW limit Y (E(t)) is non-Markovian, and novel methods are required to compute the Hausdorff and packing dimensions of the range and graph.
For example, assume i.i.d. particle jumps J n with finite variance and zero mean, and i.i.d. waiting times P(W n > t) ∼ Ct −β independent of the jumps for some C > 0 and 0 < β < 1. Then Theorem 4.2 in Meerschaert and Scheffler (2004) implies that the CTRW limit Y (E(t)) is a Brownian motion with an inverse β-stable time change. A typical sample path, shown in Fig. 1 , resembles a Brownian motion interrupted by long resting periods. This process appears in the theory of random conductance models; see Barlow andCerný (2011) . Stochastic processes with ''locally constant'' paths are also discussed in Davydov (2012) . Proposition 2.3 shows that the fractal (Hausdorff or packing) dimension is 1 + β/2, less than the dimension 3/2 of a Brownian motion graph, showing that long resting times also affect the geometry of particle traces during motion.
CTRW dimension results
First we establish a general result concerning a time-changed stochastic process X (t) = Y (E(t)) for t ≥ 0. We assume that Y (u) is a stochastic process on R d and E(t) is a real-valued stochastic process with E(0) = 0 and nondecreasing continuous sample paths. We emphasize that these two processes are not necessarily independent. We use the standard definitions of Hausdorff and packing measures; e.g., see Falconer (1990) , Kahane (1985) , Taylor (1986) and Xiao (2004) .
Since E(t) is continuous, naturally the range of Y (E(t)) is the same as the range of Y (t) up to a random time. Hence the next result is intuitively obvious, but we include it here for completeness. 
Proof. Since the process t  → E(t) is nondecreasing and continuous, the range
It follows from the σ -stability of dim H and (2.
On the other hand, (2.1) implies
where Q + denotes the set of positive rational numbers. Since E(1) > 0 almost surely, we see that there is an event Ω
Combining the upper and lower bounds for dim H X ([0, 1]) yields the first equation in (2.2). The proof of the second equation in (2.2) is similar and is omitted.
The graph of the CTRW limit X is closely related to the range of the space-time limit
the graph of X is obtained by connecting the points in the range of Y by horizontal line segments, representing the particle resting periods. This motivates the following result. 
Proof. We only prove (2.5), and the proof of (2.6) is similar. The sample function x  → D(x) is a.s. strictly increasing and we can write the unit interval [0, 1] in the state space of D as
where for each i ≥ 1, I i is a subinterval on which E(t) is a constant. Using D we can express Thus, over each interval I i , the graph of X is a horizontal line segment. More precisely, we can decompose the graph set of X as
Hence, by the σ -stability of dim H , we have
On the other hand, every
(2.10)
It follows from (2.4) that
Combining this with the assumption that E(1, ω) > 0 almost surely, we can find an event Ω ′′ 2 such that P(Ω ′′ 2 ) = 1 and for every ω ∈ Ω ′′ 2 we derive from (2.11) that
Combining (2.10) and (2.12)
(2.13) Therefore, (2.5) follows from (2.9) and (2.13).
Now we apply these general results to CTRW limits. We assume that the space-time random walk (S(n),
is a subordinator (a nondecreasing Lévy process) with D(0) = 0 and
where the Laplace exponent 
Uncoupled CTRW
Consider a CTRW whose i.i.d. waiting times {W n , n ≥ 1} belong to the domain of attraction of a positive β-stable random variable D(1), and whose i.i.d. jumps {J n , n ≥ 1} belong to the strict domain of attraction of a d-dimensional stable random vector Y (1). We assume that {W n } and {J n } are independent; that is, the CTRW is uncoupled. It follows from Theorem 4.2 in Meerschaert and Scheffler (2004) that the scaling limit of this CTRW is a time-changed process X (t) = Y (E(t)), where E(t) is the inverse (1.1) of a β-stable subordinator D. Since D is self-similar with index 1/β, its inverse E is self-similar with index β. Since Y is independent of E, the CTRW scaling limit X is self-similar with index β/α. Proposition 2.3. The uncoupled CTRW limit has a.s.
Proof. The result (2.15) follows from Proposition 2.1 and the results of Blumenthal and Getoor (1960a,b) on the Hausdorff dimension and Pruitt and Taylor (1996) on the packing dimension of the range of the stable Lévy process Y .
To prove (2.16), recall from Pruitt and Taylor (1969) that for any constant a > 0,
Theorem 3.2 in Meerschaert and Xiao (2005) shows that dim P Z ([0, a] ) also equals the right hand side of (2.17). Then (2.16) follows using Theorem 2.2.
Remark 2.4. In increasing generality, Blumenthal and Getoor (1962) , Jain and Pruitt (1968) , Pruitt and Taylor (1969) and Rezakhanlou and Taylor (1988) showed that
Compare with (2.16) to see that the inverse stable time change modifies the fractal dimension of the CTRW limit graph in dimension d = 1 when α > 1.
Coupled CTRW
In a coupled CTRW, the space-time jumps {(J n , W n ), n ≥ 1} are i.i.d., but J n can depend on the waiting time W n . Now the CTRW S(N(t)) has scaling limit Y (E(t−)) and the so-called oracle CTRW S(N(t)+1) has scaling limit Y (E(t)); see Henry and Straka (2011) or Jurlewicz et al. (2012) . In the uncoupled case, the two limit processes are the same. The proof of Theorem 2.2 extends immediately to the process Y (E(t−)), with the same dimension results, because the graphs of
) have the same Hausdorff and packing dimensions, as they differ by at most a countable number of discrete points. In the following, we discuss examples for Y (E(t)), with the understanding that the same dimension results hold for Y (E(t−)).
The simplest case is W n = J n , so that X (t) = D(E(t)). This process is self-similar with index 1; see for example BeckerKern et al. (2004) . It follows from Proposition 2.1, Theorem 2.2 and the fact that for any constant a > 0,
These results can also be obtained using ''uniform'' Hausdorff and packing dimension results for the β-stable subordinator; see Perkins and Taylor (1987) . Shlesinger et al. (1982) consider a CTRW where the waiting times W n are i.i.d. with a β-stable random variable D such that E(e −sD ) = e −s β and, conditional on W n = t, the jump J n is normal with mean zero and variance 2t. Then J n is symmetric stable with index α = 2β. This model was applied to stock market prices by Meerschaert and Scalas (2006) . Becker-Kern et al. (2004) show that the CTRW limit is X (t) = Y (E(t)), where Y is a real-valued stable Lévy process with index α = 2β and E(t) is the inverse of a β-stable subordinator, which is not independent of Y . Here X (t) is self-similar with index 1/2, the same as Brownian motion. However, the Hausdorff dimensions of the range and graph of X are completely different than those for Brownian motion.
Proposition 2.1 gives that dim H X ([0, 1]) = min{1, 2β} a.s. To determine the Hausdorff dimension of the graph of X (t), we first verify that the Fourier-Laplace transform of (D(1),
It follows that the Lévy process Z (u) = (D(u), Y (u)) is operator stable (cf. Meerschaert and Scheffler, 2001 ) with the unique
(2.20)
Now Theorem 3.2 in Meerschaert and Xiao (2005) implies that for any a > 0,
Consequently, we use Theorem 2.2 to derive 
for all (η, ξ ) ∈ R 1+d with |η| + ∥ξ ∥ large, where K ≥ 1 is a constant. Then a.s.
Proof. Corollary 1.8 in Khoshnevisan et al. (2003) shows that for any a > 0, 
(2.25)
Proof. Theorem 1.1 in Khoshnevisan and Xiao (2008) shows that for any a > 0,
with W (r) given by (2.25). Apply Proposition 2.1 and Theorem 2.2. and µ is the distribution of the mixing variable. Suppose 0 < β 1 < β 2 < · · · < β n < 1 and take µ(dβ) 27) where K ≥ 1 is a constant that may depend on n, α, β k , d k .
Proof. For simplicity, assume that Y has characteristic exponent ψ(ξ ) = ∥ξ ∥ α . Then
(2.28)
From here it is elementary to verify (2.27).
Proposition 2.8. For the triangular array CTRW limit described above, we have a.s.
(2.30)
Proof. The proof is similar to Proposition 4.1 in Meerschaert and Xiao (2005) , using Lemma 2.7, and Propositions 2.5 and 2.6, hence we omit the details.
CTRW with correlated jumps
Now we consider an uncoupled CTRW whose jumps {J n } form a correlated sequence of random variables, and whose waiting times {W n } are i.i.d. and belong to the domain of attraction of a positive β-stable random variable D(1). In this case, Meerschaert et al. (2009) show that, under certain conditions on the correlation structure of jumps, the CTRW scaling limit is the (Hβ)-self-similar process X = {Y (E(t)) : t ≥ 0}, where Y is a fractional Brownian motion with index H ∈ (0, 1), and E(t) is the inverse of a β-stable subordinator D, independent of Y . Proposition 2.9. The correlated CTRW limit X described above satisfies a.s. 
(2.33)
Proof. This is an immediate consequence of Lemma 6.1 in Pruitt and Taylor (1969) . It can also be derived from Lemma 3.2 in Liu and Xiao (1998) where general self-similar Markov processes are considered.
Lemma 2.11. Let the assumptions of Proposition 2.9 hold and let a > 0 be a constant. Then
Proof. The proof is based on a moment argument. Note that for every ε > 0 the function Y (u) (0 ≤ u ≤ a) satisfies a uniform Hölder condition of order H − ε. We divide the interval [0, a] into (⌊a⌋ + 1)2 n dyadic intervals I n,j of length 2 −n .
First we construct a covering of the range Z ([0, a] ) by using balls in R d+1 of radius 2 −Hn as follows. Define t n,j = j/2 n so that for each I n,j = [t n,j , t n,j + 2
be covered by at most
balls of radius 2 −Hn . By the self-similarity and stationarity of increments of Y , we have 37) where the last inequality follows from the well known tail probability for the supremum of Gaussian processes (e.g., Fernique's inequality).
To get a covering for D(I n,i ), let Γ (2 −n ) be the collection of dyadic intervals of order n in R + . Let M n,j be the number of dyadic intervals in Γ (2 −n ) which intersect D(I n,j ). Applying (2.34) in Lemma 2.10 with b n = s n = 2 −n , we obtain that
(2.38)
Since 2
It follows from (2.37), (2.38) and the independence of Y and D that
Hence, for any ε > 0,
It follows from the Borel-Cantelli lemma that almost surely
for all n large enough. The upper box-counting dimension of F is defined as −n/β from Γ (2 −n/β ). On the other hand, the image Y (I n,j ) can be covered by at most
−n/β , where t n,j = j/2 n , and then similar to (2.37) we derive
By (2.41) and the independence of Y and D we have
Hence, for any ε > 0, the Borel-Cantelli Lemma implies that a.s.
for all n large enough. This and (2.39)
Combining the above we have
This proves (2.35).
Lemma 2.12. Under the assumptions of Proposition 2.9, we have 
it is sufficient to prove that for every constant γ ∈ (0, β
(2.43)
We only need to verify (2.43) for every γ ∈ (d, β
For this purpose, we will make use of the following easily verifiable fact (see, e.g., Kahane, 1985, p. 279) : if Ξ is a standard normal vector in R d , then there is a finite constant c 11 > 0 such that for any constants γ > d and ρ ≥ 0,
We use E 1 to denote the conditional expectation given the subordinator D, apply the above fact with ρ = |D(x) − D(y)| |x − y| −H and use the self-similarity of D to derive Proof of Proposition 2.9. Eq. (2.31) follows from Proposition 2.1 and the well-known results on the Hausdorff and packing dimensions for the range of a fractional Brownian motion (see, e.g., Chapter 18 of Kahane, 1985) . In order to prove (2.32), apply Theorem 2.2 and (2.40) along with Lemmas 2.11 and 2.12.
Remark 2.13. For a CTRW with dependent heavy tailed jumps, the outer process Y can be a linear fractional stable motion; see Meerschaert et al. (2009) . Proposition 2.1 and Theorem 2.2 are applicable here, but the Hausdorff dimension of the range and graph sets of the processes Y and Z (u) = (D(u), Y (u)) are unknown in general. For some partial results in this direction, see Shieh and Xiao (2010) and Xiao and Lin (1994) .
Discussion
CTRW limits are random fractals. The fractal dimension is altered by a random time change that represents particle resting times between diffusive movements. An important and useful example is the inverse stable subordinator with index 0 < β < 1, that corresponds to power law waiting times with an infinite mean. The graph of a time-changed Brownian motion goes from dimension 3/2 to dimension 1+β/2. The fractal dimension of a fractional Brownian motion graph changes from 2 − H to β + (1 − Hβ). The graph of a stable Lévy motion in one dimension with index 1 < α < 2 is a random fractal with index 2 − α −1 . After the time change, the graph has dimension 1 + β(1 − α −1 ). In every case, the inverse β-stable subordinator alters the fractal dimension, such that substituting β = 1 recovers the dimension formula for the original outer process.
