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A B S T R A C T 
In the credit risk modeling literature, several structural bond pricing models 
are proposed to predict corporate bond prices. Some examples are the Merton 
model and the Longstaff and Schwartz (LS) model. Different models carry differ-
ent features, like coupon treatments, default barriers and stochastic interest rates, 
to capture some market phenomena. These models require unobservable market 
value of firms' assets and other parameters, such as asset payout ratio and de-
fault barrier, as inputs. The unobservable parameters make implementation and 
empirical studies difficult to perform. 
Previous researchers commonly used proxies to replace estimation of the pa-
rameters. For instance, they replace market value of assets by the sum of market 
value of equity and book value of total liabilities. By using the proxies, Eom, 
Helwege and Huang (2004) are the first one to conduct an extensive and com-
prehensive empirical study on different models. They find that the models con-
sistently generate a sizeable number of underpredictions in yield spreads. They 
also observe that some models overpredict yield spreads on average, while some 
do the opposite. They agree with the consensus that existing structural models 
are unable to predict bond prices correctly. 
This thesis argues that their findings are wrong because of systematic biases -
produced by proxies. By using theoretical arguments and implementing simu-
lation test, the proxies are shown to be inappropriate. The proxy for market 
values of assets implicitly overestimates corporate bond prices, or underpredicts 
corporate yields. On the other hand, proxies for asset payout ratios and default 
barriers produce opposite effects to pull up yield spreads. These proxies together 
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generate distorted pictures on the performances of structural models. 
This thesis proposes a new approach to estimate model parameters. Maximum 
likelihood estimation is suggested, with an equity pricing formula, to estimate 
market values of assets when testing validities of structural models. On top of 
that, a more consistent methodology is proposed to estimate asset payout ratio 
and default barrier. By using these methodologies, an empirical test is conducted 
and structural models are shown to perform well under different situations. The 
Merton model is suitable for long maturity or high rating bonds. The LS model 
provides a significant improvement and works quite well even for short maturity 
and low rating bonds. However, the CDG model works poorly due to the absence 
of a corresponding equity pricing formula. 
This thesis contributes to the literature in many dimensions. Besides recognis-
ing a systematic bias in previous empirical studies, some consistent approaches in 
estimation procedures are proposed to reduce this bias. Also, this thesis empha-
sises the importance of adopting estimation techniques that generate no contra-
diction, rather than using proxies because of conveniences. Furthermore, different 
models are discovered that they work well under different situations. The models 
perform well only if parameters are estimated precisely. Lastly, the conclusion is 
that future researches should focus on improving speed and precision of param-
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The structural models of corporate bond pricing are originated from the seminal 
works of Black and Scholes (1973) and Merton (1974; henceforth the Merton 
model). By considering the capital structures of a firm, the Merton model views 
equity as a call option on corporate assets while corporate debt as a default-free 
debt less a put option. This simple construction is inadequate to describe the 
real situation as it excludes the possibility of default prior to maturity, the effect 
of stochastic interest rates and the valuation of coupon bearing bonds. 
Extensions and refinements on structural models have never been stopped 
since the work of Merton. Black and Cox (1976; henceforth the Black and Cox 
model) consider the effect of early default and impose a default barrier to the 
Merton model. Geske (1977; henceforth the Geske model) proposes to value a 
corporate coupon bearing bond as a portfolio of compound options. Longstaff and 
Schwartz (1995; henceforth the LS model) develop a simple model to incorporate 
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default barrier and stochastic interest rates for pricing coupon bearing bonds. 
Leland and Toft (1996; henceforth the LT model) derive a model to capture 
optimal capital structure. Collin-Dufresne and Goldstein (2001; henceforth the 
CDG model) propose a floating default barrier approach to model the target 
leverage ratio so that undesirable features of the LS model for short term bonds 
can be resolved. 
Each model claims itself is able to capture some market phenomena theoret-
ically. It is important to draw empirical evidence with actual data. The paper 
by Jones, Mason and Rosenfeld (1984) is the first empirical study for the Merton 
model. They use a sample of firms with simple capital structures and bond prices 
in secondary market during the period of 1977-1981. Their results show that the 
predicted prices from the Merton model are too high, about 4.52% overestimation 
on average. The errors are more severe for non-investment grade bonds, but it 
works better for investment grade bonds. Ogden (1987) conducts a similar empir-
ical study for the Merton model with a sample of newly issued bonds. He draws 
a similar conclusion. Lyden and Saraniti (2000) compare the performances of the 
Merton model and the LS model. They find that yield spreads are underpredicted 
under the Merton model and there are no improvements for the LS model. 
Among all empirical studies of this kind, the paper by Eom, Helwege and 
Huang (2004; henceforth EHH) is the most comprehensive one. They perform an 
epochal extensive empirical study to test several structural bond pricing models, 
including the Merton model, the Geske model, the LT model, the LS model and 
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the CDG model. After examining the capital structures of firms and character-
istics of bonds carefully, they obtain a sample of bonds for the period 1986-1997. 
The most challenging part is that structural models require the user to input 
model parameters. To make the empirical study possible, EHH follow previous 
studies to replace the parameters by proxies. For instance, if default barrier is 
required, it is set as the book value of liabilities. The market value of corporate 
assets is assumed to be the sum of market value of equities and the book value of 
total liabilities. The asset payout ratio is calculated as the weighted average of 
the coupon rate and the equity payout ratio, where equity payout ratio is equal to 
the sum of end-of-period dividend yield and stock repurchase. With these speci-
fications, EHH find that the Merton model and the Geske model underestimate 
yield spreads on average, while the LT model, the LS model and the CDG model 
tend to overpredict yield spreads. In fact, their figures show that all the models 
generate a sizeable number of underpredictions in credit yield spreads. 
Due to the poor performance of structural models, academics and practitioners 
search for other sources of risks by which market characteristics of credit yield 
spreads can be explained better. Collin-Dufresne, Goldstein and Martin (2001) 
suggest that credit spread changes are driven by demand or supply shocks, which 
do not depend on credit risk. Huang and Huang (2002) find that credit risk 
explains only a small fraction of credit yield spreads for investment grade bonds 
and a higher portion for junk bonds. 
The consensus is that structural models are unrealistic since none of them 
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can predict corporate bond prices correctly. Other factors may be required to 
capture credit yield spreads. In the contrary, we argue that structural models 
can perform well if appropriate methods are used to estimate model parameters. 
We will show that the inadequate power of structural models in previous empirical 
tests is due to the abuse of proxies, but not the models' fault. For instance, the 
market value of a firm's assets is usually approximated by the sum of market 
value of equity and book value of total liabilities. This approximation makes the 
firm value be overestimated significantly. This systematic bias is then carried 
forward to valuation so that corporate bond prices are overestimated also. On 
the other hand, proxies for asset payout ratios and default barriers overestimate 
default probabilities of firms and hence pull up yield spreads. All these proxies 
together generate distorted pictures on performances of structural models. 
The key message is that no matter how parameters are obtained they should 
not conflict with the credit risk model we want to investigate. Whenever possible, 
we prefer statistical estimation over proxies. Take the proxy for firm value used 
by EHH as an example. This specification asserts that firm value and equity 
value have a linear relationship. Unfortunately, structural models view equity as 
a contingent claim on the firm, i.e. a non-linear function of the firm. The level of 
non-linearity varies across models. It would be a mistake if we employ the same 
approximation to all of them. 
To illustrate ideas and compare with existing literature, we investigate the 
EHH approach deeply. We find that EHH have built systematic biases into their 
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framework. This claim is justified theoretically and empirically. In a theoretical 
perspective, we use option's properties to show that the proxy for firm value is a 
significant upward bias estimate. It follows that a put option on the underlying 
assets is undervalued, implying that the Merton corporate bond price, as a risk-
free bond less the put, is overestimated. These account for the findings of EHH 
on some barrier independent models, such as the Merton model and the Geske 
model. For barrier dependent models, such as the LT model, the LS model and 
the CDG model, since default probability decreases with- the firm value, these 
models happen to have the same kind of bias as above. We also show that 
the bias would be less severe in the presence of a default barrier. On top of 
that, default barrier and asset payout ratio are also overestimated to pull down 
predicted price. These together overestimate yield on average, but with a sizeable 
amount of underprediction in yield. These again account for the findings of EHH. 
Prior to our empirical study, we device maximum likelihood (ML) estimations 
to the firm asset value and the asset volatility for each model. This idea is 
originated by Duan (1994). By viewing market value of equity as a call option 
on market value of assets, Duan (1994) estimates parameters for the Merton 
model. We extend his data-transformed approach to other structural models. 
For models with a default barrier, our approach estimates parameters by viewing 
market value of equity as a down-and-out call option on corporate assets. We run 
a simulation to check the performance of our proposed approach. Our simulation 
shows that maximum likelihood estimators (MLE) are close to their true values. 
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In contrast, the proxy greatly overstates firm values. The simulation also finds 
that the proxy approach leads to overestimation in corporate bond prices under 
both the Merton model and the LS models, whereas our MLE approach achieves 
a good prediction. 
Our empirical study further supports our claim. We follow the empirical 
construction of EHH and select corporate bonds according to their criteria. The 
major difference is that we use ML estimation instead of proxy to estimate market 
value of assets. We test the extended Merton model, the LS model and the 
CDG model for their power of estimating corporate bond prices. Our result 
is so amazing that the extended Merton model no longer consistently overvalues 
corporate bonds and that the difference between predicted yield and market yield 
is of -3 basis points on average. The LS model also generates realistic prices, 
accompanying a notable improvement on short maturity and low rating bonds 
over the Merton model. Besides, we find that the inclusion of a default barrier in 
the LS model provides rich information on firms' credit risks. However, the CDG 
model works poorly, mainly due to absence of a corresponding equity pricing 
formula that captures stationary leverage process, as well as errors accumulated 
in estimating a huge number of parameters. 
This thesis contributes to the literature by recognising systematic bias in 
previous empirical studies and by giving a bias-reduced evaluation to various 
structural models. Unlike EHH and other previous fellows, we find no evidence 
that structural models consistently overvalue corporate bonds. Whereas, different 
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models can give a fair value to corporate bonds under different scenarios. This 
implies that capital structures of a firm is a key factor to explain credit risk. 
More importantly, we have doubt about the use of proxies in empirical tests as 
they may generate bias. We stress here that estimation techniques should not be 
ignored. If we have to select a proxy for an empirical test, then we should ensure 
that this proxy produces no contradiction with the testing purpose. Consistence 
always dominates convenience. 
Structural models are useful but not perfect. Although the average errors 
of yields are not large for all models, standard deviations of the errors are not 
small, meaning that there are rooms to improve the existing structural models. 
We find that it may be crucial to estimate recovery rate and bankruptcy costs 
as these factors are relevant to the default barrier estimate. Credit yield spreads 
generated by LS and CDG models are sensitive to the default barrier. 
The rest of the thesis is organised as follows. Chapter 2 provides the pricing 
formula for some structural bond pricing models, they are the original Merton 
model, the extended Merton model, the Black and Cox model, the LS model 
and the CDG model. The corresponding equity pricing formulas of these models 
are also given. Chapter 3 discusses how proxies generate systematic biases in 
the empirical works of EHH. Specifically, we derive implications of the proxies 
to estimate market value of assets, asset payout ratio and default barrier by 
financial arguments. Chapter 4 describes the ML estimation and its extension to 
barrier dependent models. Simulations are conducted to validate our framework. 
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Chapter 5 presents our empirical results which analyse the Merton model, the 
LS model and the CDG model. From the results, we give suggestions to future 
development of structural bond pricing models. At the same time, we compare 





Structural models of credit risk 
Structural models focus on the capital structures of firms to reflect credit risks. 
These models regard a firm to be composed of bonds and equities. On top of 
that, different models consider different features, for example, default barriers, 
stochastic interest rates and stationary leverage ratios. In this chapter, we give 
a review on the formation of these models in both equity and bond sides. The 
original Merton model, the extended Merton model, the Black and Cox model, 
the LS model and the CDG model are some representatives on bond side, and 
the explicit forms of these models are provided in this chapter. In addition, the 
corresponding equity pricing formula of each model, if any, is also given. Some 
comments regarding the models are discussed in the last part of this chapter. 
A brief overview of some existing empirical studies and their reliabilities are 
discussed" in the next chapter. 
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2.1 The original Merton model 
The traditional way to price a default-free bond is to discount all its future 
cashflows, including interest coupons and principal payment, to the present and 
sum them up. However, credit risk should be considered for a corporate bond 
and it is captured by the capital structures of the firm in the view of structural 
bond pricing models. 
The original Merton model considers a corporate zero coupon bond with ma-
turity T and face value X. The model assumes constant interest rate, r, and 
market value of assets at time t，Vt, follows a geometric Brownian motion, i.e. 
dVt = S)Vtdt + aVtdWiu (2.1) 
where /i, S and a is the drift, payout ratio and volatility of market values of assets 
respectively. Wu is a standard Brownian motion. 
Assuming no intermediate default, terminal payoff of the bond is the mini-
mum of face amount of the bond and market value of assets at maturity, Vr. 
By discounting it under the risk neutral measure, corporate bond price can be 
expressed as a risk-free bond minus a put option on the underlying assets V with 
a strike price X and maturity T, i.e. 




l n ( V � / X ) 作 - “ 4 ) T and 
aVT 
On the other hand, terminal payoff of equity side is determined by the ability 
of the firm to repay the loans. If market value of assets at maturity is greater 
than face amount of bonds, equityholders repay the loans and receive the residual 
amount after paying off the loans; however, equityholders receive nothing because 
the whole firm has been given to bondholders if market value of assets is less than 
face amount of the bonds. Hence, the payoff takes the maximum between zero and 
market value of assets at maturity minus face amount of the bond. By discounting 
it under the risk neutral measure, the equity can be expressed as a standard call 
option on the underlying assets V with a strike price X and maturity T, i.e. 
= Voe- ' '^N(d,)-Xe- ' -^N(d2). (2.3) 
The notations are the same as those specified before. 
2.2 The extended Merton model 
Since the original Merton model only deals with zero coupon bonds but we usually 
observe coupon bearing bonds in the markets, EHH propose an extended Merton 
model to price coupon bearing bonds under the Merton framework. In fact, the 
extended Merton model treats a coupon bearing bond as a portfolio of zeros. 
EHH assume that default can occur at every coupon paying date, where the 
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market value of assets is less than a default barrier K. Upon default, bondholders 
receive a portion of market value of assets, the recovery rate u . With the previous 
notations and denoting c as the coupon rate, the pricing formula of the extended 
Merton model is derived as: 
BPl^'iV^.X.T) 
二 Nf^e-r t�EQ [(c/2) + m i n ( W 2 , Vu)I{v,,<k} 
i=l 
+ e-rTEQ [(1 + + min—(1 + c/2), VT)/{W</C}]， (2.4) 
where 
= N{d2{K,t)), 
minW，Vt)] = Voe^—印N(—di(也 t)) + 功[Ni^i:〈也 t)) — N(MK, i))], 
di{x,t) = 7= ， ayjt 
d2{x, t) = di{x, t) — a\/t. 
In formula (2.4), we assume N coupon paying dates of {^ 1,(2，• • •，tyv}, = T 
and use N[-) to represent the cumulative distribution function of a standard 
normal random variable. 
2.3 The Black and Cox model 
The Merton model does not allow intermediate default, Black and Cox (1976) 
propose a model that includes a default barrier taking a deterministic exponential 
form. Hence, the payoffs of bondholders and equityholders depend on whether 
default occurs before maturity. The Black and Cox model assumes constant 
12 
interest rates and asset prices follow equation (2.1). Assuming no intermediate 
default, terminal payoffs of bondholders and equity holders are the same as those in 
the Merton framework. However, if market value of assets touches a pre-specified 
default barrier level at Ce”(T_t\ where C and 7 are two chosen constants, at 
time t, bondholders receive the whole firm but equityholders receive nothing. By 
discounting the payoffs of bondholders under the risk neutral measure, the price 
of a corporate zero coupon bond can be expressed as: 
+ Voe-^'^[N(z3) + y2”7V(Z4) _ V^'-^Niz,) - f-(iV(z8)]， (2.5) 
where 
y = Ce-双 jV… 
V 二 ( r - “ 7 + crV2)/a2， 
i = ( r - d - j - 0-2/2)^ + 7), 
C = 
^ = Vl — la^jcP', 
21 == [InV�—lnX + (r —(^― a 2 / 2 ) : r ] / v^， 
22 二 [ I n l / � — l n X + 21ny + (r — ( 5 - O " 2 / 2 ) T ] / \ / ^ ’ 
- Z3 二 [ ln ;C- lnVb — ( r _ 5 + ? / 2 ) T ] / v^， 
Z4 二 [ l n l / o - l n X + 21ny + ( r - “ c 7 V 2 ) T ] / v ^ ’ 
二 [lny + C a 2 : r ] / v^， 
Z6 二 — - C � / V ^ , 
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28 = [ I n y - ^ a ^ T j / v ^ . 
Under the Black and Cox framework, the payoff of equityholders is a down-
and-out call option with zero rebate. However, the pricing formula of a down-
and-out call can be extended to capture a rebate R. The explicit form of a 
down-and-out call option with default barrier barrier H and rebate R can be 
found in Appendix 3. 
The Black and Cox model deals with zero coupon bonds and assumes constant 
interest rates. However, the LS model incorporates default barrier and stochastic 
interest rates for coupon bearing bonds. Hence, we recognise the LS model as a 
better representative for barrier dependent model and include it in our empirical 
study. 
2.4 The LS model 
For the LS model, asset prices are assumed to follow equation (2.1) and interest 
rates, r^, are assumed to be stochastic with dynamics as: 
drt 二（a — l3rt)dt + r]dW2u 
or, equivalently, 
drt 二 i^�e - rt)dt + r^dW^u (2.6) 
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where a, 77, k and 9 are some parameters. W2t is another standard Brownian 
motion process. The underlying asset price and the interest rate are correlated 
processes with correlation coefficient p. 
Under the LS framework, default occurs if the market value of assets at time 
t, Vt, reaches a threshold value K, or equivalent leverage, Lt = Vt/K, reaches one. 
Hence, the pricing formula for a corporate zero coupon bond can be calculated 
as: 
5 尸尸(Lo，ro，乃=D'(ro,T)[l-ujQ{Lo,ro,T)l (2.7) 
where 
- n 
Q{Lo,ro,T,n) = J^Qt, 
qi = A^(ai), 
i-l 
Qi = N�ai�-Y^qjN{bij�, i = 2 ,3 , . . . ,n , 
•7=1 _ -\nLo-M(iT/n,T) 
a: _ p(iTln) ， 
b = M{jT/n,T)-M{iT/n,T) 
幻 一 yjS(iT/n)-S[jTln) 
and 
…… (OL - pari rf o^ \ ^ 
M ( ⑶ 二 — 一 个 
- + ( 7 +嘉) e x p ( — " T ) [ e x p _ - l ] 
— e x p ( - / 3 T ) [ l - e x p ( - / ? i ) ] , 
邓 ) = ( 邦 + 今 
15 
« 
(2 par] 2rf\ 
where T) is the price of a zero coupon bond with face value $1 and time to 
maturity T when interest rates follow Vasicek (1977) model. N{-) is the cumula-
tive density function of a standard normal distribution. When n tends to infinity, 
the term Q(Lo,ro,T) is the limit of Q(Lo,ro,T, n) and thus we can calculate 
corporate bond price predicted by the LS model. 
The pricing formula for a corporate coupon bearing bond is just the sum of 
all individual zero coupon bonds, i.e. 
ro, T) = j z "(ro，U) • ；Q • [1 — ujQ(Lo, ro, U)], (2.8) 
i=l 
Xc c and =义2 = ... 二 Xyv一 1 = 丁’ 足 + 
2.5 The CDG model 
For the CDG model, asset prices and interest rates are again assumed to follow 
the equations (2.1) and (2.6) respectively. Furthermore, this framework allows 
log-default threshold, kt = InKt, moves with the following process: 
dkt 二 A[lii K - " - Hn - 0 ) - kt]dt, (2.9) 
where A”" and cf) are some parameters. 
Then, default occurs if the market value of assets at time t, K，reaches the 
threshold value at time t, Kt 二 exp(左t))，or equivalently log of leverage, k = 
16 
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kt — In reaches zero. The pricing formula for a corporate zero coupon bond 
can be calculated as: 
B P f ^^(/o, ro, T) = D'(ro, T)[l - Tq, T)], (2.10) 
where Z)'(ro, T) is the price of a zero coupon bond with face value $1 and time 
to maturity T when interest rates follow Vasicek (1977) model, u is the recovery 
rate once default occurs. 
By discretizing [0,T] and possible values of interest rates,.between some chosen 
minimum and maximum values of r, into ut and rv equal sub-intervals respec-
tively, we obtain Q[Iq,tq,T) as 
riT TIt 
Q(Zo，ro，T)=它 Y A r � , 
j=li=l 
q{ri,ti) = Ar^(ri,ti) i = 1,2, 
_ j-l Tlr 
q { r i , t j ) = Ar 屯(n，力— X] 力T；)讽T^i，力：/ktnt；) _ J 
z = 1, 2,..., Tlr and j = 2,3, ...，rir, 
外，亡）=秘。，0)斤(•。， r。，o))， 
// d 、 / . 、Ar f l^{n,t\ls=0,r,,s)\ 
^^0” 了 / y 
f4rt,t\h,r3,s) == Ej[lt] + 工] ( r广五? > � ’ 
w “ � IT/ rr/1 
弥，t\ls, s) 二 、 M - YarJ[rt]‘ 
where ‘ 
S 4- ^ ‘ /I \ 二 + T + 公， 




^ - « ， 
El[k] = - (1 + A0) L + ^ - 9] 
\ J 
+ (1 +场 一 )5((二 
\ AC \ J J 
E^[n] = r以e-•让)+ (e^ - B�广、+ @e-嗽-”丑^二)， 
y ^ / 片 
V A — / 
+ cr 十 — 丄 ±>2\ 
V A - ) \ \ - K 乂 认 
‘ ^ , \fpajl + Xc^)rj\ — / ( H ^ y i ^(t-.) 
+ A - / . A - / . J _!〜+«)， 
Varlir,] = 
^ rr, . (1 + X4>W f卿 f(l + A</>)v']] .-u) 
On top of that, N(-) is the cumulative distribution function of a standard normal 
random variable and 7r(rt, t\rs, s) is the well-known transition density for a one-
factor Markovian Gaussian interest rate process. 
The pricing formula for a corporate coupon bearing bond is again the sum of 
all individual zero coupon bonds and the explicit form is omitted for the sake of 
brevity. 
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2.6 Comments on structural models 
In the actual world, market values of assets are unobservable, but they can be 
estimated by using market values of equity. Both the Merton framework and the 
Black and Cox framework provide pricing formulas for equity and bond sides, 
so, empirical studies on these models can be done by using the corresponding 
equity pricing formula to estimate market values of assets. However, there is 
no corresponding equity pricing formula for the LS model and the CDG model. 
By recognising an early default barrier in both models, we treat the equity as a 
down-and-out call option on underlying assets, i.e. the same framework used in 
the Black and Cox model and the explicit form can be found in Appendix 3. In 
later chapter, an empirical study is conducted to check the performances of these 





Proxies and their implications 
Existing empirical studies show that structural bond pricing models do not predict 
bond prices correctly. This chapter attempts to uncover systematic biases induced 
by proxies in previous empirical studies. We regard the most comprehensive 
empirical studies by EHH as a benchmark and hence give a brief overview of 
their work. This revision includes their assumptions, estimation processes and 
empirical results. After then, we shall show that the findings of EHH are mainly 
due to biases of proxies, but not the faults of structural models. 
3.1 Reviews of the EHH's empirical studies 
EHH test the performances of the Merton, Geske, LT, LS and CDG models. They 
choose bonds with simple capital structures between 1986 and 1997. The bonds 
are issued by non-financial firms with standard cash flow patterns. The sample 
comprises non-callable, non-putable, non-sinkable, non-convertible domestic cur-
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rency denominated bonds. To keep capital structure simple, firms with one or 
two public bonds are considered, but subordinated bonds and unusual bonds are 
excluded. In order to measure the firm value, they require the firm to have equity 
issued. Their final sample contains bonds with very simple capital structures, but 
covers different maturities, coupon rates and ratings. 
There are several parameters that need to be specified or estimated before 
conducting their empirical study. For all models, EHH take the proxy for firm 
value as mentioned. The asset volatilities are estimated by leveraging the equity 
volatilities. The asset payout ratios are calculated as the weighted average of 
coupon rates and equity payout ratios, where equity payout ratios are the sum 
of reported end-of-period dividend yields and stock repurchases. The default 
barriers are set as the book values of total liabilities. For the CDG model, the 
parameters in stationary leverage ratio process are obtained by regressing log 
of leverage on lagged log of leverage and interest rates by using equation (5.1). 
For the risk-free interest rates processes, parameters are estimated by fitting the 
Nelson and Siegel (1987) or the Vasicek (1977) model. The correlation coefficients 
between asset returns and changes in interest rates are approximated by the 
correlations between equity returns and changes in interest rates. Finally, EHH 
assume a 51.31% recovery rate and a 35% tax rate for all models. 
EHH find that these five models have substantially prediction errors. All 
models generate extremely low spreads for safe bonds but very high spreads for 
junk bonds. Specifically, the Merton model and the Geske model underestimate 
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corporate bond spreads on average, while the problem is less severe for the Geske 
model. The LT model overestimates credit spreads on average, especially for 
short maturity bonds. The LS model generates high spreads on average, but 
a sizeable fraction of bonds with extremely low predicted spreads. Finally, they 
find that the CDG model tends to overestimate spreads, with most overprediction 
happened for high leveraged firms and most underprediction happened for firms 
with leverage ratios lower than their target values. They propose that future 
researches should be on raising spreads for high rating bonds without affecting 
riskier bonds so much. 
The most important finding of EHH is that no model generates credit spreads 
correctly. In most cases, structural models do not generate spreads as high as 
those observed in the market place. For default barrier dependent models, there 
are "outliers" which overpredict credit spreads substantially so that the average 
spread tends to be overestimated. We are going to show that these findings are 
the result of abusing proxies but do not reflect the performances of structural 
models. Hence, their proposal for future model development may have to be 
revised. 
Among all proxies adopted by EHH, we find that firm asset value and asset 
payout ratio create significant biases. The default barrier should be specified 
carefully so that barrier dependent models can be used properly. The following 
gives a detailed discussion. 
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t. 3.2 The proxy for market values of firms 
Our first focus is on the proxy for firm asset value. Structural models require 
the unobservable market value of corporate assets as an input to value corporate 
bonds. Most empirical studies, like EHH, measure market values of firms by the 
"sum of market values of equity and book values of total liabilities. We show 
that this proxy is an upward biased estimator that makes corporate bonds be 
overvalued for most structural approaches. 
To illustrate ideas, we derive implications of the proxy for firm value under 
the Merton and the LS framework. These two models are good representatives for 
default barrier independent and dependent models, respectively. In this section, 
we show that market values of assets are overestimated by using the proxy. After 
plugging into the model, no matter how accurate the other variables are and what 
empirical data is observed, corporate bond prices are overpredicted under both 
frameworks. 
3.2.1 Zero coupon bonds under the Merton model 
Merton (1974) views market value of equities, Vg, as a call option on the firm 
asset value and hence gives a pricing formula for zero coupon bonds. If there 
is no intermediate default, the terminal payoff of a corporate bond will be the 
minimum- of the promising payments X and the market value of assets at that 
time, Vt. After discounting back and doing some simple calculations, it can 
23 
« 
be shown that current price of a corporate bond, BP^^{Vq, X,T), is equal to a 
risk-free bond, with the same maturity T and principal payment X, minus a put 
option, P(V[)，X，T") on the current market value of assets, V。，with strike price 
equal to its principal payment and the same maturity, i.e. 
VE = 
二 X-D{T)-P[V,,X,T), (3.1) 
where D[T) denotes the price of a risk-free (default-free) bond at time 0 with 
principal payment $1 and maturity T. C{Vq, X, T) is the standard call option 
pricing formula. 
In order to use this model, we have to obtain the market value of the firm's 
assets in advance. As the asset value is not observable, EHH assume that the 
estimated market value of a s s e t s , c a n be approximated by the sum of total 
liabilities X, and market value of equities, Vg. By putting the equity value as 
the subject, we write down the specification as follows: 
^E ^proxy — ^' 
However, an option property indicates that the call option premium must be 
greater than its intrinsic value. Specifically, 
足 T) = Ve = _ 义 < 足 T)， 
where Vtru& denotes the true market value of assets. 
Since call option is an increasing function of its underlying assets V, the above 
inequality implies that the proxy has effectively overestimated the market value of 
24 
« 
a firm, i.e. Vjfoxy�^tme- As the market value of assets has been overestimated, 
the corresponding put option in equation (3.1) is underestimated as a result. 
This chain effect carries on to overvalue corporate bonds and underpredict yield 
spreads. This matches with the underestimation in credit spread observed by 
EHH and others. 
3.2.2 Coupon bearing bonds under the extended Merton 
model 
Since the Merton model deals with zero coupon bonds only, EHH introduce an 
extended Merton model for coupon bearing bonds. In fact, they just treat a 
coupon bond as a portfolio of zero coupon bonds where the zero coupon bonds 
are valued as the Merton approach. With the same set of notations and the 
annual coupon rate c, the formula of a corporate bond paying semiannual coupons 
happens to be . 
严 0/o，X，T) 
� - i � A V V. 1 r . r 1 
= I ] ^D{U)-P{Vo,—,U) + X{1 + -) • D{T) - P{Vo,X{l + -),T) , (3.2) i=i L � 
where we have N coupon paying dates, namely {ti，亡2，• • •, t^} and t^ = T. 
Once again, if we use the overestimated market value of assets, the corre-
sponding put options in equation (3.2) will be underestimated. This makes the 
predicted prices of corporate bonds be too high and thus predicted yield spreads 
will be underestimated. This matches with the EHH's findings for coupon bear-




Suppose the recovery rate u is not equal to one and the default barrier K is 
not equal to its liabilities level. After doing some calculations, we can simplify 
the extended Merton model, proposed by EHH, as 
= E 卿[孕-MVo, + D{T) + k , 耶 + •)] } ,(3.3) 
i=l L ^ L J 
where 
MV, y) = {l- w)yE^ [I{Vt, < K)\V] + E^ [max(y — K� .0)/(14. < K)\V]. 
It is seen that /(V, y) is a decreasing function of V. Therefore, the coupon 
bearing corporate bond can be thought as a default-free coupon bond minus a 
decreasing function of V. If we use the overstated market value of assets V, 
the corporate bond price will be overvalued. This matches with EHH's findings 
for the extended Merton model. In fact, similar argument applies to the Geske 
model. The derivation is simple and hence it is omitted here. 
3.2.3 Zero coupon bonds under the LS model 
Previous results are true for barrier independent models. We now turn to the 
barrier dependent case. We take a look at the LS model which allows default 
prior to maturity. When the market value of a firm reaches a threshold level 
H, the corporate bond defaults immediately. Upon default, bondholders will get 
back the recovery payment and equity holders receive a rebate R in general. With 
the default barrier, Black and Cox (1976) view the market value of equity as a 
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down-and-out call [DOC) option on the market value of assets, V二，struck at 
its liabilities level X with a default barrier H and rebate R. Suppose the proxy 
for firm value is adopted. Then, we have: 
V^proxy - X = V^E = X，H, R). 
In the empirical analysis of EHH, the book value of total liabilities X serves 
as a proxy for the default barrier H. (We will discuss the drawback of this 
choice in a later section.) Other studies may consider a lower barrier level. For 
instance, the Moody's KMV methodology, see Crosbe and Bohn (1993)，uses 
default point, which is equal to the short-term debt plus half the long-term debt, 
as the default barrier. Empirical studies by Wong and Choi (2004) suggest that 
default barrier H tends to be less than the liabilities level X. To allow a more 
general discussion, we consider the case where the default barrier H is less than 
or equal to the liabilities X. In such a scenario, we prove in Appendix 1 that 
the proxy for firm value is an upward bias and the bias would be less severe for 
a larger value of barrier. In other words, the proxy for firm value generates less 
bias for barrier dependent models. However, this bias can still be significant. 
For the LS model of corporate bond pricing, current price of a corporate bond, 
B尸尸(Vo, X，H, T) = D'{T)ll - ujQiVo, X , H, T)]， (3.4) 
where D'{T) is the price of a zero coupon bond with face value $1 and time to 
maturity T when interest rates follow Vasicek (1977) model. The function Q in 
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(3.4) can be interpreted as the probability of default, which is determined by the 
current market value of firm, Vq, its default barrier H, its promised payment X 
and time to maturity T. 
As the market values of firms have been overestimated, the corresponding 
default probabilities in equation (3.4) will be underestimated, which implies that 
the predicted prices of corporate bonds will be too high and thus predicted yields 
spreads will be underestimated. This accounts for EHH's finding that the LS 
model generates a sizeable number of underprediction in yield spreads. 
3.2.4 Coupon bearing bonds under the LS model 
For the LS model, however, coupon bearing bond can be treated as a portfolio of 
zeros. The price of a coupon bearing bond is just the sum of all individual zero 
coupon bonds, i.e. 
尸(]/o，X, = D{ti) . . [1 - ujQiVo, Xi, Hi, U), (3.5) 
i=l 
Xc c and = ==…=知一 1 二了， Xyv = ^ ( 1 + - ) , 
where we have N coupon paying dates of {亡丄，亡2，... 亡yv} and t^ = T. With this 
nice property, since the price of each zero is overestimated, so does their sum. 
Hence, the predicted yield spreads are again underpredicted. 
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3.3 Implications of other proxies 
We have shown that the proxy for firm value leads to an underprediction in yield 
spreads. This matches with the EHH's findings that structural bond pricing 
models produce a sizable amount of underpredictions in yield. Apart from this 
finding, EHH observe that barrier dependent models, like LT, LS and CDG mod-
els, tend to overpredict yield spreads on average. We now offer an explanation 
on this issue. 
We give evidences that these phenomena are due to the uses of proxies for 
default barrier and asset payout ratios. With these two proxies together, predicted 
yield spreads may be projected upwards to offset the effect of overestimation in 
firm value. This ultimately produces a distorted picture of overprediction in 
yield spreads on average. Specifically, the proxy for firm value is the key bias for 
the firm which pays little or no dividend in a particular year. For firms paying 
dividend, the proxy for asset payout ratio becomes the key bias since we have a 
high default barrier level which makes the bias generated by the proxy for firm 
value be less severe. 
EHH use the sum of reported dividend yield and share repurchase to esti-
mate equity payout ratio, which is a key component of asset payout ratio. This 
specification has two potential problems. The first concern is about the reported 
dividend yield, which is calculated by dividing annual dividends by end-of-year 
stock price. This may be nearly .true for firms paying regular and predictable 
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dividends or small amount of dividends. For firm paying an enormous amount 
of special dividend in a particular year, the corresponding figure usually exceeds 
100%. For example, data downloaded from CompuStat shows that reported div-
idend yields for USG Corporation in 1988 and Georgia Gulf Corporation in 1990 
are 668% and 282% respectively. These figures are misleading in the sense that 
future payouts will no longer be at those levels; otherwise, an arbitrage opportu-
nity exists by buying the stocks and receiving cash dividends which are greater 
than initial investments. -
Strictly speaking the reported dividend yield gives a wrong perception to 
investors. We know that the equity price should drop after a dividend payment. 
The end-of-year stock is actually the price after the dividend. If it is used as a 
denominator to compute the dividend yield, the number will be overestimated. 
For a small amount of dividend, this would not generate too much error. However, 
the bias can be significantly high for large amount of dividend payment. 
The second concern is about the stock repurchases which should not be in-
cluded in the equity payout ratio. There are many other reasons for a firm to 
repurchase its stock, including repurchasing shares as treasury stocks, supporting 
stock prices and etc. Including the stock repurchases may overstate the equity 
payout ratio. This, together with the reported dividend yield bias, would ulti-
mately overestimate the asset payout ratio substantially. The asset payout ratio 
is a parameter for some structural models. The higher the asset payout ratio the 
higher the credit risk of a firm so that the credit yield spread will be pulled up 
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Figure 3.1: Credit yields versus maturities for different values of asset payout ratios under 
the LS model 
substantially. Figure 3.1 shows the curves of credit yields versus maturities for 
different values of asset payout ratios 6 for the LS model. The parameter values 
used are 7 = 1，/i 二 8%，a = 25%, a = 0.015，P = 0.1，r = 6.5%, rj 二 4%，p 
=0.1，c = 0% and X = 0.5. Asset payout ratio are set at 0%, 5%, 10% and 
20%. From the figure, we observe that credit yields increase with asset payout 
ratios. This accounts for the finding of EHH that barrier dependent models can 
overestimate yield spreads. 
The proxy for default barrier is problematic too. Default barriers are related 
to bankruptcy code of a country, the recovery value, bankruptcy cost etc. The 
empirical study of Wong and Choi (2004) shows that the default barrier tends 
to be smaller than the total value of liabilities. Moreover, the "barrier lower 
than total liability" assumption is usually adopted in practice. For instance, the 
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Moody's KMV methodology, see Crosbe and Bohn (1993), sets the barrier as the 
default point, short-term debt plus half of the long-term debt, which is indeed less 
than the total liabilities. In our empirical study, we will show that a consistent 
choice of default barrier would lead to a better estimate of corporate bond price. 
Combining the results, we learn that these proxies provide us distorted pic-
tures on the performances of different structural bond pricing models. For barrier 
independent models, like Merton and Geske, overestimation in market value of 
assets is the dominated effect in underestimating credit risk. This leads to under-
predictions in yields. For barrier dependent models, like LT, LS and CDG models, 
overestimation in market value of assets is less severe but still significant for firm 
paying little dividends. The biases of proxies for asset payout ratio and default 
barrier dominate when the firm pays a relatively large amount of dividends. In 
fact, the above claim is supported by observing larger standard deviations in 






Maximum Likelihood Estimation 
Since we have seen that the proxy for market value of assets generates errors, we 
employ another method to estimate market value of assets. We follow the idea 
of Duan (1994) to employ maximum likelihood estimator (MLE) approach. This 
approach has been used to estimate firm values and asset volatilities to access 
default probabilities. However, it is the first time to implement this scheme in 
testing corporate bond pricing models. For barrier dependent models, we view 
equity as a down-and-out call option on the firm value and derive the MLE 
approach for parameter estimation. In the last part of this chapter, we use a 
simulation to verify our approach prior to the empirical study. 
4.1 The MLE approach for the Merton model 
The MLE approach to estimate asset volatilities for the Merton model default 
probability has been proposed by Duan (1994). Recently, Duan, Gauthier, Si-
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monato and Zaanoun (2003) extend this framework to have survivorship con-
sideration. We do not include the survivorship consideration in our estimation 
process and the reasons will be given later. 
The parameters of interest are the asset drift ji and asset volatility a. By 
Duan (1994), the likelihood function is 
丄 ( " ’ … = - ln[y • iV((ii)k=vJ}, (4.1) 
where N{') is the cumulative distribution function for a standard normal random 
variable. Vi and Vi denote the asset price and log of asset price at time ti respec-
tively. The explicit expressions of g(-) and di are given in Appendix 2, where we 
also present a detailed formulation. 
/ 
We numerically search for appropriate values of parameters such that the 
likelihood function (4.1) is maximised, subject to a constraint that market values 
of equities equal to the call option pricing formula on the underlying assets V 
with asset volatility <7，i.e., 
maxLf^ , cr) s.t. VE{U) = C{ti, Vi, a), V i = 1,2, • • •, n. 
/i’<T 
This gives us estimates for the parameters fj, and a. To retrieve firm values, we 
numerically search for the values of Vi which satisfy the call option formula with 
the estimated volatilities and interest rates. 
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4.2 The MLE approach for the barrier depen-
dent models 
For barrier dependent models, we formulate another likelihood by using an ap-
propriate form of density function of In Vt and equity pricing equation. 
Following the idea of Wong and Choi (2004), market value of equity is treated 
as a down-and-out call (DOC) option instead of a standard call option. The 
explicit form of a DOC option can be found in Appendix 3. For the density 
function of log of asset price, it can be found in Rubinstein and Reiner (1991) as 
= 巧-”i_i)—e2”("-”'-iV …i + —2/1)， （4.2) 
where ip{x) = +义、) exp { � : - ( " : 愁二 - } ’ h is equal to log of default 
barrier H and rj can be found in Appendix 3. 
In our estimation process, the function 没'(.|.) takes the form as (4.2) if the 
underlying asset value is larger than the barrier and zero otherwise. Given the 
explicit form of a DOC option, we can calculate the delta, A(V'), by differenti-
ating the pricing formula of a DOC option with respect to V. Following similar 
methodology as above, we obtain the log-likelihood function as 
L'{fi,a) = j 2 { \ n g ' { v i \ v i - i ) - l n [ F - ( 4 . 3 ) 
i=2 
and we estimate parameters by solving the following optimisation problem: 
maxI/(M，a) s.t. Vsiti) = DOC(U,V^,a), V i = 1，2，•..，n. 
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After that, we obtain estimates of the parameters /i and a for the LS model. We 
again drop the asset drifts but use the estimated asset volatilities and interest 
rates to calculate the values of Vi inversely through the constraint. 
4.3 Survivorship consideration 
In many empirical studies, like ours, the sample firms are survival companies. 
This leads to a survivorship bias in estimation. Hence, an extension that in-
cludes survivorship consideration is proposed by Duan, Gauthier, Simonato and 
Zaanoun (2003). They find that the estimation without survivorship considera-
tion leads to an upward bias on the asset drift but has nearly no impact on the 
asset volatilities and hence the firms' asset values. 
The survivorship consideration is important by its own right but it is irrel-
evant for the purpose of testing corporate bond pricing models. This feature is 
suitable for models with early default in each refinancing points so that it is not 
applicable for the original Merton model. The inclusion of survivorship consid-
eration only affects the accuracy of asset drift term, but not asset volatilities. 
Hence, it is a major component for calculating actual default probabilities, but 
not for corporate bond pricing. We recognise that structural models value corpo-
rate bonds under the risk neutral world where assets should have the same drift, 
the risk-free interest rate. 
36 
4.4 Simulation tests 
We construct a simulation to verify the performance of the estimation scheme. In 
this simulation exercise, we use r 二 6.5%, /i = 8%, a = 0.25 and initial firm value 
of 1. One year (260-day) sample paths are generated according to the Black-
Scholes dynamics. We consider four values of debt maturities T. They are 2, 5， 
10 and 20 years. The face value of the debt X takes three values, 0.3，0.5 and 
0.7, representing different leverage level (or creditworthiness) of a company. The 
higher the face value, the lower the credit quality of the firm. For the case of 
testing the Merton model, we compute market values of corporate equities by the 
standard call option formula. However, for the case of testing the LS model, we 
use down-and-out call option formula in Appendix 3 to calculate market values 
of equities. 
Under each scenario, we suppose the extended Merton model and LS model 
are correct frameworks to price corporate bonds in a virtual economy. This 
simulation, on one hand, attempts to show that the proxy would lead to a wrong 
message that the models overprice corporate bonds. On the other hand, we would 
like to check the performance of MLE. Therefore, we compute prices of bonds with 
the generated firm values by using both models. These corporate bond values 
are regarded as market observable bond prices. The remaining procedures are 
summarised as follows. 
1. The extended Merton model.with K == X and a; = 0 
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(a) Use the market values of equities obtained by standard call option 
formula and the method of MLE to back out the asset volatilities and 
the implied market values of assets, then plug them into the extended 
Merton model to find out the predicted prices and credit yield spreads. 
(b) Use the proxy to find estimates of market values of assets, and the 
relationship (jg = cr” 癸譜 i to find out the 150-day historical asset 
volatilities, and then use these estimates to find out the predicted 
prices and credit yield spreads. These steps follow the approach of-
EHH exactly. 
2. The LS model with H = X smd u = 51.31% 
(a) Use the market values of equity obtained by down-and-out call option 
formula and the method of MLE to back out the asset volatilities and 
the implied market values of assets, then plug them into the LS model 
to find out the predicted prices and credit yield spreads. 
(b) Use the proxy to find estimates of market values of assets, and the 
relationship (jg 二〔”癸！^  2 to find out the 150-day historical asset 
^St and Vt denote the market value of equity obtained by standard call option formula and 
assets at time t respectively, while cr„ and cTg denote volatility of assets and equity at time t 
respectively. 
^St and Vt denote the market value of equity obtained by down-and-out call option formula 
‘* 1 and assets at time t respectively, while cry and ae denote volatility of assets and equity at time 
t respectively. • 
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volatilities, and then use these estimates to find out the predicted 
prices and credit yield spreads. These steps follow the approach of 
EHH exactly. 
We then compare the credit yield spreads and bond prices obtained from proxy 
and MLE approaches for each model. 
4.5 Simulation results 
The results of simulation for the Merton model and the LS model are given in 
Table 4.1 and Table 4.2 respectively, we present the results as the percentage 
errors in prices, yields and yield spreads (comparing with true prices, yields and 
yield spreads respectively) by using MLE and proxy approach. Percentage errors 
in prices are calculated by predicted prices minus actual prices, and then divided 
by actual prices, hence a positive number indicates that price is overpredicted. 
The calculation and interpretation of percentage errors in yields and yield spreads 
are the same. 
4.5.1 Simulation results for the Merton model 
Table 4.1 shows that average percentage errors in prices and yields of MLE ap-
proach are very close to zero, regardless of coupon rate, maturity and leverage 
level. This indicates that the MLE approach does a good job in estimating firm 
values and volatilities for the Merton model, implying a perfect performance to 
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Table 4.1: Simulation results for the Merton model by using MLE and proxy to 
estimate market values of assets 
by MLE approach: by proxy approach: 
% error % error % error % error % error % error 
in prices in yields in spreads in prices in yields in spreads 
Characteristics Mean Mean Mean Mean Mean Mean 
(S.D.) (S.D.) (S.D.) (S.D.) (S.D.) (S.D.) 
Panel A: Different levels of coupon rate: 
c = 0% 0.06% -0.10% -4.14% 1.37% -2.53% -93.22% 
(0.10%) (0.18%) (3.08%) (2.04%) (5.48%) (12.81%) 
c = 8% 0.03% -0.09% -4.09% 0.75% -2.35% -92.28% 
(0.05%) (0.18%) (3.96%) (1.26%) (5.64%) (14.64%) 
Panel B: Different levels of total liabilities: 
X = 0.3 0.00% -0.01% -2.92% 0.15% -0.22% -86.89% 
- (0.01%) (0.01%) (3.84%) (0.31%) (0.48%) (20.98%) 
X = 0.5 0.03% -0.05% -4.08% 0.77% -1.64% -94.68% 
(0.04%) (0.07%) (2.56%) (1.05%) (3.08%) (7.12%) 
X = 0.7 0.10% -0.22% -5.35% 2.25% -5.45% -96.69% 
(0.11%) (0.26%) (3.69%) (2.33%) (8.28%) (4.88%) 
Panel C: Different levels of time to maturities: 
T = 2 0.03% -0.15% -4.50% 0.70% -4.21% -93.77% 
(0.05%) (0.28%) (5.08%) (1.44%) (8.95%) (22.86%) 
T = 5 0.05% -0.11% -3.86% 1.18% -3.06% -95.34% 
(0.07%) (0.18%) (2.66%) (1.86%) (5.36%) (5.70%) 
T = 10 0.05% -0.07% -3.83% 1.26% -1.71% -91.83% 
(0.09%) (0.11%) (2.71%) (1.84%) (2.69%) (8.66%) 
T = 20 0.06% -0.04% -4.27% 1.10% -0.77% -90.08% 
(0.10%) (0.06%) (3.15%) (1.69%) (1.12%) (10.67%) 
Table 4-1 presents the mean and standard deviation (in percentages) of percentage errors 
in prices, yield and credit yield spreads when MLE and proxy are used for the Merton 
model with' simulation data. The percentage errors in prices are calculated as predicted 
prices minus true prices, and then divided by true prices. Similar calculations apply for 
percentage errors in yields and spreads. 
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estimate bond prices. However, if we use the proxy to estimate market values 
of assets and asset volatilities, average percentage errors in prices are positive, 
while those in yields and yield spreads are negative in all cases. This explains 
the findings of EHH and matches with the consensus that the Merton model 
overestimates bond prices or underperdicts yield spreads. 
We disaggregate the results into different categories, according to coupon 
rates, creditworthinesses and time to maturities, and the results are presented 
in Panel A, B and C respectively. We observe that the errors in prices, yields 
and yield spreads are more severe for zero coupon bonds. For the effects of total 
liabilities, the errors are more severe for bonds with high level of total liabili-
ties. Concerning the maturities of bonds, the results are mixed when considering 
errors in prices, yields and yield spreads, but it is clear that the proxy gives 
us overestimated bond prices or underestimated yields for all values of time to 
maturities. 
To illustrate these ideas graphically, we construct Figure 4.1 for the Merton 
model. Figure 4.1a plots the percentage errors of yields against debt maturities 
for all zero coupon bonds. In all figures, '0' indicates percentage error in yield 
when MLE is used, while 'x' indicates percentage error in yield when proxy is 
used. We observe that the error points of MLE locate around zero; whereas, 
those of the proxy approach are always negative. Therefore, the proxy approach 
underestimates the yield substantially while the MLE approach does a pretty 
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three graphs. Figure 4.1b, 4.1c and 4. Id plot those bonds with high, medium 
and low credit categories respectively. All these three figures further illustrate 
that errors by the proxy are more severe for low rating bonds. It is seen that 
the proxy pricing errors are the most severe for short maturity junk bonds. This 
observation matches with the findings of EHH. 
4.5.2 Simulation results for the LS model 
For the LS model, we construct a similar table, as shown in Table 4.2, and plot 
similar figures in Figure 4.2. From Table 4.2，average percentage errors in prices 
and yields of MLE approach are again very close to zero for all values of coupon 
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Table 4.2: Simulation results for the LS model by using MLE and proxy to 
estimate market values of assets 
by MLE approach: by proxy approach: 
% error % error % error % error % error % error 
in prices in yields in spreads in prices in yields in spreads 
Characteristics Mean Mean Mean Mean Mean Mean 
(S.D.) (S.D.) (S.D.) (S.D.) (S.D.) (S.D.) 
Panel A: Different levels of coupon rate: 
c = 0% 0.07% -0.09% -0.73% 5.46% -5.95% -51.57% 
(0.13%) (0.21%) (2.76%) (7.54%) (9.79%) (39.53%) 
c = 8% 0.06% -0.10% -0.63% 4.32% -6.58% -55.01% 
(0.11%) (0.22%) (0.93%) (6.90%) (10.46%) (39.50%) 
Panel B: Different levels of total liabilities: 
X = 0.3 0.01% -0.01% -0.88% 2.29% -2.53% -69.45% 
, (0.02%) (0.02%) (3.29%) (2.76%) (2.65%) (25.52%) 
X = 0.5 0.04% -0.06% -0.50% 6.24% -8.84% -64.69% 
(0.05%) (0.08%) (0.90%) (5.04%) (7.57%) (25.77%) 
X = 0.7 0.13% -0.21% -0.67% 6.14% -7.42% -25.74% 
(0.18%) (0.33%) (1.03%) (10.72%) (14.91%) (47.22%) 
Panel C: Different levels of time to maturities: 
T = 2 0.04% -0.15% -1.31% 2.88% -8.19% -74.88% 
(0.10%) (0.34%) (3.91%) (6.90%) (15.49%) (45.48%) 
T = 5 0.06% -0.11% -0.69% 4.37% -7.06% -61.68% 
(0.13%) (0.21%) (0.83%) (7.38%) (9.99%) (39.11%) 
T = 10 0.07% -0.07% -0.44% 5.77% -5.64% -45.96% 
(0.13%) (0.13%) (0.56%) (7.34%) (6.51%) (31.79%) 
T = 20 0.07% -0.05% -0.28% 6.53% -4.16% -30.65% 
(0.12%) (0.09%) (0.40%) (6.87%) (4.56%) (23.64%) 
Table 4-2 presents the mean and standard deviation (in percentages) of percentage 
errors in prices, yield and credit yield spreads when MLE and proxy are used for the LS 
model with simulation data. The percentage errors in prices are calculated as predicted 
prices minus true prices, and then divided by true prices. Similar calculations apply 
for percentage errors in yields and spreads. 
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rate, maturity and leverage level. This indicates that the MLE approach does 
a good job for the LS model. Furthermore, we observe that average percentage 
errors in yield spreads for the LS model are significant less than those for the 
Merton model, this supports us to test the LS model empirically to see if there 
is an improvement of incorporating an early default barrier in a structural bond 
pricing model. 
To further investigate the performance of the LS model, we disaggregate the 
_ results into three panels, according to coupon rates, total liabilities levels and 
time to maturities. We again find that the errors are more severe for zero coupon 
bonds. For the effects of total liabilities levels, we do not observe a monotonic 
relation between errors and total liabilities, this questionable observation will be 
explained when we look at the figures. Lastly, the severities of errors decrease 
with time to maturities, which matches with the consensus on performances of 
structural bond pricing models. 
Figure 4.2 shows the results for the LS model. In all figures, '0' indicates per-
centage error in yield when MLE is used, while 'x' indicates percentage error in 
yield when proxy is used. Figure 4.2a plots the percentage errors of yields against 
debt maturities for all zero coupon bonds. We see that the error points of MLE 
locate around zero; whereas, most points of the proxy approach are negative. 
Therefore, the proxy approach underestimates the yield while the MLE approach 
does a good job. We further disaggregate bonds into different credit categories. 
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Figure 4.2: Percentage errors in yields for the LS model when MLE and proxy are used 
highest level of total liabilities. In Figure 4.2b and 4.2c, we observe that proxy 
always leads to underpredicted yields, while MLE gives us correct yields. In 
Figure 4.2d, which representing low credit rating bonds, we see that there are 
some points with positive percentage errors in yields. This offsets some effects 
of underprediction of yields and explains why average percentage error in yield 
for low rating bonds is less severe than that of medium rating bonds. The above 
situation may partly account for EHH's result that the LS model overpredicts 
yields by using proxy to estimate market values of assets, while it is theoretically 
proven to be underpredicted. 
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Results obtained from our simulation further assure that the proxy approach 
to estimate market values of assets is inappropriate. As proven theoretically, the 
Merton model and the LS model generate an overpredicted price if we use the 
proxy approach to estimate market value of assets. We here provide a replication 
of EHH's results without going into details of empirical data. This simulation 
exercise enables us to obtain an expected result that both models overpredict bond 
prices if we use proxy for market value of assets. Say differently, even though we 
have a correct corporate bond pricing model, we still overprice corporate bonds if 
the proxy is used. This hidden bias against structural models in security valuation 
has been mentioned in Wong and Choi (2004). However, we are the first one 





Evidences supporting our claim are in theoretical basis and simulation basis so far. 
To gain empirical evidence, we carry out an empirical study to see if structural 
bond pricing models predict corporate bond prices correctly. Before discussing 
the results, criteria of bond selection and methods of estimating the required 
parameters will be provided. In our empirical test, we compare the performances 
of proxy and the MLE approaches, as well as discuss which model performs the 
best under different situations. 
5.1 Criteria of bond selection 
Following the idea of EHH, we choose those bonds with simple capital structures 
and sufficient equity data. Bond prices on the last trading day of each December 
for the period 1986-1996 can be obtained in the Fixed Income Database. We 
choose non-callable and non-putable bonds issued by industrial and transporta-
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tion firms. Furthermore, we exclude bonds with matrix prices and those with 
maturities less than one year. There are nearly 7,000 bonds that meet these 
criteria. 
In order to have simple capital structures, we choose firms with only one or two 
public bonds. Also, we exclude sinkable and subordinated bonds. Next, we use a 
Moody's product, Rating Interactive, to further study the characteristics of the 
firms. We choose firms with organisation type as corporation and exclude those 
firms with non-US domicile. Furthermore, we exclude those firms with broad 
industry as finance, real estate finance, public utility, insurance and banking. We 
have 2,033 bonds on hand. 
Lastly, we use Datastream to download the market values of equity between 
1986 and 1996. Also, we use CompuStat to download total liabilities and re-
ported dividend yields throughout this period. By matching all available data 
and excluding some firms that are acquired, our sample at last contains 807 bonds 
issued by 171 firms. 
Some summary statistics of these bonds can be found in Table 5.1. Panel A 
shows the mean, standard deviation, minimum, median and maximum of time 
to maturities, coupon rates, yield-to-maturity, Moody's ratings, S&P ratings, 
market capitalisations and total liabilities. Our sample contains bonds with ma-
turities ranging from one year to fifty years, with average equals ten. This large 
difference in maturities enables us to study the performances of different struc-
tural bond pricing models on different maturities. Also, our sample covers zero 
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Table 5.1: Summary statistics of the bonds in empirical study 
Panel A: Summary statistic of the bonds 
Characteristics Mean S.D. Minimum Median Maximum 
Time to maturity (T) ^ ^ L04 ^ 49.95 
Coupon rate (c) 8.20 1.52 0 8.5 15 
Yield-to-maturity {y) 7.68 1.54 3.94 7.48 22.49 
Moody's ratings 7.24 2.73 2 7 24 
S&P ratings 6.99 2.67 2 7 16 
Market capitalisation (MV) 7450.66 10733.12 230.55 3428.44 95983.1 
Total liabilities {X) 5151.77 10728.75 113.6 2324.49 150424.59 
Panel B: Summary statistic of the bonds 
Observation Number T c y Moody's S&P - MV X 
year of bonds 
1986 ^ 1 1 . 4 7 ~ ^ ^ ^ ^ 4 4 7 9 . 6 8 4 6 2 2 . 7 4 
1987 29 10.46 9.18 9.55 5.93 5.93 6309.20 5575.82 
1988 ‘ 47 8.08 9.07 10.02 6.45 6.26 5286.23 9584.63 
1989 52 8.48 9.11 8.93 6.69 6.46 6355.56 8661.61 
1990 49 9.26 9.16 9.14 6.31 6.27 8371.26 10086.37 
1991 68 10.89 8.91 7.47 6.46 6.25 8573.71 5124.63 
1992 77 10.19 8.43 7.38 7.25 6.77 6892.26 4050.76 
1993 94 10.21 7.67 6.41 7.30 6.90 7572.97 4120.06 
1994 99 9.62 7.75 8.72 7.55 7.17 7752.24 4518.75 
1995 138 10.02 7.63 6.40 7.66 7.43 8107.86 4203.99 
199 6 134 10.23 7.55 7.05 8.07 7.95 7754.13 3231.63 
Table 5.1 presents the summary statistics of the bonds in our empirical study. 
Panel A shows the mean, standard deviation (S.D.), minimum, median and maximum 
of time to maturity (measured in years), coupon rate (measured in %), yield-to-maturity 
(measured in %), Moody，s rating, S&P rating, market capitalisation (measured in $ 
millions) and total liabilities (measured in $ millions). Panel B segregates the sample 
according'to observation years. For the Moody，s rating, 1 stands for Aaa+, 2 stands 
for Aaa and etc. For the S&P ratings，1 stands for AAA+, 2 stands for AAA and etc. 
For both rating systems, 24 stands for NR, meaning the bond is not rated. 
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coupon bonds and bonds with high coupon rates, at a maximum of 15%. The 
range of yield-to-maturity is also very wide, from 4% to 22.5%. These make the 
analysis more complete. The bonds in the sample are in a large credit spec-
trum. Most bonds are rated as investment grade by Moody's and S&P and some 
are junk bonds. These large discrepancies in ratings allow us to check the per-
formances of structural bond pricing models for different creditworthinesses of 
companies. Lastly, our sample includes different sizes of firms, with a minimum 
of US$ 231 millions of market capitalisation, to a maximum of US$ 96 billions. 
Total liabilities of these firms also vary very much, from US$ 114 millions to a 
maximum of US$ 150 billions. 
Panel B shows the mean of time to maturities, coupon rates, yield-to-maturity, 
Moody's ratings, S&P ratings, market capitalisations and total liabilities in each 
observation year from 1986 to 1996. We see that the mean of Moody's and S&P 
ratings are quite stable. However, the mean of time to maturity, coupon rate 
and yield-to-maturity change a lot, ranging from 8 to 11.5，7.55 to 9.75 and 
6.4 to 10 respectively, in these 11 observation years. This enables us to check 
the performances of these structural bond pricing models in different economic 
circumstances. 
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5.2 Parameters of models 
In this section, we describe our estimation procedures of the required parame-
ters in each structural bond pricing model being tested. In fact, we mostly follow 
EHH's methodologies, except market values of assets, asset volatilities, asset pay-
out ratios and default barriers. We have so far discussed that using proxies to 
estimate these parameters are inappropriate, we suggest a more appropriate and 
consistent method to estimate these parameters in the following parts. 
5.2.1 Firm specific parameters 
There are some firm specific variables that are used in these structural bond 
pricing models, they are market values of assets V, asset volatilities cr, total 
liabilities X, asset payout ratio 6 and default barrier. 
For the purpose of comparing the empirical results of using proxy and MLE 
approach, we use both approaches to estimate market values of assets and asset 
volatilities. In our MLE approach, for each bond, we collect one-year time series of 
market values of equities from Datastream, and then use the likelihood functions 
as stated by equation (4.1) and (4.3) to estimate market value of assets and asset 
volatility for the Merton model and the LS model respectively. For the CDG 
model, as there is no corresponding equity function that incorporates stationary 
leverage ratio, the best choice is also the likelihood function as stated by equation 
(4.3). Under the proxy approach, we estimate the market values of assets by the 
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sum of market values of equities and the corresponding total liabilities. Total 
liabilities can be found directly in CompuStat. The asset volatilities are estimated 
by the relationship == 癸籍，where St and Vt denote the market values of 
equity downloaded from Datastream and market values of assets estimated by the 
proxy at time t respectively, while a” and cTg denote asset volatility and historical 
equity volatility at time t respectively. 150-day historical equity volatilities, as 
used by EHH, are chosen as inputs to calculate asset volatilities. 
The variable asset payout ratio means the payouts by the firm. Our version 
of asset payout ratio is calculated by leveraging the equity payout ratio, that is, 
multiplying-the equity payout ratio by the corresponding market value of equity, 
and then dividing by market value of assets. In the calculation of asset payout 
ratio, we calculate the corresponding values for the proxy and MLE approach, 
by plugging market values of assets estimated by proxy and MLE approach re-
spectively. As mentioned in the previous chapter, traditional reported dividend 
yields are upward biased. Our version of equity payout ratio is calculated by the 
annual dividends received D, and then divided by the sum of annual dividends 
and end-of-year market value of equity. Mathematically, 
, D VE 
— D + VEV' 
Our version of equity payout ratio eliminates the problem of upward bias and it is 
a more consistent approach. Actually, the transformation of traditional dividend 
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yield q into our version of dividend yield is easy, it can be calculated by: 
D 二 D/VE 二 q 
D + VE — D/VE + 1 二 
Since we use the extended Merton model, we need to specify the default barrier 
K, which is equal to face amount of total liabilities. For the LS model and the 
CDG model, default barrier H is equal to recovery rate times its face value of 
total liabilities. 
We argue that the actual default barrier should lie somewhere in between 
total liabilities and recovery rate times total liabilities. First of all, we recognise 
that the barrier is a protection for bondholders and thus we should focus on their 
viewpoints. If the barrier level is greater than or equal to face amount of total 
liabilities, bondholders should not force the company to default because the com-
pany is still able to repay its promised payment in full. However, if it is forced to 
declare bankruptcy, bondholders should pay bankruptcy costs, which implies they 
receive less. If the barrier is less than face amount slightly, bondholders should 
again wait because there are possibilities that the firm value goes up in the future. 
Given the benefit of possibilities of receiving full promised payment in the future 
is greater than benefit of receiving a partial payment immediately, bondholders 
are not optimal to force the company to declare bankruptcy. However, this benefit 
diminishes as the default barrier goes down because the chance of firm value goes 
above total liabilities decreases. Hence, bondholders should strive the balance 
between chance of recovery of firm and cost of forcing bankruptcy. Nevertheless, 
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there is a lower bound for default barrier. The LS model and the CDG model 
assume that bondholders will receive recovery rate times its promised payment 
once default occurs. It is clear that the default barrier should be at least greater 
than the recovery value of bondholder. 
The above arguments show that default barrier should be set somewhere be-
tween recovery rate times total liabilities and total liabilities. For simplicity, we 
consider the extreme case that once the market value of assets touches the bar-
rier, all the values go to the bondholders and thus the default barrier is equal to 
recovery rate times total liabilities. 
5.2.2 Interest rate parameters 
The Merton model assumes a constant interest rate, which is equal to the the 
instantaneous interest rate, and we follow EHH to fit the Nelson-Siegel (1987) 
model. The LS model and the CDG model assume stochastic interest rates, which 
follow the Vasicek (1977) model. There are four parameters in the Vasicek (1977) 
model, they are the target interest rate 9, the speed of mean reversion the short 
rate r and the interest rate volatility rj. We use the Constant Maturity Treasury 
yield data, which contains yields of different maturities on every particular date 
and can be found in the Federal Reserve Board's H15 release, to fit the above 
models and estimate the required parameters. 
For the Merton model, we fit the Nelson-Siegel (1987) model, that is, we choose 
the best set of { "o，A，A，<^ i } to minimise the sum-of-squared-error between 
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predicted yields and actual yields. The predicted yield is given by 
1 — e 一 ,它 
T 
where r is the time to maturity. 
For the LS model and the CDG model, interest rates are assumed to follow the 
Vasicek (1977) model. Our estimation aims at choosing the best set of parameters 
{ a , T], T } to minimise the sum-of-squared-error between predicted yield and 
actual yield. The predicted yield is given by 
. _ _ e-曰丁 - 1 _ _ 1 r . 
狄 - 一 — - -到 p 十 ; 厂 
where r is the time to maturity. 
As the market values of assets have been estimated by both MLE and proxy 
approach, asset returns can be calculated under each approach. On the other 
hand, we can calculate the changes in interest rates and thus the correlation 
coefficients p between asset returns and changes in interest rates under MLE and 
proxy approach. In our estimation process, we choose one year data to calculate 
correlation coefficients between asset returns and changes in interest rates. 
5.2.3 Stationary leverage process parameters 
For the parameters in stationary leverage process, we again estimate two sets 
of parameters under MLE and proxy approach. In our estimation process, we 
consider the stationary leverage process under physical measure. By considering 
the asset price process indicated in (2.1), log-default threshold process indicated 
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in (2.9) and using Ito's lemma, we obtain the process of log-leverage, In Lt = 
In Vt - kt, as 
din Lt = [/i + Az/ + A((/>rt - In Lt)] dt + adWu, (5.1) 
D = {iy-(l)d)-{5 + ay2)/X. 
By using default barrier, market values of assets estimated by MLE and proxy 
approach, one-year time series of log of leverage ,ln Lt, are obtained. Asset drifts 
/i are calculated by the mean daily return of assets. Daily interest rates can be 
estimated by using minimisation technique described before. Then, we search 
for the best set of parameters { X,L^,(f) } to minimise the sum-of-squared-error 
between actual differences in log of leverage and predicted differences in log of 
leverage. Predicted differences in log of leverage are calculated by using equation 
(5.1). 
In the EHH's empirical studies, they used ten-year monthly data to estimate 
these parameters. We agree that using more data improves accuracy, but it comes 
at a cost of assuming parameters do not change throughout the period. Also, 
using more information leads to an unfair comparison among different structural 
bond pricing models. One may argue that parameters of stationary leverage ratio 
do not change so much as they approach to long-run values. However, we observe 
that there were many cases of mergers and acquisitions, or even spin-offs in the 
past and this trend may continue in the future. It is hard to realize that these 




Our empirical exercise tries to estimate these parameters by using one-year 
data, which is consistent to estimation of other parameters. In such a short period 
of time, we expect that the parameters do not change so much. However, we do 
not obtain a very stable result even if we try other estimation methodologies. 
Hence, it is hard to determine the length of past data to estimate the parameters 
in stationary leverage process and it may be a future research topic. 
5.2.4 Bond specific parameters 
Coupon rate c and maturity T of the bonds can be found directly in Fixed 
Income Database. By considering the observation date and time to maturity, we 
can calculate number of coupons remaining N. 
For the recovery rate u of bond, Altman and Kishore (1996) show that the 
recovery rates for senior secured and senior unsecured debt are about 55% and 
48% respectively. Keenan, Shtogrin and Sobehart (1999) conduct a research on 
recovery rates and find that the average recovery rate is 51.31% of face value. We 
follow the idea of EHH to take recovery rate at 51.31% of face value. This recovery 
value of bond is incorporated in the LS model and the CDG model, but not in 
the original Merton model, which assumes a full recovery once default occurs. In 
the extended Merton model proposed by EHH, recovery rate is considered. As 
our aim is to compare the performances of using proxy and MLE to estimate the 
market values of assets and asset volatilities, we use extended Merton model. In 
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addition, we set the recovery rate as 51.31% for all structural models considered. 
5.3 Empirical results 
The empirical results for the Merton, the LS model and the CDG model by 
using MLE and proxy approach are given in Table 5.2. We present the results as 
the percentage errors in prices, percentage errors in yields and yield differences. 
Percentage errors in prices (or yields) are calculated by predicted prices (or yields) 
minus actual prices (or yields), and then divided by actual prices (or yields), hence 
a positive number indicates that price (or yield) is overpredicted. Yield differences 
are calculated by subtracting actual yields from predicted yields, so, a positive 
number means that yield is overpredicted. 
The results are further disaggregated by different rating classes and maturities 
and are presented in Table 5.3 and Table 5.4 respectively. We categorise different 
ratings and maturities into three classes. For rating, bonds rated A or above are 
classified as high rating bonds, bonds with BBB ratings are classified as medium 
rating bonds and the rest are classified as low rating bonds. For maturity, we 
use 5 years and 15 years to separate bonds into short, medium and long maturity 
bonds. 
As we have pointed out, the proxy leads to underprediction in yields, we plot 
three figures to compare the performances between the proxy approach and the 
MLE approach. The resultant figures can be found in Figure 5.1，Figure 5.3 and 
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Figure 5.5，which are corresponding to the Merton model, the LS model and the 
CDG model respectively. Each point in the graph is calculated by subtracting 
actual yield from predicted yield. Hence, if a point lies in the negative region, it 
is underpredicted. 
To illustrate the performances of the Merton model and the LS model for 
. bonds with different ratings and maturities, Figure 5.2 and Figure 5.4 are pro-
vided. In each figure, we plot three graphs for high, medium and low rating bonds. 
All bonds rated A or above are classified as high rating, all bonds rated BBB are 
classified as medium rating and the rest are classified as low rating bonds. 
5.3.1 Empirical results for the Merton model 
The overall performance for the Merton model can be found in Table 5.2. We 
see that average percentage error in pricing for the proxy approach is 7.22%, 
which is significantly positive. The average percentage error in yield for the 
proxy approach is -15.17%, which is significantly negative. However, for our MLE 
approach, the average percentage errors in pricing and yield are 2.37% and -1.82% 
respectively, which are nearer to zero. Hence, the problem of overprediction in 
prices or underprediction in yield is less severe if we use a more appropriate way 
to estimate market values of assets and asset volatilities and this may show that 
structural bond pricing models are not too unrealistic. 
If we look at average yield difference, the result is similar. The MLE approach 
gives us an average value of prediction errors in yields at -3 basis points for the 
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Table 5.2: Overall empirical results for the Merton model, the LS model and the 
CDG model by using MLE and proxy approach 
Method of Mean percentage Mean percentage Mean yield 
estimation error in prices error in yields differences 
(Standard deviation) (Standard deviation) (Standard deviation) 
Panel A: Empirical results of different models by using MLE approach: 
Merton 2.37% -1.82% -0.03% 
(8.78%) (35.34%) (3.21%) 
LS 3.57% -4.38% -0.28% 
(6.15%) (14.43%) (1.29%) 
CDG 5.71% -12.19% • -0.98% _ 
(7.05%) (17.81%) (1.68%) 
Panel B: Empirical results of different models by using proxy approach: 
Merton - 7.22% -15.17% -1.26% 
(6.12%) (10.45%) (1.07%) 
LS 6.19% -9.45% -0.73% 
(5.53%) (8.69%) (0.92%) 
CDG 5.40% -10.83% -0.87% 
(8.22%) (21.53%) (2.06%) 
Table 5.2 presents the mean and standard deviation (in percentages) of percent-
age errors in prices, percentage errors in yields and yield differences. Panel A shows 
the results of the Merton model, the LS model and the CDG model by using MLE 
approach to estimate market values of assets, while Panel B shows those results by 
using the proxy. The percentage errors in prices are calculated as predicted prices 
minus actual prices, and then divided by actual prices. Similar calculations apply for 
percentage errors in yields. For the yield differences, each observation is calculated by 
subtracting actual yield from predicted yield. 
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Table 5.3: Empirical results for bonds with different ratings for the Merton model, 
the LS model and the CDG model 
by MLE approach: by proxy approach: 
% error % error Yield % error % error Yield 
in prices in yields differences in prices in yields differences 
Characteristics Mean Mean Mean Mean Mean Mean 
(S.D.) (S.D.) (S.D.) (S.D.) (S.D.) (S.D.) 
Panel A: Empirical results for the Merton model: 
High ratings 2.69% -3.83% -0.27% 6.42% -13.38% -1.07% 
(8.12%) (31.37%) (2.45%) (4.90%) (9.56%) (0.76%) 
Medium ratings 3.37% -4.69% -0.22% 7.86% -17.11% -1.36% 
(8.24%) (27.94%) (2.67%) (4.93%) (7.53%) (0.69%) 
Low ratings -6.43% 40.13% 4.32% 16.71% -34.26% -3.58% 
(14.38%) (73.82%) (8.39%) (14.04%) (12.95%) (2.62%) 
Panel B: Empirical results for the LS model: 
High ratings 3.11% -3.62% -0.22% 5.34% -7.61% -0.56% 
(5.66%) (12.87%) (1.06%) (4.05%) (6.63%) (0.47%) 
Medium ratings 4.24% -6.04% -0.36% 6.95% -11.53% -0.84% 
(5.76%) (13.56%) (1.20%) (4.50%) (7.54%) (0.63%) 
Low ratings 7.90% -9.23% -0.86% 15.94% -28.79% -2.88% 
(11.17%) (30.51%) (3.24%) (13.54%) (13.82%) (2.65%) 
Panel C: Empirical results for the CDG model: 
High ratings 5.19% -11.33% -0.90% 4.68% -9.73% -0.77% 
(5.57%) (13.95%) (1.11%) (6.89%) (16.11%) (1.33%) 
Medium ratings 6.23% -14.60% -1.14% 5.98% -12.87% -0.98% 
(5.18%) (11.18%) (0.95%) (7.62%) (21.03%) (1.85%) 
Low ratings 11.42% -15.54% -1.49% 13.89% -19.30% -2.03% 
(19.94%) (54.58%) (5.91%) (18.36%) (60.18%) (6.69%) 
Table 5.3 presents the mean and standard deviation (in percentages) of percentage er-
rors in prices, percentage errors in yields and yield differences by using MLE and proxy 
approach. Panel A, B and C show the results for the Merton model，the LS model and the CDG 
model respectively. The percentage errors in prices are calculated as predicted prices minus 
actual prices, and then divided by actual prices. Similar calculations apply for percentage 
errors in yields. For the yield differenc.es, each observation is calculated by subtracting actual 
yield from predicted yield. 
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Table 5.4: Empirical results for bonds with different maturities for the Merton 
model, the LS model and the CDG model 
by MLE approach: by proxy approach: 
% error % error Yield % error % error Yield 
in prices in yields differences in prices in yields differences 
Characteristics Mean Mean Mean Mean Mean Mean 
(S.D.) (S.D.) (S.D.) (S.D.) (S.D.) (S.D.) 
Panel A: Empirical results for the Merton model: 
Short maturity -1.24% 6.78% 0.80% 3.76% -18.18% -1.52% 
(9.84%) (59.09%) (5.40%) (2.85%). (13.86%) (1.31%) 
Medium maturity 2.63% -4.83% -0.32% 7.23% -14.18% -1.16% 
(7.00%) (16.78%) (1.44%) (6.03%) (8.36%) (1.02%) 
Long maturity 7.16% -7.34% -0.56% 12.41% -13.07% -1.09% 
(8.65%) (10.94%) (0.97%) (6.29%) (7.92%) (0.66%) 
Panel B: Empirical results for the LS model: 
Short maturity 2.70% -5.88% -0.35% 3.89% -10.62% -0.79% 
(4.05%) (18.63%) (1.64%) (2.77%) (9.63%) (0.98%) 
Medium maturity 4.00% -4.66% -0.32% 6.58% -9.66% -0.75% 
(5.97%) (12.06%) (1.11%) (5.96%) (8.54%) (0.98%) 
Long maturity 3.85% -1.44% -0.07% 8.67% -7.17% -0.58% 
(8.63%) (12.02%) (1.04%) (6.22%) (7.04%) (0.58%) 
Panel C: Empirical results for the CDG model: 
Short maturity 2.98% -14.62% -1.13% 2.60% -11.79% -0.92% 
(5.25%) (24.77%) (2.43%) (6.11%) (31.28%) (3.07%) 
Medium maturity 6.06% -11.81% -0.96% 5.83% -11.23% -0.91% 
(7.24%) (15.13%) (1.35%) (8.10%) (15.87%) (1.49%) 
Long maturity 8.93% -9.49% -0.79% 8.53% -8.41% -0.71% 
(7.45%) (8.78%) (0.77%) (9.83%) (14.49%) (1.24%) 
Table 5.4 presents the mean and standard deviation (in percentages) of percentage er-
rors in prices, percentage errors in yields and yield differences by using MLE and proxy 
approach. Panel A, B and C show the results for the Merton model, the LS model and the CDG 
model respectively. The percentage errors in prices are calculated as predicted prices minus 
actual prices, and then divided by actual prices. Similar calculations apply for percentage 
errors in yields. For the yield differences, each observation is calculated by subtracting actual 
yield from predicted yield. 
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MLE approach, while that for the proxy approach is -126 basis points. As proven 
theoretically and in our simulation test, using the proxy leads to underestimation 
in yields, which matches with the consensus and EHH's finding on the perfor-
mance of the Merton model. We observe that the Merton model does provide 
some information by implementing a correct approach to estimate the required 
parameters. 
Some may argue that standard deviations for our MLE approach are greater 
than those for the proxy approach. However, small standard deviation, coupled 
with a wrong position of mean, tell us that the errors are more severe. We agree 
that our MLE approach may not be very precise as the standard deviations are 
quite large, but it does not generate a systematic bias and can be improved 
to increase precision. However, the proxy produces a systematic fault and it 
automatically draws a conclusion that structural bond pricing model overpredicts 
bond price. 
Figure 5.1 is provided to illustrate the inappropriate use of proxy graphically. 
Figure 5.1a shows the empirical results for the MLE approach and Figure 5.1b 
shows those for the proxy approach. The graphs show that most points lie in 
the negative region for the proxy approach while most points are crowded near 
zero for the MLE approach. This further justifies the claim of using the proxy 
leads to underprediction in yields. Our MLE approach does a pretty good job for 
long maturity bonds, with quite a number of outliers which are observed for short 
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Figure 5.1: Comparison of empirical results for the Merton model between MLE and proxy 
approaches 
bond. In fact, we can plot a yield curve against time-to-maturity implied by the 
Merton model. It is well-known that the Merton model provides us a ridiculous 
high yield for short maturity. 
To investigate the performances of the Merton model, we disaggregate the 
results of our MLE approach by different ratings and maturities of bonds. The 
top graph, the middle graph and the bottom graph in Figure 5.2 show the results 
for high, medium and low rating bonds respectively. We observe that the Merton 
model generates some points with extremely large overestimations in yields for 
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Figure 5.2: Empirical results for the Merton model for bonds with different ratings 
expected and the reasons have been explained before. 
The performances of the Merton model for different ratings and maturities 
can be found in Table 5.3 and Table 5.4 respectively. As seen from Table 5.3, 
we observe the percentage errors in prices, percentage errors in yields and yield 
differences are the smallest for high rating bonds for the Merton model. This 
implies that the Merton model works better for high rating bonds, possibly due 
to insignificant default barrier for high rating bonds. Despite the Merton model 
generates some errors for short maturity bonds, it performs quite well for medium 
and long maturity bonds. This can be justified further by looking at the figures 
reported in Table 5.4. ‘ 
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Combining the above results, we conclude that the Merton model provides 
us information for medium and long maturity high rating bonds if estimation of 
parameters has been performed correctly. 
The Geske model is an extension of the Merton model. It treats a coupon 
bearing bond as a portfolio of compound options and thus gives us an improve-
ment for long maturity coupon bearing bond. Since our empirical result shows 
that the Merton model predicts bond prices quite well for long maturity bonds, 
but it is problematic for short maturity bonds. As the Geske model converges 
to the Merton model for short maturity bond, we have the evidence that the 
Geske model provides us only a small improvement over the Merton model. On 
the other hand, the KMV methodology to calculate default risk provides us an 
insight that incorporating a default barrier may be useful. As the LS model does 
not only capture a default barrier, but also allows us to implement a sum of zeros 
approach, these lead us to check its performance. 
5.3.2 Empirical results for the LS model 
The overall performance for the LS model can also be found in Table 5.2. We 
observe that our MLE approach is again superior than the proxy approach and 
we obtain our expected result that the proxy leads to overprediction in bond 
prices. The average percentage error in pricing for the proxy approach is 6.19%, 
which is significantly positive. The average percentage error in yield for the 
proxy approach is -9.45%, which is significantly negative. However, for our MLE 
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approach, the average percentage errors in pricing and yield are 3.57% and -4.38% 
respectively, which are less severe. We observe that the problems of overprediction 
in prices or underprediction in yield found by EHH are partly due to inappropriate 
uses of proxies. 
If we look at average yield difference, the results are also the same. The MLE 
approach gives us an average value of prediction errors in yields at -28 basis points 
for the MLE approach, while that for the proxy approach is -73 basis points. This 
shows that the LS model may be a correct framework to price corporate bond if 
we use a correct approach to estimate the required parameters. 
Table 5.2 also shows that our MLE approach again gives us a more volatile 
result than the proxy approach, but with an insignificant difference and the figures 
for the LS model are less than those for the Merton model. This may show that 
the inclusion of a default barrier in a structural bond pricing model reduces 
prediction error variations and it is a better model to predict corporate bond 
prices. 
Figure 5.3 is produced to check the performance of our MLE approach on the 
LS model and justify the importance of a default barrier. The top graph and 
the middle graph show the results for the MLE approach when default barriers 
are set at total liabilities and recovery rate times total liabilities respectively, 
while the bottom graph shows the results for the proxy approach when default 
barriers are set at recovery rate times total liabilities. As we have discussed 
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Figure 5.3: Comparison of empirical results for the LS model between MLE and proxy 
approaches 
total liabilities and total liabilities. Instead of choosing a value in between these 
two boundary values randomly, we present the results of MLE approach at these 
two values. Figure 5.3a shows that the LS model tends to overpredict yields 
when default barrier is set at total liabilities, while Figure 5.3b shows that the 
LS model tends to underpredict yields when default barrier is set at recovery rate 
times total liabilities. This implies that if we can estimate the default barrier 
correctly, which lies somewhere between recovery rate times total liabilities and 
total liabilities, the LS model may perform very well. 
As we have argued that default barrier should not be set at total liabilities, 
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we set the barrier at recovery rate times total liabilities and plot the graph for 
the proxy approach. As seen from Figure 5.3c, we observe that most points of the 
proxy approach lie in the negative region, which in turn shows that the proxy ap-
proach leads to underprediction in yields. However, we observe that the points of 
the MLE approach are again crowded near zero, which shows that the LS model 
can perform very well if we estimate the required parameters correctly. Further-
more, we observe that number of points with large errors are significantly reduced 
for the LS model in our MLE approach, compared with the Merton model. This _ 
argument, together with smaller standard deviations observed before, may con-
clude that the LS model outperforms the Merton model and it is indeed useful 
to predict bond prices. 
To investigate the performances of the LS model, we disaggregate the results 
of our MLE approach by different ratings of bonds. The top graph, the middle 
graph and the bottom graph in Figure 5.4 show the results for high, medium and 
low rating bonds respectively. We observe that the LS model generates a small 
amount of points with extremely large overestimations in yields for all ratings, 
which is an obvious improvement to the Merton model. With a relatively small 
error for short maturity bonds and good performance for long maturity bond, 
we have the evidence that the maturity effect is insignificant for the LS model. 
Also, the model performs quite well for all bonds with different ratings, even for 
low rating bonds, which implies that the inclusion of a default barrier reflects 
creditworthiness of a company and improves prediction. The LS model considers 
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Figure 5.4: Empirical results for the LS model for bonds with different ratings 
the ratio of market value of firm to default barrier, V ! K � a s one of the inputs 
to calculate default probability, we have the evidence that it is a good way to 
describe credit risk and we confirm that the rating effect is also solved by the LS 
model. 
Table 5.3 and 5.4 report the results for the LS model, with default barrier 
equals recovery rate times total liabilities, for different ratings and maturities 
respectively. We see that the LS model works the best for short maturity high 
rating bonds. Also, the LS model outperforms the Merton model in almost all 
aspects. The better performances in low rating and short maturity bonds further 
justify the usefulness of a default barrier in structural bond pricing models. 
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Table 5.5 reports the results for bonds with different ratings and maturities, 
when default barriers are set at total liabilities, for the LS model. We observe 
that average yield differences are negative for all rating and maturity bonds in 
Table 5.3 and 5.4, while those in Table 5.5 are positive. As predicted yield by 
the LS model is increasing with default barrier and actual default barrier lies 
somewhere between recovery rate times total liabilities and total liabilities, the 
LS model can provide us an unbiased result to predict corporate yield if default 
barrier is estimated correctly. • 
With a notable result, we, however, observe a weakness of implementing the LS 
model. As suggested by previous empirical studies on default issues, we assume 
that the recovery rate is 51.31%. This assumption is intuitive and simple to 
implement, but it also sets a lower bound for predicted bond prices. Consider a 
firm with default probability one and the effect of discounting is negligible, the 
LS model predicts the bond price at the recovery rate times its face value, which 
is unrealisitic. Hence, an endogenous recovery rate may not be suitable, we may 
also extend the LS model to incorporate a distribution for recovery rate. 
5.3.3 Empirical results for the C D G model 
Table 5.2 also shows the overall performance for the CDG model. We observe 
that our MLE approach does not outperform the proxy approach. The aver-
age percentage error in pricing and yield for the proxy approach is 5.40% and 
-10.83% respectively, where those for the MLE approach are 5.71% and -12.19% 
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Table 5.5: Empirical results for bonds with different ratings and maturities for 
the LS model, when default barriers are set at total liabilities 
by MLE approach: by proxy approach: 
% error % error Yield % error % error Yield 
in prices in yields differences in prices in yields differences 
Characteristics Mean Mean Mean Mean Mean Mean 
(S.D.) (S.D.) (S.D.) (S.D.) (S.D.) (S.D.) 
Panel A: Empirical results with different ratings: 
High ratings -3.71% 13.76% 1.13% 1.68% -0.41% 0.01% 
(11.41%) (38.11%) (2.89%) (6.54%) .(17.27%) (1.29%) 
Medium ratings -3.74% 15.75% 1.41% 2.39% -1.91% -0.05% 
(11.01%) (37.38%) (3.38%) (7.00%) (16.71%) (1.49%) 
Low ratings -6.84% 42.66% 4.22% 8.49% -10.38% -1.02% 
(15.58%) (79.12%) (7.79%) (12.73%) (33.01%) (3.64%) 
Panel B: Empirical results with different maturities: 
Short maturity -2.13% 19.33% 1.72% 2.36% -3.90% -0.23% 
(10.84%) (61.39%) (5.16%) (4.61%) (23.84%) (1.94%) 
Medium maturity -3.90% 14.31% 1.18% 2.13% -0.46% -0.01% 
(11.03%) (30.66%) (2.49%) (7.47%) (16.07%) (1.41%) 
Long maturity -6.42% 13.12% 1.16% 1.91% 1.01% 0.11% 
(13.41%) (22.40%) (1.95%) (9.41%) (13.00%) (1.10%) 
Table 5.5 presents the mean and standard deviation (in percentages) of percentage er-
rors in prices, percentage errors in yields and yield differences for the LS model with default 
barrier is equal to total liabilities, by using the MLE and proxy approach. Panel A and B show 
the results for bonds with different rating classes and maturities respectively. The percentage 
errors in prices are calculated as predicted prices minus actual prices, and then divided 
by actual prices. Similar calculations apply for percentage errors in yields. For the yield 
differences’ each observation is calculated by subtracting actual yield from predicted yield. 
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Figure 5.5: Comparison of empirical results for the CDG model between MLE and proxy 
approaches 
respectively. If we look at average yield difference, the results are similar. The 
MLE approach gives us an average value of prediction errors in yields at -98 basis 
points, while that for the proxy approach is -87 basis points. 
Figure 5.5 is provided to check the performance of the CDG model. Figure 
5.5a shows the empirical results for the MLE approach and Figure 5.5b shows 
those for the proxy approach. We observe that there is almost no difference 
between our MLE approach and the proxy approach. These show that our MLE 
approach does not work well and the reasons will be explained shortly. 
The CDG model extends the LS model in the way that it incorporates a sta-
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tionary leverage ratio. With little information about its corresponding equity 
function, we choose the down-and-out call to price its corresponding equity val-
ues. The down-and-out call option framework captures a constant default barrier 
but the CDG model allows time varying default barrier. Hence, this conflict-
ing characteristic leads to a poor performance of the MLE approach to estimate 
the required parameters. Put it differently, we do not say that our MLE ap-
proach is the best method to estimate the parameters. Instead, we emphasise 
the use of an appropriate method to price its corresponding equity is important 
before performing empirical study. We can justify and make conclusion on the 
performances of different structural bond pricing models only if we estimate the 
parameters correctly. 
Beside the unavailability of a corresponding equity function, the parameters in 
stationary leverage ratio process are also hard to estimate. As stated previously, 
it is unfair and problematic to collect a longer time series of data to estimate 
these parameters. A short history may not truly reflect the long run values and 
it is quite difficult to obtain reasonable estimates. The issue is how we should 
determine the length of history used in estimation process to balance these two 
effects. 
Furthermore, the implementation of the CDG model is also a key issue. As 
the CDG model is not a closed-form solution, the numerical scheme applied is 
time-consuming. Similar to the LS model, the CDG model discretizes the possible 
values of interest rates and leverage ratios. A small number of partitions leads 
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to an error, while a large number of partitions comes at a cost of limited time. 
It is impractical to use if the error or the running time is large. Hence, another 
dilemma appears. 
In fact, we have investigated the pattern of considering different values of 
partition and found that it may be a good approximation to use 20，30 and 40 
partitions to project the actual value. But again, it is only an approximation. 
Our empirical study shows that the Merton model produces unrealistic yields 
for short maturity bonds, while it does pretty good for long maturity bonds. 
VVe also find that the Merton model performs quite well for high rating bonds. 
For the LS model, we observe a better overall picture. We find the LS model 
performs quite well for different maturities and ratings of bonds and justify that 
the inclusion of a default barrier captures the credit risk of a corporate bond. Also, 
the LS model shows an improvement over the Merton model because it performs 
well even for short maturity bonds. Furthermore, we observe that the LS model 
may predict bond prices correctly if default barriers are estimated correctly. For 
the CDG model, our MLE approach does not work better because there is no 
corresponding equity pricing formula. We point out the importance of estimating 
market value of assets by using an appropriate equity model. Estimation of 
parameters in stationary leverage ratio process and implementation of the model 
are also important. 
To conclude, we argue that the consistently underprediction in yields is not 
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systematic faults of structural bond pricing models, rather, it is generated by 
wrong uses of proxies to estimate the required parameters. We have the evidences 
that EHH's findings are questionable because of systematic biases incorporated 
in their empirical studies. Furthermore, we emphasise the importance of suit-
able and appropriate estimation procedures in empirical tests of structural bonds 
pricing models. Lastly, we conclude that the LS model may be a good model 
to predict bond prices, given that the default barrier and recovery rate can be 





EHH's empirical studies conclude that structural bond pricing models generate 
underpredictions in yield spreads, despite their different overall performances. 
However, we find that their conclusions are wrong due to systematic biases pro-
duced by different proxies to estimate the required parameters. Their proxy for 
market value of assets leads to underprediction in yields, while the proxy for 
default barrier and asset payout ratio provide opposite effects to pull up corpo-
rate yields and thus distorted results of performances of different structural bond 
pricing models are obtained. 
By using theoretical arguments and implementing simulation, we show that 
the use-of proxy for market value of assets implicitly overestimates corporate bond 
prices, or underpredicts credit yields. Then, we propose to use an MLE approach 
to estimate market values of assets and asset volatilities. Our simulation test 
confirms that the MLE approach is more appropriate. The simulation further 
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shows that the consensus on performances of different structural bond pricing 
models and EHH's findings are unreliable. 
For default barrier, we argue that it should be placed somewhere between 
recovery rate times total liabilities and total liabilities. This claim is justified in 
our empirical test. For asset payout ratio, we provide a more consistent way to 
estimate one of its component, the dividend yield. Our version of dividend yield 
is equal to annual dividends received, and then divided by the sum of annual 
_ dividends and end-of-year stock price. This modification is vital for firms with 
unstable dividend pattern or a one-time large amount of dividend. 
Due to an embedded error, credit yield spreads are consistently underpredicted 
and EHH's conclusion on the performances of these structural bond pricing mod-
els are questionable. We conduct an empirical study for the Merton model, the 
LS model and the CDG model. We find that the Merton model performs quite 
well for long maturity bonds, but generates errors for short maturity bonds. Also, 
the model tends to perform better for high rating bonds. 
For the LS model, we justify that the inclusion of a default barrier carries 
an important information on the credit risk of a corporate bond.We observe that 
the LS model generates a remarkable improvement over the Merton model, it 
even performs well for short maturity and low rating bonds. Lastly, we call for 
methodologies to estimate default barrier and recovery rate precisely in order to 
obtain the best performance for the LS model. 
For the CDG model, we cannot make a final judgement since the correspond-
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ing equity pricing formula is missing and a close substitute is also absent. How-
ever, we figure out the dilemma of inconsistency and availability of data during 
empirical studies. Also, we emphasise the importance of computational numerical 
scheme to implement the CDG model. 
Our empirical results suggest that structural models may work well not only if 
the required parameters are estimated correctly, but also the corresponding equity 
pricing formula should be used to estimate market values of assets. Besides, we 
should take care of some accounting ratios, like dividend yield, when we conduct 
an empirical study or for other uses as they are sometimes misleading. 
As there are some evidences of appropriatenesses of these structural bond 
pricing models and there are still some difficulties in implementing them, we do 
not agree with EHH's suggestion to develop a new model to raise spreads for safe 
bond without affecting risky bonds. Rather, we should focus on the estimation 
and implementation issues on the existing models. We should derive a suitable 
corresponding equity pricing formula for each corporate bond pricing model. We 
should increase the accuracy of estimates of the required parameters. We should 
improve the numerical schemes for the complicated models to make empirical tests 
and implementations possible. Lastly, a new structural bond pricing model should 





A . l Appendix 1 
In this appendix, we include a proof to show that using the proxy has implicitly 
overestimate market value of assets for the LS model. Let V r^ue, Vp^fxy � X , H, 
R, T be true market value of assets, market value of assets estimated by proxy 
approach, market value of equities, total liabilities, default barrier, rebate and 
time to maturity respectively. With these notations, the proxy can be written as: 
^proxy — + ^ • 
Also, market value of equity is equal to a down-and-out call {DOC) option 
on true market value of assets Krue，with a strike price X, default barrier H and 
rebate R, i.e. 
VE; = DOC(YTRR^E,X, H, R). 
By no arbitrage pricing principle, we can show that the value of a DOC option, 
with default barrier equals total liabilities, is greater than its intrinsic value, i.e. 
DOCiy工 X，X, R) > V;” - X 
80 
Suppose DOC[V, X, X, R) <V — X, investor can take arbitrage opportunity 
by selling the assets at V, purchasing the DOC option and putting the remaining 
into a bank. The arbitrage profit depends on whether default will be triggered 
and it can be determined in the following two cases: 
1. The asset price does not touch the default barrier before maturity. Then, 
on the maturity day, the investor can exercise the option to buy the assets 
at X and close out the short position of the assets. In this case, the investor 
can earn an arbitrage "profit of 
V — DOC{V, X, X, -X > Xe'^ -X >0. 
2. The asset price touches the default barrier at time 丁 < T. In this case, 
the value of the DOC option is zero, but investor receives a rebate R. The 
investor can buy the assets at X from the market and close out the short 
position. Then, the investor can earn an arbitrage profit at time r , which 
is 
V — DOC{V, X, X, + R-X > Xe'^ -X Xe''' -X>0. 
In addition, DOC option is a decreasing function of default barrier H and we 
have the fact that default barrier H is less than or equal to its liabilities level X. 
By combining the above results, we have, 
> -X = VE = DOC{VTRUE,X,H,R) > DOC{Vtrue,X,X,R). 
Since DOC option is an increasing function in V, this shows that the proxy has 
overestimated market value of firm's assets. 
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A.2 Appendix 2 
In this appendix, we derive the format ion of the log-likelihood function for the 
Mer ton model. As usual, we assume that the underlying asset price evolves as 
the Black-Scholes dynamics, i.e. 
dlnVt = (jj, - a'^/2)dt + adZt, 
where Vt is the market value of assets at t ime t, / i is the dr i f t of the business, a 
is the asset volat i l i ty and Zt is a standard Wiener process. Under the physical 
probabi l i ty measure, the density funct ion of asset return, In Vt, is given by 
ffN^i-i) = , ‘ = e x p \ ^ ― — \ . 
I f we view the market value of equity VE as a standard call opt ion on market 
value of assets K , then we have the r isk-neutral price of the equity by using the 
standard call opt ion formula as 
VE = V • N{d^) - Xe-'^ • N[d2), 
where X is the book value of corporate l iabi l i t ies, r is the risk-free interest rate, T 
is the t ime to matur i ty , N{-) is the cumulat ive d is t r ibut ion funct ion for a standard 
normal random variable and 
H V / X ) + (r + a2 /2 )T l n ( V / X ) + (r - a'/2)T 山 = ^ and = ^ • 
Since we make our inference based on the observed market values of equity, 
we can formulate a log likelihood function of fi and a by 
82 -
L M = f > / ( V l | V r，M，…，V - = VE{U). 
1=2 
where /(•) denotes the probability density function of VE and Ve(。）denotes the 
market value of equity at time ti. After applying standard change of variable 
technique, we obtain 
Hence, the log-likelihood function reads 
n 
i=2 
We estimate parameters by solving the following optimisation problem: 




A.3 Appendix 3 
In this appendix, the explicit form of a down-and-out call option are provided. 
This equation can be found easily in any financial mathematics textbook. 
DOC{V,X, H,R) = V _ - Xe-TTN [a - ( j y / f ) 
- V � H l V f ^ N � h ) + Xe-TT�HIV，-2N [b - av^) 
+ R�H/Vf^-iN�c�+ R(V/H)N (c - 2r](TVf), 
where V is the market value of firm's assets, X is the future promised payment, “ 
H is the barrier level, a is the asset volatility, r is the risk-free interest rate, T 
is the time'to maturity, R is the rebate paid to the firm defaults (asset value 
breaches the barrier), iV(-) is the cumulative distribution function for a standard 
normal random variable and 
_ f 哪 ) y / 2 ) T ， f o r X 2 丑， 
a = 1〒—没�2)T，如X < H, 
— r 篇+々2)T，for X 2 丑， 
b = j ^ for X < H, 
c = 1 释 “ ( ； + 智 - , 二 ； + 
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