A Monte Carlo study compared 14 methods to test the statistical significance of the intervening variable effect. An intervening variable (mediator) transmits the effect of an independent variable to a dependent variable. The commonly used R. M. Baron and D. A. Kenny (1986) approach has low statistical power. Two methods based on the distribution of the product and 2 difference-in-coefficients methods have the most accurate Type I error rates and greatest statistical power except in 1 important case in which Type I error rates are too high. The best balance of Type I error and statistical power across all cases is the test of the joint significance of the two effects comprising the intervening variable effect.
The purpose of this article is to compare statistical methods used to test a model in which an independent variable (X) causes an intervening variable (I), which in turn causes the dependent variable (Y). Many different disciplines use such models, with the terminology, assumptions, and statistical tests only partially overlapping among them. In psychology, the X → I → Y relation is often termed mediation (Baron & Kenny, 1986) , sociology originally popularized the term indirect effect (Alwin & Hauser, 1975) , and in epidemiology, it is termed the surrogate or intermediate endpoint effect (Freedman & Schatzkin, 1992) . This article focuses on the statistical performance of each of the available tests of the effect of an intervening variable. Consideration of conceptual issues related to the definition of intervening variable effects is deferred to the final section of the Discussion.
Hypotheses articulating measurable processes that intervene between the independent and dependent variables have long been proposed in psychology (e.g., MacCorquodale & Meehl, 1948; Woodworth, 1928) . Such hypotheses are fundamental to theory in many areas of basic and applied psychology (Baron & Kenny, 1986; James & Brett, 1984) . Reflecting this importance, a search of the Social Science Citation Index turned up more than 2,000 citations of the Baron and Kenny article that presented an important statistical approach to the investigation of these processes. Examples of hypotheses and models that involve intervening variables abound. In basic social psychology, intentions are thought to mediate the relation between attitude and behavior (Ajzen & Fishbein, 1980 ). In cognitive psychology, attentional processes are thought to intervene between stimulus and behavior (Stacy, Leigh, & Weingardt, 1994) . In industrial psychology, work environment leads to changes in the intervening variable of job perception, which in turn affects behavioral outcomes (James & Brett, 1984) . In applied work on preventive health interventions, programs are designed to change proximal variables, which in turn are expected to have beneficial effects on the distal health outcomes of interest (Hansen, 1992; MacKinnon, 1994; West & Aiken, 1997) .
A search of psychological abstracts from 1996 to 1999 yielded nearly 200 articles with the term mediation, mediating, or intervening in the title and many more articles that investigated the effects of intervening variables but did not use this terminology. Both experimental and observational studies were used to investigate processes involving intervening variables. An investigation of a subset of 50 of these articles found that the majority of studies examined one intervening variable at a time. Despite the number of articles proposing to study effects with intervening variables, fewer than a third of the subset included any test of significance of the intervening variable effect. Not surprisingly, the majority of studies that did conduct a formal test used Baron and Kenny's (1986) approach to testing for mediation. One explanation of the failure to test for intervening variable effects in two-thirds of the studies is that the methods are not widely known, particularly outside of social and industrial-organizational psychology. A less plausible explanation is that the large number of alternative methods makes it difficult for researchers to decide which one to use. Another explanation, described below, is that most tests for intervening variable effects have low statistical power.
Our review located 14 different methods from a variety of disciplines that have been proposed to test path models involving intervening variables (see Table 1 ). Reflecting their diverse disciplinary origins, the procedures vary in their conceptual basis, the null hypothesis being tested, their assumptions, and statistical methods of estimation. This diversity of methods also indicates that there is no firm consensus across disciplines as to the definition of an intervening variable effect. Nonetheless, for convenience, these methods can be broadly conceptualized as reflecting three different general approaches. The first general approach, the causal steps approach, specifies a series of tests of links in a causal chain. This approach can be traced to the seminal work of Kenny (1981a, 1981b) and Baron and Kenny (1986) and is the most commonly used approach in the psychological literature. The second general approach has developed independently in several disciplines and is based on the difference in coefficients such as the difference between a regression coefficient before and after adjustment for the intervening variable (e.g., Freedman & Schatzkin, 1992; McGuigan & Langholtz, 1988; Olkin & Finn, 1995) . The difference in coefficients procedures are particularly diverse, with some testing hypotheses about intervening variables that diverge in major respects from what psychologists have traditionally conceptualized as mediation. The third general approach has its origins in sociology and is based on the product of coefficients involving paths in a path model (i.e., the indirect effect; Alwin & Hauser, 1975; Bollen, 1987; Fox, 1980; Sobel, 1982 Sobel, , 1988 . In this article, we reserve the term mediational model to refer to the causal steps approach of Kenny (1981a, 1981b) and Baron and Kenny (1986) and use the term intervening variable to refer to the entire set of 14 approaches that have been proposed.
To date, there have been three statistical simulation studies of the accuracy of the standard errors of intervening variable effects that examined some of the variants of the product of coefficients and one difference in coefficients approach (MacKinnon & Dwyer, 1993; MacKinnon, Warsi, & Dwyer, 1995; Stone & Sobel, 1990) . Two other studies included a small simulation to check standard error formulas for specific methods (Allison, 1995; Bobko & Rieck, 1980) . No published study to date has compared all of the available methods within the three general approaches. In this article, we determine the empirical Type I error rates and statistical power for all available methods of testing effects involving intervening variables. Knowledge of Type I error rates and statistical power are critical for accurate application of any statistical test. A method with low statistical power will often fail to detect real effects that exist in the population. A method with Type I error rates that exceed nominal rates (e.g., larger than 5% for nominal alpha ‫ס‬ .05) risks finding nonexistent effects. The variety of statistical tests of effects involving intervening variables suggests that they may differ substantially in terms of statistical power and Type I error rates. We first describe methods used to obtain point estimates of the intervening variable effect and then describe standard errors and tests of significance. The accuracy of the methods is then compared in a simulation study.
The Basic Intervening Variable Model
The equations used to estimate the basic intervening variable model are shown in Equations 1, 2, and 3 and are depicted as a path model in Figure 1 .
(1)
In these equations, X is the independent variable, Y is the dependent variable, and I is the intervening variable. ␤ 0(1) , ␤ 0(2) , ␤ 0(3) are the population regression Judd & Kenny (1981a , 1981b ) None intercepts in Equations 1, 2, and 3, respectively, represents the relation between the independent and dependent variables in Equation 1, Ј represents the relation between the independent and dependent variables adjusted for the effects of the intervening variable in Equation 2, ␣ represents the relation between the independent and intervening variables in Equation 3, ␤ represents the relation between the intervening and the dependent variables adjusted for the effect of the independent variable in Equation 2, and (1) , (2) , and (3) are the residuals in Equations 1, 2, and 3, respectively. For ease of presentation, we use population parameters in all equations, recognizing that in practice the population values are replaced by unbiased sample-based values (e.g., ␣ by ␣ ) and that our simulations report sample-based estimates of population parameters. Throughout this article, we assume that continuous X, I, and Y have a multivariate normal distribution and that error terms are normally distributed. Psychological researchers have traditionally focused on testing one of three forms of hypotheses about intervening variables: (a) a series of tests of the causal steps necessary to establish the conditions for mediation proposed by Judd and Kenny (1981b) and Baron and Kenny (1986) ; (b) tests of each path involved in the effect (␣ and ␤); or (c) a test of the product of the two paths (␣␤) from Equations 2 and 3.
Although we more fully address some of the similarities and differences between these approaches below, one similarity is of importance here. Some methods (Baron & Kenny, 1986; Judd & Kenny, 1981a , 1981b McGuigan & Langholtz, 1988) use the difference in the independent variable coefficients ( − Ј) in Equations 1 and 2 to estimate the value of the intervening variable effect. If the independent variable coefficient (Ј) does not differ significantly from zero when the intervening variable is included in the model, then the results are consistent with a model in which the effect is completely transmitted through the intervening variable (i.e., H o : Ј ‫ס‬ 0 cannot be rejected, where H 0 is the null hypothesis). MacKinnon et al. (1995) have shown that − Ј is algebraically equivalent to ␣␤ for ordinary least-squares regression, so that the null hypothesis for the − Ј test and the test of ␣␤ are identical. The methodological advantages and disadvantages of the three forms of the null hypothesis are a matter of some debate that we will revisit in the Discussion. We also note that some of the methods proposed to test intervening variable effects test still other null hypotheses. These will be identified during our presentation of the 14 methods.
Causal Steps Tests of the Intervening Variable Effect
Methods to assess intervening variable effects based on causal steps entail tests of different logical relations among the three variables involved. Each must be true for the basic intervening variable (mediational) model to hold. As shown in Table 1 , three variants of the causal steps method that test three slightly different hypotheses have been proposed.
The sequence of causal steps outlined in the work of Kenny (1981a, 1981b) was originally proposed in the context of probing the causal mediation process through which a treatment produces an outcome. Reflecting this context, Judd and Kenny included statistical tests that can help rule out some alternatives to the hypothesized mediational process X → M → Y of focal interest, where M is a mediator (intervening variable). Baron and Kenny (1986) more explicitly extended the Judd and Kenny approach to contexts in which the independent variable is also measured. Although the overall purpose of this approach focuses on establishing conditions that Judd and Kenny argue are necessary for mediation to occur, the causal steps approach is used to establish the statistical significance of the intervening variable effect by testing each logical relation. The series of causal steps described by Judd and Kenny (1981b) and Baron and Kenny (1986) differ only slightly. Judd and Kenny (1981b, p. 605 ) require three conclusions for mediation: (a) "The treatment affects the outcome variable" (H o : ‫ס‬ 0), (b) "Each variable in the causal chain affects the variable that follows it in the chain, when all variables prior to it, including the treatment, are controlled" (H o : ␣ ‫ס‬ 0 and H o : ␤ ‫ס‬ 0), and (c) "The treatment exerts no effect upon the outcome when the mediating variables are controlled" (H o : Ј ‫ס‬ 0). Baron and Kenny (p. 1176) . Implicit in condition c is the requirement of an overall significant relation between the independent and dependent variables (H o : ‫ס‬ 0). The central difference between the two variants is that Judd and Kenny emphasized the importance of demonstrating complete mediation, which would occur when the hypotheses that Ј ‫ס‬ 0 cannot be rejected. Baron and Kenny argued that models in which there is only partial mediation (i.e., |Ј| < ||) rather than complete mediation are acceptable. They pointed out that such models are more realistic in most social science research because a single mediator cannot be expected to completely explain the relation between an independent and a dependent variable.
A third variant of the causal steps approach has also been used by some researchers (Cohen & Cohen, 1983, p. 366) . In this variant, researchers claim evidence for intervening variable effects when separate tests of each path in the intervening variable effect (␣ and ␤) are jointly significant (H o : ␣ ‫ס‬ 0 and H o : ␤ ‫ס‬ 0). This method simultaneously tests whether the independent variable is related to the intervening variable and whether the intervening variable is related to the dependent variable. A similar test was also outlined by Allison (1995) . Kenny, Kashy, and Bolger (1998) restated the Judd and Kenny causal steps but noted that the tests of ␣ and ␤ are the essential tests for establishing mediation. This method provides the most direct test of the simultaneous null hypothesis that path ␣ and path ␤ are both equal to 0. However, this method provides no test of either the ␣␤ product or the overall X → Y relation.
In summary, the widely used Judd and Kenny (1981b) and Baron and Kenny (1986) variants of the causal steps approach clearly specify the conceptual links between each hypothesized causal relation and the statistical tests of these links. However, as described in more depth in the Discussion, these two approaches probe, but do not provide, the full set of necessary conditions for the strong inference of a causal effect of the independent variable on the dependent variable through the intervening variable, even when subjects are randomly assigned to the levels of the independent variable in a randomized experiment (Baron & Kenny, 1986; Holland, 1988; MacKinnon, 1994) . Because the overall purpose of the causal steps methods was to establish conditions for mediation rather than a statistical test of the indirect effect of X on Y through I (e.g., ␣␤), they have several limitations. The causal steps methods do not provide a joint test of the three conditions (conditions a, b, and c), a direct estimate of the size of the indirect effect of X on Y, or standard errors to construct confidence limits, although the standard error of the indirect effect of X on Y is given in the descriptions of the causal steps method (Baron & Kenny, 1986; Kenny et al., 1998) . In addition, it is difficult to extend the causal steps method to models incorporating multiple intervening variables and to evaluate each of the intervening variable effects separately in a model with more than one intervening variable (e.g., MacKinnon, 2000; West & Aiken, 1997) . Finally, the requirement that there has to be a significant relation between the independent and dependent variables excludes many "inconsistent" intervening variable models in which the indirect effect (␣␤) and direct effect (Ј) have opposite signs and may cancel out (MacKinnon, Krull, & Lockwood, 2000) .
Difference in Coefficients Tests of the Intervening Variable Effect
Intervening variable effects can be assessed by comparing the relation between the independent variable and the dependent variable before and after adjustment for the intervening variable. Several different pairs of coefficients can be compared, including the regression coefficients ( − Ј) described above and correlation coefficients, XY − XY.I , although, as described below, the method based on correlations differs from other tests of the intervening variable effect. In the above expression, XY is the correlation between the independent variable and the dependent variable and XY.I is the partial correlation between the independent variable and the dependent variable partialled for the intervening variable. Each of the variants of the difference in coefficients tests is summarized in the middle part of Table 1 . Readers should note that these procedures test a diverse set of null hypotheses about intervening variables. Freedman and Schatzkin (1992) developed a method to study binary health measures that can be extended to the difference between the adjusted and unadjusted regression coefficients (H o : − Ј ‫ס‬ 0). Freedman and Schatzkin derived the correlation between and Ј that can be used in an equation for the standard error based on the variance and covariance of the adjusted and unadjusted regression coefficients:
In this equation, XI is equal to the correlation between the independent variable and the intervening variable, is the standard error of , and Ј is the standard error of Ј. The estimate of − Ј is divided by the standard error in Equation 4 and this value is compared to the t distribution for a test of significance.
McGuigan and Langholtz (1988) also derived the standard error of the difference between these two regression coefficients (H o : − Ј ‫ס‬ 0) for standardized variables. They found the standard error of the − Ј method to be equal to
The covariance between and Ј ( Ј Ј ), applicable for either standardized or unstandardized variables, is the mean square error ( MSE ) from Equation 2 divided by the product of sample size and the variance of X. The difference between the two regression coefficients ( − Ј) is then divided by the standard error in Equation 5 and this value is compared to the t distribution for a significance test. MacKinnon et al. (1995) found that the original formula for the standard error proposed by McGuigan and Langholtz was inaccurate for a binary (i.e., unstandardized) independent variable. On the basis of their derivation, we obtained the corrected formula given above that is accurate for standardized or unstandardized independent variables. Another estimate of the standard error of − Ј was developed from a test of collapsibility (Clogg, Petkova, & Shihadeh, 1992) . Clogg et al. extended the notion of collapsibility in categorical data analysis to continuous measures. Collapsibility tests whether it is appropriate to ignore or collapse across a third variable when examining the relation between two variables. In this case, collapsibility is a test of whether an intervening variable significantly changes the relation between two variables. As shown below, the standard error of − Ј in Clogg et al. (1992) is equal to the absolute value of the correlation between the independent variable and the intervening variable times the standard error of Ј:
Furthermore, Clogg et al. (1992) showed that the statistical test of − Ј divided by its standard error is equivalent to testing the null hypothesis, H o : ␤ ‫ס‬ 0. This indicates that a significance test of the intervening variable effect can be obtained simply by testing the significance of ␤ or by dividing − Ј by the standard error in Equation 6 and comparing the value to the t distribution. Although Clogg et al.'s (1992) approach tests Allison (1995) and Clogg, Petkova, and Cheng (1995) demonstrate that the derivation assumes that both X and I are fixed, which is unlikely for a test of an intervening variable. A method based on correlations (H o : XY − XY.I ‫ס‬ 0) compares the correlation between X and Y before and after it is adjusted for I as shown in Equation 7. The difference between the simple and partial correlations is the measure of how much the intervening variable changes the simple correlation, where IY is the correlation between the intervening variable and the dependent variable. The null hypothesis for this test is distinctly different from any of the three forms that have been used in psychology (see p. 86). As noted by a reviewer, there are situations where the difference between the simple and partial correlation is nonzero, yet the correlation between the intervening variable and the dependent variable partialled for the independent variable is zero. In these situations, the method indicates an intervening variable effect when there is not evidence that the intervening variable is related to the dependent variable. The problem occurs because of constraints on the range of the partial correlation:
Olkin and Finn (1995) used the multivariate delta method to find the large sample standard error of the difference between a simple correlation and the same correlation partialled for a third variable. The difference between the simple and partial correlation is then divided by the calculated standard error and compared to the standard normal distribution to test for an intervening variable effect. The large sample solutions for the variances and covariances among the correlations are shown in Appendix A and the vector of partial derivatives shown in Equation 8 is used to find the standard error of the difference. There is a typographical error in this formula in Olkin and Finn (p. 160 ) that is corrected in Equation 8. The partial derivatives are
For the two tests of intervening variable effects (the other test is described below) where standard errors are derived using the multivariate delta method, the partial derivatives are presented in the text rather than showing the entire formula for the standard error, which is long. A summary of the multivariate delta method is shown in Appendix A. An SAS (Version 6.12) program to compute the standard errors is shown in Appendix B.
In summary, each difference in coefficients method provides an estimate of some intervening variable effect and its standard error. Depending on the procedure, the null hypothesis may or may not resemble ones commonly proposed in psychology. The null hypothesis of the Clogg et al. (1992) test assumes fixed X and I, which is not likely for intervening variables. The difference between the simple and partial correlation represents a unique test of the intervening variable effect because there are situations where there appears to be no relation between the intervening and dependent variable, yet the method suggests that an intervening variable effect exists. An additional drawback of this general approach is that the underlying model for some tests, such as the difference between simple and partial correlation, is based on nondirectional correlations that do not directly follow but are implied by the path model in Figure 1 . The difference in coefficients methods also does not provide a clear framework for generalizing the tests to estimate appropriate coefficients and test significance of their difference in models with more than one intervening variable.
Product of Coefficients Tests for the Intervening Variable Effect
The third general approach is to test the significance of the intervening variable effect by dividing the estimate of the intervening variable effect, ␣␤, by its standard error and comparing this value to a standard normal distribution. There are several variants of the standard error formula based on different assumptions and order of derivatives in the approximations. These variants are summarized in the bottom part of Table 1 .
The most commonly used standard error is the approximate formula derived by Sobel (1982) using the multivariate delta method based on a first order Taylor series approximation:
The intervening variable effect is divided by the standard error in Equation 9, which is then compared to a standard normal distribution to test for significance (H o : ␣␤ ‫ס‬ 0). This standard error formula is used in covariance structure programs such as EQS (Bentler, 1997) and LISREL (Jöreskog & Sörbom, 1993) . The exact standard error based on first and second order Taylor series approximation (Aroian, 1944) of the product of ␣ and ␤ is
The intervening variable effect is divided by the standard error in Equation 10, which is then compared to a standard normal distribution to test for significance (H o : ␣␤ ‫ס‬ 0). Equation 9 excludes the product of the two variances, which is part of the exact standard error in Equation 10, although that term is typically very small. Goodman (1960; Sampson & Breunig, 1971) derived the unbiased variance of the product of two normal variables, which subtracts the product of variances, giving
A test of the intervening variable effect can be obtained by dividing ␣␤ by the standard error in Equation 11, which is then compared to a standard normal distribution to test for significance.
MacKinnon, Lockwood, and Hoffman (1998) showed evidence that the ␣␤/ ␣␤ methods to test the significance of the intervening variable effect have low power because the distribution of the product of regression coefficients ␣ and ␤ is not normally distributed, but rather is often asymmetric with high kurtosis. Under the conditions of multivariate normality of X, I, and Y, the two paths represented by ␣ and ␤ in Figure 1 are independent (MacKinnon, Warsi, & Dwyer, 1995; Sobel, 1982) . On the basis of the statistical theory of the products of random variables (Craig, 1936; Meeker, Cornwell, & Aroian, 1981; Springer & Thompson, 1966) A second variant of the test of the intervening variable effect involves the distribution of the product of two z statistics-one for the ␣ parameter, z ␣ ‫ס‬ ␣/ ␣ , and another for the ␤ parameter, z ␤ ‫ס‬ ␤/ ␤ . If ␣ and ␤ are assumed to be normal, the z ␣ z ␤ term can be directly tested for significance using critical values based on the theoretical distribution of the product of two normal random variables, P ‫ס‬ z ␣ z ␤ . This test involves converting both the ␣ and the ␤ paths to z scores, multiplying the zs, and using a critical value based on the distribution of the product of random variables, P ‫ס‬ z ␣ z ␤ , from Craig (1936; see also Meeker et al., 1981; Springer & Thompson, 1966) to determine significance. For example, the critical value to test ␣␤ ‫ס‬ 0 for the .05 significance level for the P ‫ס‬ z ␣ z ␤ distribution is 2.18, rather than 1.96 for the normal distribution.
A third variant constructs asymmetric confidence limits to accommodate the nonnormal distribution of the intervening variable effect based on the distribution of the product of random variables. Again, two z statistics are computed, z ␣ ‫ס‬ ␣/ ␣ and z ␤ ‫ס‬ ␤/ ␤ . These values are then used to find critical values for the product of two random variables from the tables in Meeker et al. (1981) to find lower and upper significance levels. Those values are used to compute lower and upper confidence limits using the formula CL ‫ס‬ ␣␤± (critical value) ␣␤ . If the confidence interval does not include zero, the intervening variable effect is significant. Bobko and Rieck (1980) examined intervening variable effects in path analysis using regression coefficients from the analysis of standardized variables (H o : ␣ s ␤ s ‫ס‬ 0, where ␣ s and ␤ s are from regression analysis of standardized variables). These researchers used the multivariate delta method to find an estimate of the variance of the intervening variable effect for standardized variables, based on the product of the correlation between X and I and the partial regression coefficient relating I and Y, controlling for X. The function of the product of these terms is
The partial derivatives of this function given in Bobko and Rieck (1980) are
The variance-covariance matrix of the correlation coefficients is pre-and postmultiplied by the vector of partial derivatives to calculate a standard error that can be used to test the significance of the intervening variable effect. The product of coefficients methods provide estimates of the intervening variable effect and the standard error of the intervening variable effect. In addition, the underlying model follows directly from path analysis wherein the intervening variable effect is the product of coefficients hypothesized to measure causal relations. This logic directly extends to models incorporating multiple intervening variables (Bollen, 1987) . However, as is presented below, two problems occur in conducting these tests. First, the sampling distribution of these tests does not follow the normal distribution as is typically assumed. Second, the form of the null hypothesis that is tested is complex.
Overview of Simulation Study
The purpose of the simulation study was to provide researchers with information about the statistical performance of the 14 tests of the intervening variable effect. The primary focus of our comparison was the Type I error rate and statistical power of each test. Intervening variable effect estimates and standard errors were also examined to provide another indication of the accuracy of the methods. We predicted that the use of multiple hypothesis tests in the causal steps approaches would lead to low Type I error rates and low statistical power. We also predicted that many of the traditional tests of the ␣␤ product would also have low Type I error rates and low statistical power because of the associated highly heavy tailed distribution. A central question addressed by the simulation was whether the alternative and the newer tests of the intervening variable effects would yield higher levels of statistical power without increasing the Type I error rate.
Method

Simulation Description
The SAS (Version 6.12) programing language was used for all statistical simulations and analyses. Variables were generated from the normal distribution using the RANNOR function with the current time as the seed. Sample sizes were chosen to be comparable to those common in the social sciences: 50, 100, 200, 500, and 1,000. Parameter values ␣, ␤, and Ј were chosen to correspond to effect sizes of zero, small (2% of the variance in the dependent variable), medium (13% of the variance in the dependent variable), and large (26% of the variance in the dependent variable), as described in Cohen (1988, pp. 412-414) . These parameters were 0, 0.14, 0.39, and 0.59, corresponding to partial correlations of 0, 0.14, 0.36, and 0.51, respectively. The intervening variable and dependent variable were always simulated to be continuous. In half of the simulations, the independent variable was continuous and in the other half, the independent variable was binary with an equal number of cases in each category. The binary case was included to investigate intervening variable effects in experimental studies. The ␣ parameters were adjusted in the binary case to maintain the same partial correlations as in the continuous case.
In summary, the simulation used a 2 × 4 × 4 × 4 × 5 factorial design. We varied the factors of independent variable type (continuous and binary), effect size of path ␣ (zero, small, medium, and large), effect size of path ␤, effect size of path Ј, and sample size (50, 100, 200, 500, 1,000), for a total of 640 different conditions. A total of 500 replications of each condition were conducted.
Accuracy of Point Estimates and Standard Error
Bias and relative bias were used to assess the accuracy of the point estimates of the intervening variable effect. As shown below, relative bias was calculated as the ratio of bias (numerator) to the true value:
is the point estimate of the simulated intervening variable effect and is the true value of the intervening variable effect.
The accuracy of each standard error was determined by comparing the average estimate of the standard error of the intervening variable effect across the 500 simulations to the standard deviation of the intervening variable effect estimate from the 500 simulations. The standard deviation of the intervening variable effect across 500 simulations was the estimate of the true standard error (Yang & Robertson, 1986 ).
Calculation of Empirical Power and Type I Error Rate
Empirical power or Type I error rates as appropriate were calculated for each test of the intervening variable effect. We report results for the 5% level of significance because it is the most commonly used value in psychology. For each condition, the proportion of times that the intervening variable effect was statistically significant in 500 replications was tabulated.
When ␣ ‫ס‬ 0, ␤ ‫ס‬ 0, or both ␣ and ␤ ‫ס‬ 0, the proportion of replications in which the null hypothesis of no intervening variable effect was rejected provided an estimate of the empirical Type I error rate. Because we used the 5% significance level, the intervening variable effect was expected to be statistically significant in 25 (5%) of the 500 samples when the intervening variable effect equals zero.
When both ␣ and ␤ did not equal zero, the proportion of times that each method led to the conclusion that the intervening variable effect was significant provided the measure of statistical power. The higher the proportion of times a method led to the conclusion to reject the false null hypothesis of no effect, the greater the statistical power. Meeker et al. (1981) . The causal steps tests involve multiple hypothesis tests so there is no single reference distribution. For these tests, the intervening variable effect was considered significant if each of the steps was satisfied.
Results
In general, the simulation results for the binary case did not differ from those of the continuous independent variable case. Consequently, we present only the results for the continuous independent variable below.
Intervening Variable Effect Estimates
As found in other studies, most estimates of the intervening variable effect had minimal bias with the exception of z ␣ z ␤ , which had substantial bias because the point estimates of this quantity were much larger than other point estimates of the intervening variable effect. Only the z ␣ z ␤ test had bias greater than .01, even at a sample size of 50. Relative bias decreased as sample size and effect size increased for all estimates, including z ␣ z ␤ .
Accuracy of Standard Errors
The accuracy of the formulas for standard errors of the intervening variable effect was examined by comparing a measure of the true standard error (the standard deviation of the intervening variable effect estimate across the 500 replications in each condition) to the average standard error estimate as shown in Table  2 . For the ␣␤ ‫ס‬ − Ј estimate, all standard errors were generally accurate except for the Freedman and Schatzkin (1992) and the Clogg et al. (1992) standard error estimates, which were much smaller than the true values for all conditions. Goodman's (1960) unbiased method frequently yielded undefined (imaginary) standard errors. These findings raise serious issues about the use of this approach. For example, Goodman's unbiased standard error was undefined approximately 40% of the time when the true effect size was zero and 10% of the time when the effect size was small and sample size was 50. We did not include cases that resulted in undefined standard errors in the computation of the mean standard error in Table 2 .
As shown in Table 3 , the standard errors for the product of regression coefficients for standardized Note. The measure of the true standard error is the standard deviation of − Ј ‫ס‬ ␣␤. The Goodman (1960) standard error was undefined (negative variance) for the zero effect, 185, 203, 195, 208, and 190 times for samples sizes of 50, 100, 200, 500, and 1,000, respectively. The Goodman standard error was undefined for the small effect size 106, 38, and 5 times for sample sizes of 50, 100, and 200, respectively, and undefined 1 time for medium effect and a sample size of 50.
variables and standard errors for simple minus partial correlations were all very close to the true values for all conditions, indicating that the standard errors derived using the multivariate delta method were generally accurate.
Power and Type I Error
To reduce the number of tables, we present the results from the subset of conditions in which ␣ ‫ס‬ ␤ and Ј ‫ס‬ 0 in Tables 4, 5, and 6. The results for conditions having nonzero values of Ј and the conditions in which ␣ ␤ but both ␣ and ␤ were greater than zero generally produced the same results. Results that differed across the values of Ј are described in the text. The results for the case when either ␣ or ␤ were zero and the other path was nonzero are shown in Tables 7, 8 , and 9. The full results of the simulation are available from the Web site http://www.public. asu.edu/∼davidpm/ripl/methods.htm.
The causal steps methods had Type I error rates below nominal values at all sample sizes as shown in Table 4 . The Baron and Kenny (1986) and Judd and Kenny (1981b) methods had low power for small and medium effect sizes and attained power of .80 or greater for large effects with more than 100 subjects. The Baron and Kenny (1986) method had greater power as Ј increased and the Judd and Kenny (1981b) method had less power as Ј increased. The test of the joint significance of ␣ and ␤ was similar to the other causal steps methods in that it had low Type I error rates. The Type I error rate was consistent with .05 2 ‫ס‬ .0025 expected for two independent tests, however. Unlike the Baron and Kenny and Judd and Kenny methods, it had at least .80 power to detect large effects at a sample size of 50, medium effects at 100, and approached .80 power to detect a small effect for a sample size of 500. The power to detect small effects was low for all causal steps methods. The joint significance of ␣ and ␤ was the most powerful of the causal steps methods.
Similar to the causal steps methods, all of the difference in coefficients methods had low Type I error rates with two exceptions, as shown in Table 5 . All of the − Ј methods had .80 or greater power and were able to detect small effects once the sample size Note. The measure of the true standard error for the simple minus partial correlation is the standard deviation of the simple minus partial correlation. The measure of the true standard error of the product of coefficients for standardized variables is the standard deviation of the product of coefficients for standardized variables. reached 1,000, medium effects at 100, and large effects at a sample size of 50. Only the Clogg et al. (1992) and Freedman and Schatzkin (1992) methods had accurate Type I error rates (i.e., close to .05) and greater than .80 power to detect a small, medium, and large effect at sample sizes of 500, 100, and 50, respectively. Even though the standard errors from these methods appeared to underestimate the true standard error, they had the most accurate Type I error rates and higher statistical power. This pattern of results suggests that a standard error that is too small may be partially compensating for the higher critical values associated with the nonnormal distribution of the intervening variable effect. Like most of the previous methods, the product of coefficients methods generally had Type I error rates below .05 and adequate power to detect small, medium, and large effects for sample sizes of 1,000, 100, and 50 respectively. The distribution of products test, P ‫ס‬ z ␣ z ␤ , and the distribution of zЈ ‫ס‬ ␣␤/ ␣␤ test had accurate Type I error rates and the most power of all tests. These results are presented in Table 6 . At a sample size of 50, the two distribution methods had power of above .80 to detect medium and large effects and detected small effects with .80 power at a sample size of 500. The asymmetric confidence limits method also had Type I error rates that were too low but had more power than the other product of coefficient methods. Overall, the two distribution methods, P ‫ס‬ z ␣ z ␤ , and zЈ ‫ס‬ ␣␤/ ␣␤ , the Clogg et al. (1992) , and Freedman and Schatzkin (1992) methods performed the best of all of the methods tested in terms of the most accurate Type I error rates and the greatest statistical power. However, recall that the Clogg et al. (1992) method assumes fixed effects for X and I (equivalent to a test of the significance of ␤) so that it may not be a good test on conceptual grounds. The similar performance of the Freedman and Schatzkin test suggests that this method is also based on fixed effects for X and I. These methods were superior whenever both ␣ ‫ס‬ 0 and ␤ ‫ס‬ 0 and for all combinations of ␣ and ␤ values as long as both parameters were nonzero. For cases when either ␣ ‫ס‬ 0 and ␤ was nonzero or ␣ was nonzero and ␤ ‫ס‬ 0, these methods were not the most accurate (see Tables 7, 8 , and 9). The ␣ path could be nonsignificant and quite small, yet these methods would suggest a statistically significant intervening variable effect when the ␤ path was a medium or large effect. In the case where ␣ ‫ס‬ 0 and the ␤ effect was large, these methods yielded Type I error rates that were too high, although the distribution methods, P ‫ס‬ z ␣ z ␤ and zЈ ‫ס‬ ␣␤/ ␣␤ , performed better than the difference in coefficients methods. When ␣ was a large effect and ␤ ‫ס‬ 0, the Clogg et al. (1992) and Freedman and Schatzkin methods worked well and the distribution of products methods did not. The joint significance test of ␣ and ␤, the asymmetric confidence limits test, and the tests based on dividing the ␣␤ intervening variable effect by the standard error of ␣␤ had more accurate standard errors in the case where one of the ␣ and ␤ parameters was equal to zero.
Discussion
In our discussion, we initially focus on the statistical performance of each of the 14 tests of the effect of the intervening variable effect that were considered. We then focus on statistical recommendations and more general conceptual and practical issues associated with the choice of a test of an intervening variable effect. 
Statistical Performance
The most widely used methods proposed by Judd and Kenny (1981b) and Baron and Kenny (1986) have Type I error rates that are too low in all the simulation conditions and have very low power, unless the effect or sample size is large. For example, these methods have only .106 empirical power to detect small effects at a sample size of 1,000 and only .49 power to detect moderate effects at a sample size of 200. Overall, the step requiring a significant total effect of X on Y () led to the most Type II errors. As a result, the Baron and Kenny (1986) causal steps method had fewer Type II errors as the value of Ј increased. The Judd and Kenny (1981b) causal steps method had more Type II errors as Ј increased because of the requirement that Ј not be statistically significant. Studies that use the causal steps methods described by Kenny and colleagues are the most likely to miss real effects but are very unlikely to commit a Type I error. An alternative causal steps method, the test of whether ␣ and ␤ are jointly statistically significant has substantially more power and more accurate Type I error rates.
The power rates for the difference in coefficients methods tend to be higher than the Baron and Kenny (1986) and the Judd and Kenny (1981b) causal steps methods, but the Type I error rates remain too conservative for all but the Clogg et al. (1992) and Freedman and Schatzkin (1992) tests. Although the standard error for the Clogg et al. (1992) and the Freedman and Schatzkin tests do not appear to give an Freedman and Schatzkin tests do not appear to give an Freedman and Schatzkin tests do not appear to give an accurate estimate of the standard error of the intervening variable effect (because of the assumption of fixed X and I ), the significance tests have the most accurate Type I error rates and the greatest statistical power for most situations. Similarly, the product of coefficients methods have higher power than the Baron and Kenny and Judd and Kenny (1981b) methods but, again, the Type I error rates are too low. The low power rates and low Type I error rates are present for the first-order test used in covariance structure analysis programs including LISREL (Jö reskog & Sö rbom, 1993) and EQS (Bentler, 1997) . The distribution of the product test P ‫ס‬ z ␣ z ␤ and the distribution of zЈ ‫ס‬ ␣␤/ ␣␤ have accurate Type I error rates when ␣ ‫ס‬ ␤ ‫ס‬ 0, and the highest power rates throughout. These two distribution tests do not assume that the intervening variable effect is normally distributed, consistent with the unique distribution of the product of two random, normal variables (Craig, 1936) , but they do assume that individual regression coefficients are normally distributed.
The difference in the statistical background of the Clogg et al. (1992) and Freedman and Schatzkin (1992) tests and the distribution of products tests, P ‫ס‬ z ␣ z ␤ and zЈ ‫ס‬ ␣␤/ ␣␤ , makes the similarity of the empirical power and Type I error rates when ␣ ‫ס‬ ␤ ‫ס‬ 0 somewhat surprising. The Clogg et al. (1992) and Freedman and Schatzkin (1992) tests underestimate the standard errors, which serves to compensate for critical values that are too low when standard reference distributions are used. Although the degree of compensation appeared to be quite good under some of the conditions investigated in the present simulation, it is unclear whether these tests could be expected to show an appropriate degree of compensation under other conditions (e.g., larger effect sizes and other levels of significance).
There is an important exception to the accuracy of the Clogg et al. (1992) , Freedman and Schatzkin (1992) , P ‫ס‬ z ␣ z ␤ , and zЈ ‫ס‬ ␣␤/ ␣␤ tests. When the true population values are ␣ ‫ס‬ 0 and ␤ 0, the methods lead to the conclusion that there is an intervening variable effect far too often, although the distribution of products test zЈ ‫ס‬ ␣␤/ ␣␤ is less susceptible to Type I errors than the other methods. When the true value of ␣ 0 and ␤ ‫ס‬ 0, the Clogg et al. (1992) and Freedman and Schatzkin (1992) tests still perform well and the two distribution methods give Type I errors that are too high. The better performance for the Clogg et al. (1992) test when ␣ 0 and ␤ ‫ס‬ 0 is not surprising because the test of significance is equivalent to the test of whether the ␤ parameter is statistically significant (H 0 : ␤ ‫ס‬ 0) and does not include the ␣ value in the test. The test based on the empirical distribution of zЈ ‫ס‬ ␣␤/ ␣␤ has the lowest Type I error rates of the four best methods when looking across both the ␣ ‫ס‬ 0 and ␤ 0 and the ␣ 0 and ␤ ‫ס‬ 0 cases.
In summary, statistical tests of the intervening variable effect trade off two competing problems. First, the nonnormal sampling distribution of the ␣␤ effect leads to tests that are associated with empirical levels of significance that are lower than the stated levels when H 0 is true as well as low statistical power when H 0 is false. The MacKinnon et al. (1998) zЈ and P tests explicitly address this problem and provide accurate Type I error rates when ␣ ‫ס‬ ␤ ‫ס‬ 0 and relatively high levels of statistical power when H 0 is false. Second, the test of the null hypothesis for ␣␤ ‫ס‬ 0 is complex because the null hypothesis takes a compound form, encompassing (a) ␣ ‫ס‬ 0, ␤ ‫ס‬ 0; (b) ␣ 0, ␤ ‫ס‬ 0; and (c) ␣ ‫ס‬ 0, ␤ 0. Two of the MacKinnon et al. tests break down and yield higher than stated Type I error rates under conditions b and c. In contrast, the use of otherwise inappropriate conservative critical values based on the normal sampling distribution turns out empirically to compensate for the inflation in the Type I error rate associated with the compound form of the null hypothesis.
Statistical Recommendations
Focusing initially on the statistical performance of the tests of the intervening variable effect, the 14 tests can be divided into three groups of tests with similar performance. The first group consists of the Baron and Kenny (1986) and Judd and Kenny (1981b) approaches, which have low Type I error rates and the lowest statistical power in all conditions studied. Four tests are included in the second group of methods consisting of P ‫ס‬ z ␣ z ␤ and zЈ ‫ס‬ ␣␤/ ␣␤ , the Clogg et al. (1992) , and Freedman and Schatzkin (1992) tests, which have the greatest power when both ␣ and ␤ are nonzero and the most accurate Type I error rates when both ␣ and ␤ are zero. These four methods can be ordered from the best to the worst as zЈ ‫ס‬ ␣␤/ ␣␤ , P ‫ס‬ z ␣ z ␤ , Freedman and Schatzkin test, and Clogg et al. test for most values of ␣ and ␤. If researchers wish to have the maximum power to detect the intervening variable effect and can tolerate the increased Type I error rate if either the ␣ or ␤ population parameter is zero, then these are the methods of choice. If there is evidence that ␣ 0 and ␤ ‫ס‬ 0, then the Clogg et al. and Freedman and Schatzkin methods will have increased power and accurate Type I error rates and P ‫ס‬ z ␣ z ␤ and zЈ ‫ס‬ ␣␤/ ␣␤ tests have Type I error rates that are too high. When ␣ 0 and ␤ ‫ס‬ 0, the Clogg et al., and the Freedman and Schatzkin methods have very high Type I error rates. For both cases where either ␣ or ␤ is zero, the empirical distribution method zЈ ‫ס‬ ␣␤/ ␣␤ has the lowest Type I error rates (Type I error rates did not exceed .426). As a result, if the researcher seeks the greatest power to detect an effect and does not consider an effect to be transmitted through an intervening variable if ␣ can be zero, then the zЈ ‫ס‬ ␣␤/ ␣␤ empirical distribution test is the test of choice. The researcher should be aware that the Type I error rate can be higher than nominal values for the situation whether either ␣ or ␤ (but not both) is zero in the population.
Eight tests are included in the third group of methods, which represent less power and too low Type I error rates when ␣ ‫ס‬ ␤ ‫ס‬ 0, but more accurate Type I error rates when either ␣ or ␤ is zero. The tests listed in terms of accuracy consist of the joint significance test of ␣ and ␤, asymmetric critical value test, test of the simple minus partial correlation, test of product of correlations, unbiased test of ␣␤, first-order tests of ␣␤, McGuigan and Langholtz (1988) test of − Ј, and then second-order test of ␣␤. Unfortunately, Goodman's (1960) unbiased test often yields negative variances and is hence undefined for zero or small effects or small sample sizes. The joint significance test of ␣ and ␤ appears to be the best test in this group as it has the most power and the most accurate Type I error rates in all cases compared to the other methods. Note that no parameter estimate or standard error of the intervening variable effect is available for the joint test of the significance of ␣ and ␤ so that effect sizes and confidence intervals are not directly available. Consequently, other tests that are close to the joint significance test in accuracy such as the asymmetric confidence interval test may be preferable as they do include an estimate of the magnitude of the intervening variable effect. The very close simulation performance of the other six methods in this group suggests that for practical data analysis, the choice of tests in this group will not change the conclusions of the study. Overall, the methods in the third group represent a compromise with less power than some methods, and more accurate Type I error rates than other methods.
The overall pattern of results for the case of ␣ ‫ס‬ 0 and ␤ 0 forces consideration of two different statistical null hypotheses regarding intervening variable effects. The first hypothesis is a test of whether the indirect effect ␣␤ is zero. This hypothesis is best tested by the methods with the most power, empirical distribution zЈ ‫ס‬ ␣␤/ ␣␤ and distribution of P ‫ס‬ z ␣ z ␤ , and possibly by the Freedman and Schatzkin (1992) test. The second hypothesis is a test of whether both paths ␣ and ␤ are equal to zero. In this case the joint significance of ␣ and ␤ or the asymmetric confidence limit test provide the most direct test of the hypothesis. Given the importance of establishing that (a) the treatment leads to changes in the intervening variable (␣ 0) and (b) the intervening variable is associated with dependent variable (␤ 0) (see Krantz, 1999) , we strongly recommend this test for experimental investigations involving the simple intervening variable model portrayed in Figure 1 . Asymmetric confidence limits for the mediated effect, ␣␤, can then be computed based on the distribution of the product.
Causal Inference
This article has focused on the statistical properties of intervening effect tests, at least in part because the requirements for causal inference regarding an intervening effect are complex and controversial. The majority of the statistical tests of intervening effects reported in psychology journals test the significance of the indirect effect ␣␤ or each of the causal steps proposed by Judd and Kenny (1981b) or Baron and Kenny (1986) . The tests of the indirect effect largely follow the tradition of path analysis in which a restricted model is hypothesized, here X → I → Y and the hypothesized model is tested against the data. Although important competing models may be considered and also tested against the data, this tradition typically seeks to demonstrate only that the causal processes specified by the hypothesized model are consistent with the data.
In contrast, Judd and Kenny (1981b) originally presented their causal steps method as a device for directly probing the causal process through which a treatment produces an outcome. The strength of their approach is that in the context of a single randomized experiment it provides evidence that the treatment causes the intervening variable, the treatment causes the outcome, and that the data are consistent with the proposed intervening variable model X → I → Y, where X represents the treatment conditions. However, the third causal step makes the strong assumption that the residuals ⑀ 2 and ⑀ 3 in Equations 2 and 3, respectively, are independent. This assumption can be violated for several reasons including omitting a variable from the path model, an interaction between I and X, incorrect specification of the functional form of the relations, error of measurement in the intervening variable, and a bidirectional causal relation between I and Y (Baron & Kenny, 1986; MacKinnon, 1994) . When this assumption is violated, biased estimates of the indirect effect may be obtained and the causal inference that X → I → Y may be unwarranted. Holland (1988) presents an extensive analysis of the assumptions necessary for causal inference in this design. Among the conditions necessary for causal inference are randomization, linear effects, and that the full effect of the treatment operates through the intervening variable (i.e., no partial intervening variable effect).
Establishing the conditions necessary for causal inference requires a more complex design than the two group randomized experiment considered by Judd and Kenny (1981b) . Designs in which both the treatment and intervening variable are manipulated in a randomized experiment can achieve stronger causal inferences. For example, imagine a hypothesized model in which commitment leads to intentions, which, in turn, leads to behavior. Subjects could be randomly assigned to a high or low commitment to exercise program condition, following which their intentions to exercise would be measured. Following this, subjects could be randomly assigned to a condition in which the same exercise program was easy versus difficult to access and the extent of their behavioral compliance with the program could be measured. Adding design features like randomization and temporal precedence can powerfully rule out alternative causal explanations (Judd & Kenny, 1981b; Shadish, Cook, & Campbell, 2002; West & Aiken, 1997; West, Biesanz, & Pitts, 2000) .
The addition of design features can change the assumptions that are necessary for causal inference. For example, Judd and Kenny (1981b) and Baron and Kenny (1986) ruled out models in which the treatment could not be shown to affect the outcome in Equation 1. This condition rules out inconsistent effect models in which the intervening variable effect (␣␤) and the direct effect (Ј) in Figure 1 have opposite signs and may cancel out. However, if the strength of the direct path and each link of the indirect path can be manipulated in a randomized experiment, strong causal inferences can potentially be reached. A recent experiment by Sheets and Braver (1999) presented an illustration of this approach.
Conclusion
Tests of the intervening variable effect are useful because they examine processes by which variables are related. In clinical and community research, such tests are critical for the elucidation of how prevention and treatment programs work. In experimental research, such tests are critical for establishing the plausibility of causal sequences implied by theory. Reflecting the lack of consensus in the definition of an intervening effect across disciplines, the available tests address several different null hypotheses. The available procedures also differ in the extent to which they simply test whether the data are consistent with a hypothesized intervening variable model versus attempt to establish other logical features that support causal inference by ruling out other competing models. As a result of these differing conceptual bases, different assumptions, and different estimation methods, the available tests show large differences in their Type I error rates and statistical power. The present article provides researchers with more information about both the conceptual bases and the statistical performance of the available procedures for determining the statistical significance of an intervening variable effect. Our hope is that researchers will now have guidance in selecting a test of the intervening variable effect that addresses their question of interest with the maximal statistical performance. bpd2‫(-(ס‬rxi*rxi)/(1-rxi*rxi)); bpd3‫(ס‬rxi/(1-rxi*rxi)); bobkovar‫((ס‬bpd1**2)*vrxi)+((bpd2**2)*vrxy)+((bpd3**2)*vriy)+(2*bpd1*bpd2*crxyrxi)+(2*bpd2*bpd3*crxyriy) +(2*bpd1*bpd3*criyrxi); bobkose‫ס‬sqrt(bobkovar); zbobko‫ס‬corr/bobkose; pbobko‫−1ס‬probnorm(abobko); cards; .14 .14 0 200 ; proc print; var diff ose zolkin polkin corr bobkose zbobko pbobko; run;
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