New inference methods for the multivariate coefficient of variation and its reciprocal, the standardized mean, are presented. While there are various testing procedures for both parameters in the univariate case, it is less known how to do inference in the multivariate setting appropriately. There are some existing procedures but they rely on restrictive assumptions on the underlying distributions. We tackle this problem by applying Wald-type statistics in the context of general, potentially heteroscedastic factorial designs. In addition to the k-sample case, higher-way layouts can be incorporated into this framework allowing the discussion of main and interaction effects. The resulting procedures are shown to be asymptotically valid under the null hypothesis and consistent under general alternatives. To improve the finite sample performance, we suggest permutation versions of the tests and shown that the tests' asymptotic properties can be transferred to them. An exhaustive simulation study compares the new tests, their permutation counterparts and existing methods. To further analyse the differences between the tests, we conduct two illustrative real data examples.
Introduction
A widely used unit-free measure of dispersion is the coefficient of variation (CV), which is the ratio of the standard deviation and the population mean. It is a popular tool to judge, e.g., the repeatability of measurements in clinical trials (Feltz and Miller, 1996) , the risk in the financial world (Ferri and Jones, 1979) or in psychology (Weber et al., 2004) , and the quantitative variability in genetics (Wright, 1952) . Moreover, it serves as a reliability tool in control charts (Castagliola et al., 2013; Abbasi and Adegoke, 2018; Nguyen et al., 2019) . The reciprocal of the CV, the standardized mean, is a quantity of its own interest, which can be motivated from one-way analysis of variance problem when the observations are standardized with the sample standard deviation before statistical analysis.
Various inference methods are suggested to compare two or several groups in terms of CV, or equivalently of standardized means. To get an overview, we refer to Aerts and Haesbroeck (2017) and Pauly and Smaga (2020) . In various fields, e.g. in biomedicine or psychology (GISSI-2, 1990; Baigent et al., 1998; Cassidy et al., 2008; Mehta et al., 2010; Kurz et al., 2015) , the one-way layout is too narrow and factorial designs are needed to discuss main effects of different factors, e.g. gender, measurement, site, but also interaction effects between them: 'it is desirable for reports of factorial trials to include estimates of the interaction between the treatments' (Lubsen and Pocock, 1994) . Consequently, the question arises: can we extend the existing methods to general factorial designs?
But first, let us come to the multivariate setting. When more than one feature is of interest, comparisons based on marginal CVs are misleading due to potentially different decision for the single features, as pointed out by (Van Valen, 1974) in the biology field, and does not account for correlations between the features. The solution is to use a summarizing measure for all features, e.g. the multivariate coefficient of variation (MCV). However, a drawback in this direction is that the extension is not unique and there is no default choice up until now. For example, Reyment (1960) , Van Valen (1974) , Voinov and Nikulin (1996) and Albert and Zhang (2010) suggest to define the MCV by
respectively. Here µ denotes the nonzero mean vector of a d-dimensional random variable and Σ is corresponding covariance matrix. All these definitions reduces to the CV in the univariate (d = 1) case. The differences of them are discussed in great detail by Albert and Zhang (2010) . A further problem of the MCV is the lack of generally applicable inference methods. To the best of our knowledge, there is only a proposal by Aerts and Haesbroeck (2017) for testing the equality of several MCVs following the definition of Voinov and Nikulin (1996) . But their methods rely on the specific assumption of the underlying distribution and the convergence speed of their test statistic is rather slow leading to an unstable type-1 error control for small sample sizes; the latter is demonstrated in our simulation study.
To address all problems raised in the last two paragraphs simultaneously, we suggest Wald-type statistics leading to generally applicable testing procedures (i) not relying on any specific distribution assumption.
(ii) within the general framework of factorial designs allowing the discussion of main and interaction effects.
(iii) based on the MCV of Voinov and Nikulin (1996) for treating univariate as well as multivariate settings.
(iv) being theoretically valid while possessing an accurate type-1 error control under small sample sizes.
We tackle the last aim by following a permutation strategy. It is well-known that permuting exchangeable data (e.g. the distributions in all groups coincide) leads to finitely exact tests. But permutation tests can also be applied beyond the too narrow exchangeability assumption. The finite exactness cannot be preserved but permuted studentized statistics were shown to be still asymptotically exact for various non-exchangeable two-sample scenarios (Neuhaus, 1993; Janssen, 1997; Janssen and Pauls, 2003; Pauly, 2011 ). Recently, the success story of this idea has been continued in the framework of oneway layouts Romano, 2013, 2016) and even general factorial designs (Pauly et al., 2015; Friedrich et al., 2017; Smaga, 2017; Harrar et al., 2019; Ditzhaus et al., 2019; Dobler and Pauly, 2019) . For the latter, Wald-type statistics, as proposed here, are favorable choices for such appropriately studentized statistics. In the univariate one-way layout, our proposal coincides with the permutation test of Pauly and Smaga (2020) . The remainder of this paper is organized as follows. In Section 2, we introduce the general factorial design set-up and formulate the statistical hypotheses in terms of MCVs and standardized means. Moreover, consistent estimators of both are presented. These estimators are used to build the Waldtype statistics in Section 3, which are shown to be asymptotically exact under the null hypotheses and consistent under general alternatives. Their permutation counterparts are considered in Section 4 and the tests' asymptotic properties are transferred to them. An exhaustive simulation study and illustrative real data examples are presented in Sections 5 and 6, respectively. Section 7 concludes the paper and discusses further research possibilities. All proofs are presented in the appendix.
where the observations X ij have the same distribution for each individual j = 1, . . . , n i within the group i = 1, . . . , k. To include general factorial designs in this framework, the group index i is split up accordingly. For example, let us consider, for a moment, a two-way layout with factors A and B having a and b levels, respectively. Then the group index has the form i = (i A , i B ) for i A = 1, . . . , a and i B = 1, . . . , b, and the number of groups k equals a · b. Higher-way layouts or nested designs can be incorporated similarly; we refer the reader to Pauly et al. (2015) for more details.
Throughout, we assume that all fourth moments E(X 4 ijr ) < ∞ exists. Moreover, we denote by µ i = 0 and Σ i the non-zero expectation vector and the regular covariance matrix of X i1 , respectively. Following Voinov and Nikulin (1996) we study the multivariate extension of the coefficient of variation given by
We want to point out that by under the present assumptions C i is always well-defined. In the same way, we extend the standardized means to the multivariate setting as follows
Both parameters can be naturally estimated by
where µ i and Σ i are replaced by their empirical counterparts
For a given contrast matrix H ∈ R r×k , we like to infer the general null hypotheses H 0,C : HC = 0, H 0,B : HB = 0,
where C = (C 1 , . . . , C k ) ⊤ and B, C, B are defined analogously. Here, H is called a contrast matrix if H1 = 0, and 0 and 1 are vectors consisting of 0's and 1's only. The contrast matrix H is chosen according to the concrete testing problem of interest. Choosing H = P k , where P k = I k − J k /k is the difference of the unity matrix I k and the scaled version of the matrix J k = 11 ⊤ ∈ R k×k consisting of 1's only, leads to the null hypotheses of no group effect, i.e.,
How to choose H in a two-way layout to test for no main effects or no interaction effects is explained in Section 5.2. The extension to higher-way layouts is straightforward and a brief explanation what to do in hierarchical designs with nested factors is given in Section 4 of Pauly et al. (2015) . For the statistical analysis, the projection matrix T = H ⊤ (HH ⊤ ) + H is usually preferred over H itself (Brunner et al., 1997; Smaga, 2017; Ditzhaus et al., 2019; Dobler and Pauly, 2019) , where (HH ⊤ ) + denotes the Moore-Penrose inverse of HH ⊤ . It is easy to check that both matrices describe the same null hypothesis, but T has some favorable properties as being unique, symmetric and idempotent. Nevertheless, all the results hold independently whether T or H is chosen.
Wald-type test statistic
For all asymptotic considerations, we suppose that there are non-vanishing groups in terms of their sample size:
Here and subsequently, all limits are meant as n = k i=1 n i tends to ∞. To obtain appropriate test statistics for (2), we first derive central limit theorems for the estimates C i and B i . Asymptotic normality of C i was already proven by Aerts et al. (2018) under elliptical symmetry and in the univariate case without specific distribution assumption by Pauly and Smaga (2020) . To formulate the corresponding results, let us introduce
where ⊗ is the Kronecker product, and the matrices D(
as well as Ψ i4 ∈ R d 2 ×d 2 , which are given by their entries
for a, b, r, s ∈ {1, . . . , d}.
Theorem 1. (i) The estimator C i is asymptotically normal,
(ii) We have asymptotic normality of B i ,
In principle, the limits in the previous theorem may be degenerated, i.e. σ 2 1,C = 0, and simultaneously σ 2 i,B = 0, is possible. But this case just appears in rather unusual settings of conditional degenerated or two-point distributions:
is said to be conditionally two-point distributed if the support of its conditional distribution given the remaining components (Y s ) s=1,...,d;s =r consists of two points at most, including the degenerated case.
Examples fulfilling the aforementioned definition are
It turns out that these examples need to be excluded to guarantee positive variances σ 2 i,C > 0 and σ 2 i,B > 0:
Lemma 1. If σ 2 i,C = 0 holds for some group i then at least one component of X i1 is conditionally two-point distributed.
Hence, to ensure σ 2 i,C > 0 for all i, we suppose throughout:
Assumption 1. For every group i, no component of X i1 is conditionally two-point distributed.
With this assumption at hand, we are now ready to formulate the Wald-type statistics (WTS) for testing the null hypotheses (2)
where Σ C = diag( σ 2 1,C , . . . , σ 2 k,C ) as well as Σ B = diag( σ 2 1,B , . . . , σ 2 k,B ) are diagonal matrices. Here, σ 2 i,C and σ 2 i,B are the natural estimator of σ 2 i,C and σ 2 i,B , respectively,
obtained by replacing all expectations by their empirical counterparts, e.g. the entries of Ψ i3 by
It is straightforward to see that Σ C and Σ B are consistent estimators of Σ C = diag(σ 2 1,C , . . . , σ 2 k,C ) and Rao and Mitra (1971) , the limit S C is chi-square distributed with rank(T ) degrees of freedom. The same argumentation can be used to derive the limit of S n,B (T ). Both can be summarized as Hence, we obtain asymptotic valid tests ϕ n,C = I{S n,C > χ 2 rank(T ),1−α } and ϕ n,B = {S n,B > χ 2 rank(T ),1−α } for the null hypotheses (2) by comparing the respective WTS with the (1 − α)-quantile χ 2 rank(T ),1−α of a chi-square distribution with rank(T ) degrees of freedom. As Theorem 1 is generally valid, we can deduce that n −1 S n,C (T ) converges always in probability to S C = (T C) ⊤ (T Σ C T ⊤ ) + T C.
In the proofs, we verify that this limit S C is positive whenever T C = 0 holds. Consequently, the consistency of the tests follows:
Theorem 3. Suppose Assumption A. Then ϕ n,C and ϕ n,B are consistent, i.e.
It is well known that Wald-type statistics, as used here, converge rather slowly to their χ 2distributed limit. This explains the poor type-1 error control in our simulation study, see Section 5, where diverse small sample size settings are considered. This problem can be tackled by the permutation method mentioned in the introduction and explained more detail in the following section.
Permutation method
Resampling techniques and, in particular, permutation methods are useful and well-accepted tools to achieve better finite sample performance. The benefit of the permutation approach is its finite exactness under exchangeability, here under H 0 : X 11 d = . . . d = X k1 . At the same time, the tests' asymptotic properties, as being asymptotically exact under the null hypothesis and consistent under alternatives, can be transferred to the permutation counterpart when an appropriate studentization is used within the original test statistic. The WTS is a perfect example for such a studentized statistic.
Let us become more specific now. To generate a permutation sample X π = (X π ij ) i=1,...,k;j=1,...,n i , we pool all the observations and forget the corresponding group memberships for a moment. For each group j, we draw then a new sample of its original size n j from the pooled data X = (X ij ) i=1,...,k;j=1,...,n i , but, in contrast to Efron's bootstrap, we draw without replacement. In short, we randomly permute the group memberships. Replacing the original data by the permutation sample, we obtain the permutation counterparts S π n,C (T ) and S π n,B (T ) of the WTS. In same way, we add the superscript π to the variance estimators, the covariance estimators etc. when the corresponding permutation counterpart is meant. Since we pool the data for the permutation approach, we need to adjust the condition on the expectation vectors to prevent division by zero. To be concrete, we suppose that the expectation vectorμ = k i=1 κ i µ i is not equal to zero.
Theorem 4. Suppose Assumption A andμ = 0. Under H 0,C : T C = 0 as well as under H 1,C : T C = 0, S π n,C (T ) always mimics the null distribution limit of S n,C (T ) asymptotically, i.e.
where χ 2 rank(T ) denotes the distribution function of a chi-square distribution with rank(T ) degrees of freedom. The analog statement for S π n,B (T ) is true.
By Theorem 4, the (1 − α)-quantile q π nα,C of the permutation distribution t → P (S π n,C (T ) ≤ t | X) can be used to approximate the chi-square quantile χ 2 rank(T ),1−α , independently whether the null hypothesis or the alternative is true. The analog statement is true for testing in terms of the parameter B. Consequently, the asymptotic exactness and the consistency of the tests ϕ n,C and ϕ n,B can be transferred to their permutation counterparts ϕ π n,C = I{S n,C > q π nα,C } and ϕ n,B = I{S n,B > q π nα,B } (Janssen and Pauls, 2003, Lemma 1 and Theorem 7).
As a small byproduct, Theorem 4 shows that the permutation results of Pauly and Smaga (2020) do not require the specific convergence rate assumption n i /n − κ i = O(n −1/2 ) but hold in general under (3).
Simulation study
In this section, we present the simulation study to investigate the type-1 error level and power of our new tests under small and moderate sample sizes for (i) interfering the null hypothesis of equal C's, and B's, in multivariate one-way layouts for d = 5, 10.
(ii) testing for the presence of main or interaction effects in univariate (d = 1) two-way layouts.
Therefore, we consider 1. different distributions: the normal (N ), the power exponential (PE 2 , PE .5 ) and the Student (t 5 ) distributions with covariance matrix Σ i = I d and mean vector
2. balanced sample size settings, n i = n 0 ∈ {20, 35, 50}, as well as unbalanced scenarios, and 3. different group sizes k = 2, 4, 8.
The univariate one-way layout was already explicitly studied by Pauly and Smaga (2020) and we refer the reader to their paper for comprehensive simulations within this context. As competitors in the k-sample settings, we choose the different tests suggested by Aerts and Haesbroeck (2017) , i.e., the asymptotic AH C , AH R , AH S and AH SP tests based on the classical, one-step reweighted minimum covariance determinant (RMCD), S estimators and semi-parametric approach, respectively. For all these tests there is version based on C and B, respectively. To indicate the specific version, we add the index C and B, respectively, e.g. AH C,C and AH C,B , when this is necessary. The robust estimators (RMCD, S) were performed with a default breakdown point (BDP) of 25%. In contrast to our approach, the tests of Aerts and Haesbroeck (2017) are (semi-)parametric and information about the underlying distribution is needed. Although this knowledge is typically not given in practice, the asymptotic variances of and consistency factors for the estimators (classical, S, RMCD) were chosen under the assumed underlying distributions. The significance level was set to α = 5%. Empirical sizes and powers of the tests were computed as the proportion of rejections of the null hypothesis based on 1000 simulation replications. The pvalues of the permutation tests were estimated by using 1000 random permutations. The simulation experiments were performed using the R program (R Core Team, 2020). The code for the tests proposed in Aerts and Haesbroeck (2017) was taken from the ResearchGate profile of Doctor Stephanie Aerts. A part of calculations was made at the Poznań Supercomputing and Networking Center.
Multivariate one-way layouts
For the multivariate one-way layout, we divide our simulations into two parts. First, we consider balanced settings for two-group comparisons following the simulations settings of Aerts and Haesbroeck (2017) , which include the choice µ i = µ i1 = (1/C i )e i for the mean vectors and d = 5 for the number of dimensions. Therein, we investigate the type-1 error for different scenarios C 1 = C 2 ∈ {0.1, 0.5, 1, 2} as well as the power values under various settings, C 1 = 1 and C 2 ∈ {0.5, 1.5}, of our new tests and of the ones suggested by Aerts and Haesbroeck (2017) . We want to point out that in one-way layouts both null hypotheses H 0,C and H 0,B are equivalent. That is why both versions of each test are include in all the corresponding simulations. The results are displayed in Tables 1 and 2 . Second, we run extra simulations for an in-depth analysis of our tests' finite sample performance. The observed values are presented in Tables 3 and 4 . They cover two-group but also four-group comparisons, another choice for the mean vector µ i = µ i1 = (1/C i )e i , an unbalanced sample size setting (n 1 = 35, n 2 = 45, n 3 = 40, n 4 = 50) and the dimensions d = 5, 10. Alternatives are chosen such that only the MCV from group 1 differs from the remaining ones, i.e. A :
Type-1 error: As well-known in the literature, Wald-type statistics converge rather slowly to their chi-square limit distribution leading to a poor type-1 error control of the corresponding tests. This unsatisfactory behavior can also be observed in the present situation, see Tables 1-4. Both asymptotic tests ϕ n,C and ϕ n,B fail to maintain the type-1 error level in most scenarios. The 95% binomial confidence interval [3.6%, 6.4%] for the true type-1-error probability is used as criteria (Duchesne and Francq, 2015) for liberality and conservativeness. The test ϕ n,B leads to rather liberal decisions with values even up to 32% (Table 3 , d = 5, k = 4, t 5 -distr.). In contrast to that, ϕ n,C exhibit extreme liberal but also extreme conservative decisions with observed type-1 values ranging from 0.1% (Table 1 , several times) to 31.1% (Table 3 , d = 5, k = 4, t 5 -distr.). In principle, it can be observed that too liberal decision of ϕ n,C can be observed for small and moderate MCVs (i.e., C i = 0.1, 0.5) and too conservative type-1 error values appear in case of large MCVs (C i = 1.5, 2). Table 1 shows that the empirical sizes come closer to the 5%-benchmark for increasing sample size, except ϕ n,C for C = 2, which remains extremely conservative. Moreover, according to Table 3 the decisions of both tests become more liberal when the number k of groups or dimension d grows.
The competing procedures of Aerts and Haesbroeck (2017) lead, in principle, to less liberal decisions for small and moderate C i = 0.1, 0.5 than our asymptotic tests, but they are still too liberal, in particular for small sample sizes. For larger MCV (C i = 2), the type-1 error rates of the AH tests and our asymptotic tests are comparable, i.e. the tests based on C are extremely conservative and the tests based on B are rather liberal. The AH R test makes an exception from all these observations under the normal distribution and the power exponential distribution P E 2 : its liberality is even more 0 Here, H 0,C : C 1 = C 2 = C 0 , n 1 = n 2 = n 0 , C and B denote that the tests for MCVs and for inverses of MCVs are used respectively. The empirical sizes are displayed in bold, when they are outside the 95% significance limits, i.e., [3.6%, 6.4%]. 28.8 Here, H 0,C : C 1 = C 2 , C 1 = 1, n 1 = n 2 = 50, C and B denote that the tests for MCVs and for inverses of MCVs are used respectively. The empirical sizes are displayed in bold, when they are outside the 95% significance limits, i.e., [3.6%, 6.4%]. The empirical powers are in bold for too liberal tests, i.e., when the corresponding empirical sizes are greater then 6.4%. .5 Here, H 0,C : C 1 = · · · = C k = C 0 and C and B denote that the tests for MCVs and for inverses of MCVs are used respectively.
The empirical sizes are displayed in bold, when they are outside the 95% significance limits, i.e., [3.6%, 6.4%]. . . = C k for the unbalanced setting (n 1 = 35, n 2 = 45, n 3 = 40, n 4 = 50) and the expectation vectors µ i = µ i2 pronounced for small and moderate C i = 0.1, 0.5 while in case of C i = 2 the empirical sizes of AH R,C are less conservative than the ones of the other tests based on C. The overall impression is that AH procedure exhibit a better type-1 error control than our asymptotic tests. This may be explained by the fact that these tests use more information, i.e. they require the knowledge of the underlying distribution, than our nonparametric approach. As described before, the type-1 error control of AH and our asymptotic tests is unsatisfactory, including too liberal but also too conservative decisions. In contrast, the permutation counterparts ϕ π n,C and ϕ π n,B of our asymptotic tests control the type-1 error rate very accurately over all settings. The corresponding empirical sizes lie always in the 95% binomial confidence interval.
Power: Due to the partially quite liberal behavior of the AH and our asymptotic tests, a comparison of them and the permutation tests is not fair. Nevertheless, the empirical power values of all tests are presented in Tables 2 and 4 for completeness reasons. But the values corresponding to liberal tests (i.e. the empirical sizes is greater than the upper bound 6.4% of the confidence interval) are displayed in bold to minimize the risk of misinterpretation. In the balanced settings (see Table  2 ) the power values of the permutation test are comparable or slightly smaller than the other tests for small and moderate C i = 0.1, 0.5, while the permutation test ϕ π n,C clearly outperforms the others tests based on C in case of C i = 2. The latter can be explained by the observed extreme conservativeness of the AH and our asymptotic tests. The AH R tests make again an exception. Here, we can observe that despite its extreme liberality under PE 2 -and normal distributions in case of C i = 0.5, the corresponding power is significantly smaller than the one of the other tests. This may suggest some instability using the RMCD estimator with the asymptotic distribution. In the unbalanced settings (Table 4 ) the empirical power values of the asymptotic and the permutation tests are close together for k = 2 and d = 5, where there is a slight advantage of the asymptotic tests. When switching to k = 4 and/or d = 10, the gap between the permutation and asymptotic tests in terms of power becomes larger and larger. While the power remains stable or decreases slightly -the natural power behavior for increasing dimensions -the power of the asymptotic tests even increases leading to the aforementioned growing gap. Our findings regarding the type-1 error control, i.e. increasing empirical size for growing dimension, explain this rather unusual power behavior of the asymptotic tests.
Recommendation: Summarizing the findings, we recommend the use of the permutation methods. They exhibit an accurate type-1 error control while the AH and our asymptotic tests are rather unstable, including extreme liberal as well as conservative decisions. Moreover, the power performance is comparable or even significantly better in the situations, in which a fair comparison can be made.
Two-way layouts
In this section, we consider univariate (d = 1) two way-layouts with factor A possessing a and factor B having b levels. Before we explain the specific simulation settings let us explain how to formulate the null hypotheses to check for main or interaction effects. For ease of presentation, we just discuss the null hypotheses and tests based on C but the same can be done analogously for standardized means B.
First, recall the definitions J r = 1 r 1 ⊤ r and P r = I r − J r /r for r ∈ N. Then the null hypotheses of interest can be described by the following contrast matrices H:
is the mean over the dotted index, andC ·i B ,C ·· are defined in the same way. A more lucid way to describe the aforementioned null hypotheses is based on an additive effect notation. Therefore, the MCV C i A and B , respectively, and the interaction effect 7 Here, C and B denote that the tests for CVs and for inverses of CVs are used respectively. The empirical sizes are displayed in bold, when they are outside the 95% significance limits, i.e., [3.6%, 6.4%]. The empirical powers are in bold for too liberal tests, i.e., when the corresponding empirical sizes (or one of them for testing for interaction effects) are greater then 6.4% this at hand, the null hypotheses can be rewritten as H A 0 :
Simulation settings:
We consider a 2 × 4-design, i.e. a = 2 and b = 4 leading to k = 8 different subgroups. For the MVCs C i A i B , we choose three different scenarios. Under the first and second scenario, just a main effect of factor A and B, respectively, is present, e.g., the null hypothesis H A 0 or H B 0 , respectively, is false while the remaining two out of the three null hypotheses are true. In the third scenario, none of the three null hypotheses is true. For each scenario, we differentiate between two parameter constellations A 1 and A 2 resulting in six different settings, these are displayed in Table  5 . The simulation results are presented in Table 6 . We want to point out that the null hypotheses based on C and B are, in general, not equivalent as in the one-way layout. However, in the six settings considered here the null hypotheses for B and C are true at the same time or false at the same time. That is why we write, for ease of presentation, just H A 0 instead of H A 0,C and H B 0,B . Simulation results: The empirical size of both permutation tests lies in the 95% confidence interval [3.6%, 6.4%] in all null settings with just one conservative exception of 3.5%. At the same time, the asymptotic tests exhibit an acceptable type-1 error behavior with a tendency to liberal decisions just under the PE 2 -distribution. Switching to the normal distribution, the liberality becomes more pronounced with values up to 8.7% and an average of 7.3%. Under the PE .5 -and t 5 -distribution the tendency to liberality becomes even more extreme with values up to 14.9% and 16.7%, respectively. In summary, it may be said that a larger kurtosis leads to more liberal decisions of the asymptotic test. Taking this 'unfair advantage' of the asymptotic test into account, the permutation tests show Table 7 : P-values (in %) of the new asymptotic (ϕ n,C , ϕ n,B ) and permutation (ϕ π n,C , ϕ π n,B ) tests as well as the tests of Aerts and Haesbroeck (2017) for Parkinson's disease data set for the first 2 (1-2), 3 (1-3) and 4 (1-4) variables ϕ n,C ϕ n,B ϕ π n,C ϕ π n,B AH C,C AH C,B AH R,C AH R,B AH S,C AH S,B AH SP,C AH SP,B 
Illustrative real data examples
We illustrate the practical application of our tests in practice on two real data sets.
Parkinson's disease data set
First, we consider the multivariate case using the Parkinson's disease data set available at the UCI Machine Learning Repository (Frank and Asuncion, 2010) . This data set was created by Max Little of the University of Oxford, in collaboration with the National Centre for Voice and Speech, Denver, Colorado, who recorded the speech signals (Little et al., 2007 (Little et al., , 2009 ). There are n = 195 observations of 22 variables, which are biomedical voice measures, e.g., the first variable is the average vocal fundamental frequency. The observations correspond to voice recordings from patients, which are divided into k = 2 groups. The first sample of size n 1 = 147 consists of data for patients with Parkinson's disease (PD), while the second sample contains n 2 = 48 observations of healthy individuals. Based on these data, we want to discriminate healthy people from those with PD.
For illustrative purposes, it is interesting to check if the multivariate coefficient of variations for two groups of healthy and ill people are significantly different. To this end, we apply the new asymptotic and permutation tests as well as the tests of Aerts and Haesbroeck (2017) , supposing that the normal distribution is underlying, to infer the null hypothesis H 0,C : C 1 = C 2 using separately the first 2, 3 and 4 variables of the data set. The results for higher dimensions (i.e., d ≥ 5) are similar as for d = 4, so they are omitted. The values of estimators of MCVs (in %) are as follows ( C 1 , C 2 ) = (22.18, 26.61), (20.60, 26.42), (20.13, 20.28) for the first 2, 3 and 4 variables, respectively.
For variables 1-2 (d = 2) and 1-3 (d = 3), the MCVs seem to be significantly different, while for variables 1-4 (d = 4) this is not the case. The p-values of all tests are presented in Table 7 .
As expected, none of the tests detect a significant difference of the MCVs when the first d = 4 variables are considered. Switching to d = 2, just our tests based on B reject the null hypothesis while the tests based on C are slightly above the 5%-benchmark but would lead at least for the level α = 10% to rejections. In contrast to the latter, the p-values of the competing tests of Aerts and Haesbroeck (2017) range from 12.8% up to 37.5%. In the remaining case d = 3, the gap between the two MCV estimates becomes even wider explaining the overall smaller p-values. While the p-values for the proposed methods are below 2%, the decisions of the AH tests are diverse; only the AH C,B , AH S,C and AH S,B tests reject the null hypothesis. The diversity in decisions of our and the AH methods may be explained by misspecification of the underlying scenario for the AH tests; the assumption of normality is maybe heavily violated. We checked the normality assumption graphically (plots not shown) and by applying the Shapiro-Wilk test for all four variables separately. Both support our aforementioned suspicion; the largest p-values of the Shapiro-Wilk tests was 1.8 · 10 −8 . Maybe, a Table 8 : P-values (in %) of the asymptotic (ϕ n,C , ϕ n,B ) and permutation (ϕ π n,C , ϕ π n,B ) tests for "Beat the Blues" data ϕ n,C ϕ n,B ϕ π n,C ϕ π n,B drug 38.1 79.9 38.9 79.3 length 1.4 1.7 1.1 1.8 drug:length 2.5 3.3 3.2 4.0 certain transformation, e.g. using the logarithm, can fix this problem and yield to a better fit of the data to the normal distribution. Nevertheless, this example illustrates the benefit of having a nonparametric approach: the underlying distribution does not need to be known in advance.
Beat the Blues data
Let us now consider a univariate two-way layout. For this purpose, we re-analyse the BtheB data set (Proudfoot et al., 2003) from the R package HSAUR (Everitt and Hothorn, 2017) . The data were obtained in a clinical trial of an interactive multimedia program called "Beat the Blues". This program was designed to deliver cognitive behavioral therapy to n = 100 depressed patients via a computer terminal. For illustrative purposes, we restrict to the following three variables, which were observed for all patients: drug -the patient takes anti-depressant drugs or not (factor with two levels: No, Yes); length -the length of the current episode of depression (factor with two levels: < 6m -less than six months, > 6m -more than six months); bdi.pre -Beck Depression Inventory II before treatment (quantitative variable). Using the proposed methods, we want to check whether taking drugs (factor A) and/or the duration of the current depression (factor B) have a significant effect on the patient's depression severity, which is measured by the variable bdi.pre. As explained in Section 2, the two-way layout can be incorporated by splitting the sample into k = 4 subgroups with sample sizes n 11 = 24, n 12 = 32, n 21 = 25 and n 22 = 19, where the subgroup index (i A , i B ) is coded as follows: i A = 1 for drug-taking patients and i B = 1 for duration < 6m. The p-values of the proposed tests for the two main effects as well as for the interaction effect are displayed in Table 8 . All asymptotic and permutation tests found an significant main effect of the variable length. However, the additionally observed significant interaction effect makes this conclusion uncertain. The concrete estimates of the MCVs and the standardized means displayed in Table 9 indicate that the length variable has indeed no systematic effect; an effect is just present for the patients without drug influence.
Conclusions
We proposed generally applicable inference methods for the multivariate coefficient of variation (MCV) and its reciprocal, the standardized mean, in the general framework of potentially heteroscedastic factorial designs. Thus, not only one-way layouts but also higher-way layouts are covered allowing the discussion of main and interaction effects. While neither the multivariate nor the univariate coefficient of variation was considered in higher-way layouts, the current competitors, suggested by Aerts and Haesbroeck (2017) , in the multivariate one-way layout set-up rely on restrictive assumptions concerning the underlying distribution. The advantage of our new tests is that no prior knowledge of the underlying situation is needed. The price of their broader applicability is the very unstable type-1 error control for small sample sizes. However, this can be solved by a permutation strategy. The resulting permutation methods are finitely exact under exchangeable data scenarios and still asymptotically valid for the general null hypotheses. Moreover, they are shown to be consistent under general alternatives. In addition to these favorable theoretical findings, our extensive simulation study shows a significant benefit regarding type-1 error control of the permutation tests compared to the asymptotic approach and the competing methods of Aerts and Haesbroeck (2017) . While the permutation tests can keep up with the others in terms of power in all settings, it clearly outperforms them in some cases, where the asymptotic approach and/or the existing methods of Aerts and Haesbroeck (2017) lead to very conservative decisions under the respective null hypotheses. Consequently, we can only recommend the permutation tests, especially when no prior knowledge of the underlying situation is given and the sample sizes are small or moderate.
In this paper, we restricted our focus to the MCV definition of Voinov and Nikulin (1996) . This was mainly done because our competitors of Aerts and Haesbroeck (2017) based on this definition as well and, thus, a fair comparison was possible. For our proofs, we first verified asymptotic normality of ( µ i , Σ i ) (resp. ( µ π 1 , Σ π 1 , . . . , µ π k , Σ π k ) for the permutation approach) and then applied a certain delta-method. The same strategy, just applying the delta-method for other functions, can be used to derive similar testing procedures for the other MCV definitions in (1). Another possible aspect, we like to consider in the near future, is the robustification of the proposed permutation methods. For this purpose, we will follow Albert and Zhang (2010) ; Aerts and Haesbroeck (2017) ; Aerts et al. (2018) and replace the empirical estimators for the mean and the covariance matrix by more robust estimators.
A Proofs

A.1 Proof of Theorem 1
For the proofs, we primarily apply the empirical process approach of van der Vaart and Wellner (1996) combined with the (functional) δ-method. For the reader's convenience, we explain the technique briefly and refer to van der Vaart and Wellner (1996) for an exhaustive introduction. Let P i be the distribution of X i1 and ǫ x be the Dirac measure centred at x ∈ R d , i.e., ǫ x (A) = I{x ∈ A}. Moreover, introduce the (group-wise) empirical process P ni = n −1 i n i j=1 ǫ X ij . Define f r (x) = x r and g rs (x) = x r x s for r, s = 1, . . . , d and x = (x 1 , . . . , x d ) ⊤ ∈ R d . Subsequently, the measures P i and P ni are indexed by the function class F = {f 1 , . . . , f d , g 11 , g 12 , . . . , g dd }. In detail, P i and P ni are identified by { f dP i : f ∈ F} and { f dP ni :
For abbreviation, we write P f instead of f dP and analogously for P ni . From now on we can treat P i and P ni as random elements on l ∞ (F) = {Q ∈ M 1 (R d ) : sup{|Qf | : f ∈ F} < ∞}, where the space M 1 (R d ) consists of all probability measures on R d . Since F is a finite set, it is clearly a Vapnik-Cervonenkis-class, in short VC-class, and, hence, a Donsker class (van der Vaart and Wellner, 1996, Sec. 2.6.1 and 2.6.2) . The latter implies
where Z i is a P i -Brownian bridge. In particular,
where
for a, b, r, s ∈ {1, . . . , d}. In short,
To simplify the notation, we replace the prefactor (n i − 1) −1 by n −1 i in the definition of the empirical covariance matrix estimator Σ i . Clearly, this does not affect the asymptotic results. Now, define ψ :
It is easy to check that ψ is differentiable at every point (x ⊤ , y ⊤ ) ⊤ with Jacobi matrix D ψ (x) just depending on the first d arguments x = (x 1 , . . . , x d ) ⊤ given by
where D is defined in (4), I d is the d × d-dimensional unity matrix and 0 d×d 2 is the d × d 2 -dimensional zero matrix. The function ψ even fulfills the following stronger differentiability condition, which is required later for the proof of Theorem 4,
Combining the differentiability of ψ, the multivariate δ-method (Bilodeau and Brenner, 1999, Proposition 6.2) and (6) we obtain
Here, GL sym (R d ) denotes the space of all nonsingular and symmetric d×d-dimensional matrices. In the following, we treat a d × d-dimensional matrix A = (A ij ) i,j=1,...,d as an element of R d 2 by vectorization vec(A) = (A 11 , . . . , A d1 , A 21 , . . . , A dd ) ⊤ . In this spirit we endow the space GL sym (R d ) by the Euclidean norm. To apply the δ-method and its permutation version required later, Φ need to be differentiable in the stronger sense, analogously to (7) . For the reader's convenience, we explain briefly how this can be proven. First, let us have a close look at the inverse operation
where the convergence follows immediately for the simple case A n = A. From the latter we can conclude the differentiability and the continuity of the inverse operation. Haven the continuity at hand, the convergence in (8) can be deduced for general sequences A n → A. The following relationship between the Kronecker product ⊗ and the vectorization operation is well-known (Neudecker, 1968) :
for all matrices A, B, C with appropriate dimensions such that the matrix multiplications are well defined. Combining this with (8) and using the abbreviation A n = A n + t n B n , we obtain the differentiability of Φ, even in the stronger sense required later for the permutation statement:
t −1 n (a n + t n b n ) ⊤ (A n + t n B n ) −1 (a n + t n b n ) − a ⊤ n A −1 n a n = t −1 n a n ⊤ (A n + t n B n ) −1 − A −1 n a n + t n a ⊤ n A −1
for A n → A ∈ GL sym (R d ), B n → B ∈ R d×d , a n → a ∈ R d , b n → b ∈ R d and t n → 0, where the Jacobi matrix D Φ , identifying A again by vec(A), is given by
Hence, the δ-method implies
To prove the postulated asymptotic normality of C i and B i , we apply the δ-method to the functions ϕ 1 , ϕ 2 : (0, ∞) → R defined by ϕ 1 (x) = x −1/2 and ϕ 2 (x) = x 1/2 , respectively, leading to
Since n i /n → κ i and A(µ i , Σ i ) = D Φ (µ i , Σ i )D ψ (µ i ), the distribution of the two limits coincide indeed with the ones of Z i,C and Z i,B , respectively.
A.2 Proof of Theorem 3
We just present the proof of Theorem 3(i). The verification of (ii) follows by just interchanging the letters C and B. As already explained in the main paper, it is sufficient to check that (T C) ⊤ (T Σ C T ⊤ ) + T C > 0 is positive under H 1,C : T B = 0. We first recall some well-known properties of the Moore-Penrose inverse for a quadratic matrix A: (A ⊤ ) + = (A + ) ⊤ , (A ⊤ A) + = A + (A ⊤ ) + and AA + A = A (Rao and Mitra, 1971 ). If the alternative H 1,C : T B = 0 is true, we can deduce from the nonsingularity of Σ
A.3 Proof of Lemma 1
For abbreviation, let
Note that the covariance matrix of X i is given by
Thus, σ 2 C,i = 0 implies that the distribution of A(µ i , Σ i ) X i is degenerated. In other words, we have
with probability one for some constant c ∈ R. Define for r, s ∈ {1, . . . , d}
Now, we can simplify (11) 
with probability one. Since Σ i is nonsingular and µ i = 0, we have µ ⊤ i Σ −1 i = 0. Thus, b rr < 0 holds for some r ∈ {1, . . . , d}. Given the other components (X i1s ) s =r , the left hand side of (12) is a polynomial in X i1r of degree two and, thus, X i1r can take at most two different values to solve (12).
A.4 Proof of Theorem 4
For the permutation sample, the groups are clearly not independent. That is why we need to discuss all groups together in a multivariate way. Let P = k i=1 κ i P i be the pooled probability measure. Moreover, let P n = n −1 k i=1 n i j=1 ǫ X ij = k i=1 (n i /n)P ni be the empirical process of the pooled sample and P π ni = n −1 i n i j=1 ǫ X π ij be the permutation empirical process. Analogously to the proof of Theorem 1, we index both processes by F and treat them as elements of l ∞ (F). van der Vaart and Wellner (1996) proved the permutation analogue of (5) for the case k = 2, see their Theorems 3.7.1 and 3.7.2. The extension to k ≥ 3 can be proven in a similar way (Ditzhaus et al., 2019 , Lemma 9 and Remark 1). In our situation, we obtain from these results that given the observations almost surely we have the following conditional convergence in distribution: n 1/2 (P π n,1 − P n , . . . , P π n,k − P n )
where G π P is a zero-mean Gaussian process on (l ∞ (F)) k with covariance function Σ π Z :
From this we can obtain immediately the permutation analogue of (6), where we just replace the original observations X ij by the permutation observations X π ij and the expectations by their empirical pooled counterparts, e.g. E(X i1r ) is replaced by n −1 i,j X ijr . To improve the readability, define G π ni = P π ni f 1 , . . . , P π ni f d , P π ni g 11 , P π ni g 12 , . . . , P π ni g dd , G n = P n f 1 , . . . , P n f d , P n g 11 , P n g 12 , . . . , P n g dd .
Consequently, we can deduce from (13) that given the observations almost surely
where G π is centred, d π -dimensional normal distributed, d π = kd(d + 1), and G π i = (G π 11 , . . . , G π 1d ) ⊤ , d ′ = d(d + 1). Moreover, the covariance structure of G π is given by where Y = (Y 1 , . . . , Y d ) ⊤ ∈ R d is a P -distributed random variable. In particular, we can see that each of the rescaled random vectors γ(1, 1) −1/2 G π 1 , . . . , γ(k, k) −1/2 G π k has the same distribution, namely the centred d ′ -dimensional normal distribution with covariance matrix
Here, µ Y and Σ Y denote the expectation vector and the covariance matrix of Y , respectively. Moreover, the matrices Ψ Y 3 and Ψ Y 4 are defined as Ψ i3 and Ψ i4 , respectively, while replacing X i11 , . . . , X i1d by Y 1 , . . . , Y d . It is easy to check that µ Y = k i=1 κ i µ i =μ = 0 and Lemma 2. Σ Y is positive definite.
A concrete proof of Lemma 2 can be found below. To sum up, the covariance matrix of G π equals    γ(1, 1)Σ π . . . γ(1, k)Σ π . . . . . . . . .
To prove the asymptotic normality of C π , we use again the δ-method with the functions ψ, Φ, ϕ 1 , ϕ 2 . Since centering is not done by fixed values, as in the proof of Theorem 1, but by their empirical counterparts, which clearly depend on n, we need to apply a uniform version of the δ-method (van der Vaart and Wellner, 1996, Theorem 3.9.5). For its application, the corresponding mappings need to be differentiable in the stronger sense of (7) and (9), that we have already checked. Now, let ψ (k) : R kd ′ → R kd ′ be defined by ψ (k) (z 1 , . . . , z k ) = (ψ(z 1 ) ⊤ , . . . , ψ(z k ) ⊤ ) ⊤ for z i ∈ R d ′ . In the same way, we introduce Φ (k) , ϕ (k) 1 , ϕ (k) 2 . Moreover, let C 0 = ( µ ⊤ 0 Σ −1 0 µ 0 ) −1/2 be the pooled counterpart of C i , i.e. µ 0 = n −1 i,j X ij and Σ 0 are the empirical expectation vector and the empirical covariance matrix of the pooled sample X, respectively. Note that µ 0 → µ Y and Σ 0 → Σ Y , both almost surely. Lemma 2 and µ Y = 0 ensure that C 0 exists for sufficiently large n. Combining the above arguments we obtain given the observations almost surely n 1/2 C π 1 − C 0 , . . . , C π k − C 0 ⊤ = n 1/2 ϕ (k) 1 (Φ (k) (ψ (k) (G π n1 , . . . , G π nk ))) − ϕ
Clearly, G π C is centred k-dimensional normal distributed with covariance matrix 
where 1 k×k is the k × k-dimensional matrix consisting of 1's only. Since T 1 k×k = 0 k×k we can deduce
given the observations almost surely. As needed for Theorem 2, we need to ensure that Σ C is nonsingular. Clearly, this is true if and only if D C Σ π D ⊤ C is not zero. The latter can be discussed in the same way as done in the proof of Lemma 1. It results that D C Σ π D ⊤ C = 0 implies that one component of Y is conditionally two-point distributed. But it is easy to check that the latter is impossible under Assumption A. To sum up, Σ C is indeed nonsingular. Let us now consider the permutation covariance matrix estimator Σ π C . Since P n f → P f , f ∈ F, almost surely according to the strong law of large numbers we can conclude from the continuous mapping theorem and (15) that given the observations almost surely µ π i vec( Σ π i ) = ψ(G π ni ) p −→ ψ(P n f 1 , . . . , P n g dd ) = µ Y vec(Σ Y ) , i = 1, . . . , k.
In particular, we obtain that Σ π C converges in probability to Σ C and, thus, (T Σ π C T ⊤ ) + converges in probability to (T Σ C T ⊤ ) + , both given the observations almost surely. Combining this, (16) and the continuous mapping theorem yields distributional convergence of S π n,C (T ) to G π C ⊤ (T Σ C T ⊤ ) + G π given the observations almost surely, where the limit is, as postulated in Theorem 4, chi-squared distributed with rank(T ) degrees of freedom (Rao and Mitra, 1971, Theorem 9.2.2) . Repeating all the steps but replacing ϕ 1 by ϕ 2 , we can deduce the analogue for S π n,B (T ).
B Proof of Lemma 2
Let z = (z 1 , . . . , z d ) ⊤ ∈ R d \ {0}. Recall that Y is P -distributed with P = d i=1 κ i P i , where P i is the distribution of X i1 . In particular, we can deduce for any appropriate mapping f that E(f (Y )) = f (y) dP (y) = k i=1 κ i f (y) dP i (y) = k i=1 κ i E(f (X i1 )) holds. Moreover, note that
