Abstract-We present two parameterized algorithms for the closest string problem. The ÞÞ time for protein strings, where n is the number of input strings, L is the length of the center substring, L À 1 þ m is the maximum length of a single input string, and d is the given upper bound on the number of mismatches between the center substring and at least one substring of each input string. All the algorithms significantly improve the previous bests. To verify experimentally the theoretical improvements in the time complexity, we implement our algorithm in C and apply the resulting program to the planted ðL; dÞ-motif problem proposed by Pevzner and Sze in 2000. We compare our program with the previously best exact program for the problem, namely PMSPrune (designed by Davila et al. in 2007) . Our experimental data show that our program runs faster for practical cases and also for several challenging cases. Our algorithm uses less memory too.
INTRODUCTION
WE consider the closest string and the closest substring problems.
In the closest string problem, we are given a set S of n strings of equal length L and an integer d (called radius). The objective is to compute a string s 0 of length L such that the Hamming distance dðs 0 ; sÞ between s 0 and each string s 2 S is at most d. Such a string s 0 is called a center string of the given strings. Of course, center strings may not exist. In that case, an algorithm for the problem should output a special symbol (say, È) to indicate this fact. The closest substring problem is a more general problem. In this problem, we are given a set S of n strings of equal length K and two integers d and L. The objective is to compute a string s 0 of length L such that each string s 2 S has a substring t of length L with dðs 0 ; tÞ d. Note that the letters of substring t appear in string s consecutively. Such a string s 0 is called a center substring of the given strings. Of course, center substrings may not exist. In that case, an algorithm for the problem should output a special symbol (say, È) to indicate this fact. The two problems have been formulated and studied in a variety of applications in bioinformatics and computational biology, such as PCR primer design [6] , [10] , [12] , [16] , [22] , [24] , genetic probe design [12] , antisense drug design [5] , [12] , finding unbiased consensus of a protein family [2] , and motif finding [4] , [8] , [10] , [12] , [13] , [25] . All these applications share a task that requires the design of a new DNA or protein string that is very similar to (a substring of) each of the given strings. The closest string and substring problems have been proved to be NP-hard [9] , [12] . This has motivated researchers to come up with heuristics without performance guarantee [15] , [19] , [20] , parameterized algorithms [7] , [11] , [17] , [23] , [26] , and polynomialtime approximation algorithms [1] , [2] , [5] , [12] , [14] for these problems. We here design parameterized algorithms for them.
Almost all known parameterized algorithms for the closest string problem take d as the parameter. Stojanovic et al. [23] presented a linear-time algorithm for the problem for d ¼ 1 only. Gramm et al. [11] time for DNA strings. We achieve the improvements by a new idea that can be sketched as follows: Like previous algorithms, our algorithm finds a required center string by selecting an arbitrary input string (i.e., a string in S) as the initial candidate center string and gradually modifying at most d letters of the candidate center string so that it becomes a required center string. The modification goes round by round. In each round, to modify the current candidate center string t, the idea is to first find another string s 2 S with dðt; sÞ > d and then guess at most d positions among the (at most 2d) positions where t and s have different letters. When using s to modify t, the algorithms in [17] and [26] modify one or more letters in t without looking at the letters in s, while the algorithm in [11] modifies only one letter by looking at the letters in s. In contrast, our algorithm modifies one or more letters in t by looking at the letters in s. In more details, our algorithm guesses the positions i of t where the letter of t at position i should be modified to a letter that differs from both the current letter of t at position i and the letter of s at position i. We then prove a crucial lemma (Lemma 3.1) which says that not only d is halved in each round but also the more such positions i exist, the faster our algorithm is. We acknowledge that the idea of halving d in each round goes back to Marx [18] and has also been used in [17] and [26] . With the crucial lemma, we then prove a main lemma (Lemma 3.2) which roughly says that the total number of guesses made by our algorithm is at most
This lemma is a significant improvement over the main theorem (Theorem 1) in [17] , which roughly says that the total number of guesses made by the algorithm in [17] is at most
Indeed, the proof of our main lemma looks simpler. The bulk of our paper is to show how to obtain an even better bound on the total number of guesses made by our algorithm. For the closest substring problem, Marx [18] designed a parameterized algorithm whose time complexity is OðjAEj dðlog 2 dþ2Þ Á N log 2 dþOð1Þ Þ, where N is the total length of input strings. Ma and Sun [17] obtained a faster algorithm running in Oðnm To verify experimentally the theoretical improvements in the time complexity, we implement our algorithm for the closest substring problem in C and apply the resulting program to the following problem proposed in [21] :
Planted ðL; dÞ-Motif Problem: Let M be a fixed but unknown nucleotide sequence (the motif consensus) of length L. Suppose that M occurs once in each of n background sequences of common length K, but that each occurrence of M is corrupted by exactly d point substitutions in positions chosen independently at random. Given the n sequences, recover the motif occurrences and the consensus M.
As in the previous studies [21] , [3] , we fix n ¼ 20 and K ¼ 600. We compare our exact program with the previously best exact program called PMSPrune (due to Davila et al. [4] ) on randomly generated problem instances. We note in passing that Davila et al. already did experiments to show that PMSPrune is much faster than all the other previously known exact programs for the problem. Our experimental data show that our algorithm runs faster than PMSPrune for practical cases where ðL; dÞ ¼ ð12; 3Þ, ð13; 3Þ, ð14; 4Þ, ð15; 4Þ, or ð17; 5Þ, and also runs faster for challenging cases where ðL; dÞ ¼ ð9; 2Þ or ð11; 3Þ. Our algorithm runs slower than PMSPrune for some hard cases where ðL; dÞ ¼ ð17; 6Þ, ð18; 6Þ, or ð19; 7Þ. It should be pointed out that we have found a bug in PMSPrune: For certain problem instances, PMSPrune does not necessarily output all solutions. We found the bug by accident: We ran our program and PMSPrune on the same instances, compared their outputs, and happened to find out some solutions that can be output by our program but cannot output by PMSPrune. We also mention in passing that our program uses only OðnmÞ space while PMSPrune needs Oðnm 2 Þ space.
The remainder of this paper is organized as follows: Section 2 contains basic definitions and notations that will be used throughout this paper. Section 3 presents an algorithm for the closest string problem and Section 4 presents another. The former algorithm is easier to understand and can be extended to an algorithm for the closest substring problem. The latter algorithm runs faster but it does not seem to have a natural extension to the closest substring problem. Section 5 extends the former algorithm to the closest substring problem. Section 6 discusses the application to the planted ðL; dÞ-motif problem.
BASIC DEFINITIONS AND NOTATIONS
Throughout this paper, AE denotes a fixed alphabet and a string always means one over AE. For a finite set S (such as AE), jSj denotes the number of elements in S. Similarly, for a string s, jsj denotes the length of s. A string s has jsj positions, namely, 1; 2; . . . ; jsj. For convenience, we use ½1::k to denote the set f1; 2; . . . ; kg. The letter of s at position i 2 ½1::jsj is denoted by s½i. Two strings s and t of the same length L agree (respectively, differ) at a position i 2 ½1::L if s½i ¼ t½i (respectively, s½i 6 ¼ t½i). The position set where s and t agree (respectively, differ) is the set of all positions i 2 ½1::L where s and t agree (respectively, differ).
The following special notations will be very useful. For two or more strings s 1 ; . . . ; s h of the same length, fs 1 s 2 Á Á Á s h g denotes the position set where s i and s j agree for all pairs ði; jÞ with 1 i < j h, while fs 1 6 s 2 6 Á Á Á 6 s h g denotes the position set where s i and s j differ for all pairs ði; jÞ with 1 i < j h. Moreover, for a sequence s 1 ; . . . ; s h , t 1 ; . . . ; t k , u 1 ; . . . ; u ' of strings of the same length with h ! 1, k ! 1, and
The hamming distance between two strings s and t of the same length is jfs 6 tgj and is denoted by dðs; tÞ.
THE FIRST ALGORITHM
Instead of solving the closest string problem directly, we solve a more general problem called the extended closest string (ECS) problem. An instance of the ECS problem is a quintuple ðS; d; t; P ; bÞ, where S is a set of strings of equal length (say, L), t is a string of the same length L, d is a positive integer less than or equal to L, P is a subset of ½1::L, and b is a nonnegative integer less than or equal to d. A solution to ðS; d; t; P ; bÞ is a string s 0 of length L satisfying the following conditions: Intuitively speaking, the first two conditions require that the center string s 0 be obtained from the candidate string t by modifying at most b letters whose positions in t are outside P . Given an instance ðS; d; t; P ; bÞ, the ECS problem asks to output a solution if one exists. The output has to be a special symbol (say, È) if no solution exists. Obviously, to solve the closest string problem for a given instance ðS; dÞ, it suffices to solve the ECS problem for the instance ðS; d; s; ;; dÞ, where s is an arbitrary string in S and ; is the empty set. That is, we can solve the closest string problem by calling any algorithm for the ECS problem once. So, we hereafter focus on the ECS problem instead of the closest string problem.
Intuitively speaking, given an instance ðS; d; t; P ; bÞ, the ECS problem asks us to modify the letters of at most b positions (outside P ) of t so that t becomes a string s 0 with dðs 0 ; sÞ d for every string s 2 S. A naive way is to first guess at most b positions among the L À jP j positions (outside P ) of t and then modify the letters at the guessed positions. A better idea has been used in the algorithms in [17] and [26] : First, try to find a string s 2 S with dðt; sÞ > d and then use s to help guess the (at most b) positions of t where the letters of t should be modified. For each guessed position i, the algorithms in [17] and [26] try all possible ways to modify t½i. Note that there are jAEj À 1 possible ways to modify t½i. So, there can be ðjAEj À 1Þ b possible ways to modify t.
Our new observation is that there may be some guessed positions i such that t½i may be changed to s½i. In other words, for such a position i, we do not have to guess a new letter for t½i. This can save us a lot of time, as justified by the following lemma:
Lemma 3.1. Let ðS; d; t; P ; bÞ be an instance of the ECS problem.
Assume that s 0 is a solution to ðS; d; t; P ; bÞ. Let s be a string in S, 
Since s 0 is a solution to instance ðS; d; t; P ; bÞ, dðt; s 0 Þ b. Thus, b 0 b À k. Let a ¼ jP \ ft 6 sgj, and let h be the number of positions i 2 ft 6 sg À P with t½i ¼ s 0 ½i (see Fig. 1 ). Then,
We note that Lemma 3.1 is stronger than Lemma 1 in [17] and Lemma 2 in [26] .
Based on Lemma 3.1, we now design an algorithm called CloseString for the ECS problem: Algorithm 1. CloseString Input: An instance ðS; d; t; P ; bÞ of the ECS problem. Output: A solution to ðS; d; t; P ; bÞ if one exists, or È otherwise. 1. If there is no s 2 S with dðt; sÞ > d, then output t and halt. 2. Find a string s 2 S with dðt; sÞ > d. 3. Let ' ¼ dðt; sÞ À d and R ¼ ft 6 sg À P . 4. If ' > minfb; jRjg, then return È. 5. Make a copy t 0 of t.
6. For each subset X of R with ' jXj b and for each subset Y of X with jY j jXj À ', perform the following steps: 6.1. For each position i 2 X À Y , change t½i to s½i. 6.2. For all ðjAEj À 2Þ jY j possible ways to change the letters of t at the positions in Y (so that the letter of t at each position i 2 Y is changed to a letter other than s½i and t½i), change the letters of t at the jY j positions and then call CloseStringðS À fsg; d; t; P [ R; minfb À jXj; jXj À ' À jY jgÞ recursively. 6.3. Restore t back to t 0 .
7. Return È.
To see the correctness of our algorithm, first observe that Step 1 is clearly correct. To see that Step 4 is also correct, first note that dðt; sÞ ¼ jft 6 sgj ¼ d þ '. So, in order to satisfy dðt; sÞ d, we need to first select at least ' positions among the positions in ft 6 sg and then modify the letters at the selected positions. By definition, we are allowed to select at most b positions and the selected positions have to be in R ¼ ft 6 sg À P ; so no solution exists if ' > minfb; jRjg. The correctness of Step 6.2 is guaranteed by Lemma 3.1. This can be seen by viewing jXj in the algorithm as k in Lemma 3.1, viewing jY j in the algorithm as c in Lemma 3.1, and viewing b 0 in Lemma 3.1 as the number of positions (outside
of t where the letters have to be modified in order to transform t into a solution. That is, minfb À jXj; jXj À ' À jY jg in Step 6.2 corresponds exactly to minfb À k; k À ' À cg in Lemma 3.1. The remainder of this section is devoted to estimating the running time of the algorithm. The execution of algorithm CloseString on input ðS; d; t; P ; bÞ can be modeled by a tree T in which the root corresponds to ðS; d; t; P ; bÞ, each other node corresponds to a recursive call, and a recursive call A is a child of another call B if and only if B calls A directly. We call T the search tree on input ðS; d; t; P ; bÞ. By the construction of algorithm CloseString, each nonleaf node in T has at least two children. Thus, the number of nodes in T is at most twice the number of leaves in T . Consequently, we can focus on how to bound the number of leaves in T . For convenience, we define the size of T to be the number of its leaves. The following lemma shows an upper bound on the size of T : Lemma 3.2. Let T ðd; bÞ be the size of the search tree on input ðS; d; t; P ; bÞ. Then,
Proof. By induction on b. In case b ¼ 0, the algorithm will output either t or È without making a recursive call; so, T ðd; 0Þ ¼ 1 and the lemma holds. Similarly, in case b is small enough that the algorithm does not make a recursive call, we have T ðd; bÞ ¼ 1 and the lemma holds. So, assume that b is large enough that the algorithm makes at least one recursive call. Then, by the algorithm, we have the following inequality: Let m ¼ minfb À k; k À ' À cg. Then, by the induction hypothesis
So, by Inequality (2), we have
where Inequality (3) follows from the binomial theorem and the fact that ' b. t u
We note that Lemma 3.2 is much stronger than Theorem 1 in [17] , which seems to be the main result in [17] . In particular, when The
Proof. As mentioned in the proof of Lemma 3.2, if our algorithm makes no recursive calls, then T ðd; dÞ ¼ 1 and hence the theorem clearly holds. So, assume that our algorithm makes at least one recursive call. Then, by Inequality (1), we have
Using Inequality (4) and the fact that T ðd; 0Þ 1, one can easily verify that T ð1; 1Þ 2 and T ð2; 2Þ 6jAEj À 6. Since
q and
the theorem holds when d 2. So, in the sequel, we assume that Hence, by Inequality (5), we have T ðd; dÞ
where Inequality (6) holds for b (7) and (8) follow from the binomial theorem, and Inequality (9) follows from the fact that
This finishes the proof. t u Corollary 3.5. Algorithm CloseString solves the ECS problem in time
Proof. Obviously, each leaf of the search tree takes OðnLÞ time. As observed in previous works (e.g., [17] ), we can improve this time bound by carefully remembering the previous distances and only updating the OðdÞ positions changed. The conclusion is this: With an OðnLÞ-time preprocessing, each leaf of the search tree takes OðndÞ time. So, by Theorem 3.4, the total time complexity of algorithm CloseString is as stated in the corollary. t u
The best algorithm in [26] for the closest string problem runs in OðnL þ nd Á ð2 3:25 ðjAEj À 1ÞÞ d Þ time, while the algorithm in [17] for the same problem runs in OðnL þ nd Á ð16ðjAEj À 1ÞÞ d Þ time. For these two previous algorithms as well as our new algorithm CloseString, their time bounds contain a power whose exponent is d. Table 1 shows a comparison of the bases of the powers.
THE SECOND ALGORITHM
Motivated by an idea in [26] , we obtain the second algorithm by modifying
Step 2 of the algorithm in Section 3 as follows:
2. Find a string s 2 S such that dðt; sÞ is maximized over all strings in S.
We call the modified algorithm CloseString2. The intuition behind CloseString2 is this: By Lemma 3.1, the larger ' is, the smaller b 0 is. Note that b 0 means the number of letters of t we need to further modify. Thus, by maximizing ', we can make our algorithm run faster.
Throughout the remainder of this section, fix an input ðS; d; t; P ; bÞ to algorithm CloseString2 and consider the search tree T of CloseString2 on this input. Let r denote the root of T .
During the execution of CloseString2 on input ðS; d; t; P ; bÞ, d does not change but the other parameters may change. That is, each node of T corresponds to a recursive call whose input is of the form ðS 0 ; d; t 0 ; P 0 ; b 0 Þ, where S 0 is a subset of S, t 0 is a modification of t, P 0 is a superset of P , and b 0 is an integer smaller than b. So, for each node u of T , we use S u , t u , P u , and b u to denote the first, the third, the fourth, and the fifth parameter, respectively, in the input given to the recursive call corresponding to u. For example, S r ¼ S, t r ¼ t, P r ¼ P , and b r ¼ b. Moreover, for each node u of T , we use s u and ' u to denote the string s and the integer ' computed in Steps 2 and 3 of the recursive call corresponding to u, respectively.
Obviously, if the set R computed in Step 3 of the algorithm is small, then the number of subsets X tried in Step 6 should be small. Intuitively speaking, the next lemma shows that jRj cannot be so large. .
Proof. For ease of explanation, we define the following notations (cf. Fig. 2 ): By simply counting the number of positions where t r and s r differ, we have the following equation immediately:
Similarly, we have the following four equations:
By Step 2 of algorithm CloseString2, dðt r ; s u Þ dðt r ; s r Þ. So, (10) and (11) imply the following inequality:
By (13) and (14), in order to finish the proof, we need only to prove the following inequality:
By (10), Inequality (16) is equivalent to the following inequality:
By (12), Inequality (17) is equivalent to the following inequality:
By Inequality (15), Inequality (18) holds. This finishes the proof.
t u
We note in passing that there is a lemma in [26] similar to but much weaker than Lemma 4.1.
The following lemma is similar to Lemma 3.2:
Lemma 4.2. Suppose that r has at least one child in T . For each descendant u of r in T , let F ðd; b u Þ denote the number of nodes in the subtree of T rooted at u. Then, for each descendant u of r in T ,
Proof. The proof is similar to that of Lemma 3.2 and is by induction on b u . In case b u is small enough that algorithm CloseString2 on input ðS u ; d; t u ; P u ; b u Þ does not make a recursive call, we have 
Let h ¼ b 2dÀdðtu;trÞþ'rþbu 2 c and m ¼ minfb u À k; k À ' u À cg. Note that ' u b u and k means the number of positions i 2 ½1::L such that t u ½i is changed by algorithm CloseString2 on input ðS u ; d; t u ; P u ; b u Þ. Now, by Inequality (19) and the induction hypothesis, ! 2ðb u À kÞ. Thus, by the fact that m b u À k, we have
where Inequalities (26) and (27) follow from the binomial theorem. First, consider the case where jAEj ! 3. In this case, one can verify that
EXTENSION TO CLOSEST SUBSTRING
In this section, we extend algorithm CloseString to an algorithm for the closest substring problem. We do not know if it is possible to extend algorithm CloseString2 to an algorithm for the closest substring problem, because we do not know how to prove a lemma similar to Lemma 4.1 when the target problem becomes the closest substring problem. Again, instead of solving the closest substring problem directly, we solve a more general problem called the extended closest substring (ECSS) problem. The input to the ECSS problem is a quintuple ðS; d; t; P ; bÞ, where S is a set of strings of equal length (say, K), t is a string of some length L with L K, d is a positive integer less than or equal to L, P is a subset of ½1::L, and b is a nonnegative integer less than or equal to d. A solution to ðS; d; t; P ; bÞ is a string s 0 of length L satisfying the following conditions: 
Return È.
Algorithm CloseSubstring is based on the following lemma which is similar to Lemma 3.1; its proof is omitted here because it is almost identical to that of Lemma 3.1. Consequently, the closest substring problem can be solved in time
When implementing algorithm CloseSubstring, it is important to perform the following preprocessing:
. For each string s 2 S, compute the set W s of all substrings w of s with jwj ¼ jtj and dðt; wÞ 2d.
Suppose that we have done the above preprocessing. Then, when performing Steps 1 through 4 of the algorithm, we don't have to search for w in the whole s but rather only in W s . This simple idea was first used in [4] and can save us a lot of time.
APPLICATION TO THE PLANTED ðL; dÞ-MOTIF PROBLEM
An algorithm for the planted ðL; dÞ-motif problem is exact if it finds all center substrings for each given input. We can transform our algorithm in Section 5 for the closest substring problem into an exact algorithm for the planted ðL; dÞ-motif problem, by modifying
Step 1 as follows:
1. If every string s 2 S has a substring w with jwj ¼ jtj and dðt; wÞ d, then return t.
In other words, our algorithm for the planted ðL; dÞ-motif problem outputs all solutions instead of only one. Note that all the time bounds proved in Section 5 still hold even if we require that the algorithm finds all solutions instead of only one.
We have implemented our new exact algorithm for the planted ðL; dÞ-motif problem in C. We call the resulting program Provable because its time complexity can be proved rigorously to be good, as already shown in Section 5. As in previous studies, we produce problem instances as follows: First, a motif consensus M of length L is chosen by picking L bases at random. Second, n ¼ 20 occurrences of the motif are created by randomly choosing d positions per occurrence (without replacement) and mutating the base at each chosen position to a different, randomly chosen base. Third, we construct n ¼ 20 background sequences of length K ¼ 600 using n Á K bases chosen at random. Finally, we assign each motif occurrence to a random position in a background sequence, one occurrence per sequence. All random choices are made uniformly and independently with equal base frequencies.
To show that Provable runs fast, we compare it against the previously fastest exact program (called PMSPrune [4] ) for the planted ðL; dÞ-motif problem. Table 3 , copied from the paper [4] , summarizes the average running times of PMSPrune and other previously known exact programs for some challenging cases of the planted ðL; dÞ-motif problem.
Since PMSPrune is obviously the previously fastest, we ignore the other previously known exact programs and only run Provable and PMSPrune on the same randomly generated instances and counted their running times. Table 4 summarizes the average running times of Provable and PMSPrune on a 3.33 GHz Windows PC for practical problem instances, each randomly generated as described above. The number of tested instances for each case is 10. As can be seen from the table, our program runs faster for the cases where ðL; dÞ ¼ ð12; 3Þ, ð13; 3Þ, ð14; 4Þ, ð15; 4Þ, or ð17; 5Þ. Table 5 summarizes the average running times of Provable and PMSPrune on a 3.33 GHz Windows PC for challenging problem instances, each randomly generated as described above. Again, the number of tested instances for each case is 10. As can be seen from the table, our program runs faster for the cases where ðL; dÞ ¼ ð9; 2Þ or ð11; 3Þ.
As can be seen from Tables 4 and 5 , Provable runs slower than PMSPrune for some hard cases such as the cases where ðL; dÞ ¼ ð18; 6Þ, ð17; 6Þ, or ð19; 7Þ. Table 6 summarizes the behavior of Provable and that of PMSPrune when the motif length L changes. As can be seen from the table, both programs do not necessarily slow down when L increases; instead, they significantly slow down when ðL; dÞ becomes a challenging instance.
In summary, it turns out that except really hard challenging cases of ðL; dÞ (such as ð17; 6Þ and ð19; 7Þ), our new program Provable runs well compared to (the buggy version of) PMSPrune.
CONCLUSION
We have presented a fast exact algorithm for the closest substring problem and have also implemented it (in C) into a program for the planted ðL; dÞ-motif problem. The program is available upon request to the first author. We have run the program and compared it with the previously fastest program, namely, PMSPrune [4] . Our experimental data show that our program runs well compared to the buggy version of PMSPrune. It remains to be seen how much better it will run compared to the corrected version of PMSPrune. 
