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Denotational Correctness of Foward-Mode Automatic
Differentiation for Iteration and Recursion
MATTHIJS VA´KA´R, Utrecht University
We present semantic correctness proofs of forward-mode Automatic Differentiation (AD) for languages with
sources of partiality such as partial operations, lazy conditionals on real parameters, iteration, and term and
type recursion. We first define an AD macro on a standard call-by-value language with some primitive oper-
ations for smooth partial functions and constructs for real conditionals and iteration, as a unique structure
preserving macro determined by its action on the primitive operations. We define a semantics for the language
in terms of diffeological spaces, where the key idea is to make use of a suitable partiality monad. A semantic
logical relations argument, constructed through a subsconing construction over diffeological spaces, yields a
correctness proof of the defined ADmacro. A key insight is that, to reason about differentiation at sum types,
we work with relations which form sheaves. Next, we extend our language with term and type recursion. To
model this in our semantics, we introduce a new notion of space, suitable for modeling both recursion and
differentiation, by equipping a diffeological space with a compatible ω-cpo-structure. We demonstrate that
our whole development extends to this seing. By making use of a semantic, rather than syntactic, logical
relations argument, we circumvent the usual technicalities of logical relations techniques for type recursion.
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1 INTRODUCTION
Virtually every application of machine learning (Abadi et al. 2016), computational statistics
(Carpenter et al. 2017) and scientific computing (Hascoet and Pascual 2013) requires efficient cal-
culation of derivatives, as derivatives are used in optimization, Markov integration and simulation
algorithms. Automatic Differentiation (AD) is typically the method of choice for algorithmically
computing derivatives of programs operating between high-dimensional spaces, because of its effi-
ciency and numerical stability. In essence, AD calculates the derivative of a function implemented
by a program by applying the chain rule across the program code. is paper contributes a step to-
wards making that informal statement precise, extending the work of (Huot et al. 2020) to account
for various sources of partiality, such as partial operations like log, iteration, and recursion.
Roughly speaking, AD comes in two main flavours: forward-mode and reverse-mode. In their
naive implementation, reverse-mode outperforms forward-mode when calculating derivatives of
functions Rn → Rm when n ≫ m and the other way around if n ≪ m. is makes reverse-mode
the tool of choice, for example, when optimizing a real-valued objective function such as the loss
of a neural network. However, recently, (Shaikhha et al. 2019) showed that simple forward-mode
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implementations can outperform state-of-the-art reverse-mode implementations even on such op-
timization tasks, when they are combined with standard compiler optimization techniques. More-
over, forward-mode AD is easier to phrase and implement, and understanding how it operates
on language features can be an important stepping stone for later grasping the complexities of
advanced reverse-mode algorithms. Finally, there are applications where forward-mode AD is
the algorithm of choice, like in calculating dense Jacobians or Jacobian-vector products, e.g. for
use in Newton-Krylov methods (Knoll and Keyes 2004). ese methods are popular techniques
for solving systems of non-linear algebraic equations, a problem that is ubiquious in computa-
tional physics.
In this paper, we focus on how forward-mode AD should operate on code involving the funda-
mental programming techniques of lazy conditionals, iteration, and (term and type) recursion. Our
analysis works in the presence of further features of higher-order functions and product and sum
types. We phrase forward AD as a source-code transformation on a language with these features
and give a proof that this transformation computes the derivatives in the usual mathematical sense.
Our work answers a call by the machine learning community for beer developed and understood
AD techniques for expressive programming languages with features like higher-order functions
and recursion (Jeong et al. 2018; van Merrienboer et al. 2018). In response, we provide an under-
standing of forward AD on a large fragment of real-world functional languages such as Haskell
and O’Caml.
Conditionals on real numbers are useful for pasting together functions implemented by lan-
guage primitives. In order to use such functions in, for example, gradient-based optimization
algorithms, we need to know how to perform AD on these pasted functions. For example, the
ReLU function
ReLU(x)
def
= (x < 0) to cond . if cond then return 0 else return x
is frequently used in the construction of neural networks. e question of how to Automatically
Differentiate such functions with ”kinks” has long been studied (Beck and Fischer 1994). e cur-
rent solution, like the one employed in (Abadi and Plotkin 2020), is to treat such functions as
undefined at their kink (in this case at x = 0). It is then up to the consumer of the differentiated
code to ensure that this undefined behaviour does not cause problems. is technique is used, for
example, in probabilistic programming to paste together different approximations to a statistically
important density function, to achieve numerical stability in different regimes (Betancourt 2019).
Similarly, iteration constructs, or while-loops, are necessary for implementing iterative algo-
rithms with dynamic stopping criteria. Such algorithms are frequently used in programs that need
to be differentiated. For example, iteration can be used to implement differential equation solvers,
which are routinely used (and AD’ed!) in probabilistic programs for modelling pharmacokinet-
ics (Tsiros et al. 2019). Other frequently used examples of iterative algorithms that need to be
AD’ed are eigen-decompositions and algebraic equation solvers, such as those employed in Stan
(Carpenter et al. 2017). Furthermore, iteration is a popular technique for achieving numerically
stable approximations to statistically important density functions, such as that of the Conway-
Maxwell-Poisson distribution (Goodrich 2017), where one implements the function using a Taylor
series, which is truncated once the next term in the series causes underflow. For example, if we
have a function whose i-th terms in the Taylor expansion can be represented by computations
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i : nat, x : real ⊢c t(i, x) : real, we would define the underflow-truncated Taylor series by
iterate
casex of 〈x1, x2〉 →
t(x1, x2) toy.
(−c < y < c) to z.
if z then (return (inr x2)) else (return (inl 〈x1 + 1, x2 + y〉))
fromx = 〈0, 0〉,
where c is a cut-off for underflow.
Next, as a use case of AD applied to recursive programs, recursive neural networks (Tai et al.
2015) are oen mentioned. While basic Child-Sum Tree-LSTMs can also be implemented with
primitive recursion (a fold) over an inductively defined tree, there are other related models such
as Top-Down-Tree-LSTMs which require an iterative or general recursive approach (Zhang et al.
2016), where (Jeong et al. 2018) has shown that a recursive approach is preferable as it naturally
exposes the available parallelism in the model.
Finally, we imagine that coinductive types like streams of real numbers, which can be encoded
using recursive types as µα .1→ (real∗α), provide a useful API for on-line machine learning appli-
cations (Shalev-Shwartz et al. 2012), where data is processed in real time as it becomes available.
For all aforementioned applications, we need an understanding of how to performAD on recursive
programs. is paper provides such an understanding for forward-mode AD.
2 KEY IDEAS
In this section, we give a brief conceptual summary of the key ideas presented in the paper.
We start off by considering a standard higher-order (fine-grain) call-by-value language with
product and sum types over a ground type real of real numbers and collections
(
Opn
)
n∈N of n-ary
basic operations. We think of these operations as partial functions Rn ⇀ R with an open domain
of definition, on which they are smooth (C∞). We then add the following features:
• (purely functional) iteration: given a computation Γ, x : τ ⊢c t : τ+σ to iterate and a
starting value Γ ⊢v v : τ , we have a computation Γ ⊢c iterate t fromx = v : σ which
repeatedly calls t , starting from v until the result lies in σ ;
• real lazy conditionals: we assume the existence of a construct x : real ⊢c sign (x) : 1+1,
which lets us define if v then t else s
def
= sign (v) tox . casex of { → t
 → s}.
Let us choose, for all n ∈ N, for all 1 ≤ i ≤ n, computations x1 : real, . . . , xn : real ⊢
c
∂iop(x1, . . . , xn) : real, which represent the i-th partial derivative of op. For example, for the
operation op = (∗) of multiplication, we can choose ∂1(∗)(x1, x2)
def
= return x2. We can then
define, using fresh identifiers for all newly introduced variables, type-respecting forward-mode
AD macros
−→
DV(−) on values and
−→
D C(−) on computations, which agree on their action
−→
D(−) on
types:
−→
D(real)
def
= real × real
−→
D C(op(v1, . . . ,vn))
def
= case
−→
DV(v1) of 〈x1, x
′
1〉 → . . . → case
−→
DV(vn) of 〈xn , x
′
n〉 →
op(x1, . . . , xn) toy.
∂1op(x1, . . . , xn) to z1. . . . ∂nop(x1, . . . , xn) to zn .
return 〈y, x ′1 ∗ z1 + . . . + x
′
n ∗ zn〉.
−→
D C(sign (v))
def
= case
−→
DV(v) of 〈x , 〉 → sign (x)
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We then extend these definitions to a unique structure preserving macro, which acts as
−→
DV(−)
on values and
−→
D C(−) on computations. For the cognoscenti, (
−→
DV(−),
−→
D C(−)) is structure pre-
serving in the sense that it is a endomorphism of distributive-closed Freyd categories with it-
eration on the syntactic category SynV ֒→ SynC of our language (which acts on iteration as
−→
D C(iterate t fromx = v) = iterate
−→
D C(t) fromx =
−→
DV(v)). We see that the induced rule for differ-
entiating real conditionals is
−→
D C(if v then t else s ) = case
−→
DV(v) of 〈x , 〉 → if x then
−→
D C(t) else
−→
D C(s) .
e first-order fragment of our language has a natural semantics J−K in terms of plain multi-
variate calculus once we choose interpretations JopK : Rn ⇀ R for each op ∈ Opn . We interpret
• types τ as countable disjoint unions of Euclidean spaces, Jτ K =
∐
i ∈I R
ni (certain very
simple manifolds of varying dimension);
• values x1 : τ1, . . . , xn : τn ⊢
v v : σ as (total) smooth functions Jτ1K × . . . × JτnK →
JσK between these spaces, where smoothness means that the restriction to any connected
component is differentiable in the usual calculus sense;
• computations x1 : τ1, . . . , xn : τn ⊢
c t : σ as partial functions Jτ1K × . . . × JτnK ⇀ JσK
between these spaces, which have an open domain of definition on which they are smooth.
We can now state correctness of themacro, wherewewrite Tx f v for the usual multivariate calculus
derivative of f at x , evaluated on a tangent vector v .
Theorem (Correctness of Fwd AD, Thm. 6.2). For any x1 : τ1, . . . , xn : τn ⊢
c t : σ , where τi ,σ
are first-order types, we have that J
−→
D C(t)K(x ,v) = (JtK(x),Tx JtKv), for all x in the domain of JtK and
tangent vectors v at x . Moreover, J
−→
D C(t)K(x ,v) is defined iff JtK(x) is.
e proof follows by a straightforward induction on the structure of values and computations
when we only consider the first-order fragment of our language. However, we establish this theo-
rem as well for programs between first-order types which may include higher-order subprograms.
To do so, we must extend our semantics J−K to account for higher-order programs, which we
achieve by using diffeological spaces (Iglesias-Zemmour 2013). Diffeological spaces form a conser-
vative extension of the usual seing of multivariate calculus and manifold geometry that models
richer types, such as higher-order types. ere are many other such convenient seings for differ-
ential geometry such as Fro¨licher spaces (Fro¨licher 1982) and synthetic differential geometry (Kock
2006), but diffeological spaces to us seems like the simplest suitable seing for our purposes.
e structure of a diffeological space X is a set |X | together with a set PU
X
of functionsU → X
for any open subset U of Rn for some n, called the plots, which we think of as “smooth functions
into the space”. us, we determine the geometry of the spaces by choosing the plots. ese
plots need to satisfy three axioms: (1) any constant function is a plot, (2) precomposition with
any smooth function f : U ′ → U in the usual calculus sense sends plots to plots, (3) we can glue
compatible families of plots along open covers. A homomorphism of diffeological spaces X → Y ,
also called a smooth function, is a function f : |X | → |Y | such that postcomposition with f maps
plots to plots. Any open subset of a Euclidean space, and more generally, any manifold, defines a
diffeological space by taking the usual smooth functions as plots. e smooth functions between
such spaces considered as manifolds coincide with the diffeological space homomorphisms.
Next, we demonstrate how smooth partial functions with a open domain of definition are cap-
tured by an easy-to-define partiality monad (−)⊥ on the categoryDiff of diffeological spaces, which
lis the usual partiality monad on the category of sets and functions: define |X⊥ |
def
= |X |+ {⊥} and
PUX⊥
def
=
{
α : U → |X | + {⊥} | α−1(X ) ⊆open U and α |α−1(X ) ∈ P
α−1(X )
X
}
.
Indeed, total functions M → N⊥ in case M and N are manifolds correspond precisely to partial
functions M ⇀ N that have an open domain of definition in the Euclidean topology and that are
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smooth on that domain. We show that on general diffeological spaces, this monad classifies smooth
partial functions that have a domain of definition that is open in the well-studied D-topology
(Christensen et al. 2014). Moreover, we show that this is a commutative strong monad that models
iteration: it is a complete Elgot monad in the sense of (Goncharov et al. 2015). e idea is to
interpret iterate t fromx = y as the union (lub) over i of the i-fold “self-compositions” of JtK. is
monad is also easily seen to interpret sign as the smooth partial function Jsign K : R → 1+ 1 that
sends the positive reals to the le copy of 1 and the negative reals to the right. As diffeological
spaces form a bicartesian closed category, we now obtain a canonical interpretation J−K of our
entire language. We interpret
• types τ as diffeological spaces;
• values x1 : τ1, . . . , xn : τn ⊢
v σ as smooth functions Jτ1K × . . . × JτnK → JσK;
• computations x1 : τ1, . . . , xn : τn ⊢
c t : σ as smooth functions Jτ1K× . . . × JτnK → JσK⊥, or,
equivalently, as partial functions Jτ1K × . . . × JτnK ⇀ JσK that, on their domain, restrict to
smooth functionsU → JσKwhereU is an open subset in the D-topology of Jτ1K× . . .×JτnK.
To establish the correctness theorem for the full language, we use a logical relations argu-
ment over the semantics in diffeological spaces, where we maintain a binary relation that relates
smooth curves R → Jτ K to their tangent curve R → J
−→
D(τ )K. We derive this argument by us-
ing a subsconing construction diffeological spaces, like the one that is employed in (Huot et al.
2020). e key step is to find a suitable definition of the partiality monad (−)⊥ on relations as
discussed in (Goubault-Larrecq et al. 2002). is liing can be achieved by working with rela-
tions that are local in the sense that global membership of the relation can be restricted to mem-
bership on subsets of the domain. Conversely, if we establish local membership of the relation,
we can derive global membership by gluing. Put differently, we work with relations that are
sheaves over open subsets of R. is approach is justified because differentiation is local opera-
tion, and we can glue smooth functions and their derivatives. Once we work with such a relation(
RU ⊆ (U → X ) × (U → Y )
)
U ⊆openR
, we can simply define the relation RU
⊥˜
⊆ (U → X⊥) × (U →
Y⊥) as containing those pairs (γ ,γ
′) of partially defined curves that have the same domain of defi-
nition V ⊆open U and which are in the relation on this domain: (γ |V ,γ
′ |V ) ∈ R
V . e correctness
theorem then follows by standard logical relations (subsconing) techniques. We note that working
with relations that are sheaves is particularly important to establish correctness for sum types and
if − then − else− .
While category theory helped us find this proof, it can be phrased entirely in elementary terms.
Indeed, we define, for each open U ⊆ R, relations RUτ ⊆ (U → Jτ K) × (U → J
−→
D(τ )K) and (RUτ )⊥˜ ⊆
(U → Jτ K⊥) × (U → J
−→
D(τ )K⊥), using induction on the types τ of our language:
RUreal
def
=
{
(γ ,γ ′) | ∀x ∈ U .γ ′(x) =
(
γ (x),
d
dt
|t=xγ (t)
)}
RUτ1∗τ2
def
=
{
(γ ,γ ′) | (γ ; π1,γ
′; π1) ∈ R
U
τ1
and (γ ; π2,γ
′; π2) ∈ R
U
τ2
}
RUτ1+τ2
def
=
{
(γ ,γ ′) | ∀i = 1, 2.(γ |γ −1(JτiK),γ
′ |γ −1(Jτi K)) ∈ R
γ −1(Jτi K)
τi
}
RUτ1→τ2
def
=
{
(γ ,γ ′) | ∀(δ , δ ′) ∈ RUτ1 .(x 7→ γ (x)(δ (x)), x 7→ γ
′(x)(δ ′(x))) ∈ (RUτ2 )⊥˜
}
(RUτ )⊥˜
def
=
{
(γ ,γ ′) | γ−1(Jτ K) = γ ′−1(J
−→
D(τ )K) and (γ |γ −1Jτ K,γ
′ |γ −1Jτ K) ∈ R
γ −1Jτ K
}
We then establish the following “fundamental lemma”:
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If x1 : τ1, . . . , xn : τn ⊢
v v : σ (resp. x1 : τ1, . . . , xn : τn ⊢
c t : σ ) and, for 1 ≤ i ≤ n,
(fi ,дi ) ∈ R
U
τi
, forU ⊆open R, thenwe have that
(
(f1, . . . , fn); JvK, (д1, . . . ,дn); J
−→
DV(v)K
)
∈
RUσ (resp.
(
(f1, . . . , fn); JtK, (д1, . . . ,дn); J
−→
D C(t)K
)
∈ (RUσ )⊥˜).
e proof follows by induction on the typing derivation of v and t , where the only non-trivial
step is to show that each basic operation op respects the relations (and the other steps follow by
standard results about logical relations/subsconing). is basic step follows from the chain rule for
differentiation, provided that the derivatives of the basic operations are correctly implemented:
J∂iop(x1, . . . , xn)K = ∇i Jop(x1, . . . , xn)K,
where we write ∇i f for the usual calculus partial derivative of a function f in the direction of the
i-th standard basis vector of Rn . e correctness result is a straightforward corollary of this lemma.
Next, we extend our languagewith term and type recursion, in the sense of FPC (Fiore and Plotkin
1994). To apply the AD macro to recursive types, we first need to define its action on type vari-
ables α :
−→
D(α)
def
= α . Next, we can define its action on recursive types, the corresponding values
and computations, as well as the induced action on term recursion µx .t , which can be seen as
sugar:
−→
D(µα .τ )
def
= µα .
−→
D (τ )
−→
DV(rollv)
def
= roll
−→
DV(v)
−→
D C(µx .t)
def
= µx .
−→
D C(t)
−→
D C(casev of roll x → t)
def
= case
−→
DV(v) of roll x →
−→
D C(t).
Our semantics in diffeological spaces appears not to suffice to model recursion, for the same reason
that sets and partial functions do not. erefore, we follow the steps taken in (Va´ka´r et al. 2019)
and introduce a new notion of space, suitable for modelling both recursion and differentiation: we
equip the diffeological spaces with a compatible ω-cpo (chain-complete partial order) structure.
Definition. An ω-diffeological space comprises a set |X | with the following structure:
• a diffeology, i.e. specified sets of functions PUX ⊆ U → |X | forU ⊆open R
n subject to the three
conditions discussed above: to enforce differentiability;
• a partial order ≤ on |X | such that least upper bounds (lubs) of ω-chains exist: to model recur-
sion,
such that each PU
X
is closed under pointwise lubs of pointwise ω-chains.
Equivalently, we can define them as ω-cpos internal to Diff. We write ωDiff for the category of
ω-diffeological spaces and diffeological space homomorphisms that are, additionally,ω-continuous
in the sense of preserving lubs of ω-chains. ωDiff is again a bicartesian closed category.
We can observe that our previous definition of the partiality monad onDiff lis to give a partial-
ity monad on ωDiff: interpret ⊥ as a new least element in the order. Again, we obtain a semantics
J−K of our original language inωDiff, where we equipRwith the discrete order structure, in which
all elements are only comparable to themselves. Moreover, we can show that the Kleisli adjunc-
tion ωDiff ⇆ ωDiff⊥ has sufficient structure to interpret term and type recursion. Indeed, it gives
rise to a so-called bilimit compact expansion (Levy 2012), which follows from a development of
axiomatic domain theory, similar to that in (Va´ka´r et al. 2019). As a consequence, we can extend
the semantics of our original language to one that also accounts for term and type recursion.
Finally, we extend our logical relations proof to apply to recursive structures. Proving the exis-
tence of logical relations defined using type recursion is notoriously difficult and much advanced
machinery was developed to accomplish this feat (Pis 1996). Much of the difficulty is caused
Proc. ACM Program. Lang., Vol. 1, No. CONF, Article 1. Publication date: January 2018.
Correctness of Forward AD for Iteration and Recursion 1:7
by the fact that one customarily considers logical relations over the syntax, which is not chain-
complete. Here, however, we consider relations over a chain-complete semantics. As a conse-
quence, we can circumvent many of the usual technicalities. In particular, our previous logical
relations proof extends if we work, instead, with relations that are internal ω-cpos in the category
of sheaves on open subsets ofR. We show that this category of logical relations lis the bilimit com-
pact expansion structure of ωDiff, meaning that the interpretation of recursive types lis. Stated
in elementary terms, we can define logical relations
(
RU ⊆ (U → Jτ K) × (U → J
−→
D(τ )K)
)
U ⊆openR
us-
ing type recursion, as along as we work only with relations for which each RU is closed under lubs
of ω-chains of its elements (γ ,γ ′). In the end, once we have suitably extended the definition of
our logical relations, we establish the same fundamental lemma and the same correctness theorem
follows, but now for our more expressive language, in which “first-order types” include algebraic
data types like lists and trees.
3 AN AD TRANSLATION FOR ITERATION AND REAL CONDITIONALS
3.1 A simple call-by-value language
We consider a standard fine-grain call-by-value language over a ground type real of real numbers,
real constants c ∈ Op0 for c ∈ R, and certain basic operations op ∈ Opn for each natural number
n ∈ N. We will later interpret these operations as partial functions Rn ⇀ Rwith domains of defini-
tion that are (topologically) open in Rn on which they are smooth (C∞) functions. ese operations
include, for example, unary operations on reals like exp,σ , log, ς ∈ Op1 (where we mean the math-
ematical sigmoid function ς(x)
def
=
1
1+e−x ), binary operations on reals like (+), (−), (∗), (/) ∈ Op2.
We treat this operations in a schematic way as this reflects the reality of practical AD libraries
which are constantly being expanded with new primitive operations. We consider a fine-grain
CBV language mostly because it makes the proofs more conceptually clean, but we could have
equally worked with a standard coarse-grain CBV language which can be faithfully embedded in
our language. We discuss the implied differentiation rules for such a language in Appx. A, which
inherit the correctness results that we will prove for the fine-grain language.
e types τ ,σ , ρ, values v,w,u, and computations t , s, r of our language are as follows.
τ ,σ , ρ ::= types
| real numbers
| 0 | τ+σ sums
v,w,u ::= values
| x ,y, z variables
| c constant
t , s, r ::= computations
| t to x . s sequencing
| returnv pure comp.
| op(v1, . . . ,vn) operation
| casev of { } sum match
| casev of {
inlx → t
| inry → s
} sum match
| 1 | τ1∗τ2 products
| τ → σ function
| inlv | inrv sum inclusions
| 〈 〉 | 〈v,w〉 tuples
| λx .t abstractions
| casev of 〈 〉 → t product match
| casev of 〈x ,y〉 → t product match
| v w function app.
| iterate t fromx = v iteration
| signv sign function
We will use sugar let x = v inw
def
= w[v/x ], let x = v in t
def
= (λx .t) v , and if v then t else s
def
=
sign (v) tox . casex of { → s
 → r }. e typing rules are in Figure 1.
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3.2 A translation for forward-mode Automatic Differentiation
Let us fix, for all n ∈ N, for all op ∈ Opn , for all 1 ≤ i ≤ n, computations x1 : real, . . . , xn :
real ⊢c ∂iop(x1, . . . , xn) : real, which represent the partial derivatives of op. For example, we can
choose ∂1(+)(x ,y)
def
= ∂2(+)(x ,y)
def
= return 1, ∂1(∗)(x ,y)
def
= returny and ∂2(∗)(x ,y)
def
= return x ,
∂1 log(x)
def
= 1/x and ∂1ς(x)
def
= ς(x) toy. 1−y to z.y ∗z. Using these terms for representing partial
derivatives, we define, in Fig. 2, a structure preserving macro
−→
D on the types, values, and computa-
tions of our language for performing forward-modeAD.We observe that this induces the following
AD rule for our sugar:
−→
D C(if v then t else s ) = case
−→
DV(v) of 〈x , 〉 → if x then
−→
D C(t) else
−→
D C(s) .
3.3 Equational theory
We consider our language up to the usual βη-equational theory for fine-grain CBV, which is dis-
played in Fig. 3. We could impose further equations for the iteration construct as is done in e.g.
(Bloom and E´sik 1993; Goncharov et al. 2015) as well as for the basic operations op and the sign
function sign . However, such equations are unnecessary for our development.
We extend
−→
D to contexts:
−→
D({x1:τ1, ..., xn :τn})
def
= {x1:
−→
D(τ1), ..., xn :
−→
D(τn)}. is turns
−→
D into a
well-typed, functorial macro in the following sense.
Lemma 3.1 (Functorial macro). Our macro respects typing, substitution, and βη-equality:
• If Γ ⊢v v : τ , then
−→
D(Γ) ⊢v
−→
DV(v) :
−→
D(τ ). • If Γ ⊢c t : τ , then
−→
D(Γ) ⊢c
−→
D C(t) :
−→
D(τ ).
•
−→
DV(let x =v inw) = letx =
−→
DV(v) in
−→
DV(w)
−→
D C(let x = v in t) = let x =
−→
DV(v) in
−→
D C(t).
• If v
βη
= w , then
−→
DV(v)
βη
=
−→
DV(w). • If t
βη
= s , then
−→
D C(t)
βη
=
−→
D C(s).
is lemma can be shown manually, or the categorically-inclined reader can observe that it
follows from the following universal property of the syntax.
Γ ⊢v x : τ
((x : τ ) ∈ Γ)
Γ ⊢c t : τ Γ, x : τ ⊢c s : σ
Γ ⊢c t to x . s : σ
Γ ⊢v v : τ
Γ ⊢c returnv : τ Γ ⊢v c : real
(c ∈ R)
Γ ⊢v v1 : real · · · Γ ⊢
v vn : real
Γ ⊢c op(v1, . . . ,vn) : real
(op ∈ Opn)
Γ ⊢v v : 0
Γ ⊢c casev of { } : τ
Γ ⊢v v : τ
Γ ⊢v inlv : τ+σ
Γ ⊢v v : σ
Γ ⊢v inrv : τ+σ
Γ ⊢v v : σ+ρ Γ, x : σ ⊢c t : τ Γ,y : ρ ⊢c s : τ
Γ ⊢c casev of {inlx → t | inry → s} : τ Γ ⊢v 〈 〉 : 1
Γ ⊢v v : τ Γ ⊢v w : σ
Γ ⊢v 〈v,w〉 : τ∗σ
Γ ⊢v v : σ∗ρ Γ, x : σ ,y : ρ ⊢c t : τ
Γ ⊢c casev of 〈x ,y〉 → t : τ
Γ, x : σ ⊢c t : τ
Γ ⊢v λx .t : σ → τ
Γ ⊢v v : σ → τ Γ ⊢v w : σ
Γ ⊢c vw : τ
Γ, x : σ ⊢c t : σ+τ Γ ⊢v v : σ
Γ ⊢c iterate t fromx = v : τ
Γ ⊢v v : real
Γ ⊢c signv : 1+1
Fig. 1. Typing rules for the our fine-grain CBV language with iteration and real conditionals. We use a typing
judgement ⊢v for values and ⊢c for computations.
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Indeed, we can define categories SynV and SynC which both have types as objects. SynV (τ ,σ )
consists of (α)βη-equivalence classes of values x : τ ⊢v v : σ , where identities are x : τ ⊢v x : σ
and composition of x : τ ⊢v v : σ and y : σ ⊢v w : ρ is given by x : τ ⊢v lety = v inw : ρ.
Similarly, SynC (τ ,σ ) consists of (α)βη-equivalence classes of computations x : τ ⊢
c t : σ , where
identities are x : τ ⊢c return x : σ and composition of x : τ ⊢c t : σ and y : σ ⊢c s : ρ is
given by x : τ ⊢c t toy. s : ρ. SynV ֒→ SynC ;v 7→ returnv is the free distributive-closed Freyd
category with iteration generated by real, the constants c and operations op and sign . It has the
−→
D(real)
def
= real∗real
−→
D(0)
def
= 0
−→
D(τ+σ )
def
=
−→
D(τ )+
−→
D(σ )
−→
D(1)
def
= 1
−→
D(τ → σ )
def
=
−→
D(τ ) →
−→
D(σ )
−→
D(τ∗σ )
def
=
−→
D(τ )∗
−→
D(σ )
−→
DV(x)
def
= x
−→
DV(c)
def
= 〈c, 0〉
−→
DV(inlv)
def
= inl
−→
DV(v)
−→
DV(inrv)
def
= inr
−→
DV(v)
−→
DV(〈 〉)
def
= 〈 〉
−→
DV(〈v,w〉)
def
= 〈
−→
DV(v),
−→
DV(w)〉
−→
DV(λx .t)
def
= λx .
−→
D C(t)
−→
D C(t to x . s)
def
=
−→
D C(t) to x .
−→
D C(s)
−→
D C(returnv)
def
= return
−→
DV(v)
−→
D C(casev of { })
def
=
−→
D C(casev of {
inlx → t
| inry → s
})
def
=
case
−→
DV(v) of { } case
−→
DV(v) of {
inlx →
−→
D C(t)
| inry →
−→
D C(s)
}
−→
D C(casev of 〈 〉 → t)
def
=
−→
D C(casev of 〈x ,y〉 → t)
def
= case
−→
DV(v) of 〈x ,y〉 →
−→
D C(t)
case
−→
DV(v) of 〈 〉 →
−→
D C(t)
−→
D C(iterate t fromx = v)
def
= iterate
−→
D C(t) fromx =
−→
DV(v)
−→
D C(t v)
def
=
−→
D C(t)
−→
DV(v)
−→
D C(signv)
def
= sign
−→
DV(v)
−→
D C(op(v1, . . . ,vn))
def
= case
−→
DV(v1) of 〈x1, x
′
1〉 → . . .→ case
−→
DV(vn) of 〈xn , x
′
n〉 →
op(x1, . . . , xn) toy.
∂1op(x1, . . . , xn) to z1. . . . ∂nop(x1, . . . , xn) to zn .
return 〈y, x ′1 ∗ z1 + . . . + x
′
n ∗ zn〉
Fig. 2. A forward-mode AD macro defined on types as
−→
D (−), values as
−→
DV (−), and computations as
−→
D C(−).
All newly introduced variables are chosen to be fresh. We single out the rule for primitive operations op, as
this is where the interesting work specific to differentiation happens.
returnv to x . t = t[v/x ] (t to x . s) toy. r = t to x . (s toy. r )
case inlv of {inl x → t | inry → s} = t[v/x ] t[
v/z ]
#x,y
= casev of {
inlx → t[inl x/z ]
| inry → t[inry/z ]
}
case inrv of {inl x → t | inry → s} = s[v/y ]
case 〈v,w〉 of 〈x ,y〉 → t = t[v/x ,
w/y ] t[
v/z ]
#x,y
= casev of 〈x ,y〉 → t[〈x,y 〉/z ]
(λx .t) v = t[v/x ] v
#x
= λx .v x
Fig. 3. Standard βη-laws for fine-grain CBV. We write
#x1, ...,xn
= to indicate that the variables are fresh in the
le hand side. In the top right rule, x may not be free in r . Equations hold on pairs of terms of the same
type.
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universal property that for any other distributive-closed Freyd category (Levy et al. 2003) with
iterationV ֒→ C, we obtain a unique structure preserving functor (FV , FC ) : (SynV ֒→ SynC ) →
(V ֒→ C) once we fix an object F (real) and compatibly typed morphisms FV (c) ∈ V(1, F (real)),
FC (op) ∈ C(F (real)
n, F (real)) and FC (sign ) ∈ C(F (real), 1 + 1).
4 A DENOTATIONAL SEMANTICS VIA DIFFEOLOGICAL SPACES
4.1 Preliminaries
Category theory. We assume familiarity with categories C, D, functors F ,G : C → D, natural
transformations α , β : F → G , and their theory of (co)limits and adjunctions. We write:
• unary, binary, and I -ary products as 1, X1×X2, and
∏
i ∈I Xi , writing πi for the projections
and (), (x1, x2), and (xi )i ∈I for the tupling maps;
• unary, binary, and I -ary coproducts as 0, X1+X2, and
∑
i ∈I Xi , writing ιi for the injections
and [], [x1, x2], and [xi ]i ∈I for the cotupling maps;
• exponentials as XY , writing Λ for the currying maps.
Monads. A strong monad T over a cartesian closed category C is a triple (T , return, >>=) consist-
ing of an assignment of an objectTX and a morphism returnX : X → TX for every object X , and
an assignment of a morphism (>>=X ,Y ) : TX × (TY )
X → TY , satisfying the monad laws below,
expressed in the cartesian closed internal language:
((returnx) >>= f ) = f (x) (a >>= return) = a ((a >>= f ) >>= д) = (a >>= λx . f (x) >>= д)
Every monad yields an endofunctor T on C-morphisms: T (f ) := id >>=T (f ; returnT ). e Kleisli
category CT consists of the same objects as C, but morphisms are given by CT (X ,Y )
def
= C(X ,T Y ).
Identities are return and composition f >=> д is given by λx . f x >>= д. A strong monad T is
commutative when, for every pair of objects X ,Y :
a : T X ,b : T Y ⊢ a >>= λx .b >>= λy.return(x ,y) = b >>= λy.a >>= λx .return(x ,y)
We write dstX ,Y for this morphism and call it the double strength.
Semantics of fine-grain CBV. Generally, fine-grain call-by-value languages like ours can be inter-
preted in distributive-closed Freyd categories (with additional support for interpreting iteration, in
our case). However, we do not need this level of generality. Instead, we focus on the more specific
semantic seings of bicartesian closed categories equipped with suitable partiality monads.
Given a bicartesian closed category C and a strong monad (T , return, >>=), we have a sound in-
terpretation J−K of fine-grain CBVwith its βη-equational theory (see (Levy et al. 2003), for details):
J0K
def
= 0 Jτ+σK
def
= Jτ K + JσK J1K
def
= 1 Jτ∗σK
def
= Jτ K × JσK Jτ → σK
def
= T JσKJτ K
Jx1 : τ1, . . . , xn : τnK
def
= Jτ1K × · · · × JτnKΓ ⊢
v τ K
def
= C(JΓK, Jτ K) JΓ ⊢c τ K
def
= CT (JΓK, Jτ K)
Jx1 : τ1, . . . , xn : τn ⊢
v xiK(ρ)
def
= πi (ρ) Jt to x . sK(ρ)
def
= JtK(ρ) >>= JsK(ρ, id)
JreturnvK(ρ)
def
= return(JvK(ρ)) Jcasev of { }K(ρ)
def
= [](JvK(ρ))
JinlvK(ρ)
def
= ι1(JvK(ρ)) JinrvK(ρ)
def
= ι2(JvK(ρ))
Jcasev of {inlx → t | inry → s}K(ρ)
def
=
[JtK(ρ, id), JtK(ρ, id)](JvK(ρ))
J〈 〉K(ρ)
def
= ()
J〈v,w〉K
def
= (JvK(ρ), JwK(ρ)) Jcasev of 〈x ,y〉 → tK(ρ)
def
= JtK(ρ, JvK(ρ))
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Jλx :τ .tK(ρ)(a)
def
= JtK(ρ,a) (a ∈ Jτ K) Jt vK(ρ)
def
= JtK(ρ)(JvK(ρ))
To interpret the constructs for iteration, we need a chosen family of functions iterateC,A,B :
CT (C×A,A+B) → CT (C×A,B) such that the following naturality condition holds with respect to
morphisms f : C → C ′ in C: (f × idA); iterateC ′,A,B(д) = iterateC,A,B((f × idA);д). en, we define,
for Γ, x : σ ⊢c t : σ+τ and Γ ⊢v v : σ , Jiterate t fromx = vK(ρ)
def
= iterateJΓK,Jσ K,Jτ K(JtK)(ρ, JvK(ρ)).
We say that a functor F between two categories which support iteration preserves iteration if
iterate(F (f )) = F (iterate(f )).
Given bicartesian closed category C with a strong monad T such that CT supports iteration,
therefore, we obtain a canonical interpretation J−K of our full language, once we choose an in-
terpretation of real, sign , constants c and operations op. at is we need a chosen object JrealK
with chosen morphisms Jsign K ∈ CT (JrealK, 1 + 1), JcK ∈ C(1, JrealK) and chosen morphisms
JopK ∈ CT (JrealK
n , JrealK) for each op ∈ Opn . We then interpret
JcK(ρ)
def
= JcK Jop(v1, . . . ,vn)K(ρ)
def
= JopK(Jv1K(ρ), . . . , JvnK(ρ)) Jsign (v)K(ρ)
def
= Jsign K(JvK(ρ)).
A categorically inclined reader might want to note that J−K is canonical as the uniquely deter-
mined structure preserving functor (SynV ֒→ SynC ) → (C ֒→ CT ) of distributive-closed Freyd
categories with iteration, which we discussed in Sec. 3.
ω-cpos. We recall some basic domain theory. Letω = {0 ≤ 1 ≤ . . .} be the ordinary linear order
on the naturals. An ω-chain in a poset P = (|P |, ≤) is a monotone function a− : ω → P . A poset P
is an ω-cpo when every ω-chain (an)n∈N has a least upper bound (lub)
∨
n∈N an in P .
Example 4.1. Each set X equipped with the discrete partial order forms anω-cpo (X ,=), e.g., the
discrete ω-cpo R over the real line. For any ω-cpo X , we can form a new ω-cpo X⊥ by adding a
new element ⊥ which will be the least element in the order. (−)⊥ lis the partiality monad on Set.
For ω-cpos P and Q , an ω-continuous function f : P → Q is a monotone function f : |P | → |Q |
such that for everyω-chain a−, we have: f (
∨
n an) =
∨
n f (an). Such a function f : P → Q is a full
mono when, for every a,b ∈ |P |, we have f (a) ≤ f (b) =⇒ a ≤ b. Recall that the categoryωCPO
of ω-cpos and ω-continuous functions is bicartesian closed: coproducts are disjoint unions on
both the carrier and order, products are taken componentwise and the exponential QP has carrier
ωCPO(P,Q) and order f ≤QP д iff ∀p ∈ |P |. f (p) ≤Q д(p). A pointed ω-cpo is an ω-cpo with a
least element⊥. A strict function is aω-continuous function that preserves the least elements. e
Kleisli categoryωCPO⊥ is equivalent to the category of ω-cpos and strict ω-continuous functions.
AnωCPO-(enriched) category C consists of a locally-small category C together with an assign-
ment of an ω-cpo C(A,B) to every A,B ∈ obC whose carrier is the set C(A,B) such that compo-
sition is ω-continuous. An ωCPO-functor, a.k.a. a locally-continuous functor, F : C → D between
twoωCPO-categories is an ordinary functor F : C → D between the underlying categories, such
that every morphism map FA,B : C(A,B) → D(FA, FB) is ω-continuous. We call such a category
ωCPO⊥-enriched if all homsets has a least element and composition is strict in both arguments.
Example 4.2. Every locally-small category is anωCPO-categorywhose hom-ω-cpos are discrete.
e category ωCPO itself is an ωCPO-category. If C is an ωCPO-category, its categorical dual
Cop is an ωCPO-category. e category of locally-continuous functors Cop → ωCPO, with the
componentwise order on natural transformations α : F → G , is an ωCPO-category when C is.
By the Knaster-Tarski theorem, an ω-continuous function f : X → X on a pointed ω-cpo
X has a least fixed-point, i.e. a least x such that x = f (x). is is given by the lub of the ω-chain
(f n(⊥))n∈N.
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Manifolds. For our purposes, a smooth manifoldM is a second-countable Hausdorff topological
spacewith a smooth atlas: an open coverU togetherwith homeomorphisms
(
φU : U → R
n(U )
)
U ∈U
(called charts) such that φ−1U ;φV is smooth on its domain of definition for allU ,V ∈ U. A function
f : M → N between manifolds is smooth if φ−1U ; f ;ψV is smooth for all charts φU and ψV of M
and N , respectively. Let us writeMan for the category of smooth manifolds and smooth functions.
We are primarily interested in manifolds that are isomorphic to
∐
i ∈I R
ni for countable I , as they
will form the interpretation of our first-order types.
Note that different charts in the atlas of our manifolds may have different finite dimension n(U ).
us we consider manifolds with dimensions that are potentially unbounded, albeit locally finite.
is non-constant dimension does not affect the theory of differential geometry as far as we need it.
Diffeological spaces. We consider a rich notion of differential geometry for our semantics, based
on diffeological spaces (Iglesias-Zemmour 2013; Souriau 1980). e key idea is that a higher-order
function is called smooth if it sends smooth functions to smooth functions, meaning that we can
never use it to build non-smooth first-order functions. is is reminiscent of a logical relation.
Definition 4.3. A diffeological space X = (|X | ,PX ) consists of a set |X | together with, for each
n ∈ N and each open subset U of Rn , a set PU
X
of functionsU → |X |, called plots, such that
• (constant) all constant functions are plots;
• (rearrangement) if f : V → U is a smooth function and p ∈ PUX , then f ;p ∈ P
V
X ;
• (gluing) if
(
pi ∈ P
Ui
X
)
i ∈I
is a compatible family of plots (x ∈ Ui ∩ Uj ⇒ pi (x) = pj (x)) and
(Ui )i ∈I covers U , then the gluing p : U → |X | : x ∈ Ui 7→ pi (x) is a plot.
We call a function f : X → Y between diffeological spaces smooth if, for all plots p ∈ PU
X
,
we have that p; f ∈ PUY . We write Diff(X ,Y ) for the set of smooth maps from X to Y . Smooth
functions compose, and so we have a category Diff of diffeological spaces and smooth functions.
We give some examples of such spaces.
Example 4.4 (Manifold diffeology). Given any open subset X of a cartesian space Rn (or, more
generally, a smooth manifold X ). We can take the set of smooth (C∞) functions U → X in the
traditional sense as PU
X
. Given another such space X ′, then Diff(X ,X ′) coincides precisely with
the set of smooth functions X → X ′ in the traditional sense of calculus and differential geometry.
Put differently, the categories CartSp of cartesian spaces and Man of smooth manifolds with
smooth functions form full subcategories of Diff.
Example 4.5 (Subspace diffeology). Given a diffeological space X and a subset |Y | ⊆ |X |, we can
equip it with the subspace diffeology PU
Y
def
=
{
α : U → |Y | | α ∈ PU
X
}
.
Example 4.6 (Coproduct diffeology). Given diffeological spaces (Xi )i ∈I , we can give
∐
i ∈I |Xi | the
coproduct diffeology: PU∐
i∈I Xi
def
=
{
U
α
−→
∐
i ∈I |Xi | | ∀i ∈ I .Vi
def
= α−1 |Xi | ⊆open U and α |Vi ∈ P
Vi
Xi
}
.
Example 4.7 (Product diffeology). Given diffeological spaces (Xi )i ∈I , we can equip
∏
i ∈I |Xi | with
the product diffeology: PU∏
i∈I Xi
def
=
{
(αi )i ∈I | αi ∈ P
U
Xi
}
.
Example 4.8 (Functional diffeology). Given diffeological spaces X ,Y , we can equip Diff(X ,Y )
with the functional diffeology PU
YX
def
= {Λ(α) | α ∈ Diff(U × X ,Y )}.
ese examples give us the categorical (co)product and exponential objects, respectively, inDiff.
e embeddings of CartSp and Man into Diff preserve products and coproducts. Further, Diff is,
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in fact, complete and cocomplete (and even is a Grothendieck quasi-topos (Baez and Hoffnung
2011)).
Finally, it is well-known that the Euclidean topology that is induced on manifolds by their atlas
has a canonical extension to diffeological spaces, named the D-topology (Christensen et al. 2014).
It is defined by OX =
{
U ⊆ |X | | ∀n ∈ N,V ⊆open R
n,α ∈ PV
X
.α−1U ⊆open V
}
. is D-topology
defines an (identity on morphisms) adjunction O ⊣ R : Top → Diff from the category Top of
topological spaces and continuous functions to diffeological spaces, where |RS |
def
= |S | and PU
RS
def
=
Top(U , S).
4.2 Partiality in Diff
e following is new. We have an obvious candidate JrealK
def
= R which trivially interprets all
real constants. In particular, we can interpret our full language in Diff if we give a suitable strong
monad (−)⊥ such that we can find suitable definitions for iterate, Jsign K, and JopK.
Smooth partial functions. Ultimately, we are interested in interpreting the first-order fragment of
our language in the category pMan of manifolds and partial functions defined on an open domain
on which they are smooth. We are therefore looking for a higher-order extension of pMan. As
the D-topology simply reduces to the Euclidean topology on manifolds, it is natural to define a
category pDiff of diffeological spaces and partial functions which restrict to a smooth function of
diffeological spaces on their domain (equipped with the subspace diffeology), which is D-open in
X . en, pMan(M ,N )  pDiff(M ,N ) for any two manifolds M ,N , so that pDiff can be seen as a
higher-order extension of pMan.
A partiality monad. On the other hand, we have a natural partiality monad on Diff.
Definition 4.9. Given a diffeological space X , we equip the set |X | + {⊥} with the partiality
diffeology: PU
X⊥
def
=
{
α : U → |X | + {⊥} | V
def
= α−1 |X | ⊆open U and α |V ∈ P
V
X
}
.
is definition is easily seen to give a well-defined diffeology. Note that it is qualitatively differ-
ent from the coproduct X + 1 in Diff, as α−1 {⊥} need not be open.
Proposition 4.10. e partiality monad structure (return, >>=) from Set lis to Diff to make (−)⊥
into a commutative strong monad.
To be explicit, we define return(x)
def
= x , ⊥ >>= f
def
= ⊥ and x >>= f
def
= f (x) (for x , ⊥).
It turns out that both natural notions of partiality coincide.
Proposition 4.11. We have an equivalence of categories between pDiff and the Kleisli category
Diff⊥ of (−)⊥.
Indeed, D-open subsetsU ⊆ X are precisely those that arise as χ−1U (⋆) for a smooth characteristic
function X
χU
−−→ 1⊥. In particular, Diff⊥(M ,N )  pMan(M ,N ) for any two manifoldsM ,N .
Interpreting operations. We have designed our language such that we have a smooth partial
function JopK ∈ pMan(Rn,R) in mind for any operation symbol op ∈ Opn . As a result, the
interpretation of each operation is fixed. Later, we will see that, to establish correctness of our
AD macro, we need to have chosen each ∂iop(x1, . . . , xn) such that J∂iop(x1, . . . , xn)K = ∇iJopK,
where we write ∇i for the usual calculus partial derivative along the i-th coordinate on R
n .
Next, observe that we have an obvious choice of Jsign K ∈ pMan(R, 1 + 1). Indeed, we choose
the smooth partial function, defined on R \ {0}, which sends R+ to ι1⋆ and R
− to ι2⋆.
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Interpreting iteration. Observe that we can glue matching families of morphisms in Diff, by
axiom (gluing) of a diffeology, and that the union of any collection of D-opens is D-open, by the
axioms of a topology. As a consequence, lubs of compatible families of morphisms in pDiff exist,
where we call two partial functions compatible if they agree on the intersection of their domains.
Proposition 4.12. Any compatible family (fi )i ∈I of smooth partial functions fi ∈ pDiff(X ,Y )
has a least upper bound in pDiff(X ,Y ):
(
∨
i ∈I
fi )(x)
def
=
{
fi (x) ∃i ∈ I . fi (x) ∈ Y
⊥ else .
Moreover, composition in pDiff respects these lubs: (
∨
i ∈I fi ); (
∨
j∈J дj ) =
∨
i ∈I
∨
j∈J fi ;дj . Homsets
have a least element, the partial function with domain ∅, and composition is strict in both arguments.
In particular, pDiff  Diff⊥ (whose equivalence respects the natural orders) is ωCPO⊥-enriched.
Lemma 4.13. e monad (−)⊥ on Diff has the properties that
• the strength is ω-continuous: (id ×
∨
i fi ); st =
∨
i ((id × fi ); st);
• copairing in Diff⊥ is ω-continuous in both arguments: [
∨
i fi ,
∨
i дi ] =
∨
i [fi ,дi ];
• the strength and by postcomposition in Diff⊥ are strict: (id × ⊥); st = ⊥ and ⊥ >=> f = ⊥,
where we write st for the strength st(a,b) = b >>= (β 7→ (a, return(β))).
Indeed, all of these facts follow from the corresponding facts for the category of sets and partial
functions once we observe that we have a forgetful functor Diff → Set which sends (−)⊥ to the
usual (strong) partiality monad.
Given f ∈ Diff⊥(A,A+ B), we can observe that the map Diff⊥(A,B) → Diff⊥(A,B); h 7→ f >=>
[h, returnB ] is ω-continuous. As a consequence, we can define iterate(f ) as the least fixpoint of
this map. As shown in m. 5.8 of (Goncharov et al. 2015), this determines a complete Elgot
monad structure for (−)⊥. erefore, we can interpret iteration constructs iterateC,A,B : Diff⊥(C ×
A,A + B) → Diff⊥(C × A,B) which are natural in C . Indeed, iterateC,A,B(f ) gets interpreted as
the least fixed-point of the ω-continuous map Diff⊥(C × A,B) → Diff⊥(C × A,B); h 7→ (diagC ×
idA);aC,C,A; (idC × f ); stC,A+B >=> (distC,A,B; [h, π2; returnB ]), where diag is the diagonal of the
cartesian structure, a is the associator of ×, and dist is the distributor of × over +.
In sum, we obtain a canonical denotational semantics J−K of our full language, interpreting
values Γ ⊢v v : τ as morphisms Diff(JΓK, Jτ K) and computations Γ ⊢c t : τ as morphisms
pDiff(JΓK, Jτ K)  Diff⊥(JΓK, Jτ K). In particular, any computation Γ ⊢
c t : τ between first-order
types is interpreted as a smooth partial function pMan(JΓK, Jτ K) in the usual calculus sense, as
pMan(M ,N )  pDiff(M ,N ) for manifoldsM ,N .
5 LOGICAL RELATIONS AND CORRECT AD FOR ITERATION
Using the same strategy as (Huot et al. 2020), we prove the correctness of AD by employing a
logical relations proof over the semantics. We interpret each type τ as the pair (Jτ K, J
−→
D(τ )K) of
diffeological spaces, togetherwith a suitable binary relationR relating curves in Jτ K to their tangent
curves in J
−→
D(τ )K. Such proofs can be cleanly stated in terms of subsconing, which we recall now.
5.1 Preliminaries
Artin glueing/sconing. Given a functor F : C → D, the comma category D/F is also known as
the scone or Artin glueing of F . Explicitly, it has objects (D, f ,C)which are triples of an objectD of
D, an objectC of C and a morphism f : D → FC ofD. Its morphisms (D, f ,C) → (D ′, f ′,C ′) are
pairs (д,h) of morphisms such that f ; F (h) = д; f ′. Under certain conditions, D/F inherits much
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of the structure present in C and D, leing us build new categorical models from existing ones.
Indeed, D/F lis any coproducts that exist in C and D (Rydeheard and Burstall 1988). Moreover,
if C andD are cartesian closed,D has pullbacks, and F preserves finite products,D/F is cartesian
closed (Carboni and Johnstone 1995; Johnstone et al. 2007). Note thatwe have canonical projection
functors D/F → C and D/F → D. ose preserve the bicartesian closed structure.
Factorization systems. Recall that a orthogonal factorisation system on a category C is a pair
(E,M) consisting of two classes of morphisms of C such that:
• Both E andM are closed under composition, and contain all isomorphisms.
• Every morphism f : X → Y in C factors into f = e;m for somem ∈ M and e ∈ E.
• Functoriality: for each situation as on the le, there is a unique h : A→ A′ as on the
right:
X A Y
X ′ A′ Y ′
e ∈E
f
m∈M
= д
e ′∈E m′∈M
=⇒
X A Y
X ′ A′ Y ′
e
f =
m
h д
e ′ m′
=
In case C is ωCPO-enriched, we call (E,M) an ωCPO-enriched factorization system in case the
assignment (f ,д) 7→ h in the diagram above is ω-continuous.
Subsconing. Suppose thatD is equipped with some orthogonal factorization system (E,M) and
that we are given a functor F : C → D. We call the full subcategory D//F of D/F on the objects
(D, f ,C) where f ∈ M the subscone of F . Oen, M will consist exclusively of monos, in which
case we can think of the objects of D//F as objectsC of C together with a predicatem : D֌ FC
(inM) on FC . en, morphisms are simply morphisms h in C such that Fh respects the predicate.
D//F is easily seen to be a reflective subcategory of D/F , hence its products are computed as in
D/F and it inherits the existence of coproducts fromD/F . IfM is closed under I -ary coproducts,
I -ary coproducts are computed inD//F as inD/F . Finally, ifM is closed under exponentiation (or,
equivalently, E is closed under binary products), the exponentiatials ofD/F also give exponentials
in D//F , making D//F cartesian closed.
In case we specialize to the case of D = Set and F = C(1,−) and we work with the usual epi-
mono factorization system, we see that the bicartesian closed structure of D//F precisely yields
the usual formulas of logical predicates over C (Mitchell and Scedrov 1992). We can thus see (the
interpretation of a language) in a subscone as a generalized logical relations argument.
ForωCPO-enriched categories C and D and a locally continuous functor F : C → D, D//F is
a reflective subcategory ofD/F in theωCPO-enriched sense in case (E,M) is anωCPO-enriched
factorization system.
Sheaves. Given a topological space X = (|X |,OX ), a presheaf on the open subsets OX is a con-
travariant functor F from the poset OX to Set. Given an open cover U ofW ∈ OX , a matching
family of F for U is a tuple (xU ∈ F (U ))U ∈U such that F (V ⊆ U )(xU ) = F (V ⊆ U
′)(xU ′) for
all U ,U ′ ∈ U and V ⊆open U ∩ U
′. An amalgamation of such a matching family is an element
x ∈ FW such that F (U ⊆W )(x) = xU , for allU ∈ U. A presheaf F on OX is called a sheaf if every
matching family has a unique amalgamation. Sheaves and natural transformations form a carte-
sian closed category Sh(OX ) with all small limits and colimits. (In fact, they form a Grothendieck
topos.) Further, epis and monos (i.e. componentwise injective natural transformations) form an
orthogonal factorization system on Sh(OX ). By a subsheafG of a sheaf F , we mean a sheafG such
that GU ⊆ FU for allU ∈ OX andG(U ⊆ U
′) is the restriction of F (U ⊆ U ′) for all U ⊆ U ′ ∈ OX .
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5.2 Subsconing for correctness of AD
In (Huot et al. 2020), the idea is to build an interpretation L−M of the language in the subscone
Diff × Diff//Diff × Diff((R,R),−), where we interpret each τ as the pair (Jτ K, J
−→
D (τ )K) together
with the relation which relates each curve in Jτ K to its tangent curve in J
−→
D(τ )K. is category
almost has enough structure to li the interpretation of our language: it is bicartesian closed. All
that is missing is a liing of the partiality monad (−)⊥. One may try to define a liing (−)⊥˜ sending
relations R on (R → X ) × (R → Y ) to relations (R → X⊥) × (R → Y⊥). A natural definition states
that R⊥˜ contains those pairs (γ ,γ
′) of partially defined curves in X and Y , such that they have the
same domain and are in R when restricted to their domain. Indeed, to prove AD correctness, we
want the relation R of LrealM to say that the second curve has the same domain as the first and is
the derivative of the first on its domain. However, a priori, we cannot make sense of the statement
that (γ ,γ ′) ∈ R on their domain, as R only tracks curves with domain R! erefore, we need to
generalize to relations which track arbitrary partially defined curves. It turns out that it is best
to treat such relations on partially defined curves as sheaves of relations over OR (rather than as
mere tuples or presheaves of relations) if we want the proof apply to sum types.
us, using the fact that one-dimensional plots form a sheaf over OR by the (rearrangement)
and (gluing) axioms, we consider the subscone Gl of the functor
FGl : Diff × Diff → Sh(OR) (X ,Y ) 7→ PX × PY ,
where we work with the epi-mono factorization system on Sh(OR). Concretely, objects of Gl are
triples (X ,Y ,R) of two diffeological spaces X ,Y and a subsheaf R of PX × PY . We unroll the laer
further: R gives for everyU ⊆open R a relation R
U ⊆ PU
X
×PU
Y
such that relations restrict and glue
in the sense that
• if V ⊆open U and (γ ,γ
′) ∈ RU , then (γ |V ,γ
′|V ) ∈ R
V ;
• if γ ∈ PW
X
and γ ∈ PW
Y
and U is an open cover ofW such that (γ |U ,γ
′|U ) ∈ R
U for all
U ∈ U, then also (γ ,γ ′) ∈ RW .
Morphisms (X ,Y ,R) → (X ′,Y ′,R′) in Gl are pairs (X
д
−→ X ′,Y
h
−→ Y ′) of diffeological space
morphisms such that, for any U ∈ OR, (γ ,γ
′) ∈ RU implies that (γ ;д,γ ′;h) ∈ R′U . By the general
theory for subsconing discussed above, Gl lis the bicartesian closed structure ofDiff×Diff along
the obvious forgetful functorGl → Diff×Diff. To li (−)⊥×(−)⊥ to Gl, we define, given (X ,Y ,R),
RU
⊥˜
def
=
{
(γ ,γ ′) ∈ PUX⊥ × P
U
Y⊥
| γ−1(X ) = γ ′−1(Y ) and (γ |γ −1(X ),γ
′|γ −1(X )) ∈ R
γ −1(X )
}
.
is definition is easily seen to give a subsheaf of PX⊥ × PY⊥ .
Proposition 5.1. e strong monad operations of (−)⊥ × (−)⊥ li to Gl, turning (−)⊥˜ into a
commutative strong monad.
One can either verify this proposition by hand or observe that it follows from the general theory
of logical relations for monadic types of (Goubault-Larrecq et al. 2002), if we work with the par-
tiality monad ((TF )U
def
= {(V , x) | V ∈ OU and x ∈ FV }, returnU (x)
def
= (U , x), (V , x) >>=U αU
def
=
αV (x)) on Sh(OR) together with the obvious distributive law FGl ;T → (−)⊥; FGl .
Corollary 5.2. e lied monad (−)⊥˜ lis the interpretation of iteration in (−)⊥ × (−)⊥.
Proof. Indeed, the interpretation of iteration is constructed entirely out of the structure of
the strong monad, the bicartesian closed structure, and the pωCPO-enrichment of Diff⊥ × Diff⊥.
Seeing that Gl⊥˜ lis all of this structure, it lis the interpretation of iteration as well. 
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5.3 Correctness of Forward AD
Next, we build an interpretation L−M of our language in Gl liing the interpretation (J−K, J
−→
D(−)K)
of our language in Diff × Diff and show that correctness of forward AD follows. If we unwind
all the definitions of the categorical structure of Gl, the subsconing argument can be seen as the
elementary logical relations proof described in section 2.
Suppose we are given a smooth partial function f : U ⇀ V between open subsets U ⊆ Rn and
V ⊆ Rm and a vector v ∈ Rn . We write ∇v f for the smooth partial function U ⇀ R
m which has
the same (open) domain D as f and calculates the directional derivative of f |D in direction v on
D. We will slightly abuse notation and write ∇i f for some 1 ≤ i ≤ n to mean ∇ei f where ei is the
i-th standard basis vector of Rn . Similarly, in caseU is one-dimensional, we write ∇ f for ∇e1 f .
To establish correctness of
−→
D(−) with respect to the semantics J−K, it is important to note that
LrealMV
def
=
{
(f , (f ,∇ f )) | f ∈ PV
R
}
⊆ PV
R
× PV
R×R
forms a sheaf on OR, hence an object in Gl. It forms a sheaf because differentiation is a local
operation, in the sense that (1) derivatives restrict to open subsets U – [∇(f |U ) = (∇ f )U ] and (2)
derivatives glue along open coversU –
[
∇glue (fU )U ∈U = glue (∇ fU )U ∈U
]
.
Observe that (Jsign K, J
−→
D (sign )K) = (Jsign K, (π1; Jsign K)) ∈ Gl(LrealM, L1+1M⊥˜): Indeed, assume
that (α ,α ′) ∈ LrealMU . at is, α ′ = (α ,∇α). We show that (α ; Jsign K,α ; Jsign K) =
(α ,α ′); (Jsign K, J
−→
D(sign )K) ∈ L1+1MU
⊥˜
: using the definition of the coproduct in Gl, we have that
L1+1MU
⊥˜
=
{
(β, β ′) | β−1(1 + 1) = β ′−1(1 + 1) and (β |β−1(1+1), β
′ |β ′−1(1+1)) ∈ L1+1M
}
=
{
(β, β ′) | β−1(1 + 1) = β ′−1(1 + 1) and β |β−1(1+1) = β
′ |β ′−1(1+1)
}
= {(β, β) | β ∈ Diff(U , (1 + 1)⊥)} .
For these equalities to hold, it is important that we work with sheaves and not mere presheaves.
en, as long as the operations respect the relation, which follows if J∂iop(x1, . . . , xn)K =
∇iJop(x1, . . . , xn)K, for all n-ary operations op and all 1 ≤ i ≤ n, it follows immediately that L−M
extends uniquely to the full language to li the interpretation JJ−KKJ
−→
D (−)K. (is equation is pre-
cisely the criterion that ∂iop is a correct implementation of the i-th partial derivative of op.) Indeed,
observe that L−M and the projection functor proj : Gl → Diff×Diff are structure preserving, as are
(id,
−→
D(−)) and J−K× J−K. Meanwhile, (id,
−→
D(−)); J−K× J−K and L−M; proj agree on real and all oper-
ations op and sign . By the universal property of the syntax, therefore, L−M; proj = (J−K, J
−→
D(−)K).
In particular, for any computation x1 : real, . . . , xn : real ⊢
c t : real, we have that (JtK, J
−→
D(t)K) ∈
(Gl)⊥˜(LrealM
n , LrealM). Given a point x ∈ Rn and a tangent vector v ∈ Rn , there exists some
smooth curve γ : R → Rn such that γ (0) = x and ∇γ (0) = v . Now, by the chain rule, (γ , (γ ,∇γ )) ∈
Gl(LrealM, LrealMn). erefore, (γ ; JtK, (γ ,∇γ ); J
−→
D(t)K) ∈ Gl(LrealM, LrealM). at is, (γ ,∇γ ); J
−→
D(t)K =
(γ ; JtK,∇(γ ; JtK)) and so, in particular, evaluating at 0, J
−→
D(t)K(x ,v) is defined iff JtK(x) is defined
and in that case J
−→
D(t)K(x ,v) = (JtK(x),∇vJtK(x)).
Corollary 5.3 (Semantic Correctness of
−→
D (limited)). For any x1 : real, . . . , xn : real ⊢
c
t : real, we have that J
−→
D C(t)K(x ,v) = (JtK(x),∇xJtKv), for all x in the domain of JtK and v tangent
vectors at x . Moreover, J
−→
D C(t)K(x ,v) is defined iff JtK(x) is.
6 CORRECTNESS OF FORWARD AD AT FIRST-ORDER TYPES
We can extend this correctness result to functions between arbitrary first-order types.
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6.1 Preliminaries
Tangent bundles. We recall that the derivative of any smooth function f : M → N between
manifolds is given as follows. For each point x in a manifold M , define the tangent space TxM
to be the set {γ ∈ Man(R,M) | γ (0) = x}/∼ of equivalence classes [γ ] of smooth curves γ in M
based at x , where we identify γ1 ∼ γ2 iff ∇(γ1; f )(0) = ∇(γ2; f )(0) for all smooth f : M → R.
e tangent bundle of M is the set T (M)
def
=
⊎
x ∈M Tx (M). e charts of M equip T (M) with a
canonical manifold structure. en for smooth f : M → N , the derivative T (f ) : T (M) → T (N )
is defined as T (f )(x , [γ ])
def
= (f (x), [γ ; f ]). By the chain-rule, T is a functor Man → Man. As is
well-known, we can understand the tangent bundle of a composite space in terms of that of its
parts.
Lemma 6.1 (Tangent Bundles of (Co)Products). For countable I and n ∈ N, there are canonical
isomorphisms T (
⊎
i ∈I Mi ) 
⊎
i ∈I T (Mi ) and T (M1 × . . . ×Mn)  T (M1) × . . . × T (Mn).
6.2 Correctness at first-order types
We define a canonical isomorphism φ
−→
DT
τ : J
−→
D(τ )K → T (Jτ K) for every type τ , by induction on
the structure of types. We let φ
−→
DT
real
: J
−→
D(real)K → T (JrealK) be given by φ
−→
DT
real
(x , x ′)
def
= (x , [t 7→
x + x ′t]). For the other types, we use Lem. 6.1.
Next, we note that the tangent bundle functor T : Man→ Man extends to a functor T on the
category of manifolds and partial maps pMan → pMan. Indeed, given a smooth partial function
f : M ⇀ N between manifolds, we define T (f ) : T (M) ⇀ T (N ) to have domain T (f −1(N )) ⊆
T (M) and definition T (f )|T(f −1(N ))
def
= T (f |f −1(N )).
is extension lets us extend the correctness result of Cor. 5.3 to functions between arbitrary
first-order types, i.e. types which do not contain any function type constructors.
Theorem 6.2 (Semantic correctness of
−→
D (full)). For any first-order type τ , any first-order
context Γ and any computation Γ ⊢c t : τ , the syntactic translation
−→
D coincides with the tangent
bundle functor, modulo these canonical isomorphisms: J
−→
D C(t)K;φ
−→
DT
τ = φ
−→
DT
τ ;T (JtK).
Proof. For any partial curve γ ∈ pMan(R,M), let γ¯ ∈ pMan(R,T (M)) be the tangent curve,
given by γ¯ (x) = (γ (x), [t 7→ γ (x + t)]), which has the same domain as γ .
First, we note that a smooth partial map map h ∈ pMan(T (M),T (N )) is of the form T (д)
for some д ∈ pMan(M ,N ) if for all smooth partial curves γ ∈ pMan(R,M) we have γ¯ ;h =
(γ ;д) ∈ pMan(R,T (N )). erefore, it is enough to show that γ˜ ;φ
−→
DT
Γ
;T (JtK) = γ˜ ; J
−→
D C(t)K;φ
−→
DT
τ
for all smooth partial curves γ ∈ pMan(R, J
−→
D(Γ)K), where γ˜ is the unique smooth partial curve in
pMan(R, J
−→
D(Γ)K) such that γ˜ ;φ
−→
DT
Γ
= γ¯ .
Second, for any first-order type τ , Lτ MR = {(f , f˜ ) | f : R → Jτ K}. is equation is shown by
induction on the structure of types. For this result to hold at sum types, it is important that our
logical relations are sheaves (and not mere presheaves). Moreover, for such τ , Lτ MR
⊥˜
= {(f , f˜ ) | f :
R ⇀ Jτ K}.
We conclude the theorem by combing these two observations:
γ˜ ;φ
−→
DT
Γ
;T (JtK) = γ¯ ;T (JtK) = γ ; JtK =γ ; JtK;φ−→DTτ = γ˜ ; J−→D C(t)K;φ−→DTτ ,
where in the last step, we use the fact that (JtK, J
−→
D C(t)K) respects the logical relation. 
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7 A LANGUAGEWITH TERM AND TYPE RECURSION
We extend our language of Sec. 3 with term and type recursion. We work with iso-recursive types.
at is, we add the following types τ ,σ , ρ, values v,w,u, and computations t , s, r .
τ ,σ , ρ ::= types
| . . . as before
v,w,u ::= values
| . . . as before
t , s, r ::= computations
| . . . as before
| α , β,γ type variables
| µα .τ recursive types
| rollv recursive type constructors
| casev of roll x → t recursive type match
We extend the type system with the rules of Fig. 4. Every typing judgement should now be read
relative to a kinding context ∆ = α1, . . . ,αn which contains the free type variables used in the
judgement, where µα . binds the right-most type variable in the kinding context. As this kind-
system is standard (see e.g. (Va´ka´r et al. 2019)), we leave it implicit for ease of notation.
As is well-known, at this point, iteration and term recursion can be defined as sugar in terms of
the primitives for type recursion (and their typing rules become derivable) (Abadi and Fiore 1996):
µz.t
def
= letbody = (λx .λy.casex of roll x ′ → (return x ′)x to z. t y) in (returnbody)(rollbody)
iterate t from x = v
def
= (µz.λx .t toy. casey of {inl x ′ → (return z)x ′ | inrx ′′ → return x ′′}) v .
We extend the forward AD macro in the unique structure preserving way:
−→
D(α)
def
= α
−→
D(µα .τ )
def
= µα .
−→
D(τ )
−→
D C(casev of rollx → t)
def
=
−→
D C(µx .t)
def
= µx .
−→
D C(t)
−→
DV(rollv)
def
= roll
−→
DV(v) case
−→
DV(v) of roll x →
−→
D C(t).
Lemma 3.1 is easily seen to continue to hold on this extended language, when we add the βη-rules
of Fig. 5. We can observe that the AD rules for iteration and term recursion can be derived from
those for type recursion.
Γ, x : τ ⊢c t : τ
Γ ⊢c µx .t : τ
(τ = σ → ρ)
Γ ⊢v v : τ [µα .τ/α ]
Γ ⊢v rollv : µα .τ :
Γ ⊢v v : µα .σ Γ, x : σ [µα .σ/α ] ⊢
c t : τ
Γ ⊢c casev of roll x → t : τ :
Fig. 4. Typing rules for term and type recursion. As usual, we treat µα . as a type level variable binder.
case rollv of rollx → t = t[v/x ] t[
v/y ]
#x
= casev of roll x → t[roll x/y ]
Fig. 5. Standard βη-laws for recursive types (which imply rules for term recursion and iteration.).
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8 ω-DIFFEOLOGICAL SPACES AND DIFFERENTIABLE SEMANTICS OF RECURSION
8.1 Preliminaries
Bilimit compact expansions. We recall some basic machinery for solving recursive domain equa-
tions (Levy 2012). Recall that an embedding-projection-pair (ep-pair) u : A −֒⇀↽− B in an ωCPO-
enriched category B is a pair consisting of a B-morphism ue : A → B, the embedding, and a B-
morphism up : B → A, the projection, such that p; e ≤ id and e;p = id. An embedding u : A ֒→ B
is the embedding part of some ep-pair A −֒⇀↽− B.
An ω-chain of ep-pairs ((An)n∈N, (an)n∈N) in B consists of a countable sequence of objects An
and a countable sequence of ep-pairs an : An −֒⇀↽− An+1. A bilimit (D,d) of such an ω-chain con-
sists of an object D and a countable sequence of ep-pairs dn : An −֒⇀↽− D such that, for all n ∈ N,
an ;dn+1 = dn , and
∨
n∈N d
p
n ;d
e
n = idD . e celebrated limit-colimit coincidence (Smyth and Plotkin
1982) states that the bilimit structure is equivalent to a colimit structure (D,de) for ((An) ,
(
aen
)
),
in which case d
p
n are uniquely determined, and similarly equivalent to a limit structure (D,d
p) for
((An) ,
(
a
p
n
)
), in which case den are uniquely determined.
A zero object is an object that is both initial and terminal. A zero object in anωCPO-category is
an ep-zero object if every morphism into it is a projection and every morphism out of it is an em-
bedding.
A bilimit compact category is anωCPO-categoryB with an ep-zero and ep-pairω-chain bilimits.
WhenA,B are bilimit compact, every locally continuous, mixed-variance functor F : Aop×Bop×
A × B → B has a parameterised solution to the recursive equation roll : F (A,X ,A′,X )

−→ X , for
every A, A′ in A, qua the bilimit
(
µB.F (A,B,A′,B),dF ,A,A′
)
of
0 −֒⇀↽− F (A, 0,A
′, 0) ֒
F ep(A,↼−−֒⇁,A′, −֒⇀↽−)
−−−−−−−−−−−−−⇀↽ −− F (A, F (A, 0,A
′, 0),A′, F (A, 0,A′, 0)) −֒⇀↽− · · · −֒⇀↽− F
n(A,A′) −֒⇀↽− · · ·
e solution is minimal in the sense of Pis (1996). e assignments µB.F (A,B,A′,B) extend to a
mixed-variance functor µB.F (−,B,−,B) : Aop ×A → B by µB.F (f ,B,д,B) :=
∨
n d
p
n ; F
n(f ,д);den .
Finally, a bilimit compact expansion J : C ֒→ B is a triple consisting of an ωCPO-category
C, a bilimit compact category B; and an identity-on-objects, locally continuous, order reflecting
functor J : C → B such that, for every ep-pair ω-chains (A,a), (B,b) in B, their bilimits (D,d),
(E, e), and countable collection of C-morphisms (αn : An → Bn)n∈N such that for all n:
aen ; Jαn+1 = Jαn ;b
e
n, a
p
n ; Jαn = Jαn+1;b
p
n
(i.e., Jα : (A,ae) → (B,be) and Jα : (A,ap) → (B,bp) are natural transformations), there is a
C-morphism f : D → E such that J f =
∨
n d
p
n ;αn ; e
e
n . e motivation for this definition: given
two bilimit compact expansions I : D ֒→ A, J : C ֒→ B, and two locally continuous functors
F : Dop × Cop × D × C → C G : Aop × Bop × A × B → B s.t. Iop × Jop × I × J ;G = F ; J
the functor µB.G(−,B,−,B) : Aop × A → B restricts to µB.G(Jop−,B, J−,B) : Dop × D → C.
Bilimit compact expansions are closed under small products, opposites, and exponentiation with
small categories (Levy 2012).
Semantics of recursion. We again restrict our aention to monad models as considered in Sec. 4.
Suppose that we are given a bicartesian closed category C with a strong monad T such that the
Kleisli adjunction gives rise to a bilimit compact expansion J : C ֒→ CT . Suppose further that the
copairing [−,−] and the exponential adjunction − × A ⊣ (−)A in C are locally continuous. As the
le adjoint (−)×A preserves all colimits, hence lubs, it follows that (−)× (−), (−)+ (−) and (T−)(−)
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extend to locally continuous bifunctors (−) ⊗ (−), (−) ⊕ (−), (−)Ð⇀−−(−) on CT :
f ⊗ f ′
def
= (f × f ′); dst f ⊕ f ′
def
= (f + f ′); [T inl,T inr] fÐ⇀−−f ′
def
= Λ((id,Λ(snd; f ′); >>=)); return.
We describe how to extend the interpretation of Sec. 4 to the full language of Sec. 7 in a category
with such structure. We write J∆Kv
def
=
∏
α ∈∆ C and J∆Kc
def
=
∏
α ∈∆ CT for a kinding context
∆. We interpret types in context ∆ as locally continuous functors J∆K
op
c × J∆Kc → CT which
restrict to J∆K
op
v × J∆Kv → C. We interpret values and computations as corresponding natural
transformations. We extend J−K of Sec. 4 to apply componentwise, using ⊗, ⊕,Ð⇀−− to interpret
product, sum and function types as locally continuous functors on CT , and we interpret
JαK
def
= π2; πα Jµα .τ K
def
= µX .Jτ K(−, . . . ,−,α ,−, . . . ,−,α)
J∆|Γ ⊢v τ K
def
= CJ∆Kv (JΓK, Jτ K) J∆|Γ ⊢c τ K
def
= C
J∆Kc
T
(JΓK, Jτ K)
JrollvK(ρ)
def
= roll(JvK(ρ)) Jcasev of roll x → tK(ρ)
def
= JtK(roll−1(JvK(ρ))).
Sco topology. Given an ω-cpo (|X |, ≤X ), there is a canonical topology on |X | called the Sco
topology. A subsetU ⊆ |X | is Sco-open iff it is arises as χ−1
U
(⋆) for some ω-continuous character-
istic function X
χU
−−→ 1⊥. In explicit terms, Sco open subsets are precisely those for which
• x ≤ y and x ∈ U implies y ∈ U (upwards closure);
• x =
∨
i ∈N xi and ∀i ∈ N.xi < U implies x < U (ω-chain inaccessibility).
Let us write pωCPO for the category of ω-cpos and partial functions with a Sco open domain on
which they are ω-continuous. en, we have an equivalence pωCPO  ωCPO⊥.
8.2 ω-diffeological spaces
As far as we are aware, no established mathematical theory is suitable for describing both differ-
entiation and recursion. For this reason, we introduce a new notion of an ω-diffeological space, or,
briefly, ω-ds.
Definition 8.1. An ω-ds consists of a triple (|X |,PX , ≤X ) such that (|X |,PX ) is a diffeological
space and (|X |, ≤X ) is anω-cpo satisfying the additional condition that (
∨
i ∈N αi )(x)
def
=
∨
i ∈N(αi (x))
defines a plot
∨
i ∈N αi ∈ P
U
X
, for any ω-chain
(
αi ∈ P
U
X
)
i ∈N
in the pointwise order. Homo-
morphisms X → Y of such structures are defined to be functions f : |X | → |Y |, such that
f : (|X |,PX ) → (|Y |,PY ) is a morphism of diffeological spaces and f : (|X |, ≤X ) → (|Y |, ≤Y ) is
ω-continuous. We write ωDiff for the category of ω-dses and their homomorphisms.
Example 8.2. Anydiffeological spaceX can be interpreted as anω-ds by taking≤X as the discrete
order =X . In particular, this is true for any Cartesian space or manifold.
Example 8.3. Let X be an ω-ds. Any subset A ⊆ |X | which is an ω-cpo under the induced order
from X is an ω-ds under the subspace diffeology.
Example 8.4. Given a family (Xi )i ∈I ofω-dses, we can form their product by equipping
∏
i ∈I |Xi |
with the product diffeology and product order.
Example 8.5. Given a family (Xi )i ∈I ofω-dses, we can form their coproduct by equipping
∐
i ∈I |Xi |
with the coproduct diffeology and coproduct order.
Example 8.6. Given ω-dses X ,Y , we can equip ωDiff(X ,Y ) with the pointwise order and diffe-
ology PU
YX
def
= {Λ(α) | α ∈ ωDiff(U × X ,Y )}.
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ese examples give us the categorical (co)product and exponential objects, respectively, in
ωDiff. In fact, in Appx. C we give various characterizations of ωDiff, which, in particular, show
that the category is locally presentable, hence complete and cocomplete.
Next, we turn to the interpretation of partiality in ωDiff. Let us call subsets D-Sco open if
they are both D-open and Sco open. ere is a natural notion of partial function X ⇀ Y in
ωDiff: partial functions |X | ⇀ |Y | which are defined on a D-Sco open subset D ⊆ |X | on which
they restrict to an ω-ds morphism D → Y (using the subspace order and diffeology). Let us write
pωDiff for the category of ω-dses and such partial functions. As we interpret first-order types
as manifolds with the discrete order in ωDiff, the semantics of computations between first-order
types again lies in the full subcategory pMan of pωDiff.
Alternatively, we have a natural partiality monad (−)⊥ on ωDiff. Indeed, for an ω-ds X , let us
define X⊥ as having underlying diffeological space (|X |,PX )⊥ and underlying ω-cpo (|X |, ≤X )⊥,
where we use the previously defined partiality monads (−)⊥ on Diff and ωCPO.
Proposition 8.7. (−)⊥ defines a locally continuous commutative strong monad on ωDiff. More-
over, its Kleisli category ωDiff⊥ is equivalent to pωDiff.
Again, the important observation is that D-Sco open subsets in X are precisely those subsets
with a characteristic function X → 1⊥ which is an ω-ds morphism.
is category of partial maps has sufficient structure to interpret term and type recursion.
Proposition 8.8. ωDiff ֒→ pωDiff forms a bilimit compact expansion.
e proof goes via a development of axiomatic domain theory (Fiore 2004) in ωDiff that is
entirely analogous to that given in (Va´ka´r et al. 2019, Sec. 5) for ω-quasi-Borel spaces. e only
difference are that we work with
• the category of ω-dses instead of ω-quasi-Borel spaces;
• the domain structure consisting of (the isomorphism closure of) inclusions of D-Sco open
subsets with the subspace order and diffeology instead of Borel-Sco open monos (in fact,
just like in (Va´ka´r et al. 2019), these are precisely the monos that arise as the pullback of
return1 along some “characteristic function” X → 1⊥);
• T equal to (−)⊥ as we are not interested in modelling probability.
With these minor changes, we can inline Sec. 5 of loc. cit. here to derive bilimit compactness. We
therefore refer the reader to (Va´ka´r et al. 2019, Sec. 5) for this development.
Corollary 8.9. We obtain a canonical interpretation J−K of the full language of Sec. 7 in ωDiff.
is corollary follows once we note that [−,−] and the exponential adjunction are locally con-
tinuous as they li the corresponding locally continuous structures in ωCPO. We have extended
our previous semantics for the limited language, if we forget about the ω-cpo-structure on objects.
We conclude this section by noting that the semantics we have constructed is canonical in the
following two senses. First, it is a conservative extension to the full language of Sec. 7, respect-
ing all βη-laws, of the canonical semantics of the first-order fragment of our language in Man
and pMan. Stronger still: even the semantics of programs involving recursion and higher-order
functions lie in the two canonical categories Man and pMan for differential geometry, as long as
their types are first-order. Second, this denotational semantics satisfies an adequacy theorem with
respect to the (completely uncontroversial) operational semantics of our language (see Appx. B),
showing that our interpretation is a sound means for establishing contextual equivalences of the
operational semantics. We hope that these two facts convince the reader of the canonical status
of our semantics and that they add weight to the correctness theorem of AD with respect to the
semantics, which we prove in the next section.
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9 LOGICAL RELATIONS AND CORRECT AD FOR RECURSION
9.1 Preliminaries
Distributive and codistributive laws ofmonads. Supposewe are given two categories each equipped
with a monad, (C, S, returnS , µS ) and (D,T , returnT , µT ), together with a functor F : C → D.
en, a natural transformation σ : F ;T → S ; F is called a distributive law if it satisfies returnT ;σ =
F returnS and µT
F
;σ = Tσ ;σS ; Fµ
S . Similarly, τ : S ; F → F ;T is called a co-distributive law if it
satisfies F returnS ; τ = returnT and FµS ; τ = τS ;Tτ ; µ
T
F .
(Co)distributive laws naturally arise for the following reason (Appelgate 1965; Mulry 1993). Dis-
tributive laws σ : F ;T → S ; F are in 1-1 correspondence with liings of F : C → D to a functor be-
tween the Eilenberg-Moore categories: G : CS → DT such that the le diagram below commutes.
Co-distributive laws τ : S ; F → F ;T are in 1-1 correspondence with extensions of F : C → D
to a functor between the Kleisli categories: H : CS → DT such that the right diagram below
commutes. Here, we have that H (A
f
−→ SB)
def
= FA
F f
−−→ F (SB)
τ
−→ T (FB).
C D C D
CS DT CS DT .
F F
G H
Monad liings. We discussed in Sec. 5 how to limost categorical structure to (sub)scones. Here,
we recall a more systematic way of liing monads due to (Goubault-Larrecq et al. 2002). Suppose
we have monads (C, S, returnS , µS ), (D,T , returnT , µT ), a functor F : C → D and a distributive
law σ : F ;T → S ; F . en, we obtain a monad T˜ (which lis S andT ) on the sconeD/F by defining
T˜ (D, f ,C)
def
= (TD,T f ;σ , SC) ˜return(D, f ,C )
def
= (returnTD , return
S
C ) µ˜(D, f ,C )
def
= (µTD , µ
S
C ).
Given an orthogonal factorization system (E,M) onD such thatM is closed underT and contains
σ , T˜ restricts to a monad on D//F . Suppose that S and T are strong monads with strengths stS
and stT , respectively, such that (id × σ ); F (stS ) = stT ;σ . In case C and D have finite products and
F preserves them, T˜ gives a strong monad on D/F . If we further assume thatM is closed under
finite products, T˜ gives a strong monad on D//F . e strength of T˜ is given by the pair (stT , stS ).
9.2 Logical relations over ω-dses
We extend our previous logical relations argument of Sec. 5 to apply to the semantics of recursion
in ωDiff. To do so, we extend our definition of the relation to recursive types as
RUµα .τ
def
=
{
(γ ,γ ′) | (γ ; roll−1,γ ′; roll−1) ∈ RU
τ [µα .τ/α ]
}
.
at is, we would like to define the relation itself using type recursion. Using this definition of
the relation, it is not hard to prove the fundamental lemma we need for the correctness of AD.
e challenge, however, is to show that it is in fact possible to define the relation using recursion.
Usually, one shows this using the complicated recipes of (Pis 1996). However, it is not clear that
they apply to the situation we are interested in. Luckily, however, we are in a situation that is, in
some ways, much simpler than that of (Pis 1996): we are considering relations over an ωCPO-
enriched semantics, rather than the non-chain-complete syntax of a language. As a consequence, it
is enough to show that the natural category of logical relationsωGl overωDiff×ωDiff has a bilimit
compact expansion ωGl ֒→ ωGl⊥˜, where the bilimits in ωGl⊥˜ li those in ωDiff⊥ ×ωDiff⊥. en,
it automatically follows that our interpretation (J−K, J
−→
D(−)K) of our language in ωDiff ×ωDiff ֒→
ωDiff⊥ × ωDiff⊥ lis to ωGl, showing the correctness of AD.
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A first aempt might be to define ωGl as the subscone of the functor ωDiff ×ωDiff → Sh(OR);
(X ,Y ) 7→ P−X × P
−
Y . However, the resulting category does not (obviously) give a bilimit compact
expansion. Instead, we change the codomain of the functor above with the category ShωCPO(OR)
of internal ω-cpos in Sh(OR), called ω-cpo-sheaves from now, and componentwise ω-continuous
natural transformations. We can characterise these as follows:
Lemma 9.1. An ω-cpo-sheaf (|X |, ≤X ) in Sh(OR) is the data of a sheaf |X | ∈ Sh(OR) together with
a subsheaf ≤X of |X | × |X | such that (|X |U , (≤X )U ) forms an ω-cpo and |X |(U ⊆ V ) : |X |V → |X |U
is ω-continuous for each U ⊆open V ⊆open R.
ShωCPO(OR) is ωCPO-enriched by using the order α ≤ β
def
= ∀U ∈ OR, x ∈ U .αU (x) ≤ βU (x)
on the homsets. Further,
Proposition 9.2. ShωCPO(OR) is a bicartesian closed category.
Indeed, we can show that it is locally presentable, as the category of models of an essentially
algebraic theory like that of ω-cpos in any locally presentable category, e.g. any Grothendieck
topos like Sh(OR), is locally presentable (Ada´mek et al. 1994, Proposition 1.53). Its products are
simply taken as the componentwise product inωCPO. Its coproducts aremore complicated, but we
shall not need them in generality. Its exponentials are defined by |YX |C
def
= ShωCPO(OR)(yC×X ,Y ),
where we write y for the Yoneda embedding, which we equip with the pointwise order.
To construct a subscone of a functor valued in this category, we observe that we have a suit-
able orthogonal factorization system. First, we note that we have a closure operator Cl on sub-
presheaves A of |X | for an objectX of ShωCPO(OR): ClA is defined by the smallest chain-complete
subsheaf of |X | containing A. We can give a predicative construction of ClA using transfinite in-
duction: iterate the closure of A in |X | under both lubs of existing ω-chains and amalgamations in
|X | of existing matching families in A transfinitely oen (potentially creating new ω-chains and
matching families at each step). is iteration defines an ordinal-indexed increasing chain and it
must stabilize as it is bounded by the cardinality of |X |. Let us call a subpresheaf A ⊆ |X | Cl-closed
if ClA = A and let us call a morphism A→ B in ShωCPO(OR) Cl-dense if its componentwise image
is a Cl-closed subpresheaf of |B |.
Lemma 9.3. TakingM to consist of morphisms which are componentwise full monos (i.e. Cl-closed
monos) and E to consist of Cl-dense morphisms gives an ωCPO-enriched orthogonal factorization
system on ShωCPO(OR). Further, E andM are closed under products.
e laer statement follows because Cl respects products as a consequence of lubs and amalga-
mations both being taken componentwise in a product.
is factorization system lets us consider the subscone of functors valued in ShωCPO(OR). We
have a locally continuous functor FωGl : ωDiff×ωDiff → ShωCPO(OR); (X ,Y ) 7→ (U 7→ P
U
X
×PU
Y
)
which preserves finite products. We write ωGl for its subscone, which has triples (X ,Y ,R) as
objects: two ω-dses X , Y and a componentwise fully included sub-ω-cpo-sheaf R of PX × PY . Put
simply, we work with pairs X ,Y of ω-dses with relations RU ⊆ PU
X
×PU
Y
for eachU ⊆open R such
that
• the relations RU restrict to open subsets and glue along open covers, as before in Sec. 9;
• each RU is chain-complete: for an ω-chain
(
γi ,γ
′
i
)
i ∈N
with lub (γ ,γ ′) in PU
X
× PU
Y
such
that ∀i ∈ N.(γi ,γ
′
i ) ∈ R
U , we also have (γ ,γ ′) ∈ RU .
Morphisms (X ,Y ,R) → (X ′,Y ′,R′) in ωGl are pairs (X
д
−→ X ′,Y
h
−→ Y ′) of ω-ds morphisms such
that, for any U ∈ OR, (γ ,γ
′) ∈ RU implies that (γ ;д,γ ′;h) ∈ R′U .
Proc. ACM Program. Lang., Vol. 1, No. CONF, Article 1. Publication date: January 2018.
Correctness of Forward AD for Iteration and Recursion 1:25
Proposition 9.4. ωGl is a bicartesian closed category. Further, the copairing and the exponential
adjunction are locally continuous.
e first statement follows from the general theory of subsconing from Sec. 5. e second
statement follows as theωCPO-enrichment as well as the coproducts and exponential adjunction
are lied from ωDiff × ωDiff, where we have already established this result. A quick verification
shows that the explicit formulae for the logical relation at sum and product types given in Sec. 2
stay valid. To see the formula for coproducts stays valid, we can note that this particular coproduct
is straightforward because it is a coproduct of subsheaves of sheaves of continuous functions.
Next, we li the monad (−)⊥ × (−)⊥ on ωDiff ×ωDiff to a monad (−)⊥˜ on ωGl, using the same
definition as before:
RU
⊥˜
def
=
{
(γ ,γ ′) ∈ PUX⊥ × P
U
Y⊥
| γ−1(X ) = γ ′−1(Y ) and (γ |γ −1(X ),γ
′|γ −1(X )) ∈ R
γ −1(X )
}
.
Proposition 9.5. e strong monad operations of (−)⊥ × (−)⊥ li to ωGl, turning (−)⊥˜ into a
locally continuous commutative strong monad.
Again, we can verify this proposition by hand or appeal to the general results of (Goubault-Larrecq et al.
2002), which we recalled in Sec. 9.1. We discuss the laer option as it will be of further interest.
We have a locally continuous commutative strong monad (−)⊥ on ShωCPO(OR):
F⊥U
def
=
(
{(V , x) | V ∈ OU and x ∈ FV } , ((V , x) ≤ (V
′, x ′))
def
= (V ⊆ V ′ and x ≤ F (V ⊆ V ′)(x ′))
)
returnU (x)
def
= (U , x) (V , x) >>=U αU
def
= αV (x).
Proposition 9.6. ShωCPO(OR) ֒→ ShωCPO(OR)⊥ is a bilimit compact expansion.
Again, the proof goes via a development of axiomatic domain theory (Fiore 2004) in ShωCPO(OR)
that is entirely analogous to that given in (Va´ka´r et al. 2019, Sec. 5) for ω-quasi-Borel spaces. e
only difference are that we work with
• the category of ω-cpos-sheaves instead of ω-quasi-Borel spaces;
• the domain structure consisting of the monos that arise as the pullback of return1 along
some “characteristic function” X → 1⊥ ;
• T equal to the partiality monad (−)⊥ as we are not interested in modelling probability.
With these minor changes, we can inline Sec. 5 of loc. cit. here to derive bilimit compactness.
Further, we can observe that we have a distributive law σ : FωGl ; (−)⊥ → (−)⊥; FωGl defined by
(V , (γ ,γ ′)) 7→
(
x 7→
{
γ (x) x ∈ V
⊥ else
, x 7→
{
γ ′(x) x ∈ V
⊥ else
)
.
Moreover, we can note that σ is a full mono and (−)⊥ preserves full monos. As a consequence,
we obtain a canonical monad liing (−)⊥˜ of (−)⊥ to the subscone ωGl, by Sec. 9.1. Again, the
resulting formulas for (RUτ )⊥˜ and R
U
τ→σ remain the same as those from Sec. 2.
We derive a technical lemma to show that the subscone has a bilimit compact expansion.
Lemma 9.7. Given locally continuous monads S and T on ωCPO-categories C and D, a locally
continuous functor F : C → D and a distributive law σ : F ;T → S ; F , giving rise to a monad liing
T˜ to the scone D/F . Suppose that C ֒→ CS and D ֒→ DT are bilimit compact expansions. Further
assume that
(1) every embedding ae in CS is a morphism in C (factors over return);
(2) F (⊥p) = ⊥p;T ([]F0);σ ;
(3) σ is a split mono with right inverse τ which is a codistributive law S ; F → F ;T ;
And suppose that C ֒→ CS and D ֒→ DT give bilimit compact expansions. en, the Kleisli adjunc-
tion D/F ֒→ (D/F )T˜ also gives a bilimit compact expansion.
Proc. ACM Program. Lang., Vol. 1, No. CONF, Article 1. Publication date: January 2018.
1:26 Mahijs Va´ka´r
Further, if we are given aωCPO-enriched factorization system (E,M) onD such that σ ∈ M and
M is closed under T , we have seen that T˜ restricts to the subscone D//F . en D//F ֒→ (D//F )T˜
also gives a bilimit compact expansion.
In the lemma above, the bilimits in (D/F )T˜ li those in CS and DT . Explicitly, (D/F )T˜ , the ep-
zero object is (0DT , []F0, 0CS ) and the bilimit of an ep-pair-ω-chain ((Dn , fn,Cn), (дn,hn))n∈N is
((Dω , fω ,Cω ),
(
dn,d
′
n
)
n∈N), where (Dω , (dn)n∈N) is the bilimit of (Dn ,дn)n∈N inDT , (Cω ,
(
d ′n
)
n∈N)
is the bilimit of (Cn,hn)n∈N in CS , and fω is the unique D-morphism such that fω ; return
T
=∨
n∈N d
p
n ;T (fn ; F (d
′
n
e)). Remembering that (D//F ) is a ωCPO-enriched-reflective subcategory of
D/F (as (E,M) is anωCPO-enriched factorization system), we can construct bilimits in (D//F )T˜
by applying the locally continuous reflector (D/F ) → (D//F ) to the corresponding bilimits in
(D/F )T˜ .
We observe that in our seing σ does have a right inverse τ which defines a codistributive law:
(−)⊥; FωGl → FωGl ; (−)⊥
(α ,α ′) 7→ (Dom (α) ∩ Dom (α ′) , (α |Dom(α )∩Dom(α ′),α
′ |Dom(α )∩Dom(α ′))).
e other conditions of the lemma are also easily seen to be satisfied. As a consequence, we
conclude the following.
Corollary 9.8. ωGl ֒→ ωGl⊥˜ is a bilimit compact expansion, and it lis the bilimits ofωDiff ֒→
ωDiff⊥.
We can finally conclude that we can interpret our full language in ωGl.
Corollary 9.9. e interpretation (J−K, J
−→
D(−)K) in ωDiff × ωDiff of the language with type re-
cursion lis to an interpretation L−M in ωGl.
In particular, we can define the relation RUµα .τ above using type recursion as a part of the inter-
pretation L−M of our language in ωGl.
By repeating the argument of Sec. 5.3 and 6, the general correctness theorem 6.2 for forward AD
now extends to the full language with term and type recursion. We note that it holds for first-order
types, which are arbitrary types that do not contain any function type constructors. ese are all
interpreted as objects of ωDiff which are isomorphic to manifolds. In particular, they include
algebraic data types such as lists µα .1+real∗α and trees µα .1+α∗real∗α holding real numbers.
10 RELATED WORK AND CONCLUDING REMARKS
is work extends the semantics and correctness proofs of AD developed in (Huot et al. 2020)
to apply to languages with partial features such as recursion. We model recursion by borrowing
techniques developed by (Va´ka´r et al. 2019) for combining probability and recursion, and we apply
them to the combination of differentiation and recursion, instead.
e only other work on formalization and correctness of AD for languages with partiality that
we are aware of is (Abadi and Plotkin 2020). ey show semantic correctness for a define-by-run
formulation of reverse AD on a first-order language with lazy real conditionals and recursion.
Many popularly used AD systems apply the technique to partially defined programs built using
lazy conditionals, iteration and recursion: e.g. Stan (Carpenter et al. 2015), PyTorch (Paszke et al.
2017), TensorFlow Eager (Agrawal et al. 2019), and Lantern (Wang et al. 2019). is paper makes a
contribution towards the mathematical foundations of such systems. In particular, it demonstrates
how to correctly perform forward-mode AD on language with partial features. We plan to use the
techniques developed in this paper to examine the foundations of reverse-mode AD on iterative
and recursive language features in future work.
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A FORWARD AD ON COARSE-GRAIN CBV
We recall that standard coarse-grain CBV, also known as the λC -calculus, computational λ-calculus,
or, plainly, CBV, constructs (Moggi 1988) can be faithfully encoded in fine-grain CBV (Levy 2012;
Levy et al. 2003). is translation (−)† operates on types and contexts as the identity. It translates
terms Γ ⊢ t : τ of coarse-grain CBV into computations Γ ⊢c t† : τ of fine-grain CBV. is transla-
tion illustrates the main difference between coarse-grain and fine-grain CBV: in coarse-grain CBV,
values are subset of computations, while fine-grain CBV is more explicit in keeping values and
computations separate. is makes it slightly cleaner to formulate an equational theory, denota-
tional semantics, and logical relations arguments.
We list the translation (−)† below where all newly introduced variables are chosen to be fresh.
coarse-grain CBV construct t fine-grain CBV translation t†
x return x
c return c
inl t t† to x . return inlx
inr t t† to x . return inrx
〈 〉 return 〈 〉
〈t , s〉 t† to x . s† toy. return 〈x ,y〉
λx .t return λx .t†
roll t x to t†. roll x
op(t1, . . . , tn) t
†
1 to x1. . . . t
†
n to xn . op(x1, . . . , xn)
case t of { } t† to x . casex of { }
case t of {inl x → s | inry → r } t† to z. case z of {inl x → s† | inry → r †}
case t of 〈 〉 → s t† to x . casex of 〈 〉 → s†
case t of 〈x ,y〉 → s t† to z. case z of 〈x ,y〉 → s†
t s t† to x . s† toy. x y
iterate t fromx = s s† toy. iterate t† fromx = y
sign t t† to x . sign x
case t of roll x → s t† toy. casey of roll x → s†
µx .t µx .t†
letx = t in s t† to x . s†.
is translation induces a semantics J(−)†K for coarse-grainCBV inωDiff, in terms of the semantics
J−K of fine-grain CBV.
Moreover, it induces the following forward-mode AD rules for coarse-grain CBV. e macro
−→
D(−) on types is as for fine-grain CBV. On terms, we define a single macro
−→
D(−) by
−→
D(x)
def
= x
−→
D(c)
def
= 〈c, 0〉
−→
D(inl t)
def
= inl
−→
D(t)
−→
D(inr t)
def
= inr
−→
D(t)
−→
D(〈 〉)
def
= 〈 〉
−→
D(〈t , s〉)
def
= 〈
−→
D(t),
−→
D(s)〉
−→
D(λx .t)
def
= λx .
−→
D(t)
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−→
D(roll t)
def
= roll
−→
D(t)
−→
D(op(t1, . . . , tn))
def
=
case
−→
D(t1) of 〈x1, x
′
1〉 →
...
case
−→
D(tn) of 〈xn, x
′
n〉 →
〈op(x1, . . . , xn), x
′
1 ∗ ∂1op(x1, . . . , xn) + . . . + x
′
n ∗ ∂nop(xn, . . . , xn)〉
−→
D(case t of { })
def
= case
−→
D(t) of { }
−→
D(case t of {
x → s
| y → r }
)
def
= case
−→
D(t) of {inlx →
−→
D(s) | inry →
−→
D(r )}
−→
D(case t of 〈 〉 → s)
def
= case
−→
D(t) of 〈 〉 →
−→
D(s)
−→
D(case t of 〈x ,y〉 → s)
def
= case
−→
D(t) of 〈x ,y〉 →
−→
D(s)
−→
D(t s)
def
=
−→
D(t)
−→
D(s)
−→
D(iterate t from x = s)
def
= iterate
−→
D(t) fromx =
−→
D(s)
−→
D(sign t)
def
= sign
−→
D(t)
−→
D(case t of rollx → s)
def
= case
−→
D(t) of rollx →
−→
D(s)
−→
D(µx .t)
def
= µx .
−→
D(t)
−→
D(letx = t in s)
def
= let x =
−→
D(t) in
−→
D(s)
where x1 : real, . . . , xn : real ⊢ ∂iop(x1, . . . , xn) : real are chosen terms to represent the i-th
partial derivative of the n-ary operation op. en,
−→
D(t)† =
−→
D C(t
†).
e following correctness theorem for forward AD on coarse-grain CBV is a direct consequence
of the corresponding correctness theorem for fine-grain CBV.
Theorem (Correctness of Fwd AD). For any x1 : τ1, . . . , xn : τn ⊢ t : σ , where τi ,σ are first-
order types, we have that J
−→
D(t)†K(x ,v) = (Jt†K(x),TxJt
†Kv), for all x in the domain of Jt†K and v
tangent vectors at x . Moreover, J
−→
D(t)†K(x ,v) is defined iff Jt†K(x) is.
B OPERATIONAL CONSIDERATIONS
e value of our correctness proof of forward AD based on a denotational semantics entirely
depends on whether the reader believes that the specified semantics is in some sense correct. Re-
call that our category ωDiff forms a conservative extension of the categoryMan of manifolds and
smooth functions, while pωDiff is a conservative extension of that pMan of manifolds and smooth
partial functions, completing them to bicartesian closed category with a bilimit compact expan-
sion. As such, we can interpret a higher-order language with recursive types, while the first-order
fragment of our language gets its standard interpretation in Man and pMan, possibly the most
canonical seing for differential geometry. Note that even programs which contain higher-order
sub-programs get interpreted inMan and pMan, as long as their types are first-order.
Still, however, some readers might be interested to understand the connection with the opera-
tional semantics of our language in order to be convinced that the specified denotational semantics
is of value. We detail that correspondence here.
As a fine-grain CBV language, we have an uncontroversal operational semantics: as a small-step
semantics t { s , we simply use a directed version of the β-rules of our language, supplemented
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with rules which specify how to evaluate basic operations.
returnv to x . t { t[v/x ] case inlv of {inl x → t | inry → s} { t[
v/x ]
case 〈v,w〉 of 〈x ,y〉 → t { t[v/x ,
w/y ] case inrv of {inlx → t | inry → s} { s[
v/y ]
(λx .t) v { t[v/x ] case rollv of rollx → t { t[
v/x ]
op(c1, . . . , cn) { return JopK(c1, . . . , cn) (for (c1, . . . , cn) ∈ Dom (JopK))
sign c { return inl 〈 〉 sign−c { return inr 〈 〉 (for c > 0).
Observe that this immediately determines the operational semantics for our sugar if v then t else s ,
iterate t fromx = v , and µx .t as well as for coarse-grain CBV.
From this small-step semantics, we can define a big-step semantics t ⇓ v
def
= t {∗ returnv ,
where we write{∗ for the transitive closure of{.
Program contexts of type σ with a hole − of type Γ ⊢ τ are terms C[Γ ⊢ − : τ ] of type σ with a
single variable of type τ , where this variable − always occurs inside the term in contexts Γ′ ≥ Γ.
Write C[t] for the capturing substitution C[Γ ⊢ − : τ ][t/−].
Two computations Γ ⊢c t , s : τ are in the contextual preorder t - s when for all program
contexts C[Γ ⊢ − : τ ] of type real, we have that C[t] ⇓v implies that C[s] ⇓v . We say that t and s
are contextually equivalent, writing t ≈ s , when t - s and s - t
We can now state and prove adequacy of our denotational semantics with respect to this oper-
ational semantics.
Theorem B.1 (Adeqacy). Suppose that two computations ⊢ t : τ and ⊢ s : τ are comparable
in our denotational semantics in ωDiff in the sense that JtK ≤ JsK. en, t ≈ s in the observational
preorder. In particular, JtK = JsK implies that t - s .
Proof (Sketch). It is enough to show the corresponding statement for the induced denotational
semantics |J−K| of our language inωCPO, if we forget about the diffeology. Indeed, the bicartesian
closed structure, as well as the bilimit compact expansion structures of ωDiff li those in ωCPO
while also JtK ≤ JsK iff |JtK| ≤ |JsK|. at is, what we need to do is a standard adequacy over a
semantics inωCPO of a standard CBV language. is is precisely the seing where the traditional
methods of (Pis 1996) apply. Indeed, we can simply use a minor extension of the adequacy proof
given in (Pis 1996): we define the logical relation at real as r E⊢real r and we add two more
cases to the induction for the fundamental lemma, one for sign and one for op. ese two steps
in the fundamental lemma go through almost tautologically because of our choice of denotational
semantics precisely matches the operational semantics for these constructs. Once the fundamental
lemma is established, the adequacy theorem again follows because the interpretation of values in
our semantics remains injective (faithful), even once we add the type real (indeed, values c of type
real are in 1-1-correspondence with real numbers c ∈ R). 
is shows that our denotational semantics is, in particular, a sound method for proving con-
textual equivalences of the operational semantics.
C CHARACTERIZING ωDIFF
We describe three additional categories equivalent to ωDiff. Each approaches the question of how
to combine diffeological and ω-cpo structures in a different way. We summarise the characterisa-
tions:
eorem7.1. Wehave equivalences of categories: ωDiff ≃ Eωq ≃ ωCPO(Diff) ≃ ωdiff−Mod(Set).
We describe these equivalent categories. For our semantics, we only need these consequences:
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Corollary 7.2. e category of ω-diffeological spacees, ωDiff, is locally c+-presentable, where c+
is the successor cardinal of the continuum. In particular, it has all small limits and colimits.
C.1 Eωq: a Domain-Theoretic Completion of Multivariate Calculus
Diffeological spaces are a quasi-topos completion of the category Open of open subsets of some
R
n and smooth functions. Indeed (Baez and Hoffnung 2011) establish an equivalence −♯ : Eq ≃
Diff, where Eq is the full sub-category of presheaves [Open
op, Set] consisting of those functors
F : Openop → Set that are:
• sheaves with respect to open covers; and
• separated: the functionsmF
def
=
(
Fr
)
r ∈U : FU →
∏
r ∈U F1 are injective, for all U ∈ Open.
is equivalence is given on objects by mapping F to the diffeological space F ♯ whose carrier is F1
and whose U -plots are the imagemF [FU ] under the injection from the separatedness condition.
erefore, mF : FU →
∏
r ∈U F1 restricts to a bijection ξF : FU  S
U
F ♯
. e equivalence is given
on morphisms α : F → G by α ♯
def
= α1. Given any Diff-morphism f : F
♯ → G♯ , by seing:
αU : FU
ξF
−→ SU
F ♯
(−);f
−−−→ SU
G ♯
ξG
−−→ GU
we obtain the natural transformation α : F → G for which α ♯ = f . As an adjoint equivalent to −♯ ,
we can choose, for every diffeological space X , the separated sheaf X ♭a ≔ X a where a is either an
object or a morphism, and the (co)unit of this adjoint equivalence is given by ηX : X
♭♯
= X ♭1 =
X 1

−→ X . (See (Baez and Hoffnung 2011) for a more detailed discussion of this equivalence.)
We define a similar category Eωq to be the full subcategory of [Open
op,ωCPO] consisting of
those functors F : Openop → ωCPO that are:
• sheaves; and
• ωCPO-separated: the functionsmF
def
=
(
Fr
)
r ∈U : FU →
∏
r ∈U F1 are full monos for all
U ∈ Open.
Post-composing with the forgetful functor |−| : Diff → Set yields a forgetful functor |−| : Eωq →
Eq , as the underlying function of a full mono is injective.
We equip Eωq with an ωCPO-category structure by seing the order componentwise:
α ≤ β ⇐⇒ ∀U ∈ Open.αU ≤ βU
Recall that an ωCPO-equivalence is an adjoint pair of locally-continuous functors whose unit
and counit are isomorphisms. To specify an ωCPO-equivalence, it suffices to give a fully-faithful
locally-continuous essentially surjective functor in either way, together with a choice of sources
and isomorphisms for the essential surjectivity.
Proposition 7.3. e equivalence −♯ : Eωq ≃ ωDiff of 7.1 is ωCPO-enriched, and given by:
F ♯ ≔ (|F1|,mF [FR], ≤F1) (α : F → G)
♯
≔ α1
Moreover, the two forgetful functors |−| : Eωq → Eq and |−| : ωDiff → Diff form a map of
adjoints.
C.2 ωCPO(Diff): ω-cpos Internal to Diff
e category Diff is a Grothendieck quasi-topos, which means it has a canonical notion of a sub-
space: strong monos. Sub-spaces let us define relations/predicates, and interpret a fragment of
Proc. ACM Program. Lang., Vol. 1, No. CONF, Article 1. Publication date: January 2018.
Correctness of Forward AD for Iteration and Recursion 1:33
higher-order logic formulae as subspaces. In particular, we can interpret ω-cpo’s definition in-
ternally to Diff and Sco-continuous morphisms between such ω-cpos as a subspace of the Diff-
function space, to form the category ωCPO(Diff). We interpret functional operations, like the
sup-operation of a ω-cpo and the homorphisms of ω-cpos, as internal functions, rather than as
internal functional relations, as the two notions differ in a non-topos quasi-topos such as Diff.
C.3 ωdiff−Mod(Set): Models of an Essentially Algebraic Theory
Both ωCPO and Diff are locally presentable categories. erefore, there are essentially algebraic
theories ωcpo and qbs and equivalences ωcpo−Mod(Set) ≃ ωCPO and qbs−Mod(Set) ≃ Diff of
their categories of set-theoretic algebras. We combine these two presentations into a presentation
ωdiff for ω-diffeological space, given in the following subsections, by taking their union, identi-
fying the element sorts and adding a sup operation for ω-chains of the random elements, and a
single axiom stating this sup is computed pointwise. Local presentability, for example, implies the
existence of all small limits and colimits.
Anω-cpo or a diffeological space are essentially algebraic, in a precise sense (Ada´mek et al. 1994,
Chapter 3.D). We will use this algebraic nature to analyse the diffeological domains and see how
the diffeological structure interacts with the ω-cpo structure.
C.3.1 Presentations. For the following, fix a regular cardinal κ. Given a set S with cardinality
|S| < κ, whose elements we call sorts, an S-sorted (κ-ary) signature Σ is a pair Σ = (O, arity)
consisting of a set of operations and arity : O → S<κ × S assigns to each operation op ∈ O a
sequence (si )i ∈I , indexed by some set I of cardinality |I | < κ, assigning to each index i ∈ I its
argument sort, together with another result sort s . We write (op :
∏
i ∈I si → s) ∈ Σ for arity(op) =
((si )i ∈I , s).
Given an S-sorted signature Σ, and a S-indexed sequence of sets V = (Vs )s ∈S of variables we
define the collections of S-sorted terms TermΣ V =
(
TermΣs V
)
s ∈S over V inductively as follows:
x ∈ Terms V
(x ∈ Vs )
for all i ∈ I , ti ∈ Termsi V
op (ti )n∈A ∈ Terms V
((op :
∏
i ∈I
si → s) ∈ Σ)
Given a signature Σ and a sort s , an equation of sort s is a pair of terms (t1, t2) ∈ Terms V over some
set of variables. As each term must involve less than κ-many variables, due to κ’s regularity we
may fix the indexed set of variables V to be any specified collection of sets of cardinality κ.
Definition C.1. An essentially algebraic presentation P is a tuple
(
S, Σt, Σp,Def , Eq
)
containing:
• a set S of sorts;
• two S-sorted signatures with disjoint sets of operations:
– a signature Σt of total operations;
– a signature Σp of partial operations;
we denote their combined signature by Σ
def
=
(
OΣt ∪ OΣp , [arityΣt , arityΣp ]
)
;
• for each (op :
∏
i ∈I si → s) ∈ Σp, a set Def(op) of Σt-equations over the variables
{xi : si |i ∈ I } which we call the assumptions of op (xi )i ∈I ; and
• a set Eq of Σ-equations which we call the axioms.
e point of this definition is just to introduce the relevant vocabulary. We will only be consid-
ering the following presentation for posets, then ω-cpos, then diffeological spaces:
Example C.2 (poset presentation cf. (Ada´mek et al. 1994, Examples 3.35(1),(4))). e presentation
of posets, pos, has two sorts:
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• element, which will be the carrier of the poset; and
• inequation, which will describe the poset structure.
e total operations are:
• lower : inequation → element, assigning to each inequation its lower element;
• upper : inequation → element, assigning to each inequation its upper element;
• refl : element→ inequation, used to impose reflexivity;
e partial operations are:
• irrel : inequation× inequation → inequation, used to impose proof-irrelevance on inequa-
tions, with Def(irrel(e1, e2)):
lower(e1) = lower(e2) upper(e1) = upper(e2)
• antisym : inequation × inequation → element, used to impose anti-symmetry, with
Def(antisym(e, eop)):
lower(e) = upper(eop) upper(e) = lower(eop)
• trans : inequation × inequation → inequation, used to impose transitivity, with
Def(trans(e1, e2)):
upper(e1) = lower(e2)
e axioms are:
e1 = irrel(e1, e2) = e2 (proof irrelevance)
lower(refl(x)) = x = upper(refl(x)) (reflexivity)
lower(e1) = antisym(e1, e2) = lower(e2) (anti-symmetry)
lower(trans(e1, e2)) = lower(e1) upper(trans(e1, e2)) = upper(e2) (transitivity)
Example C.3 (ω-cpo presentation). In addition to the operations and axioms for posets, the pre-
sentation ωcpo of ω-cpos includes the following partial operations:
•
∨
:
∏
n∈N inequation → element, used to express lubs of ω-chains, with Def(
∨
n∈N en):
upper(en) = lower(en+1), for each n ∈ N
• for each k ∈ N, ubk :
∏
n∈N element → inequation, collectively used to impose the lub
being an upper-bound, with Def(ubk ((en))n∈NN ):
upper(en) = lower(en+1), for each n ∈ N
• least : element×
∏
n∈N inequation×
∏
n∈N inequation → inequation, used to express that
the lub is the least bound, with Def(least(x , (en)n∈N , (bn)n∈N)):
upper(en) = lower(en+1) upper(bn) = x lower(en) = lower(bn), for each n ∈ N
e axioms are:
lower(ubk (en)n) = lower(ek ) upper(ubk (en)n) =
∨
(en)n (upper bound)
lower(least(x , (en)n , (bn)n)) =
∨
(en)n upper(least(x , (en)n , (bn)n)) = x
(least upper bound)
Example C.4 (diff presentation). e presentation of diffeological spaces, diff, has continuum
many sorts:
• element, which will be the carrier of the diffeological space; and
• plotU , for eachU ∈ Open, which will be the U -indexed plots.
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e total operations are:
• evr : plotU → element, for each r ∈ U , evaluating a plot at r ∈ U ;
• const : element → plotU assigning to each element x the constantly-x plot; and
• rearrangeφ : plotV → plotU , for each smooth φ : U → V , precomposing plots with φ.
ere are two partial operations:
• ext : plotU × plotU → plotU , used for establishing that a plot is uniquely determined
extensionally, with Def(ext(α , β)) given by
{evr (α) = evr (β) : element|r ∈ U }
and
• matchU :
∏
U ∈U plotU → plotW , for each open coverU ofW , with Def(matchU (fU )U ∈U)
given by:
{evr (fU ) = evr (fV )|U ,V ∈ U, r ∈ U ∩V }
used for pasting together aU-indexed family of compatible plots into a case split.
e axioms are:
α = ext(α , β) = β (extensionality)
{evr (const (x)) = x |r ∈ U } (constantly){
evr (rearrangeφ α) = evφ(r ) α
φ : U → V ∈ Open, r ∈ U } (rearrange){
evr
(
matchU (αU )U ∈U
)
= evr (αU )
U open cover ofW ,U ∈ U, r ∈ U } (match)
We can now present ω-diffeological spacees:
Example C.5 (ω-diffeological space presentation). epresentationωdiff ofω-diffeological spacees
extends the presentations ωcpo and diff, identifying the element sort, with the following addi-
tional partial operations, for all U ∈ Open:
•
⊔
:
∏
n∈N plotU ×
∏
n∈N,r ∈U inequation → plotU , used for establishing that the plots are
closed under lubs w.r.t. the pointwise order, with Def
⊔
((αn)n∈N ,
(
ern
)
n∈N,r ∈U ) given by:{
lower(ern) = evr (αn), upper(e
r
n) = evr (αn+1),
n ∈ N, r ∈ U }
e additional axioms are:{
evr
(⊔ (
(αn)n∈N ,
(
ern
)
n∈N,r ∈U
))
=
∨ (
ern
)
n∈N
r ∈ U } (pointwise lubs)
C.3.2 Algebras. Every essentially algebraic presentation induces a category of set-theoretic
models, and this category for the ω-cpo presentation is equivalent to ωCPO. Moreover, we can
interpret such presentations in any category with sufficient structure, namely countable products
and equalisers (i.e., countable limits). We briefly recount how to do this.
Let C be a category with λ-small limits, with λ regular. As usual, if Σ is any S-sorted λ-ary
signature, we define a (multi-sorted) Σ-algebra A =
(
(JsK)s ∈S, J−K
)
to consist of an S-indexed
family of objects (JsK)s ∈S , the carrier of the algebra, and an assignment, to each op :
∏
i ∈I si → s
in Σ, of a morphism:
JopK :
∏
i ∈I
Jsi K → JsK
Given such an algebra A, and an S-indexed set V of variables with |Vs | < λ for each s ∈ S, each
term t in Terms V denotes a morphism:
JtKs :
∏
s ∈S
JsKVs → JsK
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as follows:
JxKs :
∏
s ∈S
JsKVs
πs
−→ JsKVs
πx
−−→ JsK Jop (ti )i ∈I K :
∏
s ∈S
JsKVs
(Jti K)i∈I
−−−−−−→
∏
i ∈I
Jsi K
JopK
−−−→ JsK
(When |Vs | ≥ λ, there are less than λ different variables that actually appear in t , and so we can
find a smaller set of sorts and variables for which to define as above.)
A Σ-homomorphism h : A → B between Σ-algebras A, B is an S-indexed family of functions
hs : AJsK → BJsK such that, for every operation symbol op :
∏
i ∈I si → s in Σ:
∏
i∈I
AJsiK
∏
i∈I
BJsiK
BJsKAJsK
∏
i∈I
hsi
hs
AJopK BJopK=
We denote the category of Σ-algebras in C and their homomorphisms by Σ−Mod(C).
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