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Resumen La finalidad de esta línea de inves-
tigación es el estudio, desarrollo y adaptación de
técnicas metaheurísticas a diferentes escenarios. Si
bien las metaheurísticas han resuelto exitosamente
un gran número de diversos problemas, todavía
quedan muchas características de las mismas a
mejorar. En particular, nosostros abordamos: el
tratamiento de datos ruidosos en problemas de
optimización combinatoria, el control adaptativo
de parámetros y la representación eficientes de las
soluciones. El objetivo de nuestro trabajo es anali-
zar estas áreas de investigación poco exploradas y
formular estrategias para mejorar la eficiencia de
las metaheurísticas.
Palabras claves: Metaheurísticas, ruido, algorit-
mos proactivos, control adaptativo, representacio-
nes, frecuencia migratoria, mutación, optimización
combinatoria.
CONTEXTO
Los desarrollos de esta línea de investigación
se enmarcan en los proyectos de investigacón
“Resolviendo problemas complejos con técnicas
metaheurísticas avanzadas” y PICTO 2011-0278.
Ambos proyectos son dirigidos por la Dra. Ca-
rolina Salto y llevados a cabo en el Laboratorio
de Investigación de Sistemas Inteligentes (LISI),
de la Facultad de Ingeniería de la Universidad
Nacional de La Pampa. Los integrantes de este
laboratorio mantienen desde hace varios años una
importante vinculación con investigadores de la
Universidad Nacional de San Luis (Argentina) y
de la Universidad de Málaga (España), con quienes
se han realizado varias publicaciones conjuntas.
INTRODUCCIÓN
A diferencia de los métodos exactos, las me-
taheurísticas permiten atacar problemas con espa-
cios de búsqueda muy grandes, entregando solu-
ciones satisfactorias en tiempos razonables [1]. La
popularidad de estas técnicas ha crecido en los
últimos 25 años, su uso en múltiples aplicaciones
ha demostrado eficacia y eficiencia a la hora de
resolver problemas complejos y de gran tamaño.
Las metaheurísticas, comunmente, resuelven pro-
blemas de: diseño en general, telecomunicaciones,
aprendizaje de máquina y minería de datos en bio-
informática y biología computacional, modelado
de sistemas, planificación de tareas en problemas
de enrutamiento, problemas de programación y
producción, logística y transporte, entre muchos
otros [2], [3], [4], [1].
A pesar de su gran popularidad y exitosa utili-
zación en una gran variedad de problemas, todavía
existen aspectos importantes de estas herramientas
que no han recibido la atención suficiente por parte
de la comunidad científica. Entre estos aspectos
podemos encontrar: el basamento teórico de estas
herramientas, el análisis de robustez de dichos
algoritmos ante datos del problema que contengan
errores, el ajuste de los valores paramétricos (tama-
ño de población, tipos de operadores, probabilidad
de aplicación de los operadores, política migrato-
ria, cantidad de iteraciones, etc.) y el análisis y
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desarrollo de representaciones y operadores más
eficientes.
Con el objetivo de aportar un grano de arena
en este sentido, los integrantes de esta línea de
investigación, analizamos, diseñamos y desarrolla-
mos distintas estrategias que permitan una mejor
adaptación y mayor eficiencia de las metaheurís-
ticas en los siguientes escenarios: el tratamiento
de datos que puedan contener errores (ruido), el
control adaptativo de parámetros claves cómo son
la probabilidad de mutación y la frecuencia de
migración en los Algoritmos Evolutivos (EAs) y,
por último, la selección de operadores que permita
un comportamiento más eficiente del GA.
DESARROLLO
En esta sección describimos los desarrollos que
se llevan a cabo en esta línea de investigación:
Tratamiento de datos ruidosos. Con fre-
cuencia se publican técnicas metaheurísticas
que resuelven con éxito casos no ruidosos
de problemas. Sin embargo, sólo hay unos
pocos estudios que se han ocupado del rui-
do en los datos de las instancias de los
problemas. En consecuencia, el objetivo de
nuestro trabajo es analizar la robustez de
metaheurísticas basadas en trayectoria, tales
como Simulated Annealing (SA) y Problem
Aware Local Search (PALS), y basadas en
población, tales como GAs y la optimización
basada en colonia de hormigas (ACO).
En primer lugar, para llevar a cabo este estu-
dio es necesario analizar las fuentes de ruido
en los dos problemas seleccionados para la
experimentación, a saber: el problema de
ensamblado de fragmentos de ADN (FAP) y
el popular problema del viajente de comercio
(TSP).
Luego, se estudia la robustez de una me-
taheurística entonces se analizan las diferen-
cias entre las soluciones encontradas para las
instancias sin y con ruido. Si no se detectan
diferencias (estadísticamente significativas),
la metaheurística muestra un comportamien-
to neutro (insensible, indistinto) a pequeñas
variaciones en los datos de entrada. Conse-
cuentemente, la metaheurística se considera
robusta para resolver instancias ruidosas.
Control adaptativo de parámetros. Tradicio-
nalmente en los algoritmos evolutivos, los
parámetros mantienen valores constantes du-
rante la búsqueda. Sin embargo, dado un pro-
blema una dificultad importante es determinar
a priori cuál es el valor más adecuado para
cada parámetro. Además, existe una creciente
demanda de software de optimización por
parte de usuarios no especialista dentro de un
entorno de desarrollo industrial.
En consecuencia, se propuso un algoritmo
evolutivo de adaptación que incluye un me-
canismo para modificar la probabilidad de
mutación sin control externo. Este proceso de
adaptación dinámica ocurre mientras que el
algoritmo busca la solución al problema. De
esta forma, se elimina una fase de cálculo
muy costosa relacionada con el pre-ajuste de
los parámetros algorítmicos.
Este nuevo algortimo evita la convergencia
prematura y la pérdida de la diversidad ge-
nética. Por otra parte, este método se im-
plementa sin introducir cambios importantes
en el diseño original del algoritmo. El algo-
ritmo toma decisiones durante la búsqueda
mediante el uso de una estrategia de control
basada en información sobre la entropía de
la población actual. El objetivo de nuestra
estrategia adaptativa es aumentar la proba-
bilidad de mutación si la diversidad genéti-
ca se pierde gradualmente y, así, mantener
una población distribuida en el espacio de
búsqueda. De lo contrario, el valor de la
probabilidad se reduce cuando se observa un
aumento de la diversidad poblacional. Por lo
tanto, estos cambios en el valor de probabi-
lidad son también una fuente adicional para
lograr un buen equilibrio entre la exploración
y la explotación al monitorear la diversidad
genotípica presente en la población. Es decir,
cuando el valor de entropía se aproxima a 0,
la población contiene individuos idénticos, de
lo contrario la medida de entropía es positiva
y obtiene el valor máximo cuando todos los
individuos de la población son diferentes.
Por otra parte, propusimos una estrategia
proactiva, denominada PROACT, para adaptar
la política de migración de un Algoritmo Evo-
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lutivo Distribuido (DEA). La decisión proac-
tiva se hace a nivel local dentro de cada sub-
población, y está basada en la entropía de esa
subpoblación. De esa manera, cada subpobla-
ción puede pedir a sus vecinos que aumenten
o disminuyan la frecuencia de migración con
el fin de mantener la diversidad genética en
un nivel deseado. Consecuentemente, se evita
que las subpoblaciones queden atrapados en
mínimos locales.
Finalmente, se combinaron estas dos estra-
tegias en un DEA dando origen a Proact-
PmAdap. El objetivo de Proact-PmAdap es
permitir al algoritmo un control simple, sen-
cillo y eficiente de la diversidad en la pobla-
ción. Proact-PmAdap actúa de forma proac-
tiva cuando se espera una baja diversidad
poblacional. La estrategia intenta incluir más
diversidad genética en la isla con el propósito
de la disposición de una población diversa de
la que se pueden seleccionar soluciones en
cada paso de migración.
Selección de operadores. Con el objetivo
de minimizar la duración y el costo de un
proyecto de software, se propuso un AG
tradicional usando codificación binaria para
representar una solución al problema de pla-
nificación de proyectos de software (PSP).
En particular, esta investigación se centró
en la elección del operador de cruce y su
probabilidad; para luego comparar el cambio
en el rendimiento del GA al utilizar ope-
radores genéticos tradicionales respecto de
otros más específicos para el problema. Los
experimentos mostraron que utilizar una re-
combinación tradicional es capaz de aumentar
el rendimiento del algoritmo, manteniendo en
niveles aceptables la velocidad de convergen-
cia. El GA propuesto para resolver el PSP
utiliza cromosomas binarios para representar
las soluciones al problema. Estas soluciones
son codificadas por medio de matrices que
representan la dedicación de cada empleado
para realizar una determinada tarea. Luego,
para facilitar la manipulación de los cromoso-
mas, estas matrices son traducidas a cadenas
binarias. En consecuencia, pueden aplicarse
distintos tipos de operadores de recombina-
ción: operadores de cruce tradicionales (un
punto, dos puntos, uniforme, entre otros) que
actuarán directamente sobre la cadena bina-
ria que representa la matriz solución o bien
aquellos diseñados para la recombinación de
matrices. En otras palabras,
RESULTADOS OBTENIDOS/ESPERADOS
En esta sección presentamos los resultados ob-
tenidos de nuestra investigación en el transcurso
del año 2013 y los esperados en el 2014.
Con respecto al análisis de robustez de ACO.
Luego de una intensa investigación sobre el origen
de ruido en ambos problemas (FAP y TSP), se
detectaron fehacientemente cuáles eran las fuentes
de ruido en la información de los problemas. Esto
permitió desarrollar distintos conjuntos de instan-
cias con ruido1 que posibilitaron el análisis de
robustez de los algoritmos. En el caso de FAP, se
estudió la robustez de SA, PALS, GA y un nuevo
algoritmo que hibrida PALS con SA, denominado
PH-PALS [5]. Este estudio arrojó que, a la hora de
resolver instancias ruidosas de FAP, solamente tres
de estos algoritmos son robustos: PALS, GA y PH-
PALS. En tanto que para TSP, se espera encontrar
evidencia empírica que demuestre la robustez de
distintos algoritmos de la familia ACO.
Los resultados obtenidos por el AE que realiza
un control adaptativo de la probabilidad de muta-
ción son muy alentadores, ya que puede obtener
soluciones de más alta calidad que variantes de
EAs con probabilidades de mutación fija, y tam-
bién exhibe velocidades de convergencia similares
a la de estas variantes. Una observación importante
es que nuestra propuesta no añade un tiempo
computacional significativo al aplicar estrategia de
control para adaptar los valores de probabilidad de
mutación. Este año se espera poder contrastar los
resultados de esta estrategias con las publicadas en
la literatura.
En tanto que, PROACT y Proact-PmAdap per-
mitieron mantener, eficientemente, la suficiente
diversidad genética para evitar la convergencia
prematura hacia mínimos locales. Esto es de es-
pecial interés en muchos escenarios de optimi-
zación donde es necesario reducir el número de
1http://mdk.ing.unlpam.edu.ar/ lisi/principal.html
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evaluaciones de la función objetivo (por ejemplo,
la optimización de la simulación) [6], [7].
En cuanto a la selección de operadores para
PSP, el estudio consistió en analizar el compor-
tamiento de un AG tradicional bajo dos tipos de
cruce: el tradicional operador de un punto para
representaciones binarias y un operador de cruce a
nivel matricial ya que las soluciones al problema
son matrices que representan la dedicación de cada
empleado a las tareas. También se analizaron cua-
tro valores distintos de probabilidades de cruce ya
que es un parámetro influyente en el rendimiento
de un algoritmo. Los resultados muestran que para
este problema es conveniente utilizar probabilida-
des de cruce altas. La variante algorítmica que
utiliza el operador tradicional obtuvo el mejor
rendimiento, obteniendo buena calidad de patrones
de planificación. Los porcentajes de factibilidad de
las soluciones obtenidas son altos para problemas
de planificación no tan complejos, estos valores
son similares a los obtenidos por otras variantes
evolutivas de la literatura para resolver el problema
en cuestión [8].
FORMACIÓN DE RECURSOS HUMANOS
Durante el año 2013, integrantes del proyecto
han realizado diversos cursos de postgrado direc-
tamente relacionados con la temática del proyecto,
con el objetivo de llevar a cabo carreras de post-
grado en un futuro cercano.
En tanto que, en el LISI se trabaja con alumnos
avanzados en la carrera Ingeniería en Sistemas en
temas relacionados a la resolución de problemas de
optimización usando técnicas inteligentes, con el
objeto de guiarlos en el desarrollo de sus tesinas de
grado y, también, de formar futuros investigadores.
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