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Abstract—Geomagnetic disturbances (GMDs), a result of space
weather, pose a severe risk to electric grids. When GMDs occur,
they can cause geomagnetically-induced currents (GICs), which
saturate transformers, induce hot-spot heating, and increase
reactive power losses in the transmission grid. Furthermore,
uncertainty in the magnitude and orientation of the geo-electric
field, and insufficient historical data make the problem of
mitigating the effects of uncertain GMDs challenging. In this
paper, we propose a novel distributionally robust optimization
(DRO) approach that models uncertain GMDs and mitigates the
effects of GICs on electric grids. This is achieved via a set of
mitigation actions (e.g., line switching, locating blocking devices,
generator re-dispatch and load shedding), prior to the GMD
event, such that the worst-case expectation of the system cost
is minimized. To this end, we develop a column-and-constraint
generation algorithm that solves a sequence of mixed-integer
second-order conic programs to handle the underlying convex
support set of the uncertain GMDs. Also, we present a monolithic
exact reformulation of our DRO model when the underlying
support set can be approximated by a polytope with three extreme
points. Numerical experiments on ‘epri-21’ system show the
efficacy of the proposed algorithms and the exact reformulation
of our DRO model.
Index Terms—Algorithms, Distributionally robust optimiza-
tion, Geomagnetic disturbances, Line switching.
I. INTRODUCTION
Geomagnetic disturbances (GMDs) are caused by solar
storms. During these storms charged particles escape from the
sun, travel to the earth, create a geomagnetically-induced cur-
rent (GIC), and impact electric transmission grids. Detrimental
impacts include current distortions (harmonics), saturation of
transformers, induced hot-spot heating, and increased reactive
power losses [1], [2], [3] (see Figure 1). In 1989, the Hydro-
Quebec power system was shut down for 9 hours due to a
rare, but high-impact GMD, which led to a net loss of $13.2
million [4].
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Fig. 1: Effect of GMDs on the electric grid. (Source: [1])
To mitigate the harmful effects of GMDs, one can install
Direct Current (DC) blocking devices at regional substations to
prevent the GICs, which is quasi-DC, from entering the power
network through transformer neutrals [5]. This has led to work
like [6] which posed the GIC blocking device placement prob-
lem that minimizes the costs of selecting appropriate locations
to install these devices. Recently, numerous researchers have
suggested that the risk of GICs could be reduced by the use of
existing controls such as generator re-dispatch, line switching
and load shedding. In [7], for the first time, the authors
proposed an optimal transmission line switching (OTS) model
under GMDs based on Alternating Current (AC) power flow
equations and a set of constraints that captures GIC effects on
various types of transformers. Utilizing state-of-the-art convex
relaxations, the model was formulated as a mixed-integer
quadratic convex program, which could be solved using com-
mercial optimization solvers, albeit on small-scale instances.
Recently, [8] presented heuristic-based algorithms to mitigate
the effect of GICs on transformers by using line switching
strategies on large-scale grids. Given that GMD events are hard
to predict in advance and that the probability distribution of the
uncertain magnitude and orientation of GMDs is not known
precisely due to the insufficient historical data, [9] proposed
a two-stage distributionally robust optimization (DRO) model
with a mean-support ambiguity set and applied the standard
column-and-constraint generation (CCG) algorithm [10] to
solve on a small-scale instance, with prohibitively slow run
times.
In this paper, we formulate a modified and an improved ver-
sion of the two-stage DRO formulation presented in [9]. While
[9] is focused on making the mitigation actions (line switching
and generator dispatch) that hedges against the worst-case ex-
pected load shedding costs calculated based on the power flow
equations at the second-stage, this paper focuses on making
not only the mitigation actions but also their corresponding
power flow operations at the first stage so as to minimize the
worst-case expected damage costs due to GICs. This proposed
decomposition also better represents the operation of electric
grids from a practical perspective. Specifically, the first-stage
problem models the AC Optimal Transmission Switching (AC-
OTS) which determines active transmission lines and the set-
points for generators which minimize the worst-case expected
costs occurred by GMDs, i.e., taking expectation over the
worst-case probability distribution among all the distributions
in the ambiguity set. Given the solutions of the first-stage, the
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Fig. 2: An example of AC to DC network mapping
second-stage problem consists of linear constraints that capture
the GIC effects. We assume the mean-support ambiguity set is
provided and is uniform throughout the grid. The support set
of the uncertain parameters is convex and can be approximated
by a polytope with N extreme points. With these assumptions,
the contributions of this paper are: (a) We first reformulate
the two-stage DRO model as a min-max-min problem that
can be solved by a CCG algorithm. [9] solves sub-problems
which contain bilinear terms in the objective function, leading
to weaker relaxations. To circumvent this issue, we solve
a set of linear programs, each of which corresponds to an
extreme point of the support set and enhances computation
tractability. (b) For the special case of the support set with
three extreme points (N = 3), we prove that the two-stage
DRO model can be equivalently reformulated as a two-stage
stochastic program with three scenarios. We further propose
to construct a monolithic reformulation which can be solved
efficiently using commercial solvers, and (c) We present a
detailed numerical analysis on the ‘epri-21’ system, which is
designed specifically for the GMD studies.
II. MATHEMATICAL FORMULATION
This section describes mathematical models that find a set
of actions which mitigates the negative impacts of uncertain
GMDs. Note that the formulation presented in this paper
focuses on the quasi-static case (single time period) and leaves
time-extended modeling for the future work.
A. AC and DC power network representation
The AC power network is represented by a graph (N , E),
where N is a set of nodes and E is a set of arcs. This
network is the standard representation used for modeling AC
power flow physics in power system applications. The set E
is composed of Eτ , a set of transformers, and E \ Eτ , a set
of transmission lines. The set N is composed of buses that
are adjacent to transmission lines and/or transformers. For
calculating GICs (details in subsequent sections), which is a
quasi-DC flow, we construct a DC power network (N d, E d).
N d includes buses in N and additional nodes that model the
neutral grounding points of transformers. The set E d includes
transmission lines in E and additional lines between the end
points of transformers and their neutrals. The transformer
configurations depend on the type of the transformer. In this
paper, we consider 3 types of transformers, (i) Gwye-Gwye,
(ii) GWye-GWye Auto, and (iii) GWye-Delta GSU. Detailed
descriptions of these transformer types are found in [7], [9].
TABLE I: Nomenclature
Sets and parameters
G, N , E a set of generators, buses, and lines in AC network
Eτ ⊆ E a set of transformers
Ei ⊆ E a set of lines connected to i ∈ N
cF0k fixed cost when turning on k ∈ G
cF1k , c
F2
k fuel cost coefficients of power generation of k ∈ G
gpk, g
p
k bounds on the real power generation of k ∈ G
gqk, g
q
k bounds on the reactive power generation of k ∈ G
κl unit penalty cost for power unbalance at i ∈ N
dpi, d
q
i real and reactive power demand at i ∈ N
vi, vi voltage limits at i ∈ N
gsi, b
s
i shunt conductance and susceptance at i ∈ N
ge, be conductance, susceptance of e ∈ E
bce line charging susceptance of e ∈ E
se apparent power limit of line e ∈ E
αij tap ratio of eij ∈ E
ke loss factor of transformer e ∈ Eτ
I
eff
e upper limit of the effective GICs on e ∈ Eτ
N d, Ed a set of nodes and arcs in DC network
Ed−m , Ed+m a set of incoming and outgoing arcs connected to m ∈ N d
γ` conductance of ` ∈ Ed
am inverse of ground resistance at m ∈ N d
vd bound on the GIC-induced voltage magnitude
ξ˜` (random) GIC-induced voltage sources on ` ∈ Ed
Variables
zae ∈ B zae = 1 if e ∈ E is turned on, and zae = 0 otherwise
zgk ∈ B zgk = 1 if k ∈ G is turned on, and zgk = 0 otherwise
lp+i , l
p–
i real power shedding at i ∈ N
lq+i , l
q–
i reactive power shedding at i ∈ N
vi voltage magnitude at i ∈ N
θi phase angle at i ∈ N
f pk, f
q
k real and reactive power generated by k ∈ G
pei, pej real power flow on eij ∈ E from node i and to node j
qei, qej reactive power flow on eij ∈ E from node i and to node j
wi wi = v
2
i , ∀i ∈ N
wce w
c
e = vivj cos(θi − θj), ∀eij ∈ E
wse w
s
e = vivj sin(θi − θj), ∀eij ∈ E
dqlossi allowable reactive power loss due to GICs at i ∈ N
Id` GICs that flow on ` ∈ Ed
Ieffe effective GICs on e ∈ Eτ
vdm GIC-induced voltage magnitude at m ∈ N d
The mapping between the AC and DC network repre-
sentations are described in Figure 2. In the AC network,
N = {2, 3, 4, 15, 16, 17, 18}, E = {1, 8, 12, 14, 18, 28, 30},
and Eτ = {18, 28, 30} (red arrows in Figure 2). The DC
network (N d, E d) is constructed by adding information on
different types of transformers and their connection to neu-
tral (red circles in Figure 2). We first add neutral nodes
{S1, S2, S3}, each of which is connected to a transformer.
The set N is relabeled with {2d, 3d, 4d, 15d, 16d, 17d, 18d} in
the DC network. Topological mappings for different types of
transformers are highlighted in Figure 2.
To link the two networks, we define functions E and E−1
that map ` ∈ E d to an edge e ∈ E and vice versa, i.e., if
E` = e, then E−1e = {` ∈ E d : E` = e}. For example,
line 17 in the DC network maps to the transformer line 18 in
the AC network, thus E17 = 18. Transformer line 18 maps to
lines 16 and 17 in DC network, thus E−118 = {16, 17}.
B. GIC calculation
This section describes the calculation of GICs and how they
affect different types of transformers. Under the assumption
of an uniformly induced geo-electric field within an intercon-
nected electric grid, GIC that flows on a line in the DC network
is given by
I d` = γ`(v
d
m − vdn + ξ˜`), ∀`mn ∈ E d
where, ξ˜` is the GIC-induced voltage source, given by:
ξ˜` =
{
ξ˜EL
E
` + ξ˜NL
N
`, ∀` ∈ E d : E` ∈ E \ Eτ ,
0, ∀` ∈ E d : E` ∈ Eτ
and ξ˜E and ξ˜N are uncertain geo-electric fields [V/km] in the
eastward and northward direction, respectively, and LE` and L
N
`
are the lengths [km] of transmission lines ` in the eastward
and northward direction, respectively.
Based on the calculated GIC in the DC network, the
effective GIC of a transformer in the AC network is given
by
I effe = |Θ(I d`, ∀` ∈ E−1e )|, ∀e ∈ Eτ
where Θ(I d`, ∀` ∈ E−1e ) is a linear function of GIC (I d`).
This function depends on the type of transformer as de-
scribed in Table II. Note that (Nh, Nl, Ns, Nc) are parameters
which indicate the number of turns in the high-side/low-
side/series/common winding, respectively.
TABLE II: Effective GICs for each type of transformers
Type of transformer e E−1e Θ(Id`, ∀` ∈ E−1e )
Gwye-Gwye {h, l} Θ(Idh, Idl ) = NhI
d
h+NlI
d
l
Nh
GWye-GWye Auto {s, c} Θ(Ids, Idc) = NsI
d
s+NcI
d
c
Ns+Nc
GWye-Delta GSU {h} Θ(Idh) = Idh
Lastly, given Eτi is a set of transformers connected to node
i, the reactive power loss [6] due to GICs at node i in the AC
network is calculated by∑
e∈Eτi
keviI
eff
e , ∀i ∈ N (1)
C. Uncertainty set description
ξ˜N
ξ˜E
R
(µE, µN)
Fig. 3: Support set and mean of uncertain GMDs (ξ˜E, ξ˜N)
In this model, the geo-electric field (ξ˜E, ξ˜N) is uncertain
when planning decisions are made to mitigate the risk of
GMDs. We assume that the support set and mean values of
(ξ˜E, ξ˜N) are provided or are extracted from a set of historical
data, but their joint probability distribution is unknown. Gen-
erally, there is not enough information to construct reasonable
probability distributions [11]. In this setting, we construct the
following mean-support ambiguity set D:
D := {P : EPE [ξ˜E] = µE, EPN [ξ˜N] = µN, P{ξ˜ ∈ Ξ} = 1}
where (PE,PN) and (µE, µN) are the marginal distributions and
mean values of (ξ˜E, ξ˜N), respectively. The support set Ξ of
ξ˜ = (ξ˜E, ξ˜N) is defined as
Ξ :=
{
ξ˜ = (ξ˜E, ξ˜N) ∈ R2 : −R ≤ ξ˜E ≤ R, 0 ≤ ξ˜N ≤ R,
(ξ˜E)
2 + (ξ˜N)
2 ≤ R2
}
where R is a radius of half-circle support set as shown in
Figure 3. Practically speaking, the support set is bounded by
an estimate of the worst-case magnitude of the storm. Since the
square of the magnitude is equal to the sum of the squares of
the northward and eastward field strength, a magnitude bound
yields a half circle support set for (ξ˜E, ξ˜N) [11].
D. Two-stage DRO formulation
In this section we describe a two-stage DRO formulation
which determines a set of mitigation actions which minimizes
the cost of generation and a penalty for shedding loads and
is robust to the worst-case probability distribution in the
ambiguity set D as defined in section II-C. To preserve compu-
tational tractability, we use the second-order conic relaxations
of the rectangular form of the nonlinear, nonconvex AC power
flow constraints and formulate the first-stage problem as an
MISOCP:
min
∑
k∈G
(cF0k z
g
k + c
F1
k f
p
k + c
F2
k (f
p
k)
2) +
∑
i∈N
κl(lp+i + l
p–
i + l
q+
i + l
q–
i )
+ sup
P∈D
EP[Q(za, v, dqloss, ξ˜] (2a)
s.t.
∑
e∈Ei
pei =
∑
k∈Gi
f pk − dpi + lp+i − lp–i − gsiwi, ∀i ∈ N , (2b)∑
e∈Ei
qei =
∑
k∈Gi
f qk − dqi + lq+i − lq–i + bsiwi − dqlossi , ∀i ∈ N ,
(2c)
p2ei + q
2
ei ≤ zae(s2e), p2ej + q2ej ≤ zae(s2e), ∀eij ∈ E , (2d)
pei =
1
α2ij
gew
z
ei − 1
αij
(gew
cz
e + bew
sz
e ), ∀eij ∈ E , (2e)
pej = gew
z
ej − 1
αij
(gew
cz
e − bewsze ), ∀eij ∈ E , (2f)
qei = − 1
α2ij
(be +
bce
2
)wzei +
1
αij
(bew
cz
e − gewsze ), ∀eij ∈ E ,
(2g)
qej = −(be + b
c
e
2
)wzej +
1
αij
(bew
cz
e + gew
sz
e ),∀eij ∈ E , (2h)
wzei ∈ 〈zae, wi〉MC, wzej ∈ 〈zae, wj〉MC, ∀eij ∈ E , (2i)
wcez
a
e ≤ wcze ≤ wcezae, wsezae ≤ wsze ≤ wsezae, ∀e ∈ E , (2j)
(wcze )
2 + (wsze )
2 ≤ wzeiwzej , ∀eij ∈ E , (2k)
tan(θij)w
cz
e ≤ wsze ≤ tan(θij)wcze , ∀eij ∈ E , (2l)
(vi)
2 ≤ wi ≤ (vi + vi)vi − vivi, ∀i ∈ N , (2m)∑
e∈Ek
zae ≥ zgk, ∀k ∈ G, (2n)
vi ≤ vi ≤ vi, lp+i , lp–i , lq+i , lq–i ≥ 0, ∀i ∈ N , (2o)
gp
k
zgk ≤ f pk ≤ gpkzgk, gqkz
g
k ≤ f qk ≤ gqkzgk, ∀k ∈ G, (2p)
zae ∈ {0, 1}, ∀e ∈ E , zgk ∈ {0, 1}, ∀k ∈ G. (2q)
where, given the values of za, v, dqloss from the first-stage
problem (2) and the realization of ξ˜, Q(za, v, dqloss, ξ˜) is the
optimal value of the following second-stage problem which
evaluates GICs in the DC network:
min
∑
i∈N
κssi (3a)
s.t.
Id`
γ`
≤ (vdm − vdn + ξ˜`) +M−` (1− zaE`), ∀`mn ∈ E d, (3b)
Id`
γ`
≥ (vdm − vdn + ξ˜`)−M+` (1− zaE`), ∀`mn ∈ E d, (3c)
− zaE`M−` ≤
Id`
γ`
≤ zaE`M+` , ∀`mn ∈ E d, (3d)∑
`∈Ed−m
Id` −
∑
`∈Ed+m
Id` = amv
d
m, ∀m ∈ N d, (3e)
I effe ≥ Θ(Id`, ∀` ∈ E−1e ), I effe ≥ −Θ(Id`, ∀` ∈ E−1e ), (3f)
0 ≤ I effe ≤ I effe , ∀e ∈ Eτ , si ≥ 0, ∀i ∈ N (3g)
udei ∈ 〈vi, I effe 〉MC, dqlossi ≥
∑
e∈Eτi
keu
d
ei − si, ∀i ∈ N . (3h)
Constraints (2b)–(2p) model the relaxed AC power flow
equations. These constraints include mitigation actions such as
transmission line switching and switching of generators. Note
that generator switching in this formulation does not imply
that we model economic unit commitment. Constraints (2b)
and (2c) model real and reactive power balance constraints,
including allowable GIC-induced reactive power loss (dqlossi ).
Constraints (2d) ensure that the apparent power flow does
not exceed its limit when the line is closed. Constraints
(2e)–(2h) model Ohm’s law. Constraints (2i)–(2m) model the
MISOCP relaxation of the AC power flow equations using the
formulations discussed in [12]. Notation 〈xi, xj〉MC models the
standard McCormick relaxation of a bilinear term xi·xj , which
is very effective for ACOPF problems [12], [13], [14], [15],
[16], and also for generic nonlinear programs with bilinear
terms [17]. Constraints (2n) ensure that a generator is turned
off when all the lines and transformers connected to that
generator are off.
In the second-stage problem, constraints (3b)–(3d) calculate
valid GICs in the DC network for lines that are switched on.
Else, they are deactivated with the big-M coefficients, where
M+` = v
d + ξ˜`, M−` = v
d − ξ˜`. Constraints (3e) model nodal
balance equation for GICs in the DC network. Note that,
in (3e), am = 0 when m is not a grounded neutral node.
Constraints (3f) and (3g) calculate the effective GICs for each
type of transformer (see Table II), which in-turn is used to
calculate the reactive power losses induced in the AC network,
as shown in constraints (3h).
Interpretation of the two-stage DRO formulation Once the
uncertain GMDs (ξ˜) are realized and the decisions in the AC
network on line switching (za), voltage magnitude (v), and
allowable reactive power losses dqloss (interpreted as the amount
of reactive power loss that will not cause excessive voltage
drops. Exceeding this value would correspond to the cost of
installing or using a device to counteract the reactive losses),
the second-stage problem calculates the effective GICs and
the actual reactive power losses, given by
∑
e∈Eτi keu
d
ei. If the
calculated reactive power losses in second-stage exceeds the
allowable dqloss from the first-stage, then appropriate mitigation
actions are updated in the AC network to mitigate the nega-
tive effects on the transformers. Implicitly, this formulation
assumes that reactive losses smaller than dqloss will not cause
voltage problems (i.e., a high voltage).
In summary, the proposed two-stage DRO formulation min-
imizes the power generation cost, penalty cost for shedding
loads and the worst-case expected cost occurred by damaged
transformers.
III. SOLUTION METHODOLOGIES
In this section, we describe several solution approaches to
the two-stage DRO formulation. For ease of exposition, we
rewrite the formulation using matrix notation as follows:
min
z∈F
qTz + sup
P∈D
EP[Q(z, ξ˜)] (4a)
where Q(z, ξ˜) is the optimal value of the following problem:
Q(z, ξ˜) = min
x∈X (z,ξ˜)
cTx. (4b)
Note that z and F are the solution vector and the feasi-
ble region, respectively, of the first-stage problem (2) and
X (z, ξ˜) = {x ∈ Rn : Ax + B(ξ˜)z ≥ d} is the feasible
region of the second-stage problem.
Proposition III.1. Problem (4) is equivalent to the following
min-max-min problem:
min
z∈F
qTz + µEλE + µNλN +
{
max
ξ˜∈Ξ
(
min
x∈X (z,ξ˜)
cTx
)
− λEξ˜E − λNξ˜N
}
.
Proof. The worst-case expected value supP∈D EP[Q(z, ξ˜)]
can be written as
max
∫
ξ˜∈Ξ
Q(z, ξ˜) dP
s.t.
∫
ξ˜∈Ξ
ξ˜E dP = µE,
∫
ξ˜∈Ξ
ξ˜N dP = µN,
∫
ξ˜∈Ξ
dP = 1.
By taking the dual, we obtain
min µEλE + µNλN + η
s.t. λEξ˜E + λNξ˜N + η ≥ Q(z, ξ˜), ∀ξ˜ ∈ Ξ.
where λE, λN, and η are dual variables. At optimality, we have
η∗ = maxξ˜∈Ξ {Q(z, ξ˜) − λEξ˜E − λNξ˜N}, which leads to the
proposed formulation.
Proposition III.2. Given solution (z, λE, λN), the inner max-
min problem can be reformulated as the following max
problem:
Z(z, λE, λN, ξ˜) = max
ξ˜∈Ξ
cTx− λEξ˜E − λNξ˜N (7a)
s.t. 0 ≤ Ax+B(ξ˜)z − d ≤M(1−α),
0 ≤ β ≤Mα, ATβ = c, α ∈ Bm.
where M is a sufficiently large value.
Proof. Consider the following max-min problem:
max
ξ˜∈Ξ
(
min
x∈X (z,ξ˜)
cTx
)
− λEξ˜E − λNξ˜N
Using the complementary slackness condition, we obtain
max
ξ˜∈Ξ,x∈Rn,β∈Rm+
cTx− λEξ˜E − λNξ˜N (9a)
s.t. Ax+B(ξ˜)z ≥ d, ATβ = c, (9b)
βT(Ax+B(ξ˜)z − d) = 0. (9c)
where β is a dual vector, (9b) is primal and dual feasibility
and (9c) is the complementary slackness. By introducing a
big-M coefficient, constraints (9c) can be expressed as linear
constraints, which leads to the formulation in (7).
A. Column-and-Constraint Generation (CCG) Algorithm
Using propositions (III.1) and (III.2), the two-stage DRO
problem with a convex support-set is exactly solvable with
the CCG algorithm [10]. Since the convex support set has
infinitely many extreme points the CCG approach can be
computationally intensive. To improve the computational per-
formance of the CCG, we develop two tractable solution ap-
proaches that provide upper and lower bounds on the optimal
value of problem (4).
Polyhedral support set
ξ˜N
ξ˜E
R
(µE, µN )
Fig. 4: Polyhedral support sets with 3 and 5 extreme points.
The first approach approximates the convex support set with
a polytope that has N extreme points. When the polytope is a
subset (resp. superset) of the support set (see Figure 4), it lower
(resp. upper) bounds the optimal value of the original problem
(4). In this section, we solve problem (4) with the polytope
ΞN defined as conv{(ξˆ1E , ξˆ1N ), . . . , (ξˆNE , ξˆNN )}. Since ΞN is also
a convex set, strong duality (proposition III.1) holds. Thus,
problem (4) with support set ΞN is also solvable using the
CCG algorithm (algorithm (1)). Note that the CCG algorithm
is guaranteed to converge in a finite number of iterations since
the number of extreme points of ΞN is finite.
The CCG algorithm is a cutting plane method. The algo-
rithm iteratively refines the feasible domain of the two-stage
DRO problem by sequentially generating a set of recourse
variables and their associated constraints. In algorithm (1),
LB and UB denote the incumbent lower and upper bounds
of problem (4), respectively. Step-2 evaluates the lower bound
for problem (4) by solving the relaxed master problem. Step-3
finds the worst-case value of ξ˜∗ by enumerating all N extreme
points and picks an optimal value. Step-4 updates the upper
bound for the worst-case value of ξ˜∗. Steps 5-7 terminate the
algorithm if the optimality gap is within a specified , else
Algorithm 1 CCG for 2-stage DRO with polyhedral support set
1: Set LB=−∞, UB=∞, t = 0 and T = ∅.
2: Update LB by solving the following master problem:
LB = min
z∈F
qTz + µEλE + µNλN + η (10a)
s.t. η ≥ cTx` − λEξ`E − λNξ`N, ∀` ∈ T , (10b)
Ax` +B(ξ˜`)z ≥ d, ∀` ∈ T . (10c)
– Record an optimal solution z∗, λ∗E , λ∗N , and η∗.
3: Solve the following problem:
max
ξ˜∈ΞN
{
Q(z∗, ξ˜)− λ∗E ξ˜E − λ∗N ξ˜N
}
– Record an optimal ξ˜∗ and the optimal value Z(z∗, λ∗E , λ∗N, ξ˜∗)
4: Update UB by
UB = min{UB, qTz∗ + µEλ∗E + µNλ∗N + Z(z∗, λ∗E , λ∗N, ξ˜∗)}
5: if (UB− LB)/UB ≤  then
6: Stop and return z∗ as an optimal solution.
7: else
8: Update ξt+1E = ξ˜
∗
E , ξ
t+1
N = ξ˜
∗
N , T = T ∪{t+1} and t = t+1.
9: Go to step 2 and solve the updated master problem.
10: end if
steps 8-9 augment the master problem with the constraints
and variables associated with extreme point ξ˜∗ and continues
the iteration until an optimal solution for problem (4) is found.
B. Triangle support set: Exact tractable reformulation
As a special case, we further approximate the convex
support set with a polytope that has three extreme points, i.e.,
Ξ 3 (see Figure 4). Once again, the CCG algorithm (algorithm
(1)) can be used to solve model (4). However, with a triangle
support set, we derive an exact monolithic reformulation
as discussed below. This reformulation is solved efficiently
using off-the-shelf commercial solvers such as CPLEX or
Gurobi. In the numerical results section, we demonstrate the
computational efficacy of this exact reformulation in detail.
Proposition III.3. For fixed z ∈ F , the worst-case expected
value supP∈D EP[Q(z, ξ˜)] with Ξ 3 is equivalent to
max
p∈R3+
3∑
k=1
Q(z, ξˆk)pk (11a)
s.t.
3∑
k=1
ξˆkE pk = µE,
3∑
k=1
ξˆkN pk = µN,
3∑
k=1
pk = 1. (11b)
where {ξˆ1, ξˆ2, ξˆ3} are the extreme points of the set Ξ3.
Proof. For fixed z ∈ F , the function Q(z, ξ˜) is convex in ξ˜.
Let H be a convex hull of {(ξ˜, y) : ξ˜ ∈ Ξ 3, y = Q(z, ξ˜)}.
Since taking expectation can be viewed as a convex combi-
nation, it follows that (µ,Q(z,µ)) ∈ H. Since the set D is
a mean-support ambiguity set where the support set Ξ 3 is a
simplex with 3 extreme points ξˆ1, ξˆ2, ξˆ3, there is an unique
convex combination of the extreme points which yields µ.
Therefore, we have supP∈D EP[Q(z, ξ˜)] = sup{y|(µ, y) ∈
H}, where µ is a convex combination of the 3 extreme points,
µ = ξˆ1p1+ ξˆ
2p2+ ξˆ
3p3, and y = Q(z, ξˆ1)p1+Q(z, ξˆ2)p2+
Q(z, ξˆ3)p3.
Remark III.4. The optimal solution (p∗1, p∗2, p∗3) to problem
(11) is uniquely determined due to the unique convex combi-
nation of the extreme points which yields µ. In other words,
we solve the following linear system of equations:ξˆ1E ξˆ2E ξˆ3Eξˆ1N ξˆ2N ξˆ3N
1 1 1
p1p2
p3
 =
µEµN
1

As long as µ ∈ Ξ 3, we have p∗1, p∗2, p∗3 ≥ 0.
Proposition III.5. Problem (4) with triangle support set (Ξ 3)
is equivalent to the following stochastic program:
min
z∈F
qTz +
3∑
k=1
p∗k(c
Txk) (12a)
s.t. Axk ≥ d−B(ξˆk)z, ∀k ∈ {1, 2, 3}. (12b)
IV. NUMERICAL EXPERIMENTS
In this section, we conduct numerical experiments us-
ing the epri-21 system, which is specifically designed for
GMD studies. Most parameters in our models can be ob-
tained from [18]. The remaining parameters include κl =
50, 000[$/p.u.], κs = 100, 000[$/p.u.], vd = 10, 000 [V],
and I
eff
e = 2
se
min(vi,vj)
[Amp], ∀eij ∈ Eτ . For each system,
we generate instances which vary the mean values (µE, µN)
and the maximum magnitude R of the geo-electric field (all
units are in [V/km]). Computations were performed with the
HPC resources at Los Alamos National Laboratory with Intel
Xeon CPU E5-2660v3, 2.60GHz and 120GB of memory.
Optimization models were solved using Gurobi v8.1.0 and
were implemented in C++.
A. The epri-21 system
Figure 5 shows a simplified diagram of the epri-21 system
geo-located near Atlanta, GA. This system has 19 buses, 7
generators, 15 transmission lines, 16 transformers, and 8 sub-
stations. In the diagram, the blue lines are 500kV and the green
lines are 345kV (see [18] for details).
Fig. 5: The epri-21 system
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Fig. 6: Polyhedral support sets that inner- (left) and outer-
(right) approximate the nonlinear uncertainty set Ξ .
B. Uncertainty data sets
We consider ten different instances that vary the mean val-
ues (µE, µN) in proportion to R (Table III). For each instance,
we construct four different polyhedral support sets: (1) trian-
gle (Ξ3I ) and (2) pentagon (Ξ
5
I ) that inner-approximates the
convex support set and (3) triangle (Ξ3O ) and (4) hexagon (Ξ
6
O )
that outer-approximates the convex support set as depicted in
Figure 6. The objective function values of prob. (4) with these
sets are non-increasing in the order: Ξ3O , Ξ
6
O , Ξ , Ξ
5
I , and Ξ
3
I .
Instance # (µE, µN) [V/km] Instance # (µE, µN) [V/km]
1 (0, R/5) 6 (R/5, 2R/5)
2 (0, 2R/5) 7 (R/5, 3R/5)
3 (0, 3R/5) 8 (-R/5, R/5)
4 (0, 4R/5) 9 (-R/5, 2R/5)
5 (R/5, R/5) 10 (-R/5, 3R/5)
TABLE III: Ten different (µE, µN) depending on R values.
C. Quality of uncertainty set approximation
Since support set Ξ3I has the lowest objective function
value for the 4 polyhedral sets, we normalize all the objective
function values with respect to that of Ξ3I . Figure 7 shows
the normalized objective function values of the DRO model
for the 4 polyhedral sets on the 10 instances that have R = 5
(left) and R = 15 (right). With support sets Ξ3I and Ξ
3
O , the
optimality gaps are less than 0.02% and 0.49% for R = 5
and R = 15, respectively. With support sets Ξ5I and Ξ
6
O , the
optimality gaps are reduced to 0.01% and 0.03% when R = 5
and R = 15, respectively. Based on these optimality gaps for
the epri-21 system, we observe that the triangle support set is
a very good approximation of the convex support set.
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Fig. 7: Normalized objective function values for R = 5, 15.
D. Computational performances
In this section, for R ∈ {5, 7.5, 10, 12.5, 15}, we construct
10 instances with mean values described in Table III. Figure
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Fig. 8: Computational times (sec.) of monolithic reformulation
and CCG algorithm with the triangle support set (Ξ3I ).
8 compares the exact monolithic reformulation (section III-B)
with the CCG algorithm (algorithm 1) using the Ξ3I formula-
tion. All the points located below the 45 degree blue line are
instances where the monolithic reformulation computationally
outperforms the CCG algorithm. For larger uncertainty sets
(R = 15), the monolithic reformulation is on an average
2.1 times faster than CCG. The tightness of the triangle-
set approximation (see section IV-C) and the computational
efficacy of the exact reformulation provides evidence that the
monolithic approach is very effective at solving the DRO.
E. Planning mitigation solutions for uncertain GMDs
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Fig. 9: Optimal objectives and solutions for various R values.
In this section, we consider how the solutions change when
the mean and magnitude of the GMD are varied. Here, the
mean values are (µE, µN) = (5, 4) and R ∈ {0, 10, 20, 30, 40}.
R = 0 indicates a deterministic model with (ξ˜E, ξ˜N) =
(µE, µN) = (5, 4).
In Figure 9, the optimal objective values (top) and mitigation
actions (bottom) change as the size of the uncertainty set (R)
increases. As expected, as R increases, more generators, lines,
and transformers are turned off to mitigate the effect of GMDs
and address a larger number of worst-case scenarios. The
negative impacts of GMDs can be mitigated without shedding
loads (only using line and transformer switching) for R ≤ 20.
However, when R ≥ 10, the total allowable reactive power
losses ((2)’s solution, bottom figure) decreases, indicating that
the topological control actions can mitigate these losses, thus
potentially reducing the need for expensive blocking devices
used in the network. When R ≥ 30, the topological control
actions are not sufficient to handle the uncertainty in the GMD
and some real and reactive power loads are shed. This is
reflected in the increase in the total cost of the objective value
at R = 40.
V. CONCLUSIONS
In this paper, we developed a novel two-stage DRO model
which uses control of transmission lines, generators, and trans-
formers to mitigate potential negative impacts of uncertain
GMDs. This model minimizes the expected total cost of
mitigation for the worst-case distribution in a convex support
set of the GMD’s uncertainty and subject to convex relaxations
of the AC power flow and GMD constraints. Given this convex
support set and mean values for the uncertain GMDs, our
DRO model is solvable using the CCG algorithm. However,
there are no guarantees of finite time convergence. Instead, we
approximated the support set with a polytope with N extreme
points that allows the CCG to terminate with a finite number of
iterations (O(N)). We further reformulated the two-stage DRO
model into a monolithic MISOCP for the special case when
the support set contains three extreme points. We numerically
showed the run-time efficacy of this reformulation. Finally,
we provided a detailed case study on epri-21 system which
analyzed the effects of modeling uncertain GMDs.
There are a number of interesting future directions for this
work. First, given the tightness of the triangle support set
approximation and the computational efficacy of the exact
reformulation, this approach could be used to warm-start
the CCG algorithm and speed up the convergence in cases
with N extreme points. Second, the approximation could
be tightened further by considering different choices of the
extreme points for the triangle. Third, the corrective actions
obtained in this paper may not necessarily be feasible to the
original nonconvex AC power flow and GMD constraints.
Thus AC feasible solution recovery will be important from
the practical perspective, albeit this may be non-trivial for the
DRO version of the problem. Finally, it will be important to
scale the DRO to cases with 100’s or even 1000’s of nodes.
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