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The optimization is an indispensable tool for extracting
the parameters of any complicated models. Hence,
advanced optimization techniques are also necessary
for identifying the model parameters of semiconductor
devices because their current models are very sophis-
ticated (especially the BJT and MOSFET ones). The
equations of such models contain typically one hundred
parameters. Therefore, the measurement and particularly
identification of the full set of the model parameters is
very difficult. In the paper, an optimization method is
presented which is applicable for the identifications of
very complicated models using a relatively small number
of iterations. The algorithm has been implemented
into the original software tool C.I.A. (Circuit Interactive
Analyzer) to its static and dynamic analysis modes.
Therefore, the optimization is able to identify both
direct-current and capacitance models of semiconductor
devices. The process is demonstrated with various
transistors.
Keywords: modeling, semiconductor device, measure-
ment, parameter extraction,optimization,BJT, MOSFET,
JFET
1. Introduction
For identifying the model parameters, both spe-
cial and generally usable tools are used. The
special tools usually work in multistep mode
(i.e., the parameters or their groups are extracted
successively), and therefore they are more ro-
bust than the generally usable ones. The extrac-
tion procedure for the EKV2.6MOSFETmodel
[1] is the typical representative of this group.
On the other hand, the MATLAB Optimization
Toolbox [2] is one of the main representatives of
the generally usable tools (this implementation
contains several powerful optimization meth-
ods – e.g., preconditioned conjugate gradient,
Levenberg-Marquardt, or Gauss-Newton). The
procedures of such tools usually determine the
model parameters en bloc, and therefore they
are not so reliable as the special tools. More-
over, they often need large number of iterations.
However, they are able to optimize more com-
plicated structures.
The C.I.A. optimization procedure belongs to
the generally usable ones – the algorithm seeks
to find up to 25 (in the current stable version
of the program) unknown parameters of the cir-
cuit for the fulfillment of user-specified require-
ments. The algorithm controls the analyses and
changes these parameters after each of them to
successively fulfill the user’s requirements.
2. Description of the Optimization
Procedure of the C.I.A. Program
Let us assume that two circuit output variables
































Figure 1. Diagram of a typical optimization task.
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Figure 1. The circles mark the user-specified
requirements on the output variables, and the
squares mark values of the output variables ob-
tained after an analysis. The algorithm seeks
to minimize the sum of squares of differences
between them
S (x1, . . . , xn) =
m∑
k=1
R2k (x1, . . . , xn) , nm,
(1)
where the optimized parameters of the circuit
are marked by x1, . . . , xn, and Rk, k = 1, . . . , m
are the differences.
An extreme (local or global) of the function of





2Rk∇Rk = 0. (2)
After the standard derivation (e.g., see [3]), the
generalized least-squares procedure is obtained
applying the condition (2) (tmarksmatrix trans-
posing)
JtJΔx(l) = −Jt r, x(l+1) = x(l) + Δx(l),
l = 1, . . . , lmax,
(3)
























k = 1, . . .m, i = 1, . . . , n.
(4)
The generalized least-squares procedure is very
fast, but sometimes insufficiently robust. There-
fore, the method is combined with the classical
gradient one
Δx(l) = −2 Jt r, l = 1, . . . , lmax
to themore reliable (Levenberg-Marquardt)mod-
ification of (3)
[JtJ + λ (l)1]Δx(l) = −Jt r,
x(l+1) =x(l) + Δx(l), l = 1, . . . , lmax,
(5)
where 1 is unit matrix and λ (l) is a scalar
iteration-dependent factor. There are many
methodologies to optimally determine that fac-
tor at each iteration – the most sophisticated
ones use an estimation based on the eigenval-
ues of the Jacobian (4) [4]. However, simpler
empirical ways are mostly also successful [2,3].
The procedure of the C.I.A. program also con-
tains an original version of the empirical method
(however, the method based on the eigenvalues
of JtJ is also developed), which tries to de-
crease the λ (l) factor successively (i.e., to make
the generalized least-squares method more in-
fluential at the end of the process):
λ (1) = 1,





However, this monotone decrease must be inter-
rupted (and therefore the gradient method must
be sometimes made more influential) when the
method seems to diverge:
if l > 1 ∧ S(l)  min
j=1,...,l−1
S(j) then
x(l) := x(l−1), λ (l) := λ (l)52,
(7)
where the first multiplication by 5 compensates
the division by 5 in (6), and the second multi-
plication by 5 increases the scalar factor of the
method.
Let us emphasize that the procedure (5)–(7)
does not use usual one-dimensional minimiza-
tions. This is why the method of the empirical
determination of the scalar factor is quite dif-
ferent from that in MATLAB [2]. However,
the suggested procedure is appreciably faster
– it needs tens or hundreds of iterations com-
pared with thousands typically necessary for the
same tasks in MATLAB (we tested three built-
in methods).
Unfortunately, the method described above is
still insufficient for a relatively wide class of
the circuit optimization problems (especially
for thosewhich generate very different elements
in the Jacobian regarding their magnitudes).
Therefore, the following additional improve-
ments were implemented in the C.I.A. proce-
dure:
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• the differences Rk in (4) must be normal-
ized;
• the differences should also be weighted so
that a measurement inaccuracy can be con-
sidered;
• the Jacobian J in (4) must also be normal-
ized;
• the Jacobian should be determined quickly,
using the sensitivity analysis;
• evaluating the Jacobian is not necessary in
each iteration – the criterion has also been
developed;
• a logarithmic damping suppressing possi-
ble divergence of iterations (5) has also
been included.
2.1. Normalizing the System Equations
The models of semiconductor devices contain
expressions with extreme differences of their
magnitudes (tiny terms togetherwith huge ones).
For such systems, many of the standard opti-
mization algorithms [3] are numerically unsta-
ble. Hence, a normalization of (5) is necessary.











k = 1, . . . , m,
(8)
where (meas) and (ident) mark the measured and
identified values, and the parameters y(null)k sta-
bilize (8) when some measured values are near
or equal to zero. However, many numerical ex-
periments have proven that a normalization of






















is the output of the sensitivity
analysis.
The equation (8) itself is a definition. How-
ever, the equation (9) represents an assignment
modified by the normalization. Therefore, the
solution of the linear system in (5) must be
modified by the assignment
Δx(l)i := Δx(l)i [x(max)i − x(min)i ], i = 1, . . . , n
after each iteration, where x(min)i and x
(max)
i rep-
resent minimum and maximum allowable val-
ues specified by the user. These limits are
mostly determined by the physics of semicon-
ductor devices.
The optimization is one of the important advan-
tages of the C.I.A. program compared with the
other tools for CAD – it may be applied upon
the operating-point, direct-current transfer, fre-
quency, and transient analyses. The number
of optimized circuit parameters is limited to
25. However, there is no problem to increase
that number because the convergence does not
depend on the task dimension. As the C.I.A.
program is the generally usable tool, it is also
possible to identify the parameters of composed
structures, such as theDarlington couple orBJT-
MOSFET cascode.
The empirical factor 5 in (6) and (7) has been
carefully selected by means of many typical op-
timization tasks. It is the appropriate compro-
mise between robustness and efficiency. For
checking whether the found minimum of (1)
is the global one, a semiautomatic method has
been developed which uses automatically gen-
erated starting points. For semiconductor de-
vices, this procedure is mostly sufficient (the
problem of many local minima is more consid-
erable for identifying the model parameters of
transmission lines).
3. Results of the Model Identifications
The model equations which were used for the
following identifications are defined in the ap-
pendix of [5]. A detailed physical theory on




Low Frequency Transistor. The first identi-
fied BJT was KC508, which is a Czech equiva-
lent of BC108. The transistor was firstly iden-
tified without the quasisaturation part of the
model, which was simpler, of course. The
results of the identification are shown in Fig-
ures 2 and 3 – the first one (forward mode)
with the root mean square (rms) error 9.61 %
and maximum absolute value of relative differ-
ences (δmax) 43.1 %, and the second one (re-
verse mode) with the values rms = 4.85 % and
δmax = 20.0 %.
The optimization determined the values of the
model parameters IS = 7 × 10−13 A, ISE =
2.98×10−11 A, ISC = 1.5×10−11 A, βF = 974,













































Figure 2. Forward DC characteristics of the BJT KC508.



































Figure 3. Reverse DC characteristics of the BJT KC508.
βR = 50, nF = 1.1, nR = 1.1, nE = 2.06,
nC = 1.69, VAF = 14.9 V, VAR = 4.9 V,
IKF = 1.2 A, IKR = 1.28 mA, and rC = 3.2 Ω.
As shown in Figure 2, the saturation part of the
characteristics is not optimallymodeled. There-
fore, the newer part of the equations for mod-
eling the quasisaturation [6] must also be con-
sidered. The results of such improved identi-
fication are shown in Figure 4 (they are drawn
using natural linear axes for a comparison with
the previous logarithmic ones). The optimiza-
tion determined the additional model parame-
ters rCO = 10 Ω, VO = 100 V, and γ = 10−7.
With the inclusion of the quasisaturation model,
the errors of the identification were lesser than



























































Figure 4. Using quasisaturation model of the BJT
KC508.

































Figure 5. Forward input characteristic of the BJT
KC508.
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The parameters of the nonlinear base-resistance
model were identified using the input character-
istic of the transistor as shown in Figure 5. The
input characteristic was identified with the er-
rors rms = 13.5 % and δmax = 35.0 % and the
optimization determined the model parameters
rB = 26 Ω, rBM = 37 mΩ, IrB = 3.4 μA, and
rE = 0.53 Ω.
The parameters of the dynamic part of themodel
were also identified. First, both junction ca-
pacitances were determined as shown in Fig-
ure 6. The identification had the errors rms =
1.57% (E), 1.64% (C) and δmax = 2.51% (E),
2.73% (C), and the optimization gave themodel
parameters CJE = 4.38 pF, φE = 0.65 V,
mE = 0.4, CJC = 3.11 pF, φC = 0.4 V, and
mC = 0.273. Second, the transit-time model
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Figure 6. Collector and emitter junction capacitances of
the BJT KC508.























Figure 7. Identification of transit-time model parameters
of the BJT KC508.
parameters were identified as shown in Fig-
ure 7. The optimization determined the model
parameters τF = 0.249 ns, IτF = 0.35 A,
VτF = 8.52 V, and XτF = 0.33 with the er-
rors rms = 31.8 % and δmax = 94.4 %. The
last two ones seem to be large – however, the
differences were determined using the “verti-
cal” distances which were not optimal here, of
course (actually, the identification can be con-
sidered quite successful). The reverse transit
time was identified in the same way with the
result τR = 23 ns.
High Frequency Transistor. The second iden-
tified BJT was the microwave KT391 with the
characteristics shown in Figure 8. The irreg-
ularities were probably caused by oscillations






































































Figure 9. Relative errors of the identification in the
selected stable area.
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to perform the DC measurements for the mi-
crowave transistors due to problematic stability.
The optimization determined the values of the
model parameters IS = 10−8 A, ISE = 4.7 ×
10−9 A, ISC = 10−7 A, βF = 133, βR = 1.6,
nF = 1.15, nR = 1.13, nE = 1.86, nC = 1.75,
VAF = 123 V, VAR = 2 V, IKF = 18 mA, IKR =
86 mA, rC = 2 Ω, rB = 10 Ω, rBM = 1 Ω,
IrB = 100 μA, and rE = 1.6Ωwith the identifi-
cation errors rms = 16.0 % and δmax = 61.7 %.
However, if only the triangular “stable” region
was used, as shown in Figures 8 and 9, then the
identification errors were lesser: rms = 5.99 %
and δmax = 22.2 %.









































































Figure 11. Forward DC characteristics of the N-channel
enhancement-mode MOSFET BUZ345.
3.2. MOSFET
Enhancement Mode Transistors. At first, let
us identify the models of enhancement-mode
transistors. The first one was the low-power P-
channel MOSFET 2N3608 – see Figure 10. The
identification procedure determined the values
of the model parameters VTO = −4.77 V,φS = 0.657 V, φO = 0.806 V, W = 37.9 μm,
L = 3.46 μm, XJ = 1.54μm, XJL = 0.762μm,
tox = 98.7 nm, NFS = 1015 m−2, NA =
2.32×1022 m−3, vmax = 3.55×105 m/s, μO =
0.0719 m2/(Vs), EP = 3.4 MV/m, κ = 0.441,
KP = 2.49 × 10−5 A/V2, γ = 0.294 √V,
δ = 0.989, η = 0.03, θ = 0.00334 V−1,
and ι = 0.34 (the last one was present only









































Figure 12. Forward DC characteristics of the N-channel
depletion-mode MOSFET KF521.











































Figure 13. Drain and source junction capacitances of the
MOSFET KF521.
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ditional fitting factor). The parameters of the
model were found with the excellent precision:
rms = 2.18 % and δmax = 5.41 %.
The second one was the high-power N-channel
VMOS BUZ345 – see Figure 11. The iden-
tification procedure determined the values of
the model parameters VTO = 3.26 V, φS =
0.578 V, φO = 0.801 V, W = 1.46 m, L =
4.97 μm, XJ = 0.289 μm, XJL = 0.179 μm,
tox = 74.7 nm, NFS = 1015 m−2, NA =
1.73 × 1020 m−3, vmax = 3.23 × 105 m/s,
μO = 0.0585 m2/(Vs), κ = 0.0306, KP =
4.19 × 10−5 A/V2, γ = 0.366 √V, δ = 1,
θ = 0.0384 V−1, ι = 0.572, rD = 0.0249 Ω,
and rS = 0.0435 Ω (for the power devices, the
drain and source resistances must also be identi-
fied; in the previous example, their values were
fixed to the defaults 10 Ω). The identification
errors for that power device were greater than
those for the previous one (which is natural):
rms = 8.67 % and δmax = 28.8 %. Moreover,
the value of W was extreme but logical – power
devices were composed of many single struc-
tures and therefore such value represented an
integral.
Depletion Mode Transistor. Let us identify
the model of a depletion-mode transistor which
was the N-channel KF521 – see Figure 12. The
identification procedure determined the values
of the model parameters VTO = −1.48 V, φS =
0.334 V, φO = 0.789 V, W = 443 μm, L =
4.83 μm, XJ = 0.932 μm, XJL = 0.827 μm,
tox = 71.8 nm, NFS = 1015 m−2, NA =
7.51 × 1021 m−3, vmax = 1.71 × 105 m/s,
μO = 0.0535 m2/(Vs), EP = 419 kV/m, κ =
0.4, KP = 2.12× 10−5 A/V2, γ = 0.568 √V,
δ = 1, η = 0.811, θ = 0.002 V−1, ι = 0.929,
rD = 11.8Ω, and rS = 5.17Ω. Again, the iden-
tification ended with small errors rms = 4.06 %
and δmax = 14.5 %.
For the MOSFET KF521, the parameters of the
model of its junction capacitances were also
identified – see Figure 13. The identifica-
tion procedure determined the model parame-
tersCJO areaS = 2.17 pF, CJO areaD = 1.57 pF,
CJOsw perimeterS = 0.26 pF, CJOsw perimeterD
= 0.182 pF, φO = 0.789 V, φOsw = 0.789 V,
mS = 0.302, mSsw = 0.183, mD = 0.213, and
mDsw = 0.286 – again, the errors of the iden-
tification were relatively very small: rms =








































Figure 14. Forward DC characteristics of the P-channel
JFET 2N2498.
2.73% (S), 3.15% (D), and δmax = 4.36% (S),
6.90 % (D).
3.3. JFET
Let us identify the model parameters of the P-
channel JFET 2N2498 – see Figure 14. The
identification procedure determined the values
of the model parameters VT = −2.288 V (i.e.,
the “physical” threshold voltage was +2.288 V
[6]),β = 1.299×10−3 AV−2, λ = 0.02322V−1,
rD = 55.75Ω, and rS = 108.3Ωwith the errors
rms = 10.4 % and δmax = 42.38 % (the largerδmax occurred for the voltages/currents near to
zero, which is far from the standard JFET opera-
ting points).
4. Conclusion
An optimization algorithm has been presented
which is convenient for the robust and efficient
identifications of complicated models. The al-
gorithm has been improved using the normal-
ization of equations, which is important for sta-
bility of the identifications of semiconductor
devices. The modified algorithm has been im-
plemented into the C.I.A. program, and typical
measurements and identifications of the model
parameters have been demonstrated.
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