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1 Introduction
This is the third and final paper in a series which establish results announced in
[11]. We will begin by recalling the central result and some background. Suppose
given an n-dimensional compact Ka¨hler manifold X the general question, going
back to Calabi [8] is to ask whether X admits a Ka¨hler-Einstein metric: a
Ka¨hler metric ω whose Ricci form ρ is a multiple of ω. Since the Ricci form
represents the characteristic class c1(X) a necessary condition is that c1 is either
positive, negative or zero (in real cohomology). In renowned work in the 1970’s,
the negative case was settled by Aubin [2] and Yau [45], and the case when
c1 = 0—the “Calabi-Yau case”—by Yau [45]. It has been known for many years
that in the positive case, when X is a “Fano manifold”, new features arise in
that there are obstructions to solving the Ka¨hler-Einstein equation and hence
no straightforward general existence theorem, of the same kind as those for
c1 < 0 or c1 = 0. The first such obstruction was found by Matsushima [32],
who showed that if a Fano manifold X admits a Ka¨hler-Einstein metric then
the holomorphic automorphism group of X is reductive: thus, for example, the
blow-up of the projective plane at one point does not carry a Ka¨hler-Einstein
metric. Later, Futaki [23] discovered a character of the automorphism group
(the Futaki invariant) which depends only on the complex geometry of X but
which must vanish if X admits a Ka¨hler-Einstein metric. So, for example,
one can easily write down many toric Fano manifolds which do not have such
metrics. (In fact Futaki’s theory applies in the wider world of constant scalar
curvature Ka¨hler metrics [9].)
There has been an immense amount of work (which we will not attempt to
summarise) establishing existence theorems in particular cases. Notably, Tian
∗X-X. Chen was partly supported by National Science Foundation grant No 1211652; S.
Donaldson and S. Sun were partly supported by the European Research Council award No
247331.
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gave a complete solution of the problem in complex dimension 2 [39]. The
idea that the correct criterion for the existence of a solution should involve the
algebro-geometric notion of stability goes back to Yau [46]. In one direction,
Tian established the necessity of a stability condition and demonstrated by an
example that this gave a condition going beyond those previously known, in that
there are Fano manifolds with trivial automorphism group which do not admit
Ka¨hler-Einstein metrics [40]. But the other direction, to establish existence a
stability condition, has proved much harder and this is what we achieve here.
A variety of stability conditions have been considered in the literature but the
one we use is essentially the K-stability introduced by Tian in [40]. We will not
recall the definition in detail just here but postpone that to a technical discus-
sion in Section 5 below. In brief, testing the stability of X involves considering
equivariant degenerations over the disc with general fibre X but some possibly
different central fibre X0, which has a C
∗-action. This central fibre is allowed
to be singular and specifying precisely what singularities are allowed is a part
of the technical discussion. The stability condition involves the Futaki invari-
ant of this C∗ action on X0, and the extension of that theory to the singular
situation is another important part of the technical discussion. Assuming, then
the definition of K-stability as known, our main result (announced in [11]) is
Theorem 1. If a Fano manifold X is K-stable then it admits a Ka¨hler-Einstein
metric.
As indicated above, the converse is also known (see further references in
Section 5 below). Thus K-stability is a necessary and sufficient condition for the
existence of a Ka¨hler-Einstein metric. The basic point about this result is that
K-stability is an entirely algebro-geometric condition, so we have in principle
an algebro-geometric criterion for the existence of a Ka¨hler-Einstein metric. On
the other hand we should point out that as things stand at present the result
is of very limited use in concrete cases, so that there is no manifold X known
to us, not covered by other existence results and where we can deduce that X
has a Ka¨hler-Einstein metric. This is because it seems a very difficult matter
to test K-stability by a direct study of all possible degenerations. However
we are optimistic that this situation will change in the future, with a deeper
analysis of the stability condition. As Yau has pointed out [46], our result has
an interesting theoretical consequence. The tangent bundle of a Ka¨hler-Einstein
manifold has a Hermitian Yang-Mills metric and (assuming that the manifold
is not a product) is thus a stable bundle in the sense of Mumford. So we have
the algebro-geometric statement that the K-stability of a Fano manifold implies
the stability of its tangent bundle.
We now move to a more technical level in this Introduction and outline the
detailed results proved in this paper. In Section 5 we return to the larger picture
and explain how these results, along with those in [12], [13] lead to a proof of
our main result.
To avoid repetition we assume that the reader is familiar with the introduc-
tion of [13] and we adopt the same notation, so we have a sequence of Fano
manifolds Xi with Ka¨hler-Einstein metrics ωi having cone singularities along
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Di with cone angle 2πβi where βi ∈ (0, 1) converges to β∞. The divisors Di
are smooth divisors in | − λKXi | for some fixed λ. Our previous paper studied
the case when β∞ < 1 and the first point of the present paper is to extend the
results to the case when β∞ = 1. Thus we prove
Theorem 2. Let Xi be a sequence of Fano manifolds with fixed Hilbert polyno-
mial. Let Di ⊂ Xi be smooth divisors in |−λKXi |, for fixed λ > 0. Let βi ∈ (0, 1)
be a sequence converging to 1. Suppose that there are Ka¨hler-Einstein metrics
ωi on Xi with cone angle 2πβi along Di. Then there is a Q-Fano variety W
such that
1. there is a weak Ka¨hler-Einstein metric ω on W (In particular, by our
definition in [13] if W is smooth, then ω is a genuine smooth Ka¨hler-
Einstein metric);
2. possibly after passing to a subsequence, there are embeddings Ti : Xi →
CPN , T∞ :W → CPN , defined by the complete linear systems | −mKXi |
and |−mKW | respectively (for a suitable m depending only on the dimen-
sion of Xi and λ), such that Ti(Xi) converge to T∞(W ).
This is the exact analogue of Theorem 2 in [13], with the difference that
the cone singularity “disappears” in the limit when β = 1. (Although it is not
stated explicitly in [13], it is clear that the power m in that case also depends
only on the dimension of Xi, λ and the positive lower bound of Ricci curvature.)
The precise definition of a weak Ka¨hler-Einstein metric on a Q-Fano variety is
given in the introduction to [13].
As in [13], the proof of Theorem 2 goes via a study of the Gromov-Hausdorff
limit. We may suppose by taking a subsequence and using Theorem 1 or 2 in
[12] that the (Xi, ωi) do have such a limit Z. Then as explained in [13] the
Cheeger-Colding-Tian structure theory applies to Z, so Z is a disjoint union
R ∪ S where S = S1 ∪ S2 ∪ . . . and Si has Hausdorff codimension at least 2i,
while R is the set of regular points. Our main result on the structure of the
limit is
Theorem 3. The set R is open and the metric on R is a smooth Ka¨hler Einstein
metric ω. We can choose local complex coordinates so that ωi converges to ω in
Lp for all p. The same applies to any iterated tangent cone to Z.
From this we are able to prove:
Corollary 1. S = S2. The same applies to any iterated tangent cone of Z.
In other words we have established the same results about the structure of
Z as are known, in the standard theory, for limits of smooth Ka¨hler-Einstein
manifolds.
Given these results it is straightforward to adapt the arguments in [21], [13]
to prove Theorems 1. See section 2 below. We have two approaches to prove
Theorem 3. The first uses similar techniques to those in [13], but there are new
difficulties to overcome. This is done in Section 2 below. We give the second
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proof in Section 3: this uses Ricci flow and a variant of Perelman’s pseudolo-
cality theorem due to Tian and Wang [41]. In the first approach, we only need
to approximate the metrics ωi by smooth Ka¨hler metrics with Ricci curvature
bounded from below. In the second approach, we need to use the full strength
of our approximation result [12] that (Xi, ωi) can be approximated by metrics
with Ricci curvature bounded below by βi as βi → 1.
In Section 4 we consider the automorphism group of a pair (W,∆) and we
prove the relevant statements in [11].
Theorem 4. Let W be a Q-Fano variety, ∆ a Weil divisor and 0 < β < 1. If
there is a weak conical Ka¨hler-Einstein metric for the triple (W,∆, β) then the
automorphism group of (W,∆) is reductive and the Futaki invariant is zero.
In this statement we include the case when ∆ is empty, so the metric is a
weak Ka¨hler-Einstein metric on W , as above. Of course in the case when ∆
is empty and W is smooth this result comes down to the well-known results
of Matsushima and Futaki mentioned above, so the point is to deal with the
singularities.
As stated before, in Section 5 we put all our technical results together to
give the proof of the main theorem. In the Appendix 1 we give an exposition of
the proof of convexity of the Ding functional and the uniqueness of weak conical
Ka¨hler-Einstein metrics which is used in the proof of Theorem 4. In Appendix
2 we likewise give an exposition of the proof of a PDE result of Evans-Krylov
type, which we use in Section 2.
Acknowledgements: The first author would like to express his deep grati-
tude to his parents, who put all the little they had to give him the best education,
and to his wife, without whose love, support, and continued sacrifice he would
never have had the courage to persevere in a mathematical career.
We thank Weiyong He, Long Li, Bing Wang and Yuanqi Wang for help
during the preparation of this series of papers.
2 First proof of Theorem 3 and proof of Corol-
lary 1
2.1 Overview
The focus in this section is on a Riemannian ball B = B(p, 1) (in a Ka¨hler-
Einstein manifold (X,ω) with cone singularities along a divisor D) which is
Gromov-Hausdorff close to the unit ball B2n. Here we are considering the
scaled case but we assume the scaling is by a factor a1/2 for integer a so there
is a line bundle L→ X with curvature ω. We also suppose that we have a fixed
distance function on B⊔B2n as in the definition of Gromov-Hausdorff distance.
The fundamental difficulty, when the cone angle tends to 2π, is in controlling
the singular set D∩B. To illustrate this consider the local discussion in the case
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of complex dimension 1. Then any metric on the ball can be Gromov-Hausdorff
approximated by a flat metric with cone singularities of cone angle close to 2π
at many points. So without control of the number of points we cannot say
anything more about the metric. In general we will exert control by arguments
based on a generalisation of the notion of “Minkoswki measure”.
Recall that for any set A in a 2n-dimensional length space P (of a suitable
kind) we define the Minkowski measure m(A) as in Section 2 in [13]. We want
to extend this notion slightly. Given η > 0 we let m(η,A) be the infimum of
numbers M such that for all r ≥ η there is a cover of A by at most Mr2−2n
balls of radius r (with m(η,A) = ∞ if there are no such numbers M). Thus
m(A) ≤M if and only if m(η,A) ≤M for all η > 0.
We want an appropriate notion of “good local holomorphic co-ordinates”.
Fix p > 2n (in order to have a Sobolev embedding Lp1 → C0). Given x ∈ B
and numbers r, δ′ > 0 we say that a holomorphic map Γ : B(x, r) → Cn is an
(r, δ′)-chart centred at x if
1. Γ(x) = 0;
2. Γ is a homeomorphism to its image;
3. For all x′, x′′ ∈ Bx(r) we have |d(x′, x′′)− d(Γ(x′),Γ(x′′))| ≤ δ′;
4.
‖Γ∗(ω)− ωEuc‖Lp ≤ δ′.
Next we want to introduce a useful invariant I(Ω) for any domain Ω ⊂ X .
Recall that for x ∈ X and r > 0 we define the volume ratio V R(x, r) to be the
ratio of the volume of the ball B(x, r) and the Euclidean ball rB2n. Then we
set
I(Ω) = inf
B(x,r)⊂Ω
V R(x, r). (1)
In our situation, of positive Ricci curvature, the Bishop inequality states that
V R(x, r) ≤ 1 so I(Ω) ≤ 1. We will only be concerned with the case when
Ω is a ball, in particular when Ω = B. Then, by fundamental results of
Cheeger and Colding, 1 − I(B) is closely related to the Gromov-Hausdorff
distance dGH(B,B
2n). That is, for any λ > 1, 1 − I(B) is controlled by
dGH(B(p, λ), λB
2n) and dGH(B,B
2n) is controlled by 1 − I(B). The advan-
tage of the invariant I(Ω) is that, from the definition, it has a monotonicity
property I(Ω′) ≥ I(Ω) for Ω′ ⊂ Ω.
We can now state the main technical result of this Section.
Proposition 1. Given M, c there are ρ(M), η(M, c), δ(M, c) > 0 with the
following effect. Suppose 1 − I(B) ≤ δ and that W ⊂ B is a subset with
m(η,W ) ≤M such that for any point x in B \W there is a (cη, δ)-chart centred
at x. Then (for some fixed C, independent of M, c)
• There is a local Ka¨hler potential φ for ω on the ball B(p, ρ) with |φ|ρ−2 ≤
C.
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• There is a holomorphic map F from B(p, ρ) to Cn which is a homeomor-
phism to its image, satisfies a Lipschitz bound |∇F | ≤ C and such that
the image lies between (0.9)ρB2n and (1.1)ρB2n.
Stated more loosely and informally: the good local co-ordinates at points
outside the “small” set W go over to a controlled local co-ordinate on a ball of
definite size ρ around p, where the size depends on M . In fact we will only need
to apply this Proposition with some fixed computable number M , so effectively
we can think of ρ as being fixed.
We prove Proposition 1 using the Ho¨rmander technique, following the same
general strategy as in [21], [13]. Thus we want to have a suitable “large” open set
Ω in the complement of W on which the geometric structures can be identified,
up to small errors, with the flat model on a corresponding set in B2n. We want
to have a cut-off function with derivative small in L2. We transport holomorphic
sections of the line bundle from the model to get approximately holomorphic
sections over B and project these to genuine holomorphic sections. Then the
proof of Proposition 1 is much the same as the proof of Proposition 12 in [13].
All of this is covered in subsections 2.2, 2.3, 2.4 below.
We apply Proposition 1 twice in the proof of Theorem 2. The first application
is relatively straightforward and a simpler statement would suffice. This leads
to a lower bound on the local densities of the divisor (Corollary 2). The second
application is more involved and uses the full force of the statement. This is
used in an inductive argument to handle the situation, with some fixed δ, where
the volume of D ∩ B is possibly large but where the cone angle is sufficiently
close to 2π.
2.2 Holonomy
One of the main technical difficulties in the proof of Proposition 1 involves
holonomy. Thus we begin with a treatment of that. We state and prove a
rather involved technical result (Proposition 2 below) which will be just what
we need later.
For a subsetW ⊂ B2n and s > 0 we define Ω(W, s) ⊂ B2n to be set of points
of distance greater than s from any point of W and also from the boundary of
B2n. Given C > 1, η > 0 we say that a Euclidean circle of radius between η
and Cη and contained in Ω(W, η) is a standard (C, η) circle for W .
Proposition 2. Given r,M, θ > 0 there exists η0, ζ, C > 0 such that if η ≤ η0
there is a ψ > 0 (depending on η) with the following effect. If W ⊂ B2n is a set
with m(η,W ) ≤M and if a is a connection on an S1 bundle over Ω(W, η) whose
holonomy around every standard (C, η)-circle for W is bounded by ζ and with
Lp norm of the curvature less than ψ, then over Ω(W, r) there is a trivialisation
of the bundle so that connection form has |a| ≤ θ.
(Here, in saying that the holonomy is bounded by ζ we mean that the holon-
omy is exp(iα) for |α| ≤ ζ.)
The first part of the proof of Proposition 1 uses a compactness argument.
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Suppose the statement is false, for some fixed r,M, θ. Then we have ηi, ζi →
0 and Ci →∞ such that we can find the following
• For each i a sequence ψij > 0 tending to zero as j →∞.
• Sets Wij with m(ηi,Wij) ≤M .
• connections Aij over Ω(Wij , ηi) such that the holonomy around each stan-
dard (Ci, ηi) circle for Wij is bounded by ζi, and the L
p norm of the
curvature is bounded by ψij ;
• there is no trivialisation of the bundle over Ω(Wij , r) in which the connec-
tion form is bounded by θ.
Fix i and choose a cover of each set Wij by a fixed number of ηi balls, as
in the definition of m(η, ·). Taking a subsequence we can suppose the centres
of these balls converge as j → ∞. Let Ui be the union of the 2ηi balls centred
on the limit points. Then one sees from the definition that m(ηi, Ui) ≤ M ′ for
some fixed M ′ depending onM,n. Again taking a subsequence, we can suppose
that the Aij converge in C
0 on compact subsets of B2n \Ui to a flat connection
Ai. That is, we use a local gauge fixing to get local convergence in L
p
1 and the
Sobolev embedding gives local C0 convergence. Then we can glue together the
local trivialisations to get C0 convergence on compact sets, as in [43]. (But the
abelian case here is much more straightforward.) The definitions imply that the
holonomy of Ai around any standard (Ci/2, 2ηi) circle for Ui is bounded by ζi.
We can suppose that ηi is a decreasing sequence som(ηi, Ui′) ≤M ′ for all i′ ≥ i.
For each i for all integers t such that 2−t ≥ ηi, and for all i′ ≥ i choose a cover
of Ui′ by a fixed number of 2
−t balls, as in the definition of m(ηi, ·). Taking
a subsequence we can suppose that for all t the centres of these balls converge
as i′ → ∞. Let Vi,t be the union of the closed 2−t balls with these limiting
centres and set W∞ =
⋂
i,t Vi,t. Then W∞ is a closed set, m(W∞) ≤ M ′′ for
some fixed M ′′ depending on M,n and if p is a point with d(p,W∞) > s for
some s then d(p, Ui) ≥ s for large i. We get a limiting flat connection A∞ over
B2n \W∞, where the limit is in the sense of convergence on compact subsets.
If we know that A∞ is the trivial flat connection then we get a contradiction to
our hypotheses and the Proposition is proved.
We now pass to the second part of the proof.
Lemma 1. Let W∞ ⊂ B2n be a closed set with m(W∞) < ∞ and let Γ be a
loop in B2n \ W∞. Then we can find N,C > 0 such that for all sufficiently
small η the loop Γ is contained in Ω(W∞, η) and is homologous in Ω(W∞, η) to
a sum of at most N standard (C, η) circles for W∞.
Assuming this Lemma for the moment we complete the proof of the Propo-
sition. Suppose, arguing for a contradiction that the connection A∞ is not
trivial, so has nontrivial holonomy around some loop Γ. Let this holonomy be
eiγ . Choose ζ = |γ|/(10N) where N is as in the Lemma. Choose i large enough
that ζi < ζ. The standard (C, η)-loops for W∞ furnished by the Lemma are
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standard (2C, η/2) loops for Ui for large enough i, so the holonomy around each
is bounded by ζi ≤ ζ once 2ηi < η/2 and Ci > 4C. This gives our contradiction.
We move on to prove the Lemma. We can assume that Γ is an embedded
piecewise linear loop, determined by a sequence of vertices q1, . . . , qp = q0. There
is clearly no real loss of generality is supposing that 0 does not lie in W∞ or Γ.
Likewise we can make the general position assumption that the triples 0qjqj+1
span distinct planes Πj and that Πj meets Πk only at 0 if k 6= j ± 1. Choose
a real (2n− 2) dimensional subspace L ⊂ Cn+1 transverse to all the planes Πj .
For each v ∈ L we can take the cone C(v,Γ) over Γ with vertex v. Thus C(v,Γ)
is a union of triangles ∆j,v with vertices v, qj , gj+1.
Consider the projection from Cn \ {0} to the unit sphere S2n−1. The image
of W∞ has finite Minkowski measure and so in particular has empty interior.
This means that, after perhaps making a small perturbation to Γ we can suppose
that W∞ does not meet the rays 0, qj . It follows that for sufficiently small v the
intersection of W∞ and C(v,Γ) lies strictly inside the interior of the triangles
∆j,v. Thus we can find λ1, λ2 > 0 such that if |v| ≤ λ1 the distance between
two points in W∞ ∩C(v,Γ) which lie in different triangles exceeeds λ2. We can
then find κ1 > 0 such that if |v1|, |v2| ≤ λ1 and if wi ∈ C(vi,Γ) ∩W∞ then
|w1 − w2| ≥ κ1|v1 − v2|.
Given η > 0 we take a finite set of S points vi in the ball of radius λ1
in L such that the distance between any two points exceeds 20κ−11 η and with
S ≥ κ2η2−2n, for fixed κ2 > 0. Using the definition of Minkowski measure we
can find a set of T points zν in W∞ so that the η balls with these centres cover
W∞, where T ≤ Mη2−2n. Suppose that xi ∈ C(vi,Γ) and xj ∈ C(vj ,Γ) for
distinct i, j. Suppose also that |xi − zµ| ≤ 2η and |xj − zν | ≤ 2η for some µ, ν.
Then we cannot have µ = ν, since then |xi − xj | ≤ 4η. For each i let Mi be the
number of points zν whose 2η neighbourhoods intersect C(vi,Γ). A counting
argument shows that we can find a fixed K0 (independent of η) so that for some
i we have Mi ≤ K0. Having found this vector vi we just write vi = v. Let U be
the intersection of C(v,Γ) with all the 2η balls centre zν . Thus U is the union
of at most K0 discs in the interiors of the triangles ∆i,v ⊂ C(v,Γ). On the other
hand U contains the intersection of C(v,Γ) with the η neighbourhood of W∞.
The proof of the Lemma follows easily. This completes the proof of Proposition
1.
2.3 Matching with the flat model
To begin we state:
Lemma 2. Given r,M > 0 there is an η1 > 0 such that if W ⊂ B2n is a set
with m(η1,W ) ≤ M then any two points in Ω(W, r) can be joined by a path in
Ω(W, η).
The proof is similar to the proof of Lemma 1 above, but simpler. Given
points x, y ∈ Ω(W, r) we consider a (2n − 1)-dimensional family of piecewise
linear paths from x to y. Then a counting argument shows that when η is
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sufficiently small at least one of these paths must lie in Ω(W, η). We leave the
reader to fill in details.
Lemma 3. Let U be a domain in Cn and let a, b be points in Cn. Let fi :
U → Cn be a sequence of maps which can be written in the form fi = gif˜ih−1i
where f˜i are holomorphic and gi, hi are Euclidean transformations fixing a, b
respectively. If fi converges to the inclusion map U → Cn in C0 then they also
converge in C∞ on compact subsets of U .
This is clear from the compactness of the orthogonal group and elliptic esti-
mates for holomorphic maps.
Proposition 3. For M˜, c, r, θ˜ > 0, there are δ, η such that the following holds.
If 1− I(B) ≤ δ and W ⊂ B is a subset with m(η,W ) ≤ M˜ and for any point x
not in W there is a (cη, δ)-chart centred at x then there is an open embedding
φ : Ω(W, r) → B2n such that ‖φ∗(ω) − ωEuc‖Lp ≤ θ˜, |φ∗(J) − JEuc| ≤ θ˜ and
d(x, φ(x)) ≤ θ˜.
Here J, ω are the complex structure and 2-form on B and JEuc, ωEuc the
standard structures on B2n.
Recall that 1 − I(B) controls the Gromov-Hausdorff distance of B to B2n.
To streamline notation let us write δ∗(δ) for any function that tends to 0 with
δ, which can vary from line to line. Thus for example we have 1 − I(B) ≤ δ
implies that dGH(B,B
2n) ≤ δ∗.
First we use Lemma 2 to fix η so that for a subsetW ⊂ B2n with m(η,W ) ≤
M˜ any two points in Ω(W, r) can be joined by a path in Ω(W, η). Now we
prove the existence of a suitable δ by a contradiction argument, so suppose
there are violating sequences δi → 0 and Wi ⊂ Bi. We choose (not-necessarily
continuous) maps Φi : Bi → B so that
|d(x, y) − d(Φi(x),Φi(y))| ≤ 3δ∗i ,
and the image of Φi is 2δ
∗
i -dense. Cover Wi by a fixed number of η-balls with
centres xi,µ, and consider the points Φi(xi,µ) ∈ B2n. Passing to a subsequence,
we can suppose that for each µ these converge as i → ∞ to points zµ ∈ B2n.
Let W∞ ⊂ B2n be the union of the η-balls with centre µ.
We want to construct a map φ on Ω(Wi, r) for large i, as in the statement
of the Proposition, thus obtaining a contradiction. To simplify the notation
we drop the index i. Fix a cover of B2n \W∞ by cη-balls centred at points
pν ∈ B2n \W∞ and let 1 =
∑
χµ be a smooth partition of unity on B
2n \W∞
subordinate to this cover. Choose points xν ∈ B\W such that d(Φ(xν), pν) ≤ δ∗.
By hypothesis we have a (cη, δ)-chart Γν mapping the cη-ball centred on xν
to Cn, with Γν(xν) = 0. Given an element gν of the orthogonal group, we
can define Γ˜ν(x) = gΓν(x) + pν . Write Φν = Φ ◦ Γ˜−1ν . By an elementary
geometric argument we can choose gν so that for all z in the domain of Φν
we have d(z, Φ˜ν(z)) ≤ δ∗. Now consider a pair of indices ν, ν′ such that the
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cη-balls centred at pν , pν′ intersect. We have an overlap map fν,ν′ = Γ˜ν′ ◦ Γ˜−1ν
defined on a domain which is arbitrarily close to this intersection and we have
d(fν,ν′(z), z) ≤ δ∗. By construction this map has the form considered in Lemma
3 and it follows from that lemma that, after shrinking the domain slightly, fν,ν′
is close to the identity in C1. Now let χ˜ν be the functions on B defined by
χ˜ν = χν ◦ Γ˜ν . We can make
∑
ν χ˜ν as close to 1 as we please over B \W by
making δ small. Define
φ(z) =
∑
ν χ˜ν(z)Γ˜ν(z)∑
ν χ˜ν(z)
.
It is easy to check that for any θ˜ we can ensure d(x, φ(x)) ≤ θ˜, for all x, by
making δ small. Fix ν and consider the composite fν = φ◦ Γ˜−1ν , which is defined
on a domain arbitrarily close to the cη ball centre pν . We can write
fν(z) = z +
∑
ν′
aν′(z)(fν,ν′(z)− z),
where the sums runs over indices ν′ 6= ν such that the corresponding balls in-
tersect and the weight functions aν′ satisfy a fixed C
1 bound. Then Lemma 3
implies that fν is C
1 close to the identity map. Thus to show that φ∗(J), φ∗(ω)
are close to the standard structures, in the sense stated in Proposition 3, it
suffices to show the same for (Γ˜ν)∗(J), (Γ˜ν)∗(ω), for each ν. Let Jν , ων be the
structures obtained from the standard structures on Cn by applying the Eu-
clidean transformation gν. Then it is immediate that (Γ˜ν)∗(J), (Γ˜ν)∗(ω) are
close in the relevant sense to Jν , ων. Thus for any ν, ν
′ such that the corre-
sponding balls intersect Jν must be close to Jν′ and ων to ων′ . The connectivity
hypothesis implies that Ω(W, r) is covered by balls as above such that any two
can be joined by a chain of balls whose successive members intersect. Since we
have a fixed number of balls we see that we can suppose, after perhaps making a
single overall change of linear complex structure on Cn that (Γ˜ν)∗(J), (Γ˜ν)∗(ω)
are close to fixed standard structures. This completes the proof of Proposition
3.
Proposition 4. Let AEuc be the standard connection on the trivial line bun-
dle LEuc over B
2n with curvature ωEuc. Suppose we add to the hypotheses of
Proposition 3 the assumption that 1 − I(2B) < δ. Then in the conclusion of
Proposition 3 we can suppose there is a lift φ˜ of φ to a bundle map from L to
LEuc such that |AEuc − φ˜∗(A)| ≤ θ˜.
The proof involves a number of steps.
Step 1 We apply Proposition 2 with M = 2M˜ , θ = θ˜/2. This gives us
numbers η0, C, ζ and for η ≤ η0 a ψ(η).
Step 2 We make some elementary constructions in Euclidean space. Given
C as in Step 1 let S be a circle in R2n of radius λη for 1 ≤ λ ≤ C and η << C−1
with centre at the origin. Choose co-ordinates (x1, . . . , x2n) so that S lies in the
(x1, x2) plane. For i = 3, . . . , 2n let ni be the point on the unit sphere with ith.
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co-ordinate 1 and all others zero and let fi(x) = 1− |x−ni|. Thus, for small x,
fi is an approximation to the ith. co-ordinate function. Put these together to
define a map f : B2n → R2n−2.
Next fix a (2n − 2) form Θ on R2n−2 of integral 1, supported in the 1/4
ball and with |Θ| ≤ C1 say. So we have a dilated form Θη supported in the
η/4-ball, with integral 1 and |Θη| ≤ C1η2−2n. Let g(t) be a function equal to
0 for t ≤ (λ − 1/2)η and to 1 for t ≥ (λ − 1/4)η and define G : B2n → R by
G(x) = g(|x|). Then it is clear that, if η is sufficiently small the 2n − 1 form
dG ∧ f∗(Θη) is supported in the η-neighbourhood of S and that the fibres of
(f˜ , G) : B2n → R2n−1 in this neighbourhood are loops which are close to S. Let
α be 1 form defined over this η-neighbourhood of S with |dα| ≤ n and consider
the integral
I =
∫
α ∧ dG ∧ f∗(Θη). (2)
This can be written as a weighted average of the integrals of α over the fibres
and it is clear from this that we have
|I −
∫
S
α| ≤ C2η2, (3)
since any fibres is homologous to S by a surface of area O(η2). Let
C3 = 2(C2 + C1C
2n
√
2n− 2VolB2n).
Step 3 With ζ as obtained in Step 1, choose η1 so that C3η
2
1 ≤ ζ. Now
apply Proposition 3 with η˜ = η1. Choose δ << η1 so that the geometry of the
ball B on scale η1 is very close to that of the Euclidean ball. If we write W for
the complement of ψ(Ωη1) in B
2n we can ensure that m(η1,W ) ≤M2 for some
fixed M2 depending on M˜ .
Step 4 Now we are in the situation considered in Proposition 2. For clarity
we suppress the map ψ, so we are regarding Ωη1 as a subset B
2n \W of B2n.
We have a connection a on the line bundle L ⊗ Λ∗ over B2n \W and we can
arrange that the Lp norm of its curvature is less than ψ(η) by assuming δ small.
Step 5 To complete the proof we need to see that the holonomy of a around
any standard (C, η1)-circle S for W is bounded by ζ. First consider the case
when the circle has centre at the origin. We use the distance functions from
ni to define a Lipschitz map fB : B → R2n with |∇fB | ≤
√
2n− 2 and the
distance from p to define a function GB : B
2n → R. We can suppose (when δ is
small) that the support of dGB ∧f∗B(Θη1) is contained in the η1-neighbourhood
of S and hence in Ωη1 . Then over this support we can suppose that the picture
is close as we like to the Euclidean model. (Initially the approximation is in C0
but we can introduce a small smoothing.)
By a result of Cheeger and Colding the ball B is homeomorphic to B2n (for
small δ) thus the line bundle L is topologically trivial. We choose a trivialisation
to give us a connection form A. Since the holonomy of the standard connection
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AEuc around S is clearly O(η
2
1) it suffices to control the integral of A around S.
Now consider
IB =
∫
B
A ∧ dGB ∧ f∗B(Θη1).
By making the approximation close enough we get
|IB −
∫
S
A| ≤ 2C2η21 .
On the other hand we can integrate by parts to write
IB =
∫
B
GBdA ∧ f∗B(Θη1).
This integral is supported on a ball of radius Cη1 and the integrand is bounded
by
√
2n− 2C1η2−2n1 . So we get |IB | ≤ C2n
√
2n− 2C1η2n1 η2−2n1 Vol(B2n) and
deduce that the integral of A around S is bounded by ζ as required.
To explain the main point of this argument. If we knew that the circle S
bounds a surface of area O(η21) in B then we would get our result directly. While
it is perhaps hard to prove the existence of such a surface we reach the same
conclusion by this “averaging” argument.
Step 6 Using the hypothesis that the twice sized ball is Gromov-Hausdorff
close to 2B2n we can apply the argument above to any standard loop for W .
2.4 Proof of Proposition 1 and a lower bound on densities
Recall that our ball B is contained in X and we are supposing that there is a
line bundle L → X with curvature ω. To prove Proposition 1 we work with a
power Lk and we write R = k1/2. Let B♯ be the same ball but with the metric
scaled by factor R, so B♯ has radius R. The first step in the proof is to fix R,
and to do this we need to review the overall strategy of the argument. We write
Ω♯(W, s) for the points of distance in the rescaled metric, greater than s fromW
and from the boundary of B♯. In the argument we will need to choose numbers
r0 > r1 and a cut-off function χ supported in Ω
♯(W, r1) and equal to 1 on
Ω♯(W, r0)∩ (1/2)B♯. We will also need to show that there is an “approximately
holomorphic isometry” matching up the data over Ω♯(W, r1) with the model over
Cn. Given this we get (n + 1) approximately holomorphic sections σ0, . . . , σn
of Lk → X which we project to genuine holomorphic sections si = σi − τi. The
ratios si/s0, for i = 1, . . . , n will then give the components of the map F .
The choice of R is coupled to the choice of r0. Our cut-off function χ will
have the form χ = χWχR where χR is a function of compact support on B
♯,
equal to 1 on (1/2)B♯. Fix standard functions gR on C
n, supported in the ball
of radius R and equal to 1 on the ball of radius R/2. Let
E(R) = 2
(∫
Cn
|z||∇gR|2e−|z|
2/2
)1/2
.
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Then E(R) is a rapidly decreasing function of R, say E(R) = O(e−R
2/10). In our
construction, the L2 norm of τi is controlled by that of ∂σi. There are various
contributions to the “error term” ∂σi but the construction will be such that the
L2 norm of the contributions from the cut-off function χR will be bounded by
E(R).
Given a number d, suppose that m(d/R,W ) ≤ M . Then working with the
rescaled metric the volume of the d-neighbourhood of W is bounded by a fixed
multiple of R2n−2Md2. Thus if d = c1(R
2n−2M)−1/2 for a suitable fixed c1 this
d neighbourhood cannot contain the ball of radius 1/2, in the rescaled metric,
centred at p. In other words there is a point z0 in this 1/2-ball of distance greater
than d, in the rescaled metric, from any point of W . Similarly, suppose we have
a number r0 < 1/10 such thatm(r0/R,W ) ≤M then if d0 = c2(r20MR2n−2)1/2n
for a suitable fixed c2 then any point z in this 1/2- ball is within distance d0 of
a point z′ in Ω♯(W, 2r0). Given such a a point z
′, the r0 ball centred at z
′ lies
in the set where the cut-off function is 1. Thus, writing τi = σi − si we have
a fixed estimate for the derivative of τi over this ball. Just as in [13], this will
give an estimate
|τi(z′)| ≤ c3r−n0 ‖τi‖L2,♯ , (4)
for some fixed c3. Now for any point z in the 1/2 ball the derivative estimate
for si gives
| |si(z)| − |σi(z′)| | ≤ c3r−n0 ‖τi‖L2,♯ + c4d0 (5)
where z′ is a point within distance d0 of z and lying in Ω
♯(W, 2r0).
The purpose of all this review is now to recall that if d0 and |τi(z′)| are small
(for all z in the half-ball, with z′ chosen as above), then the argument as in [21],
[13] will give a strictly positive lower bound on |si| over the 1/2-ball. Then
we get a derivative bound on F and if further d0 and |τi(z′)| are sufficiently
small compared with d we can show that the map F gives a homeomorphism
to its image. (The role of the point z0— “far away” from the set W—comes
in showing that the degree of F is 1.) Likewise for the other statements in
Proposition 1. In other words we want
r
1/n
0 M
1/2nR(2n−2)/2n ≤ c5(R2n−2M)−1/2 (6)
and
‖∂σi‖L2,♯r−n0 ≤ c6(R2n−2M)−1/2, (7)
for some fixed, computable c5, c6. For the present discussion we just consider
the contribution to ∂σi from the cut-off χR, so we replace (6) by
E(R)r−n0 ≤ (1/10)c6(R2n−2M)−1/2. (8)
Combining (5) and (7), we need
101/nE(R)1/n(R2n−2M)1/2n ≤ c1/n6 cn5M−1/2R1−n(R2n−2M)−n/2. (9)
The crucial point then is that the rapid decay of E(R) means that this inequality
is satisfied for large R (depending on M). Thus we fix such an R and then we
can fix r0 to satisfy (5), (7).
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Now that R is fixed we can imagine that in fact R is equal to 1. This is
not truly realistic but purely to simplify notation. What we are saying is that
we can now effectively ignore the contribution to ∂σi arising from the cut-off
function χR. We also have a fixed r0. Examining the argument in Proposition
1 in [13] we see given any ǫ > 0 we can choose an r1 < r0, depending only
on M, r0, ǫ, so that if W ⊂ B is any set with m(r1,W ) ≤ M then there is a
function χW on B, vanishing on the r1 neighbourhood of W , equal to 1 outside
the r0 neighbourhood and with ‖∇χW ‖L2 ≤ ǫ. We choose ǫ so that
ǫr−n0 ≤ (1/10)c6M−1/2
where c6 is as in (7). This takes care of the contribution to ∂σi arising from
χW . Now r1 is fixed. It is clear that we can fix a θ˜ depending only on M, r1 so
that if we have an open embedding φ : Ω(W, r1)→ Cn with a lift φ˜ of the kind
considered in Propositions 3, 4, with this bound θ˜, then by pulling back from
the Euclidean model we can construct approximately holomorphic sections, σ′i,
over Ω(W, r1) such that ‖∂σ′i‖ ≤ ǫ, with ǫ as above. It is also straightforward
to show that we can choose θ˜ so that if we define χR on Ω(W, r1) to be the
composite g ◦ φ then the L2 norm of (∇χR)|σ′i| differs by at most ǫ from the
corresponding term in the Euclidean model (which we bounded by 2E(R)). We
apply Propositions 3, 4 with r1 as chosen above, with this θ˜ and with c,M as in
the statement of Proposition 1. This gives us a δ, η. We take these as the values
called for in the statement of Proposition 1. The proof of that Proposition is
now in our hands: we take σi = χRχWσ
′
i.
Corollary 2. There are κ(M) > 0 such that if B satisfies the hypotheses of
Proposition 1 (with parametersM, δ, η, c as in the statement of that Proposition),
and if in addition the centre p lies in D then the volume of D ∩ B is at least
κ(M).
The proof is just as in [13]. The image F (D) is a hypersurface in 0.9ρB2n
containing the origin and so must have a definite Euclidean volume. Then the
bound on |∇F | gives a lower bound on the volume of D ∩B.
Recall that if q ∈ X is a point and r > 0 we write
V (q, r) = r2−2nVol(D ∩B(q, r)). (10)
We want to build on Corollary 2 to get a general lower bound on V (q, r) for
points in the the intersection of D and a ball which is Gromov-Hausdorff close
to the flat ball.
Proposition 5. In the setting above, there are δ1, κ > 0 such that if 1−I(B) ≤
δ1 and if q is a point in D with d(p, q) ≤ 1/2 then V (q, r) ≥ κ for all r such
that B(q, r) ⊂ B(p, 1/2).
For any fixed q ∈ D the quantity V (q, r) tends to the volume of the unit
ball in Cn−1 as r tends to 0. It follows easily that there is a q0, r0 > 0 such
that V (q0, r0) is minimised among all q, r such that B(q, r) ⊂ B(p, 1/2). Let
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B∗ be the ball B(q, r/2) scaled to unit size. By a covering argument, just as in
Section 2.8 of [13] and using the minimising property, we get a bound on the
Minkoswki measure m(B∗ ∩D) ≤M0 where M0 is a fixed computable number.
It follows that there is a fixed computable M so that for any η, if Wη is the
η-neighbourhood of B∗ ∩D then m(η,Wη) ≤ M . Let x ∈ B∗ be a point which
is not in Wη so the η/2 ball centred at x does not meet D. By the discussion
above and Anderson’s theorem in [1] (see also Proposition 12 in Section 3.2 ) we
can choose δ0 so that if 1− I(B) ≤ δ0 then we have a (cη, δ′)-chart centred at x
for some fixed c and where δ′ can be made as small as we please by making δ0
small. Now take these values of M, c in Proposition 1. That proposition gives
us numbers δ, η. We fix η in this way and define W = Wη. We choose δ1 ≤ δ0
and so small that the hypotheses of Proposition 1 are satisfied. Then Corollary
2 gives a lower bound on the volume of B♯ ∩D which is at most 22nV (q, r).
2.5 Volume doubling argument
We now come to the final phase of technical work in the proof of Theorem
3. So far the cone angle β has played no role but we bring it in now in the
next Proposition. In this Proposition we continue to consider a unit ball B =
B(p, 1) ⊂ X although in our application we will apply it to smaller balls by
scaling.
Proposition 6. Let C be the number given in Proposition 1. Given A, θ > 0
there are σ(C), γ(A, θ), δ∗(θ) > 0 with the following effect. Suppose that Vol(B∩
D) ≤ A and that 1 − I(B) ≤ δ∗(θ). Suppose that there is a holomorphic map
F : B → Cn with F (p) = 0 which is a homeomorphism to a domain lying
between B2n and (1.1)B2n, satisfying |∇F | ≤ C and that ω is defined by a
Ka¨hler potential φ with |φ| ≤ C. If β ≥ 1 − γ(A, θ) then there is a (σ, θ)-chart
centred at p.
The crucial thing here is that δ, σ do not depend on A. Consider first the case
when D ∩ B is empty, so we are considering a smooth Ka¨hler-Einstein metric.
Then it follows from Anderson’s results that there for any fixed σ0 < 1 there is
a δAnderson(θ) for which the conclusion holds. To be definite fix σ0 = 1/2. We
define
δ∗(θ) = (1/2)δAnderson(θ/2) σ(C) = min(1/2, 1/(2
√
C)).
Now suppose that the Proposition is not true, so for fixed C,A, θ we have a
sequence βi → 1 and violating examples (Bi, ωi). We consider the metric ωi as
defined on the unit ball B2n via the map Fi. Thus we have ωi = i∂∂φi where
|φi| ≤ C and ωi ≥ C−1ωEuc. Thus we have a fixed bound on the Euclidean
volume of the singular set Di ⊂ B2n. This implies that restricting to a slightly
smaller domain 0.9B2n say, and taking a subsequence, the Di converge to some
limiting divisor D∞ and we can choose normalised defining functions fi for Di
converging to a non-zero limit f∞.
Lemma 4. Given a divisor D∞ ⊂ (0.9)B2n there are ǫ,K > 0 such that if
g is any holomorphic function on (0.9)B2n then the the supremum of |g| over
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(0.8)B2n is bounded by K times the supremum of |g| outside the ǫ-neighbourhood
of D∞.
This follows from the Cauchy integral formula applied to suitable holomor-
phic discs.
Now simplify notation by dropping the index i for the moment. The Ka¨hler-
Einstein equation satisfied by φ takes the form (without loss of generality we
assume here D is in | −KX |)
detφab = e
−λβφ|f |−2(1−β)|U |2 (11)
where λ ≤ 1, the function f is the chosen local defining function for D and
U is some nowhere-vanishing holomorphic function on (0.9)B2n. (The factor λ
arises from the fact that we are allowing scaling of the metric.) The facts that
ω ≥ C−1ωEuc while the integral of ωn over B2n is bounded give upper and lower
bounds on |U | outside the ǫ neighbourhood of D∞, for large i. So restricting to
a slightly smaller domain (0.8)B2n and applying the Lemma to U and U−1 we
get upper and lower bounds on U . Thus we get
C−1ωEuc ≤ ω ≤ C′|f |−2(1−β)ωEuc. (12)
Now reinstate the index i. The Ka¨hler-Einstein equation (11) and the bounds
(12) show that (taking a subsequence) the φi have a limit φ∞ outsideD∞. Write
ω∞ = i∂∂φ∞. Since βi → 1 we deduce from (12) that
C−1ωEuc ≤ ω∞ ≤ C′ωEuc (13)
The main technical fact we need is:
Proposition 7. The limit ω∞ extends to a smooth Ka¨hler-Einstein metric on
(0.7)B2n.
We give a proof in Appendix 2.
Much as in [12], the bound (12) shows that the for any points z, w in (0.7)B2n
the distance di(z, w) between z, w in the metric ωi converges uniformly to the
distance d∞(z, w) in the metric ω∞ as i→ ∞. It also follows easily from (12),
and the C∞ convergence away from D∞, that ωi converges to ω∞ in L
p for any
p. Since σ ≤ 1/(2√C) the lower bound ω∞ ≥ C−1ωEuc implies that the σ ball
centres at the origin defined by the metric ω∞ is a domain U in (1/2)B
2n. Since
σ ≤ 1/2 there is a holomorphic homeomorphism G defined on a neighbourhood
of the closure of U with G(0) = 0 such that ||G(z) −G(w)| − d∞(z, w)| ≤ θ/2
and the Lp norm of G∗(ω∞)− ωEuc is less than θ/2. Now the composite G ◦ Fi
gives the desired (σ, θ)-chart on Bi for large i, contradicting our assumption.
This completes the proof of Proposition6.
Proposition 8. There is a c > 0 such that for any θ, A > 0 we can find a δ(θ)
and γ(A, θ) such that if B = B(p, 1) as above and
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• 1− I(B) ≤ δ;
• Vol(B ∩D) ≤ A;
• β > 1− γ;
then there is a (c, θ)-chart centred at p.
The proof is a matter of putting together what we have done. Suppose that
we have Vol(D ∩ B) ≤ 2A and let r > 0. Let Zr ⊂ B be the set of points x
where V (x, r) ≥ A. Then by a standard covering argument there is a fixed and
computable M , independent of r, A, such that Zr can be covered by M balls of
radius r. In fact M = 2M0 where M0 is the number considered in the proof of
Proposition 5. Proposition 1 gives us a fixed number ρ = ρ(M). We also take
the fixed number C from Proposition 1 and put it into Proposition 6 to get a
number σ(C). Set c = ρσ. Now feed these numbers M, c into Proposition 1, to
get fixed numbers η(M, c) and δ(M, c). Take δ(θ) ≤ δ1 where δ1 is the function
in Proposition 5. Also take δ(θ) ≤ δ(M, c) and very small compared to the
number δ∗(θ) in Proposition 6. Let γ(A, θ) = γ(A, θ, C) with the fixed C above
where again γ(A, θ, C) is the function in Proposition 6. Say that a number A is
“good” if the statement of Proposition 8 is true for A, with all other parameters
fixed as above. It is clear from Corollary 2 that sufficiently small A are good.
(For if A is sufficiently small the divisor cannot come within distance 1/2, say,
of p and we reduce to the standard situation.) Thus it suffices to show that if
A is good then so is 2A.
So suppose that Vol(B ∩ D) ≤ 2A and A is good. Given r > 0, let Zr be
the set of points q ∈ B such that V (q, r) ≥ A as above. Given η as above, we
let W be the intersection of Zr as r runs from 1 to η. Thus, by the covering
argument, m(η,W ) ≤M . Consider a point x ∈ B which is not in W . Then for
some r ≥ η we have V (x, r) ≤ A. By the assumption that A is good and the
monotonicity of the I invariant we can apply Proposition 6 to the r-ball centred
at x, after rescaling. If δ is sufficiently small the hypotheses of Proposition 1
are satisfied so we get a map F on the ball B(p, ρ) and a bound on the Ka¨hler
potential. This serves as the input to Proposition 6 and we see that 2A is good.
2.6 Proofs of Theorems 3 and Corollary 1
We first prove Theorem 3. Fix θ small, by Proposition 8 we obtain δ = δ(θ).
Recall that this is also smaller than the number given by Anderson which con-
trols smooth Ka¨hler-Einstein metrics. Let p be a point in the regular set of the
Gromov-Hausdorff limit Z. We fix r so that the rescaled r-ball B centered at p
has 1−I(B) < δ/2 . Let pi ∈ Xi be a sequence converging to p and let B♯i be the
rescaled r-ball in Xi centre pi. Then for large enough i we have 1− I(B♯i ) ≤ δ.
The volume of the divisors Di is a fixed number V so after rescaling we have
Vol(Di ∩B♯i ) ≤ A = V r2−2n. Since βi → 1 for large i we know βi > 1− γ(A, θ),
so we have complex co-ordinates on balls of fixed size centred at pi, and the
metrics converge in Lp by the discussion above.
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Now consider a tangent cone C(Y ) to Z at a point p ∈ Z and let y ∈ Y ⊂
C(Y ) be a point in the regular set. We fix a radius r < 1 so that the rescaled
r ball B♯ in C(Y ) has 1 − I(B♯) ≤ δ/3. By the definition of the tangent cone
we can find a sequence λi → 0 and points qj ∈ Z with d(p, qj) = λj such the
rescaled rλj -balls B
♯
j centre qj converge to B
♯ in Gromov-Hausdorff distance.
Choose j large enough that 1 − I(B♯j) < 2δ/3. Now with this fixed j choose i
large enough that there are rescaled rλj balls B
♯
ij ⊂ Xi with 1 − I(B♯ij) < δ.
We set Aj = (rλj)
2−2nV and the same argument applies. For large enough i
there are holomorphic co-ordinates on a ball of fixed size and the limit as i→∞
is a smooth Ka¨hler-Einstein metric ωj. By Anderson’s result we get complete
control and the limit as j →∞ is also smooth.
Notice that this argument does not apply to a general scaled limit Z ′. Thus
for example in the situation above with B♯ij if we have some function i(j) we
are not able to say anything about the limit
lim
j→∞
B♯i(j)j ,
because Aj might tend to infinity. It seems likely that such a limit is smooth
but we do not know how to prove that.
To prove Corollary 1, suppose we have a point p ∈ Z with a tangent cone
Cα × Cn−1 for α 6= 0 and that pi ∈ Xi converge to p. Then, given Theorem
3, the arguments of [13] extend without difficulty to construct holomorphic co-
ordinates on balls Bi of fixed size Xi. Let ∆ be a transverse holomorphic disc
as in Section 2.6 of [13]. The same argument shows that we have α ≤ 2µiγi say,
where µ is the intersection number of ∆ and Di. Since γi → 0 we must have
µi →∞ but then it is easy to show that the Vol(Di∩Bi) would tend to infinity
which is impossible. The same argument applies to tangent cones.
Remark 1. Once we have constructed a non-vanishing section of some power
K−m over a fixed size neighbourhood of pi we get a connection 1-form there.
Then we can alternatively argue as in the proof of Proposition 4, taking the
wedge product with a 2n− 2 form, rather than restricting to a disc.
2.7 Proof of Theorem 2
Given Theorem 3, we can adapt the results in [21] to prove Theorem 2. The
proof is again based on Ho¨rmander’s technique. There is one thing that requires
clarification. Let C(Y ) be a tangent cone of the Gromov-Hausdorff limit Z and
K be a compact subset in the regular part of C(Y ). In the arguments in [21] we
need to construct a diffeomorphisms χi from a neighborhood of K into Xi so
that |χ∗i Ji−J∞| and ||χ∗i ωi−ω∞||Lp (for some p > 2n) are small when i is large.
In the setting of [21] this follows easily from the smooth convergence of metrics.
In the setting of Theorem 2 this is not immediate since the metrics are not
necessarily smooth before we take limit, and we need to patch together the local
holomorphic charts obtained from Theorem 3. For this and also for the purpose
of directly talking about “algebraic structures” on a general Gromov-Hausdorff
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limit (for example, in the general non-algebraic Ka¨hler case), we introduce a
general notion. Suppose Xi are compact complex n-manifolds with metrics di,
compatible with the complex manifold topology. Suppose that (Xi, di) have a
Gromov-Hausdorff limit (Z, dZ), and fix metrics on Xi∪Z which we also denote
by di. We can define a presheaf O0 on Z by saying that, for U ⊂ X , a function
f ∈ O0(U) if it is the limit of holomorphic functions over domains in Xi, in an
obvious sense. Let O be the corresponding sheaf.
Lemma 5. Suppose that there is some r > 0 and functions µ1, µ2 with µi(t)→ 0
as t → 0, so that for each q in Z and each i there is a holomorphic map
hi,q : B
2n → Xi with the following properties.
• Any point x in Xi with di(x, q) < r lies in the image of hi,q.
• di(hi,q(z), hi,q(w)) ≤ µ1(|z − w|) and |z − w| ≤ µ2(di(hi,q(z), hi,q(w))).
Then O endows Z with the structure of a complex manifold and for sufficiently
large i there are diffeomorphisms fi : Z → Xi such that f∗i (JXi) converges in
C∞ to JZ .
The proof is just as in Proposition 3, the point is that the second property
controls the L∞ norm of the holomorphic transition functions, which allows us
to take limit and glue together the local charts. Given this lemma one can also
deal with convergence of differential forms.
Lemma 6. Suppose in addition there are differential forms θi on Xi so that for
each q some subsequence of h∗i,q(θi) converges in L
p. Then there is a subsequence
i′ such that f∗i′(θ
′
i) converges in L
p. If θi = ωi is a (non-necessarily smooth)
positive (1, 1) form which defines a Riemannian metric on Xi corresponding to
di and if the subsequence limits of h
∗
i,q(ωi) are smooth positive (1, 1) forms then
the limit of f∗i (ωi) is a smooth positive (1, 1) form defining a Riemannian metric
on Z corresponding to dZ .
We also have a straightforward extension to the noncompact case.
Lemma 7. Suppose now that the Xi are not required to be compact and Z is
a based limit. Suppose we have a compact set K ⊂ Z such that for each point
q ∈ K there are maps hi,q as above. Then the analogous statements are true for
a neighbourhood of K.
Given Theorem 3, Corollary 1 and this Lemma, the proof of Theorem 2
goes exactly as in Theorem 2 in [21]. That the limit metric is smooth on the
smooth part of W follows similar arguments as in the proof of Proposition 6
and Proposition 7.
3 Second proof of Theorem 3
In this section, we provide a second proof of Theorem 3, using Ricci flow.
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3.1 Almost Einstein/Static flow
Following [41], we say a sequence of normalized Ricci flows (Xi, gi(t))
∂gi(t)
∂t
= gi(t)−Ric(gi(t)), t ∈ [0, 1]. (14)
is almost Einstein/static if the following holds
lim
i→∞
∫
Xi
|R(gi(t))− n|dV olgi(t) = 0, ∀t ∈ [0, 1]. (15)
Again with (Xi, Di) as in the introduction, and suppose gi is a sequence
of Ka¨hler-Einstein metrics on Xi with cone angle 2πβi along Di and βi → 1.
Suppose we have a Gromov-Hausdorff limit Z. By our Theorem 2 in [12], there
exists a sequence of smooth Ka¨hler metrics g′i in 2πc1(Xi) with Ric(g
′
i) ≥ βig′i
and
dGH((Xi, gi), (Xi, g
′
i)) ≤ i−1. (16)
Moreover from our proof in [12] we may write the corresponding Ka¨hler forms
as ω′i = ωi + i∂∂ψi so that ψi converges to zero in L
∞(Xi) and the C
k norm of
ψi measured using the metric ω
′
i goes to zero locally away from Di. It follows
that (Xi, g
′
i) also converges to Z in the Gromov-Hausdorff topology.
It is well-known that the normalized Ka¨hler-Ricci flow exits for all time if the
initial metric is in the first Chern class of a Fano manifold. For our convenience
we denote the normalized Ka¨hler-Ricci flow initiated from g′i by g
′
i(t), and we
denote by ω′i(t) the corresponding Ka¨hler forms.
Proposition 9. The sequence of flows (Xi, g
′
i(t)) is almost static.
This is known by [41] since the Ricci curvature of g′i is bigger than βi → 1. We
include here a brief proof for the convenience of readers. By a direct calculation
the scalar curvature evolves as follows (we drop the dependence of i to simplify
the presentations):
∂R
∂t
= △R+ |Ric|2 −R = △R+ |Ric− g|2 +R− n.
Thus
∂(R − n)
∂t
≥ △(R − n) +R− n
By maximum principle, we have
R(g′i(t))− n ≥ min
Xi
(R(g′i(0))− n)et.
Let λi(t) = minXi R(g
′
i(t)), then λi(t) ≤ n and by assumption λi(0) ≥ nβi. We
have
n− λi(t) ≤ (n− λi(0))et.
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Note that
|R(g′i(t))− n| ≤ (R(g′i(t)) − λi(t)) + |λi(t)− n|
= (R(g′i(t)) − n) + 2(n− λi(t))
≤ (R(g′i(t)) − n) + 2(n− λi(0))et.
It follows that ∫
Xi
|R(g′i(t))− n|(t)ω′i(t)n
≤
∫
Xi
(R(g′i(t))− n)ω′i(t)n +
∫
X
2(n− λi(0))etω′i(t)n
= 2n(1− βi)etVol(Xi, ωi).
Proposition 9 follows since βi → 1.
3.2 Almost CG convergence and pseudo-locality property
We first recall a basic lemma (pseudo-locality) in Ricci flow. Suppose g(x, t)
is a normalized Ricci flow solution on a manifold X as in Equation (14). Let
g0 = g(·, 0) be the initial metric.
Proposition 10 (Proposition 3.1 in [41], comparing to Theorem 10.1 in [34]).
For every α ∈ (0, 1200n ), there exist constants δ = δ(α) ∈ (0, 12 ), ǫ = ǫ(α) > 0
with following properties: suppose that in B(p, δ−1, g0) we have
Ric(g0) ≥ 0, and V R(B(p, δ−1, g0)) ≥ 1− δ. (17)
Then for any x ∈ B(p, 2, g0) and t ∈ (0, ǫ2], we have
|Rm|(g(x, t)) ≤ αt−1 + ǫ−2, (18)
and
Volg(t)(B(x,
√
t, g(t)) ≥ k′tn, (19)
where k′ is a universal positive constant.
Remark 2. If we compare this to Theorem 10.1 in [34], we know that both
inequalities (18) and (19) also hold for a geometric parabolic box
∀ t ∈ (0, ǫ2], ∀ x ∈ B(p, 2, g(t)).
We now introduce the notion of “almost Cheeger-Gromov convergence”
(compare [14]) for the convenience of our arguments. We say a sequence of Rie-
mannian manifolds (Xi, pi, gi) converges in the almost Cheeger-Gromov sense
to a length space (Y, p, g∞) if the following holds
1. Ric(gi) ≥ 0;
2. (Xi, pi, gi) converges in the Gromov-Hausdorff sense to (Y, p);
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3. There exist closed subsets Ei in Xi with uniformly bounded (codimension
two) Minkowski measure and with limit E∞, and a smooth metric g∞ on
Y \E∞, such that (Xi \Ei, gi) converges in the Cheeger-Gromov sense to
(Y \ E∞, g∞).
We first state and prove a theorem for general Riemannian manifolds. We
adopt the notation (1).
Theorem 5. There are constants δ, ǫ > 0 with the following effect. Suppose
(Xi, pi, gi(·, t)) is a sequence of almost static flows. If the initial metrics sat-
isfy I(B(pi, δ
−1, gi(·, 0))) ≥ 1 − δ and B(pi, 2, gi(·, 0)) converge in the almost
Cheeger-Gromov sense to a limit B(p, 2, g∞(·, 0)), then E∞ is removable singu-
lar set in B(p, 1, g∞(·, 0)), i.e. B(p, 1, g∞(·, 0)) is smooth and isometric to the
limit of B(pi, 1, g∞(·, 0)) endowed with the metric gi(·, t) for any t ∈ (0, ǫ2].
We proceed in several steps:
Step1: For simplicity of notation, we denote Bi(r) the ball B(pi, r, gi(·, 0)). By
Proposition 10, fix α ∈ (0, 1200n ), then we have constants δ, ǫ. Then we choose
δ = 2δ and ǫ = ǫ so that
|Rm|(gi(x, t)) ≤ α+ 1
t
, ∀(x, t) ∈ Bi(2)× (0, ǫ2]. (20)
Now we want to take the limit of the sequence of Ricci flows for positive time.
For this we need to clarify that points in Bi(1) has a definite distance away from
the boundary of Bi(2) with respect to the metric gi(x, t) for t > 0. So we need
some control of the variation of the geodesic distance under Ricci flow. It is well
known that, under the Ricci flow, the distance changes according to integration
of Ricci tensor along the geodesic segment which realizes the distance. However,
a more careful analysis suggests that such a variation is controlled by the Ricci
curvature at the end of the geodesic segment which realizes the distance. The
following lemma is well-known, which goes back to R. Hamilton [25] (Section
17) and G. Perelman [34] (Lemma 8.3(b)).
Lemma 8. Suppose (X, g(t)) is a Ricci flow solution (i.e Equation (14)) on
[0, 1]. Suppose t′ ∈ [0, 1], and q1, q2 are two points in X such that
Ric(x, t) |t=t′≤ (m− 1)C, if dg(t′)(x, q1) < r or dg(t′)(x, q2) < r,
then
d
d t
dg(t)(q1, q2) |t=t′≥
1
2
dg(t′)(q1, q2)− (m− 1)(
2
3
Cr + r−1).
Now we apply this Lemma to our setting, notice by our choice of δ and
Remark 1, for any q in Bi(2), we have the uniform estimate (20) for t ∈ (0, ǫ2]
and x ∈ B(q, 2, gi(·, t)). Set r =
√
t, then
d
d t
dgi(·,t)(q1, q2) ≥
1
2
dgi(·,t′)(q1, q2)− ct−
1
2 , ∀q1, q2 ∈ Bi(2), t ∈ [0, ǫ2]
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for some uniform constant c. Integrating this out, we obtain
dg(t)(q1, q2) ≥ dg(0)(q1, q2)− ct
1
2 , ∀t ∈ [0, ǫ2]. (21)
Now we choose ǫ1 < min(
1
2c , ǫ), then we know that for all i and any x ∈ Bi(1),
t ∈ [0, ǫ1], we have
B(x, 1/2, gi(·, t)) ⊂ Bi(2). (22)
By the third condition in the definition of almost Cheeger-Gromov convergece,
we may choose a small d > 0 and choose a point p′i ∈ Bi(1) that has distance
d away from Di for all large i. Then for any t0 ∈ (0, ǫ21), by (20), (22) and
the noncollapsing property, by passing to a subsequence, we can take a smooth
pointed limit of the sequence of Ricci flows over Bi(1)× [t0, ǫ21] based at p′i. We
denote the limit Ricci flow by
∂g∞(·, t)
∂t
= g∞(·, t)−Ric(g∞(·, t)), t ∈ [t0, ǫ21].
Clearly, by letting t0 tend to zero and a diagonal argument, we can extend this
to a smooth Ricci flow over (0, ǫ21].
By our assumption (15) on almost static flow, the scalar curvature of the
limit metric along the Ricci flow is constant. From the evolution equation of
scalar curvature, we obtain
Ric(g∞(·, t)) = g∞(·, t), ∀ t ∈ (0, ǫ21].
Thus,
∂g∞(·, t)
∂t
≡ 0. ∀ t ∈ (0, ǫ21].
It follows that the limit metric at each time slice t > 0 is the same. From this it
also follows that we may take the limit over the larger interval (0, ǫ2] and also
obtain a constant Einstein limit. We denote this by (Y∞, g∞). Also we may
assume that under the initial metric gi(·, 0) we have p′i converges to p′∞ away
from E∞. It remains to clarify the relation between Y∞ and the limit of the
initial metrics.
Step 2. Now we make use of the assumption on almost Cheeger-Gromov con-
vergence. For any q ∈ B(p, 1, g∞(·, 0)) \E∞, there exist rq > 0 and Cq > 0, and
qi ∈ B(p, 1, gi(·, 0)) such that B(qi, rq, gi(·, 0)) converges in the Cheeger-Gromov
sense to B(q, rq , g∞(·, 0)), with
max
Brq (qi,gi(·,0))
|Rm|(gi(x, 0)) ≤ Cq.
Following Theorem 10.3 in Perelman [34] (c.f. [31], [44]), there are constants
tq > 0 and C
′
q depending on Cq such that
|Rm|(gi(x, t)) ≤ C′q, ∀x ∈ B(qi,
rq
10
, gi(·, 0))× [0, tq =
r2q
100
].
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It follows that, in the parabolic box B(qi,
rq
10 , gi(·, 0))× [0, tq], we have
e−2nC
′
qtgi(x, 0) ≤ gi(x, t) ≤ e2nC
′
qtgi(x, 0), ∀(x, t) ∈ B(qi, rq
10
, gi(·, 0))×[0, tq].
Taking limit as i → ∞, we obtain a smooth Ricci flow in B(q, rq10 , g∞(·, 0)) ×
[0, tq], and since by Step 1 for t > 0 the metric g(·, t) is Einstein, so it follows
that this limit Ricci flow is trivial in B(q,
rq
10 , g∞(·, 0)) × [0, ǫ2]. By the conver-
gence theory in [7] we know B(p, 1, g∞(·, 0))\E∞ is connected so we can connect
p′i and qi by a path in a fixed distance (under the metric gi(·, 0)) away from Ei.
Then by the previous discussion the distance between p′i and qi stay bounded
for the metrics gi(·, t) for all t ∈ [0, ǫ2]. From this we obtain an open isomet-
ric embedding of Riemannian manifolds Φ : (B(p, 1)\E∞, g∞(·, 0))→ (Y∞, g∞).
Step 3: Now we show the image of Φ is dense. Suppose this is not true, then we
can find a ball B(q, r) in Y∞ that does not intersect the image of Φ. By definition
there is some ball Bi = B(qi, r, gi(·, ǫ2)) converging to B(q, r) as i → ∞. By
construction, for any σ > 0, for i sufficiently large the ball Bi is contained in the
σ-neighborhood Nσ of Ei (with respect to the metric gi(·, 0)). By assumption
on the Minkowski measure of Ei there is a constant M > 0 independent of σ
and i such that
V ol(Nσ, gi(·, 0))) ≤Mσ2.
By standard maximum principle we know the scalar curvature of gi(·, t) is pos-
itive, so by the Ricci flow equation the volume of any domain decreases along
the Ricci flow. Therefore
V ol(Nσ, gi(·, ǫ2)) ≤Mσ2.
Taking limit we obtain V ol(B(q, r)) = 0, which is clearly a contradiction. So
Φ has a dense image. Then the metric completion of the image of Φ using
the Riemannian metric is equal to Y∞. On the other hand, it follows from
the general convergence theory [7] that B(p, 1, g∞(·, 0)) is equal to the metric
completion of its smooth part using the Riemannian metric. Then we conclude
that Φ extends to an isometry between B(p, 1, g∞(·, 0)) and Y∞. This finishes
the proof of Theorem 5.
It follows directly from the above argument that the diameter of (Bi(1), gi(·, ǫ2))
is uniformly bounded. Moreover, by using a rescaling we obtain the following
corollary:
Corollary 3. Under the same hypothesis as in Theorem 5, there is a constant
D > 0 such that for any ǫ > 0 small fixed, and for large enough i, any points x, y
in Bi(1) with dgi(·,0)(x, y) ≤ ǫ have the property that D−1ǫ ≤ dgi(·,ǫ2)(x, y) ≤ Dǫ.
We remark one can alternatively prove this via a covering argument, using
Lemma 8 and the deceasing of volume along the Ricci flow. While we do not
need a sharp estimate here, a more elaborate strategy on obtaining a sharp
upper bound can be found in [41].
In our applications below we need a variant of Theorem 5.
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Proposition 11. In Theorem 5, if we replace the assumption “almost static”
by that for any fixed R ∈ (0,∞), I(Bi(R)) tends to zero as i tends to infinity.
Then the same conclusion holds for Bi(1).
The essential point that the “almost static” condition is used in the above
proof is to show the limit Ricci flow is a constant flow on (0, ǫ2]. Fix α ∈ (0, 1200n )
we obtain the constants δ and ǫ as in Proposition 10. For any R > 0, by
assumption we know that for i large enough,
V R(Bi(R)) ≥ 1− δ.
We define a rescaled flow
g′i(x, t) = R
−2δ−2gi(x,R
2δ2t),
then we apply Proposition 10 to B(pi, δ
−1, g′i(·, 0)) to obtain
|Rm|(g′i(x, t)) ≤ αt−1 + ǫ−2, ∀ (x, t) ∈ B(pi, 2, g′i(·, 0))× (0, ǫ2].
Rescale back we get
|Rm|(gi(x, t)) ≤ αt−1 +R−2δ−2ǫ−2, ∀ (x, t) ∈ Bi(2Rδ)× (0, R2δ2ǫ2]
It follows that the limit Ricci flow g∞(·, t):
∂g∞(·, t)
∂t
= −Ric(g∞(·, t)), t ∈ (0,∞)
satisfies that
|Rm|(g∞(x, t)) ≤ αt−1 +R−2δ−2ǫ−2
for all (x, t). For a fixed (x, t), we first fix α and let R→∞ so
|Rm|(g∞(x, t)) ≤ αt−1.
Then let α→ 0 we obtain that
|Rm|(g∞(x, t)) = 0.
It then follows that the limit Ricci flow is constant flat on (0,∞). Then the rest
of proof of Proposition 11 goes exactly as in Theorem 5.
Now we apply the above arguments in the Ka¨hler case, which is our main
interest in this paper. So now we suppose (Xi, Di, gi) is a sequence of Ka¨hler-
Einstein manifolds with cone angle 2πβi along Di ∈ | − λKXi | for a fixed λ.
We do not assume gi is normalized but we only allow finite rescaling so that we
have V ol(Xi) ≤ V for a constant V > 0. Let (Z, p) be the Gromov-Hausdorff
limit. Suppose we have a bound m(B(pi, 1, gi)∩Di) ≤M . Let D∞ be the limit
of Di ∩B(pi, 1, gi). Then D∞ is closed and m(D∞) ≤M .
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Proposition 12. There are uniform constantsK and δ1 such that if I(B(p, 2)) >
1− δ1, then for all large i and x ∈ B(pi, 2, gi) \Di, we have
|Rm|(gi(x)) ≤ K
dgi(x,Di)
2
.
In particular, the metric on B(p, 1) \ D∞ is a smooth Ka¨hler-Einstein metric
g∞, and the convergence is almost Cheeger-Gromov.
This is certainly well-known, and follows from the gap theorem of Anderson
[1]. For the convenience we outline a proof here. For any x ∈ B(p, 2) \ D∞,
we denote rx = d(x,D∞) > 0. Then B(x, rx) ⊂ B(p, 4) \D∞. By assumption,
V R(B(x, rx)) ≥ 1 − δ1. It then follows from [1] that if δ1 is smaller than a
universal constant depending only on the dimension, then there is a constant
K > 0 such that for i sufficiently large we have
|Rm(gi(x′))| ≤ K
r2x
, ∀ x′ ∈ B(x, rx
2
).
Then the proposition follows easily.
Let δ2 =
1
2 min(δ, δ1), where δ is the constant in Theorem 5 and δ1 is the
constant in Proposition 12. Then
Proposition 13. Suppose gi satisfies I(B(pi, δ
−1
2 , gi)) ≥ 1 − δ2 and suppose
there are constants V > 0,M > 0 such that V ol(Xi) ≤ V and m(B(pi, 2, gi) ∩
Di) ≤ M for all i, then B(p, 1) is smooth, and there are constants r > 0 and
κ > 0 with the following effect. For large i we can find a holomorphic chart on
B(pi, r, gi) so that the Ka¨hler form ωi satisfies ωi ≥ κ · ωEuc, and as i tends to
infinity ωi converges in L
p for any p > 1.
A remark is in order:
Remark 3. In [41] it is proved that for a sequence of almost static Ricci flows,
the Gromov-Hausdorff limit of the initial metrics (Xi, g
′
i) has the property that
the regular part is open and there is no codimension two singularity. In view
of the approximation result (16), we know that the Gromov-Hausdorff limit of
(Xi, gi) also has the same property. However, for our purpose of running the
Ho¨rmander argument to prove Theorem 1, this is not enough since we need
a stronger convergence (Theorem 3) of the original Ka¨hler-Einstein metrics gi
with cone angles at a regular point in the limit.
The rest of this subsection is devoted to the proof of this Proposition. As
before we may choose smooth approximations g′i with positive Ricci curvature
and with the same Gromov-Hausdorff limit Z. Moreover, the Ka¨hler forms sat-
isfy ω′i = ωi+ i∂∂ψi, with ψi converging to zero uniformly on Xi, and smoothly
on a fixed distance away from Di (with respect to the metric defined by either
ωi or ω
′
i). Denote by gi(·, t) the Ricci flow solution to Equation (15), with initial
metric g′i. Then it follows from Proposition 9 that this sequence of Ricci flow
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is almost static, and it is also clear that we can ensure the assumptions of the
Proposition is satisfied also by g′i (with the constant δ2 replaced by 2δ2). By
Theorem 5 we obtain the smoothness of B(p, 1), and it suffices to establish the
statement about the Lp convergence of Ka¨hler forms.
By Theorem 5 we know B(pi, 1, gi(·, 0)) endowed with Ka¨hler metrics gi(·, ǫ2)
converges smoothly to Y∞. It is clear we may assume the complex structures also
converge. So we can find a holomorphic chart on a definite size ball around pi
with respect to the metric gi(·, ǫ2)) so that the Ka¨hler metrics ωi(·, ǫ2) converges
smoothly a limit metric ω. Without loss of generality we may assume the
holomorphic chart is the standard unit ball in Cn and we denote it by B. Let
D∞ be the limit of Di’s. Since
V ol(Di ∩B,ωi(·, ǫ2)) ≤ V ol(Di, ωi(·, ǫ2)) = V ol(Di, ωi) ≤ nλV,
we see that D∞ is a divisor with finite multiplicity. It follows from Corollary
3 that on a fixed scale the metrics ωi(·, 0) is uniformly equivalent to ω for
i sufficiently large. So by the almost Cheeger-Gromov convergence we may
assume for t ∈ [0, ǫ2], ωi(t) converges smoothly locally in a fixed distance away
from D∞ (with respect to the metric ω). In B we write
ω = i∂∂¯ϕ∞,
and
ωi(·, t) = i∂∂¯ϕi(·, t).
For t = ǫ2 we may assume ϕi(ǫ
2) converges smoothly to ϕ∞. By our choice of
g′i we know
ωi = i∂∂¯ϕi,
with ϕi = ϕi(·, 0)− ψi and limi→∞ |ψi|L∞ = 0.
We first prove the following Lemma:
Lemma 9. There are constants r1 > 0, C1 such that we can choose the local
potentials ϕi such that on r1B,
|ϕi| ≤ C1.
From the Ricci flow equation ∂ωi(·,t)∂t = Ric(ωi(·, t)) − ωi(·, t) we see that
locally
∂ϕi(·, t)
∂t
= log
ωi(·, t)n
ωn
+ ϕi(·, t) + fi(·, t),
where fi(·, t) is certain pluriharmonic function on B. Rewrite this by
∂
∂t
(e−tϕi(·, t)) = e−t(log ωi(·, t)
n
ωn
+ fi(·, t)).
Since ϕi(·, ǫ2) converges smoothly to ϕ∞, and for any t ∈ [0, 1], ωi(t) converges
smoothly to ω locally away from D∞, it is then easy to see that by changing
ϕi(·, 0) by a pluriharmonic function on B we may assume ϕi(·, 0) converges
27
smoothly to ϕ∞ locally away from D∞. Moreover by the positive of scalar
curvature the volume form ωi(·, t)/ωn is uniformly bounded from below on B.
So ϕi(·, 0) is uniformly bounded from above on B. By our choice of g′i it follows
that ϕi also converges smoothly to ϕ∞ locally away from D∞, and is uniformly
bounded above by C0 in B.
Now we recall the standard Ho¨rmander Lemma.
Lemma 10 ([26]). There are constants s ∈ (0, 2−1), A > 0 depending only
on n, such that for every function φ on B with i∂∂φ > 0, supB φ ≤ 1, and
φ(0) = 0, we have ∫
sB
e−2φωn ≤ A.
By applying the Ho¨rmander Lemma to a point very close to 0, we may
assume there are r2 > 0, C2 > 0 so that for all i,∫
r2B
e−2ϕiωn ≤ C2. (23)
Let Fi be the normalized defining equation of Di which converges to a
nonzero limit F∞ defining D∞. Then the Ka¨hler-Einstein equation takes the
form (without loss of generality we assume that Di ∈ | −KXi |):(
i∂∂¯ϕi
)n
= e−γiβiϕi+Hi−hω
1
|Fi|2−2βi ω
n (24)
where Hi(z) is a pluriharmonic function on B, and γi ≤ 1 is due to possible
rescaling. Since we have chosen ϕi so that it converges smoothly to ϕ∞ away
from D∞. It follows that Hi is uniformly bounded on B (similar to the proof of
Lemma 4). For the term Fi since it is normalized to converge, and since βi → 1,
for any p there is a C(p) such that for i large enough∫
B
1
|Fi|2(1−βi)p
ωn ≤ C(p).
Together with (23) this implies there is a constant C3 > 0 such that for i large
enough ∫
r2B
e−
1
2ϕiωnϕi ≤ C3.
Since ϕi is uniformly bounded above this implies∫
rB
ϕ2iω
n
ϕi ≤ (C20 + 8C3)V ol(B).
Since
△ωϕi (−ϕi) ≥ −n,
and ωϕi has uniformly bounded Sobolev constant, a local Moser iteration implies
that there is a constant C4 > 0 so that in
r2
2 B for sufficiently large i,
ϕi ≥ −C4.
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Then we can choose r1 = r2/2 and C1 = C4, then Lemma 9 follows.
From Lemma 9, by a local Moser iteration using the Bochner formula, as
in the proof of Proposition 24 in [13], we obtain that there exists a constant κ
such that on r12 B
ωi ≥ κω.
In the proof of Lemma 9 we have obtained that for any p > 1, and i suf-
ficiently large, ωni is uniformly bounded in L
p. Then the above lower bound
implies that ωi has a uniform L
p bound. On the other hand, ωi converges
smoothly to ω∞ locally away from D∞. Now by Corollary 3 we may choose a
r > 0 so that the ball B(pi, r, gi(·, 0)) is contained in r12 B, then Proposition 13
follows.
By the well-known monotonicity of volume of a subvariety in Cn (c.f. Propo-
sition 14 in [13]) we obtain the following corollary
Corollary 4. There is a constant c0 > 0 such that for any q ∈ Di with
B(q, s, gi) ⊂ r4B, we have
V (q, s, gi) > c0.
3.3 Proof of Theorem 3
As in Section 2, one of the key ingredients that we need is a lower bound on the
volume density of the divisor when the I invariant is close to one. The following
is a restatement of Proposition 5. The notations are as in (1), (10).
Lemma 11. There are small constants δ3 > 0 and c1 > 0 with the following
effect. Suppose a ball B(p, 2) in a Ka¨hler-Einstein manifold (X, g) with cone
singularities along a divisor D has I(B(p, 2)) > 1 − δ3. Then for any q ∈
B(p, 1) ∩D with B(q, r) ⊂ B(p, 2) we have
V (q, r, g) ≥ c1.
We prove this by contradiction. If the lemma is false, the we can find a
sequence of Ka¨hler-Einstein manifolds (Xi, gi) with cone singularities along
Di, points qi ∈ Xi such that I(B(qi, 4, gi)) tends to 1, and we can find pi ∈
B(qi, 2, gi) ∩D, si > 0 so that B(pi, si, gi) ⊂ B(qi, 2, gi), and
lim
i→∞
V (pi, si, gi) = 0.
Following a point selection argument as in the proof of Proposition 5, we may
assume that
1. I(B(pi, 2si, gi))→ 1;
2. ki = V (pi, 2si, gi)→ 0;
3. For any µ < 1 and y ∈ B(pi, si, gi), we have V (y, µsi, gi) ≥ ki.
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Let (Y, p∞) be the Gromov-Hausdorff limit of (Xi, pi, s
−1
i gi). Then by a covering
argument as in Section 2.8 of [13] or in the proof of Proposition 5, the set
Di ∩B(pi, 2, s−1i gi) has uniformly bounded Minkowski measure.
Now there are two cases. If si does not tend to zero,, so that we can apply
Proposition 13 and Corollary 4 to obtain a lower bound for the volume density
directly ki ≥ c0 > 0, which causes a contradiction.
Now we assume si tends to zero. By definition we know V R(B(p∞, R)) = 1
for all R > 0, it follows that Y is isometric to the Euclidean space. Then
we can as before approximate gi by smooth metrics g
′
i so that the pointed limit
B(pi, 2, s
−1
i g
′
i) is also Y . Then we can run Ricci flow from s
′
ig
′
i and apply Propo-
sition 11. Then we want to follow the arguments in the proof of Proposition
13. Note that we can not directly apply Corollary 4 to obtain a contradiction,
since a priori it is not clear that the volume of B(pi, 2, s
−1
i gi)∩Di with respect
to the flowed metric ωi(·, ǫ2) is still uniformly bounded so we do not know the
limit D∞ has finite multiplicity. However, we can apply Corollary 3, and using
our choice of pi’s to conclude that D∞ must have have zero Minkowski mea-
sure. This is clearly a constradiction if Di has bounded volume with respect to
the metric ωi(·, ǫ2), since then D∞ must be a divisor with nonzero Minkowski
measure. On the other hand if Di does not have bounded volume, then we can
always take a piece D′i of Di with bounded volume and take a limit D
′
∞ with
nonzero Minkowski measure, but D′∞ is clearly contained in D∞, so we again
arrive at a contradiction.
Now we prove Theorem 3. We first treat a non-rescaled limit Z. For any
p ∈ R, by a fixed scaling we may assume without loss of generality that 1 −
I(B(p, δ−12 )) < min(δ2, δ3). Then for i large enough, we could find pi ∈ Xi
converging to p and such that 1 − I(B(pi, δ−12 , gi)) < min(δ2, δ3). Then since
the total volume ofDi is uniformly bounded, we can apply Lemma 11 to obtain a
uniform bound on the Minkowski measure of B(pi, 2, gi)∩Di, then we can apply
Proposition 13 to conclude that B(p, 2) is open and smooth, and the existence
of a local holomorphic coordinate chart so that the Ka¨hler forms converge in Lp
for any p > 1.
Now suppose Y is an iterated tangent cone of Z. Then for any regular
point q ∈ Y , we may choose qi ∈ Z and λi → 0, such that for any r > 0,
B(qj , r, λ
−2
j g∞) converges in the Gromov-Hausdorff sense to B(q, r). Again by
consideration of volume ratio it follows that for r > 0 sufficiently small and for
j large enough we have 1−I(B(qj , sδ−12 λj , g∞)) < min(δ2, δ3). By definition for
fixed j we may choose qij ∈ Xi so that as i tends to infinity B(qij , sδ−12 λj , gi)
converges to B(qj , sδ
−1
2 λj , g∞). Then we may apply the discussion in the non-
rescaled case to conclude that B(qj , sλj , g∞) is smooth, and the convergence
is in Lp for any p. Now since q is regular, it follows from the gap theorem of
Anderson again that the convergence from B(qj , s, λ
−1
j g∞) to B(q, s) is smooth.
From this one easily sees that Theorem 3 also holds for Y .
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4 Automorphism group and Futaki invariant
In this section we prove two results about algebro-geometric properties of the
Gromov-Hausdorff limit of Ka¨hler-Einstein metrics with cone singularities, one
about the automorphism group, and the other about the Futaki invariant. From
[13] and the previous sections in this paper we have established that in our
setting the Gromov-Hausdorff limit is a Q-Fano variety W , together with a
Weil divisor ∆ and a number–“cone angle” β ∈ (0, 1]. For the convenience of
readers we start by recalling some definitions in [13]. LetW be an n dimensional
Q-Fano variety, embedded into CPN by the line bundle K−mW for some m. A
smooth Ka¨hler metric on W in the class 2πc1(W ) is a Ka¨hler metric ω on the
smooth part W0 of W that is of the form m
−1ωFS + i∂∂φ, where ωFS is the
restriction of the Fubini-Study metric and φ is a continuous function on W ,
smooth on W0. Such ω also defines a metric on K
−1
W (unique up to a constant
multiple) which is continuous onW and smooth onW0. We often write ω = ωh.
A metric h on K−1W defines a volume form Ωh on W0, and the Ka¨hler metric is
weak Ka¨hler-Einstein if the equation
ωnh = Ωh (25)
holds on W0.
Fix λ ≥ 0. As in [13] let ∆ be a Weil divisor in W so that the intersection
∆(0) = ∆ ∩ W0 is defined by a holomorphic section s of K−λW (when λ = 0,
∆ is empty). Fix β ∈ (0, 1] and we assume the pair (W, (1 − β)∆) is KLT
(Kawamata log terminal) as discussed in [13]. A weak conical Ka¨hler-Einstein
metric for the triple (W,∆, β) is a continuous metric h on K−1W , which is smooth
on W0 \ supp∆(0), and satisfies the equation
ωnh = Ωh|s|2(β−1)h (26)
on W0 \ supp∆(0).
The above definition exactly suits our purpose, but we remark that there
are weaker notions of Ka¨hler metrics on singular varieties. For Ka¨hler-Einstein
metrics these are all equivalent, see for example the recent work [5] for more
details.
We now state the first result of this section
Theorem 6. If (W,∆, β) admits a weak conical Ka¨hler-Einstein metric, then
Aut(W,∆) is reductive.
In the case λ = 0 by our convention ∆ is empty, so the statement becomes
simply that Aut(W ) is reductive. We will prove the case when λ > 0, and the
case λ = 0 is similar.
Theorem 6 reduces to the classical Matsushima theorem when W is smooth
and ∆ is empty. The original proof runs on the level of Lie algebra, which
relies on an integration by part argument. This seems difficult to extend to our
general setting, as we do not have much information on the metric around the
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singularities. Instead we make use of recent results on complex analysis devel-
oped by Berndtsson [6] and others. The main point is that instead of working
on its Lie algebra we directly study the group Aut(W,∆).
We begin with some preparations in pluripotential theory. Recall an up-
per semi-continuous function on a complex manifold is plurisubharmonic if it
restricts to a subharmonic function on any holomophic disk. Let (W,∆) be
as before and fix a Ka¨hler metric ω on W . Let H∞ be the space of bounded
ω-plurisubharmonic functions on W , i.e. bounded upper semi-continuous func-
tions φ onW0 such that locally near each point there is an open neighborhood U
on which one can write ω = i∂∂φ0 and φ0+φ is plurisubharmonic on U . When
W is smooth, H∞ contains the usual space H of smooth Ka¨hler potentials in
[ω]. As usual any φ ∈ H∞ defines a bounded metric hφ on K−1W , and a current
ωφ = ω+i∂∂φ which we call a weak Ka¨hler metric. It follows from the definition
that the potential of a weak conical Ka¨hler-Einstein metric lies in H∞.
Now the point is that Equation (26) is also well-defined for weak Ka¨hler
metrics if we regard both sides as measures on W0. To see this, we notice that
there is no problem with the right hand side as φ defines a bounded measure
Ωhφ on W0. For the left hand side we need to make sense of wedge product of
currents. In general one can not do this, but by Bedford-Taylor [3] the wedge
product of the form ωi ∧ ωjφ is well defined as a closed positive current on W0.
In particular any φ ∈ H∞ defines a Monge-Ampe`re measure (ω+ i∂∂φ)n onW0.
Thus we can understand Equation (26) as an equation for measures on W0. By
pushing forward through the inclusion W0 →֒ W we can also understand these
as measures on W .
An alternative way to think of the space H∞ is to consider the log resolution
of singularities p :W ′ → (W, (1−β)∆), realized as a sequence of embedded blow-
ups of (W,∆) →֒ CPN . Then the restricted Ka¨hler metric m−1ωFS pulls back
to a smooth (1, 1) form ω′ on W ′, positive definite exactly away from the ex-
ceptional divisors. Then by the general extension theorem of plurisubharmonic
functions H∞ can be identified withH′∞, the space of ω′-plurisubharmonic func-
tions onW ′. Then we can make sense of Equation (26) as measures onW ′. The
KLT condition ensures that the right hand side pulls back to an Lp volume form
on W ′ for some p > 1.
One technical tool in the study of weak (conical) Ka¨hler-Einstein metrics is
the convexity of a functional defined by Ding [16], as discovered by Berndtsson
[6]. This should be compared with the more usual Mabuchi functional defined
on any Ka¨hler class for which the convexity follows formally from an infinite
dimensional moment map picture. The advantage of Ding functional is that
it requires less regularity on the potential function so is more amenable to the
general setting. Given W,∆, β as before, the Ding functional is defined by
D(φ) = (1− (1− β)λ)I(φ) − log
∫
W
Ωhφ |s|2(1−β)hφ . (27)
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Here the I functional is defined by
I(φ) = −
∫ 1
0
dt
1
V
∫
W
∂φ(t)
∂t
ωnφ(t),
where V =
∫
W
ωn, and φ(t) is any smooth path in H∞ with φ(0) = 0 and
φ(1) = φ. Just as the case of smooth Ka¨hler potentials, one can check that I is
well-defined on H∞. Indeed, it is also easy to write down an explicit formula,
for example
I(φ) = − 1
(n+ 1)V
n∑
i=0
∫
W
φωi ∧ ωn−iφ .
So D is well-defined on H∞, and one can check a critical point of D satisfies the
equation
ωnφ = CΩhφ |s|2(1−β)hφ ,
where C is an arbitrary constant. So a critical point of D determines a weak
conical Ka¨hler-Einstein metric, by adding an appropriate constant.
There is now a well-developed study of the geometry of the space of Ka¨hler
metrics on a smooth Ka¨hler manifold. Part of the theory has been recently
adapted to the singular setting, using pluripotential theory. A path φt (t ∈ [0, 1])
in H∞ is called a geodesic if the function Φ defined on W × [0, 1]×R, viewed
naturally as an n+1 dimensional variety, by assigning Φ(t, s, x) = φt(x), satisfies
the homogeneous Monge-Ampe`re equation:
(ω + i∂∂Φ)n+1 = 0,
in the sense of measures as above. For any two points φ0 and φ1 ∈ H∞, there is
a unique geodesic connecting them [6]. The reason for the name “geodesic” is
that when φt is a path of smooth potentials on a smooth Ka¨hler manifold, this
is the usual geodesic equation for the natural Riemannian metric on H.
The following was first proved in [6] whenW is smooth and later generalized
to the singular setting in [5]. For the convenience of readers we provide an
exposition of the proof in Appendix 1.
Proposition 14. D is convex along a geodesic in H∞.
This has an immediate corollary:
Corollary 5. If ωφ is a weak conical Ka¨hler-Einstein metric on (W,∆, β), then
D achieves its minimum at φ on H∞.
Now we start the proof of Theorem 6. Recall that we assume W is em-
bedded into CPN by sections of the line bundle L = K−mW . Any element in
G = Aut(W,∆) acts naturally on H0(W,K−mW ), so is induced by an element
in PGL(N + 1;C). Then it is easy to see that G is the closed subgroup of
PGL(N + 1;C) consisting of those elements that preserves W and ∆. The Lie
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algebra Lie(G) can be identified with the space of holomorphic vector fields on
CPN that is tangential to W and ∆(0).
Let K be the subgroup of G that preserves the weak conical Ka¨hler-Einstein
metric ωφ on W0 \ supp∆(0). Then any element k in K lifts to an action on L
that preserves the metric hφ. To see this, choose an arbitrary lift of k to an
action on L - this is possible by previous discussion. Since k∗hφ and hφ give
rise to the same Ka¨hler metric ωφ, the equation i∂∂ log(k
∗hφ/hφ) = 0, holds on
W0 \ supp∆(0). On the other hand, by definition log(k∗hφ/hφ) is bounded, so
it is a constant since W is normal. Then by multiplying by a constant we can
assume k∗hφ = hφ. It follows that K is a closed subgroup of G. We furthermore
claim it is compact. To see this, notice that since φ is bounded, the Hermitian
metric hφ on L is uniformly equivalent to the metric h0 defined by m
−1ωFS .
Moreover, since ωφ is smooth on W0 \ supp∆0 and has finite Monge-Ampe`re
measure, one easily sees that it defines a Hermitian metric on H0(W,L). We
choose an orthonormal basis {si} ofH0(W,L) with respect to the metric defined
by ωφ. Then {si} induces another embedding of W into CPN , and this realizes
K as a closed subgroup of PU(N + 1;C). In particular, K is compact.
Now it is easy to see that the Lie algebra Lie(K) consists of holomorphic
Killing vector fields on (W0, ωφ) tangential to ∆
(0). Any element in Lie(G) is
generated by a bounded complex-valued Hamiltonian function onW0\supp∆(0)
with respect to the metric ωφ, up to a constant. From this point of view,
elements in Lie(K) corresponds exactly to those Hamiltonian functions that
are real-valued.
The following is proved in [6] and [5], to generalize the Bando-Mabuchi
uniqueness theorem. The proof depends on carefully looking at the case when
the Ding functional is constant along a geodesic. We will outline the proof in
Appendix 1.
Proposition 15. Given another weak Ka¨hler-Einstein metric ωφ′ on (W,∆, β),
there are a geodesic φ(t) (t ∈ [0, 1]) in H∞ connecting φ and φ′, and a holomor-
phic vector field Y that preserves ∆ such that JY ∈ Lie(K), and f∗t ωφ(t) = ωφ,
where ft is the family of holomorphic transformations on W generated by Y .
Now we continue the proof of Theorem 6. We denote by Kc ⊂ G the
complexification of K (defined in the Lie algebra level). It suffices to prove
G = Kc. For any g ∈ G, we lift the action to L, so we view it as an el-
ement in GL(N + 1;C). Consider the pull back metric g∗hφ on L, and the
corresponding weak Ka¨hler metric ωφ′ = g
∗ωφ. Then it is clear that ωφ′
also satisfies the Equation (26) on W0 \ supp∆(0). Now since g is a projec-
tive transformation, we may write g∗ωFS = ωFS +
√−1∂∂ log |g.x|2. Thus
φ′ = φ +m−1 log |g.x|2 + constant ∈ H∞. Therefore ωφ′ is also a weak conical
Ka¨hler-Einstein metric. By Proposition 15, there is a holomorphic vector field
Y ∈ Lie(Kc) such that the time one flow f1 of Y satisfies f∗1ωφ′ = ωφ. Now
g ◦ f1 ∈ G preserves ωφ, so g ◦ f1 ∈ K, thus g ∈ Kc. Therefore G = Kc is
reductive.
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Now we move on to Futaki invariant.
Suppose there is a C∗ action on a Q-Fano variety W and the action lifts to
the ample line bundle L = K−mW . For integers k ≥ 1 we have a vector space
H0(W,Lk) with a C∗-action. Let dk be the dimension of this vector space and
wk be the total weight of the action. By general theory these are, for large k,
given by polynomials in k of degrees n, n+ 1 respectively. Thus
wk
kdk
= F0 + F1k
−1 +O(k−2) (28)
and we define the Futaki invariant of the C∗ action to be Fut(W ) = F1. This
definition also generalises to the KLT pair (W, (1 − β)∆), when the C∗ action
preserves ∆. Then we have an action on H0(∆, Lk), and we define
Futβ(W,∆) = Fut(W ) + (1− β)c(F0 − F ′0), (29)
where F ′0 is defined in the same way as in Equation (28), but with W replaced
by ∆, and c = nλ2 .
Following [20] we give an analytic definition of the Futaki invariant, in terms
of a smooth Ka¨hler metric. Let ω be the restriction of the Fubini-Study metric
under an embedding W →֒ PN induced by K−mW . The S1 action is generated
by a Hamiltonian function u. Then we define
Futβ(W,∆) = −
∫
W
u(Ric(ω)−ω)∧ωn−1+(1−β)
(
2π
∫
∆
uωn−1 − λ
∫
W
uωn
)
.
It follows from the arguments in [17] that this is well-defined and does not
depend on the choice of ω ∈ 2πc1(W ). To see this agrees with the previous
algebraic definition of Futaki invariant (up to a constant multiple), we take an
equivariant log resolution p : (W ′,∆′)→ (W,∆). Then we simply need to calcu-
late the algebraic Futaki invariant on (W ′,∆′) with respect to the polarization
p∗(−mKW ). One can use the (equivariant) Riemann-Roch formula (as in [18])
to compute it using a smooth background metric. On the other hand, a smooth
metric ω onW pulls back to a smooth form ω′ onW ′ which is degenerate on the
exceptional divisors. But ω′ still lies in the correct cohomology class and it is
then straightforward to check that one can use ω′ to do the same computation,
and gives rise to the above analytic formula.
Theorem 7. If (W,∆, β) admits a weak conical Ka¨hler-Einstein metric, then
the Futaki invariant Futβ(W,∆) = 0 with respect to any one parameter subgroup
of Aut(W,∆).
This follows from a general result of Berman [4], but what we need is much
easier, and we provide a direct proof here, using the analytic definition of the
Futaki invariant. Let ft be the real one parameter subgroup of the C
∗ action.
Write f∗t ω = ω +
√−1∂∂φ(t), then φ˙ is the Hamiltonian function generating
the S1 action. We have
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Lemma 12.
Futβ(W,∆) =
1
n
d
dt
D(φ(t))
Since by Corollary 5 the Ding functional D is bounded from below on H∞,
it follows that Futβ(W,∆) = 0. This proves Theorem 7.
Now we prove Lemma 12. Let h be the Hermitian metric on K−1W corre-
sponding to ω. By pulling back to the log resolution it is easy to see that the
following quantity
Q(ω) =
∫
W
log
ωn
Ωh|s|2β−2h (
∫
W Ωh|s|2β−2h )−1
ωn
is well-defined. It also follows from the definition that
Q(f∗t ω) = Q(ω).
Taking derivatives with respect to t we obtain∫
W
φ˙(−Ric(ω) + ω + (1− β)√−1∂∂ log |s|2h) ∧ ωn−1
+
d
dt
log
∫
W
Ωh|s|2β−2h + (1− (1− β)λ)
∫
W
φ˙ωn = 0.
Thus
d
dt
D(φ(t)) = n
∫
W
φ˙(−Ric(ω) + ω) + n(1− β)[2π
∫
∆
φ˙ωn−1 − λ
∫
W
φ˙ωn].
Theorem 4 is a combination of Theorem 6 and Theorem 7.
5 Completion of Proof of Theorem 1
We recall the definition of K-stability from [11].
Definition 1. Let X be an n-dimensional Fano manifold. A test-configuration
for X is a flat family π : X → C embedded in CPN ×C for some N , invariant
under a C∗ action on CPN ×C covering the standard action on C such that
• π−1(1) = X and the embedding X ⊂ CPN is defined by the complete
linear system | − rKX | for some r;
• The central fibre X0 = π−1(0) is a normal variety with log terminal sin-
gularities.
A test configuration has a basic numerical invariant: the Futaki invariant.
This is defined to be the Futaki invariant of the central fiber, with respect to
the induced C∗ action (see Equation (28)).
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Definition 2. X is K-stable if for all non-trivial test configurations X we have
Fut(X ) ≥ 0 and strict inequality holds if X is non-trivial.
By “non-trivial” here we mean that the central fibre is not isomorphic to
X . The condition defined above is often called “polystability” in the literature.
Recall that our main result (Theorem 1) states that if a Fano manifold is K-
stable then it admits a Ka¨hler-Einstein metric. Converse results, in different
degrees of generality have been proved by have been proved by Tian [40], Stoppa
[37] and Berman [4]. The sharp form proved by Berman shows that in fact K-
stability (as we have defined it) is equivalent to the existence of a Ka¨hler-Einstein
metric.
In this section we will show how to deduce Theorem 1 from the results we
obtained in [12], [13] and this paper. Fix a K-stable Fano manifold X .
Step 1: Choose an integer λ > 0 and a smooth divisor D in the linear system
|−λKX |. This is possible if we choose λ sufficiently large, by Bertini’s theorem.
In practice λ does not need to be big, but there are cases where we can not
choose λ = 1. But for the simplicity of our argument we always choose λ > 1.
Then we consider Ka¨hler-Einstein metrics on X with cone angle 2πβ along D:
Ric(ωβ) = (1− (1− β)λ)ωβ + 2π(1− β)[D].
More precisely, we use the definition recalled in [13]. This means that we re-
quire the potential function of ωβ to lie in C
2,α,β for all α ∈ (0, β−1 − 1), in
the sense defined in [20], and satisfies the Ka¨hler-Einstein equation on X \D.
When β = 1, it follows from standard elliptic regularity that this means ω1 is a
smooth Ka¨hler-Einstein metric on X , where D disappears in the definition.
Step 2: Define I to be the set consisting of all β ∈ (0, 1] such that there exists a
Ka¨hler-Einstein metric on X with cone angle 2πβ along D, in the sense defined
above. Our goal is to prove “1” ∈ I.
Step 3: We first prove I is nonempty. Choose an integer N ≥ λλ−1 , and let
β0 = 1/N . Then a Ka¨hler-Einstein metric on X with cone angle 2πβ0 along D
is the same as a smooth Ka¨hler-Einstein metric on a Ka¨hler orbifold Xˆ with
Ricci curvature 1 − (1 − β)λ ≤ 0. We briefly recall the construction of Xˆ. We
cover D by coordinate charts (Uα, zα) such that Uα = {|z1α| ≤ 1, · · · , |znα| ≤ 1}
and Uα∩D = {z1α = 0}. Then replacing the coordinate function (z1α, z2α, · · · , znα)
by ((z1α)
1/N , z2α, · · · , znα), we define an orbifold chart on Uα. It is not difficult
to see that these patch together and form an Ka¨hler orbifold, which we denote
by Xˆ. It is then straightforward to check that a smooth Ka¨hler metric on Xˆ
is a Ka¨hler metric on X with cone angle 2πβ0 along D, in the above sense.
The existence of a smooth Ka¨hler-Einstein metric on Xˆ follows easily from the
classical theory of Aubin and Yau, extended to the orbifold setting. The latter
is well-known, see for example [15] -the key point is that the maximum principle
works readily on an orbifold. We outline some details here. Choose a smooth
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background metric ω on Xˆ, then Ric(ω) = (1 − (1 − β))λω + i∂∂f for some
smooth function f on Xˆ. We consider the continuity equation
(ω + i∂∂φt)
n = e−t(1−(1−β)λ)φt+fωn.
When t = 0, the equation has a trivial solution φt = 0; when t = 1 a solution
gives rise to the desired Ka¨hler-Einstein metric. The C0 estimate follows from
a straightforward maximum principle (applied on the orbifold cover near the
maximum point). The C2 estimate also follows from the maximum principle
and the fact the curvature of ω is bounded (since ω is smooth). Then we can
apply Calabi’s third derivative estimate to obtain higher regularity. In short we
have shown β0 ∈ I. In particular, I is non-empty.
Step 4: I is open in (0, 1). Based on a linear elliptic estimate for Ka¨hler metrics
with cone singularities, this is proved in [20], under an additional assumption
that there is no nonzero holomorphic vector field on X which is tangential to
D. The latter is confirmed in [36].
Step 5: To deal with closedness we need to use the assumption on K-stability.
If X is a test configuration for X , as above then we can extend D ⊂ X = π−1(1)
to a divisor in X and obtain a C∗-invariant divisor D0 ⊂ X0. Then we define
the modified Futaki invariant
Futβ(X ) = Futβ(X0, D0),
where the latter is given by (29). A clear but important fact is that the Futaki
invariant is linear in β. One can define similarly the notion of K-stability for
(X,D, β), in the most obvious way. Then the K-stability is also linear in β.
Lemma 13. (X,D, 0) is K-semistable, i.e. for any test configuration X for X,
we have Fut0(X ) ≥ 0.
This is proved in [38] when λ = 1. The argument makes use of the Calabi-
Yau metric on D to construct almost balanced embeddings of (X,D). It also
extends easily to the general case λ > 1 with the Calabi-Yau metric replaced by
a Ka¨hler-Einstein metric on D (which exists because c1(D) < 0). This Lemma
also follows from the more general results [4], [29], [33]. Since we assume X is
K-stable, it follows that (X,D, β) is K-stable for any β ∈ (0, 1].
Step 6: Now it suffices to show that if βi ∈ I ∩ [β0, 1] increases to β∞, then
β∞ ∈ I. We choose a corresponding sequence of Ka¨hler-Einstein metrics ωβi .
There are two cases:
1. β∞ ≤ 1−λ−1. In this case the Ricci curvature of ωβi is non-positive, and
the K-stability of X is not required. A general result for the existence of
Ka¨hler-Einstein metrics with cone singularities in the case of non-positive
curvature can be found in [27]. For our convenience we give an alternative
argument, in the line of our series of papers. Notice that in [12] and [13]
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our main interest was in the opposite case when β∞ > 1 − λ−1, but it
is not hard to see that the bulk of the discussion in [12] and [13] holds
in the general case, as long as we assume an extra volume non-collapsing
condition, or equivalently, a diameter bound. By Theorem 3.10 in [12]
this condition is indeed satisfied in our setting so the results in [13] do
apply. Choose a sequence of background Ka¨hler metrics ω′βi with a limit
ω′β∞ . Write ωβi = ω
′
βi
+ i∂∂ϕi. Then, by the proof of Theorem 3.10 in
[12] there is an a priori L∞ bound on ϕi. Then we can apply results in
Section 3.2 of [13] to conclude that ωβi converges to a limit ωβ∞ , which
is a Ka¨hler-Einstein metric on X with cone angle 2πβ∞ along D. Thus
β∞ ∈ I.
2. β∞ > 1−λ−1. Then by Theorem 1 in our previous paper [13] and Theorem
1 in this paper, we obtain a Gromov-Hausdorff limit W which is a Q-
Fano variety, and a Weil divisor ∆ (if β∞ = 1 then ∆ is empty), such
that (W,∆, (1− β∞)) is KLT, and admits a weak conical Ka¨hler-Einstein
metric. Moreover, the limit can be taken in a fixed projective space so we
can view it as a limit of Chow cycles. By Theorem 6 we know Aut(W,∆) is
reductive. So by general theory of Luna slices (see [19]) one can construct
a test configuration X forX with central fiberW so that ∆ is the flat limit
of D. By Theorem 7, Futβ∞(X ) = 0. By our definition of K-stability and
Step 5, we conclude that (W,∆) is isomorphic to (X,D). Then it follows
from Theorem 2 in [13] and Theorem 2 in this paper that β∞ ∈ I.
Therefore we conclude that X admits a Ka¨hler-Einstein metric. This finishes
the proof of Theorem 1.
6 Appendix 1: Convexity of Ding functional and
uniqueness of weak conical Ka¨hler-Einstein met-
rics
We reproduce the proof of Proposition 14 and Proposition 15, mainly following
[6] (compare also [5]). A more detailed account of these can be found in the
expository note by Long Li [30].
Take a log resolution p :W ′ → (W,∆). By definition we have
−KW ′ = −p∗(KW + (1 − β)∆)− E +∆′,
where E and ∆′ are effective divisors with normal crossing intersections, ∆′
has coefficients in (0, 1), E has integer coefficients, and p∗(∆
′ − E) = ∆. We
denote by L the line bundle K−1W ′ ⊗ E on W ′. Then L is linearly equivalent to
−p∗(KW + (1− β)∆) + ∆′.
Now we fix a smooth metric h0 on K
−1
W , in the sense defined before, then h0
determines a smooth metric on −p∗(KW + (1− β)∆), which we still denote by
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h0. We also fix a smooth Ka¨hler metric ω
′ on W ′ and a smooth metric h′0 on
L. Write ∆′ =
∑
i aiEi, and choose a defining section si of Ei, then s = ⊗is⊗aii
is formally a defining section of ∆′, so it defines a Hermitian metric k0 on the
R-line bundle L∆′ with curvature 2π[∆
′], i.e.
i∂∂ log |s|2 = i∂∂ logΠi|si|2ai = 2π
∑
i
ai[∆i] = 2π[∆
′].
With these fixed, then any metric hφ = h0e
−φ on K−1W defines a metric h0e
−φ⊗
k0 on L, which for simplicity we denote by h
′
φ˜
= h′0e
−φ˜. Here as before we have
used the identification between plurisubharmonic functions on W and W ′.
Recall for any φ ∈ H∞, we have defined the Ding functional (c.f. Equation
(27)). We denote the second term by
D˜(φ) = − log
∫
W
Ωhφ |s|2(1−β)hφ .
Then it is not hard to express this as an integral on W ′. Notice by definition
there is an L-valued n-form u on W ′(unique up to a constant multiple) with
zero divisor E. Then we have
D˜(φ) = D˜(φ˜) := − log
∫
W ′
anu ∧ u¯.
where an = (−1)
n(n−1)
2 in, and we have used the metric h′
φ˜
on L. To be more
precise this holds up to an additive constant, but we always fix this constant to
be zero by a possibly different choice of u.
We now compute the second derivative of D˜. By Hodge theory for any
smooth metric h′ψ = h
′
0e
−ψ on L, and for any L-valued (n, 0) form ξ that is
orthogonal to the space of holomorphic sections, there is an L-valued (n, 1)
form α such that
∂
∗
ψα = ξ,
where we have used the Hermitian metrics defined by the metric ω′ and h′ψ.
Moreover we choose α to be orthogonal to the kernel of ∂
∗
ψ so it is uniquely
determined by ξ. Write α = v ∧ ω′, then ∂v ∧ ω′ = 0, and up to a factor we
have ∂ψv = ξ, where ∂ψ is the ∂ operator on forms coupled with the connection
on L defined by h′ψ.
Given a smooth family of smooth metrics h′ψt on L for t ∈ R = {t ∈
C|Re(t) ∈ [0, 1]}, we solve
∂ψtv = Pt(
∂ψ
∂t
u),
where Pt is the projection to the orthogonal complement of holomorphic sections
(again we use the metric defined by h′ψt and ω
′). On W × R, we denote uˆ =
u − dt ∧ v, and let ωψ be the curvature form of h′ψ on L (naturally pulled
back from W ). From now on, we use the notation || · || to denote the L2 norm
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with respect to the Ka¨hler metric ω′ and the Hermitian metric written in the
subscript. On R, we have (for simplicity of notation we omit the variable t)
Lemma 14 ([6], Theorem 3.1).
||u||2ψi∂∂D˜(ψ(t)) = an
∫
W ′
ωψ ∧ uˆ ∧ ¯ˆu+ ||∂v||2ψidt ∧ dt¯,
This follows from the general positivity of direct image bundles discovered
by Berndtsson. For our convenience we present a direct calculation here. First
a straightforward calculation gives
||u||2ψ∂t∂tD˜(ψ(t)) = an
∫
W ′
∂2ψ
∂t∂t¯
u ∧ u¯− (an
∫
W ′
|∂ψ
∂t
|2u ∧ u¯− |
∫
W ′
∂ψ
∂t u ∧ u¯|2
||u||2ψ
)
Now we compute
an
∫
W ′
ωψ ∧ uˆ ∧ ¯ˆu
= an(i
∫
W ′
∂2ψ
∂t∂t¯
u ∧ u¯+ i
∫
W ′
(−1)n∂ ∂ψ
∂t
∧ u ∧ v¯ + i
∫
W ′
∂
∂ψ
∂t¯
∧ v ∧ u¯
+
∫
W ′
(−1)n−1ωψ ∧ v ∧ v¯)dt ∧ dt¯
= (I + II + III + IV )idtdt¯.
Since ∂ψv = Pt(
∂ψ
∂t u) we have
∂∂ψv = ∂
∂ψ
∂t
∧ u.
So
II = (−1)nan
∫
W ′
∂
∂ψ
∂t
∧ u ∧ v¯ = −an
∫
W ′
∂ψv ∧ ∂ψ v¯ = −||∂ψv||2ψ,
and
III = an
∫
W ′
∂
∂ψ
∂t¯
∧ v ∧ u¯ = (−1)n−1an
∫
W ′
v ∧ ∂∂ψv = −||∂ψv||2ψ .
Now we have the Bochner formula
i∂∂ψv + i∂ψ∂v = ωψ ∧ v.
So by integration by parts we obtain
IV = an
∫
W ′
∂ψv ∧ ∂ψ v¯ + an
∫
W ′
∂v ∧ ∂v¯
= ||∂ψv||2ψ − ||∂v||2ψ.
41
Here we used the fact that ∂v ∧ ω′ = 0. Thus we have
II + III + IV = −||∂ψv||2ψ − ||∂v||2ψ .
Now by definition
||∂ψv||2ψ = ||
∂ψ
∂t
u||2ψ −
(
∫
W ′
∂ψ
∂t u ∧ u¯)2
||u||2ψ
.
Combining all the above together this finishes the proof of the Lemma.
Now recall a geodesic in H∞ is a path φt in H∞ such that the map Φ :W ×
R → R defined by Φ(x, t) = φRe(t)(x) satisfies i∂∂Φ ≥ 0 and the homogeneous
Monge-Ampe`re equation
(i∂∂Φ)n+1 = 0. (30)
Lemma 15 ([6], Section 2.2). Given φ0, φ1 ∈ H∞, there is a unique bounded
geodesic φt connecting them. Moreover, φt is Lipschitz in t, i.e. there is a
constant C > 0 depending only on φ0 and φ1, such that |φt − φs|L∞ ≤ C|t− s|.
The proof uses methods of barrier functions, and characterization of weak
solutions to the homogeneous complex Monge-Ampe`re equations by maximal
functions. On a smooth Ka¨hler manifold, one obtains stronger regularity for
the geodesic equation through more delicate PDE method, see [10].
To prove Proposition 14, we fix φ0, φ1 and the geodesic φt = Φ(·, t). It is
easy to see that I(φt) is a linear function of t, so it suffices to prove the con-
vexity of D˜(φ˜(t)). For simplicity of notation we denote ψ(t) = φ˜(t). We first
approximate ψ be a sequence of smooth functions with curvature control, then
apply Lemma 14, and take limit.
We first approximate the metric k0 on L∆′ . Fix a smooth metric k on L∆′ .
Then for ǫ > 0 we define a new metric kǫ by
||e||2kǫ =
||e||2k0 ||e||2k
||e||2k + ǫ||e||2k0
.
This is a smooth metric on L∆′ for ǫ > 0. Moreover on W
′ \ supp∆′, we have
−i∂∂ log kǫ = −i∂∂ log k + i∂∂ log(||e||2k + ǫ||e||2k0)
= −i∂∂ log k + i∂∂ log(||s||2k + ǫ)
≥ −i∂∂ log k + ||s||
2
k
||s||2k + ǫ
i∂∂ log k
≥ − ǫ||s||2k + ǫ
i∂∂ log k.
Write kǫ = ke
−τǫ , k0 = ke
−τ0, and ωτǫ the curvature form of kǫ. Then we have
obtained (Compare [12], Proposition 2.1)
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Lemma 16 ([6], Section 2.3). As ǫ tends to zero, τǫ decreases to τ0, with
ωτǫ ≥ −Cω′ for a uniform C. Furthermore, outside a fixed neighborhood U of
supp∆′, there is a constant CU so that ωτǫ ≥ −ǫCUω′.
Next we approximate the metric hφ on−p∗(KW+(1−β)∆). We denote by π1
the projection mapW ′×R→W ′, and Ω the form π∗1ω′+idtdt¯ onW ′×R. Since
K−1W is ample, π
∗
1p
∗K−1W admits a metric with non-negative curvature. So by a
general result of Blocki-Kolodziej (see [6], Section 2.3) one can approximate φ
by a decreasing sequence of smooth functions φǫ with ωφǫ ≥ −ǫΩ. Moreover we
can also assume that φǫ depends only on Re(t) (We could work on the product
of W × R/Z, and take an S1 average). So together with Lemma 16 we have
an approximation of the metric h′ψ on L by smooth metrics h
′
ǫ = h
′
0e
−φǫ ⊗ kǫ.
The curvature of the approximating metric has curvature uniformly bounded
from below by −CΩ on W × R and bounded below by −ǫCUΩ outside any
neighborhood U of supp∆′. For simplicity of notation we denote h′ǫ = h
′
0e
−ψǫ .
Then ψǫ decreasingly converges to ψ. From Lemma 14 we get
∂t∂tD˜(ψǫ(t)) ≥ −ǫCU ||uˆǫ||2ψǫ − C
∫
U
|vǫ|2ψǫ + ||∂vǫ||2ψǫ . (31)
To proceed we need a uniform L2 estimate for the equation ∂ψǫvǫ = u. This is
given by the following, using a local Ho¨rmander estimate.
Lemma 17 ([6], Lemma 6.2). There is a uniform constant C such that
||vǫ||2ψǫ ≤ C||
∂ψǫ
∂t
u||2ψǫ ,
Now we continue the proof of Proposition 14.
Lemma 18. There is a constant C(r) depending only on r > 0 small, so that
for t ∈ [r, 1− r] and all ǫ we have
|ψ˙ǫ(t)| ≤ C(r).
This follows from the facts d
2
dt2ψǫ(t) ≥ −C, ψǫ decreases to ψ and that ψ is
Lipschitz in t.
Since ||u||2ψ is bounded and ψǫ decreases to ψ, by the above two lemmas we
know ||vǫ(t)||2ψǫ ≤ C(r) for t ∈ [r, 1− r].
Lemma 19 ([6] Lemma 6). There is a constant cδ (independent of ǫ and t) that
goes to zero as δ goes to zero so that for any v ∈ Ωn−1,0(L),∫
Uδ
|v|2ψǫ ≤ cδ(
∫
W ′
|v|2ψǫ + |∂v|2ψǫ),
where Uδ is the δ neighborhood of ∆
′.
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So by choosing δ small first and then ǫ small we get from Equation (31) that
for t ∈ [r, 1− r] that
d2
dt2
D˜(ψǫ) ≥ −ǫCUδ ||uˆǫ||2ψǫ − cδC(r)||vǫ||2ψǫ → 0
This implies that D˜(ψ(t)) is convex in [r, 1 − r]. Let r → 0 we finish the proof
of Proposition 14.
Now we move on to prove Proposition 15. So we assume φ0 and φ1 satisfy the
weak conical Ka¨hler-Einstein equation. Then it follows that D(φ) has derivative
0 at t = 0, 1. The convexity then implies that it is a constant, and D˜(φ) is a linear
function. Since D˜(ψǫ) decreasingly converges to D˜(φ), we see that the second
derivative of D˜(ψǫ) converges to zero uniformly in [r, 1 − r] for any r > 0. It
follows from Equation (31) and Lemma 19 that ||∂vǫ||2ψǫ tends to zero uniformly
in [r, 1− r]. Then by passing to a subsequence vǫ converges to a limit v weakly
in L2(W × R), which is holomorphic along the W direction, and satisfies the
equation ∂ψv = P (
∂ψ
∂t u) in the weak sense. Taking ∂ on both sides and using
the Bochner formula i∂∂v + i∂∂v = ωψ ∧ v again we obtain
ωψt ∧ v = ∂
∂ψ
∂t
∧ u.
We define a holomorphic vector field Y ′ on (W ′ \ E)×R0 by
Y ′yu = v.
We have
ωψt ∧ v = −ωψt ∧ (Y ′yu) = (Y ′yωψt) ∧ u.
It follows that on W ′ \ E we have
Y ′ y ωψt = i∂
∂ψ
∂t
.
So
LY ′ωψ = ∂
∂t
ωψ
as currents.
Now from the previous discussion of convergence the term σǫ = an
∫
W ′×Rr
ωψǫ∧
uˆǫ ∧ ¯ˆuǫ also converges to zero for any r > 0, where Rr = [r, 1− r]×R. For any
compactly supported L valued (n, 0) form ξ which is Lipschitz in t and which
does not contain the term dt, we have
|
∫
W ′×Rr
i∂∂ψǫ ∧ uˆǫ ∧ ξ¯|2
≤ σǫ
∫
W ′×Rr
i∂∂ψǫ ∧ ξ ∧ ξ¯ ≤ Cσǫ
∫
W ′×Rr
|∂tξ|2ψǫω′n ∧ idt ∧ dt¯.
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By an easy calculation this implies that
lim
ǫ→0
∫
W ′×Rr
(
∂2
∂t∂t¯
ψǫ − ∂( ∂
∂t
ψǫ)(Y
′))dt ∧ dt¯ ∧ u ∧ ξ¯ = 0.
Using the definition of vǫ it follows that
lim
ǫ→0
∫
W ′×Rr
idt ∧ dt¯ ∧ ∂vǫ
∂t¯
∧ ∂ξ = 0.
Let α be a compactly supported smooth (n, 1) form on W ′ ×R which does not
contain dt, and we decompose
α = ∂ξ + α′,
where α′ is orthogonal to Im∂ for each t. We can write α′ = β ∧ ω′, for a
(n− 1, 0) form β. By definition of vǫ we know ∂(vǫ ∧ ω′) = 0, so ∂ ∂vǫ∂t¯ ∧ ω′ = 0.
Now since Hn,1(W ′, L) = 0 by Kawamata-Viehweg vanishing theorem (see for
example [28], Remark 9.1.23), we know ∂vǫ∂t¯ ∧ ω′ is ∂-exact. So
lim
ǫ→0
∫
W ′×R
dt ∧ vǫ ∧ ∂α′ = 0.
Now from the decomposition it follows that we may choose ξ to be Lipschitz in
t, then by the above discussion
lim
ǫ→0
∫
W ′×R
dt ∧ vǫ ∧ ∂α = 0.
Passing to the limit we obtain that∫
W ′×R
dt ∧ v ∧ ∂α = 0.
It then follows that ∂tv = 0 in the weak sense and thus v is holomorphic on
W ′ ×R.
Let Y = p∗(Y
′). Then since E is exceptional, Y is defined on the smooth
part W0 × R0. Since W is normal we claim for each t ∈ R, Yt extends to a
global holomorphic vector field on W . To see this, since Yt is defined on W0, it
induces an infinitesimal action on H0(W0,K
−m
W0
). Since W is normal, the latter
can be identified with H0(W,K−mW ). It follows that Yt is the restriction of a
holomorphic vector field on CPN , so it naturally extends to W . By previous
discussion Yt has bounded L
2 norm locally away from E for t ∈ R0, so the flow
generated by Yt extends continuously to t = 0 and t = 1. So we obtain a family
of holomorphic transformations ft of W such that ωφt = f
∗
t ωφ0 . In particular
we see that φt also satisfies the weak conical Ka¨hler-Einstein equation, with ∆
replaced by ∆t = ft(∆). We claim that ft(∆) = ∆. To see this we first notice
that since Yty ωφt = i∂φ˙t, the imaginary part Im(Yt) is a Killing vector field for
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ωφt , so by the Ka¨hler-Eistein equation (26) Im(Yt) is tangential to ∆t. Thus
Yt is also tangential to ∆t. For any smooth (2n− 2) form η on W , we have
d
dt
∫
∆t
η =
d
dt
∫
∆
f∗t η =
∫
∆t
d(Re(Yt)yη) +
∫
∆t
Re(Yt)y dη = 0,
where the first term vanishes because ∆t is a closed current, and the second
term vanishes because Yt is tangential to ∆t. So we conclude that ∆t = ∆.
This in particular implies that φt is smooth on W0 \ supp∆, and satisfies the
geodesic equation pointwisely there. It is then straightforward to verify that
f∗t Yt = Y0 with JY0 ∈ Lie(K), and ft is the one parameter subgroup generated
by Y0. This finishes the proof of Proposition 15.
7 Appendix 2: Proof of Proposition 7
Adopting the notations in Section 2.5, and we write ω∞ = i∂∂u on 0.8B
2n.
Suppose that u is a W 2,p weak solution to the Ka¨hler-Einstein equation in
0.8B2n
det(uij¯) = e
−λu. (32)
Moreover, u satisfies the uniform bound C−1 ≤ (uij¯) ≤ C away from the limit
divisor D∞ (the bound is independent of distance to divisor). The following
proposition is likely well known to experts, following a theorem of Trudinger
[42], which is an extension of the Evans-Krylov theory. For convenience of
readers, we include a proof here.
Proposition 16. u extends to a C2,α function on 0.7B for some α > 0, i.e.
there exists a constant C′ such that
[D2u]Cα(0.7B) ≤ C′.
Proof. In local coordinate chart, set
h = det(uij¯) = e
−λu.
Then for a constant C1 > 0,
|(log h)ij¯ | ≤ C1.
For any unit vector v ∈ R2n and any positive small constant ǫ > 0, and for any
function f , we can define the second difference quotient function
D2,ǫ,vf(z) = ǫ
−2 · (f(z + ǫv) + f(z − ǫv)− 2f(z)) .
We denote wǫv(z) = D2,ǫ,vu(z) and wv = limǫ→0 w
ǫ
v(z) when the limit exists. In
terms of the coordinates zi = xi +
√−1yi, if we choose v1 = ∂∂xi , v2 = ∂∂yi , we
have
lim
ǫ→0
(
wǫv1 + w
ǫ
v2
)
(z) = 4ui¯i(z). (33)
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We shall identify R2n = Rn ⊕ √−1Rn = Cn in the usual way. We shall only
be interested in the pairs of two directions in R2n which are contained in the
complex lines in Cn. Namely, for any unit vector v ∈ R2n we consider the pair
(v, Jv), where J is the standard complex structure on R2n and denote
γ =
1
2
(v +
√−1Jv).
As in (33), we have the following almost everywhere convergence,
4uγγ¯ = lim
ǫ→0
(wǫv + w
ǫ
Jv)
First we want to show that uvv is uniformly bounded interior for any unit
vector v, independent of ǫ; namely u ∈ C1,1. Since log det is a concave func-
tion in the space of positive definite Hermitian matrices, we have (see [42] for
example), ∑
i,j
uij¯(z)
∂2
∂zi∂z¯j
wǫv(z) ≥ D2,ǫ,v log h(z), (34)
Denote by BR an Euclidean ball of radius R such that B3R is contained in
0.8B2n. Applying Theorem 9.22 [24] to (34), we obtain that, for B3R ⊂ 0.8B2n,
we have
sup
BR
wǫv ≤ C
(‖wǫv‖Lp(B2R) +R‖D2,ǫ,v log h‖L2n(B2R))
For ǫ small (ǫ < R for example), we have
‖wǫv‖Lp(B2R) ≤ ‖uvv‖Lp(B3R)
and
‖D2,ǫ,v log h‖L2n(B2R) ≤ ‖(log h)vv‖L2n(B3R).
By our assumption, we know that 0 < △u ≤ C (△ is Euclidean laplacian) hence
u has uniform W 2,p bound by the standard Lp estimate. It follows that
sup
BR
wǫv ≤ C.
Since the above estimate is independent of ǫ and wǫv converges to uvv weakly in
any Lp, it follows that
sup
BR
uvv ≤ C.
Now for a pair of unit vectors {v, Jv} and corresponding γ, we know that
0 < uγγ¯ ≤ C,
it follows that
uvv ≥ −uJvJv ≥ −C.
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Apparently, this C1,1 bounds holds for interior of 0.8B2n. The following argu-
ment is rather standard (see [42], Theorem 3.1). Following Gilbarg-Trudinger
[24] Section 17.4, we set
M ǫs,v = sup
BsR
wǫv, m
ǫ
s,v = inf
BsR
wǫv
and correspondingly,
M ǫs,γ = sup
BsR
wǫγ , and m
ǫ
s,γ = inf
BsR
wǫγ
where s = 1, 2, 3. Similarly, set
Ms,v = sup
BsR
wv, and ms,v = inf
BsR
wv.
and
Ms,γ = sup
BsR
wγ , and ms,γ = inf
BsR
wγ .
Here the supremum and infimum are understood as the essential supremum and
essential infimum. For ǫ small, we have in B2R almost everywhere
M3,v − wǫv ≥ 0.
It follows that M3,γ − wǫγ is nonnegative almost everywhere in B2R. Applying
Theorem 9.22 in [24] to M3,γ − wǫγ in B2R, we obtain
(
R−n
∫
BR
(M3,γ − wǫγ)p
) 1
p
≤ C2 · (M3,γ −M ǫ1,γ +R‖hD2,ǫ,γ log h‖Ln(B2R)).
(35)
Note that wǫγ converges to wγ almost everywhere and
M1,γ ≤ lim supM ǫ1,γ .
Moreover, for ǫ < R, we have
‖hD2,ǫ,γ log h‖Ln(B2R) ≤ |h|‖hγγ¯‖Ln(B3R) ≤ C3R.
By Lebesgue’s dominated convergence theorem( in B2R), we have, by letting
ǫ→ 0 in (35),
(
R−n
∫
BR
(M3,γ − wγ)p
) 1
p
≤ C2 · (M3,γ −M1,γ + C3R2)
≤ C4(M3,γ −M1,γ +R2).
As in Section 17.4 [24] ( Lemma 17.13), we need a relation of between pure
second derivative of u and its Hessian in terms of the following matrix result;
such a result is only stated in real case but it extends to the Hermitian case ( for
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example see Section 4.3 [35] for the Hermitian case) that, there exists N unit
vectors γk, k = 1, 2 · · ·N in in Cn, including the set of coordinate unit vectors,
so that we can write (
uij¯
)
(x) =
N∑
k=1
βkγk ⊗ γ¯k
with βk has a uniform positive lower and upper bound, depending only on n
and the lower and upper bound of (uij¯). Using again the convexity of log det,
we obtain ∑
i,j
uij¯(y)
(
uij¯(x)− uij¯(y)
) ≥ −λ(u(x) − u(y)).
Set wk = uγkγ¯k . Then, we have
N∑
k=1
βk(wk(x)− wk(y)) ≥ −C4|x− y|.
For s = 1, 2, 3 set
Msk = sup
BsR
wk, and msk = inf
BsR
wk.
Then, we have
wk(y)− wk(x) ≤ C4|y − x| −
N∑
i6=k
βi(wi(y)− wi(x))
≤ C4|y − x|+
N∑
i6=k
βi(M3i − wi(y))
Evaluate x at the infimum point in B3R, we have
0 < wk(y)−m3k ≤ 4C4R+
N∑
i6=k
βi(M3i − wi(y))
Thus,
(
R−n
∫
BR
(wk(y)−m3k)p
) 1
p
≤ 4C4R+ C5
N∑
i6=k
(
R−n
∫
BR
(M3i − wi)p
) 1
p
≤ 4C4R+
N∑
i6=k
C3(M3i −M1i +R2)
On the other hand, by previous discussion we have
(
R−n
∫
BR
(M3k − wk)p
) 1
p
≤ C3(M3k −M1k +R2).
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Together we obtain
M3k −m3k ≤ 4C4R+
N∑
i=1
C3(M3i −M1i +R2)
For s = 1, 2, 3 define
ω(sR) =
N∑
i=1
osc(wi) =
N∑
i=1
(Msi −msi).
Then
ω(3R) ≤ 4C4R+ C3NR2 + C3(ω(3R)− ω(R)).
So
ω(R) ≤ ζω(3R) + CR+ CR2.
with 0 < ζ < 1. By Lemma 8.23 in [24], this proves the desired Cα estimate on
wk.
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