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Abstract. Cloud computing has become a main medium for Software as
a Service (SaaS) hosting as it can provide the scalability a SaaS requires.
One of the challenges in hosting the SaaS is the placement process where
the placement has to consider SaaS interactions between its components
and SaaS interactions with its data components. A previous research has
tackled this problem using a classical genetic algorithm (GA) approach.
This paper proposes a cooperative coevolutionary algorithm (CCEA)
approach. The CCEA has been implemented and evaluated and the re-
sult has shown that the CCEA has produced higher quality solutions
compared to the GA.
1 Introduction
Cloud computing [1] is an emerging computing paradigm in which applications,
data and IT resources are provided as a service to users over the Internet. One
kind of services that can be offered through the Cloud is SaaS [1]. With increasing
demands for SaaS each year, Cloud infrastructure is by far the best option for
supporting SaaS as it provides scalability that is much needed by SaaS [2].
A SaaS deployed in a Cloud is usually composed of several components and
data, where each of the components represents a business function of the SaaS
that is being delivered [3]. For SaaS placement in the Cloud, the problem relates
to how a composite SaaS should be placed in a Cloud by the Cloud's provider
such that its performance is optimal based on its estimated execution time. The
challenges in the SaaS placement process rely on several factors, including SaaS
interactions between its components and SaaS interactions with data compo-
nents. The latter plays a significant role in SaaS execution time as the data
are located at the Cloud servers instead of local machines. Existing SaaS place-
ment methods were not designed for the Cloud. The methods mostly focus on
the resource consumption by the components and are not concerned with the
placement of the component's data [4,5].
This research will address this problem by proposing an algorithm which
considers not only the placement of the software components of a SaaS, but the
placement of data of the SaaS as well. In our previous research of the problem,
we have proposed a classical GA (GA) [6]. In this paper, we present a cooperative
coevolutionary algorithm (CCEA) for the problem.
The remaining paper is organized as follows. Section 2 describes and formu-
lates the SaaS deployment problem. Section 3 elaborates the CCEA. Section 4 is
about the evaluation that has been carried out. Finally, the concluding remark
is presented in Section 5.
2 SaaS Placement Problem (SPP)
There are three main roles in a SaaS scenario of a Cloud. They are the SaaS
vendor, Cloud infrastructure provider and SaaS customer. The SaaS vendor sub-
mits the composite SaaS with its data to the Cloud provider, where the Cloud
provider is responsible for hosting and placing the SaaS in the Cloud based on
an agreement between the SaaS vendor and the Cloud provider. The placement
of the composite SaaS has to be done strategically, as the SaaS components and
associated data are dependant upon each other. This is so called SaaS placement
problem, or SPP. The objective of the problem is to decide where each of the SaaS
components and data chunks should be placed such that some requirements are
satisfied and the SaaS performance is optimal based on its estimated execution
time. The decision of SPP will be based on estimated SaaS execution time on
a set of selected Cloud servers. The following sections describe SPP formulation
and numerical attributes applied in the calculation process.
2.1 SPP Problem Formulation
There are three main inputs of the problem:
 SaaS Modelling: The SaaS formulation is made general enough to represent
a SaaS. It includes SaaS components' requirements such as its minimum pro-
cessing capacity, memory requirement, storage requirement and data acess
requirement. The SaaS workflows are also formulated as an input.
 Cloud Resource Modelling: The Cloud consists of computing servers and
storage servers where each server has its own attributes that are relevant
to the SaaS requirements. Among the attributes are processing capacity,
storage capacity as well as memory capacity.
 Cloud Network Modelling: The Cloud network is represented by an undi-
rected graph, G = {V,E} . V = (P,D) is the sets of vertices including
computation servers and storage servers, e ∈ E is the set of undirected edges
connecting the vertices, if and only if there exists a physical link transmit-
ting information from vi to vj , where vi, vj ∈ V . Bvi,vj : E → R+and
Lvi,vj : E → R+is a bandwidth and latency functions of the link from to
respectively.
Detail formulations for SaaS and Cloud resource modelling can be found in [6].
2.2 SPP Attributes
To determine a suitable server for a component, four numerical attributes will be
used. These attributes define the total estimated execution time (in seconds) of
the SaaS that is being deployed. Followings are the descriptions of the attributes.
 Estimated Data Transfer Time (EDTT): The estimated time taken for trans-
ferring data between storage servers and computing servers. Given a current
placement for a component sci, EDTT is calculated based on ADsci ,the to-
tal bytes of amount of read/write task of sci, Bpi,dj , bandwidth of the links
involved, and Lpidj , the latency that may occur in those links.
EDTT (sck) =
∑
vi,vj∈E
ADsck × 8
Bpi,dj
+ Lpi,dj (1)
 Estimated Processing Time (EPT): The EPT for a component in a selected
computing server. It is based on the task size of a component, TSsci , the
processing capability of the selected server PCpi , the value of EDTT (if there
is any), and the transfer time of the output of its predecessor component,
TRsck−1 . If a component accesses more that one storage servers or has more
than one predecessor, only the maximum value of these attributes will be
considerered.
EPT (sck) =
TSsck
PCpk
+max(EDTT ) +max(TRsck−1) (2)
 Estimated Execution Time (EET): The EET of a path in a workflow. It is
based on the sum of EPT of each component in a path. The EET is defined
as:
EET (pathk) =
∑
sc∈pathk
EPT (sci) (3)
 Estimated Total Execution Time (ETET): ETET for the whole SaaS that
is being placed in the Cloud. From Eq. 3, the EET for all paths in the SaaS
workflows is obtained. These values are used to determine the critical path
of a workflow if the workflow has more than one path. Details explanation on
the critical path determination is presented in [6]. Then, the ETET is defined
by the sum of the EET of the critical path of each workflow multiplied by
its weighing as shown in Eq. 4.
ETET (SaaS) =
∑q
i=1EET (criticalpath)×WFwfi (4)
3 Cooperative Coevolutionary Algorithm
From the computational point of view, SPP is a large-scale and complex com-
binatorial optimization problem with constraints, and an evolutionary approach
would be suitable for it. We have developed a classical GA in a previous research
[6]. Aiming at further improve the quality of solutions, this section proposes a
new coevolutionary algorithm for SPP.
The coevolutionary algorithm is an evolutionary algorithm inspired by the
coevolution in biological systems. Coevolution is defined as an evolution of one
species as a result of its responses to characteristics of another species in a com-
mon ecosystem [7]. Coevolutionary algorithms are classified into two types: co-
operative coevolutionary algorithms and competitive coevolutionary algorithms.
Our coevolutionary algorithm is a cooperative coevolutionary algorithm.
In a cooperative coevolutionary algorithm, the fitness of a species (or it is usu-
ally referred to as subpopulation) is calculated on how well it `cooperates' with
the other subpopulation in order to produce a good solution. The population in
a cooperative coevolutionary algorithm is divided into several subpopulations.
The subpopulations evolve cooperatively. Among existing work is the cooper-
ative coevolutionary algorithm for function optimization [8]. In that paper, an
optimization problem with N variables is decomposed naturally into N subpop-
ulations. An individual is rewarded when it works well with individuals from the
other subpopulations and is punished when they perform poorly together. The
cooperative coevolutionary algorithms have also been applied to other areas,
such as artificial neural network [9].
3.1 Cooperative Coevolutionary Algorithm for SPP
Based on the characteristics of SPP, we decomposed the problem into two in-
teracting subproblems: 1) the placement of SaaS components in computation
servers, and 2) the placement of SaaS's data chunks in storage servers. The
subproblems depends on each other. Each of the subproblems is solved using
a classical genetic algorithm, which is similar to the classical genetic algorithm
for SPP that we developed previously. Since the two subproblems are depen-
dent on each other, the two subpopulations evolve cooperatively, rather than
independently.
Encoding: The first subpopulation contains n genes, each of which corresponds
to a software component, representing the computation server where the software
component would be placed in the placement plan, where n is the total number
of software components in the SaaS. The second subpopulation is encoded in
similar fashion for data chunks and its corresponding storage server. Each gene
in the chromosome is represented in a triple < C,R, S >, where C, R and S are
the IDs for continent, region and server, respectively.
Genetic Operators: The crossover operation is a classical one point crossover
between the segments of genes in a chromosome. The crossover operation com-
bines segments from two selected parents and produces two children. The top two
fittest among them are selected into the next generation. The mutation operator
applied is a random mutation operator.
Fitness Evaluation: In order to calculate the fitness of an individual, a partner
from the other subpopulation is selected and combined with the individual to
form a complete SaaS placement solution. This solution then is evaluated using
the fitness function in Eq. 5. The partner selection is based on the individual's
fitness from the previous generation of the algorithm. The fittest 50% individuals
from each subpopulation are selected, and paired up randomly. A fitter individual
represents a better placement solution.
Fitness(X) =
ETET (X)
ETET ∗(P )
(5)
where ETET ∗(P ) is the maximum value of Estimated Total Execution Time in
a population, P .
The Algorithm Description:
1. randomly generate an initial subpopulation for the SaaS component place-
ment problem.
2. randomly generate an initial subpopulation for the SaaS data chunk place-
ment problem.
3. while the termination condition is not true
(a) for each individual in the SaaS component population:
i. select a partner from the SaaS data chunk population;
ii. calculate the fitness value of the SaaS placement formed by combin-
ing the individual and the partner;
(b) select individuals from the SaaS component population based on their
fitness values for recombination and pair them up;
(c) probabilistically apply the crossover operator to generate new individu-
als;
(d) probabilistically select individuals for mutation;
(e) use the new individuals to replace the old individuals in the SaaS com-
ponent population.
(f) for each individual in the SaaS data chunk population:
i. select a partner from the SaaS component population;
ii. calculate the fitness value of the SaaS placement formed by combin-
ing the individual and the partner;
(g) select individuals from the SaaS data chunk population based on their
fitness values for recombination and pair them up;
(h) probabilistically apply the crossover operator to generate new individu-
als;
(i) probabilistically select individuals for mutation;
(j) use the new individuals to replace the old individuals in the SaaS data
chunk population.
4. output the best SaaS placement solution in the history.
4 Evaluation
We have implemented the CCEA in Microsoft Visual Studio C++. The GA was
also implemented in the same programming language previously. The evaluation
was conducted by empirically comparing the quality of the solutions produced
by the CCEA with the quality of the solutions produced by the GA and by
studying the scalability of the CCEA.
In the experiments, the population size for both algorithms were set at 200.
Crossover and mutation rates were set at 0.95 and 0.15 respectively. The termi-
nation condition was `no improvement on the best solution for 100 consecutive
generations'. The experiments were conducted on several randomly generated
SaaS placement problems. The Cloud was randomly created as well where the
attributes of the servers were generated using the models presented in [10]. All
the experiments were carried out in a computer with 2.66 GHz Intel Core 2 Duo
CPU and 3.23GB RAM.
The first experiment was to compare the quality of the solutions produced by
the CCEA with the quality of the solutions produced by the GA. The comparison
was based on the ETET of the SaaS that was calculated using Eq. 4. In this
experiment, we tested both of the algorithms for a Cloud that contained from
200 to 1400 servers, with an increment of 200. The numbers of SaaS components
and data chunks were both fixed at 10. For each of the configurations, one test
problem was randomly generated and we applied the two algorithms to solve
the randomly generated test problem. Considering the stochastic nature of the
algorithms, each of the experiments was repeated 20 times. Fig. 1 illustrates the
ETET values of both the CCEA and the GA, and Fig. 2 shows the computation
times taken by the two algorithms.
Fig. 1. Comparison of the quality of solutions obtained by the CCEA and the GA
It can be seen from Fig. 1 that the CCEA has a shorter ETET, hence a better
placement solution than the GA. It is also shown from the figures that the CCEA
Fig. 2. Comparison of computation time for the CCEA and the GA

Fig. 3. The effect of the number of components and data chunks on the computation
time of the CCEA
has longer computation times for all test problems. However, the longest time
it took was still less then eight minutes, which is acceptable considering the
placement plan is conducted in an oine mode. It can also be seen from Fig. 2
that the computation time of the CCEA increased close to linearly with the size
of the Cloud. The blip in the curve resulted from that the randomly generated
test problem for 1000 cloud servers was relatively easy to solve and therefore
took less time to converge to an optimal or near-optimal solution.
The second experiment was to further evaluate the scalability of the CCEA
by observing the growth trend of its computation time when the number of
components and data chunks increases. In this experiment, the numbers of SaaS
components and data chunk were set from five to 30 with an increment of five,
and the number of servers in the cloud was set at 800. The same server's capac-
ities and network were used in each configuration. Experiments for each config-
uration were repeated for 20 times. Fig. 3 shows the average computation time
on finding a solution. The result shows that the computation time of the CCEA
increases close to linearly with the number of components and data chunks.
5 Conclusion
This paper has proposed a cooperative coevolutionary genetic algorithm for the
composite SaaS placement problem in the Cloud. Different from the previous
approach, this cooperative coevolutionary algorithm decomposes the population
into two sub-populations, which evolve cooperatively and iteratively throughout
the evolution process. To the best of our knowledge, this is the first cooperative
coevolutionary algorithm for the composite SaaS placement problem.
Experimental results have shown that the proposed cooperative coevolution-
ary algorithm can produce better quality solutions than the classical genetic
algorithm for all the tested problems although its computation time is notice-
ably longer than that of the classical genetic algorithm. The computation time
of the cooperative coevolutionary algorithm can be reduced by parallelling the
evolution of the two subpopulations, which is our future work on the SaaS deploy-
ment problem. We will also try to use other effective cooperative coevolutionary
algorithms, such as [11], to tackle the SaaS deployment problem.
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