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ENTROPY OF MEROMORPHIC MAPS ACTING ON ANALYTIC
SETS
by
Henry De The´lin & Gabriel Vigny
Abstract. — Let f : X 99K X be a dominating meromorphic map on a compact Ka¨hler
manifold X of dimension k. We extend the notion of topological entropy hltop(f) for the
action of f on (local) analytic sets of dimension 0 ≤ l ≤ k. For an ergodic probability
measure ν, we extend similarly the notion of measure-theoretic entropy hlν(f).
Under mild hypothesis, we compute hltop(f) in term of the dynamical degrees of f . In
the particular case of endomorphisms of P2 of degree d, we show that h1top(f) = log d for a
large class of maps but we give examples where h1top(f) 6= log d.
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1. Introduction
Consider a dynamical system f : X 99K X where f is a dominating meromorphic map on
a compact Ka¨hler manifold X of dimension k endowed with a Ka¨hler form ω. A central
question in the study of such dynamical system is to compute the topological entropy
htop(f) of f and to construct a measure of maximal entropy.
The quantity htop(f) is related to the so-called dynamical degrees (dl(f))0≤l≤k of f .
They are defined by ([RS, DS1])
dl(f) = lim
n→∞
(∫
X
(fn)∗(ωl) ∧ ωk−l
) 1
n
and the l-th degree dl(f) measures the spectral radius of the action of the pull-back oper-
ator f∗ on the cohomology group H l,l(X). It can be shown that the sequence of degrees is
increasing up to a rank l and then it is decreasing (see [Gro1]). By [Gro2, DS1, DS3],
we always have htop(f) ≤ max0≤s≤k log ds. In order to prove the reverse inequality, the
strategy is to construct a measure of maximal entropy max0≤s≤k log ds. This has been
done in numerous cases (e.g. He´non maps [BS] or holomorphic endomorphism [FS]) and
we gave in [DTV] a very general criterion under which we can construct a measure µ of
measure-theoretic entropy hµ(f) = max0≤s≤k log ds.
On the other hand, f naturally acts on analytic sets of dimension l ≤ k (at least
outside the indeterminacy sets), the case l = 0 being the classical action on points z ∈ X.
The purpose of this article is to define natural notions of topological entropy hltop(f) and
measure-theoretic entropy hlν(f) (for an ergodic invariant probability measure ν) that
extend the classical ones and then to compute those entropies. Though such computations
will again be in terms of dynamical degrees (see Theorems 1.1 and 1.2, we shall show in the
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particular case of endomorphisms of P2 of degree d that h1top(f) = log d(= log d1) for a large
class of maps but we give examples where h1top(f) < log d (see Theorem 1.3). This makes
the entropies of meromorphic maps acting on analytic sets richer than the classical notion.
Observe for that, in the general setting of compact Ka¨hler manifold, that they are a
priori no global analytic sets of positive dimension. This is why, as we will see right below,
the point of view we adopt here to define the entropies is the growth rate in a very strong
sense of local analytic sets. Denote by I the indeterminacy set of f . For δ > 0 and n ∈ N,
we define:
Xδ,nl :=
{
W ⊂ X|∃x ∈W, W ∩B(x, e−nδ) is analytic of exact dimension l in B(x, e−nδ),
Voll(W ∩B(x, e−nδ)) ≤ 1, ∀k ≤ n− 1, fk(W ) ⊂ X\I
}
.
In the above, Voll denotes the l-dimensional volume.
For A,B ⊂ X, we denote dist(A,B) := inf{d(x, y), x ∈ A, y ∈ B}. Beware that it is
not an actual distance, for example, whenX = Pk and l = k−1, two analytic hypersurfaces
A and B in Pk necessarily intersect by Be´zout’s theorem.
Definition. — For n ∈ N, we say that a set E ⊂ Xδ,nl is (n, δ)-separated if for all
W 6=W ′ ∈ E there exists i ∈ {0, . . . , n− 1}, such that dist(f i(W ), f i(W ′)) ≥ δ.
Definition. — For l ≤ k, we define hltop(f), the l-topological entropy of f , as the
quantity:
hltop(f) := lim
δ→0
lim
n→∞
1
n
log
(
max{#E, E ⊂ Xδ,nl is (n, δ) − separated}
)
.
Remark. — 1. When l = 0, h0top(f) = htop(f) is the classical topological entropy of f
since points whose forward orbit stays in X\I belong to Xδ,n0 for all n. By compacity,
hktop(f) = 0 and, using a slicing argument, one has that l 7→ hltop(f) is decreasing.
2. We could also have defined a notion of entropy using n, δ-separated sets in Xδ
′,n
l for
δ 6= δ′ and then make δ → 0 and δ′ → 0 in an appropriate order; in here, we choose
to take δ = δ′ in order to simplify the definitions.
3. Finally, observe that our definitions (see also the notion of measure-theoretic entropy
below) make sense for a Cr-map f on a real Cr-manifold M acting on local Cr
manifolds.
Our first result is:
Theorem 1.1. — Let f be a dominating meromorphic map of a compact Ka¨hler manifold
X, then for any 0 ≤ l ≤ k, we have
hltop(f) ≤ log max
j≤k−l
dj .
We now define a measure-theoretic entropy for analytic sets associated to an (ergodic)
invariant measure ν. Let Λ be a set of positive measure for ν. We say that a set E ⊂ Xδ,nl
is (n, δ,Λ)-separated if it is (n, δ)-separated and if furthermore for all W ∈ E, W ∩Λ 6= ∅.
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Definition. — For l ≤ k, ν an invariant probability measure and κ > 0, we consider the
quantity:
hlν(f, κ) := inf
Λ, ν(Λ)>1−κ
lim
δ→0
lim
n→∞
1
n
log
(
max{#E, E ⊂ Xδ,nl is (n, δ,Λ) − separated}
)
.
We define hlν(f), the l-measure-theoretic entropy of f , as the quantity:
hlν(f) := sup
κ>0
hlν(f, κ).
We show in Proposition 2.1 that h0ν(f) is the usual measure-theoretic entropy when ν
is ergodic. As above, one has l 7→ hlν(f) is decreasing and hkν(f) = 0. Our main result in
that setting is the following.
Theorem 1.2. — Let f be a dominating meromorphic map of a compact Ka¨hler manifold
X. Let µ be a an ergodic invariant measure such that hµ(f) > 0 and log dist(., I) ∈ L1(µ).
Assume that the (well-defined) Lyapunov exponents satisfy:
χ1 ≥ · · · ≥ χs > 0 > χs+1 ≥ · · · ≥ χk.
Then, we have:
(1) ∀l ≤ k − s, hlµ(f) = hµ(f).
Finally, in the particular case of endomorphisms of P2 of degree d, we show (generic is
meant in the sense of [DT2].):
Theorem 1.3. — Let f be a generic holomorphic endomorphism of P2(C) of degree d ≥ 2.
Assume that supp(µ) 6= supp(T ) where T is the Green current of f and µ := T ∧ T is the
measure of maximal entropy. Then :
h1top(f) = log d.
Observe that it is possible to have h1top(f) 6= log d for specific holomorphic endomor-
phisms of P2(C). Indeed, we show in Subsection 3.6 that for a Latte`s map f of P2 of
degree d, then h1top(f) = 0 (supp(µ) = supp(T ) in that case).
2. Computing hltop(f) in terms of the dynamical degrees
2.1. Proof of Theorem 1.1.
Take δ > 0 and let E ⊂ Xδ,nl be (n, δ)-separated with #E = N . Consider a finite atlas of
X. We can choose a chart ∆ such that there are cN elements W of E that intersects ∆
where c > 0 does not depend on E. Slightly enlarging ∆ if necessary, we can assume that
for each such W ∈ E, W ′ := W ∩∆ is in Xδ,nl . Write W ′1, . . . W ′cN the collection of those
(n, δ)-separated sets.
Let us consider the euclidean metric on ∆, it is comparable with ω in ∆ so we can
assume that each W ′i is analytic of exact dimension l in B(x, c
′e−nδ) where c′ is a constant
that depends only on ∆.
By the main result of [ATU], there exists a positive constant Cl such that∑
α
λ(piα(W
′
i )) ≥ Cle−2lnδ,
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where the sum is over the l-dimensional coordinate planes α through 0 in Ck, piα is the
projection to α, and λ is the Lebesgue measure in Cl (notice that the area is counted
without the multiplicity).
In particular, shrinking c and Cl if necessary, we can assume that they are cN elements
W ′i ⊂ ∆ which are (n, δ)-separated and a l-dimensional coordinate plane P such that the
projection of each W ′ on P has volume ≥ Cle−2lnδ. Observe that we can slightly move P
and the above still stands.
For the rest of the proof, we proceed as in [DT4][p.110-111] so we only sketch the main
steps. If pi3 : ∆ → P denotes the canonical projection, we can assume that pi3(∆) lies in
a compact set K of P . For a ∈ K, let Fa := pi−13 ({a}) and da be the Lebesgue measure
on P . Let Ws := ∪i≤cNW ′i and let n(a) be the number of intersection of F (a) with Ws
counted with multiplicity. That way:∫
n(a)da = volume of the projection of Ws on P
≥ ClcNe−2lnδ.
Let Γn(a) be the closure of {(z, f(z), . . . , fn−1(z)), z ∈ F (a) ∩ ∆} in Xn. It is the
multigraph in F (a)∩∆ that we endow with the Ka¨hler form ωn :=
∑
i≤nΠ
∗
i (ω) where Πi
denotes the canonical projection of Xn on its i-th factor. We have [DT4][Lemma 13]:∫
volume(Γn(a))da ≥ c(δ)
∫
n(a)da
where c(δ) is a constant that depends only on δ (and not n).
On the other, one shows that, for any ε > 0, there exists cε such that :∫
volume(Γn(a))da ≤ cεnk−l max
0≤j≤k−l
(dj + ε)
n.
In particular,
c(δ)ClcNe
−2lnδ ≤ cεnk−l max
0≤j≤k−l
(dj + ε)
n.
We take the logarithm, divide by n and let n → ∞. The result then follows by letting
ε→ 0 and δ → 0.
Remark. — Observe that we do not require in the proof of Theorem 1.1 that the l-
dimensional volume of the W ∈ Xδ,nl is ≤ 1.
2.2. Proof of Theorem 1.2
Before proving Theorem 1.2, we show that h0ν(f) is the usual measure-theoretic entropy
when ν is ergodic. Indeed, following [K], we have the following folklore’s proposition
whose proof will be useful for us (it can be easily extended to the case of meromorphic
maps assuming ν(I) = 0).
Proposition 2.1. — Assume that ν is ergodic, f is holomorphic and l = 0, then h0ν(f) =
hν(f) is the classical measure-theoretic entropy of ν.
Proof. — Observe first that Xδ,n0 = X. Let ε > 0 and Λ ⊂ X. Fix 1 ≫ δ0 > 0 and
consider:
Xδ0,n :=
{
x, ν(Bn(x, δ0)) ≤ e−hν(f)n+εn
}
.
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We know by Brin-Katok formula([BK] that
1− ν(Λ)
4
≤ ν
({
x, lim− 1
n
log ν(Bn(x, δ0)) ≥ hν(f)− ε
2
})
≤ ν

⋃
n0
⋂
n≥n0
Xδ0,n

 .
In particular, we choose n0 large enough so that:
ν

 ⋂
n≥n0
Xδ0,n0

 ≥ 1− ν(Λ)
2
.
Consider the set Λ′ := Λ ∩⋂n≥n0 Xδ0,n0 which satisfies ν(Λ′) > ν(Λ)/2 by construction.
Then, for n ≥ n0, we start with a point x0 ∈ Λ′ and we choose inductively a point
xi ∈ Λ′\ ∪0≤j<i Bn(xj , δ0). This is possible as long as ν(Λ′) >
∑
0≤j<i ν(Bn(xj , δ0)). So
using our hypothesis, we can find at least N such points with N given by:
N = ehν(f)n−εnν(Λ′).
In particular:
lim
δ→0
lim
n→∞
1
n
log (max{#E, E ⊂ X is (n, δ,Λ) − separated}) ≥ hν(f)− ε
which gives the inequality h0ν(f) ≥ hν(f) by letting ε→ 0, taking the infimum over all Λ
with ν(Λ) > 1− κ and letting κ→ 0.
For the other inequality, consider:
Yk,δ0 :=
{
x, ∀n ≥ k, ν(Bn(x, δ0/2)) ≥ e−hν(f)n−εn
}
.
Let κ > 0, Brin-Katok formula implies that for δ0 small enough and m large enough
ν(∩k≥mYk,δ0) ≥ 1− κ. In particular, we choose
Λ := ∩k≥mYk,δ0 .
Take n ≥ m. Consider {x1, . . . , xN} a (n, δ0,Λ)-separated set. Then, the Bowen ball
Bn(xi, δ0/2) are disjoint so:
Ne−hν(f)n−εn ≤ 1.
Taking the logarithm, dividing by n, letting n→∞ and δ0 → 0 implies:
h0ν(f) ≤ hν(f) + ε
and the result follows by letting ε→ 0.
We now prove Theorem 1.2. Let µ be an ergodic invariant measure with hµ(f) > 0.
Assume that log dist(., I) ∈ L1(µ). We recall some facts we need on Pesin theory in this
setting [DT4]. We shall use the results of that paper keeping the same notations: pi, Xˆ,
Xˆ∗, µˆ, τx, ε0, fx, f
n
x , f
−n
xˆ , Dfˆ(xˆ). We fix some some δ > 0:
– The Lyapunov exponent are well defined (Oseledec’s Theorem). We assume that
they satisfies
χ1 ≥ · · · ≥ χs > 0 > χs+1 ≥ · · · ≥ χk.
– the set Yˆ of points in the universal extension Xˆ of X that satisfy the conclusion of
Oseledec’s Theorem, Pesin’s Theorem and [DT4][lemme 10] satisfies µˆ(Yˆ ) = 1
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– one can find a set A of µ-measure arbitrarily close to 1 with A ⊂ pi(Yˆ ), an integer
n0 and a constant α0 > 0, such that (see [DT4][p.103]):
∀x ∈ A, ∀n ≥ n0, µ(Bn(x, 2δ)) ≤ e−nhµ(f)+nδ.
– for all x in the set A, using iterated pull-backs and graph transforms of a suitable
local complex k − s-plane, one can define an approximated stable manifold Wn(x)
such that:
• x ∈Wn(x) and Wn(x) ⊂ B(x, e−nδ) is an analytic set of dimension k − s;
• Wn(x) is a graph over some k − s plane of a α0-Lipschitz map;
• diam(fk(Wn(x))) ≤ exp(−nδ) for all k < n.
In particular, for any Λ with µ(Λ) > 1− κ, we can assume that Λ ⊂ A (up to considering
Λ∩A where A is the above set of µ-measure arbitrarily close to 1). Using the same volume
argument as in the proof of Proposition 2.1, we can thus find a (n, δ,Λ)-separated set of
cardinality N ≥ enhµ(f)−nδµ(Λ) of points x1, . . . , xN .
For n large enough, we have that exp(−nδ) ≤ δ/4, in particular, (Wn(xi))i≤N is a
collection of sets of X
δ/2,n
k−s which are (n, δ/2,Λ)-separated. Finally, as Wn(x) is a graph
over some k− s plane of a α0-Lipschitz map, its volume is bounded by some constant that
depends on α0 so it is ≤ 1 for n large enough. Theorem 1.2 follows.
2.3. Computing hlν(f) in some families of maps
2.3.1. Holomorphic maps of Pk
Let f : Pk → Pk be a holomorphic map and take 0 ≤ l ≤ k. Assume that one can find an
invariant ergodic probability measure µ of entropy logmaxj≤k−l dj = (k− l) log d of saddle
type for f :
χ1 ≥ · · · ≥ χk−l > 0 > χk−l+1 ≥ · · · ≥ χk,
where (χi)i≤k are the well defined Lyapunov exponent of µ. Then, as a consequence of
Theorems 1.1 and 1.2, one obtains directly:
hltop(f) = h
l
µ(f) = (k − l) log d.
In [DT3], the first author constructed such measures for the case k = 2, l = 1 (with χ2 ≥ 0
in general), see also [FsS] for the initial case of hyperbolic maps.
2.3.2. Generic birational maps of Pk
Let f : Pk → Pk be a birational maps such that dim(I(f)) = k− s− 1 and dim(I(f−1)) =
s− 1 for some 1 ≤ s ≤ k − 1. Generalizing a construction of Bedford and Diller ([BD1]),
we defined in [DTV] a condition on such maps under which we constructed a measure
of maximal entropy s log d that integrates log dist(., I) with χ1 ≥ · · · ≥ χs > 0 > χs+1 ≥
· · · ≥ χk. The condition is generic in the sense that for all A outside a pluripolar set of
Aut(Pk) and any f such that dim(I(f)) = k − s− 1 and dim(I(f−1)) = s− 1, then f ◦A
satisfies the condition. Furthermore, the class of such generic birational maps contains
the regular automorphisms of Ck and generic birational maps of Pk ([S, DS2]). By the
above, for such a generic birational map of Pk, one has:
∀l ≤ k − s, hltop(f) = s log d.
As a consequence, observe that one does not necessarily have hltop(f) = h
l
top(f
−1)
for a birational map. Indeed, consider the case of a generic birational map of P3 whose
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dynamical degrees are 1 = d0 < 2 = d1 < 4 = d2 > 1 = d3 (for example, one can take the
regular automorphism (z + y2, y + x2, x)). Then, h1top(f) = log 2 and h
1
top(f
−1) = log 4.
Observe also that hk−ltop (f) 6= hltop(f−1) in general (for k = l, then h0top(f) = htop(f) 6= 0
and hktop(f
−1) = 0).
Lastly, in [V], the second author generalized the construction of generic birational map
to the rational case with no additional hypothesis on the dimension of the indeterminacy
sets. In particular, he constructed saddle measures of maximal entropy under mild hypoth-
esis, giving many examples where one can compute hltop(f) (for l such that dl ≤ max dj).
3. Proof of Theorem 1.3
3.1. Strategy of the proof and Yomdin’s estimate
Take f as in Theorem 1.3. Consider a projective line L. By [DT2], the genus of f−n(L)
outside supp(µ) is bounded by dneδn.
Using [DT1], we will then construct approximately dneδn disks of size e−δn in
f−n(L)\supp(µ). Using a length-area argument, we will show that the size of those disks
is still small when pushed forward by f i, i = 0, . . . , n − 1.
Finally, using Yomdin’s theorem ([Y]), we will construct a (n, δ)-separated set from
those disks. Here is the version of Yomdin’s result we will use; it can be deduced from
[DTV][Proposition 2.3.2].
Proposition 3.1 (Yomdin). — Let δ′ > 0. Then there exist C1 > 0 and δ0 > 0 such
that for all 0 < δ < δ0, we have for any dynamical ball Bn(x, 5δ) and any projective line
L:
∀n ∈ N, ((fn)∗ω ∧ L) (Bn(x, 5δ)) ≤ C1eδ′n.
3.2. Finding a set with uniform estimates
Let δ′ > 0. Fix 0 < δ < δ0 where δ0 is given by the above proposition. We fix x0 ∈
supp(T )\supp(µ). There exist an open neighborhood U of supp(µ) and 0 < r0 < 1 such
that
B(x0, r0) ∩ U = ∅.
Using [DT2], we have:
lim
n
1
n
log max
y
#{z, fn(z) = y, z /∈ U} ≤ log d
and
lim
n
1
n
log max
L
Genusf−n(L)\U ≤ log d
where the supremum is taken over the Grassmanian space (P2)∗ of complex projective
lines in P2. Hence, there exist n2 such that for n ≥ n2,
max
y
#{z, fn(z) = y, z /∈ U} ≤ dnenδ/3
max
L
Genusf−n(L)\U ≤ dnenδ/3.
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In particular, there exists C2 > 0 such that for all n,
max
y
#{z, fn(z) = y, z /∈ U} ≤ C2dnenδ/3
max
L
Genusf−n(L)\U ≤ C2dnenδ/3.
As x0 ∈ supp(T ), we have T ∧ω(B(x0, r0/4)) > 0. In particular, we can find a coordinate
axis D such that T ∧ pi∗(ω0)(B(x0, r0/4)) > 0 (where pi denotes the orthogonal projection
on D and ω0 := ω|D). Now, as T = limn d
−n(fn)∗(ω), there exists ε1 > 0 and n3 ∈ N such
that
(2) ∀n ≥ n3, d−n(fn)∗(ω) ∧ pi∗(ω0)(B(x0, r0/2)) ≥ ε1.
In what follows, we take n ≥ n3.
3.3. Constructing disks of size e−δn in f−n(L)
We follow [DT1]. We subdivide the square C0 ⊂ D, centered at x0 and size 2, into 4k2
identical squares with k = eδn/4. Such subdivision contains four families of k2 disjoint
squares that we will denote by Q1, Q2, Q3 and Q4. Let V denote the Fubini-Study measure
of (P2)∗ normalized so that ω =
∫
[L]dV (L).
Up to moving slightly the subdivision, we assume that
V ({L, pi|f−n(L) has a critical value in ∂Qi for some i}) = 0
(indeed, for each L there exists a finite number of critical value and we conclude using
Fubini). Let r0/2 < ρ < r0. We fix L such that pi|f−n(L) has no critical value in ∂Qi for
all i. We follow [DT1] keeping the more precise estimates we need.
We start with the geometric simplification of Cn := f
−n(L) ([DT1][Paragraph 2.1]).
Let
ρ′ ∈ [ρ+ r0 − ρ
4
, r0 − r0 − ρ
4
].
We denote by C˜n the complex curve obtained by taking the union of Cn∩B(x0, ρ) with the
connected components of Cn∩(B(x0, ρ′)\B(x0, ρ)) that meet ∂B(x0, ρ). By the maximum
principle, the boundary of C˜n is contained in ∂B(x0, ρ
′) and if B˜n denotes the number of
its boundary components, we have by [DT1] that
(B˜n −Gn)
(
r0 − ρ
4
)2
≤ An := Area of f−n(L) in B(x0, r0) ≤ dn,
where Gn is the genus of f
−n(L) in B(x0, r0). Furthermore, by the coarea formula and
letting ρ′ moves in [ρ + r0−ρ4 , r0 − r0−ρ4 ], we can find ρ′ such that L˜n, the length of the
boundary of C˜n, satisfies
L˜n ≤ 2An
r0 − ρ.
Notice that ρ′ depends on L but not the initial ρ. In addition, C˜n coincides with Cn in
B(x0, ρ) by construction. Summing up, if G˜n is the genus of C˜n, we have
G˜n ≤ Gn ≤ C2dnenδ/3, B˜n ≤
(
4
r0 − ρ
)2
dn + C2d
nenδ/3, L˜n ≤ dn 2
r0 − ρ.
We now continue with the idea of [DT1][Paragraph 2.2]. We fix a family Q of squares
amongst the (Qi)i≤4. We can tile C0\Q by crosses. Let Σ be a component above a cross
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(for pi). If l(Σ) denotes the length of the relative boundary of Σ and a(Σ) the area of pi(Σ)
counted with multiplicity, then we have, taking εk = e
−2δn/3:
l(Σ) ≥ εk
k
= 4e−δne−2δn/3 or l(Σ) ≤ εk
k
= 4e−δne−2δn/3.
Using the isoperimetric inequality in the latter case implies
a(Σ) ≥ (1− εk)×Area of the cross = 3(1− εk)
k2
or a(Σ) ≤ l(Σ)2.
As in [DT1], we want to remove the components of that latter type. Let us denote them
by A1, . . . , Am. If we remove them from C˜n, we change its area for pi
∗(ω) by at most
m∑
i=1
l2i ≤
1
k
∑
li ≤ L˜n
k
.
By the triangular inequality, the length of the relative boundary of the curve obtained by
removing those components is ≤ 2L˜n. Finally, this curve still satisfies:
G˜n ≤ C2dnenδ/3 and B˜n ≤
(
4
r0 − ρ
)2
dn + C2d
nenδ/3.
We still denote by C˜n that curve and we proceed with [DT1][Paragraph 2.3]. Let I
denote the set of islands above Q. We construct a graph where each vertex is a connected
component above a cross and where we put as many edges between two vertices as the
corresponding components share common arcs. Then, by [DT1][Paragraph 1.2]
#I ≥ χ(C˜n)− s+ a,
where s is the number of vertices and a the number of edges of the graph. We now bound
s from above and a from below, starting with s.
There are at most 2L˜nkεk vertices Σ satisfying l(Σ) ≥
ǫk
k . Furthermore, the cardinality of
vertices such that a(Σ) ≥ (1− εk) 3k2 is bounded from above by the area of the projection
of C0\Q (counted with multiplicity) divided by (1− εk) 3k2 hence it is bounded by
3Sn(C0\Q)
(1− εk) 3k2
=
k2Sn(C0\Q)
(1− εk)
where Sn(C0\Q) is the mean number leaves above C0\Q. We thus have:
s ≤ 2L˜nk
εk
+
k2Sn(C0\Q)
(1− εk) .
We now bound a from below. Following line by line [DT1][Paragraph 2.3] gives:
a =
1
2
∑
vertices
v(Σ) ≥ 2k2Sn(C0\Q)− 4hkL˜n.
Combining those bounds implies the following lower bound on #I
#I ≥ χ(C˜n)− 2L˜nk
εk
− k
2Sn(C0\Q)
(1− εk)
+ 2k2Sn(C0\Q)− 4hkL˜n
≥ −2G˜n − B˜n + k2Sn(C0\Q)(2 − 1
1− εk
)− 8h k
εk
L˜n
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(we can always assume h ≥ 1). Now, if we denote by In(L) the total number of islands
above the four families of squares Q1, Q2, Q3 and Q4, we have:
In(L) ≥ −8G˜n − 4B˜n − 32h k
εk
L˜n + k
2(2− 1
1− εk
)
4∑
i=1
Sn(C0\Qi)
≥ −8G˜n − 4B˜n − 32h k
εk
L˜n + k
2(2− 1
1− εk
)4Sn
where Sn is the mean number of leaves above C0. Let an(L) denote the area of C˜n in
B(x0, ρ) for pi
∗(ω). We have 4Sn ≥ an(L)− L˜nk (we removed A1, . . . Am). Hence
In(L) ≥ −12C2dnenδ/3 − 4
(
4
r0 − ρ
)2
dn − 32hkd
n
εk
2
r0 − ρ
+ k2(2− (1 + 2εk))(an(L)− 2d
n
(r0 − ρ)k )
≥ −h d
ne5δn/3
(r0 − ρ)2C
′
2 + (1− 2εk)k2an(L)
where we used that εk = exp(−2δn/3), k = exp(δn)/4 and where C ′2 is a constant inde-
pendent of n and L.
Amongst those islands, few are ramified. Indeed, assume N1 of them are ramified, for
those islands ∆, the area of pi(∆) is ≥ 2 1
k2
so
an(L) ≥ 2
k2
N1 +
1
k2
(In(L)−N1) = N1
k2
+
In(L)
k2
≥ N1
k2
+ (1− 2εk)an(L)− h d
ne5δn/3
k2(r0 − ρ)2C
′
2
so
N1 ≤ 2εkk2an(L) + h d
ne5δn/3
(r0 − ρ)2C
′
2.
Finally the number of islands of volume ≥ 1 is at most dn. In particular, if I ′n(L) denotes
the number of unramified islands of volume ≤ 1, we have, replacing h by hC ′2 if necessary.
(3) I ′n(L) ≥ (1− 4εk)k2an(L)− 2h
dne5δn/3
(r0 − ρ)2 .
3.4. Control of size the image by f i of the above disks
We now want to construct, in the above good islands, many disks whose size stay small
when we push them forward by f i for i = 0, . . . , n − 1. Let q be a square in the above
family. In q, we consider the annulus A := D(t, 12k )\D(t, 14k ), where t is the center of q:
1/k
q .
t
< >
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Let i ∈ {0, . . . , n− 1} and ∆ a good island above q. We shall use a length-area argument.
The form ω|f i(∆) defines a metric β, we take the pull-back of this metric by f
i then we push
it forward by pi (it is a biholomorphism on ∆). This gives a conformal metric h0 = σ|dz|
on q. Then
Areah0(A) =
∫ 1
2k
1
4k
∫ 2π
0
σ2(reiθ)rdθdr
≥
∫ 1
2k
1
4k
1
2pi
(∫ 2π
0
σ(reiθ)rdθ
)2
dr
≥ log 2
2pi
inf
γ∈Γ
(lh0(γ))
2
where Γ is the set of circles of center t and radius in [1/(4k), 1/(2k)] (essential curves of
A). It implies the existence of an essential curve γ such that(
lh0(γ)
)2 ≤ 2pi
log 2
Areah0(A) =
2pi
log 2
Areaω(f
i(∆))
where the area is counted with multiplicity and where lh0(γ) is the length of f
i(pi−1|∆ (γ))
for the metric ω|f i(∆) i.e. ω|f−n+i(L).
Let ∆˜ be the part of ∆ above the disk D(t, 1/4k). By the Appendix of [BD2], we have:
diameter of f i(∆˜) for ω|f−n+i(L) ≤ diameter of f i((pi|∆)−1(Dγ)) for ω|f−n+i(L)
≤ 3
√
2pi
log 2
√
Area of f i(∆) counted with multiplicity
where Dγ is the disk in q delimited by γ.
We denote by ∆1, . . .∆M the I
′
n(L) good islands constructed at the first step and
by ∆˜1, . . . ∆˜M the corresponding ∆˜. The ∆j are in B(x0, r0) thus not in U . Since
maxy#{z, f i(z) = y, z /∈ U} ≤ C2dieiδ/3 for all i, we have that the f i(∆j) may re-
cover themselves at most C2d
ieiδ/3. So the area of f i(∪∆j) is thus bounded from above
by the area of f−n+i(L) (which is dn−i) times C2d
ieiδ/3. In particular, the number of
∆j such that the area of f
i(∆j) (counted with multiplicity) is greater than
δ2
18π log 2 is
≤ C2dn eδi/318πδ2 log 2 . If we remove those disks for i = 0, . . . , n − 1, we remove at most:
dn
C218pi
δ2 log 2
n−1∑
i=0
eiδ/3 ≤ dn e
nδ/3
eδ − 1C2
18pi
δ2 log 2
= C3d
neδn/3
where C3 > 1 is another constant that does not depend on n nor L. Using (3), we deduce
that the number I ′′n(L) of good islands constructed at the first step for which the area of
f i(∆j) (counted with multiplicity) is ≤ δ218π log 2 for all i ≤ n− 1 satisfies
(4) I ′′n(L) ≥ I ′n(L)− C3dneδn/3 ≥ (1− 4εk)k2an(L)− 3hC3
dne5δn/3
(r0 − ρ)2 .
We denote ∆1, . . . ,∆M ′ these islands and ∆˜1, . . . , ∆˜M ′ the corresponding ∆˜ (with our
notations, M ′ = I ′′n(L)). By construction, for each 1 ≤ j ≤M ′, 0 ≤ i ≤ n− 1:
diamf i(∆˜j) ≤ 3
√
2pi
log 2
δ√
18pi
√
log 2 = δ.
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3.5. Using Yomdin’s estimate to produce (n, δ)-separated disks
Denote ˜f−n(L) the part of f−n(L) made with the ∆˜1, . . . , ∆˜M ′ . By construction, the area
of pi( ˜f−n(L)) is
pi
(
1
4k
)2
I ′′n(L) ≥
pi
16
(1− 4εk)an(L)− pi
16k2
3hC3
dne5δn/3
(r0 − ρ)2
=
pi
16
(1− 4e−2δn/3)an(L)− pi3hC3 d
ne−δn/3
(r0 − ρ)2
since 4k = eδn and εk = e
−2δn/3 by definition. Using Proposition 3.1, we have for every
dynamical ball Bn(x, 5δ)
(fn)∗ω ∧ pi∗ω0(Bn(x, 5δ)) ≤ C1eδ′n
thus (recall that V denote the Fubini-Study measure of (P2)∗)∫
[ ˜f−n(L)] ∧ pi∗(ω0)(Bn(x, 5δ))dV (L) ≤
∫
[f−n(L)] ∧ pi∗(ω0)(Bn(x, 5δ))dV (L) ≤ C1eδ′n.
Furthermore, integrating the previous estimate and using (2), we have for n large enough∫
[ ˜f−n(L)] ∧ pi∗(ω0)(P2(C))dV (L) ≥ pi
32
∫
an(L)dV (L)− pi3hC3 d
ne−δn/3
(r0 − ρ)2
≥ ε1 pi
32
dn − pi3hC3 d
ne−δn/3
(r0 − ρ)2 ≥ ε1
pi
64
dn.
In particular, we can find points x1, . . . , xN1 with
N1 ≥ ε1 pi
64C1
dne−δ
′n
which are (n, 5δ)-separated and belong to the support of
∫
[ ˜f−n(L)] ∧ pi∗(ω0)dV (L). In
particular, for each xj ∫
[ ˜f−n(L)] ∧ pi∗(ω0)(Bn(xj , δ))dV (L) > 0,
so for each xj we can choose a disk ∆˜j in f
−n(L˜j) (Lj might depends on j) which meets
Bn(xj , δ).
Lemma 3.2. — The disks ∆˜1, . . . , ∆˜N1 are (n, δ)-separated.
Proof. — Let i 6= j, xi and xj are (n, 5δ)-separated so there exists l ≤ n − 1 such
that d(f l(xi), f
l(xj)) ≥ 5δ. In subsection 3.4, we showed that diam(f l(∆˜i)) ≤ δ and
diam(f l(∆˜j)) ≤ δ. In particular, f l(∆˜i) ⊂ B(f l(xi), 2δ) (since ∆˜i intersects Bn(xi, 5δ))
and f l(∆˜j) ⊂ B(f l(xj), 2δ). Thus dist(f l(∆˜i), f l(∆˜j)) ≥ 5δ − 2δ − 2δ = δ.
The ∆˜j are (n, δ)-separated disks and they are graphs above a disk of the typeD(0, e
−δn)
and the volume of each ∆˜j is ≤ 1 by the above. In conclusion, for n large enough
1
n
log
(
max{#E, E ⊂ Xδ,n1 is (n, δ) − separated}
)
≥ 1
n
log
(
ε1
pi
64C1
)
+ log d− δ′.
so
lim
n→∞
1
n
log
(
max{#E, E ⊂ Xδ,n1 is (n, δ) − separated}
)
≥ log d− δ′.
ENTROPY OF MEROMORPHIC MAPS ACTING ON ANALYTIC SETS 13
As this is true ∀δ < δ0, we can make δ → 0 in the above inequality so
h1top(f) ≥ log d− δ′.
This is what we want as δ′ can be taken arbitrarily small and h1top(f) ≤ log d by Theo-
rem 1.1. Theorem 1.3 follows.
3.6. h1top(f) = 0 for Latte`s maps
As mentioned in the introduction, the purpose of this section is to show that h1top(f) = 0
for a Latte`s map f of P2 of degree d. Such map can be lifted to an affine map D of linear
part
√
dU , where U is an isometry, on a torus T by a holomorphic branch cover σ ([D]).
By contradiction, assume that h1top(f) = α > 0. For δ > 0 small enough, we thus have
(5) lim
n→∞
1
n
log
(
max{#E, E ⊂ Xδ,n1 is (n, δ)− separated}
)
≥ α
2
.
Claim. — For all n such that
1
n
log
(
max{#E, E ⊂ Xδ,n1 is (n, δ)− separated}
)
≥ α
4
,
there exist ψ(n) with αn9 log d ≤ ψ(n) ≤ n and ∆1n,∆2n ∈ Xδ,n1 such that:
d
(
fψ(n)(∆1n), f
ψ(n)(∆2n)
)
≥ δ.
Indeed, if the claim does not hold then we could take arbitrarily large n for which the
disks inXδ,n1 are not δ-separated for f
m for any αn9 log d ≤ m ≤ n. By (5), we have arbitrarily
large n such that
max{#E, E ⊂ Xδ,n1 is (n, δ) − separated} ≥ e
αn
4 .
Thus for such n and such E realizing the above maximum, the δ-separation between the
elements of E is achieved for m ≤ αn9 log d . For W ∈ E, we pick xW ∈ W . Then observe
that the collection of such (xW )W∈E defines a (
αn
9 log d , δ)-separated set which has the same
cardinality than E. Thus:
lim
9 log d
αn
logmax{#E′, E′ ⊂ P2 is
(
αn
9 log d
, δ
)
− separated} ≥ α
4
9 log d
α
> 2 log d.
This contradicts the fact that htop(f) ≤ 2 log d.
By the claim, there exists a sequence (nk)k of integers with nk →∞ such that for all k
we can find two elements ∆1nk ,∆
2
nk
∈ Xδ,nk1 such that:
d
(
fψ(nk)(∆1nk), f
ψ(nk)(∆2nk)
)
≥ δ.
For each i, there exists Zi,nk ∈ ∆ink such that ∆ink is analytic in B(Zi,nk , e−δnk). Let ∆ˆink
be the restriction of ∆ink to the ball B(Zi,nk , e
−δnk/2).
Consider the lifts σ−1(∆ˆink) for i = 1, 2. Since σ is holomorphic, σ
−1(∆ˆink) is analytic
in some ball B(xi,nk , Ce
−nkδ) for some constant C > 0 that depends on σ (but not on nk)
and where xi,nk ∈ σ−1(∆ˆink). We denote T ink := σ−1(∆ˆink) ∩B(xi, Ce−nkδ).
14 HENRY DE THE´LIN & GABRIEL VIGNY
We want to bound from above the volume of T ink . Let Ω be the metric preserved by U
and ωFS the Fubini-Study form on P
2. Then, up to multiplying Ω by a suitable constant,
the Green current T+ of f is given by σ∗(Ω) (see [BL01][Proposition 4.1]) and it can be
written as T+ = σ∗(Ω) = ω + dd
cg where g is a β-Ho¨lder function (the Green current).
Then
VolΩ(T
i
nk
) =
∫
T ink
Ω ≤
∫
∆ˆink
σ∗Ω.
Let θi,nk be a smooth cut-off function equal to 1 in B(Zi,nk , e
−δnk/2) and 0 outside
B(Zi,nk , e
−δnk) such that 0 ≤ ±ddcθi,nk + Ce2δnkω (changing C if necessary). In par-
ticular, by Stokes and the definition of Xδ,nk1
VolΩ(T
i
nk
) ≤
∫
∆ink
θi,nk(ω + dd
cg)
≤
∫
∆ink
ω +
∫
∆ink
(g − g(Zi,nk))ddcθi,nk
≤ 1 + Ce−βδnke2δnk .
In particular, for a suitable p > 0, we have that T ink has volume ≤ Cepδnk (again, changing
C if necessary).
Let ρi,nk be a smooth cut-off function equal to 1 in B(xi,nk ,
C
2 e
−nkδ) and equal to 0
outside B(xi,nk , Ce
−nkδ). We can define it so it satisfies
√−1∂ρi,nk ∧ ∂¯ρi,nk ≤ C ′e2δnkΩ
where C ′ is another constant that does not depends on nk. For each i, we define the
positive (1, 1) current Sink , using the above notation
Sink :=
ρi,nk
ai,nk
[
T ink
]
where ai,nk is a constant chosen so that S
i
nk
has mass 1. By Lelong’s inequality, we know
that ai,nk ≥ e−2nkδC2pi/4.
We claim that, up to extracting,
d−ψ(nk)(Dψ(nk))∗(S
i
nk
)→ Ri
where Ri is a positive closed (1, 1) current of mass 1 in T. As Ω is the metric preserved
by U , then d−1D∗(Ω) = Ω thus d−ψ(nk)(Dψ(nk))∗(S
i
nk
) has mass 1 and we can extract
a converging subsequence for both i = 1 and i = 2. To show that the limit Ri of such
subsequence is closed, it is enough to show that it is ∂-closed so we only have to test against
forms of the type χ∂¯Z¯ where χ is a smooth function and ∂¯Z¯ some (0, 1)-form with constant
coefficients and norm 1. As D has linear part
√
dU , we have that (Dψ(nk))∗(∂¯Z¯) is again
some 1-form with constant coefficients and norm dψ(nk)/2 so we write it as dψ(nk)/2∂¯Z¯nk .
Now,〈
∂(d−ψ(nk)(Dψ(nk))∗(S
i
nk
)), χ∂¯Z¯
〉
=
d−ψ(nk)
ai,nk
〈
∂ρi,nk ∧
[
T ink
]
, χ ◦Dψ(nk)(Dψ(nk))∗(∂¯Z¯)
〉
=
d−ψ(nk)/2
ai,nk
〈[
T ink
]
, χ ◦Dψ(nk)∂ρi,nk ∧ ∂¯Z¯nk
〉
.
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By Cauchy-Schwarz inequality and the properties of ρi,nk , we deduce∣∣∣〈∂(d−ψ(nk)(Dψ(nk))∗(Sink)), χ∂¯Z¯〉∣∣∣2 ≤ d−ψ(nk)a2i,nk
〈[
T ink
]
,
√−1∂ρi,nk ∧ ∂¯ρi,nk
〉
×
〈[
T ink
]
, |χ ◦Dψ(nk)|2√−1∂Znk ∧ ∂¯Z¯nk
〉
≤ ‖χ‖
2
∞d
−ψ(nk)
a2i,nk
〈[
T ink
]
, C ′e2δnkΩ
〉
× 〈[T ink] ,Ω〉
≤ C ′′‖χ‖2∞d−ψ(nk)+(6+2p)δnk
≤ C ′′‖χ‖2∞d
(
− α
9 log d
+(6+2p)δ
)
nk
where C ′′ is another constant that does not depends on nk. In particular, for δ small
enough that quantity converges to 0 so R1 and R2 are closed.
By Be´zout, we can take Z ∈ supp(σ∗(R1)) ∩ supp(σ∗(R1)). Take θ a smooth non zero
form with support in B(Z, δ/4) and so that 〈σ∗(R1), θ〉 6= 0 and 〈σ∗(R2), θ〉 6= 0. Then,
for nk large enough, we have that 〈σ∗(d−ψ(nk)(Dψ(nk))∗(Sink)), θ〉 6= 0 for i = 1, 2. Since
σ∗(d
−ψ(nk)(Dψ(nk))∗(S
i
nk
)) has support in fψ(nk)(∆iψ(nk)), this contradicts the fact that
d
(
fψ(nk)(∆1nk), f
ψ(nk)(∆2nk)
) ≥ δ. Hence h1top(f) = 0.
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