Abstract. For the representation of piecewise d-linear functions, instead of the usual nite element basis, we introduce a generating system that contains the nodal basis functions of the nest level and of all coarser levels of discretization. This approach enables us to work directly with multilevel decompositions of a function.
1. Introduction. In recent years, di erent multilevel methods have been used extensively to obtain approximations to solutions of partial di erential equations. Besides the multigrid method (see the references in 13], 10]) and the hierarchical basis multigrid method 3], multilevel methods for the preconditioning of the conjugate gradient algorithm have also been developed, including the BPX-preconditioner of Bramble, Pasciak and Xu (see 21] , 5]), its generalization MDS (see 25] , 20]), and the hierarchical basis preconditioner of Yserentant (see 22] ). For a comparison of these preconditioners, see 23] . Another interesting type of multilevel preconditioner has been developed in 2]. Furthermore, preconditioners that make use of the multigrid method have been studied in 11] .
Under rigorous assumptions on regularity and approximation properties, a convergence rate that is independent of the number of levels can be proved for multigrid methods. In contrast to this, two-level schemes have been proved to converge under weaker assumptions. The same is true for the preconditioner of Xu and, in the 2D case, of Yserentant. Here, no regularity assumptions are needed to prove a condition num-2 MICHAEL GRIEBEL ber of O(k 2 ) for the preconditioned system, where k denotes the number of employed levels. Under strong regularity assumptions, a condition number estimate of O(k) can be given. See the appendix in 23].
Recently, Oswald 16] , 17] , 18], Xu 20] , and Bornemann and Yserentant 4] showed that (even under weak assumptions) the condition number of the BPX-preconditioner is O(1). Also, Zhang 25] gave an elegant proof for the condition number of the MDS operator, which is a slight generalization of BPX. It grows at most linearly with the number of levels in the general case, and is bounded by a constant independent of the mesh sizes and number of levels under the H 2 -regularity assumption. In this sense, multilevel methods are optimal.
We present in this paper a new approach to multilevel methods that abandons the usual basis approach in favor of generating functions that span the approximation space but are generally linearly dependent. The idea is to use the standard basis functions on all levels of discretization. The resulting Galerkin scheme therefore results in a redundant semide nite system of linear equations that has multiple solutions, but each is equivalent to the unique solution of the standard basis approach. Fortunately, in many cases, the generalized condition number (i.e. the condition number of the matrix restricted to the orthogonal complement of its null space) of the semide nite system matrix is of the order O(1), and we will see that its singularity does not disrupt the iterative process we will use.
More speci cally, there is no need for a basis of the approximation space if energy minimizing iteration methods like the conjugate gradient method or Gauss-Seidel type relaxations are used. In this case the use of a basis is even an obstacle because smooth errors cannot be adequately attenuated by the standard basis functions. Acceleration of these methods can be gained only by quite complex techniques like BPX-preconditioning or, in the multigrid context, by coarse grid corrections.
In contrast, the use of the generating system allows us to work directly with multilevel decompositions of functions. This gives additional freedom that is beyond the scope of the traditional basis approach and leads in a natural manner to accelerated algorithms. It is of special interest that standard iteration methods for the semide nite system are equivalent to modern multilevel methods applied to the linear system that arises from the usual nite element basis.
We show that the BPX-preconditioner and its generalization MDS together with the conjugate gradient method are just special implementations of the (diagonally scaled) CG-iteration on the semide nite system. Similarly, the HB-preconditioner can be interpreted in terms of the semide nite system. Furthermore, we will show that the Gauss-Seidel iteration for the semide nite system is equivalent to the multigrid method for the standard basis system. For Aitken's double sweep algorithm, which is also known as symmetric Gauss-Seidel (SGS) we obtain the standard (1,1)-MG-V-cycle. In this sense, our method and McCormick's approach of Unigrid and PML (multilevel projection method) are in similar spirit, see 14], 15]. Additionally, the HB-MG-method can be explained easily in terms of the semide nite system. If we use the Gauss-Seidel iteration as a CG-preconditioner for the semide nite system, we obtain an algorithm 3 that is equivalent to MG-CG for the standard basis system.
The outline of the remainder of this paper is as follows. In Section 2, we introduce the generating system, derive the semide nite system of linear equations, and discuss its properties. In Section 3, we consider iterative methods on the semide nite system. First, we study the diagonally preconditioned conjugate gradient method. We show that it is equivalent to the BPX-or MDS-preconditioned CG-method for the standard basis system. Then we demonstrate that the Gauss-Seidel iteration for the semide nite system is equivalent to the multigrid method for the standard basis system. Furthermore, we show that the use of Gauss-Seidel relaxations as a preconditioner for the semidefinite system results in MG-CG for the standard basis system. Finally, the results of numerical experiments illustrating the theory of the earlier sections are given in Section 4. An extended version of this paper can be found in 7].
2. The semide nite system. In this section, we introduce a generating system that replaces the usual nite element basis in the discretization of a boundary value problem of a partial di erential equation. We then derive the associated semide nite linear system and discuss its properties.
Consider a partial di erential equation in d dimensions with a linear, second-order operator on the domain = (0; 1) d , d=1,2,..., Lu = f on ; (1) with appropriate boundary conditions and solution u. For reasons of simplicity, we restrict ourselves to homogeneous Dirichlet boundary conditions. Given an appropriate function space V , the problem can be expressed equivalently in its variational form: Find a function u2V with a(u; v) = (f; v) 8 v 2 V: (2) (In the case of homogeneous Dirichlet boundary conditions, V would be the Sobolev space H 1 0 ( ).) Here, a: V V ! V is a bounded, positive-de nite, symmetric bilinear form and (.,.) is the usual linear form for the right-hand side. Let jj:jj a := q a(:; :) denote the induced energy norm. We assume that V is complete with respect to jj:jj a , which is true if a(:; :) is H 1 0 -elliptic. The Lax-Milgram lemma then guarantees the existence and uniqueness of the solution of (2). If we consider directly the energy functional 1=2 a(u; u) ? (f; u), the problem can be stated alternatively as minimization of the energy in V .
2.1. Spaces, bases, and the generating system. Assume we are given a sequence of uniform, equidistant, nested grids, 1 2 ::: k?1 k ; (3) on with respective mesh sizes h l =2 ?l , l=1,..,k, and an associated sequence of spaces of piecewise d-linear functions, V 1 V 2 :::: V k?1 V k ; (4) 4 MICHAEL GRIEBEL with dimensions n l := dim(V l ) = (2 l ? 1) d ; l = 1; ::; k: (5) Here, 1 denotes the coarsest and k the nest level of discretization. Consider also the sequence N 1 N 2 ::: N k?1 N k (6) of sets of grid points N l =fx 1 ; :::; x n l g in the interior l , l=1,..,k.
The standard nite element basis which spans V l on the equidistant grid l is denoted by B l . It contains the nodal basis functions (l) i , i=1,..,n l , which are de ned by (l) i (x j ) = i;j ; x j 2 N l : (7) Note that we use rectangular grids. Therefore, the 2D basis functions can be written as the product of two 1D basis functions for the di erent coordinate directions. The analogue is true for the 3D case, where the basis functions are written as the product of three 1D basis functions.
Any function u2V k can be expressed uniquely by
i ; (8) with the vector u k :=(u In contrast to the basis approach expressed by the expansion in (8), we instead consider the set of functions E k de ned as the union of all the di erent nodal bases B l for the levels l=1,..,k, E k = B 1 B 2 :::: B k?1 B k : (9) Clearly, because E k is a linearly dependent set of functions, it is no longer a basis for V k , but merely a generating system. See gure 1 for a simple 1D example. In any case, an arbitrary function u2V k can be expressed in terms of the generating system by (10) with the block vector w E k :=(w (1) ; w (2) ; :::; w ; g
To simplify the notation, we will not distinguish explicitly between the functions u or g (l) and its vector representations u k or w (l) , but denote them by their vector representations only. Here and in the following, we denote representations in terms of the generating system E k by the superscript E. The length of w E k is n E k = k X l=1 n l ; (12) which is in the 1D case about twice, in the 2D case about 4/3 times, and in the 3D case about 8/7 times larger than the length of the vectors for the basis representation above. This is due to the geometric rate of decrease of the number of grid points from ne to coarse levels, with factors of 1/2, 1/4, and 1/8 for 1D, 2D, and 3D, respectively. ! : (15) I k;l+1 is the identity operator of dimension P l+1 i=k n i . Due to the generating system approach, these transformation matrices S l?1;E l cannot be inverted uniquely. Nevertheless, the transposed matrices (S l?1;E l ) T , l = k; ::; 2, are de ned by (16) Note that the identity relation in the basis representation B k de nes an equivalence relation in E k that is di erent from the simple vector equivalence. Thus, we can identify two di erent but equivalent representations in E k of a function in V k : 
i ;
(k) j ) and (f k ) (j) = (f; (k) j ), i; j = 1; ::; n k . Alternatively, we can use the discrete energy functional 1=2 u T k L k u k ? u T k f k to describe the problem as energy minimization in the space V k or IR n k , respectively. For the generating system E k , the Galerkin approach leads to the system of equations L E k w E k = f E k ; (18) where
j l ); l = 1; ::; k; i l ; j l = 1; ::; n l : (19) Alternatively, we can use the discrete energy functional
to describe the problem as (nonunique) minimization in IR n E k . The system L E k w E k = f E k has the following properties. The matrix L E k is semide nite.
It has the same rank as L k . Thus n E k?1 = n E k ? rank(L k ) eigenvalues are zero. The system is solvable because the right-hand side is constructed in a consistent manner. However, it has not just one unique solution, but rather numerous di erent solutions. For two di erent solutions w E;1 k and w E;2 k , S E k w E;1 k = S E k w E;2 k = u k (20) holds, where u k is the unique solution of the system L k u k = f k . This is a direct consequence of (21) . Therefore, it is su cient to compute just one solution of the enlarged semide nite system to obtain, via S E k , the unique solution of the system L k u k = f k .
Note that the enlarged matrix L E k contains the submatrices L l that arise from the use of the standard basis B l , l = 1; ::; k. A similar property holds for the right-hand sides. The matrix that stems from the hierarchical basis discretization is also contained in L E k . For the de nition of the hierarchical basis, the resulting linear system and further explanations, see 22] .
Instead of using the bilinear form a(:; :) and the linear form (f; :), which involves explicit integration on all levels l = 1; ::; k, we can express L E k and f E k in a simple product type representation that involves only the intergrid transfer operators P l l?1 and R l?1 l , l = k; ::; 2 and the discretizations of L and f on the nest level. Since the transformation from E k to B k is expressed by (21) This can be interpreted as "semide nite" preconditioning of the system L k u k = f k . It is then easy to see that
Note that the matrix L E k is relatively densely populated. In practical applications, however, it is not necessary to know the matrix explicitly. Often only a matrix vector multiplication L E k w E k is needed, which allows the product type representation (21) of L E k to be exploited, so that this matrix vector multiplication can be computed in O(n E k ) = O(n k ) operations.
Note further that the restriction operator R k?1 k in the mapping (S E k ) T is consistent with the Galerkin approach. If, for example, f k in space V k is given as f k = P n k i=1 (f;
i : (22) This is an important fact that should be exploited in practical computations. The explicit calculation of the integral (f; :) can be avoided on the coarser levels l < k. The linear combination of the coe cient values of f k according to the restriction stencil is su cient to reproduce the integral on the next coarser level. Consequently, if f k on level k has been computed, then f E k can be gained easily using (S E k ) T . Consider, as an example for the product type representation (21), the case of only two spaces V k?1 , V k . Since the standard basis representation is computed from w E k =(w
and we see that (25) Note that R k?1 k L k P k k?1 is just the Galerkin coarse grid matrix L k?1 . >From this two-level example, we see that the system L k u k = f k arising from the nite element discretization using the basis B k can instead be written in terms of the generating system E k by the following steps:
Apply R k?1 k I k ! to both sides of the equation and set u k = P k k?1 I k w E k . In the rst step, new equations are added to the system that are constructed from the original equations by forming linear combinations with the weights of the MGrestriction stencil. The second relation de nes the new unknowns and their relation to the original unknowns. A natural two-level decomposition w E k of u k is de ned implicitly, which is not unique but nevertheless consistent with the Galerkin approach.
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3. Iterative methods for the semide nite system. In this section, we study iterative methods for the solution of the semide nite system. We show that the diagonally preconditioned conjugate gradient method is equivalent to the BPX-or MDSpreconditioned CG-approach for the standard system using B k . The generalized condition number of L E k is the same as for the BPX-or MDS-preconditioned matrix L k . Therefore, proofs for the condition of BPX and MDS are directly valid for the semidenite system. Results of Oswald, Zhang, Xu, Bornemann and Yserentant for BPX establish a condition number of the order O(1) for L E k . Furthermore, we show that the Gauss-Seidel method (GS) and its symmetric counterpart (SGS) are equivalent to multigrid methods for the standard system. A Gauss-Seidel type relaxation itself can be used as preconditioner for the semide nite system. This results in MG-CG for the standard basis system.
We want to achieve a solution of the semide nite system L E k w E k = f E k . Because L E k is not invertible, we cannot use a conventional direct solver. Instead, we can consider basic iterations w E k :
k ) with positive-de nite (or semide nite) matrices C E k . We focus on the conjugate gradient type accelerations of such iterations where C E k is a diagonal matrix preconditioner. Furthermore, we study Gauss-Seidel type relaxations, both as an iteration itself (with C E k as inverse of the lower triangular part of L E k ) and as a preconditioner for the conjugate gradient method.
It is well known that these methods iteratively reduce the energy of the system. They di er in the employed descent directions. While for the conjugate gradient method the descent directions are based on the residual, the Gauss-Seidel iteration descends along the coordinate axes. It is well known that CG is sensitive to scaling, and that its convergence rate depends on the condition number of the system. On the other hand, Gauss-Seidel relaxations are invariant under scaling of the system. See 12] for further explanations on descent methods.
3.1. Conjugate gradient iteration for the semide nite system. Here we consider the (diagonally preconditioned) conjugate gradient method for the semide nite system. The BPX-preconditioner of Bramble, Pasciak and Xu and its generalization MDS applied to the standard basis system can be described directly in terms of E k with simple diagonal matrices C E k of full rank n E k . This is also true of the HB-preconditioner introduced by Yserentant. It can be described with a simple diagonal matrix C E k of de cient rank n k . If the functions of the generating system are properly scaled, then the C E k for BPX or MDS becomes the identity, and the conjugate gradient method for the semide nite system L E k w E k = f E k is directly equivalent to BPX-CG or MDS-CG for the de nite system L k u k = f k . Otherwise, this scaling is done explicitly by the respective matrix C E k .
3.1.1. The residual and the conjugate gradient iteration . In the CG method, a major task is to compute the residual
9 of the semide nite system for a given w E k . Here, the product type representation (21) of L E k and f E k can be exploited. We get (27) and, with u k = S E k w E k and r k = f k ? L k u k , we have
Consider as an example once more the two-level case (23)- (25) . The residual of the semide nite system now reads
If we use the product type representation (21) of L E k and f E k , we are able to implement the computation of the residual e ciently. We have
and the same result is obtained if we compute rst u k = P k k?1 w
, then the
This avoids computing the expressions individually on the coarse and ne levels, which di er only by the coarse grid term R k?1 k . Note that all representations w E k in E k of a given function u k have exactly the same residual vector r E k . Therefore, even if our generating system allows many nonunique representations for a function u k , it is unique with respect to the residual. In fact,
In the following, let C E k be a diagonal matrix. The central step in the CG method for solving L E k w E k = f E k is the computation of the residual and its scalar product. With C E k -preconditioning, we must compute (r E k ) T 
Hence, the C E k -preconditioned CG algorithm for solving L E k w E k = f E k is equivalent to the conjugate gradient algorithm with preconditioner S E k C E k (S E k ) T for solving L k u k = f k .
3 
i vanishes. For more general boundary conditions, a system with the level 0 discretization matrix L 0 must be solved here.
These preconditioners can now be expressed easily in terms of our semide nite
r (2) : : r 
i ; l = k; ::; 1; i = 1; ::; n l : (38) The BPX-and HB-preconditioners resemble just a multiplication of the residual r E k of the enlarged system with the matrix C E k . For all preconditioners introduced above, this matrix C E k has diagonal form. The preconditioners di er only in the diagonal entries. Therefore, in terms of the enlarged system, BPX-, MDS-or HB-preconditioning amounts to nothing but diagonal scaling of the residual.
For the BPX-preconditioner C X k , its analogue C E;X k has full rank. In fact C E;X k = diag 1=d (l) i : (39) i ) are used in the MDS-scheme, we see that
Here, the MDS-preconditioner reduces to just a Jacobi-preconditioner for the semidefinite system (Jacobi-CG). If the functions of our generating system use a special scaling, then C E;Z k = I E k , and the MDS-preconditioner yields the usual conjugate gradient method on the semide nite system. This special scaling is expressed bŷ If we want to express the resulting vector C E;J k r E k ; J 2 fX; Y; Zg, in terms of the basis B k , we must multiply it by S E k , which amounts to the explicit level-wise summation of the BXP-, MDS-, or HB-preconditioner. However, using the generating system approach, this summation is avoided, because of the direct, multilevel representation of the functions of V k , implying that the summation is really done implicitly.
It is now possible to characterize the BPX-, MDS-, and HB-preconditioning in terms of B k by the matrix notation C J k = S E k C E;J k (S E k ) T ; J 2 fX; Y; Zg :
(43) It is easy to see that the scalar products involved in the preconditioned CG-methods for L k u k = f k and for L E k w E k = f E k are the same. Since r E k = (S E k ) T r k , then (r k ) T C J k r k = (r E k ) T C E;J k r E k ; J 2 fX; Y; Zg :
We have seen that the use of the generating system, instead of the standard basis approach for the representation of the functions of V k , allows an easy and simple description of the BPX-, MDS-, and HB-preconditioned conjugate gradient method. The somewhat complicated form of the BPX-, MDS-, and HB-preconditioning reduces in E k to simple diagonal scaling of the residual r E k . If we choose specially scaled generating functions in E k , then C E k reduces to the identity matrix, which means that only the standard CG-algorithm is performed on the associated semide nite system. 3.1.3. Condition number considerations. Here we consider the condition number of the C E k -preconditioned semide nite system. Of course, in general, the conventional condition number is in nity because L E k is singular. However, we will show here that the condition numbers of the preconditioned enlarged and original systems are the same, provided we use a generalized condition number that considers the preconditioned matrix restricted to the orthogonal complement of its null space. In fact, each eigenvalue of C k L k is also an eigenvalue of C E k L E k , and the rest of the eigenvalues of C E k L E k are zero. This holds for all symmetric, positive-de nite preconditioning matrices C k with C E k = (S E k ) T C k S E k . It follows from considering the cases e E k 2 Ker(S E k ) and e E k = 2 Ker(S E k ) and from observing that the relation
where e k = S E k e E k . The generalized condition number that we use is given by (C E k L E k ) = max = min ; (47) where max denotes the largest eigenvalue of C E k L E k and min its smallest nonzero eigenvalue. We thus have
Note that (C k L k ) reduces to the usual de nition of condition number.
Any results on the condition number of C k L k therefore extends directly to the semide nite, preconditioned matrix C E k L E k , provided C k is symmetric, positive-de nite, as is the case for the BPX-, and MDS-preconditioners. It has been shown by Oswald 16 Thus, if we use specially scaled functions in E k , then C E;J k = I E k and the semide nite system matrix that now results from the Galerkin approach has a generalized condition number that is independent of k.
3.2. Gauss-Seidel-iteration for the semide nite system. Here we consider relaxation type iterations for the semide nite system. We focus on the Gauss-Seidel method (GS) and its symmetric counterpart (SGS), and show that the multigrid method for the standard system can be interpreted as Gauss-Seidel type iteration for the semide nite system. The levels used in the multigrid scheme induce a block partitioning of the system, and switching from level to level corresponds to an outer block Gauss-Seidel iteration for the semide nite system. The MG-smoothing steps resemble inner Gauss-Seidel iterations for each block. The multigrid V-cycle with one pre-and post-smoothing step by Gauss-Seidel iterations reduces to the SGS method, which is also known as Aitken's double sweep scheme. Other MG-cycle types can also be modeled by di erent orderings of the block GS-traversal. The case of multiple smoothing steps corresponds to multiple inner iterations. Furthermore, other smoothers can be incorporated in the block GS-method as inner iterations, and the SGS-iteration for the semide nite system can be used itself as a preconditioner of the CG-method.
As usual, we decompose the semide nite matrix L E k by L E k = F E k + G E k + (G E k ) T , where F E k and G E k denote the diagonal and strictly lower triangular parts of L E k , respectively. Then GS is expressed by using C E;GS k := (F E k + G E k ) ?1 and SGS is expressed by using C E;SGS 
The two-level block partitioned Gauss-Seidel iteration (with some inner relaxation scheme like point-Gauss-Seidel) for the semide nite system then proceeds as follows: 0. Choose some w E;0 k = (w 3. Form the correction u i k = u i k + P k k?1 u i k?1 . It is easy to see that principally the same equations arise in both of these schemes. The coarse grid equations are exactly the same, and although the ne grid equations are not, their di erence is compensated for in Step 3 of the CS-scheme. This correction step performs just the analogue of the transformation S E k from the nonunique representation of the approximation of the solution in E k to its unique representation in the standard basis B k . Therefore, in the CS-scheme, the approximation to the solution is represented after each coarse grid correction step in standard basis. This is not necessary for the block Gauss-Seidel scheme because it works directly with the nonunique representation based on the generating system. Thus, the only di erence between these two schemes is their representation. They are otherwise equivalent. The interpretation of the block entries of w E k is therefore clari ed if the correction scheme of the multigrid-method is kept in mind: In our twolevel example we can see w (k) as some sort of implicit approximation of the solution on level k and w (k? 1) as an implicit coarse grid correction to it. In this sense, our method and McCormick's approach of Unigrid and PML (multilevel projection method) are in similar spirit, see 14], 15].
The V-cycle with one pre-and one post-smoothing step is equivalent to two GaussSeidel iterations for the semide nite system, where the second step is performed in reversed ordering. This is just the well known Aitken double sweep or symmetric Gauss-Seidel method (SGS). Multiple pre-and post-smoothing iterations can now be modeled by block sweeps over the semide nite system with multiple inner iterations. Of course, other smoothers can also be applied in the inner iteration and the outer block iteration can be reordered so that other MG-cycling strategies are implemented.
The Gauss-Seidel-or SGS-iteration can be considered as a method for the minimization of the energy functional, where the search directions are just the coordinate axes. Using the enlarged generating system, we can interpret the unknowns of the coarse grid equations of the multigrid method as additional coordinate axes which are given via (S E k ) T as linear combinations of the ne grid coordinate axes. The coarse grid correction now gives additional search directions for the minimization of the energy, which makes multigrid fast to converge.
Furthermore, it is easy to see that the HB-MG-Method of 3] can be interpreted in the extended system as well: Iteration on the unknowns of w (l) ; l = k; ::; 2, which belong to grid points that are contained in the next coarser grid l?1 , is simply omitted, and its values are frozen there.
Note that we obtain the usual Gauss-Seidel iteration on the ne grid system by omitting iteration over the blocks that are associated with the coarser levels. This would mean that the associated values of w E k values are never changed. But if we transform the resulting solution to its standard basis representation, we obtain exactly the same result as for an iteration on the ne grid system only. For remarks on an estimate concerning the condition number of the SGS-preconditioned semide nite matrix, we refer to 7]. 
Eigenvalues and condition numbers. The numerically computed eigen-
values and generalized condition numbers of the semide nite matrix L E k and the MDSpreconditioned semide nite matrix C E;Z k L E k are shown for the 1D case in Table 1 . (The BPX-preconditioned matrix C E;X k L E k has the same condition numbers and, up to the factor 2, the same eigenvalues.) Here, s and r denote the respective size and rank of the matrix. Table 1 Eigenvalues and generalized condition numbers in the 1D case. Note that L E k has a generalized condition number of O(h ?1 k ), which is by a factor h ?1 k better than the condition number of the standard basis matrix L k . The diagonally preconditioned matrix C E;Z k L E k , however, has the constant 1.0 as the smallest eigenvalue and a very slowly growing largest eigenvalue. Its condition number actually behaves like O(1).
Using Fourier analysis 19], it is easy to see that the eigenvalue
of L k is also an eigenvalue of L E k . Since C E;Z k has the diagonal entries h l =2; l = 1; ::; k (c.f. (41)), it is clear that 1.0 is an eigenvalue of C E;Z k L E k . This is in fact the smallest nonzero eigenvalue of C E;Z k L E k , although we have yet to prove it. Applying Gerschgorin's theorem, it is easy to show that the largest eigenvalue max of C E;Z k L E k is bounded from above by a constant, which can be estimated to be 6.8284. This is due to the fact that, at least in the 1D case, the entries of the spectrally equivalent matrix (
decrease in a certain geometric progression. For the 2D case, the condition number and the eigenvalues of the MDS preconditioned matrix C E;Z k L E k are shown in Table 2 . (The BPX-preconditioner again results in the same condition numbers, although the eigenvalues are now multiplied by the factor 8/3.) Table 2 Eigenvalues and generalized condition numbers for C of L k , n 1 = 1; ::; N ? 1, n 2 = N=2, and n 2 = 1; ::; N ? 1, n 1 = N=2, where N = 2 k , h k = 1=N, are also eigenvalues of L E k . Since C E;Z k is a diagonal matrix with the constant diagonal entries 3=8, it follows that 3=8 n 1 ;N=2 and 3=8 N=2;n 2 are eigenvalues of C E;Z k L E k . In fact (compare Table 2 ), the smallest eigenvalue of C E;Z k L E k appears to be 3=8 ( The largest eigenvalue grows very moderately. However, Gerschgorin's theorem can no longer be used since the entries of (
no longer decrease geometrically for all rows. Note that in the 2D case the standard generating functions in E k are already specially scaled with respect to h l . C E;Z k -preconditioning results only in a scaling by the constant factor 3/8.
We now consider the SGS-CG approach. We computed the eigenvalues and generalized condition numbers of the preconditioned matrix C E;SGS k L E k . The results for the 1D case are shown in Table 3 . Compared to the BPX-and MDS-preconditioner, the Once more, the SGS-preconditioner improves the condition number by about a factor 4 and the formula (C E;SGS k L E k ) 1 + 1=(4 min (C E;Z k L E k )) gives a good estimate of its upper bound.
4.2. Convergence factors and iteration steps. Here we study the convergence properties of the di erent preconditioned CG and GS methods. As shown in 1], the CG-method needs at most s = int 1=2 p jln(2=")j + 1] steps to reduce the energy of the initial error by a factor " 2 (0; 1), where is the (generalized) condition number of the preconditioned matrix to be considered. The reduction factor after s steps can be estimated by the quantity 2 s cg , where cg := p ?1 p +1 is the (worst-case) convergence factor. Note that, due to the sophisticated convergence properties of the conjugate gradient method taking full advantage of the eigenvalue distribution of the preconditioned matrix, the upper bound 2 s cg may be pessimistic.
We are able to derive estimates of the reduction factors from the computed condition numbers of the above tables. For example, in the case k=5, the generalized condition number of the MDS-preconditioner is close to 4.0 (compare Tables 1 and 2 ), so, we can expect a theoretical convergence factor of about 0.333. Also, since the generalized condition number of the SGS-preconditioner is about 1.25 (compare Tables 3 and 4) , we can expect a convergence factor of about 0.0557. If we invest the additional work necessary for the GS-iterations on each level, we get an improvement of the convergence factor by a multiple of about 6.0.
For comparison, we performed numerical experiments to measure the numbers of CG steps necessary to reduce the L 2 norm of the residual r E k by the factors 10 ?2 , 10 ?4 , 10 ?6 , 10 ?8 , and 10 ?10 for the MDS-preconditioned and the SGS-preconditioned semide nite system. The results are given in Tables 5 and 6 . For the measurements, we directly computed r E k , the residual of the semide nite system, which is related to the residual r k by (S E k ) T , as in (28). Note that the SGS-preconditioner reduces the number of iteration steps roughly by a factor of 2.5 in comparison to the MDS-preconditioner. Table 5 1D case: Required number of CG steps for various residual reduction factors. ?10   2  2  2  2  2  2  2  2  2  2  2  3  4  4  4  4  4  2  3  4  5  5  4  4  6  8  8  8  2  3  5  7  8  5  5  8  11  13  14  2  3  5  7  8  6  5  9  13  16  18  2  3  5  7  8  7  5  9  13  17  21  2  3  5  7  8  8  5  10  14  18  22  2  3  5  7  8   Table 6 2D case: Required number of CG steps for various residual reduction factors. ?10   2  2  3  3  3  3  2  3  4  5  6  3  4  6  8  9  10  2  3  5  6  7  4  5  8  12  15  18  2  3  5  6  8  5  5  9  13  16  20  2  3  5  6  8 These results should be compared to the performance of the simple iterative method associated with the respective preconditioner, for which the worst-case convergence factor is
where i denotes the respective eigenvalues. We see from the Tables 1 and 2 directly that the Jacobi iteration for the semide nite system is divergent, with spectral radius is greater 1. Note that a damping parameter could be introduced to enforce convergence. For the symmetric Gauss-Seidel iteration on the semide nite system, which is equivalent to the (1,1)-MG-V-cycle for the standard system, we get
Since the generalized condition number is close to 1.25 (compare Tables 3 and 4) , we can expect a theoretical convergence factor of about 0.2. If we invest the additional work necessary for the CG-iteration to gain SGS-CG, we see that the convergence factor is improved by a multiple of about 3.588. Tables 7 and 8 show the number of steps that were needed by the GS-and SGSiteration in numerical experiments to reduce the residual r E k by the factors 10 ?2 , 10 ?4 , 10 ?6 , 10 ?8 , and 10 ?10 . These iterations resemble directly a V-cycle with one postsmoothing step by (lexicographical) GS and zero or one pre-smoothing steps, respectively. Table 7 1D case: Required number of GS and SGS steps for various residual reduction factors. ?10   2  2  2  2  2  2  2  5  8  11  13  3  4  6  8  9  11  2  5  8  11  13  4  4  8  11  14  16  2  5  8  10  13  5  4  8  12  16  20  2  5  8  10  13  6  4  8  12  16  20  2  5  8  10  13  7  4  8  12  16  21  2  5  8  10  13  8  4  8  12  17  21  2  5  7  10  13   Table 8 2D case: Required number of GS and SGS steps for various residual reduction factors. to their e ciency, we restrict ourselves to the 2D model problem. BPX/MDS-CG is realized by a multigrid V-cycle followed by a CG step on the ne grid equations, where explicit smoothing iterations are omitted in the V-cycle. Note that smoothing now only takes place implicitly by simply (weighted) summing of the residuals on all levels. SSOR-CG is implemented by a multigrid V-cycle with one pre-and one post-smoothing iteration (here we use lexicographical Gauss-Seidel) followed by a CG-step on the ne grid equations. Table 9 shows the number of operations per ne grid point needed by the major processes of the methods we consider. The operations +; ?; ; =, are all counted equal.
Here, C gs denotes the number of operations per grid point of one Gauss-Seidel smoothing Table 9 2D case: Number of operations per ne grid point for the major algorithmic processes.
Cgs Ct Ccg 12 12 15 iteration in the V-cycle, C t that necessary for the intergrid transfer operators in the Vcycle, and C cg that necessary for the CG-method on the ne grid equations. Compare also 6] for the operation count of the di erent MG-components and 1] for the CGoperation count. The number, op, of operations per grid point for the di erent methods itself is then given in Table 10 . Table 10 2D case: Number of operations per ne grid point for the di erent algorithms. The e ciency of these schemes is de ned as the value eff = ?op=ln( );
which gives the number of operations per ne grid point necessary to reduce the norm of the residual at least by a factor e. For the case k = 5, Table 11 shows the theoretical convergence factors th and the resulting e ciences derived from the condition numbers in Tables 2 and 4 . For comparison, we ran numerical tests and measured the average reduction factors after enough steps, s, to reduce the residual by about " = 10 ?10 . This average factor is de ned to be ave = jr E;s k j 2 jr E;0 k j 2 ! 1=s " 1=s : (58) For the results, see also Table 11 .
All three considered methods perform comparably with respect to e ciency even though their convergence rates di er strongly. BPX-CG is slightly (by about a multiple of 1.15) less e cient than SGS, which in turn is slightly (by about a multiple of 1.15) less e cient than SGS-CG. This shows that it is possible to speed up multigrid somewhat by 20 MICHAEL GRIEBEL Table 11 2D case: Convergence factors and e ciencies for the di erent algorithms with k = 5. CG. Note, however, that multigrid allows other relaxation orderings and other choices for the number of pre-and post-smoothing steps, which might allow for improvement in its e ciency. BPX-CG may also be improved by additional Gauss-Seidel iterations in the BPX-preconditioning process.
5. Concluding remarks. In this paper we have introduced the idea of using a generating system instead of the usual basis approach, which allows for the direct use of multilevel decompositions of a function. A Galerkin scheme based on the generating system results in a semide nite matrix equation. We showed that modern multilevel methods can be interpreted as standard iterative methods for the semide nite system. The BPX-or MDS-preconditioner can be seen as simple diagonal scaling of the semide nite system that resembles a Jacobi iteration step. Multigrid algorithms are equivalent to Gauss-Seidel iterations and can be used as a preconditioners for CG as well, resulting in a substantial improvement of the convergence rate.
Of course, an e cient implementation of these methods must follow the traditional way that is already employed in the multigrid method. >From this point of view, we have presented nothing really new. However, the interpretation of di erent multilevel methods in term of a generating system as standard iteration techniques on a semide nite system fully clari es the relations and di erences between them and provides a simple and natural approach to their general treatment. We believe that the development of new multilevel methods will be substantially simpli ed by this perspective.
Generalizations of the semide nite system can be derived using coarse grid spaces other than the standard coarse grid spaces used here. For example, E k can be enlarged to contain all possible coarse grid basis functions with respect to standard coarsening and semi-coarsening in all coordinate directions, allowing multilevel methods to be derived for sparse grids 24], 9], 8].
