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Integer-valued topological indices, characterizing nonlocal properties of quantum states of matter, are known
to directly predict robust physical properties of equilibrium systems. The Chern number, e.g., determines the
quantized Hall conductivity of an insulator. Using fermionic atoms in a periodically driven optical lattice,
here we demonstrate experimentally that the Chern number determines also the far-from-equilibrium dynamics
of a quantum system. Following the proposal of ref. [Wang et al., Phys. Rev. Lett. 118, 185701 (2017)] and
extending it to Floquet systems, we measure the linking number that characterizes the trajectories of momentum-
space vortices emerging after a strong quench. We observe that it directly corresponds to the ground-state Chern
number. This one-to-one relation between a dynamical and a static topological index allows us to experimentally
map out the phase diagram of our system. Furthermore, we measure the instantaneous Chern number and show
that it remains zero under the unitary dynamics.
Topological quantum matter has recently received much
attention, because it opens an entirely new class of quan-
tum phases and has potential applications ranging from pre-
cision measurements to quantum information processing and
spintronics [1]. An important role is played by the Chern
number, which characterizes the topology of filled bands in
two-dimensional lattice systems and also underlies the integer
Quantum Hall effect. Ultracold quantum gases are a promis-
ing experimental platform to explore these questions. On the
one hand they allow for the realization of topologically non-
trivial band structures and artificial gauge fields [2–9] and on
the other hand typical time scales for dynamical studies are
experimentally accessible. Moreover, they offer the perspec-
tive of combining these effects with strong interactions (see,
e.g., refs. [10–12]). In cold atom systems, the Chern num-
ber was measured for the Hofstadter model [6] using transport
measurements and for the Haldane model using quantized cir-
cular dichroism [13].
Here we experimentally investigate a fascinating connec-
tion between the topological properties of the ground state and
its far-from-equilibrium dynamics following a strong quench
that was recently proposed in ref. [14]. Using time-resolved
state tomography of the time-evolved wave function, we show
that the instantaneous Chern number remains zero during the
dynamics. Furthermore, the state tomography reveals two
kinds of vortices in momentum space: i) static vortices indi-
cating the Dirac points and ii) dynamical vortices, which ap-
pear and disappear in pairs and trace out a closed contour [15].
Whether this contour encloses one of the static vortices or not
is a topological index (called linking number), which directly
corresponds to the ground-state Chern number of the post-
quench Hamiltonian [14] (see Fig. 1). Using this correspon-
dence, we map out the phase diagram of a Floquet-engineered
Haldane-type lattice model, characterized by different Chern
numbers. A similar approach for a spin-orbit coupled band
structure was recently demonstrated in ref. [16].
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FIG. 1. Illustration of the linking number of dynamical vortices.
The figure shows the Brillouin zone (hexagon) and trajectories of
momentum-space phase vortices. One can define a linking number
between the static vortices (straight green line) and the dynamical
vortex contour (grey closed line). The linking number is zero in the
left panel and one in the right panel, which can be directly mapped to
the Chern number of the underlying Hamiltonian (illustrated by the
sphere and torus).
Floquet description of the driven hexagonal lattice. We
start with a hexagonal optical lattice [17] with two sublattices
A and B, which are connected by nearest-neighbor tunneling
matrix elements JAB and have a potential offset of ∆AB (see
Fig. 2). It is described by the bare Hamiltonian
Hˆ0 =−∑
〈l′l〉
JABaˆ
†
l′ aˆl +∑
l∈B
∆ABnˆl (1)
where aˆl and nˆl denote the annhiliation operator and num-
ber operator for a fermion at site l and 〈l′l〉 denotes a pair of
neighboring sites.
Via lattice shaking [2–8, 18–24] we induce a circular in-
ertial force of angular frequency ω = ∆AB/h¯− δ and ampli-
tude F = α h¯ω/a, with small detuning δ , site spacing a, and
dimensionless driving strength α . The resulting Floquet sys-
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FIG. 2. Experimental realization of topological bands in driven
optical lattices. a, Three laser beams interfere under 120o and form
a hexagonal optical lattice. The geometry can be tuned via the po-
larisation of the lattice beams using two wave plates. The lattice can
be accellerated along a circular trajectory. b, Illustration of the tight-
binding model of the bare lattice (left) and the effective Hamiltonian
for the driven lattice (right). The sublattice offset in the effective
Hamiltonian can be tuned via the shaking detuning δ .
tem is described by a time-independent effective Hamiltonian
[23], which is given by [25]
HˆF =−∑
〈l′l〉
JeffABaˆ
†
l′ aˆl+ ∑
〈〈l′l〉〉A
JeffAAaˆ
†
l′ aˆl+ ∑
〈〈l′l〉〉B
JeffBBaˆ
†
l′ aˆl+∑
l∈B
∆effnˆl .
(2)
In the limit of low driving strength, the expressions for the ef-
fective tunnel elements read JeffAB ' ±α2 JABe∓iφl′l with Peierls
phases φl′l for NN tunneling and JeffAA = −JeffBB ' J2AB/h¯ω for
next-nearest neighbor (NNN) tunneling, which arises as a
super-exchange process. The effective sublattice offset be-
comes ∆eff = h¯δ + 3J2AB/h¯ω (see Fig. 2b). Note that in con-
trast to the case without initial sublattice offset [5, 26, 27], we
realize the Hamiltonian in a gauge, where the Peierls phases
appear at the NN tunneling, which gives rise to a shifted
band structure with one of the Dirac points at the Γ point [8].
The band structure of the Hamiltonian undergoes topological
phase transitions between different lowest-band Chern num-
bers C = 0 and C = ±1 at the parameters h¯δ ' −15J2AB/h¯ω
and h¯δ ' 3J2AB/h¯ω . We note that the width of the non-trivial
region is broader than in the case without initial offset, be-
cause it does not rely on the size of the small initial next-
nearest neighbor tunneling element [25]. By going away from
circular shaking to a general shaking phase φ between x and
y direction, one obtains the phase diagram shown in Fig. 3 re-
sembling that of the Haldane model [28].
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FIG. 3. Topological phase diagram. Calculated Haldane-like phase
diagram of the driven hexagonal lattice with regions of different
Chern number (parameters: ω = 2pi · 6410 Hz, α = 1.28, the de-
tuning δ is varied by changing the initial offset ∆AB via the lattice
depth). The experiments are performed for circular shaking (along
the grey line and also for the grey point in the C =−1 area).
In this two-band model, the Hamiltonian and the time-
evolved modes can be visualized on a Bloch sphere for each
quasi-momentum. The Hamiltonian is diagonal with respect
to quasimomentum k and can be written in the form
h(k) = h0(k)+σ ·h(k). (3)
Here h(k) plays the role of a "magnetic field" coupling via
the vector of Pauli matrices σ to the pseudo-spin-1/2 degree
of freedom, which is spanned by the two sublattice states
and represented by a unit vector ψ(k) on the Bloch sphere.
It induces a k-dependent precession dynamics with angu-
lar velocity 2|h(k)|/h¯ around itself. Its direction hˆ(k) =
h(k)/|h(k)| determines the two eigenstates ψ±(k) = ∓hˆ(k)
forming both Bloch bands and, therefore, completely charac-
terizes the topology of the system. In fact, in such a two-band
system, the Chern number has a simple geometric interpre-
tation: it counts the number of times hˆ(k) covers the Bloch
sphere for k in the first Brillouin zone [1]. From the direction
hˆ(k) one can obtain the Berry curvature of the lowest band
Ω(k) =
1
2
(∂kxhˆ(k)×∂kyhˆ(k)) · hˆ(k). (4)
and the corresponding Chern number C = 12pi
∫
d2kΩ(k) by
integration over the first Brillouin zone.
Time-resolved state tomography In order to access the
topology of our system, we use a state tomography scheme,
which was introduced in ref. [29] and demonstrated in ref.
[8]. Here, we are interested in the dynamics of the state af-
ter a quench between two Hamiltonians hi(k) and hf(k) and
use a time-resolved state tomography [15], which involves a
projection onto a tomography Hamiltonian ht(k), i.e. a dou-
ble quench protocol, as illustrated in Fig. 4 for the special case
ht(k) = hi(k).
3The key idea of the tomography is to observe a precession
under the action of the tomography Hamiltonian, which can
be observed in time-of-flight measurements. The momentum
distribution after a time-of-flight measurement on a state given
by |ψ(k)〉 = cos(θ(k)/2)|A〉+ sin(θ(k)/2)eiφ(k)|B〉, can be
expressed as
n(k) = f (k)|〈A|ψ(k)〉+ 〈B|ψ(k)〉|2
= f (k){1+ sin(θ(k))cos(φ(k))}, (5)
where(|A〉, |B〉) are the poles of the Bloch sphere and f (k) is
the Fourier transform of the Wannier function. This measure-
ment is nothing but a projection onto the x-axis of the Bloch
sphere, |x〉 = (|A〉+ |B〉)/2. One can see this easily by ex-
pressing the Bloch vector ψ(k) representing the wave func-
tion |ψ(k)〉 as
ψ(k) =
 sin(θ(k))cos(φ(k))sin(θ(k))sin(φ(k))
cos(θ(k))
 (6)
We can immediately see that the x-component is given by
sin(θ(k))cos(φ(k)).
In all experiments described in the manuscript, we start
with a filled lowest band |ψ i(k)〉 of the initial Hamiltonian de-
scribing the bare lattice and quench into the final Hamiltonian
describing the shaken lattice, i.e. between the two "magnetic
fields" hi(k) and hf(k). After a variable evolution time, we
perform state tomography in the basis of the initial lattice by
quenching to the tomography Hamiltonian ht(k) = hi(k) and
letting the system evolve for a time t ′. The quenched state
precesses around ht(k), giving rise to an oscillatory signal for
the momentum distribution (5) as demonstrated in Fig. 4(c).
The original tomography scheme [8, 15, 29] and the pro-
posal for the linking number ref. [14] assume that the tomog-
raphy Hamiltonian ht(k) is diagonal in the sublattice-basis,
i.e. corresponds to completely decoupled A and B sublattices
and with flat dispersion relations. In that case, one directly
measures the angles θ(k) and φ(k) defined above and can
straight-forwardly obtain the Berry curvature of the lowest
band via Eq. (4).
State tomography with dispersive bands. Here, we ex-
tend this concept to a state tomography in dispersive bands,
i.e. ht(k) being non-diagonal in the sublattice-basis and k-
dependent. Because both the initial and the tomography
Hamiltonian are realized as the same static lattice, this allows
us to start with dispersive bands (JAB/∆AB ' 0.08), yielding
a much broader non-trivial region (18J2AB/h¯ω ' h · 500 Hz,
see above), which is easier to access experimentally even in
the presence of an external trap. As a central result, we find
that the topological properties can be faithfully obtained from
the tomography in dispersive bands, as long as the tomogra-
phy basis is itself topologically trivial, which is always en-
sured when using the static optical lattice for the tomography.
This also demonstrates the topological robustness in our sys-
tem against distortions. We note that a measurement in the
diagonal basis, i.e. corresponding to completely flat bands,
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FIG. 4. Illustration of the time-resolved state tomography. a, The
states of the two-band model can be visualized on a Bloch sphere
with the eigenstates of the two bare bands on the poles. (i) We ini-
tialize the state of the system in the lower bare band of hˆi(k) (south
pole). (ii) We quench into the final Floquet system hˆf(k) by suddenly
switching on the lattice shaking. The states (black arrow) evolve on
the Bloch sphere according to the Floquet Hamiltonian. (iii) We mea-
sure the time-evolved state by projecting back onto the bare bands of
hˆi(k) and following the dynamics. When the time evolved state |k, t〉
is at one of the poles, this leads to the absence of dynamics in the to-
mography and to a vortex in the azimuthal phase profile. b, Example
image of the momentum density n(k) obtained by time-of-flight ex-
pansion for detuning δ =−2pi ·372 Hz, evolution time t = 0.429 ms
and tomography time t ′ = 104µs. The hexagon marks the first Bril-
louin zone. c, The interference of the A and B sublattices maps the
precession onto an oscillation in the density, from which one obtains
the phase φ(k, t) and the amplitude sin(θ(k, t)) (compare Eq. (5)).
The plot shows the oscillation with the respective fit for a selected
pixel in the image in b, i.e. a single momentum state, and for the
evolution time t = 0.429 ms (blue) and t = 0.624 ms (red) in the Flo-
quet system.
is possible via Stern-Gerlach separation when using internal
atomic levels as spin instead of the sublattice pseudospin to
generate topological structures [16, 30].
While the phase profile is, in general distorted for tomogra-
phy in non-flat bands, we will show here that the topological
information encoded in the vortex trajectories is not altered.
Since the linking number of the vortex trajectories can only
have discrete quantized values, it is topologically protected
and cannot be changed by the distorted phase profile mea-
sured in the tomography in dispersive bands. This robustness
of topological defects is a general feature and was also used
in the related work of ref. [9]. While the effect of dispersive
bands of the initial Hamiltonian was discussed in [14, 31], the
effect of dispersive bands of the tomography Hamiltonian was
not discussed previously.
As long as the initial state is trivial, the linking numbers
observed after the double-quench protocol reflects the Chern
number of the ground state of the final Hamiltonian hf(k).
Namely, a trivial dispersive band structure corresponds to a
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FIG. 5. Instantaneous Berry curvature and instantaneous Chern number.. Data from time-resolved state tomography in the dispersive
bands showing the azimuthal phase φ (a) and the amplitude sin(θ) (b) for different evolution times after the quench into a non-trivial system
(δ = −2pi · 372 Hz). From these data, we obtain the instantaneous distorted Berry curvature (c) and the instantaneous Chern number of the
time-evolved state in units of the inverse squared length of a reciprocal lattice vector b. The evolution times are 156, 273, 390, 507 and 663
µs and the Chern numbers are -0.001, -0.008, -0.013, -0.016, -0.015. Although the distorted Berry curvature develops finer structures as a
function of time, the instantaneous Chern number stays zero, as enforced by the unitary evolution. The dashed lines separate regions, where
the state lies on the southern and northern hemisphere (sketches).
map ht(k) that does not wrap around the Bloch sphere, but
covers only a part of the Bloch sphere. Thus, we can continu-
ously deform ht(k) so that it points to the north pole for every
k-point which is again a topologically trivial state. We do this
by the k-dependent rotation defined by
h˜t(k) = R(nˆ,θ t(k))ht(k)
= R(sinφ t(k)xˆ− cosφ t(k)yˆ, θ t(k))ht(k), (7)
where the transformation is captured by the vector θˆ t(k)
(pointing along nˆ(k)) and having length of θ t(k). Since
ht(k) is smooth in k, fully gapped and topologically trivial,
R(nˆ,θ t(k)) is continuous in k as well. When this rotation is
applied to the Hamiltonians in the remaining stages of the ex-
periment, hf(k) and hi(k), it does not change the topology of
their band structures. Namely, it does not change the number
of times hf(k) wraps around the Bloch sphere. One can con-
sider a patch in the k-space and its image under the map hf(k).
The continuous rotation R(nˆ,θ t(k)) can stretch, compress, ro-
tate, or shift this patch on the sphere but can not cut it open.
Once we perform this rotation on the Hamiltonians in all three
stages, hi(k),hf(k) and ht(k) (assuming ht(k) = hi(k)), the
rest of the discussion follows as described by Wang et al. in
ref. [14].
In this rotated frame, the tomography Hamiltonian h˜t(k) is
parallel to the z-axis and again we have a precession around
the z-axis. But now the signal that we measure is the pro-
jection on the rotated x-axis. As a result, the phase of the
measured oscillatory dynamics is not the azimuthal angle of
|ψ f(k, t)〉= e−ihf(k)·σt |ψ i(k)〉. Nevertheless, the phase distri-
bution possesses vortices whenever |ψ f(k, t)〉 ‖ zˆ. At k-values
for which |ψ i(k)〉 ‖ h˜f(k), the initial state can not precess and
when projected onto h˜t(k), we observe a static singularity
in the tomography. On the other hand, at some k-value, if
the rotated quench Hamiltonian is perpendicular to the initial
state |ψ i(k)〉 ⊥ h˜f(k), after some precession time t, the state
reaches −h˜t(k) direction (effective north pole) and gives rise
to a dynamic vortex in the tomography.
Chern number from tomography in dispersive bands.
The state tomography in dispersive, but topologically trivial
bands also gives access to the Chern number. It corresponds
to a reconstruction of the state in a basis, which is itself non-
diagonal in the sublattice-basis and has itself finite Berry cur-
vature. Therefore the relation of the measured angles θ(k)
and φ(k) to the Berry curvature is more involved and would
in principle require the knowlegde of the dispersive bands, i.e.
the rotation matrix R. Instead we introduce the distorted Berry
curvature by inserting θ(k) and φ(k) directly in Eq. (4). The
integral of the distorted Berry curvature over the full Brillouin
zone is quantized, just like the integral over the real Berry
curvature, and is equal to the Chern number. This is the case,
because the rotation matrix R quantifying the distortion due to
ht(k) does not create a monopole as long as the tomography
basis is topologically trivial. More precisely, the quantization
of the Chern number holds for any pseudospin texture and
the rotation does not change the topology, which is still deter-
mined by the direction of the pseudospin at the Dirac points,
where the rotation matrix is identity. This faithful measure-
ment of topological proporties even in the basis of dispersive
bands underlines the versatility of the state tomography ap-
proach.
5Measurement of the instantaneous Chern number. As a
central result, we measure the instantaneous Chern number of
the time-evolved state after a quench into a non-trivial Hamil-
tonian. We obtain the instantaneous distorted Berry curvature
from the time-resolved state tomography in dispersive bands
shown in Fig. 5. We find that after the quench the state de-
velops a strong Berry curvature with finer and finer structure,
but the extracted Chern number stays very close to zero with
|C| < 0.02. This confirms the finding that the Chern number,
which is dictated by the trivial Hamiltonian before the quench,
cannot change under unitary dynamics [32–35]. Recently it
was suggested that, conversely, the Chern-Simons invariant in
one-dimensional systems can change during dynamics [36].
The tomography scheme cannot differentiate between the
northern and southern hemisphere of the Bloch sphere, be-
cause it gives access to sin(θ(k)) instead of θ(k) itself. This
could in principle be complemented by adiabatic band map-
ping measurements [29]. Alternatively, one can identify the
momenta, where the state points to the equator and changes
between two hemispheres, and correct the sign of the Berry
curvature correspondingly [29]. In Fig. 5, we identify these
momenta and mark them by dashed lines. These momenta are
identified via a local maximum of sin(θ(k)), although due to
damping in the system, sin(θ(k)) does not reach one. In the
data of the distorted Berry curvature, it is evident, that the cur-
vature cancels to zero separately for each region separated by
the dashed lines. Therefore a sign correction is not necessary.
Observation of dynamical vortices While the time-
evolved state has an instantaneous Chern number of zero
independent of the Chern number of the underlying post-
quench Hamiltonian, its dynamics contains information about
the topology of the latter via the vortex structure of the phase
profile. In the remainder of the manuscript, we therefore fo-
cus on the vorticity of the phase profiles of the time-resolved
state tomography (see Fig. 6). We calculate the vorticity as
v(k) =∇k×∇kφ(k) and integrated it over different evolution
times in the Floquet system. From this anaylsis, we clearly
identify the static vortices at the Γ and K′ points and the dy-
namical vortices, which appear and disappear in pairs and
trace out a closed contour [15] (see Fig. 6c).
Mapping between Chern number and linking number
of dynamical vortex contours As we show in the follow-
ing, the Chern number of the underlying Hamiltonian maps to
the linking number of these dynamical vortices, which counts
whether this contour encloses one of the static vortices or not
[14]. The central idea is that the Chern number corresponds to
the covering of the Bloch sphere, which can be measured by
observing whether hˆ(k) contains both poles (see Fig. 7). The
topology of hˆf(k) is entirely encoded in the vortices of this
phase profile. Namely, the linking number associated with the
trajectories of vortices directly corresponds to the Chern num-
ber [14, 31]. While static vortices appear at the Dirac points,
where hˆi(k) points to one of the poles of the Bloch sphere, the
contours of dynamical vortices correspond to those k where
hˆi(k) points to the equator. A topologically nontrivial Hamil-
tonian containing both poles requires this contour to encircle a
time t
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FIG. 6. Extracting the vorticity of the phase profiles. a Azimuthal
phase profile φ(k) of the time-evolved state with the identified vor-
tices marked by red and blue circles as a guide to the eye. b Vorticity
of the phase profiles with the position of the vortices and anti-vortices
marked by blue and red squares, respectively. While the phase pro-
file itself is distorted for state tomography in dispersive bands, the
vortices can be clearly identified and their interpretation is not com-
promised. c The time-integrated vorticity clearly shows the static
vortices at the Γ and K′ points and the closed contour of dynamical
vortices. The detuning is δ =−2pi ·372 Hz.
static vortex so that it has to be crossed once (or an odd num-
ber of times) between the two static vortices. The absence of
a dynamical vortex contour can therefore be identified with a
Chern number zero. Importantly, the topology is not signaled
by the mere existence of a contour, but by its topological in-
dex: trivial contours that do not enclose a static vortex are
explicitly possible.
Note that the argument can be formulated in a more general
framework by considering the inverse images of any two or-
thogonal vectors on the Bloch sphere [14]. The Chern number
then maps onto the linking number of the two trajectories in
the space spanned by kx, ky and time and can be related to a
Hopf invariant. Such a linking number characterizing a Hopf
insulator was recently observed in a quantum simulation using
a nitrogen vacancy center [37].
Measurement of the topological phase diagram. As
a central result, we use the relation between the linking
number and the Chern number to experimentally map out
the topological phase transition of the effective Hamiltonian.
Fig. 8a shows data of the time-integrated vorticity for differ-
ent quenches into Chern 0 and Chern 1 areas of the phase
diagram (different detunings of the lattice shaking). While
the static vortices at the Γ and K points are visible in all data
sets, one clearly recognizes additional vortex contours in the
data sets for near-resonant shaking. We easily count the link-
ing number of these contours and thereby obtain the Chern
number of the final Hamiltonian. With respect to the detuning
δ , we obtain the phase diagram shown in Fig. 8b. It features
a topologically non-trivial region with Chern number 1 for a
finite interval of detunings (corresponding to small values of
∆eff) surrounded by topological trivial regions. The measured
Chern number agrees well with the theoretical prediction ob-
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FIG. 7. Illustration of the mapping between linking number and
Chern number. a, The inverse images of the poles on the Bloch
sphere form contours in the Brillouin zone. At the Dirac points,
where the Hamiltonian points to one of the poles, there is no dynam-
ics and the state will stay at the south pole and give rise to a static
vortex (green and orange dots). Where the Hamiltonian lies on the
equator, the time-evolved state will reach the north pole dynamically
and will give rise to a dynamic vortex. These dynamic vortices move
on a contour, which is the inverse image of the equator of the Bloch
sphere (grey line). The Chern number of the Hamiltonian can be in-
ferred from the linking number of the contour: if the dynamic vortex
contour encloses one of the static vortices, then both static vortices
correspond to opposite poles so that the Hamiltonian is topologically
nontrivial. This can be seen by following the dynamics along a path
connecting the two Dirac points (dashed line). In the depicted case,
the Chern number is 1. b, Same as a, but for the case of a Chern
number 0.
tained from a numerical simulation (see methods).
Measurement of the micromotion In order to get a better
resolution of the vortex dynamics, we measure the dynamics
in steps of a quarter of the driving period T = 2pi/ω = 156µs.
We thus sample the micromotion of the Floquet system [21–
23, 38]. Because the micromotion of the vortex positions is
small compared to the contours of their trajectories in our
case [25], it has no influence on the measurement of the Chern
number.
In Fig. 9 we evaluate the micromotion of the static Dirac
points in the experimental data. We find an approximately
circular motion with the driving frequency or multiples of it
as predicted by the derivation presented in [25]. As expected
from the scaling of the micromotion with JAB/(h¯ω) which is
in the order of∼ 0.1, the amplitude of the micromotion is very
small (few percent of the lattice vector length |b|) and does not
affect the measurement of the topology of the system.
Extracting the sign of the Chern number. The sign of the
Chern number can be obtained from an analysis of the chirali-
ties of the observed vortices and their direction of motion (see
Fig. 10) (compare ref. [14]). We can define a chirality χd of
the dynamical vortex contour from the direction in which the
dynamical vortices of positive chirality move. The sign of the
linking number can then be defined as the product−χdχs with
χs denoting the chirality of the enclosed static vortex. From
this sign, one directly obtains the sign of the Chern number of
the lower Bloch band [25]. Fig. 10 shows time-resolved vortex
data for two different directions of the circular lattice shak-
ing, which leads to Chern numbers of opposite sign. While
the chirality of the vortex contour is the same in both cases,
the chirality of the enclosed vortex changes with the driving
direction, directly indicating the opposite sign of the Chern
number.
Discussion and outlook. In summary, we found experi-
mental evidence that the Chern number, which characterizes
topologically non-trivial properties of insulating equilibrium
states of a quantum system, determines also properties of its
dynamics far away from equilibrium. Namely, we observed
that it directly corresponds to the linking number of the trajec-
tories of k-space vortices that emerge after a strong quench.
Furthermore, we measured the instantaneous Chern number
of the time-evolved state and found that it indeed remains zero
under the unitary dynamics. We also identified the sign of the
linking number from the chiralities of the vortices and their di-
rection of motion. We show that state tomography yields the
correct topological properties also for measurements in dis-
persive bands, which allows for broader non-trivial regions.
It is an interesting question in how far such a correspon-
dence between topological properties in equilibrium and far
from equilibrium can be generalized to other topological in-
dices, such as, e.g., the W3 winding number characterizing
Floquet topological phases [39, 40], or to strongly interacting
systems. Our experiments present a direct measurement and
visualization of a topological index as opposed to the usual
approach of infering the topology from the quantization of a
response, e.g. the Hall conductance [6] or circular dichroism
[13].
7FIG. 8. Mapping out the topological phase diagram using the linking number. a, Original data of the observed vortices summed over all
time steps (red dot: positive chirality, blue dot: negative chirality; the hue indicates the time step where the vortex was present). The hexagon
marks the first Brillouin zone. The dynamical vortex contours are highlighted by a guide-to-the-eye (grey line). b, The Chern number is
obtained from the linking number of these dynamical vortex contours (or the absence of a contour) and plotted for various shaking detunings
(cut through the phase diagram corresponding to the grey line in Fig. 3). The region with non-trivial Chern number agrees well with the
prediction from a full numerical calculation (solid line). c, Calculated Floquet bands for various detunings illustrating the closing of the Dirac
points at the topological phase transitions.
Methods
System preparation The experiments start with an ultra-
cold cloud of about 3 · 105 spin-polarized 40K atoms in the
F = 9/2, mF = 9/2 state. We linearly ramp up the hexago-
nal optical lattice in 10 ms and hold for another 5 ms before
switching on the lattice shaking. In the direction orthogonal
to the hexagonal lattice, the sample is harmonically confined,
i.e. realizing a lattice of tubes. The lattice is formed by the
interference of three laser beams of wavelength λL = 1064
nm and we introduce an AB-offset by polarization control of
the beams [8]. We image the sample on a CCD camera after
21 ms of time-of-flight expansion, which leads to a magnifi-
cation where one lattice vector length |b| corresponds to 56
pixel). The state tomography uses 32 time steps of 8 µs and a
sinusoidal fit including an exponential damping (see Fig. 4).
Exact numerical simulation of the driven lattice To ob-
tain the tight-binding description of our lattice, we start from
the known lattice geometry fixed by the polarization of the lat-
tice beams (linear polarization tilted 9o out of the lattice plane,
with a relative phase of the in-plane and out-of-plane polariza-
tion of 0, 2pi/3 and 4pi/3 for the three beams). We calculate
the exact band structure for this geometry and different lattice
depths V0. To determine a precise value of the lattice depth,
we use the band distance data of the bare lattice from the state
tomography and fit the exact band structure to it [25]. In this
way, we compensate for small drifts of the lattice depth. We
then fit a tight binding model to the exact band structure and
obtain ∆AB, JAB, JAA and JBB. The values of JAA/h are in the
range of 80 to 115 Hz and JBB/h in the range of -2 to -6 Hz.
For the comparison with the effective Hamiltonian the small
JAA and JBB are neglected.
We compare our data to exact numerics of the driven tight-
binding model (Fig. 3 and Fig. 8). In this calculation, the time
evolution operator U(t,0) is calculated via time slicing as a
product of time evolution operators for constant Hamiltoni-
ans (compare ref. [8]). This method works for any evolution
time t including sub-stroboscopic time steps, where the mi-
cromotion is automatically taken into account. It depends on
the initial phase of the shaking, which we set to zero as in the
experiment. To obtain a prediction for the dynamical vortex
contours, we calculate the overlap of the time evolved state
|ψ(t)〉=U(t,0)|ψ(0)〉 with the initial state |ψ(0)〉 and count
momenta where this overlap is below a threshold of 0.02.
In the last column of Fig. S3 of the Supplementary Material,
these numerical data are summed up for all time steps (using
a resolution of eight time steps per driving period, in order to
better resolve the contours). The phase diagrams in Fig. 3 and
Fig. 8 are obtained from this exact numerics and the Chern
number is calculated as the integral of the Berry curvature.
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FIG. 9. Micromotion of the static Dirac points. Position of the static
vortices for the observed time steps (multiples of 39 µs, driving pe-
riod T is four time steps). a Static vortex at the Γ point. b Static
vortex at one of the K points. The kx position is shifted by +0.2|b| in
a and +0.7|b| in b for better visibility. The motion is approximately
circular with the kx direction (blue points) being out of phase with
the ky direction (orange points). The vortex at the Γ point moves
dominantly with the driving frequency. The vortex at the K point
moves dominantly at twice the driving frequency. The lines show
fits as a guide to the eye with the periods fixed at T and T/2, re-
spectively. Both amplitudes are very small (few percent of the lattice
vector length |b|). The positions are determined to the precision of
a single pixel of the images, which corresponds to 0.018|b|. The
detuning is δ/2pi =−478 Hz.
The non-integer values from the calculation on a finite grid in
momentum space are removed by setting the Chern number to
zero or one based on a threshold of 0.5.
∗ klaus.sengstock@physnet.uni-hamburg.de
[1] M. Z. Hasan and C. L. Kane, Colloquium: Topological insula-
tors, Rev. Mod. Phys. 82, 3045 (2010).
[2] Y.-J. Lin, K. Jiménez-García, and I. B. Spielman, Spin–orbit-
coupled Bose–Einstein condensates, Nature 471, 83 (2011).
[3] J. Struck, C. Olschlager, R. Le Targat, P. Soltan-Panahi, A.
Eckardt, M. Lewenstein, P. Windpassinger, and K. Sengstock,
Quantum simulation of frustrated classical magnetism in trian-
gular optical lattices, Science 333, 996 (2011).
[4] J. Struck, C. Ölschläger, M. Weinberg, P. Hauke, J. Simonet, A.
Eckardt, M. Lewenstein, K. Sengstock, and P. Windpassinger,
Tunable gauge potential for neutral and spinless particles in
driven optical lattices, Phys. Rev. Lett. 108, 225304 (2012).
[5] G. Jotzu, M. Messer, R. Desbuquois, M. Lebrat, T. Uehlinger,
D. Greif, and T. Esslinger, Experimental realisation of the topo-
logical Haldane model with ultracold fermions, Nature 515, 237
(2014).
[6] M. Aidelsburger, M. Lohse, C. Schweizer, M. Atala, J. T. Bar-
reiro, S. Nascimbène, N. R. Cooper, I. Bloch, and N. Goldman,
Measuring the Chern number of Hofstadter bands with ultracold
bosonic atoms, Nature Phys. 11, 162 (2015).
[7] C. J. Kennedy, W. C. Burton, W. C. Chung, and W. Ketterle,
Observation of Bose–Einstein condensation in a strong synthetic
magnetic field, Nature Phys. 11, 859 (2015).
[8] N. Fläschner, B. S. Rem, M. Tarnowski, D. Vogel, D.-S. Lüh-
mann, K. Sengstock, and C. Weitenberg, Experimental recon-
struction of the Berry curvature in a Floquet Bloch band, Science
352, 1091 (2016).
[9] M. Tarnowski, M. Nuske, N. Fläschner, B. Rem, D. Vogel, L.
Freystatzky, K. Sengstock, L. Mathey, and C. Weitenberg, Ob-
servation of Topological Bloch-State Defects and Their Merging
Transition, Phys. Rev. Lett. 118, 240403 (2017).
[10] N. R. Cooper and J. Dalibard, Reaching fractional quantum
hall states with optical flux lattices, Phys. Rev. Lett. 110, 185301
(2013).
[11] A. G. Grushin, Á. Gómez-León, and T. Neupert, Floquet frac-
tional Chern insulators, Phys. Rev. Lett. 112, 156801 (2014).
[12] E. Anisimovas, G. Žlabys, B. M. Anderson, G. Juzeliunas,
and A. Eckardt, Role of real-space micromotion for bosonic and
fermionic Floquet fractional Chern insulators, Phys. Rev. B 91,
245135 (2015).
[13] L. Asteria, D. T. Tran, T. Ozawa, M. Tarnowski, B. S. Rem,
N. Fläschner, K. Sengstock, N. Goldman, and C. Weitenberg,
Measuring quantized circular dichroism in ultracold topological
matter, arXiv:1805.11077 (2018).
[14] C. Wang, P. Zhang, X. Chen, J. Yu, and H. Zhai, Scheme
to Measure the Topological Number of a Chern Insulator from
Quench Dynamics, Phys. Rev. Lett. 118, 185701 (2017).
[15] N. Fläschner, D. Vogel, M. Tarnowski, B. S. Rem, D. S. Lüh-
mann, M. Heyl, J. C. Budich, L. Mathey, K. Sengstock, and C.
Weitenberg, Observation of dynamical vortices after quenches in
a system with topology, Nature Physics 14, 265 (2018).
[16] W. Sun et al., Uncover Topology by Quantum Quench Dynam-
ics, Phys. Rev. Lett. 121, 250403 (2018).
[17] P. Soltan-Panahi, J. Struck, P. Hauke, A. Bick, W. Plenkers, G.
Meineke, C. Becker, P. Windpassinger, M. Lewenstein, and K.
Sengstock, Multi-component quantum gases in spin-dependent
hexagonal lattices, Nature Phys. 7, 434 (2011).
[18] A. Eckardt, C. Weiss, and M. Holthaus, Superfluid-insulator
transition in a periodically driven optical lattice, Phys. Rev. Lett.
95, 260404 (2005).
[19] H. Lignier, C. Sias, D. Ciampini, Y. Singh, A. Zenesini, O.
Morsch, and E. Arimondo, Dynamical control of matter-wave
tunneling in periodic potentials, Phys. Rev. Lett. 99, 220403
(2007).
[20] C. V. Parker, L. C. Ha, and C. Chin, Direct observation of ef-
fective ferromagnetic domains of cold atoms in a shaken optical
lattice, Nature Phys. 9, 769 (2013).
[21] N. Goldman and J. Dalibard, Periodically driven quantum sys-
tems: Effective Hamiltonians and engineered gauge fields, Phys.
Rev. X 4, 031027 (2014).
[22] M. Bukov, L. D’Alessio, and A. Polkovnikov, Universal High-
Frequency Behavior of Periodically Driven Systems: from Dy-
namical Stabilization to Floquet Engineering, Advances in
Physics 64, 139 (2015).
9a  
b 
= +1 
= −1 
= +1 
t3 t2 t1 
= +1 
= +1 
= −1 
=
2 
=
−
2 
t3 t2 t1 
6  
1  
6  
Ti
m
e 
(T
)
 
1
6  
1  
6  
Ti
m
e 
(T
)
 
1
FIG. 10. Sign of the linking number. a, Vortex data in the non-trivial regime (shaking phase of pi/2 and shaking detuning of δ/2pi =
−372 Hz). The first subfigure shows the time-integrated data, while the other subfigures show successive stroboscopic time steps t1 = 13 ·T/4,
t2 = 17 ·T/4, t3 = 21 ·T/4 after the quench. The vortex contour has a positive chirality, while the enclosed static vortex has a negative chirality,
revealing the Chern number +1 (see text). b, Reverse shaking (grey point in Fig. 3) for δ/2pi = −359 Hz and for time steps t1 = 14 ·T/4,
t2 = 18 ·T/4, t3 = 22 ·T/4 after the quench. The chirality of the enclosed vortex is now inverted and the Chern number is −1.
[23] A. Eckardt and E. Anisimovas, High-frequency approximation
for periodically driven quantum systems from a Floquet-space
perspective, New J. Phys. 17, 93039 (2015).
[24] A. Eckardt, Colloquium: Atomic quantum gases in periodically
driven optical lattices, Rev. Mod. Phys. 89, 011004 (2017).
[25] See Supplemental Material, See Supplemental Material .
[26] T. Oka and H. Aoki, Photovoltaic Hall effect in graphene, Phys.
Rev. B 79, 081406(R) (2009).
[27] M. C. Rechtsman, J. M. Zeuner, Y. Plotnik, Y. Lumer, D. Podol-
sky, F. Dreisow, S. Nolte, M. Segev, and A. Szameit, Photonic
Floquet topological insulators, Nature 496, 196 (2013).
[28] F. D. M. Haldane, Model for a Quantum Hall Effect with-
out Landau Levels: Condensed-Matter Realization of the Parity
Anomaly, Phys. Rev. Lett. 61, 2015 (1988).
[29] P. Hauke, M. Lewenstein, and A. Eckardt, Tomography of band
insulators from quench dynamics, Phys. Rev. Lett. 113, 045303
(2014).
[30] E. Alba, X. Fernandez-Gonzalvo, J. Mur-Petit, J. K. Pachos,
and J. J. Garcia-Ripoll, Seeing topological order in time-of-flight
measurements, Phys. Rev. Lett. 107, 235301 (2011).
[31] J. Yu, Phase vortices of the quenched Haldane Model, Phys.
Rev. A 96, 023601 (2017).
[32] L. D’Alessio and M. Rigol, Dynamical preparation of Floquet
Chern insulators, Nature Comm. 6, 8336 (2015).
[33] M. D. Caio, N. R. Cooper, and M. J. Bhaseen, Quantum
Quenches in Chern Insulators, Phys. Rev. Lett. 115, 236403
(2015).
[34] Y. Hu, P. Zoller, and J. C. Budich, Dynamical Buildup of a
Quantized Hall Response from Nontopological States, Phys. Rev.
Lett. 117, 126803 (2016).
[35] F. N. Ünal, E. J. Mueller, and M. O. Oktel, Nonequilibrium
fractional Hall response after a topological quench, Phys. Rev.
A 94, 053604 (2016).
[36] M. McGinley and N. R. Cooper, Topology of one dimen-
sional quantum systems out of equilibrium, Phys. Rev. Lett. 121,
090401 (2018).
[37] X. X. Yuan et al., Observation of topological links associated
with Hopf insulators in a solid-state quantum simulator, Chin.
Phys. Lett. 34, 060302 (2017).
[38] R. Desbuquois, M. Messer, F. Görg, K. Sandholzer, G. Jotzu,
and T. Esslinger, Controlling the Floquet state population and
observing micromotion in a periodically driven two-body quan-
tum system, Phys. Rev. A 96, 053602 (2017).
[39] M. S. Rudner, N. H. Lindner, E. Berg, and M. Levin, Anoma-
lous edge states and the bulk-edge correspondence for periodi-
cally driven two-dimensional systems, Phys. Rev. X 3, 031005
(2013).
[40] A. Quelle, C. Weitenberg, K. Sengstock, and C. M. Smith, Driv-
ing protocol for a Floquet topological phase without static coun-
terpart, New Journal of Physics 19, 113010 (2017).
We acknowledge financial support from the Deutsche
Forschungsgemeinschaft via the Research Unit FOR 2414
and the excellence cluster “The Hamburg Centre for Ultra-
fast Imaging - Structure, Dynamics and Control of Matter
at the Atomic Scale”. BSR acknowledges financial support
from the European Commission (Marie Curie Fellowship).
We acknowledge fruitful discussions with Ramanjit Sohal and
Christoph Sträter. [Competing Interests] The authors declare
that they have no competing financial interests. [Correspon-
dence] Correspondence and requests for materials should be
addressed to K.S.
(email: klaus.sengstock@physnet.uni-hamburg.de).
10
SUPPLEMENTAL MATERIAL
Tight-binding description
We consider a system of spinless fermions in a hexago-
nal lattice with sublattice offset ∆ = ν h¯ω + h¯δ that is near-
resonantly driven by a circular force F (t) =−F [cos(ωt)ex+
sin(ωt)ey] [See Fig. 2(b)]. Here ν is an integer and h¯δ  h¯ω
the detuning. (Our experiment is described by ν = 1, whereas
the case ν = 0 captures the Floquet topological insulator pro-
posed in Ref. [S1], which was realized both with optical wave
guides [S2] and in an optical lattice experiment [S3]). In gen-
eral, the system is described by the Hubbard Hamiltonian
Hˆ(t) =− J ∑
〈`′`〉
aˆ†`′ aˆ`
+∑`
[−r` ·F (t)+(ν h¯ω+ h¯δ )δ`∈B]nˆ`, (S1)
where aˆ†` , aˆ`, and nˆ` = aˆ
†
` aˆ` denote the creation, annhilation,
and number operator for fermions on lattice site ` at position
r`, respectively, where J describes tunneling between nearest
neighbor pairs 〈`′`〉, and where δ`∈B is one if ` lies in sublat-
tice B and zero otherwise. Since we do not consider any bare
next-nearest-neighbor hopping, here we have dropped the sub-
script indices used in the main text (J ≡ JAB and ∆ ≡ ∆AB) in
order to make the notation simpler. The force F (t) is an iner-
tial force created by moving the lattice along a circular orbit
in space, so that the Hamiltonian describes the system in the
reference frame co-moving with the lattice.
Let |ψ(t)〉 denote the state of the system in the lattice frame.
It is convenient to perform a gauge transformation |ψ ′(t)〉 =
Uˆ†(t)|ψ(t)〉 and Hˆ ′(t) = Uˆ†(t)Hˆ(t)Uˆ(t)− ih¯Uˆ†(t) ˙ˆU(t), with
the unitary operator
Uˆ(t) = Uˆshift(t)Uˆrot(t)
= exp
(
i∑`
[
χshift` (t)+χ
rot
` (t)
]
nˆ`
)
,
(S2)
where
χshift` (t) =
F
h¯ω
r` · [−sin(ωt)ex+ cos(ωt)ey],
χ rot` (t) =−νωtδ`∈B.
(S3)
While Uˆshift(t) integrates out the time-periodic shift in quasi-
momentum induced by the circular force, Uˆrot(t) captures a
rotation of the pseudospin defined by the sublattice degree of
freedom and integrates out the resonant part ν h¯ω of the sub-
lattice imbalance ∆. The resulting transformed Hamiltonian
reads
Hˆ ′(t) =−∑
〈`′`〉
Jeiθ`′`(t)aˆ†`′ aˆ`+∑`δδ`∈Bnˆ`, (S4)
with time-periodic Peierls phases θ`′`(t) = α sin(ωt−ϕ`′`)−
σ`νωt. Here, we have introduced the dimensionless driving
strength α = Fa/h¯ω , with a = 1√
3
2
3λL denoting the distance
between adjacent lattice sites, ϕ`′` denotes the azimuthal angle
of the vector r`′ −r`, and σ` = 1 (σ` =−1) for ` ∈ A (` ∈ B).
The transformation preserves the periodic time dependence
of the Hamiltonian and removes large energy offsets of order
h¯ω between neighboring sites. With that it provides a good
starting point for computing the effective time-independent
Hamiltonian HˆF and the periodic micromotion operator UˆF(t)
in a high frequency approximation [S4, S5], in terms of which
the time-evolution operator for the dynamics induced by Hˆ ′(t)
takes the transparent form
Uˆ ′(t, t0) = UˆF(t)exp
(
− i
h¯
(t− t0)HˆF
)
Uˆ†F(0). (S5)
Note that the transformation Uˆ(t) restores also the transla-
tional symmetry of the lattice, which was broken by the on-
site potential−r` ·F (t), so that the Floquet states of Hˆ ′(t) and
the eigenstates of HˆF are Bloch states.
Effective Hamiltonian
In order to compute the effective Hamiltonian, we will keep
the two leading terms of the high-frequency expansion [S4],
HˆF ≈ Hˆ(1)F + Hˆ(2)F with Hˆ(1)F = Hˆ0,
Hˆ(2)F =
∞
∑
m=1
[
Hˆm, Hˆ−m
]
mh¯ω
.
(S6)
Here,
Hˆm =
1
T
∫ T
0
dt Hˆ ′(t)e−imωt
=−∑
〈`′`〉
J(m)`′` aˆ
†
`′ aˆ`+δm,0 ∑` h¯δδ`∈Bnˆ`
(S7)
denote the Fourier components of the Hamiltonian, with tun-
neling parameters J(m)`′` = JJm+σ`ν(α)e
−i(m+σ`ν)ϕ`′` , where
Jn(x) is an ordinary Bessel function of the first kind.
Evaluating these terms, we find
HˆF ≈− ∑
〈`′`〉
Jeff〈`′`〉aˆ
†
`′ aˆ`− ∑
〈〈`′`〉〉
Jeff〈〈`′`〉〉aˆ
†
`′ aˆ`
+∑`∆effδ`∈Bnˆ`,
(S8)
where 〈〈`′`〉〉 denote pairs of next-nearest neighbors. The ef-
fective nearest-neighbor tunneling matrix elements,
Jeff〈`′`〉 = JJσ`ν(α)e
−iσ`νϕ`′` , (S9)
originate from the first-order term Hˆ(1)F . In turn, the effective
next-nearest-neighbor tunneling matrix elements
Jeff〈〈`′`〉〉 =−
∞
∑
m=1
J2
mh¯ω
[
J 2m−σ`ν(α)e
i(m−σ`ν)(pi+σ〈〈`′`〉〉pi/3)
−J 2m+σ`ν(α)e
i(m+σ`ν)(pi+σ〈〈`′`〉〉pi/3)
]
,
(S10)
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stem from the first-order term and can be understood as a su-
perexchange process. Here, σ〈〈`′`〉〉 = 1 (σ〈〈`′`〉〉 =−1) for tun-
neling clockwise (counterclockwise) around a hexagonal pla-
quette of the lattice. The effective sublattice offset
∆eff = h¯δ +
∞
∑
m=1
zJ2
mh¯ω
[
J 2m−σ`ν(α)−J 2m+σ`ν(α)
]
, (S11)
with coordination number z= 3, possesses contributions from
both orders.
Comparison of models with and without initial sublattice offset
There is a fundamental difference between the case ν 6= 0;
corresponding to our experiment with ν = 1, and the experi-
ments with the case ν = 0 described in Refs. [S2, S3]. For
ν = 0, nearest-neighbor tunneling is present already in the
undriven system and second-order next-nearest neighbor tun-
neling is a driving induced process. Conversely, for ν 6= 0
nearest-neighbor tunneling has to be induced by the driving
(since it is off-resonant in the undriven lattice), while second-
order next-nearest-neighbor tunneling occurs already in the
undriven system. This fact is reflected in the behavior of the
effective tunneling matrix elements in the limit of small driv-
ing strength α , where we have
Jeff〈`′`〉 ' J+O(α2),
Jeff〈〈`′`〉〉 '
√
3α2
4
J2
h¯ω
eiσ〈〈`′`〉〉pi/2+O(α4) for ν = 0,
(S12)
whereas
Jeff〈`′`〉 '
α
2
Jσ`e−iσ`ϕ`′` +O(α3),
Jeff〈〈`′`〉〉 '−σ`
J2
h¯ω
+O(α2) for ν = 1.
(S13)
Here, we have used that Jn(x) = 1|n|!
[
sgn(n)x/2
]|n|
+
O(x|n|+2). The opposite sign of the effective next-nearest-
neighbor tunneling on the two sublattices arises from the op-
posite sign of the offset to the intermediate state in the su-
perexchange process. This difference between the cases ν = 0
and ν = 1 has two major consequences. The first one is re-
lated to the fact that the Peierls phases appear at the driving
induced tunneling matrix elements. For ν = 0, the effective
next-nearest neighbor tunneling matrix elements are complex,
corresponding to the configuration of the Haldane model [S6].
In our case, for ν = 1, instead the nearest-neighbor tunneling
matrix elements acquire a phase. While the model can still be
mapped to the Haldane model via a gauge transformation, this
implies that one of the Dirac cones is shifted from one of the
K points at the corner of the first Brillouin zone to the Γ point
at its center. The second consequence is more important: The
topologically non-trivial properties of the effective Hamilto-
nian emerge from the interplay between nearest-neighbor tun-
neling processes on the one hand and next-nearest-neighbors
tunneling processes on the other. If the energy scale of one
of these processes is much smaller than that of the other one,
the topological band gap will be of the order of this smaller
energy scale. For ν = 0 the next-nearest neighbor tunneling
matrix elements, which are suppressed already by a factor of
J/(h¯ω) with respect to nearest-neighbor tunneling, scale only
quadratically with the driving amplitude α , so that for not too
strong driving the band gap scales like α2J2/(h¯ω). In con-
trast, for ν = 1 the gap should roughly scale like αJ as long
as α <∼ J/(h¯ω) and like J2/(h¯ω) for larger driving strength
(as long as α ≤ 1). This suggests that the case ν = 1 is favor-
able for the realization of robust topological band structures.
Indeed, the width of the region with non-trivial Chern number
is 100 Hz in Ref. [S3], but 500 Hz in this work. However, in
an implementation with an inhomogeneous lattice, where the
resonance condition of the global shaking varies across the
sample, the ratio of the width of the non-trivial region to the
driving frequency is also relevant.
Effective Hamiltonian in quasimomentum representation
It is instructive to express the effective Hamiltonian given
in Eq.(S8) in quasimomentum representation,
Hˆ =∑
k
(aˆ†Ak, aˆ
†
Bk) [h0(k) · I+h(k) ·σ ]
(
aˆAk
aˆBk
)
. (S14)
Here, I is 2× 2 identity matrix, σ denotes the Pauli matrices
acting on the pseudospin space defined by the two sublattice
states σ = A,B, and aˆσk = 1√M ∑`∈σ e
−ik·r` aˆ` the annihilation
operator for a fermion with quasimomentum k on sublattice
σ , where M is the number of lattice cells. The components of
the Hamiltonian on the Bloch sphere follow as
h fx (k) =−JJν(α)
3
∑
j=1
cos(k ·a j−νϕ j), (S15)
h fy (k) = JJν(α)
3
∑
j=1
sin(k ·a j−νϕ j), (S16)
h fz (k) =−
J2
h¯ω
cz(α)
3
∑
j=1
2cos(k ·b j)−∆eff/2, (S17)
h f0(k) =−
J2
h¯ω
c0(α)
3
∑
j=1
2sin(k ·b j)+∆eff/2, (S18)
where a j is the vector that connects the nearest-neighbor
sites, with j labeling the three possible directions for mov-
ing from an A site to a B site, a j = a[cos(ϕ j)ex + sin(ϕ j)ey]
with their corresponding angles ϕ j defined from the positive
x-axis. b j denotes the lattice vectors b1 = a(
√
3,0),b2 =
a(−
√
3
2 ,
3
2 ),b3 =−b1−b2 which connect next-nearest neigh-
bors, and c0,z(α) are some constants coming from taking the
sum in Eq. (S10).
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FIG. S1. Sign of the Chern number. (a) In our Floquet system, the sign of the Chern number can change either by inverting the shaking
direction or by increasing the shaking amplitude. Phase diagram calculated for a detuning of δ/2pi = −40 Hz. (b) Sense of wrapping the
Bloch sphere in the four different cases.
Micromotion
In order to describe the influence of the periodic micromo-
tion described by UˆF(t) on the dynamics, let us consider the
first non-trival term of the high-frequency expansion UˆF(t) =
exp
[
Gˆ1(t)+ Gˆ2(t)+ · · ·
]
. We approximate [S4]
UˆF(t)' exp[Gˆ1(t)], Gˆ1(t) =−
∞
∑
m 6=0
Hˆmeimωt
mh¯ω
, (S19)
and find
Gˆ1(t) = ∑
〈`′`〉
g〈`′`〉(t)aˆ
†
`′ aˆ`,
g〈`′`〉(t) =−
∞
∑
m6=0
Jeimωt
mh¯ω
Jm+σ`ν(α)e
−i(m+σ`ν)ϕ`′` .
(S20)
This correction is of the same origin as the effective next-
nearest neighbor tunneling terms in the effective Hamiltonian.
In leading order with respect to the driving amplitude, the co-
efficients read g〈`′`〉(t) = −α Jh¯ω cos(ωt−ϕ`′`) for ν = 0 and
g〈`′`〉(t) = Jh¯ω σ`e
−iσ`ωt for ν = 1. For ν = 1, this correction
is again present already for infinitely weak driving, i.e. for
α → 0.
The operator Gˆ1(t) describes a time-periodic micromotion
in real space, where a particle at a given site ` explores neigh-
boring lattice sites. With respect to quasimomentum, it can be
expressed like
Gˆ1(t) =∑
k
(aˆ†Ak, aˆ
†
Bk) [gx(k, t)σx+gy(k, t)σy]
(
aˆAk
aˆBk
)
.
(S21)
Here, gx(k, t) = Re
(
g(k, t)
)
and gy(k, t) = Im
(
g(k, t)
)
, with
g(k, t) = −i∑m 6=0∑3j=1 g j(t)e−a j ·k, where g j(t) describes
g〈`′`〉(t) for processes connecting an A site ` with a neighbor-
ing B site `′ at r`′ = r`+a j. For ν = 1, we find
g(k, t) = ∑
m 6=0
J
mh¯ω
Jm+1(α)×
3
∑
j=1
exp
(
mωt−a j ·k− (m+1)ϕ j +pi/2
)
.
(S22)
For small driving amplitudes α , the leading contribution
stems from the m = −1 term. Neglecting all other terms,
UˆF(t) describes a rotation in pseudospin, by a k-dependent
angle ∼ J/(h¯ω) around an axis in the xy-plane that itself
rotates around the z-axis with angular velocity ω and k-
dependent phase. Increasing α , however, for α ' 1 both the
the m = −2 term and the m = 1 term become relevant so
that also higher harmonics of the driving frequency will make
themselves felt in the micromotion described by UˆF(t).
Apart from the real-space micromotion described by UˆF(t),
another contribution to the micromotion is given by the trans-
formation Uˆ(t) = Uˆshift(t)Uˆrot(t) back to the original lattice
frame of reference. It describes a phase rotation between
different lattice sites, which corresponds to both a shift in
quasimomentum and a rotation around the z-axis of the sub-
lattice pseudospin. Moreover, there is another effect. In or-
der to predict the dynamics observed in the experiment, we
also have to consider the experimental protocol, where lattice
shaking is switched on at time t0 and switched off again at
the measurement time t. The shaking is performed in such a
way that the relative lattice position x(t + t ′) changes con-
tinuously when the shaking is switched on. It is given by
x(t + t ′) = 0 for t + t ′ < t0, x(t + t ′) = ξ(t + t ′)− ξ(t0) for
t0 < t + t ′ < t, and by x(t + t ′) = ξ(t)− ξ(t0) for t + t ′ > t,
where ξ(t + t ′) = −∆x[cos(ω(t + t ′))ex + sin(ω(t + t ′))ex]
with ∆x = F/(Mω2) and atomic mass M. Accordingly the
lattice velocity x˙(t + t ′) is discontinuous, featuring jumps by
ξ˙(t0) and −ξ˙(t)) at t + t ′ = t0 and t + t ′ = t, respectively.
As a result the inertial force Fini(t + t ′) = −Mx¨(t + t ′) in-
13
duced in the lattice frame of reference, which is given by
F (t+ t ′) =−Mξ¨(t+ t ′) between t0 and t and vanishes before
and after that, possesses also a contribution Fboost(t + t ′) =
−Mξ˙ (t0)δ (t + t ′− t0)− ξ˙ (t)δ (t − t). These boosts shift the
system’s state in quasimomentum by q(t0) and −q(t) with
q(t + t ′) = −(M/h¯)ξ˙(t + t ′), which is described by the uni-
tary operator Uˆq = exp(i∑`q ·r`nˆ`). Thus, starting from the
trivial insulator state |ψ0〉 at time t + t ′ < t0, for times t ′ > 0
the time-evolved state reads
|ψ(t+ t ′)〉= e− ih¯ t ′Hˆt |ψ(t)〉, (S23)
where Hˆt denotes the static tomography Hamilto-
nian describing the system for times t ′ > 0 and
where the state to be measured is given by |ψ(t)〉 =
Uˆ−q(t+t ′)Uˆshift(t)Uˆrot(t)Uˆ ′(t, t0)Uˆ
†
rot(t0)Uˆ
†
shift(t0)Uˆq(t0)|ψ0〉.
Employing Eq. (S5) as well as the fact that Uˆshift(t + t ′) =
Uˆq(t+ t ′), we find
|ψ(t)〉= Uˆrot(t)UˆF(t)e− ih¯ (t−t0)HˆF Uˆ†F(t0)Uˆ†rot(t0)|ψ0〉︸ ︷︷ ︸
≡|ψ ′0〉
. (S24)
Thus, the full micromotion, as it can be observed in the exper-
iment is described by
Uˆmicro(t) = Uˆrot(t)UˆF(t). (S25)
One should note that |ψ ′0〉 = Uˆ†micro(t0)|ψ0〉 is not an eigen-
state of the initial Hamiltonian. We can overcome this
by transforming the initial Hamiltonian as well; Hˆ i′ =
Uˆ†micro(t0)Hˆ
iUˆmicro(t0). When we also rotate the tomography
Hamiltonian Hˆt′ = Uˆ†micro(t)Hˆ
iUˆmicro(t), it is now clear that
these tomography and initial Hamiltonians are equal to each
other only for tomography times t = t0 + nT with integer n.
For any other sub-stroboscopic time steps, the tomography
Hamiltonian will not be parallel to the initial Hamiltonian on
the Bloch sphere. In Fig. 4(a) of the main text, we omit these
contributions due to the micromotion and just aim to illustrate
the experimental procedure.
The Hamiltonian Hˆt is represented by a quasimomentum-
dependent vector ht(k) playing the role of a magnetic field
with respect to the sublattice pseudospin and the state |ψ(t)〉 is
represented by a quasimomentum-dependent unit vector ψˆ(t)
denoting a point on the Bloch sphere of that pseudospin. The
positions of the measured vortices correspond to those points
in k-space, where both vectors are parallel (or antiparallel).
Thus, as long as ht(k) points to the south (or north) pole ev-
erywhere, the pseudospin rotation Uˆrot(t) at angular velocity
ω will not make itself felt. However, as soon as ht(k) tilts
away from the north pole, as it is the case in the present ex-
periment, this rotation will cause an oscillatory behavior of the
vortex position with respect to the time t. Thus, the interplay
between the oscillations induced by UˆF(t) and that by Uˆrot(t)
is another source for the generation of higher harmonics in the
motion of the vortex position observed in the experiment.
Sign of the linking number
We determine the sign of the linking number by comparing
the relative chirality of the static (χs) and dynamic vortices
(χd), i.e. the total sign is set by χsχd . The chirality of the dy-
namic vortex contour is given by the multiplication of the chi-
rality of a vortex (or an antivortex) χv and the chirality of the
path that it travels χp. Since the dynamic vortex contour is the
inverse image of the equator of the Bloch sphere, the direction
of the motion is set by the gradient of the Hamiltonian |h(kv)|
at the equator. This direction can be reversed by modifying
the magnitude of the gap parameter |h(kv)|, without closing
the gap at the Dirac point itself, i.e. without changing the chi-
rality of the static vortex at the Dirac point. In the following,
we show that changing the gradient of the Hamiltonian at the
equator also converts the vortices into antivortices, hence, pre-
serves the chirality χd and with that also the sign of the linking
number. This means that the chirality of the dynamic vortex
contour χd reflects indeed the topology of the Hamiltonian
and cannot be changed by topologically-trivial deformations
of the energy band. Our definitions are inspired by a related
argument in ref. [S7].
The state of the system ψ(k, t) is given by Eq. (6) for
θ(k, t) and φ(k, t). The initial state points to the south pole
for all k, ψ(k,0) = −eˆz (in the case of dispersive bands, af-
ter performing the rotation given in Eq. (7)). Quenching
to the Floquet Hamiltonian induces a rotation by the angle
α(k, t) ≡ ω(k)t = 2h f (k)t around the direction of hˆ f (k) =
h f (k)/|h f (k)|. The time evolved state thus reads ψ(k, t) =
R(α(k, t), hˆ f (k))ψ(k,0) where R(α(k, t), hˆ f (k)) denotes the
rotation matrix. For the given initial conditions, this gives
ψ(k, t) =
hˆxhˆz[1− cos(α(k, t))]+ hˆy sin(α(k, t))hˆyhˆz[1− cos(α(k, t))]− hˆx sin(α(k, t))
hˆ
2
z [1− cos(α(k, t))]+ cos(α(k, t))
 . (S26)
In the tomography, we observe a static vortex whenever
hˆ
f
(k) ‖ eˆz. Dynamic vortices occur when hˆ f (k) ⊥ eˆz, i.e.
when hˆ
f
(k) lies on the equator, so that for α(k, tn) = npi and
ψ(k, tn) points to the north (south) pole for odd (even) integers
n, where tn = npi/2|h f (k)|. In the following, we will focus
on the case n = 1, where a dynamic vortex is found at time
t1(k). The condition α(k, tn) = pi defines the trajectories of
the dynamic vortices in quasimomentum k, corresponding to
the inverse image, P, of the equator of the Bloch sphere with
respect to the map hˆ(k) : k→ hˆ. Note that in Ref. [S7], this
corresponds to the inverse image of the north pole with respect
to the map [k, t]→ hˆ.
Direction of vortex motion
Let kv ε ` ⊂ P be a point on the line ` which lies in the
inverse image of the equator and eˆ‖(kv) denote a tangential
unit vector of ` at kv which defines a direction on this line.
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Then, the vortex which passes kv at time t(kv) moves with
velocity k˙v = k˙‖eˆ‖ where k˙‖ = −ω(kv)/g‖(kv) with g‖(k) =
t(k)∇kω(k) · eˆ‖(kv). Thus, as long as the gap does not close
[ω(k) > 0], the direction of motion χp is determined by the
gradient of the gap along the line `,
χp =−sgn[g‖(kv)]. (S27)
Here, eˆ‖ is the unit vector obtained from ∇khˆz(k) by an az-
imuthal rotation by pi/2; eˆ‖ = R(eˆz,pi/2)∇khˆz(k).
Vortex chirality
In order to obtain the chirality of a dynamic vortex at point
kv, we expand the wave function ψ(kv, t(kv)) in the vicinity of
kv,
ψ(k) =
 00
−1
+δk
hˆx(kv) f (kv)− hˆy(kv)g(kv)hˆy(kv) f (kv)− hˆx(kv)g(kv)
0
 , (S28)
where f (kv) = 2∇khˆz(k) and g(kv) = pi/h(k)∇k|h(k)| as be-
fore. This can be also expressed as δψ(k) = f (kv)δkhˆ(k)+
g(kv)δkhˆ
′
(k), where hˆ
′
(k) = (−hˆy(kv), hˆx(kv)) is a unit vector
orthogonal to hˆ(kv) and that, like hˆ(kv), lies on the equator.
These two unit vectors (hˆ, hˆ
′
) span a coordinate system that is
rotated by φ(kv) with respect to the one spanned by (eˆx, eˆy).
The chirality χv of a dynamical vortex is now determined
by whether the azimuthal phase φ(k) winds in positive or
negative direction while δk is taken around a closed loop;
δk = δk[cos(γ)eˆx + sin(γ)eˆy] for γ : 0→ 2pi . The chirality
reads,
χv = sgn[g(kv)× f (kv)] = sgn[g(kv) · eˆ‖]. (S29)
Therefore, both the direction a vortex travels and its chi-
rality depend on the gradient g(kv) of the gap at the vortex
position kv. Inverting the direction of the motion requires to
invert the gradient of the gap g‖(kv) along the line `. On the
other hand, inverting the chirality of the vortex via a change
of g(kv) requires to invert g(kv) · f⊥(kv)≡ g f⊥(kv). Note that
the unit vector eˆ‖, which is defined to point along the direction
where hˆz(kv) keeps the constant value zero, stands perpendic-
ular to the gradient of hˆz(kv). Thus, changing the direction of
motion of the vortex without closing the gap implies that the
vortex changes its chirality, which preserves the overall sign
of the dynamic vortex counter χvχp. Hence, any deformation
in the Hamiltonian that does not change the topology cannot
change the observed sign of the linking number.
Sign of the Chern number in our system
The sign of Chern number is given by the sense in which the
Bloch sphere is covered. This is fixed by (i) which one of the
FIG. S2. Dynamical vortex contours. Countors of the dynamical vor-
tices for different shaking detunings according to the simple model
described in the text.
two Dirac points is at the north pole of the Bloch sphere and
(ii) in which sense the states wrap around the Bloch sphere
azimuthally. These questions can be simply related to the chi-
ralities of the observed static and dynamical vortices: the chi-
rality of the dynamical vortex contour χd determines, which
Dirac point is at the north pole, while the chirality of the en-
closed static vortex χs determines the azimuthal winding of
the states. For our choices of sign conventions, the sign of the
Chern number of the lowest band is given by sgn[C] =−χdχs.
The four different possible combinations of χd = ±1 and
χs = ±1 can be realized in our system by changing the shak-
ing parameters: (i) the occupation of the poles by the Dirac
points inverts for large shaking amplitudes and (ii) the sense
of wrapping around azimuthally inverts with the direction of
shaking. Data for the two shaking directions at small shaking
amplitude is presented in Fig. 10 of the main text. Fig. S1 il-
lustrates the four different possibilities in the phase diagram
spanned by shaking phase and shaking amplitude.
From the analysis of χd and χs, one can therefore also dis-
tinguish whether the Chern number changes sign due to a dif-
ferent shaking direction or due to a large driving amplitude,
where the sign change of the Chern number originates from
the sign change of the Bessel function renormalization of the
tunnel elements. Such phases have been realized in cold atoms
[S8] and helical photonic waveguides [S9].
Experimental data for different detunings
The experimental vortex data for different detunings lead-
ing to the phase diagram of Fig. 8 is presented in Fig. S3. The
different rows correspond to different detunings ranging from
-938 Hz to 515 Hz. The detuning is varied by changing the
lattice depth at fixed driving frequency of 6.410 kHz and driv-
ing amplitude of 1 kHz. The first column shows the band gap
between the two lowest bare bands as obtained from the os-
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cillation frequency of the tomography along three equivalent
high symmetry paths (red, blue and green. The data is aver-
aged over the six first time steps after the quench into the Flo-
quet system). The collapse of the curves indicates the good
balance of the three lattice beam intensities. The lattice pa-
rameters are obtained from a fit of the exact band structure to
the band gap (black curve, regions around the static vortices
are excluded from the fit). The extracted detuning and next-
neighbor tunneling are states in the respective subfigures. The
dashed horizontal line indicates the shaking frequency and in-
dicates the near-resonant nature of the driving.
The second column shows experimental data with the time-
integrated static and dynamic vortices after the quench into
the respective Floquet system. The hue indicates the time after
the quench, at which the vortex appeared (lighter color means
later time). The static vortices at the Γ and K points are present
in all images. For non-trivial Chern number and in a regime
of larger detunings, closed contours of dynamical vortices ap-
pear. The contour calculated from the effective Hamiltonian
(green line) gives a reasonable approximation for the contour
shape in the non-trivial regime.
The third column shows the expected dynamical vortices
from a full numerical calculation including the initial state and
the micromotion. Each black dot indicated a zero scalar prod-
uct between the initial state and the time-evolved state.
Dynamical vortex contours from the effective Hamiltonian
The effective Hamiltonian allows deriving a simple es-
timate for the dynamical vortex contours (green lines in
Fig. S3). We neglect here the dispersion of the initial bands
and the micromotion. In this approximation only non-trivial
contours can be described, because the trivial contours arise
from the finite dispersion of the initial bands. The vortex con-
tour corresponds to the momenta, where the final Hamilto-
nian lies on the equator, i.e. where the z-component vanishes
hfz(k) = 0. Using hfz(k) = ∆eff/2+∑3j=1(JeffAA−JeffBB)cos(k ·b j)
(compare Eq. S15) and the effective tunneling elements in the
low driving limit, this corresponds to
S(k) =
3
∑
j=1
cos(k ·b j) =− ∆
eff
2(JeffAA− JeffBB)
=− h¯δ +3J
2
AB/h¯ω
4J2AB/h¯ω
=− δ˜ +3
4
(S30)
with δ˜ = h¯δ/(J2AB/h¯ω). The sum of the three cosines S(k)
can obtain values between +3 and −3/2. This means that
contours only exist for detunings between δ˜ = −15 and δ˜ =
−+3, which defines the non-trivial region.
Fig. S2 shows the value of the sum of the three cosines S(k),
which correspond to the vortex contours for different detun-
ings δ˜ . The contour closes around the Γ point for δ˜ = −15
(where S(k = Γ) = 3) and around the K and K’ points for
δ˜ = +3 (where S(k = K) = −3/2). In Fig. S3 the contours
are plotted together with the data for the respective detunings
(green lines). While we don’t expect quantitative agreement
on this level of approximation, the predictions qualitatively
explain the behavior of the data in the non-trivial regime. Fur-
thermore, this discussion gives an intuitive picture for the de-
tunings, where the topological phase transitions occur.
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FIG. S3. Experimental data for different detunings and comparison to calculations. See text for details.
