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Abstract
By using lower bound conditions of the Le´vy measure w.r.t. a nice reference mea-
sure, the coupling and strong Feller properties are investigated for the Markov semi-
group associated with a class of linear SDEs driven by (non-cylindrical) Le´vy processes
on a Banach space. Unlike in the finite-dimensional case where these properties have
also been confirmed for Le´vy processes without drift, in the infinite-dimensional setting
the appearance of a drift term is essential to ensure the quasi-invariance of the process
by shifting the initial data. Gradient estimates and exponential convergence are also
investigated. The main results are illustrated by specific models on the Wiener space
and separable Hilbert spaces.
AMS subject Classification: 60J75, 60J45.
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1 Introduction
In recent years, the coupling property, the strong Feller property, and gradient estimates
have been intensively investigated for linear stochastic differential equations driven by Le´vy
∗Supported in part by NNSFC(11131003, 11126350 and 11201073), SRFDP, the Fundamental Research
Funds for the Central Universities and the Programme of Excellent Young Talents in Universities of Fujian
(JA10058 and JA11051).
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processes on Rd, see e.g. [14, 22, 21, 17, 3, 19, 18, 9, 8] and references within. In these
references the shift-invariance of the Lebesgue measure plays an essential role. When the
state space is infinite-dimensional so that the Lebesgue measure is no longer available, we
need a reference measure which is quasi-invariant under a reasonable class of shift transforms.
Typical examples of the reference measure include the Wiener measure on the continuous
path space and the Gaussian measure on a Hilbert space, see Section 5 for details. The
purpose of this paper is to investigate regularity properties of linear SDEs driven by Le´vy
processes on a Banach space equipped with such a nice reference measure. To ensure the
quasi-invariance of the solution, a strong enough linear drift term will be needed.
On the other hand, concerning (semi-)linear SDEs on Hilbert spaces, when the noise is
a cylindrical α-stable process, many regularity results derived in finite dimensions can be
extended to the infinite-dimensional setting (see [15, 13, 25]); and when the noise has a non-
trivial Gaussian part, the regularity properties can be derived by using the drift part and
the Gaussian part (see e.g. [26, 6, 7, 16]). But there seems to be no results concerning the
strong Feller and coupling properties for SDEs driven by purely jump non-cylindrical Le´vy
processes. In this paper we intend to investigate these properties for linear SDEs driven by
non-cylindrical Le´vy noise on Banach spaces.
Let (B, ‖ · ‖B) be a Banach space and let µ be a probability measure on B having full
support. Let B′ be the dual space of B with 〈·, ·〉 the duality between B and B′. Let (H, ‖·‖H)
be another Banach space which is densely and continuously embedded into B such that for
any h ∈ H, µ is quasi-invariant under the shift x 7→ x+h; that is, there exists a non-negative
measurable function ϕh on B such that
(1.1) µ(dz − h) = ϕh(z)µ(dz).
Let Lt be a Le´vy process on B with Le´vy measure ν. Recall that a σ-finite measure ν on B
is called a Le´vy measure if ν({0}) = 0 and the mapping from B′ to R given by
B
′ ∋ a 7→ exp
[ ∫
B
(
cos 〈x, a〉 − 1) ν(dx)]
is the characteristic function of a random variable on B. Note that since cos is an even
function, one may replace ν by the symmetric measure ν+ν∗ as in [2], where ν∗(A) = ν(−A)
for any A ∈ B. When B is a Hilbert space, ν is a Le´vy measure if and only if ν({0}) = 0
and
∫
B
(1∧‖x‖2
B
) ν(dx) <∞; while in general, ν is a Le´vy measure provided ν({0}) = 0 and∫
B
(1 ∧ ‖x‖B) ν(dx) <∞ (see [1, 2]).
Let σ : B→ B be a bounded linear operator and let (A,D(A)) be a linear operator on B
generating a C0 semigroup (Ts)s≥0. Consider the following linear SDE on B:
(1.2) dXt = AXt dt+ σ dLt.
For any x ∈ B, the solution with initial data x is
(1.3) Xxt = Ttx+
∫ t
0
Tt−sσ dLs, t ≥ 0.
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See [4, 12, 1, 2] for the detailed construction of this solution. Let Bb(B) be the class of all
bounded measurable functions on B. We aim to investigate the coupling property and the
strong Feller property for the associated Markov semigroup
Ptf(x) := Ef(X
x
t ), t ≥ 0, x ∈ B, f ∈ Bb(B).
Recall that the solution has successful coupling if and only if (cf. [10, 5])
lim
t→∞
‖Pt(x, ·)− Pt(y, ·)‖var = 0, x, y ∈ B,
where Pt(x, dy) is the transition kernel of Pt and ‖ · ‖var is the total variation norm. Let ρ0
be a non-trivial non-negative measurable function on B such that
(1.4) ν(dz) ≥ ρ0(z)µ(dz) =: ν0(dz)
holds. Thus, the Le´vy process considered here is essentially different from the cylindrical
α-stable process used in [15, 13]. Indeed, for B being a Hilbert space with ONB {ei}i≥1, the
Le´vy measure (if exists) for a cylindrical Le´vy process is supported on ∪i≥1Rei and hence,
is singular w.r.t. e.g. a non-trivial Gaussian probability measure µ. Assume
(A) Ker(σ) = {0} and TsB ⊂ σH holds for any s > 0.
Obviously, (A) implies that for any s > 0, the operator σ−1Ts : B→ H is well defined.
Theorem 1.1. Assume (A). Suppose that ν0 in (1.4) is infinite; i.e. ν0(B) =∞.
(1) If for any h ∈ H
(1.5) sup
ε∈(0,1)
ϕεh(·+ εh) <∞, µ-a.e.,
then for any f ∈ Bb(B) and t > 0, Ptf is directionally continuous; i.e. limε→0 Ptf(x+
εy) = Ptf(x) holds for any x, y ∈ B.
(2) If for any s > 0
(1.6) sup
‖y‖B≤1
ϕσ−1Tsy(·+ σ−1Tsy) <∞, µ-a.e.,
then Pt is strong Feller for t > 0; i.e. PtBb(B) ⊂ Cb(B).
A simple example for ν0(B) = ∞ to hold is as follows. Let z → ‖z‖B have a strictly
positive distribution density function ρ under the probability measure µ, for instance it is
the case when µ is the Wiener measure (see Subsection 5.1 below). Let r0 ∈ (0,∞], and let
α ∈ (0, 2) when B is a Hilbert space and α ∈ (0, 1) otherwise. Then
ν0(dz) :=
1(0,r0)(‖z‖B)
ρ(‖z‖B)‖z‖1+αB
µ(dz)
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is a Le´vy measure on B with ν0(B) =∞. This measure is an infinite-dimensional version of
the α-stable jump measure. Modifying arguments from [22, Theorem 3.1] and [18, Theorem
1.1] where the coupling property has been investigated in the finite-dimension setting, we
have the following two assertions on the coupling property with estimates on the convergence
rate. For r > 0 and z ∈ B, let B(z, r) = {y ∈ B : ‖z − y‖B < r} be the open ball at z with
radius r.
Theorem 1.2. Assume (A). Suppose that ν0 in (1.4) is finite; i.e. ν0(B) <∞, σ is invertible
with ‖σ−1‖B <∞, and ‖Ts‖B ≤ c holds for some constant c > 0 and all s > 0.
(i) If there exist z0 ∈ B and r0 > 0 such that
(1.7) δ1(ε) := sup
s≥ε,‖x‖B≤1
∫
B(z0,r0)
ϕσ−1Tsx(z)
2ρ0(z − σ−1Tsx)2
ρ0(z)
µ(dz) <∞, ε > 0,
then there exists a constant C > 0 such that
(1.8) ‖Pt(x, ·)−Pt(x+ y, ·)‖var ≤ C(1 + ‖y‖B) inf
ε∈(0,1)
(
ε+
√
δ1(ε)
t
)
, t > 0, x, y ∈ B
holds.
(ii) If there exist z0 ∈ B and r0 > 0 such that
(1.9) δ2(ε) := sup
s≥ε,‖x‖B≤1
∫
B(z0,r0)
ϕσ−1Tsx(z)
2 ∨ 1
ρ0(z)
µ(dz) <∞, ε > 0,
then there exist two constants C > 0 such that for all x, y ∈ B and t > 0,
(1.10) ‖Pt(x, ·)− Pt(y, ·)‖var ≤ C(1 + ‖x− y‖B) inf
ε∈(0,1)
(
ε+
√
δ2(ε)
t
)
.
Using ρ0 ∧ 1 in place of ρ0, one may replace (1.7) by
δ˜1(ε) := sup
s≥ε,‖x‖B≤1
∫
B(z0,r0)
ϕσ−1Tsx(z)
2
1 ∧ ρ0(z) µ(dz) <∞, ε > 0.
If infz∈B(x0,r0) ρ0(z) > 0, then this condition and (1.9) are equivalent. But in general (1.7)
and (1.9) are incomparable. Next, it is easy to see that the convergence rate implied by (1.8)
or (1.10) is in general slower than 1√
t
. Our next result shows that if ϕ and ρ0 are regular
enough, the convergence could be exponentially fast.
Theorem 1.3. Assume (A). Suppose that ν0 in (1.4) is finite with λ0 := ν0(B) ∈ (0,∞),
‖Ts‖B ≤ ce−λs and
(1.11)
∫
B
(
|ρ0(z)− ρ0(z + h)|+ ρ0(z)|ϕh(z)− 1|
)
µ(dz) ≤ c‖h‖H, ‖h‖H ≤ 1
holds for some constants c, λ > 0 and all s ≥ 0. If
(1.12) sup
t≥1
1
1− e−λ0t
∫ t
0
e−λ0r
(
sup
‖z‖B≤1
sup
s≥r
‖σ−1Tsz‖H
)
dr <∞,
then there exists a constant C > 0 such that
(1.13) ‖Pt(x, ·)− Pt(y, ·)‖var ≤ C(1 + ‖x− y‖B)e−
λ0λt
λ0+λ , x, y ∈ B, t ≥ 0.
Following the line of [23, Section 3], one may also naturally investigate gradient estimates
and derivative formula for Pt. It is not difficult to present a formal result under a condition
similar to [23, (3.1)], for instance:
Proposition 1.4. Assume that {h ∈ H : sups∈[0,1] ‖σ−1Tsh‖H < ∞} is dense in B. If there
exists a non-negative function g on B such that ν0({g > 0}) = ∞, ρ0g is bounded and
Lipschitz continuous in ‖ · ‖H, and
q(t) := sup
‖h‖H∈(0,1]
{(
1 +
µ(|ϕh − 1|)
‖h‖H
)∫ ∞
0
e−tν0(1−exp[−rg]) dr
+
µ
(|g − g(· − h)|)
‖h‖H
∫ ∞
0
re−tν0(1−exp[−rg]) dr
}
<∞, t > 0,
(1.14)
then there exists a constant C1 > 0 such that
|∇yPtf(x)| : = lim sup
ε↓0
1
ε
|Ptf(x+ εy)− Ptf(x)|
≤ C1‖f‖∞q(t)
∫ t
0
‖σ−1Tsy‖H ds, f ∈ Bb(B), t > 0, x, y ∈ B.
Suppose moreover that ‖Ts‖B ≤ ce−λs for some constants c, λ > 0 and all s ≥ 0. Then
‖Pt(x, ·)− Pt(y, ·)‖var ≤ C2(1 + ‖x− y‖B)e−λt, x, y ∈ B, t ≥ 0
holds for some constant C2 > 0.
Unfortunately, in the moment we do not have any non-trivial example in infinite dimen-
sions to illustrate condition (1.14). Indeed, it seems that in infinite dimensions the uniform
norm of the gradient of Pt
‖∇Pt‖∞ := sup{|∇yPtf(x)| : ‖y‖B ≤ 1, x ∈ B, ‖f‖∞ ≤ 1}
is most likely infinite for any t > 0. The intuition is that comparing with a cylindrical
noise given in [13, Assumption 2.2], which is strong enough along single directions so that
the noise might not take values in B, our non-cylindrical Le´vy process seems too weak to
imply a bounded gradient estimate of Pt. Nevertheless, we are able to estimate the uniform
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gradient of a modified version of Pt (cf. Proposition 4.1 below), which implies the desired
exponential convergence in (1.13).
We remark that the derivative formula and gradient estimate are investigated in [20, 27]
for SDEs on Rd driven by Le´vy noises, where in [20] the process may contain a diffusion
part but extensions of the main results to infinite dimensions are not yet available, while in
[27] the main result was also extended to a class of semi-linear SPDEs driven by cylindrical
α-stable processes. Both papers are quite different from the present one, where we aim to
describe regularity properties of the semigroup merely using the Le´vy measure of the noise.
We will prove Theorems 1.1 (also Proposition 1.4), 1.2 and 1.3 in the following three sec-
tions respectively. In Section 5 we present two specific examples, with µ the Wiener measure
on a Brownian path space and the Gaussian measure on an Hilbert space respectively, to
illustrated these results.
2 Proofs of Theorem 1.1 and Proposition 1.4
The key technique of the study is the coupling by change of measure. For readers’ conve-
nience, let us briefly recall the main idea of the argument. To investigate e.g. the continuity
of Ptf along y ∈ B, for any x ∈ B we construct a family of processes {Xε· }ε∈[0,1) and the
associated probability densities {Rε}ε∈[0,1) such that
(1) Xε0 = x+ εy, X
ε
t = X
0
t , ε ∈ [0, 1), t > 0;
(2) Under the probability RεP, the process X
ε
· is associated to the transition semigroup
(Ps)s≥0;
(3) limε→0Rε = R0 = 1 holds in L1(P).
Then, for any bounded measurable function f and t > 0,
lim
ε→0
Ptf(x+ εy) = lim
ε→0
E
[
Rεf(X
ε
t )
]
= lim
ε→0
E
[
Rεf(X
0
t )
]
= E
[
R0f(X
0
t )
]
= Ptf(x).
To realize this idea in the present setting, the following Lemma 2.1 will play a crucial role.
For fixed t > 0, let Λ be the distribution of L := (Ls)s∈[0,t] which is a probability measure
on the paths pace
Wt =
{
w : [0, t]→ B is right-continuous having left limits}
equipped with the Skorokhod metric. For any w ∈ Wt, let
w(dz, ds) :=
∑
s∈[0,t],∆ws 6=0
δ(∆ws,s),
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which records jumps of the path w, where ∆ws = ws − ws−. Let
w(g) =
∫
B×[0,t]
g(z, s)w(dz, ds) =
∑
s∈[0,t],∆ws 6=0
g(∆ws, s), g ∈ L1(w).
A function g on B will be also regarded as a function on B × [0, t] by letting g(z, s) = g(z)
for (z, s) ∈ B× [0, t].
Moreover, write L = L1+L0, where L1 and L0 are two independent Le´vy processes with
Le´vy measure ν− ν0 and ν0 respectively, and L0 does not have a Gaussian term. Let Λ1 and
Λ0 be the distributions of L1 and L0 respectively. We have Λ = Λ1 ∗ Λ0.
Repeating the proof of [23, Lemma 2.1] where B = Rd, we have the following result.
Lemma 2.1. For any h ∈ L1(Wt × B× [0, t]; Λ0 × ν0 × ds),∫
Wt×B×[0,t]
h(w, z, s) Λ0(dw) ν0(dz) ds
=
∫
Wt
Λ0(dw)
∫
B×[0,t]
h(w − z1[s,t], z, s)w(dz, ds).
(2.1)
To prove Theorem 1.1, we also need the following two more lemmas.
Lemma 2.2. Let y ∈ B such that σ−1Tsy ∈ H for any s > 0, and let g be a non-negative
measurable function on B such that ν0(g) :=
∫
B
g dν0 <∞ and w(g) > 0 for Λ0-a.e. w. Let
Φε(w, z, s) =
ϕεσ−1Tsy(z)(ρ0g)(z − εσ−1Tsy)
w(g) + g(z − εσ−1Tsy) , ε ≥ 0.
If (1.5) holds for any h ∈ H, then {Φε}ε∈[0,1) is uniformly integrable w.r.t. Λ0 × µ × ds on
Wt × B× [0, t].
Proof. Since ϕ0 ≡ 1, applying (2.1) to h(w, z, s) = g(z)w(g) we obtain∫
Wt×B×[0,t]
Φ0(w, z, s) Λ
0(dw)µ(dz) ds
=
∫
Wt×B×[0,t]
g(z)
w(g) + g(z)
Λ0(dw) ν0(dz) ds
=
∫
Wt
Λ0(dw)
∫
B×[0,t]
g(z)
w(g)
w(dz, ds)
= 1.
(2.2)
Next, by (1.1) and the integral transform z 7→ z − εσ−1Tsy, for any F ∈ Bb(Wt × B× [0, t])
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we have ∫
Wt×B×[0,t]
F (w, z + εσ−1Tsy, s)Φ0(w, z, s) Λ0(dw)µ(dz) ds
=
∫
Wt×B×[0,t]
F (w, z + εσ−1Tsy, s)(ρ0g)(z)
w(g) + g(z)
Λ0(dw)µ(dz) ds
=
∫
Wt×B×[0,t]
F (w, z, s)Φε(w, z, s) Λ
0(dw)µ(dz) ds.
(2.3)
Letting F = 1 and combining this with (2.2), we conclude that {Φε}ε∈[0,1) are probability
densities w.r.t. Λ0×µ× ds. Moreover, applying (2.3) to F (w, z, s) = 1{Φε>R} for R > 0 and
letting
η(w, z, s) = sup
ε∈(0,1)
(ρ0g)(z)
w(g) + g(z)
ϕεσ−1Tsy(z + εσ
−1Tsy)
which is finite Λ0 × µ× ds-a.e., we obtain
sup
ε∈(0,1)
∫
Wt×B×[0,t]
(Φε1{Φε>R})(w, z, s) Λ
0(dw)µ(dz) ds
≤
∫
Wt×B×[0,t]
(Φ01{η>R})(w, z, s) Λ
0(dw)µ(dz) ds
which goes to zero as R→∞ by the dominated convergence theorem.
Lemma 2.3. Let E be a topology space and Cb(E) be the class of all bounded continuous
functions on B. Let µ0 be a finite measure on the Borel σ-field B such that Cb(E) is dense
in L1(µ0). Let {fn}n≥1 be a sequence of uniformly integrable functions w.r.t. µ0 such that
lim
n→∞
∫
E
(Ffn) dµ0 =
∫
E
(Ff0) dµ0
holds for some f0 ∈ L1(µ0) and all F ∈ Cb(E). Then it holds also for any F ∈ Bb(E).
Proof. Let ε(R) = supn≥1 µ0(|fn − f0|1{|fn−f0|>R}) which goes to zero as R → ∞. For any
F ∈ Bb(E), let {Fm}m≥1 ⊂ Cb(E) such that ‖Fm‖∞ ≤ ‖F‖∞ and µ0(|Fm − F |) ≤ 1m . Then∣∣∣∣
∫
E
F (fn − f0) dµ0
∣∣∣∣ ≤
∣∣∣∣
∫
E
F (fn − f0)1{|fn−f0|≤R} dµ0
∣∣∣∣+ ‖F‖∞ε(R)
≤
∣∣∣∣
∫
E
Fm(fn − f0)1{|fn−f0|≤R} dµ0
∣∣∣∣+ ‖F‖∞ε(R) + Rm
≤
∣∣∣∣
∫
E
Fm(fn − f0) dµ0
∣∣∣∣+ 2‖F‖∞ε(R) + Rm.
By first letting n→∞ then m→∞ and finally R→∞, we complete the proof.
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Proof of Theorem 1.1. (1) Let f ∈ Bb(B) and x, y ∈ B be fixed. For any ε > 0, let
Fε(w) = f
(
Tt(x+ εy) +
∫ t
0
Tt−sσ dws
)
,
where
∫ t
0
Tt−sσ dws is the Itoˆ stochastic integral which is Λ-a.e. well-defined. Let e.g. g =
1
ρ0∨1 . We have ν0(g) < ∞ and, since ν0(B) = ∞ and g > 0, w(g) > 0 for Λ0-a.e. w. Then,
by (1.3) and Lemma 2.1 for
h(w0, z, s) =
F0(w
1 + w0 + (z + εσ−1Tsy)1[s,t])g(z)
w0(g) + g(z)
,
we obtain
Ptf(x+ εy)
= EFε(L
1 + L0)
=
∫
W 2t
Λ1(dw1) Λ0(dw0)
∫
B×[0,t]
Fε(w
1 + w0)g(z)
w0(g)
w0(dz, ds)
=
∫
W 2t
Λ1(dw1) Λ0(dw0)
∫
B×[0,t]
F0(w
1 + w0 + εσ−1Tsy1[s,t])g(z)
w0(g)
w0(dz, ds)
=
∫
W 2t
Λ1(dw1) Λ0(dw0)
∫
B×[0,t]
F0(w
1 + w0 + (z + εσ−1Tsy)1[s,t])g(z)
w0(g) + g(z)
ν0(dz) ds
=
∫
W 2t
Λ1(dw1) Λ0(dw0)
∫
B×[0,t]
F0(w
1 + w0 + (z + εσ−1Tsy)1[s,t])(ρ0g)(z)
w0(g) + g(z)
µ(dz) ds.
Since εσ−1Tsy ∈ H so that (1.1) implies
µ(dz − εσ−1Tsy) = ϕεσ−1Tsy(z)µ(dz),
by using the integral transform z 7→ z − εσ−1Tsy and noting that Λ = Λ1 ∗ Λ0, we obtain
Ptf(x+ εy)
=
∫
Wt
Λ(dw)
∫
B×[0,t]
F0(w + z1[s,t])(ρ0g)(z − εσ−1Tsy)
w0(g) + g(z − εσ−1Tsy) ϕεσ
−1Tsy(z)µ(dz) ds
=
∫
Wt
Λ1(dw1)
∫
Wt×B×[0,t]
F0(w
1 + w0 + z1[s,t])Φε(w
0, z, s) Λ0(dw0)µ(dz) ds.
(2.4)
Therefore, it suffices to show that
lim
ε→0
∫
Wt×B×[0,t]
(FΦε)(w, z, s) Λ
0(dw)µ(dz) ds =
∫
Wt×B×[0,t]
(FΦ0)(w, z, s) Λ
0(dw)µ(dz) ds
holds for any F ∈ Bb(Wt × B× [0, t]). According to (2.3), this holds provided F ∈ Cb(Wt ×
B× [0, t]). Since the Borel σ-field on the Polish space Wt × B× [0, t] is induced by bounded
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continuous functions, Cb(Wt × B × [0, t]) is dense in L1(Λ0 × µ × ds). Thus, the desired
assertion follows from Lemmas 2.2 and 2.3.
(2) For any sequence {yn} ⊂ B converging to 0 as n→∞, define
Ψn(w, z, s) =
ϕσ−1Tsyn(z)(ρ0g)(z − σ−1Tsyn)
w(g) + g(z − σ−1Tsyn) , n ≥ 1.
Using σ−1Tsyn to replace εh in the proof of Lemma 2.2, we see that (1.6) implies that
{Ψn}n≥1 is uniformly integrable w.r.t. Λ0 × µ × ds on Wt × B × [0, t]. Therefore, using
σ−1Tsyn to replace εh in the proof of (1), we obtain limn→∞ Ptf(x + yn) = Ptf(x) for any
f ∈ Bb(B), t > 0 and x ∈ B.
Proof of Proposition 1.4. Since {h ∈ H : sups∈[0,1] ‖σ−1Tsh‖H <∞} is dense in B, it suffices
to prove for y ∈ H such that ‖σ−1Tsy‖H ≤ 1 for s ∈ [0, 1]. Since the boundedness of ρ0g
implies ν0(g) <∞ and ν0({g > 0}) =∞ implies w(g) > 0,Λ0-a.e., (2.4) holds true. By (2.4)
and (1.14) we have
|Ptf(x+ εy)− Ptf(x)|
ε
≤ ‖f‖∞
ε
∫
Wt×B×[0,t]
|Φε(w, z, s)− Φ0(w, z, s)|Λ0(dw)µ(dz) ds, ε > 0.
(2.5)
Since ρ0g is bounded and Lipschitz continuous in ‖ · ‖H, there exists a constant c1 > 0 such
that
|Φε(w, z, s)− Φ0(w, z, s)|
≤ |ϕεσ−1Tsy(z)− 1|
w(g)
+
∣∣∣∣ (ρ0g)(z − εσ−1Tsy)w(g) + g(z − εσ−1Tsy) −
(ρ0g)(z)
w(g) + g(z)
∣∣∣∣
≤ |ϕεσ−1Tsy(z)− 1|+ c1‖εσ
−1Tsy‖H
w(g)
+
c1|g(z − εσ−1Tsy)− g(z)|
w(g)2
.
(2.6)
Moreover, according to [23, Lemma 2.2] with B in place of Rd, for any θ > 0, we have∫
Wt
Λ0(dw)
w(g)θ
=
1
Γ(θ)
∫ ∞
0
rθ−1e−tν0(1−e
−rg) dr.
Combining this with (2.5) and (2.6) and letting ε → 0, we obtain the desired gradient
estimate. According to the proof of Theorem 1.3 in Section 4 with P 1t replaced by Pt, this
along with the assumption on Tt implies the second assertion.
3 Proof of Theorem 1.2
By the triangle inequality for ‖ · ‖var, it suffices to prove both assertions for small enough
‖y‖B.
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3.1 Case (i)
Let ‖y‖B ≤ 1∧(
r0
2
)
1+c‖σ−1‖B , which implies that
(3.1) ‖σ−1Tsy‖B + ‖y‖B ≤ 1 ∧ r0
2
, s ∈ [0, t].
Moreover, since ‖Pt(x, ·)−Pt(x+ y, ·)‖var ≤ 2 holds for all x, y ∈ B and t > 0, we only have
to prove the desired inequality for large t > 0. From now on, let us assume t ≥ 2 and (3.1).
Now, let t ≥ 2 and x, y ∈ B such that (3.1) holds. Since Tsσ is bounded in B uniformly
in s, for any z ∈ B,
Jz(w) := Ttz +
∫ t
0
Tt−sσ dws
is Λ-a.e. (also Λ1-a.e. and Λ0-a.e.) defined. Moreover, due to (1.3) and L = L1 + L0,
(3.2) Xzt = J
z(L) = Jz(L1 + L0), z ∈ B, t > 0.
Next, let
τ1(w) = inf{s > 0 : ∆ws 6= 0}, τi+1(w) = inf{s > τi(w) : ∆ws 6= 0}, i ≥ 1.
Since λ0 = ν0(B) ∈ (0,∞), we have P(τ1(L0) ≥ s) = e−λ0s ∈ (0, 1) for s > 0, and τi(L0) ↑ ∞
as i ↑ ∞. Moreover, let
Ns(w) = #{i ≥ 1 : τi(w) ≤ s}, s ≥ 0.
Then {Ns(L0)}s∈[0,t] is a Poisson process with parameter λ0. Similarly, let
τ˜1(w) = inf{s > 1 : ∆ws 6= 0}, τ˜i+1(w) = inf{s > τ˜i(w) : ∆ws 6= 0}, i ≥ 1
and
N˜s(w) = Ns+1(w)−N1(w) = #{i ≥ 1 : τ˜i ≤ s+1} = #{i ≥ 1 : 1 < τi ≤ s+1}, s ∈ [0, t−1].
Then {N˜s(L0)}s∈[0,t−1] is a Poisson process with parameter λ0, which is independent of
{τ1(L0) > ε} = {Nε(L0) = 0} for ε ∈ (0, 1). Finally, let
ξi(w) = 1B(z0, r02 )(∆wτ˜i(w)),
ξ˜i(w) =
ρ0(∆wτ˜i(w) + σ
−1Tτ˜i(w)y)
ρ0(∆wτ˜i(w))
(
1B(z0−σ−1Tτ˜i(w)y,
r0
2
)ϕ−σ−1Tτ˜i(w)y
)
(∆wτ˜i(w)), i ≥ 1.
We have ∫
B×[1,t]
1B(z0, r02 )(z)
w(dz, ds) =
N˜t−1(w)∑
i=1
ξi(w),
∫
B×[1,t]
ρ0(z + σ
−1Tsy)
ρ0(z)
(
1B(z0−σ−1Tsy, r02 )ϕ−σ−1Tsy
)
(z)w(dz, ds) =
N˜t−1(w)∑
i=1
ξ˜i(w),
(3.3)
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where we set
∑0
i=1 = 0 by convention. From now on, we will simply denote
τi = τi(L
0), τ˜i = τ˜i(L
0), ξi = ξi(L
0), Ns = Ns(L
0), N˜s = N˜s(L
0).
To characterize the coupling property of the solution, we first prove the following relation
formula for Xxt and X
x+y
t .
Lemma 3.1. For any f ∈ Bb(B) and ε ∈ (0, 1),
E
{
f(Xxt )1{τ1>ε}
N˜t−1∑
i=1
ξi
}
= E
{
f(Xx+yt )1{τ1>ε}
N˜t−1∑
i=1
ξ˜i
}
.
Proof. Since ε ∈ (0, 1), {τ1(w) > ε} = {τ1(w + z1[s,t]) > ε} holds for s ∈ [1, t] and z ∈ B.
Moreover, by the definition of Jx we have
Jx(w1 + w0) + Tt−sσz = Jx(w1 + w0 + z1[s,t]).
By Lemma 2.1 for
h(w0, z, s) = f(Jx(w1,+w0) + Tt−sσz)1{τ1≥ε}×B(z0, r02 )×[1,t](w
0, z, s)
with fixed w1 and using (3.3), we obtain∫
W 2t
Λ1(dw1) Λ0(dw0)
∫
B(z0,
r0
2
)×[1,t]
f(Jx(w1 + w0) + Tt−sσz)1{τ1>ε}(w
0) ν0(dz) ds
=
∫
W 2t
Λ1(dw1) Λ0(dw0)
∫
B(z0,
r0
2
)×[1,t]
f(Jx(w1 + w0 + z1[s,t]))1{τ1>ε}(w
0 + z1[s,t]) ν0(dz) ds
=
∫
W 2t
1{τ1>ε}(w
0)f(Jx(w1 + w0)) Λ1(dw1) Λ0(dw0)
∫
B(z0,
r0
2
)×[1,t]
w0(dz, ds).
Combining this with (3.2) and the first equation in (3.3) we arrive at∫
W 2t
Λ1(dw1) Λ0(dw0)
∫
B(z0,
r0
2
)×[1,t]
f(Jx(w1 + w0) + Tt−sσz)1{τ1>ε}(w
0) ν0(dz) ds
= E
{
f(Xxt )1{τ1>ε}
N˜t−1∑
i=1
ξi
}
.
(3.4)
On the other hand, noting that
Jx(w1 + w0) + Tt−sσz = Jx+y(w1 + w0 + (z − σ−1Tsy)1[s,t]),
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by Lemma 2.1 and the integral transform z 7→ z + σ−1Tsy, we obtain∫
W 2t
Λ1(dw1) Λ0(dw0)
∫
B(z0,
r0
2
)×[1,t]
f(Jx(w1 + w0) + Tt−sσz)1{τ1>ε}(w
0) ν0(dz) ds
=
∫
W 2t
Λ1(dw1) Λ0(dw0)
∫
B(z0,
r0
2
)×[1,t]
f(Jx+y(w1 + w0 + {z − σ−1Tsy}1[s,t]))
× 1{τ1>ε}(w0 + {z − σ−1Tsy}1[s,t]) ν0(dz) ds
=
∫
W 2t
Λ1(dw1) Λ0(dw0)
∫
[1,t]
ds
∫
B(z0−σ−1Tsy, r02 )
f(Jx+y(w1 + w0 + z1[s,t]))
× 1{τ1>ε}(w0 + z1[s,t])
ρ0(z + σ
−1Tsy)
ρ0(z)
ϕ−σ−1Tsy(z) ν0(dz)
=
∫
W 2t
1{τ1>ε}(w
0)f(Jx+y(w1 + w0)) Λ1(dw1) Λ0(dw0)
∫
B×[1,t]
ρ0(z + σ
−1Tsy)
ρ0(z)
× (1B(z0−σ−1Tsy, r02 )ϕ−σ−1Tsy)(z)w
0(dz, ds).
Combining this with (3.2) and the second equation in (3.3), we conclude that∫
W 2t
Λ1(dw1) Λ0(dw0)
∫
B(z0,
r0
2
)×[1,t]
f(Jx(w1 + w0) + Tt−sσz)1{τ1>ε}(w
0) ν0(dz) ds
= E
{
f(Xx+yt )1{τ1>ε}
N˜t−1∑
i=1
ξ˜i
}
.
The desired formula follows from this and (3.4).
Lemma 3.2. Given N˜ , {ξi} and {ξ˜i} are two conditionally i.i.d. sequences with
E(ξi|N˜) = E(ξ2i |N˜) =
ν0(B(z0,
r0
2
))
λ0
,
and
E(ξ˜i|N˜) =
ν0(B(z0,
r0
2
))
λ0
, E(ξ˜2i |N˜) ≤
δ1(τ˜1)
λ0
, i ≥ 1.
Proof. Since {∆L0τ˜i} are i.i.d. and independent of N˜ with common distribution 1λ0 ν0, and
since τ˜i is determined by N˜ , it is clear that both {ξi} and {ξ˜i} are conditionally i.i.d.
sequences given N˜ . Moreover, we have
E(ξ2i |N˜) = E(ξi|N˜) = Eξi =
ν0(B(z0,
r0
2
))
λ0
.
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Noting that ν0(dz) = ρ0(z)µ(dz) and µ(dz + h) = ϕ−h(z)µ(dz), we have
E(ξ˜i|N˜) = 1
λ0
∫
B(z0−σ−1Tτ˜iy,
r0
2
)
ρ0(z + σ
−1Tτ˜iy)
ρ0(z)
ϕ−σ−1Tτ˜iy(z) ν0(dz)
=
1
λ0
∫
B(z0−σ−1Tτ˜iy,
r0
2
)
ρ0(z + σ
−1Tτ˜iy)ϕ−σ−1Tτ˜iy(z)µ(dz)
=
1
λ0
∫
B(z0,
r0
2
)
ρ0(z)µ(dz)
=
ν0(B(z0,
r0
2
))
λ0
.
Moreover, since ‖σ−1Tτ˜iy‖B ≤ 1 ∧ r02 and τ˜i ≥ τ˜1, we obtain
E(ξ˜2i |N˜) =
1
λ0
∫
B(z0−σ−1Tτ˜iy,
r0
2
)
ρ0(z + σ
−1Tτ˜iy)
2
ρ0(z)2
ϕ−σ−1Tτ˜iy(z)
2 ν0(dz)
≤ 1
λ0
∫
B(z0,r0)
ρ0(z + σ
−1Tτ˜iy)
2ϕ−σ−1Tτ˜iy(z)
2
ρ0(z)
µ(dz)
≤ δ1(τ˜1)
λ0
.
This completes the proof.
Proof of Theorem 1.2 (i). As explained in the beginning of this section, we assume that
t ≥ 2 and let y satisfy (3.1). By Lemma 3.1 and τ˜1 ≥ τ1, for any f ∈ Bb(B) with ‖f‖∞ ≤ 1
we have∣∣∣E(f(Xxt )− f(Xx+yt ))1{τ1>ε}∣∣∣
≤ E
∣∣∣∣1− 1ν0(B(z0, r02 ))(t− 1)
N˜t−1∑
i=1
ξi
∣∣∣∣+ E
{
1{τ˜1>ε}
∣∣∣∣1− 1ν0(B(z0, r02 ))(t− 1)
N˜t−1∑
i=1
ξ˜i
∣∣∣∣
}
.
(3.5)
Noting that τ˜1 is determined by N˜ , we obtain from Lemma 3.2 that
E
{
1{τ˜1>ε}
∣∣∣∣1− 1ν0(B(z0, r02 ))(t− 1)
N˜t−1∑
i=1
ξ˜i
∣∣∣∣
}2
= E
{
1{τ˜1>ε}
( ∑N˜t−1
i,j=1E(ξ˜iξ˜j|N˜)
ν0(B(z0,
r0
2
))2(t− 1)2 −
2
∑N˜t−1
i=1 E(ξ˜i|N˜)
ν0(B(z0,
r0
2
))(t− 1) + 1
)}
≤ E
{
1{τ˜1>ε}
(
N˜2t−1 − N˜t−1
λ20(t− 1)2
+
N˜t−1δ1(τ˜1)
λ0ν0(B(z0,
r0
2
))2(t− 1)2 −
2N˜t−1
λ0(t− 1) + 1
)}
≤ δ1(ε)
ν0(B(z0,
r0
2
))2(t− 1) .
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Similarly and even simpler, we have
E
(
1− 1
ν0(B(z0,
r0
2
))(t− 1)
N˜t−1∑
i=1
ξi
)2
≤ 1
ν0(B(z0,
r0
2
))(t− 1) .
Combining these with (3.5) and noting that t− 1 ≥ 1, we arrive at
∣∣∣E(f(Xxt )− f(Xx+yt ))1{τ1>ε}∣∣∣ ≤ C1
√
δ1(ε)√
t
for some constant C1 > 0 independent of t, x, y and ε ∈ (0, 1). Therefore, there exists a
constant C > 0 independent of t, x, y and ε ∈ (0, 1) such that for ‖f‖∞ ≤ 1,
|Ptf(x)− Ptf(x+ y)| ≤ C1
√
δ(ε)√
t
+ E
∣∣∣(f(Xxt )− f(Xx+yt ))1{τ1≤ε}∣∣∣
≤ C1
√
δ1(ε)√
t
+ 2P(τ1 ≤ ε)
=
C1
√
δ1(ε)√
t
+ 2(1− e−λ0ε)
≤ C
(
ε+
√
δ1(ε)√
t
)
.
This completes the proof.
3.2 Case (ii)
For every η > 0, define νη on B as follows:
νη(A) =
{
ν(A), if ν(B) <∞;
ν(A \ {z : ‖z‖B < η}), if ν(B) =∞,
where A ∈ B. Then νη is a finite measure on (B,B). Recall that for any two finite measures
π1 and π2 on (B,B), π1 ∧ π2 := π1− (π1− π2)+, where (π1− π2)± refers to the Jordan-Hahn
decomposition of the signed measure π1 − π2. In particular, π1 ∧ π2 = π2 ∧ π1, and
(π1 ∧ π2)(B) = 1
2
(
π1(B) + π2(B)− ‖π1 − π2‖var
)
.
The following is an extension of the main result in [18] to the infinite-dimensional setting.
Theorem 3.3. Let Xt be the process determined by (1.2). Assume that σ is invertible, and
that there exist η, ̺ > 0 such that
(3.6) γ(η, ̺, ε) := inf
t≥ε,‖x‖B≤̺
{
νη ∧ (δσ−1Ttx ∗ νη)
}
(B) > 0
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holds for any ε > 0. Then there exists a constant C > 0 such that for all x, y ∈ B and t > 0,
(3.7) ‖Pt(x, ·)− Pt(x+ y, ·)‖var ≤ C
(
1 + ‖y‖B
)
inf
ε∈(0,1)
(
ε+
1√
γ(η, ̺, ε)t
)
.
We postpone the proof to the end of this subsection and present the proof of Theorem
1.2 (ii).
Proof of Theorem 1.2 (ii). Without loss of generality, we assume that 0 /∈ B(z0, r0). Oth-
erwise, we may take z′0 ∈ B(z0, r0) and r′0 > 0 such that 0 /∈ B(z′0, r′0) ⊂ B(z0, r0), and
use B(z′0, r
′
0) to replace B(z0, r0). Moreover, we take ̺ ∈ (0, 1) small enough such that
‖σ−1Ttx‖ ≤ 1 ∧ r04 holds for all ‖x‖B ≤ ̺ and t > 0.
By (1.4), (1.1) and the Cauchy-Schwarz inequality, for any t ≥ ε and η ∈ (0, r0
4
),
inf
t≥ε,‖x‖B≤̺
{
νη ∧ (δσ−1Ttx ∗ νη)
}
(B)
≥ inf
t≥ε,‖x‖B≤̺
∫
B(x0,
r0
2
)
(
ρ0(z) ∧
(
ρ0(z − σ−1Ttx)ϕσ−1Ttx(z)
))
µ(dz)
≥ inf
t≥ε,‖x‖B≤̺
(∫
B(x0,
r0
2
)
ϕσ−1Ttx(z)µ(dz)
)2
×
[
sup
t≥ε,‖x‖B≤̺
∫
B(x0,
r0
2
)
ϕσ−1Ttx(z)
2
ρ0(z) ∧
(
ρ0(z − σ−1Ttx)ϕσ−1Ttx(z)
) µ(dz)]−1.
Since the measure µ has full support,
inf
t≥ε,‖x‖B≤̺
∫
B(x0,
r0
2
)
ϕσ−1Ttx(z)µ(dz)
= inf
t≥ε,‖x‖B≤̺
∫
B(x0,
r0
2
)
µ(dz − σ−1Ttx)
≥
∫
B(x0,
r0
4
)
µ(dz) > 0.
On the other hand, by (1.9), for any t ≥ ε,
sup
t≥ε,‖x‖B≤̺
∫
B(x0,
r0
2
)
ϕσ−1Ttx(z)
2
ρ0(z) ∧
(
ρ0(z − σ−1Ttx)ϕσ−1Ttx(z)
) µ(dz)
≤ sup
t≥ε,‖x‖B≤̺
[ ∫
B(x0,
r0
2
)
ϕσ−1Ttx(z)
2
ρ0(z)
µ(dz) +
∫
B(x0,
r0
2
)
ϕσ−1Ttx(z)
ρ0(z − σ−1Ttx) µ(dz)
≤ sup
t≥ε,‖x‖B≤̺
[ ∫
B(x0,
r0
2
)
ϕσ−1Ttx(z)
2
ρ0(z)
µ(dz) +
∫
B(x0,
r0
2
)
µ(dz − σ−1Ttx)
ρ0(z − σ−1Ttx)
]
≤ sup
t≥ε,‖x‖B≤̺
[ ∫
B(x0,
r0
2
)
ϕσ−1Ttx(z)
2
ρ0(z)
µ(dz) +
∫
B(x0,r0)
1
ρ0(z)
µ(dz)
]
<∞.
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The required assertion (1.10) follows from the conclusions above and (3.7).
Proof of Theorem 3.3. As indicated in the proof of Theorem 1.2 (i), we only have to prove
the result for ‖x− y‖B ≤ ̺ and t ≥ 1. To this end, we modify the argument from the proof
of [18, Theorem 1.1]. For any η > 0, let Lη be a compound Poisson process on B with Le´vy
measure νη such that L
η and L − Lη are independent Le´vy processes. Then the random
variables
Xη,xt := Ttx+
∫ t
0
Tt−sσ dL
η
s
and
Xxt −Xη,xt :=
∫ t
0
Tt−sσ d(Ls − Lηs)
are independent. Denote by µη,t the law of random variable
Xη,0t := X
η,x
t − Ttx =
∫ t
0
Tt−sσ dLηs .
Construct a sequence {τi} of i.i.d. random variables which are exponentially distributed with
intensity Cη = νη(B), and introduce a further sequence {Ui} of i.i.d. random variables on
B with law ν¯η = νη/Cη. We will assume that the random variables {Ui} are independent
of the sequence {τi}. Then, according to [2, Examples, Section 2], Lηt =
∑Nt
i=1 Ui for every
t ≥ 0, where Nt := sup{k :
∑k
i=1 τi ≤ t}, for
∑
i∈∅ := 0 by convention, is a Poisson process
of intensity Cη. Therefore, the random variable
(3.8) 1{τ1≤t}
∞∑
k=1
1{Nt=k}
(
Tt−τ1σU1 + · · ·+ Tt−(τ1+···+τk)σUk
)
has the probability distribution µη,t.
Let Pt(x, ·) and Pt be the transition kernel and the transition semigroup of the Ornstein-
Uhlenbeck process Xxt . Similarly, we denote by P
η
t (x, ·) and P ηt the transition kernel and the
transition semigroup of Xη,xt , and by Q
η
t (x, ·) and Qηt the transition kernel and the transition
semigroup of Xxt −Xη,xt . By the independence of the processes Xη,xt and Xxt −Xη,xt , we get
(3.9)
‖Pt(x, ·)− Pt(y, ·)‖var = sup
‖f‖∞≤1
∣∣Ptf(x)− Ptf(y)∣∣
= sup
‖f‖∞≤1
∣∣P ηt Qηt f(x)− P ηt Qηt f(y)∣∣
≤ sup
‖h‖∞≤1
∣∣P ηt h(x)− P ηt h(y)∣∣
= sup
‖h‖∞≤1
∣∣∣E(h(Xη,xt ))− E(h(Xη,yt ))∣∣∣.
Following the argument leading to [18, (2.11)], we may write
Ef
(
Xη,xt
)
=
∫
B
f
(
Ttx+ z
)
µη,t(dz) = f
(
Ttx
)
e−Cηt +Hf(x), f ∈ Bb(B)
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for
Hf(x) =
∞∑
k=1
∫
It,k
Ck+1η e
−Cη(t1+···+tk+1) dt1 · · ·dtk+1
∫
B
f
(
Ttx+ z
)
µt1,··· ,tk(dz),
where
It,k :=
{
(t1, · · · , tk, tk+1) ∈ (0,∞)k+1 :
k∑
i=1
ti ≤ t <
k+1∑
i=1
ti
}
,
µt1,··· ,tk := (ν¯η)
k ◦ J−1t1,··· ,tk ,
Jt1,...,tk(y1, . . . , yk) := Tt−t1σy1 + · · ·+ Tt−(t1+···+tk)σyk, y1, · · · , yk ∈ B.
Then, for any t ≥ 1 and ε ∈ (0, 1),
(3.10)
sup
‖h‖∞≤1
∣∣∣E(h(Xη,xt ))− E(h(Xη,yt ))∣∣∣
≤ sup
‖h‖∞≤1
∣∣∣∣E((h(Xη,xt )− h(Xη,yt ))1{τ1≤ε})
∣∣∣∣+ sup‖h‖∞≤1
∣∣∣∣E((h(Xη,xt )− h(Xη,yt ))1{τ1≥ε})
∣∣∣∣
≤ 2P(τ1 ≤ ε) + 2e−Cηt +
∞∑
k=1
∫
It,k∩{(0,∞)k+1: t1≥ε}
Ck+1η e
−Cη(t1+···+tk+1) dt1 · · ·dtk+1
× sup
‖h‖∞≤1
∣∣∣∣
∫
B
h
(
Ttx+ z
)
µt1,··· ,tk(dz)−
∫
B
h
(
Tty + z
)
µt1,··· ,tk(dz)
∣∣∣∣
= 2(1− e−Cηε) + 2e−Cηt +
∞∑
k=1
∫
It,k∩{(0,∞)k+1: t1≥ε}
Ck+1η e
−Cη(t1+···+tk+1) dt1 · · ·dtk+1
× sup
‖h‖∞≤1
∣∣∣∣
∫
B
h
(
Tt(x− y) + z
)
µt1,··· ,tk(dz)−
∫
B
h(z)µt1,··· ,tk(dz)
∣∣∣∣
≤ 2Cηε+ 2e−Cηt
+
∞∑
k=1
∫
It,k∩{(0,∞)k+1: t1≥ε}
Ck+1η e
−Cη(t1+···+tk+1)
× ‖δTt(x−y) ∗ µt1,··· ,tk − µt1,··· ,tk‖var dt1 · · ·dtk+1.
To estimate ‖δTt(x−y) ∗µt1,··· ,tk−µt1,··· ,tk‖var for any t1 ≥ ε and t ≥ t1+ · · ·+ tk, we will use
the Mineka and Lindvall-Rogers couplings for random walks as in [17, 18]. The remainder
of this part is based on steps 4 and 5 in the proof of [18, Theorem 1.1]. In order to ease
notations, we set n := ν¯η and n
a := δa ∗ ν¯η for any a ∈ B. For any i ≥ 1, let (Ui,∆Ui) ∈ B×B
be a pair of random variables with the following distribution
P
(
(Ui,∆Ui) ∈ C ×D
)
=


1
2
(n ∧ n−ai)(C), if D = {ai};
1
2
(n ∧ nai)(C), if D = {−ai};(
n− 1
2
(n ∧ n−ai + n ∧ nai))(C), if D = {0};
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where C ∈ B, ai = σ−1 Tt1+···+ti (x− y) and D is any of the following three sets: {−ai}, {0}
or {ai}. It follows that, cf. see [17, Lemma 3.2],
P
(
∆Ui = −ai
)
=
1
2
(
n ∧ (δai ∗ n))(B) = 12(n ∧ (δ−ai ∗ n))(B) = P(∆Ui = ai).
It is clear that the distribution of Ui is n. Let U
′
i = Ui+∆Ui. We claim that the distribution
of U ′i is also n. Indeed, for any C ∈ B,
P(U ′i ∈ C)
= P(Ui − ai ∈ C,∆Ui = −ai) + P(Ui + ai ∈ C,∆Ui = ai) + P(Ui ∈ A,∆Ui = 0)
=
1
2
(δ−ai ∗ (n ∧ nai)) (C) +
1
2
(
δai ∗ (n ∧ n−ai)
)
(C)+
(
n−1
2
(
n ∧ n−ai + n ∧ nai)) (C)
= n(C),
where we have used that
δai ∗ (n ∧ n−ai) = n ∧ nai and δ−ai ∗ (n ∧ nai) = n ∧ n−ai .
Without loss of generality, we can assume that the pairs (Ui, U
′
i) are independent for all
i ≥ 1. Now we construct the coupling
(Sk, S
′
k)k≥1 =
(
k∑
i=1
Tt−(t1+···+ti)σUi
)
,
k∑
i=1
Tt−(t1+···+ti)σU
′
i
))
k≥1
of
(Sk)k≥1 :=
( k∑
i=1
Tt−(t1+···+ti)σUi
)
k≥1
.
Since U ′i − Ui = ∆Ui is either ±ai or 0, we know that
(S ′k − Sk)k≥1 =
(
k∑
i=1
Tt−(t1+···+ti)σ(U
′
i − Ui)
))
k≥1
=
(
k∑
i=1
Tt−(t1+···+ti)σ∆Ui
))
k≥1
is a random walk on B whose steps are independent and attain the values −Tt(x− y), 0 and
Tt(x− y) with probabilities 12(1− pi), pi and 12(1− pi), respectively; the values of the pi are
given by
pi =
(
n− 1
2
(n ∧ n−ai + n ∧ nai)) (B) = 1− n ∧ n−ai(B).
Note that µt1,··· ,tk is the law of the random variable
∑k
i=1 Tt−(t1+···+ti)σUi. We get
(3.11) ‖δTt(x−y) ∗ µt1,··· ,tk − µt1,··· ,tk‖var ≤ 2P(T S > k),
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where
T S = inf{i ≥ 1 : Si = S ′i + Tt(x− y)}.
From (3.6) we get that for all i ≥ 1, t1 ≥ ε, t ≥ t1+· · ·+tk and x, y ∈ B with ‖x−y‖B ≤ ̺,
(3.12)
1
2
(1− pi) = 1
2
(
n ∧ (δ−ai ∗ n))(B)
≥ 1
2
inf
s≥ε,‖z‖B≤̺
n ∧ (δσ−1Tsz ∗ n)(B)
=
1
2Cη
γ(η, ̺, ε) > 0.
We will now estimate P(T S > k). Let Vi, i ≥ 1, be independent symmetric random variables
on B, whose distributions are given by
P(Vi = z) =


1
2
(1− pi), if z = −Tt(x− y);
1
2
(1− pi), if z = Tt(x− y);
pi, if z = 0.
Set Zk :=
∑k
i=1 Vi. We have seen earlier that
T S = inf{k ≥ 1 : Zk = Tt(x− y)}.
For any k ≥ 1, let
κ = κ(k) := #
{
i : i ≤ k and Vi 6= 0
}
and set Z˜k :=
∑k
i=1 V˜i, where V˜i denotes the ith Vj such that Vj 6= 0. Then, Z˜k is a symmetric
random walk on B with iid steps which are either −Tt(x− y) or Tt(x− y) with probability
1/2. Define
T Z˜ := inf{k ≥ 1 : Z˜k = Tt(x− y)}.
By (3.12),
(3.13)
P(T S > k) = P
(
T S > k, κ ≥ 1
2Cη
γ(η, ̺, ε)k
)
+ P
(
T S > k, κ ≤ 1
2Cη
γ(η, ̺, ε)k
)
≤ P
(
T Z˜ >
1
2Cη
γ(η, ̺, ε)k
)
+ P
(
κ ≤ 1
2
k∑
i=1
(1− pi)
)
≤ P
(
T Z˜ >
1
2Cη
γ(η, ̺, ε)k
)
+ P
(∣∣∣κ− k∑
i=1
(1− pi)
∣∣∣ ≥ 1
2
k∑
i=1
(1− pi)
)
.
Note that κ = κ(k) =
∑k
i=1 ζi, where ζi = 1{Vi 6=0}, 1 ≤ i ≤ k, are independent random
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variables with P(ζi = 0) = pi and P(ζi = 1) = 1− pi. Chebyshev’s inequality shows that
(3.14)
P
(∣∣∣κ− k∑
i=1
(1− pi)
∣∣∣ ≥ 1
2
k∑
i=1
(1− pi)
)
≤ 4var(κ)(∑k
i=1(1− pi)
)2
=
4
∑k
i=1 pi(1− pi)(∑k
i=1(1− pi)
)2
≤ 4(1− C
−1
η γ(η, ̺, ε))
∑k
i=1(1− pi)(∑k
i=1(1− pi)
)2
≤ 4(1− C
−1
η γ(η, ̺, ε))
C−1η γ(η, ̺, ε)k
.
For the second and the last inequalities we have used (3.12). On the other hand, by [18,
Lemma 2.3],
P
(
T Z˜ >
1
2Cη
γ(η, ̺, ε)k
)
= P
(〈
max
i≤
[
γ(η,̺,ε)k
2Cη
] Z˜i, θ∗〉 < ‖Tt(x− y)‖B
)
= P
(
max
i≤
[
γ(η,̺,ε)k
2Cη
] ‖Z˜i‖B < ‖Tt(x− y)‖B
)
≤ 2P
(
0 ≤
∥∥∥Z˜[γ(η,̺,ε)k
2Cη
]∥∥∥
B
≤ ‖Tt(x− y)‖B
)
,
where in the first equality θ∗ is an element in the dual space E∗ of the Banach space E such
that the duality 〈Tt(x, y), θ∗〉 = ‖Tt(x− y)‖B, and in the second equality ‖Z˜i‖B = 〈Z˜i, θ∗〉 for
i ≥ 1. From the construction above, we know that (‖Z˜k‖B)k≥1 is a symmetric random walk
on R with iid steps with values ±‖Tt(x− y)‖B. Using the central limit theorem we find for
sufficiently large values of k ≥ k0 and some constant C0 = C0(k0) ≥ 1
(3.15)
P
(
T Z˜ >
1
2Cη
γ(η, ̺, ε)k
)
≤ 2P

0 ≤
∥∥∥Z˜[γ(η,̺,ε)k
2Cη
]∥∥∥
B
‖Tt(x− y)‖B
√[γ(η,̺,ε)k
2Cη
] ≤
[
γ(η, ̺, ε)k
2Cη
]−1/2
≤ C0√
2π
∫ [γ(η,̺,ε)k
2Cη
]
−1/2
0
e−u
2/2 du
≤ C0
√
Cη√
πγ(η, ̺, ε)k
.
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Combining (3.13), (3.14) and (3.15) gives for all x, y ∈ B with ‖x− y‖B ≤ ̺, t ≥ (t1 + · · ·+
tk) ∨ 1, t1 ≥ ε and k ≥ k0 that
P
(
T S > k
) ≤ C0
√
Cη√
πγ(η, ̺, ε)k
+
4(1− C−1η γ(η, ̺, ε))
C−1η γ(η, ̺, ε)k
.
According to the estimate above and (3.11), we can find an integer k0 and a constant C1 > 0
such that
‖δTt(x−y) ∗ µt1,··· ,tk − µt1,··· ,tk‖var ≤ C1
(
1√
γ(η, ̺, ε)k
+
1
γ(η, ̺, ε)k
)
, k ≥ k0, ε ∈ (0, 1), t ≥ 1
holds for all x, y ∈ B with ‖x− y‖B ≤ ̺ and (t1, · · · , tk+1) ∈ It,k ∩ {(0,∞)k+1 : t1 ≥ ε}.
Combining this with (3.9) and (3.10), we obtain that for all x, y ∈ B with ‖x− y‖B ≤ ̺,
t ≥ 1 and ε > 0,
(3.16)
‖Pt(x, ·)− Pt(y, ·)‖var
≤ 2Cηε+ 2e−Cηt + 2
k0∑
k=1
∫
It,k
Ck+1η e
−Cη(t1+···+tk+1) dt1 · · ·dtk+1
+
C1√
γ(η, ̺, ε)
∞∑
k=1
1√
k
∫
It,k
Ck+1η e
−Cη(t1+···+tk+1) dt1 · · ·dtk+1
+
C1
γ(η, ̺, ε)
∞∑
k=1
1
k
∫
It,k
Ck+1η e
−Cη(t1+···+tk+1) dt1 · · ·dtk+1
≤ 2Cηε+ 2e−Cηt
(
1 + Cη
k0∑
k=1
Ckη t
k
k!
)
+
C1Cη√
γ(η, ̺, ε)
∞∑
k=1
Ckη t
k
√
k k!
e−Cηt +
C1Cη
γ(η, ̺, ε)
∞∑
k=1
Ckη t
k
k k!
e−Cηt
≤ C2
(
ε+ e−
1
2
Cηt +
1√
γ(η, ̺, ε)t
+
1
γ(η, ̺, ε)t
)
holds for some constant C2 > 0 depending only on Cη and C1. To finish the proof, let
δt := inf
ε>0
(
ε+
1√
γ(η, ̺, ε)t
)
,
εt = sup
{
ε > 0 : ε2γ(η, ̺, ε) ≤ 1
t
}
, t ≥ 1.
Then it is easy to see that δt, εt ↓ 0 as t ↑ ∞ and εt ≥ 1√
Cηt
. Moreover, since γ(η, ρ, ε) is
increasing in ε, for any ε ∈ (0, εt),
ε+
1√
γ(η, ρ, ε)t
≥ lim
ε′↑εt
1√
γ(η, ρ, ε′)t
≥ lim
ε′↑εt
ε′ = εt.
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So, δt ≥ εt. Therefore, there exists a constant C3 > 0 such that
inf
ε>0
(
ε+ e−
1
2
Cηt +
1√
γ(η, ̺, ε)t
+
1
γ(η, ̺, ε)t
)
≤ δt + e− 12Cηt + δ2t
≤ δt + e
− 1
2ε2t + δ2t
≤ δt + e
− 1
2δ2t + δ2t
≤ C3δt, t ≥ 1.
Combining this with (3.16) we complete the proof.
4 Proof of Theorem 1.3
Let L1, L0,Λ1,Λ0 be in Section 3.1. In particular, L0 is a compound Poisson process with
jump measure ν0. Then L
0 can be formulated as
L0t =
Nt∑
i=0
ξi, t > 0,
where Nt := #{s ∈ [0, t] : ∆L0s 6= 0}, ξi = ∆L0τi for τi the i-th jump time of L0. It is
well-known that N , {ξi} are independent, N is the Poisson process with parameter λ0, and
{ξi} have common distribution 1λ0 ν0. To derive exponential convergence of Pt in the total
variational norm, we make use of the decomposition
Ptf(x) = E
(
1{Nt=0}f(X
x
t )
)
+ P 1t f(x),
P 1t f(x) = E
(
1{Nt≥1}f(X
x
t )
)
, f ∈ Bb(B), t ≥ 0, x ∈ B.
(4.1)
Since when t → ∞,E(1{Nt=0}f(Xxt )) decays exponentially fast, it suffices to prove the ex-
ponential convergence of P 1t . To this end, we first consider the gradient estimate of P
1
t .
Proposition 4.1. Assume (A) and suppose that (1.11) and (1.12) hold. Let
Γt :=
1
1− e−λ0t
∫ t
0
e−λ0r
(
sup
‖z‖B≤1
sup
s≥r
‖σ−1Tsz‖H
)
dr <∞, t > 0.
Then
‖∇P 1t f‖∞ ≤ cΓt‖f‖∞, t > 0, f ∈ Bb(B).
Proof. The proof is modified from that of [21, Theorem 3.1]. It suffices to prove
(4.2) |∇z0P 1t f(x)| ≤ cΓt‖f‖∞, z0, x ∈ B, ‖z0‖B ≤ 1, f ∈ Bb(B).
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To prove this inequality, we first establish a formula for P 1t as in [21, (3.8)] where σ = I is
considered. Recall that for a random variable (ξ, τ) on B × [0, t) such that the distribution
of (L0, ξ, τ) is
g(w, z, s)Λ0(dw)ν0(dz)ds,
[22, Corollary 2.3] implies that
(4.3) E
{
(F1{U>0})(L
0)
}
= E
F1{U>0}
U
(L0 + ξ1[τ,t])
holds for positive measurable function F on Wt, where
(4.4) U(w) :=
∑
s∈[0,t):∆ws 6=0
g(w −∆ws1[s,t],∆ws, s).
Now, let (ξ, τ) be independent of (L1, L0) with distribution 1
tλ0
1[0,t](s)ν0(dz)ds. We have
g(w, z, s) = 1
tλ0
1[0,t](s), so that
U(L0 + ξ1[τ,t]) =
Nt + 1
λ0t
> 0.
Therefore, letting Yt =
∫ t
0
Tt−sσdL1s which is independent of (L
0, ξ, τ), combining (1.3) with
(4.3) we obtain
P 1t f(x+ εz0) = E
{
f
(
Yt + Tt(x+ εz0) +
∫ t
0
Tt−sσdL
0
s
)
1{Nt≥1}
}
= λ0tE
{
f
(
Yt + Ttx+
∫ t
0
Tt−sσd
{
L0 + (ξ + εσ−1Tτz0)1[τ,t]
}
s
)
Nt + 1
}
.
(4.5)
On the other hand, it is easy to see from (1.1) that the distribution of (L0, ξ + εσ−1Tτz0, τ)
is
ϕεσ−1Tsz0(z)ρ0(z − εσ−1Tsz0)1[0,t]
tλ0ρ0(z)
Λ0(dw) ν0(dz) ds =: g(w, z, s) Λ
0(dw) ν0(dz) ds.
According to (4.4) we have {U(L0) > 0} = {Nt ≥ 1} and
U(L0) =
1
λ0t
Nt∑
i=1
ϕεσ−1Tτiz0(ξi)ρ0(ξi − εσ−1Tτiz0)
ρ0(ξi)
.
So, applying (4.3) to FU in place of F , we obtain
E
{
(FU)(L0)1{Nt≥1}
}
= E
{
(F1{U>0})(L0 + (ξ + εσ−1Tτz0)1[τ,t]
}
.
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Taking nt(w) =
∑
s≤t 1{∇ws 6=0} such that Nt = nt(L
0), and letting
F (w) =
f
(
Yt + Ttx+
∫
B×[0,t] Tt−sσz w(dz, ds)
)
nt(w)
1{nt(w)≥1},
we arrive at
1
λ0t
E
{
f
(
Yt + Ttx+
∫ t
0
Tt−sσdL0s
)
1{Nt≥1}
Nt
Nt∑
i=1
ϕεσ−1Tτiz0(ξi)ρ0(ξi − εσ−1Tτiz0)
ρ0(ξi)
}
= E
{
f
(
(Yt + Ttx+
∫ t
0
Tt−sσd
{
L0 + (ξ + εσ−1Tτz0)1[τ,t]
}
s
)
Nt + 1
}
.
Combining this with (4.5) and noting that Xxt = Yt + Ttx +
∫ t
0
Tt−sσdL0s due to (1.3), we
obtain
P 1t f(x+ εz0) = E
{
f(Xxt )
1{Nt≥1}
Nt
Nt∑
i=1
ϕεσ−1Tτiz0(ξi)ρ0(ξi − εσ−1Tτiz0)
ρ0(ξi)
}
.
Therefore,
|P 1t f(x+ εz0)− P 1t f(x)|
ε
= E
{
f(Xxt )1{Nt≥1}
1
Nt
Nt∑
i=1
ϕεσ−1Tτiz0(ξi)ρ0(ξi − εσ−1Tτiz0)− ρ0(ξi)
ερ0(ξi)
}
≤ ‖f‖∞
ελ0
E
{
1{Nt≥1}
1
Nt
Nt∑
i=1
∫
B
∣∣ϕεσ−1Tτiz0(z)ρ0(z − εσ−1Tτiz0)− ρ0(z)∣∣µ(dz)
}
(4.6)
holds for any ε > 0. Moreover, it follows from (1.1) and (1.11) that∫
B
∣∣ϕεσ−1Tτiz0(z)ρ0(z − εσ−1Tτiz0)− ρ0(z)∣∣µ(dz)
≤
∫
B
∣∣ρ0(z − εσ−1Tτiz0)− ρ0(z)∣∣ϕεσ−1Tτiz0(z)µ(dz) +
∫
B
ρ0(z)
∣∣ϕεσ−1Tτiz0(z)− 1∣∣µ(dz)
=
∫
B
∣∣ρ0(z)− ρ0(z + εσ−1Tτiz0)∣∣µ(dz) +
∫
B
ρ0(z)
∣∣ϕεσ−1Tτiz0(z)− 1∣∣µ(dz)
≤ c‖εσ−1Tτiz0‖H ≤ cε sup
‖z‖B≤1
sup
s≥τ1
‖σ−1τsz‖H
holds for small enough ε > 0 and some constant c > 0. Combining this with (4.6) and using
the fact that the conditional distribution of τ1 under Nt ≥ 1 is λ0e
−λ0s1[0,t]
1−e−λ0t ds, we obtain
|P 1t f(x+ εz0)− P 1t f(x)|
ε
≤ cΓt‖f‖∞
for small enough ε > 0. Then (4.2) follows by letting ε→ 0.
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Proof of Theorem 1.3. By (4.1) and Proposition 4.1 we have
|Ptf(x)− Ptf(y)| ≤ 2‖f‖∞e−λ0t + |P 1t f(x)− P 1t f(y)|
≤ 2‖f‖∞e−λ0t + cΓt‖f‖∞‖x− y‖B.
(4.7)
Since ‖Ts‖B ≤ ce−λs, it follows from (1.3) that
‖Xxt −Xyt ‖B ≤ ce−λt‖x− y‖B, x, y ∈ B, t ≥ 0.
Combining this with (4.7) and using the Markov property, we arrive at
|Ptf(x)− Ptf(y)|
≤ E|Psf(Xxt−s)− Psf(Xyt−s)|
≤ 2‖f‖∞e−λ0s + cΓs‖f‖∞‖Xxt−s −Xyt−s‖B
≤ c1‖f‖∞(1 + ‖x− y‖B)
{
e−λ0s ∨ (Γse−λ(t−s))
}
, s ∈ (0, t)
for some constant c1 > 0. Taking s =
λt
λ0+λ
and using (1.12), we prove the desired estimate
for t ≥ λ0+λ
λ
. The proof is then finished since the inequality trivially holds for some constant
C > 0 for t ≤ λ0+λ
λ
.
5 Two specific models
In the following two examples we take the reference measure µ to be the Wiener measure on
the Brownian path space, and the Gaussian measure on a separable Hilbert space, respec-
tively.
5.1 Wiener measure
Let B = {x ∈ C([0, 1];Rd) : x0 = 0}, and let µ be the Wiener measure on B, i.e. the
distribution of the d-dimensional Brownian motion (Bs)s∈[0,1]. Let H = {h ∈ B :
∫ 1
0
|h˙s|2 ds <
∞} be the Cameron-Martin space. Then (B,H, µ) is known as the Wiener space (see [11,
Chapter 1]).
By the Cameron-Martin theorem (or the Girsanov theorem), (1.1) holds for
(5.1) ϕh(z) = exp
[ ∫ 1
0
〈h˙s, dzs〉 − 1
2
∫ 1
0
|h˙s|2 ds
]
,
where
∫ 1
0
〈h˙s, dzs〉 is the Itoˆ stochastic integral w.r.t. (zs)s∈[0,1], which is the Brownian motion
under µ.
Let (B,H, µ) be the Wiener space specified above, and let ∆ be the Laplace operator on
[0, 1] with Dirichlet boundary condition at 0, and with either Dirichlet or Neumann boundary
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condition at 1. We call ∆ the Dirichlet or the Dirichlet-Neumann Laplacian on [0, 1]. Let Pt
be the semigroup associated with the SDE
dXt = ∆Xtdt+ dLt,
where Lt is a Le´vy process on B with Le´vy measure ν, and let ν0 satisfy (1.4).
Proposition 5.1. (1) If ν0(B) =∞, then Pt is strong Feller for any t > 0.
(2) If ν0(B) <∞ and there exist z0 ∈ B and r0 > 0 such that infB(z0,r0) ρ0 > 0, then
‖Pt(x, ·)− Pt(y, ·)‖var ≤ C(1 + ‖x− y‖B)
log(1 + t)
, t > 0, x, y ∈ B
holds for some constant C > 0.
(3) If ρ0 is Lipschitz continuous and λ0 := ν0(B) ∈ (0,∞), then (1.13) holds for λ > 0
the first eigenvalue of ∆ on [0, 1] under the underlying boundary condition.
Proof. By the gradient estimate for the (Dirichlet or Dirichlet-Neumann) heat semigroup
Ts on the interval [0, 1] (see e.g. [24, Section 2.4] and the references therein), there exists a
constant c1 > 0 such that∣∣∣ d
dr
(Tsy)(r)
∣∣∣ ≤ c1‖y‖B√
s
, s > 0, r ∈ [0, 1], y ∈ B.
Then
(5.2) ‖Tsy‖H ≤ c1‖y‖B√
s
, s > 0, y ∈ B.
Therefore, (A) holds for σ = I. By (5.1) and (5.2), for µ-a.e. Bownian path z, we have
sup
‖y‖B≤1
ϕTsy(z + Tsy) ≤ sup
‖h‖H≤c1s−1/2
e
∫ 1
0
〈h˙u,dzu〉− 12
∫ 1
0
|h˙u|2 du <∞.
Thus, (1.6) holds and Theorem 1.1 implies the first assertion.
Next, noting that ∫
B
e2
∫ 1
0
〈h˙r,dzr〉−2
∫ 1
0
|h˙r|2dr µ(dz) = 1, h ∈ H,
we obtain ∫
B
ϕTsy(z)
2 µ(dz) =
∫
B
e2〈
d
dr
(Tsy)r ,dzr〉−
∫ 1
0 | ddr (Tsy)r |2dr µ(dz)
= e
∫ 1
0 | ddr (Tsy)r |2 dr ≤ ec21‖y‖2B/s, s > 0, y ∈ B.
This implies that δ2(ε) ≤ c2ec21/ε for some constant c2 > 0 and all ε ∈ (0, 1). Thus, the
second assertion follows from Theorem 1.2.
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Finally, to prove (3) it suffices to verify (1.11) and (1.12) in Theorem 1.3. Since (1.12)
follows from (5.2), we only have to prove (1.11). By the Lipschitz continuity of ρ0, there
exist constants c3, c4 > 0 such that
|ρ0(z)− ρ0(z + h)| ≤ c3‖h‖B ≤ c3‖h‖H
and
µ(ρ20) ≤ c4E sup
s∈[0,1]
(
1 + |Bs|2
)
<∞.
Moreover,
µ
(
(ϕh − 1)2
)
= µ(ϕ2h)− 1 = Ee2
∫ 1
0 〈h˙s,dBs〉−‖h‖2H − 1 = e‖h‖2H − 1 ≤ e‖h‖2
H
holds for ‖h‖H ≤ 1. Then (1.11) holds for some constant c > 0.
5.2 Gaussian measure
Let B be a separable Hilbert space with ONB {ek}k≥1, and µ the Gaussian measure with
trace class covariance operator Q such that Qek = q
−1
k ek, qk > 0 and
∑∞
k=1 q
−1
k <∞ (see [6,
Chapter 2]). Coordinating z ∈ B by (zk = 〈z, ek〉)k≥1, we have
(5.3) µ(dz) =
∞∏
k=1
µk(dzk), µk(dzk) =
√
qk√
2π
exp
[
− qkz
2
k
2
]
dzk, k ≥ 1.
Next, let A be the self-adjoint operator on B with Aek = −λkek, λk ≥ 0 for k ≥ 1 and
(5.4) β(ε) := sup
k≥1
e−ελkq2k <∞, ε > 0.
Let Lt be a Le´vy process on B with Le´vy measure ν satisfying (1.4). Let Pt be the Markov
semigroup associated to the linear SDE
dXt = AXtdt + dLt.
Proposition 5.2. (1) If ν0(B) =∞, then Pt is strong Feller for t > 0.
(2) If ν0(B) <∞ and there exist z0 ∈ B and r0 > 0 such that c0 := infB(z0,r0) ρ0 > 0, then
(1.10) holds for
δ2(ε) =
1
c0
[
1 + exp
(
sup
k≥1
qke
−2ελk
)]
<∞, ε > 0.
If, in particular, qk ≈ k(1+δ) and λk ≈ k2/d for some constants δ, d > 0 and large k, then
there exists a constant C > 0 such that
‖Pt(x, ·)− Pt(y, ·)‖var ≤ C(1 + ‖x− y‖B)
t2/(4+d(1+δ))
, t > 0, x, y ∈ B.
(3) Suppose λ := infk≥1 λk > 0. Then (1.13) holds for any Lipschitz continuous ρ0 with
λ0 := ν0(B) ∈ (0,∞).
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Proof. Let H = {h ∈ B : ∑∞k=1 h2kq2k < ∞}. By (5.4) it is easy to check that (A) holds for
σ = I. Moreover, by (5.3), for any h ∈ H we have µ(dz − h) = ϕh(z)µ(dz) for
(5.5) ϕh(z) = exp
[ ∞∑
k=1
(
qkhkzk − 1
2
qkh
2
k
)]
, hk = 〈h, ek〉, k ≥ 1.
Then it is easy to see from (5.4) that there exists a constant c1 > 0 such that
sup
‖y‖≤1
ϕTsy(z + Tsy) ≤ exp
[‖z‖2
B
+ c1β(2s)
]
<∞, z ∈ B.
Therefore, the first assertion follows from Theorem 1.1.
Next, since σ = I, it follows from (5.5) that∫
B
ϕσ−1Tsy(z)
2µ(dz) =
∞∏
k=1
√
qk√
2π
∫
R
exp
[
qk(Tsy)
2
k −
1
2
qk(zk − 2(Tsy)k)2
]
dzk
= exp
[ ∞∑
k=1
qk(Tsy)
2
k
]
= exp
[ ∞∑
k=1
qke
−2λksy2k
]
≤ exp
[
‖y‖2
B
sup
k≥1
qke
−2λks
]
.
(5.6)
Thus, due to (5.4), Theorem 1.2 holds for the claimed δ2(ε).
Finally, under (5.4), we have supk≥1 qke
−sλk <∞ for s > 0, which implies (1.12). More-
over, replacing Tsy by h in (5.6) we obtain
µ(ϕ2h)− 1 = exp
[∑
k≥1
qkh
2
k
]
− 1 ≤ ec2‖h‖2H − 1 ≤ ec2‖h‖2
H
, ‖h‖H ≤ 1
for some constant c2 > 0. Then as in the proof of Proposition 5.1 we prove (1.11).
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