Abstract-Optical sensing and imaging applications often suffer from a combination of low resolution object reconstructions and a large number of sensors (thousands), which depending on the frequency can be quite expensive or bulky. A key objective in optical design is to minimize the number of sensors (which reduces cost) for a given target resolution level (image quality) and permissible total sensor array size (compactness). Equivalently, for a given imaging hardware one seeks to maximize image quality, which in turn means fully exploiting the available sensors as well as all priors about the properties of the sought-after objects such as sparsity properties, and other, which can be incorporated into data processing schemes for object reconstructions. In this paper we propose a compressive-sensing-based method to process through-focus optical field data captured at a sensor array. This method applies to both two-dimensional (2D) and three-dimensional (3D) objects. The proposed approach treats in-focus and out-of-focus data as projective measurements for compressive sensing, and assumes that the objects are sparse under known linear transformations applied to them. This prior allows reconstruction via familiar compressive sensing methods based on 1-norm minimization. The proposed compressive throughfocus imaging is illustrated in the reconstruction of canonical 2D and 3D objects, using either coherent or incoherent light. The obtained results illustrate the combined use of through-focus imaging and compressive sensing techniques, and also shed light onto the nature of the information that is present in in-focus and out-of-focus images.
INTRODUCTION
In traditional analog imaging, images are only acquired in focus, discarding additional information present in out-of-focus images. Recent research [1] suggests that one can significantly increase the amount of object information collected per detector by capturing images for not one but several focal planes (through-focus imaging). In conventional imaging one usually places the object in focus, and captures the respective image in the associated image plane. However, this may require using a large sensor array. If, in addition, one captures out-of-focus data, then the number of sensors can be reduced while maintaining the same image quality as the in-focus case. Similarly, in imaging three-dimensional objects one usually employs a particular "best focal plane" and captures the respective in-focus image. However, if one captures data for other focal planes then one can achieve comparable resolution as the "best focal plane" case with less sensors, and fully 3D imaging.
If, in addition, the object under investigation is known to be sparse when represented in a given basis or dictionary, or generally under a given linear transformation applied to it (such as the gradient operator, as pertinent to certain piecewise constant objects [2] ), then one can implement compressive sensing inversion algorithms [2, 3] to increase the resolution per sample ratio. We propose a method that treats the information in multiple through-focus images as projective measurements for compressive sensing, allowing a greater resolution per detector ratio than possible with either conventional through-focus imaging [1] or compressive sensing (of conventional in-focus data) alone. The proposed compressive through-focus imaging is illustrated in the reconstruction of canonical 2D and 3D objects, using either coherent or incoherent light. The obtained results illustrate the combined use of through-focus and compressive sensing techniques, and shed light onto the nature of the information that is present in in-focus and out-of-focus images. Information about sparse objects appears to be concentrated in completely out-of-focus planes for coherent light and in near-focus planes for incoherent light.
OPTICAL SYSTEMS
We consider a general imaging system that is characterized by unit-impulse response or Green's function h(r, r ; p) where r and r denote image and object coordinates, and p denotes system parameters. For example, for the simple lens system in figure 1, p = (f, z 1 , z 2 ) where f denotes the lens focal length, z 1 is the distance from the object plane (for a 2D object) or a given plane in the object (for a 3D object) to the lens, and z 2 is the distance from the lens to the detector plane. In the following we will explain the proposed compressive through-focus imaging assuming the particular lens-based system in figure 1 ; however, clearly the key idea in this paper, that of using reconfigurable system states as a way to create compressive measurements, applies to more general systems as long as they exhibit degrees of (controllable) reconfigurability. By capturing data in different sensor positions and for different system configurations, and processing the data holistically, including priors, it is possible to maximally exploit the available sensing resources. Next the focal length is assumed to be constant while the lens position is varied to create different system states and thereby capture data corresponding to different states.
Two modalities are of interest: coherent and incoherent imaging. In coherent imaging, involving, e.g., a secondary source that is induced at a scatterer in its interaction with coherent light (due to a coherent source like a laser), the field at a detector at position (u, v) in the detector plane that is due to an extended object characterized by object wavefield U obj (r ) is given by
(1)
Above the object coordinates (r ) are in 2D space for thin (2D-approximable) objects such as transparencies and in 3D space for more general 3D objects. The detectors measure only the magnitude of this field, but by using reference beams one can also measure the phase. For incoherent imaging, involving primary or secondary incoherent sources, the corresponding relation is
where
where < · > denotes average. In through-focus imaging, the data are captured for several "in" and "out-of" focus states, as defined by the distances z 1 and z 2 which correspond to different positions of the lens relative to the object and the detector plane. The next section outlines how the data are processed to create images.
COMPRESSIVE IMAGING
Importantly, in the coherent and incoherent optical systems described by (1) and (2) the mapping from the object function (i.e., the wavefield U obj in the coherent case and the intensity I obj in the incoherent case) to the data is linear. Then we can interpret the data as linear projections of the object to be imaged with known functions. In particular, defining the inner product
then the data in (1) and (2), for the given set of detector positions (u, v) (say M such detectors) and system states p (say N such through-focus states), are the projective measurements
and
If the object is representable in a known basis, say (in the coherent case)
where B s are the basis functions and β(s) are the basis coefficients of U obj , then the inverse problem corresponds to estimating β(s) from the captured MN data. The usual approach without sparsity priors is to find the solution of minimum 2-norm,
but if it is known that the sought-after object is sparse then one can implement
which gives a exact or an approximate solution if the inner products < h * (u, v, ·; p)|B s > obey certain conditions [2, 3] . Generally, for a given sparsity, the number of projective measurements that are required to reconstruct the sparse signal is governed by the well-known restricted isometry property of compressive sensing. In the present case, the projective measurements are of a particular form that imposes constraints in the so-called coherence between the sparsity basis {B s } and the projectors {h * (u, v, ·; p)}. In general, the lower the coherence as measured by the highest value of the inner product between the functions B s and h * , the smaller the required amount of data. Also, to avoid redundance, the selected projections (h * ) should be linearly independent. Finally, perhaps a basis where the object is sparse is not known, but its gradient is known to be sparse (as for many practical extended objects, see [2] ). Then one can apply the sparsity constraint to the so-called total variation (TV) of the object function [2] , minimizing its 1-norm in the inversion.
COMPUTER ILLUSTRATIONS
To illustrate, we consider imaging of 2D and 3D objects from through-focus data captured for different lens and/or object positions at a fixed detector array. The forward and inverse results were obtained using the analytical results above and standard Fourier optics [4] along with suitable discretization of the equations (computational grids) as illustrated in figure 1 . For 2D objects we kept the object-detector distance fixed and changed only the lens position (the lens-detector distance z 2 ). Reconstructions of 2D objects with coherent light were performed with an in-focus magnification of one, simulating an everyday camera. Reconstructions of 2D objects with incoherent light were performed with the object plane in the far field, simulating a telescope. Reconstructions of 3D objects with both coherent and incoherent light were performed with an in-focus magnification of 100, simulating a high-powered microscope. To imitate a microscope stand, in the 3D case multiple through-focus pictures were acquired by moving the entire object back and forth in the z-direction while keeping the lens and detector plane positions fixed. The results of a reconstruction of ten incoherent point sources are shown in figure 2 . The results of a reconstruction of ten coherent point sources are shown in figure 3 . The results are encouraging. The TV-based inversion approach is illustrated in figure 4 . The object is a (2D) transparency formed by 4 shapes of uniform field value, taken to be unity inside the shapes and zero outside. Images were obtained using four methods: a) the conventional minimum 2-norm solution using all the through-focus data, b) the compressive sensing minimum 1-norm solution using through-focus data, c) the compressive sensing minimum TV 1-norm solution using only in-focus data, and d) the minimum TV 1-norm solution using through-focus data. Methods (c) and (d) visibly outperformed methods (a) and (b). Furthermore, when adopting the TV approach, the inversion based on through-focus data was also clearly superior to the one based on in-focus data only, confirming the additional information content in through-focus data. Although the through-focus data consisted of 164 samples while the strictly in-focus data consisted of 169 samples, the error in the TV-based reconstruction using through-focus data was noticeably smaller than the in-focus one. 
DISCUSSION AND CONCLUSION
The proposed compressive through-focus imaging approach was validated for both 2D and 3D objects and for different lens system configurations. After carrying out many examples, we concluded that the key factors governing the image quality are 1) the effective linear independence of the projective measurement vectors (mapping from the object, as given in the grid or Dirac delta basis, to the data at the different sensors and focal states), and 2) the coherence between the projective measurement basis and the grid or Dirac delta basis adopted for the object, which is known to play a key role in compressive sensing. The first aspect was investigated via the singular value decomposition. It was found that if the through-focus positions are all very close to a given in-focus position then the degree of linear independence of the projective measurement vectors is low. The linear independence is generally greater as the through-focus positions are farther apart. For coherent light the best strategy is to allow the through-focus positions to include out-of-focus positions over a broad separation. For incoherent imaging, it is also convenient to separate as much as possible the through-focus positions but they must remain relatively close to the in-focus position. Out of focus information is more limited in the incoherent case. In summary, we showed that through-focus imaging and compressive sensing can be combined to reduce the number of samples, and specifically the number of photodetectors necessary to reconstruct sparse objects. While conventional in-focus imaging requires as many detectors as pixels in the acquired image, the number of samples required for compressive through-focus imaging can be much smaller since it is restricted only to the object's sparsity. By repeatedly reconfiguring the lens system setup to acquire multiple samples with each detector, compressive through-focus imaging allows a fuller exploitation of physical resources. The through-focus nature of compres- Figure 4 : Through-focus imaging by minimization of the object's TV 1-norm. The through-focus data was acquired using 4 detectors at 41 evenly spaced lens positions centered at the in-focus position, while the strictly in-focus data was acquired using 169 detectors at a single in-focus object position, with both detector setups covering an area of (6.32 × 10 3 λ) 2 . In the plots, circle radius is proportional to intensity while shading of the outer circle indicates phase. sive through-focus imaging holds additional advantages for microscopy. Although it is difficult to acquire an in-focus image of a 3D object in conventional microscopy, our results suggest that compressive through-focus imaging can reconstruct entire 3D objects by exploiting prior information like sparsity. We plan to continue developing further the ideas presented in this work, including the use of compressive sensing methods based on total variation (TV) that apply to certain extended objects.
