Abstract. We consider integral error representation related to the Hermite interpolating polynomial and derive some new estimations of the remainder in quadrature formulae of Hermite type, using Hölder's inequality and some inequalities for thě Cebyšev functional. As a special case, generalizations for the zeros of orthogonal polynomials are considered.
Introduction
We follow here notations and terminology about Hermite interpolating polynomial from [1, p. 62] . Let −∞ < a < b < ∞ and a ≤ a 1 < a 2 ... < a r ≤ b, (r ≥ 2) be given. For f ∈ C n [a, b] a unique polynomial P H (t) of degree (n − 1), exists, fulfilling one of the following conditions: Hermite conditions:
H (a j ) = f (i) (a j ); 0 ≤ i ≤ k j , 1 ≤ j ≤ r, r j=1 k j + r = n, in particular, simple Hermite or Osculatory conditions, n = 2m, r = m, k j = 1 for all j:
Lagrange conditions, r = n, k j = 0 for all j:
type (m, n − m) conditions, r = 2, 1 ≤ m ≤ n − 1, k 1 = m − 1, k 2 = n − m − 1:
mn (a) = f (i) (a), 0 ≤ i ≤ m − 1,
two-point Taylor conditions, n = 2m, r = 2, k 1 = k 2 = m − 1:
The associated error |e H (t)| can be represented in terms of the Green's function G H (t, s) for the multipoint boundary value problem
that is, the following result holds [1] :
and let P H be its Hermite interpolating polynomial. Then F (t) = P H (t) + e H (t) = (n−i−1)! H ij (t), s ≥ t, for all a l ≤ s ≤ a l+1 , 0 = 1, ..., r (a 0 = a, a r+1 = b).
In [4] M. Bessenyei and Zs. Páles considered the following Gauss type quadrature formulae where the coefficients and the base points are to be determined so that be exact when f is a polynomial of degree at most 2n − 1, 2n, 2n and 2n + 1, respectively (see also [3] ):
In this paper we use integral error representation of Hermite interpolating polynomial and the above formulae to get some new estimations of the remainder in quadrature formulae of Hermite type. We will consider a special case, in which the base points turn out to be the zeros of orthogonal polynomials. We also use inequalities for theČebyšev functional in terms of the first derivative (see [5] ) for some new bounds for the remainder.
2 Estimations of the remainder in quadrature formulae of Hermite type
In this section we use integral error representation from Theorem 1 to prove a number of inequalities for weighted Hermite quadrature rule using L p norms for 1 ≤ p ≤ ∞. 
The constant on the right-hand side of (2.1) is sharp for 1 < p ≤ ∞ and the best possible for p = 1.
Proof. First, we multiply identity (1.1) by ρ(t) and then integrate on interval [a, b]. Let's denote
By applying Hölder's inequality we obtain
For the proof of the sharpness of the constant
let us find a function F for which the equality in (2.1) is obtained. For 1 < p < ∞ take F to be such that
is the best possible inequality. Suppose that |Φ(s)| attains its maximum at s 0 ∈ [a, b]. First we assume that Φ(s 0 ) > 0. For ε small enough we define F ε (s) by
Then for ε small enough
Now from the inequality (2.3) we have
the statement follows. In the case Φ(s 0 ) < 0, we define F ε (s) by
and the rest of the proof is the same as above.
Taking n = 2m, r = m, k j = 1 for all j in Theorem 2 we obtain the inequalities with simple Hermite or Osculatory conditions: 
where
for all a l ≤ s ≤ a l+1 , l = 0, ..., m (a 0 = a, a m+1 = b). The constant on the right-hand side of (2.4) is sharp for 1 < p ≤ ∞ and the best possible for p = 1.
Remark 1. If we choose P m such that it is orthogonal with weight ρ(t) to all polynomials of lower degree, i.e.
we get that
. . , a m are zeros of the orthogonal polynomial P m , and using the relation for coefficient H 1j (t), we get
Now, using (2.5), we have
Now, we get inequality
, where
and for a l ≤ s ≤ a l+1 , using the following identity (see [1] )
Corollary 2. Let ρ(t) = 1 and for m ≥ 1 the polynomial P m be defined by the formulae
Then, the orthogonal polynomial P m has m pairwise distinct zeros λ 1 , . . . , λ m in [0, 1]. Define the coefficients α 1 , . . . , α m by (see [4] ):
The constant on the right-hand side of inequality is sharp for 1 < p ≤ ∞ and the best possible for p = 1.
Proof. Substitute a = 0, b = 1 and ρ = 1 into Corollary 1. Then P m is orthogonal polynomial with respect to the weight function ρ(t) = 1 since first and (k+1)st columns of the determinant P m (t), t k−1 , k = 1, ..., m are linearly dependent. Therefore, P m has m pairwise distinct zeros 0 ≤ λ 1 < · · · < λ m ≤ 1. To complete the proof, we apply Remark 1 on the function F : [0, 1] → R defined by the formula F (t) = f ((1 − t)a + tb).
Remark 2. If we put q = 1, then for m = 1 in the above corollary we get the midpoint formula (see [8] , [14] , [16] and [17] ). For m = 2 we get the Gauss 2-point formula (see [11] , [14] , [16] and [17] ). For m = 3 we get the Gauss 3-point formula (see [11] , [14] and [16] ). For m = 4 we get the Gauss 4-point formula (see [10] , [14] and [16] ).
Taking a 1 = a in Theorem 2 we obtain the following corollaries: 
The constant on the right-hand side of (2.7) is sharp for 1 < p ≤ ∞ and the best possible for p = 1.
for all a l ≤ s ≤ a l+1 , l = 1, ..., r (a r+1 = b). The constant on the right-hand side of (2.8) is sharp for 1 < p ≤ ∞ and the best possible for p = 1.
Proof. We put k 1 = 0 and k j = 1 for j = 2, . . . , r in Corollary 3.
Remark 3. If we choose P r−1 such that it is orthogonal with weight (t − a)ρ(t) to all polynomials of lower degree, i.e.
Now, similar as in Remark 2, a 2 , a 3 . . . , a r are zeros of the orthogonal polynomial P r−1 , and we get
and for a l ≤ s ≤ a l+1 , using the identity (2.6), we get
Corollary 5. Let ρ(t) = 1 and for r ≥ 2 the polynomial P r−1 be defined by the formulae Then, the orthogonal polynomial P r−1 has r − 1 distinct zeros λ 2 , . . . , λ r in [0, 1]. Define the coefficients α 1 , . . . , α r by (see [4] )
Proof. Substitute a = 0, b = 1 and ρ = 1 into Corollary 4. Then P r−1 is orthogonal polynomial with respect to the weight function ρ(t) = t. The rest of proof is similar to the proof of Corollary 2.
Remark 4. If we put q = 1, then for r = 2 in the above corollary we get the Radau 2-point formula (see [9] , [14] and [16] ). For r = 3 we get the Radau 3-point formula (see [9] , [14] and [16] ).
Remark 5. For a r = b in Theorem 2 we obtain the similar results as above.
Taking a 1 = a, a r = b in Theorem 2 we obtain the following corollaries: 
The constant on the right-hand side of (2.9) is sharp for 1 < p ≤ ∞ and the best possible for p = 1. 
for all a l ≤ s ≤ a l+1 , l = 1, ..., r − 1. The constant on the right-hand side of (2.10) is sharp for 1 < p ≤ ∞ and the best possible for p = 1.
Proof. We put k 1 = k r = 0 and k j = 1 for j = 2, . . . , r − 1 in Corollary 6.
Remark 6. If we choose P r−2 such that it is orthogonal with weight (t − a)(b − t)ρ(t), to all polynomials of lower degree, i.e.
and then similar as in Remark 2, a 2 , a 3 , . . . , a r−1 are zeros of the orthogonal polynomial P r−2 , and
Corollary 8. Let ρ(t) = 1 and for r ≥ 3 the polynomial P r−2 be defined by the formulae
. Then, the orthogonal polynomial P r−2 has r − 2 distinct zeros λ 2 , . . . , λ r−1 in [0, 1]. Define the coefficients α 1 , . . . , α r by (see [4] ):
Proof. Substitute a = 0, b = 1 and ρ = 1 into Corollary 7. Then P r−2 is orthogonal polynomial with respect to the weight function ρ(t) = (1 − t)t. The rest of proof is similar to the proof of Corollary 2.
Remark 7. If we put q = 1, then for r = 2 in the above corollary we get the trapezoid formula (see [7] , [14] , [16] and [17] ). For r = 3 we get the Simpson formula (see [6] , [15] , [14] and [16] ). For r = 4 we get the Lobatto 4-point formula (see [12] , [14] and [16] ). For r = 5 we get the Lobatto 5-point formula (see [13] , [14] and [16] ). 
The constant on the right-hand side of (2.11) is sharp for 1 < p ≤ ∞ and the best possible for p = 1.
Taking n = 2m, r = 2, k 1 = k 2 = m − 1 in Corollary 6 we obtain the inequalities with two-point Taylor conditions: 
The constant on the right-hand side of (2.12) is sharp for 1 < p ≤ ∞ and the best possible for p = 1.
Inequalities related to the bounds for theČebyšev functional
For two Lebesgue integrable functions f, h : [a, b] → R we considerČebyšev functional
In [5] , the authors proved the following theorems: 
Then we have the inequality
The constant 
3)
The constant 1 2 in (3.3) is the best possible. In this section we obtain some new estimations of the remainder in quadrature formulae of Hermite type by using Theorem 3 and Theorem 4.
for n ∈ N and let the function Φ and functional Ω be defined in (2.2) and (3.1) respectively. Then Using Theorem 4 we obtain the following Grüss type inequality. using identities (1.1) and (3.7) we obtain (3.6)
Remark 8. Similarly as in the second section we can get the special cases of above theorems from different choices of r, k j and a j , and also for the zeros of orthogonal polynomials.
