We present a passage relevance model for integrating semantic and statistical evidence of biomedical concepts and topics in context using the framework of a probabilistic graphical model. Component models of topics, concepts, terms, and document are represented as potential functions within a Markov Random Field, and the probability of a passage being relevant to a biologist's information need is represented as the joint distribution across all potential functions. Relevance model feedback of top ranked passages is used to improve distributional estimates of concepts and topics in context, and a dimensional indexing strategy is used for efficient aggregation of concept and term statistics. By integrating multiple sources of evidence including dependencies between topics, concepts, and terms, we seek to improve genomics literature passage retrieval precision. Using this model, we demonstrate statistically significant improvements in retrieval precision using a large genomics literature corpus.
PASSAGE RELEVANCE MODEL
As shown in Figure 1 , our proposed passage relevance model represents the joint probability of query Q and passage P as an undirected graphical model. Edges in the graph define conditional independence assumptions between component topic, concept, term, and document d t c p θ θ θ θ , , , models, respectively. Random variable P represents the distribution of features present in the passage without relevance estimates, and P R represents a refinement to this distribution using a relevant set of passages. We use the top ranked passages retrieved from the model without using the relevant set as an estimate for P R .
Based on conditional independence assumptions, the model is factorized into a set of maximal cliques. The joint probability distribution is written as a product of potential functions ) (c ψ over the maximal cliques in the graph (1).
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Figure 1 Passage Relevance Model
Potential functions in the passage retrieval model are defined for topic, concept, term, and document cliques as:
The joint probability of a query Q and passage P across all potential functions results in the following:
TOPIC RELEVANCE MODEL
The objective of modeling topic relevance is to directly address the issue of learning a topic model that is relevant to the latent structure, or topic, of a user query by capturing the probability of each term over all other terms in a relevant set of passages. We construct a model estimating the relevance of any given passage to a query topic from the probability of relevance of its component terms (4,5,6).
β is a smoothing parameter set to zero.
We define the probability of a query q for a given passage m j using the sum rule from the underlying topic relevance model R θ (7) .
As a proxy for the relevant set of passages, we sample terms from the top 30 ranked passages containing at least one resolved concept using the passage retrieval model (Figure 1 ) without Copyright is held by the author/owner(s). CIKM'08, October 26-30, 2008, Napa Valley, California, USA. ACM 978-1-59593-991-3/08/10. using the discrete random variable representing topic relevance which we seek here to create. The full model is then evaluated on the top 500 retrieved passages. In Table 1 , we show the top 30 topic relevance terms learned for queries 200, 201, and 202 of the 2007 TREC Genomics track. Qualitatively, the relevance terms learned for each query appear highly relevant. It is especially interesting to note that many of the top topic relevance terms were not present in the query, and were not identified as term variants by our normalization procedure or as concept synonyms from external knowledge sources. 
CONCEPT, TERM & DOC MODELS
The likelihood of each sentence being generated for a given concept, and the likelihood of each sentence being generated for a given term is determined from the concept-word and term-word co-occurrence distributions respectively (Urbain, Frieder, Goharian, 2008) . A Jelinek-Mercer language model is used to capture document level evidence.
RESULTS
Results on the 2007 TREC Genomics track of 162,000 full-text documents, and 36 topic queries (Hersh et al., 2007) are listed in Table 2 . Topic modeling using relevance outperformed automatically generated topic models by 28.07%, and is computationally efficient. The full retrieval model outperforms models of query terms, concepts, document, or passage relevance alone. The model exceeds the top results in each category of retrieval as assessed by the 2007 TREC Genomics track and the results are statistically significant for automatic document and passage retrieval. All results are for automatic retrieval. 
