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Uvod
Funkcije matrica se danas nasˇiroko primjenjuju u znanosti i tehnici. Ovaj
rad c´e priblizˇiti jednu takvu matricˇnu funkciju, a to je funkcija drugi korijen.
Matricˇni drugi korijen je jedna od najcˇesˇc´e koriˇstenih matricˇnih funkcija.
Najviˇse se koristi u kontekstu simetricˇnih pozitivno definitnih matrica, kod
problema svojstvenih vrijednosti ili polarne dekompozicije. Susrec´emo ju i
kod rjesˇavanja diferencijalnih jednadzˇbi drugog reda, kod rjesˇavanja neline-
arnih matricˇnih jednadzˇbi te kod rjesˇavanja nekih linearnih krutih rubnih
problema.
U slijedec´em primjeru ju vidimo kao rjesˇenje diferencijalne jednadzˇbe dru-
goga reda. Problem
d2y
dt2
+ Ay = 0 y(0) = y0, y
′(0) = y′0,
ima rjesˇenje
y(t) = cos(
√
At)y0 + (
√
A)−1sin(
√
At)y′0,
gdje
√
A oznacˇava bilo koji drugi korijen matrice A. Ovo rjesˇenje postoji za
bilo koju matricu A.
Drugi primjer bih izdvojila gdje koristimo matricˇni drugi korijen za rjesˇavanje
nelinearnih matricˇnih jednadzˇbi. Npr. uzmimo specijalan slucˇaj Riccatijeve
jednadzˇbe:
XAX = B, A,B ∈ Cn×n.
Ona ima rjesˇenje
X = B(AB)−
1
2 ,
ako AB nema svojstvenih vrijednosti na R−.
Prvi dio mog rada je sastavljen od manjih poglavlja koja c´e definirati
vazˇna svojstva ili rezultate za moj rad. Sve objasˇnjene pojmove iz uvoda
c´u koristiti kasnije u daljnjim poglavljima. Vec´inu pojmova sam susretala
na raznim kolegijima na studiju kao sˇto su Linearna algebra, Matematicˇka
analiza, Vektorski prostori, Numericˇka matematika te Numericˇke metode u
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financijskoj matematici, dok sam druge pronasˇla u literaturi koju sam koris-
tila te ih tako definirala.
U nastavku rada sam objasnila definiciju opc´enite matricˇne funkcije te
se orijentirala basˇ na funkciju drugi korijen. Veliki je izbor metoda za
izracˇun matricˇnog drugog korijena, sa sˇirokim spektrom razlicˇitih svojstava
numericˇke stabilnosti. U ovom radu sam predstavila 2 metode za izracˇun
matricˇnog drugog korijena. To su Schurova metoda i Newtonova metoda sa
nekim svojim verzijama. Osim samih metoda, dala sam analizu stabilnosti i
tocˇnosti za te metode te algoritme za izracˇun funkcije drugi korijen pomoc´u
tih metoda.
Na kraju sam dala uvid u nekoliko specijalnih matrica koje su, zbog svojih
svojstava dobre za izracˇun matricˇnog drugog korijena. Objasnila sam zasˇto
su one dobre i kako se pomoc´u njih racˇuna drugi korijen na nesˇto jednostavniji
nacˇin.
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1 Osnovni pojmovi
Prilikom definiranja opc´enite matricˇne funkcije te, specijalno, matricˇne
funkcije drugi korijen trebat c´e nam, prvenstveno, znanje o matricama i
funkcijama, a s time i o ostalim pojmovima koje c´emo susretati. Neka takva
svojstva i definicije c´u spomenuti i objasniti u narednom tekstu te c´u ih kao
takve koristiti u daljnjem pisanju. Definicije i rezultati koje c´u koristiti u
ovom radu su:
• Kazˇemo da je λ0 svojstvena vrijednost matrice A, ako postoji vektor
v 6= 0 takav da vrijedi Av = λ0v. Taj v se zove svojstveni vektor za pripadnu
vrijednost λ0.
• Karakteristicˇni polinom matrice A je definiran s kA(λ) = det(λI −A).
Nultocˇke karakteristicˇnog polinoma su svojstvene vrijednosti matrice A.
• Skup svih svojstvenih vrijednosti nazivamo spektar matrice A, a oz-
nacˇavamo ga sa σ(A).
• Minimalni polinom matrice A je normirani polinom najmanjeg stupnja
koji poniˇstava A, tj. m(A) = 0.
• Minimalni polinom m od A dijeli karakteristicˇni polinom kA.
• Minimalni polinom m od A dijeli bilo koji polinom r kojeg poniˇstava
A tj. za kojeg vrijedi r(A) = 0.
• Algebarska kratnost svojstvene vrijednosti λ0 je kratnost λ0 u karak-
teristicˇnom polinomu kA(λ), tj. l takav da kA(λ) = (λ− λ0)lp(λ), p(λ0) 6= 0.
• Geometrijska kratnost svojstvene vrijednosti λ0 je dimenzija prostora
Ker(A− λ0I), gdje Ker oznacˇava jezgru tj. Ker(A) = {v ∈ Cn : Av = 0}.
• Algebarska kratnost od λ0 je suma dimenzija od Jordanovih blokova
u kojima se λ0 pojavljuje.
• Geometrijska kratnost od λ0 je broj Jordanovih blokova u kojima se
λ0 pojavljuje.
• Matrica A se mozˇe dijagonalizirati ako i samo ako su geometrijska i
algebarska kratnost svih svojstvenih vrijednosti matrice A jednake.
• Desna poluravnina kompleksne ravnine oznacˇava dio ravnine s desne
strane imaginarne osi tj. dio ravnine gdje je realni dio kompleksnog broja
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pozitivan.
• Matrica A ∈ Rn×n je ortogonalna ako vrijedi AAT = ATA = I gdje je
AT transponirana matrica.
• Matrica A ∈ Cn×n je unitarna ako vrijedi AA∗ = I gdje je A∗ adjun-
girana matrica (transponirana i konjugirana).
• Za dvije matrice A,B ∈ Cn×n kazˇemo da su slicˇne ako postoji neka
regularna matrica S ∈ Cn×n takva da vrijedi A = S−1BS.
• Slicˇne matrice imaju jednak rang, defekt, karakteristicˇni i minimalni
polinom te svojstvene vrijednosti s jednakim algebarskim kratnostima.
• Ako je A ∈ Cn×n Hermitska pozitivno definitna matrica, onda vrijedi
xTAx > 0 za x 6= 0 te A = A∗.
Neke stvari su preopsˇirne da bi ih stavila pod gornje tocˇke tako da slijedi
par poglavlja u kojima definiram ostale vazˇne pojmove. U njima c´u osim
nekih definicija, dati i teoreme koji c´e nam pomoc´i u daljnjem razumijevanju.
1.1 Podijeljene razlike
Definicija 1.1 Podijeljene razlike funkcije f u tocˇkama xk su definirane kao:
f [xk] = f(xk)
f [xk, xk+1] =

f(xk+1)− f(xk)
xk+1 − xk xk 6= xk+1
f ′(xk+1) xk = xk+1
f [x0, . . . , xk+1] =

f [x1, . . . , xk+1]− f [x0, . . . , xk]
xk+1 − x0 x0 6= xk+1
f (k+1)(xk+1)
(k + 1)!
x0 = xk+1
1.2 Schurova dekompozicija
Zbog svojstava slicˇnih matrica, razumno je za racˇunanje svojstvenih vri-
jednosti i drugih karakteristika matrice A nac´i neke transformacije slicˇnosti
kojima c´emo dobiti matricu B takvog oblika iz kojeg c´emo laksˇe izracˇunati
svojstvene vrijednosti. Unitarna transformacija A = S∗BS je dobra u tom
slucˇaju jer se inverz unitarne matrice lako racˇuna i numericˇki je stabilna.
Schurovom dekompozicijom mozˇemo pojednostaviti matricu A.
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Teorem 1.2 Neka je A ∈ Cn×n i neka su λ1, . . . , λn svojstvene vrijednosti
od A. Tada postoji unitarna matrica Q ∈ Cn×n i gornje trokutasta matrica
T ∈ Cn×n takve da vrijedi A = QTQ∗ i tii = λi, i = 1, . . . , n. Ako je
A ∈ Rn×n i ako su sve svojstvene vrijednosti od A realne, onda je T takoder
realna i U se mozˇe odabrati da bude ortogonalna. Dekompoziciju A = QTQ∗
zovemo Schurova dekompozicija od A, a T zovemo Schurova forma od A.
Dokaz
Dokazujemo matematicˇkom indukcijom po n.
Baza: za n = 1 imamo A = QTQ∗ koja je skalar jer je T 1 × 1 matrica
pa je i gornje trokutasta te postoji Q = 1 koja je unitarna matrica (1∗ = 1).
Pretpostavka: Neka je A ∈ Cn×n i pretpostavimo da tvrdnja teorema
vrijedi za (n− 1)× (n− 1) matricu.
Korak: Promatramo svojstvenu vrijednost λ1 i njen svojstveni vektor q1
tako da vrijedi Aq1 = λ1q1, ||q1||2 = 1. Skup {q1} nadopunimo do orto-
normirane baze {q1, q2, . . . , qn} za Cn. Definirajmo ortonormiranu matricu
U2 = [q2 . . . qn] ∈ Cn×(n−1). Tada je matrica Q1 = [q1 U2] ∈ Cn×n unitarna
za koju vrijedi
Q∗1AQ1 =
[
q∗1
U∗2
] [
Aq1 AU2
]
=
[
q∗1
U∗2
] [
λ1q1 AU2
]
=
[
λ1 q
∗
1AU2
0 A2
]
gdje je A2 = U
∗
2AU2 ∈ C(n−1)×(n−1).
Iz cˇinjenice
det(A− λIn) = det(Q∗1AQ1 − λIn) = (λ1 − λ)det(A2 − λIn−1)
slijedi da su λ2, . . . , λn svojstvene vrijednosti od A2. Po pretpostavci induk-
cije postoji unitarna matrica Q2 ∈ C(n−1)×(n−1) i gornje trokutasta matrica
T2 ∈ C(n−1)×(n−1) sa λ2, . . . , λn na dijagonali takve da A2 = Q2T2Q∗2.
Definirajmo sada Q = Q1
[
1 0
0 Q2
]
∈ Cn×n za koju vrijedi sljedec´e:
Q∗Q =
[
1 0
0 Q∗2
]
Q∗1Q1
[
1 0
0 Q2
]
=
[
1 0
0 Q∗2Q2
]
=
[
1 0
0 In−1
]
= In.
Stoga je Q unitarna matrica sa svojstvom:
Q∗AQ =
[
1 0
0 Q∗2
]
Q∗1AQ1
[
1 0
0 Q2
]
=
[
1 0
0 Q∗2
] [
λ1 q
∗
1AU2
0 A2
] [
1 0
0 Q2
]
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=[
1 0
0 Q∗2
] [
λ1 q
∗
1AU2Q2
0 A2Q2
]
=
[
λ1 q
∗
1AU2Q2
0 Q∗2A2Q2
]
=
[
λ1 q
∗
1AU2Q2
0 T2
]
= T
pa tvrdnja vrijedi za n× n matricu sˇto smo i trebali pokazati.
2
1.3 Newtonova metoda
Newtonova metoda je metoda za pronalazˇenje najboljih aproksimacija
nultocˇaka neke funkcije f . U slucˇaju jedne dimenzije promatramo f : R →
R. Izaberemo pocˇetnu aproksimaciju x0 te razvijemo funkciju f u Taylorov
red u okolini tocˇke x0:
f(x) = f(x0)+f
′(x0)(x−x0)+ f
′′(x0)
2!
(x−x0)2 + · · ·+ f
(n)(x0)
n!
(x−x0)n+ ...
Zadrzˇimo se na linearnom cˇlanu. Tako smo funkciju f aproksimirali linear-
nom funkcijom
f1(x) = f(x0) + (x− x0)f ′(x0)
cˇiji graf je tangenta na graf funkcije f u x0. Rjesˇenje jednadzˇbe f1(x) =
0 oznacˇimo s x1 i definiramo x1 := x0 − f(x0)
f ′(x0)
. Ponavljajuc´i postupak
dobivamo niz x0, x1, . . . zadan rekurzivno sa xn+1 := xn− f(xn)
f ′(xn)
, n = 0, 1, . . .
Neka je α jednostruka nultocˇka od f i neka je f ∈ C2(I) na nekom
segmentu I koji sadrzˇi nultocˇku α. Ako je pocˇetna tocˇka x0 dovoljno blizu
nultocˇke α, onda je Newtonova metoda dobro definirana (f ′(xn) 6= 0) i niz
xn konvergira prema α i to (barem) kvadratno.
Newtonova metoda za sustave nelinearnih jednadzˇbi, se kao i kod jedno-
dimenzionalnog slucˇaja, dobiva pronalazˇenjem nultocˇaka afine aproksimacije
funkcije F : Rn → Rn u trenutnoj tocˇki xk. Promotrimo jednakost
F (xk + p) = F (xk) +
∫ xk+p
xk
J(z)dz,
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gdje je J = DF Jacobijeva matrica tj. za F = (f1, . . . , fn)
T je J(x)ij =
∂fi
∂xj
(x), i, j = 1, . . . , n.
U prethodnom izrazu integral aproksimiramo sa linearnim izrazom J(xk)p,
cˇime dobijemo afinu aproksimaciju M od F u perturbaciji p tocˇke xk,
Mk(xk + p) = F (xk) + J(xk)p.
Zatim trazˇimo korak sk za koji je Mk(xk + sk) = 0 te na taj nacˇin dobivamo
Newtonovu iteraciju za nasˇ sustav jednadzˇbi. Dakle, pocˇevsˇi od tocˇke x0, u
svakoj iteraciji racˇunamo
J(xk)sk = −F (xk),
xk+1 = xk + sk
sve dok nismo nasˇli zadovoljavajuc´u aproksimaciju nultocˇke.
Ovdje metoda, takoder, kvadratno konvergira ako izaberemo pocˇetnu
tocˇku x0 dovoljno blizu nultocˇke α i ako je J(α) regularna.
1.4 Kroneckerov produkt, suma i Sylveste-
rova jednakost
Definicija 1.3 Kroneckerov produkt od A ∈ Cm×n i B ∈ Cp×q je blok
matrica
A⊗B =
a11B . . . a1nB... . . . ...
am1B . . . amnB
 ∈ Cmp×nq.
Definicija 1.4 V ec operator slazˇe stupce matrice u jedan dugacˇak vektor.
Ako je
A =

a11 a12 . . . a1n
a21 a22 . . . a2n
...
. . . . . .
...
am1 am2 . . . amn
 ,
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onda je
vec(A) =

a11
...
am1
a12
...
am2
...
a1n
...
amn

.
Vrijedi: vec(AXB) = (BT ⊗ A)vec(X).
Propozicija 1.5 Ako A ∈ Cn×n ima svojstvene vrijednosti λr, a B ∈ Cm×m
µs tada vrijedi
σ
( k∑
i,j=1
cijA
i ⊗Bj
)
=
k∑
i,j=1
cijλ
i
rµ
j
s , r = 1, . . . , n, s = 1, . . . ,m.
Definicija 1.6 Kroneckerova suma od A ∈ Cm×m i B ∈ Cn×n je A ⊕ B =
A⊗ In + Im ⊗B.
Definicija 1.7 Sylvesterova jednakost je linearna matricˇna jednakost
AX −XB = C,
gdje su A ∈ Rm×m, B ∈ Rn×n, C ∈ Rm×n dane, dok X ∈ Rm×n treba
odrediti.
Propozicija 1.8 Primjenimo li vec operator na Sylvesterovu jednakost, mozˇemo
ju pisati i kao
(In ⊗ A−BT ⊗ Im)vec(X) = vec(C).
Dokaz:
Zbog vec(AXB) = (BT ⊗ A)vec(X) imamo
vec(AX) = vec(AXIn) = (I
T
n ⊗ A)vec(X)
vec(XB) = vec(ImXB) = (B
T ⊗ Im)vec(X)
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iz cˇega slijedi
AX −XB = C / vec
vec(AX)− vec(XB) = vec(C)
(ITn ⊗ A)vec(X)− (BT ⊗ Im)vec(X) = vec(C)
(In ⊗ A−BT ⊗ Im)vec(X) = vec(C).
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1.5 Matricˇna norma
Definicija 1.9 Matricˇna norma na Cm×n je funkcija || || : Cm×n → R koja
zadovoljava slijedec´e uvijete:
1. ||A|| ≥ 0.
2. ||A|| = 0 ako i samo ako A = 0.
3. ||αA|| = |α| ||A|| za sve α ∈ R, A ∈ Cm×n.
4. ||A+B|| ≤ ||A||+ ||B|| za sve A,B ∈ Cm×n.
Definicija 1.10 Neka je A ∈ Cm×n. Vrste matricˇnih normi su:
• 1−norma: ||A||1 = max
1≤j≤n
m∑
i=1
|aij|.
• Spektralna (2−norma): ||A||2 =
√
ρ(A∗A) gdje je
ρ(A) = max{|λ| : λ ∈ σ(A)}.
• Frobeniusova norma: ||A||F =
√
tr(A∗A).
• ∞−norma: ||A||∞ = max
1≤i≤m
n∑
j=1
|aij|.
Definicija 1.11 Neka su A ∈ Cm×n i B ∈ Cn×p. Ako vrijedi ||AB|| ≤
||A|| ||B|| za sve matrice A,B onda je ta norma konzistentna.
Norme iz definicije 1.10 su konzistentne, a medusobno su ekvivalentne s
nekim konstantnim faktorom
(||A||p ≤ αpq||A||q), αpq = const. Zbog toga
vrijede slijedec´e propozicije.
Propozicija 1.12 Za bilo koju konzistentnu normu i matrice A ∈ Cr×m,
B ∈ Cm×n i C ∈ Cn×s vrijedi ||ABC|| ≤ ||A||2||B||||C||2.
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Propozicija 1.13 Za bilo koju normu i matrice A ∈ Cm×m i B ∈ Cn×n
vrijedi ||A⊗B|| = ||A|| ||B|| i ||A⊕B|| ≤ ||A||+ ||B||.
Norma || || se odnosi na neku od normi opisanih u definiciji 1.10. Dok
nije tocˇno naznacˇeno o kojoj normi se radi, smatramo da ta tvrdnja vrijedi
za bilo koju od tih opisanih.
1.6 Definicija matricˇne funkcije
Definicija 1.14 Neka je A ∈ Cn×n, Z regularna matrica, n, p prirodni bro-
jevi te n = m1 + · · ·+mp. Matrica A izrazˇena u Jordanovoj kanonskoj formi
je
A = ZJZ−1 = Zdiag(J1, . . . , Jp)Z−1,
gdje je
Ji = Ji(λi) =

λi 1 0
0 λi
. . . 0
... 0
. . . 1
. . . 0 λi
 ∈ Cmi×mi , i = 1, . . . , p.
Ji se naziva Jordanov blok, a J je jedinstvena do na raspored blokova Ji.
Definicija 1.15 Neka su svojstvene vrijednosti λ1, . . . , λs, s ≤ p sve medusobno
razlicˇite te neka nk oznacˇava velicˇinu najvec´eg Jordanovog bloka u kojem se
pojavljuje λk. Za funkciju f kazˇemo da je definirana na spektru od A ako
postoje vrijednosti f (j)(λj), j = 0, . . . , nk − 1, k = 1, . . . , s.
U mom radu pod matricˇnom funkcijom c´u podrazumijevati skalarnu funk-
ciju f koja djeluje na matricu A ∈ Cn×n i preslikava ju u f(A). Ta f(A)
c´e biti matrica istih dimenzija kao i A. Primarna matricˇna funkcija je ona
koja c´e slijediti iz slijedec´e definicije, dok je neprimarna ona koju nije moguc´e
izraziti preko te definicije. Ima viˇse razlicˇitih definicija matricˇnih funkcija.
Ja c´u se osloniti na slijedec´u definiciju:
Definicija 1.16 Neka je f definirana na spektru od A ∈ Cn×n te neka A
ima Jordanovu kanonsku formu. Tada definiramo
f(A) := Zf(J)Z−1 = Zdiag(f(Ji))Z−1,
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gdje je
f(Ji) :=

f(λi) f
′(λi) . . .
f (mi−1)(λi)
(mi − 1)!
0 f(λi)
. . .
...
... 0
. . . f ′(λi)
. . . 0 f(λi)
 .
Napomena 1.17 Primijetimo da ako jeA dijagonalizabilna, Jordanova forma
od A se reducira na A = ZDZ−1 = Zdiag(λi)Z−1 gdje stupci od Z pred-
stavljaju svojstvene vektore od A. Tada bi se definicija 1.16 prilagodila kao
f(A) := Zf(D)Z−1 = Zdiag(f(λi))Z−1. Nadalje, za dijagonalizabilne ma-
trice, f(A) ima iste svojstvene vektore kao i matrica A i svojstvene vrijednosti
od f(A) se racˇunaju tako da se primjeni f na svojstvene vrijednosti od A.
Slijedi alternativna definicija definiciji 1.16.
Definicija 1.18 Neka je funkcija f definirana na spektru od A ∈ Cn×n i mA
minimalan polinom od A te neka ni oznacˇava velicˇinu najvec´eg Jordanovog
bloka u kojem se pojavljuje svojstvena vrijednost λi od A. Tada definiramo
f(A) := p(A)
gdje je p polinom stupnja manjeg od deg(mA) =
s∑
i=1
ni koji zadovoljava
interpolacijske uvijete
p(j)(λi) = f
(j)(λi),
j = 0, . . . , ni − 1, i = 1, . . . , s. Takav p je jedinstven i zove se Hermitski
interpolacijski polinom.
Teorem 1.19 Neka su z i q polinomi te A ∈ Cn×n. Vrijedi: z(A) = q(A)
ako i samo ako z i q poprimaju iste vrijednosti na spektru od A.
Dokaz:
⇒ Neka je z(A) = q(A). Tada vrijedi r(A) := z(A) − q(A) = 0 pa je r
polinom poniˇsten matricom A. Vrijedi
m(t) =
s∏
i=1
(t− λi)ni , (1.1)
gdje su za λi, i = 1, . . . , s svojstvene vrijednosti od A, a ni oznacˇava velicˇinu
najvec´eg Jordanovog bloka u kojem se pojavljuje svojstvena vrijednost λi.
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Ocˇito je da je m jednak 0 na spektru od A jer m(λi) = 0, ∀ i = 1, . . . , s.
Buduc´i da minimalni polinom m od A dijeli polinom r kojeg poniˇstava A,
tada i r poprima vrijednost 0 na spektru od A pa slijedi da z i q poprimaju
iste vrijednosti na spektru od A.
⇐ Neka z i q poprimaju iste vrijednosti na spektru od A. Definiramo
d := z − q. Tada je d jednak 0 na spektru od A jer d(λi) = z(λi)− q(λi) = 0
pa ga m dan iznad u dokazu (1.1) mora dijeliti.
Vrijedi
z(A)− q(A) = d(A) = m(A)p(A) = 0
za neki polinom p pa je
z(A) = q(A).
2
Naredni teorem pokazuje da su gornje dvije definicije matricˇne funkcije
ekvivalentne.
Teorem 1.20 Definicija 1.16 i definicija 1.18 su ekvivalentne.
Dokaz
Definicija 1.18 kazˇe da f(A) = p(A) gdje je p Hermitski interpolacij-
ski polinom koji zadovoljava interpolacijske uvijete p(j)(λi) = f
(j)(λi), j =
0, . . . , ni − 1, i = 1, . . . , s, za λi svojstvene vrijednosti od A. Ako A ima
Jordanovu formu definiranu u 1.14, onda zbog osnovnih svojstava matricˇnih
polinoma vrijedi
f(A) = p(A) = p(ZJZ−1) = Zp(J)Z−1 = Zdiag(p(Ji))Z−1.
Specijalno, za p(x) = xn vrijedi:
p(Ji) = J
n
i =

λni nλ
n−1
i . . .
n···(n−mi+2)
(mi−1)! λ
n−mi+1
i
0 λni . . .
n···(n−mi+3)
(mi−2)! λ
n−mi+2
i
... . . .
. . .
...
0 0
. . . nλn−1i
0 0 . . . λni

=
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=
p(λi) p
′(λi)
p”(λi)
2
. . . p
(mi−1)(λi)
(mi−1)!
0 p(λi) p
′(λi) . . .
p(mi−2)(λi)
(mi−2)!
... . . .
. . . . . .
...
0 0 0
. . . p′(λi)
0 0 0 . . . p(λi)

Buduc´i da gornja jednakost vrijedi za proizvoljan polinom, vrijedi i za
opc´eniti Hermiteov polinom. Zbog uvjeta interpolacije zakljucˇujemo da vri-
jedi
p(Ji) = f(Ji)
pa su definicije ekvivalentne.
2
Teorem 1.21 Neka je funkcija f definirana na spektru od A ∈ Cn×n. Tada
vrijedi:
1) f(A) komutira s A
2) f(AT ) = f(A)T
3) f(XAX−1) = Xf(A)X−1
4) svojstvene vrijednosti od f(A) su f(λi), gdje su λi svojstvene vrijed-
nosti od A
5) ako X komutira s A, onda komutira i s f(A)
6) ako je A = [Aij] blok trokutasta matrica, onda je F = f(A) blok
trokutasta matrica sa istom strukturom kao i A i vrijedi Fii = f(Aii)
7) ako je A = diag(A11, . . . , Amm) blok dijagonalna matrica, onda je
f(A) = diag(f(A11), . . . , f(Amm))
8) f(Im ⊗ A) = Im ⊗ f(A)
9) f(A⊗ Im) = f(A)⊗ Im
Dokaz
1) Definicija 1.18 govori da je f(A) polinom od A, p(A). Tada vrijedi
f(A)A = p(A)A = Ap(A) = Af(A).
2) f(A)T = p(A)T = p(AT ) = f(AT ) gdje zadnja jednakost slijedi iz
tvrdnje da su vrijednosti od f na spektru od A iste kao i vrijednosti od f na
spektru od AT pa mozˇemo koristiti definiciju 1.18.
3) Slijedi direktno iz definicije 1.16 jer
f(XAX−1) = f(XZJZ−1X−1) = XZf(J)Z−1X−1 = Xf(A)X−1.
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4) Slijedi direktno iz definicije 1.16 jer je dijagonalna blok matrica u
rastavu f(A) definirana sa f(λi) na dijagonali sˇto daje svojstvene vrijednosti
od f(A).
5) Slijedi pomoc´u definicije 1.18: Xf(A) = Xp(A) = p(A)X = f(A)X
gdje druga jednakost vrijedi zbog toga sˇto X komutira s A.
6) f(A) = p(A) je ocˇito blok trokutasta matrica jer je p(A) blok troku-
tasta i i-ti dijagonalni blok je p(Aii). Jer p interpolira f na spektru od A,
interpolira i na spektru od svakog bloka Anii i vrijedi p(Aii) = f(Aii).
7) Slijedi iz 6) za specijalnu A = diag(A11, . . . , Amm).
8) Slijedi iz 7) jer Im ⊗ A = diag(A, . . . , A) pa je
f(Im ⊗ A) = f(diag(A, . . . , A)) = diag(f(A), . . . , f(A)) = Im ⊗ f(A).
9) Pomoc´u 8) imamo A⊗B = Π(B ⊗A)ΠT za permutacijsku matricu Π
(matrica dobivena tako sˇto su retci jedinicˇne matrice permutirani tako da u
svakom retku i stupcu ima tocˇno jednu jedinicu, ostalo su nule) i vrijedi
f(A⊗Im) = f(Π(Im⊗A)ΠT ) = Πf(Im⊗A)ΠT = Π(Im⊗f(A))ΠT = f(A)⊗Im.
2
Matricˇne funkcije se uglavnom primjenjuju za rjesˇavanje nelinearnih sus-
tava jednadzˇbi, g(X) = A. Razlikujemo primarne i neprimarne matricˇne
funkcije.
Definicija 1.22 Neka je λ svojstvena vrijednost algebarske kratnosti k. Oz-
nacˇimo ih sa λ(1), . . . , λ(k). Primarna matricˇna funkcija f preslikava te svoj-
stvene vrijednosti iz razlicˇitih Jordanovih blokova u istu vrijednost tj. f(λ(1)) =
f(λ(2)) = · · · = f(λ(k)).
Definicija 1.23 Neka je λ svojstvena vrijednost algebarske kratnosti k. Oz-
nacˇimo ih sa λ(1), . . . , λ(k). Neprimarna matricˇna funkcija g preslikava te
svojstvene vrijednosti iz razlicˇitih Jordanovih blokova u razlicˇite vrijednosti
za neke i 6= j, i, j = 1, . . . , k.
Primarne matricˇne funkcije se mogu dobiti iz definicija 1.16 i 1.18. Za
razliku od primarnih matricˇnih funkcija, neprimarne funkcije nije moguc´e
izraziti preko matricˇnih polinoma, no, moguc´e je nac´i neke neprimarne ma-
tricˇne funkcije pomoc´u definicije 1.16.
U vec´ini slucˇajeva primarna matricˇna funkcija je od interesa te se sva
teorija i metode oslanjaju na nju. U daljnjem radu, ako se ne kazˇe drugacˇije,
f(A) oznacˇava primarnu matricˇnu funkciju.
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1.7 Broj uvjetovanosti
Slijedec´a definicija nam objasˇnjava znacˇenje simbola O(||E||) ili o(||E||),
za neku matricu E, sˇto c´u koristiti cˇesto u daljnjem radu.
Definicija 1.24 Neka su X i E proizvoljne matrice. Tada oznaka X =
O(||E||) oznacˇava ||X|| ≤ c||E||, za neku konstantu c i za sve dovoljno male ||E||,
dok X = o(||E||) oznacˇava da ||X||||E|| → 0, ako E → 0.
Jedan rezultat koji c´u koristiti u daljnjem radu navodim u slijedec´oj pro-
poziciji.
Propozicija 1.25 Ako je X regularna i ||X−1E|| < 1 tada je X + E regu-
larna i (X + E)−1 = X−1 −X−1EX−1 +O(||E||2).
Dokaz
Neka je X+E = X(I+X−1E). Vidimo da je regularnost X+E osigurana
ako pokazˇemo da je I +X−1E regularna matrica. Zbog uvjeta ||X−1E|| < 1
vrijedi da σ(I +X−1E) = 1 + σ(X−1E) ne sadrzˇi nulu pa mozˇemo zakljucˇiti
da je I +X−1E regularna, a s time i X + E.
Koristec´i Taylorov razvoj funkcije f(y) =
1
1− y dobijemo
1
1− y =
∞∑
n=0
yn,
za |y| < 1. Prenesemo li to na matrice, imamo
(I − Y )−1 =
∞∑
n=0
Y n = I + Y + Y 2 + . . .
za ||Y || < 1.
Sada dobijemo
(X + E)−1 = (X(I +X−1E))−1
= (I +X−1E)−1X−1
= (I − (−X−1E))−1X−1
= (I −X−1E + (−X−1E)2 + . . . )X−1
= X−1 −X−1EX−1 +O(||E||2).
2
Razlikujemo relativni i apsolutni broj uvjetovanosti. Ukoliko je broj uvje-
tovanosti velik kazˇemo da je funkcija losˇe uvjetovana, u suprotnom je dobro
uvjetovana.
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Definicija 1.26 Relativni broj uvjetovanosti za funkciju f : R→ R defini-
ramo kao
condrel(f, x) := lim sup
→0
|∆x|≤|x|
∣∣∣∣f(x+ ∆x)− f(x)f(x)
∣∣∣∣.
On racˇuna koliko neke male promjene u ulaznim podacima mogu utjecati
na vrijednost funkcije, a da su pri tome obje velicˇine mjerene u relativnim
velicˇinama.
Da bi pojednostavili definiciju, pretpostavimo da je f dva puta diferencija-
blina. Iz teorema srednje vrijednosti slijedi, za θ ∈< 0, 1 >:
f(x+ ∆x)− f(x) = f ′(x)∆x+ f
′′(x+ θ∆x)
2!
∆x2
f(x+ ∆x)− f(x) = f ′(x)∆x+O(∆x2)
f(x+ ∆x)− f(x)
f(x)
=
(
xf ′(x)
f(x)
)
∆x
x
+O(∆x2)
f(x+ ∆x)− f(x)
f(x)
=
(
xf ′(x)
f(x)
)
∆x
x
+
O(∆x2)

⇒
∣∣∣∣f(x+ ∆x)− f(x)f(x)
∣∣∣∣ = ∣∣∣∣(xf ′(x)f(x)
)
∆x
x
+
O(∆x2)

∣∣∣∣
≤
∣∣∣∣xf ′(x)f(x) ∆xx
∣∣∣∣+ ∣∣∣∣O(∆x2)
∣∣∣∣
≤
∣∣∣∣xf ′(x)f(x)
∣∣∣∣  + O(2)
=
∣∣∣∣xf ′(x)f(x)
∣∣∣∣+O()
gdje prva nejednakost vrijedi zbog nejednakosti trokuta, druga jer je  jednak
sup
|∆x|≤|x|
|∆x|
|x| , a zadnja jednakost jer je
O(2)

= O().
Dakle, vrijedit c´e
condrel(f, x) = lim sup
→0
|∆x|≤|x|
∣∣∣∣f(x+ ∆x)− f(x)f(x)
∣∣∣∣ = ∣∣∣∣xf ′(x)f(x)
∣∣∣∣
Definiciju relativnog broja uvjetovanosti mozˇemo primijeniti na matricˇne
funkcije.
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Definicija 1.27 Neka je f : Cn×n → Cn×n matricˇna funkcija. Relativni
broj uvjetovanosti za matricˇnu funkciju f definiramo kao
condrel(f,X) := lim sup
→0
||E||≤||X||
||f(X + E)− f(X) ||
 ||f(X)|| ,
gdje je norma u izrazu bilo koja matricˇna norma.
Kao sˇto sam definirala relativni broj uvjetovanosti, prvo za obicˇnu funkciju
pa nakon toga za matricˇnu, isto mogu ucˇiniti i za apsolutni broj uvjetova-
nosti. No, posˇto se u radu orijentiram na matricˇne funkcije iznosim definiciju
primijenjenu na matricˇne funkcije.
Definicija 1.28 Neka je f : Cn×n → Cn×n matricˇna funkcija. Apsolutni
broj uvjetovanosti za matricˇnu funkciju f definiramo kao
condabs(f,X) := lim sup
→0
||E||≤
||f(X + E)− f(X) ||

.
On racˇuna koliko neke male promjene u ulaznim podacima mogu utjecati
na vrijednost funkcije, a da su pri tome obje velicˇine mjerene u apsolutnim
velicˇinama.
Napomena 1.29 Primijetimo da vrijedi
condrel(f,X) = lim sup
→0
||E||≤||X||
||f(X + E)− f(X) ||
||f(X)||
= lim sup
→0
||E||≤||X||
||f(X + E)− f(X) ||

1
||f(X)||
= lim sup
→0
||E||≤||X||
||f(X + E)− f(X) ||
 ||X||
||X||
||f(X)||
= lim sup
η→0
||E||≤η
||f(X + E)− f(X) ||
η
||X||
||f(X)||
= condabs(f,X)
||X||
||f(X)||
pa se ova dva broja razlikuju samo za neki konstantni faktor.
Obicˇno je relativni broj uvjetovanosti zanimljiviji za proucˇavanje, no rezultati
se uglavnom izrazˇavaju preko apsolutnog broja.
Spomenimo josˇ jednu mjeru koju c´emo koristiti kako bi odredili koliko je
neka funkcija osjetljiva na promjene.
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Definicija 1.30 Uzmimo matricu X ∈ Cn×n i pertubiramo ju kao X˜ =
X + E za ||E|| → 0. Relativni rezidual definiramo kao
||f(X)− f(X˜)||
||f(X)||
za bilo koju normu.
1.8 Fre´chetova derivacija
Definicija 1.31 Fre´chetova derivacija matricˇne funkcije f : Cn×n → Cn×n
u tocˇki X ∈ Cn×n je linearno preslikavanje iz Cn×n → Cn×n, E → L(X,E),
takvo da za svaki E ∈ Cn×n vrijedi
f(X + E)− f(X)− L(X,E) = o(||E||).
L(X,E) se cˇita kao Fre´chetova derivacija od f u X u smjeru E. Ako ne
izrazˇavamo odreden smjer piˇsemo samo L(X). U slucˇaju n = 1 imamo
trivijalno L(x, e) = f ′(x)e.
Definicija 1.32 Definiramo normu Fre´chetove derivacije kao
||L(X)|| = max
Z 6=0
||L(X,Z)||
||Z|| .
Teorem 1.33 Apsolutni i relativni broj uvjetovanosti je dan kao:
condabs(f,X) = ||L(X)||
condrel(f,X) =
||L(X)|| ||X||
||f(X)||
Dokaz
Iz definicije apsolutnog broja uvjetovanosti 1.28 i definicije Fre´chetove
derivacije 1.31 te koriˇstenja linearnosti preslikavanja L slijedi:
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condabs(f,X) = lim sup
→0
||E||≤
||f(X + E)− f(X) ||

= lim sup
→0
||E||≤
∣∣∣∣∣∣∣∣L(X,E) + o(||E||)
∣∣∣∣∣∣∣∣
= lim sup
→0
||E||≤
∣∣∣∣∣∣∣∣L(X, E
)
+
o(||E||)

∣∣∣∣∣∣∣∣
= sup
||Z||≤1
||L(X,Z)||
= max
||Z||≤1
||L(X,Z)||
= ||L(X)||
Superior mozˇe biti zamijenjen s maksimum jer radimo na kompaktnom skupu,
a maksimum c´e se postic´i na rubu u ||Z|| = 1 iz cˇega pomoc´u definicije norme
Fre´chetove derivacije 1.32 slijedi tvrdnja za apsolutni broj. Sada iz napomene
1.29 lako dobijemo tvrdnju za relativni broj:
condrel(f,X) = condabs(f,X)
||X||
||f(X)|| = ||L(X)||
||X||
||f(X)|| .
2
Svojstva Fre´chetove derivacije:
1) Ako su g i h Fre´chet diferencijabilne u A, tada je i f = αg+βh Fre´chet
diferencijabilna u A i vrijedi
Lf (A,E) = αLg(A,E) + βLh(A,E).
2) Ako su g i h Fre´chet diferencijabilne u A, tada je i f = gh Fre´chet
diferencijabilna u A i vrijedi
Lf (A,E) = Lg(A,E)h(A) + g(B)Lh(A,E).
3) Neka su h i g Fre´chet diferencijabilne u A i h(A), respektivno te neka
je f = g ◦ h. Tada je f Fre´chet diferencijabilna u A i vrijedi Lf = Lg ◦ Lh
sˇto je
Lf (A,E) = Lg(h(A), Lh(A,E))
.
4) Neka f i f−1 obje postoje i neprekidne su u okolini X i f(X), respek-
tivno i neka Lf postoji i regularna je u X. Tada postoji i Lf−1 u Y = f(X)
i vrijedi
Lf−1(Y,E) = L
−1
f (X,E)
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sˇto je ekvivalentno Lf (X,Lf−1(Y,E)) = E. Nadalje, vrijedi ||Lf−1(Y )|| =
||L−1f (X)||.
5) Neka je f 2n−1 puta neprekidno diferencijabilna na D. Za X ∈ Cn×n
sa spektrom na D, Fre´chetova derivacija Lf (X,E) postoji i neprekidna je u
varijablama X i E.
6) Svojstvene vrijednosti Fre´chetove derivacije Lf uX su dane kao f [λi, λj],
i, j = 1, . . . , n gdje su λi svojstvene vrijednosti od X.
Pretpostavljajuc´i da vrijede gornja svojstva Fre´chetove derivacije mozˇemo
istaknuti neka ogranicˇenja za brojeve uvjetovanosti.
Definicija 1.34 Neka je λ svojstvena vrijednost i E odgovarajuc´i svojstveni
vektor od L(X). Tada je L(X,E) = λE i vrijedi (iz definicije 1.32),
||L(X)|| ≥ λ.
Teorem 1.35 Za bilo koju normu vrijedi:
condabs(f,X) ≥ max
λ,µ∈σ(X)
|f [λ, µ]|.
Dokaz
Iz teorema 1.33 slijedi da je condabs(f,X) = ||L(X)|| pa iz definicije
1.34 vidimo da je apsolutni broj uvjetovanosti ogranicˇen odozdo svojstvenom
vrijednosˇc´u Fre´chetove derivacije α:
condabs(f,X) = ||L(X)|| ≥ α.
Nakon sˇto djelujemo apsolutnom vrijednosˇc´u na izraz te maksimiziramo po
svim svojstvenim vrijednostima Fre´chetove derivacije αi, i = 1, . . . , n i na
kraju iskoristimo svojstvo 6) iz gornjih svojstava Fre´chetove derivacije dobi-
jemo
condabs(f,X) ≥ max
αi∈σ(L(X))
|αi| = max
λ,µ∈σ(X)
|f [λ, µ]|.
2
Teorem nam govori kako mozˇemo ogranicˇiti apsolutni broj uvjetovanosti
odozdo. Uz josˇ neke specijalne uvijete mogli bi ga ogranicˇiti i odozgo sa
istom granicom tako da bi imali
condabs(f,X) = max
λ,µ∈σ(X)
|f [λ, µ]|.
No, to vrijedi samo za neke odredene matrice pa nije prakticˇno za koriˇstenje.
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1.9 Stabilnost iteracija i granica tocˇnosti
Sa Li(X) oznacˇavamo i-tu kompoziciju Fre´chetove derivacije L u X. (npr.
L3(X,E) = L( X,L(X,L(X,E))) ).
Definicija 1.36 Neka je Xk+1 = g(Xk) iteracija s fiksnom tocˇkom X. Pret-
postavimo da je g Fre´chet diferencijabilna u X. Iteracija je stablina u oko-
lini od X ako je Fre´chetova derivacija Lig(X) ogranicˇena, tj. postoji kons-
tanta c takva da ||Lig(X)|| ≤ c, ∀ i. (Ako je E odreden, onda vrijedi
||Lig(X,E)|| ≤ c||E||, ∀ i)
Neka je X0 = X + E0, gdje je E0 proizvoljan s dovoljno malom normom
te neka su zadani kao Ek := Xk−X. Tada po definiciji Fre´chetove derivacije
1.31 slijedi
Xk = g(Xk−1) = g(X + Ek−1) = g(X) + Lg(X,Ek−1) + o(||Ek−1||).
Za fiksnu tocˇku X (g(X) = X) vrijedi
Ek = Xk−X = g(X)+Lg(X,Ek−1)+o(||Ek−1||)−X = Lg(X,Ek−1)+o(||Ek−1||),
iz cˇega slijedi
Ek = Lg(X,Ek−1) + o(||Ek−1||)
= Lg
(
X,Lg(X,Ek−2) + o(||Ek−2||)
)
+ o(||Ek−1||)
= Lg
(
X,Lg(X,Ek−2)
)
+ Lg
(
X, o(||Ek−2||)
)
+ o(||Ek−1||)
= L2g(X,Ek−2) + Lg
(
X, o(||Ek−2||)
)
+ o(||Ek−1||)
= L2g
(
X,Lg(X,Ek−3) + o(||Ek−3||)
)
+ Lg
(
X, o(||Ek−2||)
)
+ o(||Ek−1||)
= L3g(X,Ek−3) + L
2
g
(
X, o(||Ek−3||)
)
+ Lg
(
X, o(||Ek−2||)
)
+ o(||Ek−1||)
= . . .
= Lkg(X,E0) +
k−1∑
i=0
Lig
(
X, o(||Ek−1−i||)
)
pa za stablinu iteraciju vrijedi
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||Ek|| ≤ ||Lkg(X,E0)||+
k−1∑
i=0
||Lig
(
X, o(||Ek−1−i||)
)||
= ||Lkg(X)|| ||E0||+
k−1∑
i=0
||Lig(X)|| ||o(||Ek−1−i||)||
≤ c||E0||+
k−1∑
i=0
c o(||Ek−1−i||)
≤ c||E0||+ kc o(||E0||).
Dakle, definicija 1.36 osigurava da u stabilnoj iteraciji dovoljno male gresˇke
(definirane kao odmak od fiksne tocˇke) ogranicˇene.
Slijedec´a propozicija nam daje korisnu cˇinjenicu za stabilnu iteraciju.
Propozicija 1.37 Linearni operator na Cn×n ima ogranicˇene potencije ako
je njegov spektralni radijus manji od 1.
Dokaz
Neka je δ−1A = XJX−1 = X(δ−1D+M)X−1 Jordanova kanonska forma
od δ−1A, gdje je δ > 0, D = diag(λi), λi svojstvene vrijednosti matrice A i
M nedijagonalan dio Jordanove forme. Tada
A = X(D + δM)X−1
pa je Ak = X(D + δM)kX−1 i vrijedi
||Ak||p = ||X(D+δM)kX−1||p = ||X||p||X−1||p||D+δM ||kp ≤ κp(X)(ρ(A)+δ)k
za bilo koju p = 1, 2, ili ∞ normu. Ako je ρ(A) < 1 mozˇemo izabrati δ > 0
takav da ρ(A) + δ < 1 i ||Ak||p je ogranicˇen za svaki k.
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Definicija 1.38 Za Fre´chetovu derivaciju Lg(X) kazˇemo da je idempotentna
ako vrijedi
L2g(X,E) = Lg(X,Lg(X,E)) = Lg(X,E).
Napomena 1.39 Ukoliko je Fre´chetova derivacija idempotentna, tada je
svaka i-ta kompozicija jednaka basˇ Lg(X,E), iz cˇega slijedi da je norma
svake i-te kompozicije ogranicˇena ||Lg(X)||.
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Definicija 1.40 Neka je Xk+1 = g(Xk) iteracija s fiksnom tocˇkom X i pret-
postavimo da je g Fre´chet diferencijabilna u X. Relativna granica tocˇnosti te
iteracije je definirana kao u||Lg(X)||, gdje u oznacˇava jedinicu zaokruzˇivanja
gresˇke.
Granicu tocˇnosti mozˇemo smatrati kao najmanju pogresˇku koju mozˇemo
ocˇekivati da c´emo postic´i u aritmetici pomicˇne tocˇke jednom kada iteracija
ude u O(u) okolinu fiksne tocˇke. Ona je asimptoticˇko svojstvo.
Dok se stabilnost podudara sa ogranicˇenosti potencija od Lg(X), sˇto ovisi
jedino o svojstvenim vrijednostima od Lg(X), granica tocˇnosti ovisi o normi
Lg(X) pa dvije stabilne iteracije mogu imati dosta razlicˇitu granicu tocˇnosti.
Nestabilna iteracija mozˇe nikad ne postic´i svoju granicu tocˇnosti jer ju nes-
tabilnost mozˇe sprijecˇiti da dosegne podrucˇje oko rjesˇenja cˇiju velicˇinu mjeri
granica tocˇnosti.
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2 Matricˇna funkcija drugi kori-
jen
Kao sˇto sam i prije spomenula, matricˇne funkcije se uglavnom primje-
njuju za rjesˇavanje nelinearnih sustava jednadzˇbi, f(X) = A. U mom slucˇaju
funkcija je f = 2. Svako rjesˇenje od X2 = A c´emo zvati drugim korijenom
od A.
Razliku primarnih i neprimarnih matricˇnih funkcija spomenutih u defini-
cijama 1.22 i 1.23 c´u pokazati na slijedec´em primjeru.
Primjer 2.1 Pretpostavimo da zˇelimo nac´i druge korijene od
A = I2 =
[
1 0
0 1
]
.
Rjesˇavamo jednadzˇbu X2 = A. Dvostruka svojstvena vrijednost matrice A
je 1.
Kada uzmemo f(t) =
√
t, interpolacijski uvjeti iz definicije 1.18 gdje je
s = 1 i n1 = 1 daju p(1) =
√
1. Interpolacijski polinom je onda p(t) = 1 ili
p(t) = −1, sˇto se odnosi na dva druga korijena od 1 te daje I i −I kao druge
korijene od A. Primijetimo, oba ova druga korijena su polinomi od A.
Pogledamo li definiciju 1.16, matrica A je vec´ u Jordanovoj formi sa dva
1× 1 Jordanova bloka svojstvene vrijednosti 1. Dakle, imamo
f(A) = Zdiag(f(Ji))Z
−1 = Zdiag(f(1))Z−1
iz cˇega slijedi
f(A) =
{
ZIZ−1, f(1) = 1
Z(−I)Z−1, f(1) = −1 =
{
I, f(1) = 1
−I, f(1) = −1
pa ta definicija takoder daje prethodno izracˇunata dva druga korijena. Ovdje
smo koristili primarnu matricˇnu funkciju.
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No, to ipak nisu sva rjesˇenja. Koristec´i neprimarnu matricˇnu funkciju
dobivamo josˇ neka rjesˇenja. Pogledajmo josˇ dva druga korijena nasˇe matrice
A: [−1 0
0 1
]
,
[
1 0
0 −1
]
.
Njih dobijemo kada funkcija od dvije svojstvene vrijednosti 1 daje razlicˇite
druge korijene −1 i 1. Po definiciji 1.16, jer je A = ZIZ−1 Jordanova kanon-
ska forma za proizvoljnu regularnu matricu Z, postoje drugi korijeni oblika
Z
[−1 0
0 1
]
Z−1, Z
[
1 0
0 −1
]
Z−1.
Vidimo da drugih korijena zapravo ima beskonacˇno mnogo.
Primjer 2.2 Nije moguc´e sve neprimarne matricˇne funkcije izraziti iz Jor-
danove forme kao gore. Npr.
A =
[
0 0
0 0
]
ima drugi korijen
X =
[
0 1
0 0
]
,
a X je Jordanov blok vec´i od 1 × 1 Jordanovih blokova od A. Ovaj pri-
mjer takoder pokazuje da neprimarne funkcije mogu imati isti spektar kao
i primarne pa neprimarna funkcija ne mozˇe biti prepoznata gledajuc´i samo
spektar.
2.1 Postojanje drugog korijena
Ako je A regularna ili singularna sa svojstvenom vrijednosti nula koja
ima istu algebarsku i geometrijsku kratnost, tada je funkcija drugi korijen
definirana na spektru od A te primarni drugi korijen postoji. Primijetimo da
ako svojstvena vrijednost ima istu algebarsku i geometrijsku kratnost onda
se pojavljuje jedino u Jordanovim blokovima velicˇine 1× 1.
Ako je A singularna sa svojstvenom vrijednosti nula koja nema istu alge-
barsku i geometrijsku kratnost, tada, iako ne mora imati primarnih drugih
korijena, mozˇe imati neprimarnih.
Postojanje drugog korijena bilo koje vrste mozˇe biti okarakterizirano
preko jezgre potencija matrice A. Slijede dva iskaza teorema o postojanju
drugog korijena.
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Teorem 2.3 Matrica A ∈ Cn×n ima drugi korijen ako i samo ako u nizu
cijelih brojeva d1, d2, . . . definirani kao di = dim(Ker(A
i))−dim(Ker(Ai−1))
niti jedna dva broja nisu isti neparan cijeli broj.
Primjer 2.4 Neka je J ∈ Cm×m Jordanov blok svojstvene vrijednosti nula.
J =

0 1 0
0 0
. . . 0
... 0
. . . 1
. . . 0 0
 , J2 =

0 0 1
0 0
. . . 1
... 0
. . . 0
. . . 0 0
 , . . . , Jm =

0 0 . . . 1
0 0
. . . 0
... 0
. . . 0
. . . 0 0

dim(Ker(J0)) = 0, dim(Ker(J1)) = 1, . . . , dim(Ker(Jm)) = m.
Slijedi da je niz cijelih brojeva di jednak 1 1 . . . 1 0 0 0 . . . pa po teoremu 2.3
zakljucˇujemo da ne postoji drugi korijen ove matrice osim ako nije m = 1.
Primjer 2.5 Neka je zadana matrica A =
0 1 00 0 0
0 0 0
 .
Slijedi Ai =
0 0 00 0 0
0 0 0
 , i = 2, 3, . . .
Niz cijelih brojeva di je 2 1 0 0 . . . pa po teoremu zakljucˇujemo da postoji
drugi korijen matrice A.
Teorem 2.6 Matrica A ∈ Rn×n ima realan drugi korijen ako i samo ako
zadovoljava uvjet teorema 2.3 i A ima paran broj Jordanovih blokova svake
velicˇine za svaku negativnu svojstvenu vrijednost.
Korolar 2.7 Ako A ∈ Rn×n ima neku negativnu svojstvenu vrijednost, onda
je primaran drugi korijen nerealan.
Dokaz
Promotrimo realnu Schurovu dekompoziciju matrice A, QTAQ = R, gdje
je Q ortogonalna, a R gornje blok trokutasta. Slijedi da je f(A) realna ako
i samo ako QTf(A)Q = f(R) je realna, i primarna matricˇna funkcija f(R)
je blok gornje trokutasta sa blokovima na dijagonali f(Rii). Ako A ima
negativnu svojstvenu vrijednost, tada je i neki Rii velicˇine 1× 1 negativan te
je onda f(Rii) nerealna za funkciju f drugi korijen.
2
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Definicija 2.8 Za funkciju drugi korijen f i λk 6= 0 piˇsemo
L
(jk)
k = L
(jk)
k (λk) = f(Jk(λk)),
gdje je f(Jk(λk)) objasˇnjen u definiciji 1.16 i gdje jk = 1 ili 2 oznacˇava granu
od f . Vrijedi L
(1)
k = −L(2)k .
Teorem 2.9 Neka regularna matrica A ∈ Cn×n ima Jordanovu kanonsku
formu A = ZJZ−1. Tada su sva rjesˇenja od X2 = A dana sa
X = ZUdiag(L
(j1)
1 , L
(j2)
2 , . . . , L
(jp)
p )U
−1Z−1,
gdje je Z regularna matrica, U proizvoljna regularna matrica koja komutira
s J , a L
(jk)
k su definirane u definiciji 2.8.
Dokaz
Neka je X bilo koji drugi korijen matrice A. Jer je A regularna, slijedi
da je i X. Tada svojstvene vrijednosti od X nisu nula pa derivacija funkcije
x2 (= 2x) nije nula u svojstvenim vrijednostima od X. Iz teorema 1.21
svojstvo 3), mozˇemo zakljucˇiti da ako A ima Jordanovu formu
J = diag(J1(λ1), . . . , Jp(λp)),
onda X ima Jordanovu formu
JX = diag(J1(µ1), . . . , Jp(µp)),
gdje su µ2k = λk, k = 1, . . . , p.
Sada pogledajmo matricu
L = diag(L
(j1)
1 , L
(j2)
2 , . . . , L
(jp)
p )
gdje biramo jk takav da L
(jk)
k ima svojstvenu vrijednost µk, ∀ k.
Jer je L drugi korijen od J po definiciji 2.8 za funkciju f drugi korijen, iz
istog razloga kao i gore L mora imati Jordanovu kanonsku formu JX . Stoga
X = WLW−1 za neku regularnu W jer je slicˇan L.
Iz X2 = A imamo A = WLW−1WLW−1 = WL2W−1 pa vrijedi jer je J
Jordanova forma od A
WJW−1 = WL2W−1 = ZJZ−1
sˇto mozˇemo pisati u obliku
(Z−1W )J = J(Z−1W )
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iz cˇega slijedi da ako uzmemo U = Z−1W tada U komutira s J .
Nadalje, imamo
Z−1XZ = Z−1WLW−1Z = ULU−1
X = ZULU−1Z−1
sˇto je i tvrdnja teorema.
2
Iz prethodnog teorema c´e slijediti:
Korolar 2.10 Neka regularna matrica A ∈ Cn×n ima Jordanovu kanonsku
formu sa p blokova te neka je s broj razlicˇitih svojstvenih vrijednosti matrice
A, s ≤ p. Tada A ima tocˇno 2s drugih korijena koji su primarne matricˇne
funkcije od A. To su
Xj = Zdiag(L
(j1)
1 , L
(j2)
2 , . . . , L
(jp)
p )Z
−1, j = 1, . . . , 2s,
koji odgovaraju svim moguc´im odabirima j1, j2, . . . , jp, gdje je jk = 1 ili 2,
te se podrazumijeva da ji = jk kad je λi = λk.
Ako je s < p, A ima neprimarne druge korijene te oni cˇine parametrizirane
familije
Xj(U) = ZUdiag(L
(j1)
1 , L
(j2)
2 , . . . , L
(jp)
p )U
−1Z−1, j = (2s + 1), . . . , 2p,
gdje je jk = 1 ili 2, U je proizvoljna regularna matrica koja komutira s J i
za svaki j, postoje i, k koji ovise o j takvi da vrijedi je λi = λk dok ji 6= jk.
Napomena 2.11 Korolar pokazuje da se drugi korijen regularne matrice
dijeli u dvije klase.
Prva klasa sadrzˇi konacˇno mnogo primarnih drugih korijena koji su izo-
lirani i okarakterizirani s time da zbroj bilo koje dvije njihove svojstvene
vrijednosti nije nula.
Druga klasa mozˇe biti i prazna, no, ako nije, onda sadrzˇi konacˇan broj
parametriziranih familija matrica, od kojih svaka familija sadrzˇi beskonacˇno
mnogo drugih korijena koji dijele isti spektar.
2.2 Glavni drugi korijen
Neka R− oznacˇava zatvorenu realnu negativnu os.
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Teorem 2.12 Neka matrica A ∈ Cn×n nema svojstvenih vrijednosti na R−.
Tada postoji jedinstven drugi korijen X od A, cˇije sve svojstvene vrijednosti
lezˇe u otvorenoj desnoj poluravnini i to je primarna matricˇna funkcija od A.
Smatramo X glavnim drugim korijenom od A te piˇsemo X = A
1
2 .
Dokaz
Primijetimo prvo da, ako postoji, neprimaran drugi korijen od A mora
imati svojstvene vrijednosti µi i µj takve da vrijedi µi = −µj (µ2i = λi ⇒
±µi =
√
λi) te tako ne mogu sve lezˇati u otvorenoj desnoj poluravnini.
Slijedi da samo primaran drugi korijen mozˇe imati spektar u otvorenoj
desnoj poluravnini. Jer A nema svojstvenih vrijednosti na R−, jasno je iz
korolara 2.10 da A ima 1 = (20) drugi korijen koji je primarna funkcija od A i
kojem sve svojstvene vrijednosti lezˇe u desnoj poluravnini. Time je pokazana
egzistencija i jedinstvenost.
2
Korolar 2.13 Hermitska pozitivno definitna matrica A ∈ Cn×n ima jedins-
tveni Hermitski pozitivno definitni drugi korijen.
Dokaz
Buduc´i da je matrica A Hermitska pozitivno definitina, slijedi da ima
sve svojstvene vrijednosti pozitivne. Stoga, po teoremu 2.12, jedini moguc´i
jedinstven Hermitski pozitivno definitni drugi korijen matrice A je A
1
2 . Neka
je
A = QDQ∗
spektralna dekompozicija tj. Q je unitarna, a D dijagonalna sa pozitivnim
svojstvenim vrijednostima matrice A na dijagonali. Tada A
1
2 mozˇemo napi-
sati kao
A
1
2 = QD
1
2Q∗
po teoremu 1.21 4) i to je Hermitska pozitivno definitna matrica jer je A
takva.
2
U principu c´emo koristiti glavni drugi korijen i oznacˇavat c´emo ga s A
1
2 . S
druge strane, sa
√
A c´emo oznacˇavati proizvoljan drugi korijen koji ne mora
biti glavni.
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2.3 Osjetljivost matricˇnog drugog korijena
Za analizu osjetljivosti matricˇnog drugog korijena, pretpostavljat c´emo da
u okolini svojstvenih vrijednosti matrice koju promatramo funkcija drugog
korijena ima fiksiran odabir grana korijena, jer je u protivnom drugi korijen
prekidan. Mi c´emo promatrati primarne druge korijene, s obzirom na to da
neprimarni pripadaju parametriziranoj familiji drugih korijena (korolar 2.10)
te se smatraju beskrajno osjetljivim.
Neka je g(X) = X2. Tada vrijedi
g(X+E)−g(X) = (X+E)2−X2 = X2+XE+EX+E2−X2 = XE+EX+E2,
iz cˇega slijedi
Lg(X,E) = g(X + E)− g(X)− o(||E||) = XE + EX. (2.1)
S druge strane, pogledajmo Fre´chetovu derivaciju Lf = Lf (A,E) od X =
f(A) =
√
A. Lf je inverz Fre´chetove derivacije Lg od funkcije g(X) = X
2 i
vrijedi po svojstvu 4) Fre´chetove derivacije Lf (A,E) = Lg
−1(X,E) odnosno
Lg(X,Lf (A,E)) = E.
Sada iskoristimo izraz (2.1) pa dobijemo
E = Lg(X,Lf (A,E)) = XLf (A,E) + Lf (A,E)X
tj. Fre´chetova derivacija Lf je rjesˇenje jednadzˇbe
XLf + LfX = E.
Koristec´i propoziciju 1.8 za Sylvesterovu jednakost, mozˇemo pisati gornju
jednadzˇbu u formi
(I ⊗X +XT ⊗ I)vec(L) = vec(E)
vec(L) = (I ⊗X +XT ⊗ I)−1vec(E)
iz cˇega mozˇemo izvesti, koristec´i definiciju norme Fre´chetove derivacije 1.32
i cˇinjenicu ||vec(X)||2 = ||X||F za neku matricu X,
||L(A)||F = max
E 6=0
||L(A,E)||F
||E||F = maxE 6=0
||vec(L(A,E))||2
||vec(E)||2 = ||(I⊗X+X
T⊗I)−1||2.
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Po teoremu 1.33, relativni broj uvjetovanosti matricˇnog drugog korijena
od A preko Frobeniusove norme je
κsqrt(X) =
||(I ⊗X +XT ⊗ I)−1||2||A||F
||X||F ,
gdje argument od κsqrt oznacˇava drugi korijen koji promatramo. Slijedi da
je
κsqrt(X) ≥ 1
mini,j=1,...,n |µi + µj|
||A||F
||X||F ,
gdje su µj svojstvene vrijednosti od X =
√
A. Ona je zanimljiva jer otkriva
dvije razlicˇite situacije kada κsqrt mora biti velik tj. kada je funkcija losˇe
uvjetovana.
Prva je kad A (pa s njom i
√
A) ima svojstvenu vrijednost malog mo-
dula jer c´e tada prvi nazivnik biti jako malen. Druga situacija je kad je
drugi korijen glavni i realna A ima par kompleksno konjugiranih svojstvenih
vrijednosti koje su blizu negativne realne osi. Neka su to λ = rei(pi − ),
0 <  1 i λ = rei(− pi). Koristec´i eiθ = cosθ+ isinθ i |x+yi| = √x2 + y2
vrijedi:
|λ 12 + λ
1
2 | =
∣∣∣∣r 12 e i(pi−)2 + r 12 e−i(pi−)2 ∣∣∣∣
= r
1
2
∣∣∣∣e i(pi−)2 + e−i(pi−)2 ∣∣∣∣
= r
1
2
∣∣∣∣e ipi2 e−i2 + e−ipi2 e i2 ∣∣∣∣
= r
1
2
∣∣∣∣(cos(pi2
)
+ isin
(
pi
2
))
e
−i
2 +
(
cos
(−pi
2
)
+ isin
(−pi
2
))
e
i
2
∣∣∣∣
= r
1
2
∣∣∣∣ie−i2 − ie i2 ∣∣∣∣
= r
1
2 |i|
∣∣∣∣e−i2 − e i2 ∣∣∣∣
= r
1
2
∣∣∣∣e−i2 − e i2 ∣∣∣∣
= r
1
2
∣∣∣∣cos(−2
)
+ isin
(−
2
)
− cos
(

2
)
− isin
(

2
)∣∣∣∣
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= r
1
2
∣∣∣∣− 2i sin 2
∣∣∣∣
= r
1
2 2 sin

2
= r
1
2O()
tako da je nazivnik opet jako malen.
Neka je X˜ = X + E aproksimacija drugog korijena X od A, gdje je
||E|| ≤ ||X||. Tada je X˜2 = A+XE +EX +E2 sˇto nas vodi do granice za
rezidual (definicija 1.30)
||A− X˜2||
||A|| =
|| −XE − EX − E2||
||A||
≤ ||XE||+ ||EX||+ ||E
2||
||A||
≤ (2+ 2)α(X)
gdje je α(X) =
||X||2
||A|| =
||X||2
||X2|| ≥ 1. Ukoliko je α(X) velik, tada i mala per-
turbacija od X mozˇe imati relativni rezidual puno vec´i nego velicˇinu relativne
perturbacije.
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3 Metode za izracˇun matricˇnog
drugog korijena
3.1 Schurova metoda za matricˇni drugi kori-
jen
Za A regularnu: Neka je A ∈ Cn×n regularna i neka f(A) oznacˇava bilo
koji primarni korijen od A. Za danu Schurovu dekompoziciju A = QTQ∗,
gdje je Q unitarna matrica i T gornjetrokutasta dobijemo f(A) = Qf(T )Q∗.
Iz toga vidimo da se racˇunanje drugih korijena od A svodi na racˇunanje
drugih korijena od U = f(T ) sˇto je jednostavnije jer je T gornjetrokutasta
pa je i U takoder trokutasta.
Za jednadzˇbu U2 = T vrijedi:
u2ii = tii
(uii + ujj)uij = tij −
j−1∑
k=i+1
uikukj, j > i
Nemoguc´e je da bude 0 = uii + ujj = f(tii) + f(tjj) zbog tii 6= 0 jer se radi o
gornjetrokutastim regularnim matricama pa su f(tii) 6= 0, a f kao primarna
matricˇna funkcija iz definicije 1.22 preslikava iste tii u istu vrijednost. Stoga
mozˇemo izracˇunati dijagonalne elemente od U te nakon toga i uij tako da prvo
racˇunamo elemente iznad glavne dijagonale (na superdijagonali) pa elemente
iznad superdijagonale i tako dalje prema posljednjem elementu u prvom redu.
Taj izracˇun nam pokazuje slijedec´i algoritam.
Algoritam 3.1 Za danu regularnu A ∈ Cn×n ovaj algoritam racˇuna X =√
A pomoc´u Schurove dekompozicije. (
√
A oznacˇava bilo koji primaran drugi
korijen matrice A).
1. Izracˇunaj Schurovu dekompoziciju A = QTQ∗
2. for i = 1 : n uii =
√
tii
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3. for j = 2 : n {
for i = j − 1 : −1 : 1 {
uij =
tij −
∑j−1
k=i+1 uikukj
uii + ujj
}
}
4.X = QUQ∗
Algoritam koristi 25n3 operacija za izracˇun Schurove dekompozicije plus
n3
3
operacija za izracˇun U te josˇ 3n3 operacija za izracˇun X sˇto je
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3
n3 operacija
ukupno. Dakle, slozˇenost algoritma je O(n3).
Za A singularnu: Neka je A singularna matrica sa svojstvenom vrijed-
nosti nula koja ima jednaku algebarsku i geometrijsku kratnost k. Tada se
algoritam 3.1 mozˇe prilagoditi tako da Schurova dekompozicija bude takva
da u matrici T svojstvene vrijednosti 0 budu na posljednjih k dijagonalnih
mjesta. T bi tada izgledala ovako:
T =
[
T11 T12
0 0
]
∈M(n−k)+k×(n−k)+k.
Vrijedi da je rang(T ) = n−k , pa je i T11 regularna. Ako bi neki elementi od
k × k bloka bili razlicˇiti od nule tada bi rang od T bio vec´i od n− k, a zbog
toga sˇto je nula svojstvena vrijednost kratnosti k, to se ne mozˇe dogoditi nego
je rang(T ) = n − k. Iz teorema 1.21 6) zakljucˇujemo da matrica U = f(T )
ima istu strukturu kao i T . Algoritam 3.1 u tom slucˇaju racˇuna drugi korijen,
sa jedinom promjenom da stavimo uij = 0, za i, j > n − k pa te uij nec´e
trebati racˇunati te se nec´e dogoditi da moramo podijeliti s nulom.
Za A realnu sa nerealnim svojstvenim vrijednostima: Ako je A
realna matrica s nekim nerealnim svojstvenim vrijednostima, tada Algoritam
3.1 koristi kompleksnu aritmetiku. Koristec´i realnu Schurovu dekompoziciju
mozˇemo izbjec´i to slozˇenije racˇunanje.
Neka A ∈ Cn×n ima realnu Schurovu dekompoziciju A = QRQT , gdje je Q
ortogonalna matrica i R je gornje blok trokutasta (matrica sa dijagonalnim
blokovima 1 × 1 koje su realne svojstvene vrijednosti od A i 2 × 2 koje
imaju par kompleksno konjugiranih svojstvenih vrijednosti od A) . Tada je
f(A) = Qf(R)QT , pa je U = f(R) gornje blok trokutasta matrica sa istom
strukturom blokova kao i R
(
teorem 1.21 6)
)
.
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Za jednadzˇbu U2 = R vrijedi:
U2ii = Rii
UiiUij + UijUjj = Rij −
j−1∑
k=i+1
UikUkj, j > i
(3.1)
U slucˇaju da Uii i Ujj nisu skalari, izraz (3.1) se mozˇe rijesˇiti tako da ga
napiˇsemo, pomoc´u propozicije 1.8, u formi
(I ⊗ Uii + UTjj ⊗ I)vec(Uij) = vec(Rij −
j−1∑
k=i+1
UikUkj)
sˇto je linearan sustav Ax = b.
Lema 3.2 Neka A ∈ R2×2 ima razlicˇite kompleksne konjugirane svojstvene
vrijednosti. Tada A ima 4 druga korijena koja su primarne funkcije od A.
Dva od njih su realni drugi korijeni, sa kompleksno konjugiranim svojstvenim
vrijednostima, a dva su cˇisto imaginarni, sa svojstvenim vrijednostima koje
nisu kompleksno konjugirane.
Dokaz
Posˇto A ima razlicˇite svojstvene vrijednosti θ±iµ, po korolaru 2.10 slijedi
da A ima 4 = (22) druga korijena koji su svi funkcije od A. Da ih nademo
zapiˇsimo A pomoc´u Jordanove forme
Z−1AZ = diag(θ + iµ, θ − iµ) = θI + iµK,K =
[
1 0
0 −1
]
.
Tada je A = θI + µW , gdje je W = iZKZ−1 i jer su θ, µ ∈ R i A je realna
slijedi da je W ∈ R2×2.
Ako je (α + iβ)2 = θ + iµ, tada 4 druga korijena od A su dana preko
X = ZDZ−1 (korolar 2.10), gdje je
D = ±diag(α + iβ,±(α− iβ)),
sˇto je D = ±(αI + iβK) ili D = ±(αK + iβI) = ±i(βI − iαK). Dakle
X = ±(αI + βW )
sˇto su dva realna druga korijena sa svojstvenim vrijednostima
±(α + iβ, α− iβ),
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ili
X = ±i(βI − αW )
sˇto su dva cˇisto imaginarna druga korijena sa svojstvenim vrijednostima
±(α + iβ,−α + iβ).
2
Slijedec´i algoritam racˇuna drugi korijen pomoc´u realne Schurove dekom-
pozicije.
Algoritam 3.3 Dana je A ∈ Rn×n koja nema svojstvenih vrijednosti na
R−. Algoritam racˇuna X =
√
A pomoc´u realne Schurove dekompozicije
(
√
A oznacˇava bilo koji primaran realan drugi korijen matrice A).
1. Izracˇunaj realnu Schurovu dekompoziciju A = QRQT , gdje je R blok
dimenzije m×m
2. for i = 1 : m Uii =
√
Rii
3. for j = 2 : m {
for i = j − 1 : −1 : 1 {
rijesˇi UiiUij + UijUjj = Rij −
j−1∑
k=i+1
UikUkj za Uij
}
}
4. X = QUQT
Algoritam ima takoder
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n3 operacija. Slozˇenost algoritma je O(n3).
Poglavlje zavrsˇavamo s teoremom koji objedinjuje rezultate koje smo do
sada imali.
Teorem 3.4 Neka je A ∈ Rn×n regularna matrica. Ako A ima negativnu
realnu svojstvenu vrijednost, tada A nema realnih drugih korijena koji su
primarne funkcije od A. Ako A nema negativnih realnih svojstvenih vrijed-
nosti, tada postoji tocˇno 2r+c realnih primarnih drugih korijena od A, gdje je
r broj razlicˇitih realnih svojstvenih vrijednosti, a c broj razlicˇitih kompleksno
konjugiranih parova svojstvenih vrijednosti.
Dokaz
Neka A ima realnu Schurovu dekompoziciju A = QRQT . Zbog f(A) =
Qf(R)QT , zakljucˇujemo da je f(A) realna ako i samo ako je f(R) realna.
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Ako A ima negativnu realnu svojstvenu vrijednost, tada je f(Rii), gdje je
Rii = (rii), nuzˇno nerealna jer drugi korijen iz negativnog broja je imagina-
ran.
Ukoliko A nema negativnih realnih svojstvenih vrijednosti, uzimajuc´i u
obzir 2s primarnih drugih korijena od A koji su opisani u korolaru 2.10,
imamo s = r+ 2c. Pomoc´u leme 3.2, zakljucˇujemo da od realnih svojstvenih
vrijednosti imamo 2r drugih korijena iz r 1 × 1 blokova, dok konjugirano
kompleksni parovi dolaze u c 2 × 2 blokova od kojih svaki daje 2 realna
korijena, ukupno 2c. Dakle, ukupno je 2r+c realnih primarnih drugih korijena
od A.
2
3.2 Newtonova metoda za matricˇni drugi ko-
rijen
3.2.1 Newtonova iteracija
Newtonova metoda za rjesˇavanje jednadzˇbe X2 = A se mozˇe izvesti na
slijedec´i nacˇin. Neka je Xk aproksimativno rjesˇenje te jednadzˇbe u koraku
k. Definiramo rjesˇenje u slijedec´em koraku kao Xk+1 := Xk +Ek, gdje je Ek
perturbacija, ||Ek|| → 0, ∀k = 0, 1, 2, . . .
Tada slijedi A = X2k+1 = (Xk +Ek)
2 = X2k +XkEk +EkXk +E
2
k . Buduc´i
da je Ek malen, onda je E
2
k josˇ manji pa ga mozˇemo zanemariti. Slijedi
Newtonova iteracija:
X0 je dano
XkEk + EkXk = A−X2k (3.2)
Xk+1 = Xk + Ek, k = 0, 1, 2, . . .
Svaka iteracija (3.2) mora biti rijesˇena za Ek. Kada bi koristili Schurovu
metodu za izracˇun gornje iteracije, imali bi jako puno operacija. Slijedec´a
lema nam omoguc´ava da to popravimo.
Lema 3.5 Pretpostavimo da u Newtonovoj iteraciji (3.2) X0 komutira s A
i da su sve iteracije dobro definirane. Tada Xk komutira s A, za svaki k te
vrijedi Xk+1 =
1
2
(Xk +X
−1
k A).
Dokaz
Tvrdnja se dokazuje indukcijom.
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Baza indukcije: Za k = 0 tvrdnja vrijedi jer je pretpostavka da X0 komu-
tira s A.
Pretpostavka indukcije: Pretpostavimo da tvrdnja vrijedi za k. Imamo
XkA = AXk i neka je Xk =
1
2
(Xk−1 +X−1k−1A).
Korak indukcije: Uzmimo matricu Fk =
1
2
(X−1k A−Xk) te se lako vidi da
ona zadovoljava XkFk + FkXk = A−X2k :
XkFk + FkXk =
1
2
(XkX
−1
k A−XkXk) +
1
2
(X−1k AXk −XkXk)
=
1
2
(XkX
−1
k A−XkXk) +
1
2
(X−1k XkA−XkXk)
=
1
2
(A−X2k) +
1
2
(A−X2k) = A−X2k .
Dakle, slijedi iz Newtonove iteracije (3.2) Fk = Ek i vrijedi za Xk+1:
Xk+1 = Xk + Fk = Xk +
1
2
(X−1k A−Xk) =
1
2
(Xk +X
−1
k A).
Treba josˇ pokazati da Xk+1 komutira s A. Buduc´i da Xk komutira s A po
pretpostavci indukcije, slijedi da i X−1k komutira s A:
X−1k / XkA = AXk /X
−1
k ⇐⇒ AX−1k = X−1k A.
Dakle, vrijedi
Xk+1A =
1
2
(Xk +X
−1
k A)A
=
1
2
(Xk + AX
−1
k )A
=
1
2
(XkA+ AX
−1
k A)
=
1
2
(AXk + AX
−1
k A)
=
1
2
A(Xk +X
−1
k A)
= AXk+1
pa je teorem dokazan.
2
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Napomena 3.6 Gornja lema pokazuje da, ako je X0 izabran tako da komu-
tira s A, tada c´e s A komutirati i svi Xk i Ek u (3.2). Nadalje, komutirat c´e
i Ek s Xk:
XkEk = Xk
1
2
(X−1k A−Xk)
=
1
2
(A−X2k)
=
1
2
(X−1k XkA−X2k)
=
1
2
(X−1k AXk −X2k)
=
1
2
(X−1k A−Xk)Xk
= EkXk
Takoder vrijedi komutacija inverza s A sˇto smo pokazali u dokazu.
Zbog komutativnosti, iteraciju (3.2) mozˇemo pojednostaviti. Najbolji
izbor je X0 = A. Iz toga slijedi jednostavnija Newtonova iteracija koju c´emo
koristiti:
Xk+1 =
1
2
(Xk +X
−1
k A), X0 = A. (3.3)
Za A regularnu matricu: Ako je A regularna matrica, standardna
teorija konvergencije Newtonove metode (odjeljak 1.3. u prvom poglavlju)
nam dopusˇta da, za X0 dovoljno blizu drugom korijenu, ostvarimo kvadratnu
konvergenciju (3.2) prema primarnom drugom korijenu.
Slijedec´i teorem pokazuje neuvjetovanu kvadratnu konvergenciju od (3.3)
prema glavnom drugom korijenu. Da bi ga dokazala, trebat c´e mi kvadratna
konvergencije Newtonove iteracije za sign funkciju. Stoga c´u iskazati taj
teorem, ali ga nec´u dokazivati.
Teorem 3.7 Neka A ∈ Cn×n nema cˇisto imaginarnih svojstvenih vrijed-
nosti. Tada Newtonova iteracija za sign funkciju Sk+1 =
1
2
(Sk+S
−1
k ), S0 = A
konvergira kvadratno prema S = sign(S0).
Teorem 3.8 Neka A ∈ Cn×n nema svojstvenih vrijednosti na R−. Newto-
nove iteracije drugog korijena Xk iz (3.3) sa bilo kojom X0 koja komutira s
A su ekvivalentne sa Newtonovim iteracijama funkcije predznaka:
Sk+1 =
1
2
(Sk + S
−1
k ), S0 = A
− 1
2X0
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sa Xk = A
1
2Sk. Dakle, pod uvjetom da A
− 1
2X0 nema cˇistih imaginarnih
svojstvenih vrijednosti, Xk su definirani i Xk konvergira kvadratno prema
A
1
2 sign(A−
1
2X0).
Dokaz
Primijetimo prvo da bilo koja matrica koja komutira s A komutira i s
A±
1
2 po teoremu 1.21 5). Dokazujemo po indukciji da vrijedi Xk = A
1
2Sk i
da Sk komutira s A.
Baza indukcije: X0 = A
1
2S0 i vrijedi
AS0 = AA
− 1
2X0 = A
− 1
2AX0 = A
− 1
2X0A = S0A
pa S0 komutira s A.
Pretpostavka indukcije: Neka vrijedi Xk−1 = A
1
2Sk−1 i Sk−1 komutira s
A.
Korak indukcije: Po pretpostavci indukcije, jer Sk−1 komutira s A, onda
i Sk−1 komutira s A
1
2 (pa i S−1k−1) i vrijedi
Xk =
1
2
(Xk−1 +X−1k−1A)
=
1
2
(A
1
2Sk−1 + S−1k−1A
− 1
2A)
=
1
2
(A
1
2Sk−1 + S−1k−1A
1
2 )
=
1
2
(A
1
2Sk−1 + A
1
2S−1k−1)
= A
1
2
1
2
(Sk−1 + S−1k−1)
= A
1
2Sk.
Takoder vrijedi
ASk = A
1
2
(Sk−1 + S−1k−1)
=
1
2
(ASk−1 + AS−1k−1)
=
1
2
(Sk−1A+ S−1k−1A)
=
1
2
(Sk−1 + S−1k−1)A
= SkA.
pa Sk komutira s A. Dakle, tvrdnja indukcije je dokazana.
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Treba josˇ pokazati da Xk konvergira kvadratno prema A
1
2 sign(A−
1
2X0).
Koristec´i iskazan teorem 3.7 vrijedi:
lim
k→∞
Xk = A
1
2 lim
k→∞
Sk = A
1
2 sign(S0) = A
1
2 sign(A−
1
2X0)
pa smo dokazali teorem.
2
Za A singularnu matricu:
Lema 3.9 Neka je A ∈ Cn×n singularna matrica sa svojstvenom vrijednosti
nula, koja ima jednaku geometrijsku i algebarsku kratnost. Ostale svojstvene
vrijednosti nisu nula i ne lezˇe na R−. Tada postoji drugi korijen cˇije nenul
svojstvene vrijednosti lezˇe u otvorenoj desnoj poluravnini.
Dokaz
Mozˇemo pisati Jordanovu formu od matrice A kao A = Zdiag(J1, 0)Z
−1
gdje se J1 sastoji od Jordanovih blokova koji odgovaraju nenul svojstvenim
vrijednostima. Neka je f funkcija drugog korijena. Tada bilo koji primarni
drugi korijen od A ima formu
f(A) = Zf(diag(J1, 0))Z
−1 = Zdiag(f(J1), f(0))Z−1 = Zdiag(f(J1), 0)Z−1.
Po teoremu 2.12 slijedi da je f(J1) = J
1
2
1 jedinstven drugi korijen od J1 cˇije
sve svojstvene vrijednosti lezˇe u otvorenoj desnoj poluravnini i to je primarna
funkcija od A. Dakle, Zdiag(J
1
2
1 , 0)Z
−1 je jedinstven drugi korijen od gornje
forme.
2
Uz uvijete gornje leme 3.9 slijedi da je Newtonova iteracija (3.3) primje-
njiva pod uvjetom da pocˇnemo s iteracijom X1 =
1
2
(I +A). Slijedec´i teorem
pokazuje konvergenciju u tom slucˇaju.
Teorem 3.10 Neka je A ∈ Cn×n singularna matrica sa svojstvenom vri-
jednosti nula, koja ima jednaku geometrijsku i algebarsku kratnost. Ostale
svojstvene vrijednosti nisu nula i ne lezˇe na R−. Iteracije Xk iz (3.3) koje
pocˇinju sa X1 =
1
2
(I + A) su regularne i konvergiraju linearno prema A
1
2 ,
reda konvergencije
||Xk − A 12 || = O(2−k).
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Dokaz
Jordanovu kanonsku formu matriceAmozˇemo pisati kao Zdiag(J1, 0)Z
−1,
gdje J1 sadrzˇi Jordanove blokove koji odgovaraju nenul svojstvenim vrijed-
nostima pa je J1 regularna. Tada je
X1 =
1
2
(I + A)
=
1
2
(I + Zdiag(J1, 0)Z
−1)
=
1
2
Z(I + diag(J1, 0))Z
−1
=
1
2
Z(diag((J1 + I), I))Z
−1
= Zdiag(
1
2
(J1 + I),
1
2
I)Z−1
Nadalje,
X2 =
1
2
(X1 +X
−1
1 A)
=
1
2
(
Zdiag(
1
2
(J1 + I),
1
2
I)Z−1 +
(
Zdiag(
1
2
(J1 + I),
1
2
I)Z−1
)−1
A
)
=
1
2
(
Zdiag(
1
2
(J1 + I),
1
2
I)Z−1 + Zdiag(2(J1 + I)−1, 2I)Z−1Zdiag(J1, 0)Z−1
)
=
1
2
(
Zdiag(
1
2
(J1 + I),
1
2
I)Z−1 + Zdiag(2(J1 + I)−1, 2I)diag(J1, 0)Z−1
)
=
1
2
(
Zdiag(
1
2
(J1 + I),
1
2
I)Z−1 + Zdiag(2(J1 + I)−1J1, 0)Z−1
)
=
1
2
(
Zdiag(
1
2
(J1 + I) + 2(J1 + I)
−1J1,
1
2
I)Z−1
)
= Zdiag(
1
4
(J1 + I) + (J1 + I)
−1J1,
1
4
I)Z−1
= Zdiag(J
(2)
1 , 2
−2I)Z−1
Ako nastavimo racˇunati dalje dobivamo da Xk ima formu
Xk = Zdiag(J
(k)
1 , 2
−kI)Z−1,
gdje su J
(k)
1 Newtonove iteracije za J
1
2
1 tj. J
(k)
1 =
1
2
(J
(k−1)
1 + J
(k−1)
1
−1
J1).
Dakle, koristec´i teorem 3.8, imamo
lim
k→∞
Xk = lim
k→∞
Zdiag(J
(k)
1 , 2
−kI)Z−1 = Zdiag(J
1
2
1 , 0)Z
−1 = A
1
2
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i vrijedi
||Xk − A 12 || ≤ κ(Z)||diag(J (k)1 − J
1
2
1 , 2
−kI)|| = O(2−k).
2
3.2.2 Verzije Newtonove iteracije
Iz gore definirane Newtonove iteracije (3.3) izvodimo slijedec´e njene ver-
zije:
• Deanman and Beaversova iteracija
Definiram Yk := A
−1Xk pa slijedi:
Xk+1 =
1
2
(Xk + Y
−1
k ), X0 = A
Yk+1 =
1
2
(Yk +X
−1
k ), Y0 = I
lim
k→∞
Xk = A
1
2
lim
k→∞
Yk = A
− 1
2
• Produktna forma Deanman and Beavers iteracije
Definiram Mk := XkYk pa slijedi:
Mk+1 = Xk+1Yk+1
=
1
2
(Xk + Y
−1
k )
1
2
(Yk +X
−1
k )
=
1
4
(2I +XkYk + Y
−1
k X
−1
k )
=
1
4
(2I +Mk +M
−1
k )
Mk+1 =
1
2
(
I +
Mk +M
−1
k
2
)
, M0 = A
Xk+1 =
1
2
(I +M−1k )Xk, X0 = A
Yk+1 =
1
2
Yk(I +M
−1
k ), Y0 = I
lim
k→∞
Mk = I
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lim
k→∞
Xk = A
1
2
lim
k→∞
Yk = A
− 1
2
Pomoc´u slijedec´e relacije definirat c´emo narednu verziju Newtonove ite-
racije:
Ek+1 =
1
2
(X−1k+1A−Xk+1) =
1
2
X−1k+1(A−X2k+1)
=
1
2
X−1k+1(A−
1
4
(Xk +X
−1
k A)
2)
=
1
2
X−1k+1
(2A−X2k −X−2k A2)
4
= −1
2
X−1k+1
(Xk −X−1k A)2
4
= −1
2
X−1k+1E
2
k
= −1
2
EkX
−1
k+1Ek
gdje napomena 3.6 opravdava zadnju jednakost.
• CR iteracija
Definiram Yk := 2Ek i Zk := 4Xk+1 pa slijedi:
Yk+1 = −YkZ−1k Yk, Y0 = I − A
Zk+1 = Zk + 2Yk+1, Z0 = 2(I + A)
lim
k→∞
Yk = 0
lim
k→∞
Zk = 4A
1
2
• IN iteracija
Definiram Xk :=
1
4
Zk i Ek :=
1
2
Yk+1 te to uvrstimo u CR iteraciju.
Xk+1 = Xk + Ek, X0 = A
Ek+1 = −1
2
EkX
−1
k+1Ek, E0 =
1
2
(I − A)
lim
k→∞
Xk = A
1
2
lim
k→∞
Ek = 0
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Jedna razlika izmedu CR i IN iteracija od ostalih je ta da ove iteracije
ne invertiraju A u prvom koraku pa mogu biti iskoriˇstene za singularnu A.
Stoga je teorem 3.8 primjenjiv i na CR i IN iteraciju.
Iteracije u ovom odjeljku su matematicˇki ekvivalentne, no nisu ekviva-
lentne u konacˇnoj aritmetici. U nastavku c´emo vidjeti da zapravo imaju vrlo
razlicˇita svojstva stabilnosti.
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4 Stabilnost i granica tocˇnosti ma-
tricˇne funkcije drugi korijen
Standardna teorija konvergencija za Newtonovu metodu za nelinearne
sustave garantira kvadraticˇnu konvergenciju prema rjesˇenju pod pretpostav-
kom da je Jacobijeva matrica regularna za rjesˇenje i da je pocˇetna tocˇka
dovoljno blizu rjesˇenja (odjeljak 1.3 u prvom poglavlju). Uz te uvjete gresˇka
zaokruzˇivanja u jednom koraku c´e biti prigusˇena u drugom jer ju Newtonova
metoda shvac´a kao perturbaciju iteracije dok ne dodemo do zadovoljavajuc´e
aproksimacije. Zbog toga iteracija (3.2) nije pretjerano pogodena gresˇkama
zaokruzˇivanja.
To se ne mozˇe nuzˇno rec´i za (3.3) i ostale verzije Newtonove iteracije. U
prisutnosti zaokruzˇivanja, uvjeti komutativnosti (iz Leme 3.5 i drugdje gdje
ih koristimo pri izvodenju iteracija) viˇse ne vrijede i gresˇke zaokruzˇivanja
potencijalno mogu biti povec´ane iteracijama. Gresˇke zaokruzˇivanja mogu
poremetiti te iteracije tako da teorem 3.8 nije primjenjiv i ne mozˇemo se
pozvati na lokalnu kvadraticˇnu konvergenciju Newtonove metode.
U daljnjem tekstu smatramo da A nema svojstvene vrijednosti na R−.
4.1 Newtonova iteracija
Za Newtonovu iteraciju (3.3) definiramo funkciju iteracije
g(X) =
1
2
(X +X−1A).
Za Fre´chetovu derivaciju, pomoc´u propozicije 1.25 za dovoljno mali ||X−1E||,
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slijedi:
g(X + E)− g(X) = 1
2
(
X + E + (X + E)−1A
)− 1
2
(X +X−1A)
=
1
2
(
X + E +X−1A−X−1EX−1A+O(||E||2)A)
− 1
2
(X +X−1A
)
=
1
2
(
E −X−1EX−1A+O(||E||2)A)
pa vrijedi
Lg(X,E) =
1
2
(E −X−1EX−1A)
jer
1
2
O(||E||2)A = o(||E||) za ||E|| → 0.
Vrijedi:
1
2
(X +X−1A) = X ⇒ 1
2
X−1A =
1
2
X ⇒ X−1A = X ⇒ A = X2
pa jeX = A
1
2 fiksna tocˇka od g, za koju vrijedi Lg(A
1
2 , E) =
1
2
(E−A− 12EA 12 ).
Kada na Lg(A
1
2 , E) primijenimo vec operator iz definicije 1.4, dobijemo:
vec(Lg(A
1
2 , E)) =
1
2
(vec(E)− vec(A− 12EA 12 ))
=
1
2
(vec(E)− (A 12T ⊗ A− 12 )vec(E))
=
1
2
(I − A 12T ⊗ A− 12 )vec(E).
Tako da svojstvene vrijednosti od Lg(A
1
2 , E) mozˇemo dobiti kao svojstvene
vrijednosti od
1
2
(I − A 12 T ⊗ A− 12 ).
Da bismo izracˇunali σ
(
1
2
(I − A 12 T ⊗ A− 12 )
)
, primijenimo definiciju 1.5 pa
dobijemo (za k = 1, c11 = 1, A = A
1
2
T te B = A−
1
2 ):
σ
(
1
2
(I − A 12 T ⊗ A− 12 )
)
=
1
2
(
1− σ(A 12 T ⊗ A− 12 )
)
=
1
2
(1− λ
1
2
i λ
− 1
2
j ),
gdje su λi svojstvene vrijednosti od A pa po teoremu 1.21 4) λ
1
2
i od A
1
2 .
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Da bi nam iteracija bila stabilna, koristec´i propoziciju 1.37, mora vrijediti
max
i,j
1
2
|1− λ
1
2
i λ
− 1
2
j | < 1.
Dakle, Newtonova iteracija je nestabilna za A
1
2 osim u slucˇaju kada su
svojstvene vrijednosti λi od A grupirane medusobno vrlo blizu, tocˇnije kada
λ
1
2
i λ
− 1
2
j lezˇe u kugli radijusa 2 oko z = 1 u kompleksnoj ravnini, ∀ i, j. Ako
gornji uvjet nije zadovoljen, Newtonova iteracija 3.3 mozˇe divergirati makar
pocˇetnu tocˇku izaberemo proizvoljno blizu zˇeljenom drugom korijenu.
Iz relacije za Lg(A
1
2 , E) slijedi
||Lg(A 12 , E)|| = ||1
2
(E − A− 12EA 12 )||
≤ 1
2
||E||+ ||A− 12 || ||E|| ||A 12 ||
≤ 1
2
(1 + κ(A
1
2 ))||E||
sˇto nam daje procjenu za relativnu granicu tocˇnosti iz definicije 1.40 od
1
2
(
1 + κ(A
1
2 )
)
u.
4.2 DB iteracije
Iteracijska funkcija je dana s
G(X, Y ) = G
([
X
Y
])
=
1
2
[
X + Y −1
Y +X−1
]
.
Fre´chetova derivacija od G u (X, Y ) u smjeru (E,F ) je
LG(X, Y ;E,F ) = LG
([
X
Y
]
;
[
E
F
])
=
1
2
[
E − Y −1FY −1
F −X−1EX−1
]
,
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jer vrijedi
G
([
X + E
Y + F
])
−G
([
X
Y
])
=
=
1
2
[
X + E + (Y + F )−1
Y + F + (X + E)−1
]
− 1
2
[
X + Y −1
Y +X−1
]
=
1
2
[
X + E + Y −1 − Y −1FY −1 +O(||F ||2)
Y + F +X−1 −X−1EX−1 +O(||E||2)
]
− 1
2
[
X + Y −1
Y +X−1
]
=
1
2
[
E − Y −1FY −1
F −X−1EX−1
]
+
1
2
[
O(||F ||2)
O(||E||2)
]
.
Vrijedi:[
X
Y
]
=
1
2
[
X + Y −1
Y +X−1
]
⇐⇒ X = 1
2
X +
1
2
Y −1 i Y =
1
2
Y +
1
2
X−1
⇐⇒ 1
2
X =
1
2
Y −1 i
1
2
Y =
1
2
X−1 ⇐⇒ X = Y −1 i Y = X−1
pa bilo koja tocˇka oblika (X, Y ) = (B,B−1) je fiksna tocˇka od G i vrijedi
LG(B,B
−1;E,F ) =
1
2
[
E −BFB
F −B−1EB−1
]
.
Mozˇe se pokazati da je LG(B,B
−1;E,F ) idempotentan.
LG(B,B
−1;E,F ) ◦ LG(B,B−1;E,F ) =
= LG(B,B
−1;LG(B,B−1;E,F ))
= LG
([
B
B−1
]
;
1
2
[
E −BFB
F −B−1EB−1
])
=
1
2
 12(E −BFB)−B 12(F −B−1EB−1)B1
2
(F −B−1EB−1)−B−1 1
2
(E −BFB)B−1

=
1
2
 12E − 12BFB − 12BFB + 12BB−1EB−1B1
2
F − 1
2
B−1EB−1 − 1
2
B−1EB−1 +
1
2
B−1BFBB−1

=
1
2
[
E −BFB
F −B−1EB−1
]
= LG(B,B
−1;E,F ).
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Tada je, iz napomene 1.39, DB iteracija stabilna u fiksnoj tocˇki (A
1
2 , A−
1
2 )
jer svaku kompoziciju mozˇemo ogranicˇiti istom granicom kojom ogranicˇimo
LG(A
1
2 , A−
1
2 ;E,F ). Uzmimo
B = A
1
2 ,
||E|| ≤ u||A 12 ||,
||F || ≤ u||A− 12 ||.
(4.1)
Iz gornje definicije Fre´chetove derivacije za (B,B−1), koristec´i oznake u (4.1),
imamo
1
2
||E −BFB|| ≤ 1
2
(
||A 12 ||+ ||A 12 ||2||A− 12 ||
)
u =
1
2
||A 12 ||(1 + κ(A 12 ))u,
1
2
||F −B−1EB−1|| ≤ 1
2
(
||A− 12 ||+ ||A− 12 ||2||A 12 ||
)
u =
1
2
||A− 12 ||(1 +κ(A 12 ))u.
Iz gornjih ogranicˇenja (4.1), mozˇemo procijeniti relativnu granicu tocˇnosti
(definicija 1.40). Ona iznosi
1
2
u
(
1 + κ(A
1
2 )
)
kao i za Newtonovu iteraciju.
4.3 Produktna forma DB iteracije
Iteracijska funkcija produktne forme DB iteracije je dana s
G(M,X) =
1
2
[
I + 1
2
(M +M−1)
(I +M−1)X
]
.
Fre´chetova derivacija je
LG(M,X;E,F ) = LG
([
M
X
]
;
[
E
F
])
=
1
2
[
1
2
(E −M−1EM−1)
(I +M−1)F −M−1EM−1X
]
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jer vrijedi
G
([
M + E
X + F
])
−G
([
M
X
])
=
1
2
[
I +
1
2
(M + E + (M + E)−1)
(I + (M + E)−1)(X + F )
]
− 1
2
[
I +
1
2
(M +M−1)
(I +M−1)X
]
=
1
2
[
I +
1
2
(M + E +M−1 −M−1EM−1 +O(||E||2))
(I +M−1 −M−1EM−1 +O(||E||2))(X + F )
]
− 1
2
[
I +
1
2
(M +M−1)
(I +M−1)X
]
=
1
2
[ 1
2
(E −M−1EM−1) + 1
2
O(||E||2)
(I +M−1)F −M−1EM−1X +O(||E||2)−M−1EM−1F
]
=
1
2
[ 1
2
(E −M−1EM−1) + o(||E||)
(I +M−1)F −M−1EM−1X + o(max {||E||, ||F ||})
]
=
1
2
[ 1
2
(E −M−1EM−1)
(I +M−1)F −M−1EM−1X
]
+
1
2
[
o(||E||)
o(max {||E||, ||F ||})
]
.
Vrijedi:[
M
X
]
=
1
2
[
I + 1
2
(M +M−1)
(I +M−1)X
]
⇐⇒M = 1
2
I +
1
4
M +
1
4
M−1 i
X =
1
2
X +
1
2
M−1X ⇐⇒ 1
2
X =
1
2
M−1X ⇐⇒ I = M−1 ⇐⇒M = I
pa bilo koja tocˇka oblika (I,X) je fiksna tocˇka od G i vrijedi
LG(I,X;E,F ) =
[
0
F − 1
2
EX
]
.
Mozˇe se pokazati da je LG(I,X;E,F ) idempotentan.
LG(I,X;E,F ) ◦ LG(I,X;E,F ) =
= LG(I,X;LG(I,X;E,F ))
= LG
([
I
X
]
;
[
0
F − 1
2
EX
])
=
[
0
F − 1
2
EX
]
= LG(I,X;E,F )
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Dakle, pomoc´u napomene 1.39, produktna forma DB iteracije je stabilna
u (M,X) = (I, A
1
2 ).
Uzmimo
||E|| ≤ u,
||F || ≤ u||A 12 ||. (4.2)
Vrijedi da mozˇemo ogranicˇiti
||F − 1
2
EA
1
2 || ≤ u||A 12 ||+ 1
2
u||A 12 || = 3
2
||A 12 ||u.
Time dobivamo procjenu relativne granice tocˇnosti
3
2
u
sˇto je neovisno od A.
4.4 CR iteracija
Iteracijska funkcija je
G(Y, Z) =
[ −Y Z−1Y
Z − 2Y Z−1Y
]
.
Zapis Fre´chetove derivacije je jako kompleksan, stoga c´u ju navesti samo
u fiksnoj tocˇki, sˇto nam je jedino i potrebno.
Vrijedi:[
Y
Z
]
=
[ −Y Z−1Y
Z − 2Y Z−1Y
]
⇐⇒ Y = −Y Z−1Y i Z = Z − 2Y Z−1Y
⇐⇒ Z = Z + 2Y ⇐⇒ 0 = 2Y ⇐⇒ Y = 0
pa bilo koja tocˇka oblika (0, Z) je fiksna tocˇka od G i vrijedi
LG(0, Z;E,F ) =
[
0
F
]
.
LG(0, Z) je idempotenta jer
LG(0, Z;E,F ) ◦ LG(0, Z;E,F ) = LG(0, Z;LG(0, Z;E,F ))
= LG(0, Z; 0, F )
=
[
0
F
]
= LG(0, Z;E,F )
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pa pomoc´u napomene 1.39, CR iteracija je stabilna u (0, 4A
1
2 ).
Uzmimo
||E|| ≤ u,
||F || ≤ u||A 12 ||. (4.3)
Zbog gornjih nejednakosti (4.3), mozˇemo zakljucˇiti da je relativna granica
tocˇnosti trivijalna i iznosi u.
4.5 IN iteracija
Iteracijska funkcija je
G(X,H) =
[
X +H
−1
2
H(X +H)−1H
]
.
Ovdje je Fre´chetova derivacija isto kompliciranog zapisa pa c´u ju navesti
samo u fiksnoj tocˇki.
Vrijedi [
X
H
]
=
[
X +H
−1
2
H(X +H)−1H
]
⇐⇒ X = X +H i H = −1
2
H(X +H)−1H ⇐⇒ H = 0
pa bilo koja tocˇka oblika (X, 0) je fiksna tocˇka od G. Specijalno, (A
1
2 , 0) i
vrijedi
LG(A
1
2 , 0;E,F ) =
[
E + F
0
]
=
[
I I
0 0
] [
E
F
]
.
LG(A
1
2 , 0) je idempotenta jer
LG(A
1
2 , 0;E,F ) ◦ LG(A 12 , 0;E,F )
= LG(A
1
2 , 0;LG(A
1
2 , 0;E,F ))
= LG(A
1
2 , 0;E + F, 0)
=
[
E + F
0
]
= LG(A
1
2 , 0;E,F )
pa, pomoc´u napomene 1.39, IN iteracija je stabilna u (A
1
2 , 0).
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Uzmimo
||E|| ≤ u
||F || ≤ u. (4.4)
Vrijedi da mozˇemo ogranicˇiti
||E + F || ≤ 2u.
Uz pomoc´ ogranicˇenja u izrazu (4.4), relativna granica tocˇnosti je opet
trivijalna i iznosi 2u.
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5 Specijalne matrice
U ovom odjeljku c´u se osvrnuti na neke metode za racˇunanje drugog kori-
jena specijalnih klasa matrica. Uvodimo neke linearno konvergentne iteracije
gdje su matricˇna mnozˇenja laka za implementirati.
5.1 Binomna iteracija
Definicija 5.1 Definiramo binomnu ekspanziju za matricu C ∈ Cn×n:
(I − C) 12 =
∞∑
j=0
(
1
2
j
)
(−C)j = I −
∞∑
j=1
αjC
j, αj > 0,
za koju mora vrijediti ρ(C) < 1 da bi red potencija konvergirao.
Dakle, kada bi stavili A = I−C, onda za ρ(A−I) < 1 mozˇemo akproksi-
mirati A
1
2 . Kada ρ(A− I) prekoracˇi 1, mozˇemo pisati A = s(I−C) i probati
nac´i s takav da ρ(C) < 1.
Neka A ima realne pozitivne svojstvene vrijednosti, 0 < λn ≤ · · · ≤ λ1.
Slijedi da su µi = 1− λi
s
, i = 1, . . . , n svojstvene vrijednosti od C. Vrijedi
ρ(C) = max
i
|µi| = max{|1− λ1
s
|, |1− λn
s
|}
a) |1− λ1
s
| ≥ |1− λn
s
| → min
b) |1− λn
s
| > |1− λ1
s
| → min.
Zˇelimo spektar rasporediti sˇto ravnomjernije oko ishodiˇsta jer c´e onda ρ(C)
biti manji. Slijedi
1− λ1
s
= −(1− λn
s
)⇐⇒ s = λ1 + λn
2
.
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Nadalje, uvrstimo s u svojstvene vrijednosti µ1 i µn.
µ1 = 1− λ1
s
=
s− λ1
s
=
λ1+λn
2
− λ1
λ1+λn
2
=
λ1 + λn − 2λ1
λ1 + λn
=
λn − λ1
λ1 + λn
,
µn = 1− λn
s
=
s− λn
s
=
λ1+λn
2
− λn
λ1+λn
2
=
λ1 + λn − 2λn
λ1 + λn
=
λ1 − λn
λ1 + λn
.
Jer je ρ(C) ≥ 0 uzimamo
ρ(C) =
λ1 − λn
λ1 + λn
.
Sada mozˇemo smatrati da je ρ(C) < 1.
Iterativna metoda mozˇe biti izvedena tako da definiramo I − P := (I −
C)
1
2 . Kvadrirajuc´i tu jednakost dobijemo I−C = (I−P )2 = I2−2IP+P 2 =
I − 2P + P 2, iz cˇega slijedi
−C = P 2 − 2P.
Svojstva matrice P :
1) P =
∑∞
j=1 αjC
j.
2) Svojstvene vrijednosti od P su dane s λi(P ) =
∑∞
j=1 αjλi(C)
j.
3) ρ(P ) ≤ ρ(C) < 1 jer vrijedi
ρ(P ) ≤
∞∑
j=1
αjρ(C)
j = 1− (1− ρ(C)) 12 ≤ ρ(C) < 1.
4) ||P || ≤ ||C|| < 1.
5) Za sve I −Q koji su svi drugi korijeni od I −C, glavni drugi korijen je
I −Q za kojeg vrijedi ρ(Q) < 1 (jer c´e za ρ(Q) < 1 spektar od I −Q lezˇati
u otvorenoj desnoj poluravnini).
Definicija 5.2 Binomnu iteraciju definiramo kao
Pk+1 =
1
2
(C + P 2k ), P0 = 0.
Ako svojstvene vrijednosti matrice C lezˇe u kardiodi
D = {2z − z2 : z ∈ C, |z| < 1},
onda I − P := (I − C) 12 postoji i u binomnoj iteraciji iz def 5.2 Pk tezˇi
prema P linearno. Iako binomna ekspanzija nec´e konvergirati za ρ(C) vec´i
od 1, binomna iteracija c´e svejedno konvergirati izvan tog radijusa dok god
su svojstvene vrijednosti unutar kardiode.
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Slika 5.1: Kardioda i jedinicˇni krug
5.2 M-matrice i H-matrice
M -matrice su podskup realnih, kvadratnih matrica sa nepozitivnim van-
dijagonalnim elementima.
Definicija 5.3 A ∈ Rn×n je regularna M -matrica ako vrijedi A = sI − B,
B ≥ 0, s > ρ(B).
U definiciji s mozˇe biti proizvoljan, tako da forma nije jedinstvena. Pri-
mjer jednog s vidimo u slijedec´em primjeru.
Primjer 5.4 Mozˇemo uzeti s = maxi aii:
Neka je A = sI − B gdje je B ≥ 0 i s > ρ(B). Zbog 0 ≤ diag(B) =
diag(s− aii), mora vrijediti s ≥ maxi aii.
Neka je α = maxi aii. Tada je A = αI − C, gdje je C = B + (α − s)I.
Sada, C ≥ 0 jer s jedne strane vrijedi cij = bij ≥ 0, za i 6= j i s druge strane
cii = α− aii ≥ 0. Jer su B ≥ 0 i C ≥ 0, ρ(B) je svojstvena vrijednost od B i
ρ(C) je svojstvena vrijednost od C. Dakle, ρ(C) = ρ(B) + α− s < α. Stoga
mozˇemo uzeti s = α = maxi aii.
Teorem 5.5 Za bilo koju regularnu M -matricu, glavni drugi korijen postoji,
M -matrica je, i jedini je drugi korijen koji je M -matrica.
Dokaz
Neka su λi = αi + iβi svojstvene vrijednosti od A, a µi = γi + iδi od B.
Vrijedi λi = s−µi, tj. αi+iβi = s−γi−iδi iz cˇega slijedi αi = s−γi, a zbog s >
ρ(B) ≥ |µi| =
√
γ2i + δ
2
i ≥ γi slijedi da je αi = s − γi > 0. Dakle, definicija
5.3 osigurava da sve svojstvene vrijednosti od A imaju pozitivan realan dio
pa po teoremu 2.12 postoji glavni drugi korijen M -matrice cˇiji spektar lezˇi u
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otvorenoj desnoj poluravnini. Za bilo koju regularnu M -matricu A mozˇemo
pisati
A = s(I − C), C = s−1B ≥ 0, ρ(C) < 1
pa za drugi korijen A
1
2 = (s(I−C)) 12 = s 12 (I−C) 12 mozˇemo koristiti binomnu
ekspanziju iz definicije 5.1. Takoder, vrijedi P ≥ 0 jer je C ≥ 0 i ρ(P ) ≤
ρ(C) < 1 iz svojstva 3) matrice P , pa slijedi da je I − P M -matrica pa i
stoga A
1
2 . Jedinstvenost slijedi iz toga da bilo koja M -matrica ima spektar
u otvorenoj desnoj poluravnini, a jer po teoremu 2.12 postoji tocˇno jedan
drugi korijen s tim svojstvom, slijedi da je jedinstven.
2
Klasa matrica koja ukljucˇuje iM -matrice je definirana kaoM(A) = (mij),
gdje je
mij =
{
|aii|, i = j
−|aij|, i 6= j
.
Definicija 5.6 A ∈ Cn×n je regularna H-matrica ako je M(A) regularna
M -matrica.
Teorem 5.7 Za bilo koju regularnu H-matricu A ∈ Cn×n sa pozitivnim
dijagonalnim elementima, glavni drugi korijen A
1
2 postoji i jedinstven je drugi
korijen koji je H-matrica.
Dokaz
Jer je M(A) M -matrica, vrijedi M(A) = sI−B, B ≥ 0, s > ρ(B). Jedan
od odabira s za taj zapis mozˇe biti s = maxi aii (Primjer 5.4). Tada vrijedi
A = sI − C˜, gdje je |C˜| = B i ρ(C˜) ≤ ρ(|C˜|) = ρ(B) < s.
Neka su λi = αi + iβi svojstvene vrijednosti od A, a µi = γi + iδi od C˜.
Vrijedi λi = s − µi, tj. αi + iβi = s − γi − iδi iz cˇega slijedi αi = s − γi,
a zbog s > ρ(C˜) ≥ |µi| =
√
γ2i + δ
2
i ≥ γi slijedi da je αi = s − γi > 0 pa
slijedi da svojstvene vrijednosti od A lezˇe u otvorenoj desnoj poluravnini pa
A
1
2 postoji i jedinstven je po teoremu 2.12.
Trebamo josˇ pokazati da je A
1
2 H-matrica. Neka je sada A = s(I − C),
C =
C˜
s
, ρ(C) < 1 pa mozˇemo primijeniti binomnu ekspanziju iz definicije
5.1. Imamo
A
1
2 = s
1
2 (I − C) 12 = s 12 (I − P )
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gdje je P =
∞∑
j=1
αjC
j, αj > 0. i vrijedi pomoc´u svojstva 3) za P ,
ρ(P ) ≤ ρ(|P |) ≤ ρ(|C|) = s−1ρ(|C˜|) < s−1s = 1.
M(A
1
2 ) = s
1
2 (I − |P |), ρ(|P |) < 1 je regularna M -matrica, po teoremu 5.5,
pa je A
1
2 H-matrica.
2
5.3 Hermitska pozitivno definitne matrice
Kod izvodenja verziija Newtonove iteracije, za A koja je Hermitska i pozi-
tivno definitna, prednost mozˇe biti ta da su sve iteracije Hermitske pozitivno
definitne.
Napomena 5.8 Spomenimo josˇ dvije faktorizacije koje c´e nam trebati u
ovom odjeljku:
1) Neka je A ∈ Cn×n Hermitska i pozitivno definitna matrica. Faktoriza-
ciju oblika
A = LL∗,
ili, ekvivalentno
A = RR∗,
gdje je L donjetrokutasta matrica, a R gornjetrokutasta s pozitivnim dija-
gonalnim elementima zovemo faktorizacija Choleskog matrice A.
2)Neka je A ∈ Cn×n matrica. Faktorizaciju oblika
A = UP,
gdje je U unitarna matrica, a P pozitivno semidefinitna Hermitska matrica
zovemo polarna faktorizacija matrice A.
Nasˇa najbolja iteracija je bazirana na cˇinjenici da Hermitsko pozitivno
definitni drugi korijenH od A je Hermitski polarni faktor od Cholesky faktora
od A tj. ako je A = R∗R, gdje je R = UH polarna dekompozicija, onda je
A = HU∗UH = H2
.
Za danu Hermitsku pozitivno definitnu matricu A ∈ Cn×n algoritam
racˇuna H = A
1
2 .
1. A = R∗R, faktorizacija Choleskog.
2. Izracˇunaj Hermitski polarni faktor H od R.
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Sazˇetak
Opc´enitu matricˇnu funkciju sam definirala pomoc´u Jordanove forme ma-
trice. Ukoliko je definirana na spektru neke matrice, matricˇna funkcija ima
vrlo dobra svojstva koja su korisna dok radimo sa matricˇnom funkcijom drugi
korijen. To su npr. komutacija matricˇne funkcije sa matricom, blok troku-
tasta matrica se preslikava u blok trokutastu, blok dijagonalna u blok dija-
gonalnu, svojstvene vrijednosti u svojstvene vrijednosti funkcije itd.
Svako rjesˇenje od
X2 = A
zovemo drugim korijenom od A. Ako je matrica A regularna ili singularna sa
svojstvenom vrijednosti nula koja ima istu algebarsku i geometrijsku krat-
nost, funkcija drugi korijen je definirana na spektru od A. Ako je matrica
singularna sa svojstvenom vrijednosti nula koja nema istu geometrijsku i
algebarsku kratnost, drugi korijeni ne moraju postojati.
Drugi korijen regularne matrice se dijeli u dvije klase. Prva sadrzˇi konacˇno
mnogo primarnih drugih korijena, dok druga mozˇe biti prazna ili sadrzˇi be-
skonacˇno mnogo drugih korijena koji dijele isti spektar.
Glavni drugi korijen se definira za matrice koje nemaju svojstvenih vrijed-
nosti na R−. Taj drugi korijen je jedinstven i njegove svojstvene vrijednosti
lezˇe u otvorenoj desnoj poluravnini.
Za Schurovu metodu je dan algoritam za racˇunanje drugog korijena po-
sebno za regularnu matricu gdje je slozˇenost O(n3), te posebno za singularnu
sa svojstvenom vrijednosti nula koja ima istu algebarsku i geometrijsku krat-
nost gdje se racˇunanje drugog korijena svodi na rjesˇavanje linearnog sustava.
Za Newtonovu metodu sam koristila i neka svojstva matricˇne funkcije
sign. Newtonova metoda je takoder opisana za regularnu matricu gdje kon-
vergira kvadratno prema
A
1
2 sign(A−
1
2X0),
dok sam za singularnu matricu dokazala da postoji drugi korijen uz odredene
uvjete na matricu.
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Iteracije koje sam opisala imaju razlicˇita svojstva stabilnosti. Newtonova
iteracija je u principu nestabilna u A
1
2 osim ako svojstvene vrijednosti od A
nisu vrlo blizu grupirane. Ostale izvedene verzije Newtonove iteracije su sve
stabilne u A
1
2 .
Nadalje sam prikazala nekoliko posebnih matrica koje imaju dobra svoj-
stva za izracˇun matricˇnog drugog korijena. Binomna ekspanzija koju sam
prikazala sa (I −C) 12 nec´e konvergirati za ρ(C) > 1, no binomna iteracija c´e
konvergirati i izvan tog radijusa dok god su joj svojstvene vrijednosti unutar
kardiode.
Uz binomnu iteraciju objasnila sam sˇto su M-matrice i H-matrice te po-
kazala da za te regularne matrice postoji jedinstveni glavni drugi korijen koji
je istog svojstva kao i dana matrica.
Na kraju vidimo i kako je Hermitskoj pozitivno definitnoj matrici jed-
nostavno racˇunati matricˇni drugi korijen pomoc´u faktorizacije Choleskog i
polarne dekompozicije.
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Summary
General matrix function is defined via Jordan canonical form. If function
is defined on the spectrum of some matrix, matrix function has some very
good properties which are useful for matrix square root like commutation
of matrix function and matrix, block triangular matrix is mapped in block
triangular matrix, block diagonal matrix is mapped in block diagonal matrix,
eigenvalues of matrix are mapped in eigenvalues of function of that matrix
and so on.
Every solution of equation
X2 = A
is called a square root of A. If matrix A is nonsingular or singular with a
semisimple zero eigenvalue, the matrix square root is defined on the spectrum
of A. In other cases matrix square root doesn’t have to exist at all.
The square roots of a nonsingular matrix fall into two classes. The first
class comprises finitely many primary square roots and second class may be
empty or it comprises a finite number of square roots which are sharing the
same spectrum.
The principal square root is defined for matrices which have no eigenvalues
on R−. It is a unique square root all of whose eigenvalues lie in the open
right half-plane.
I gave the algorithms for computing the square root via a Schur decom-
position especially when a matrix is nonsingular where complexity is O(n3),
and especially when a matrix is singular with a semisimple zero eigenvalue
where computing the square root can be solved by solving a linear system.
Through Newton’s method I used some properties of matrix sign function.
Newton’s method is also described for a nonsingular matrix where iteration
converges quadratically to
A
1
2 sign(A−
1
2X0),
while for a singular matrix is proven that the square root exists if matrix is
under some conditions.
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The iterations which I described have different stability properties. The
Newton iteration is unstable at A
1
2 unless the eigenvalues of A are very closely
clustered. The other versions of Newton’s iteration are all stable at A
1
2 .
Further I showed few special matrices which all have good properties to
compute matrix square root. Altough the binomial expansion which I descri-
bed with (I −C) 12 does not converge for ρ(C) > 1, the iteration nevertheless
continues to converge when the eigenvalues of C lie outside the unit disk but
within the cardioid.
Except the binomial iteration, I explained what are M-matricces and H-
matrices and I showed that for that kind of regular matrices the principal
square root exists and it is also M or H-matrix.
At the end we can see also how Hermitian positive definite matrix is
good for computing the square root via Cholesky factorization and polar
decomposition.
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