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【研究報告】
岡田 謙介（心理科学研究センター研究員／専修大学講師）
「心理学における統計改革（2）」
　では今の大久保先生のお話に引き続きまして，効果量を中心にということでお話しします。専
修大学の岡田です。
　まずは前半でお話しいただいたように，どうして効果量が必要なのか，検定だけではだめなの
かというお話をしたいと思いますが，こういうことを初期の頃から主張して研究してきた研究者
の1人にJacob Cohenという人がいます。その人の94年の論文で有名なタイトルの論文があるので
すが，彼はこういう仮想的な問題を考えます。地球は丸いかという問題。帰無仮説として地球は
丸いという，パラメータに制約が入った状況を考える。対立仮説としては地球は丸くないという，
等号の制約がない状況を考える。これでデータをとりたいわけですが，あたりを見回してデータ
をとってみます。地球を見ると，山があり，もっと深い海溝とかがあり，最近はこんな高い建物
とかも建っている，表面は丸く見えないわけです。したがって，データからの結論は帰無仮説は
棄却される，地球は丸くないという結論になるわけです。そんなばかなと思われるかもしれませ
んが，こうしたことは実際のデータ分析で起きています。
　いま簡単にするために2つの群，赤の群μ1と青の群μ2の母平均が異なれば2群に差があるのか
という検定の状況を考えてみたいと思います。帰無仮説はイコールで，対立仮説はイコールじゃ
ないという状況です。簡単にするために標準偏差は等しいとして，標本サイズは十分大きいとし
ます。
　このように赤と青が完全に重なっている状況であれば差がない，帰無仮説のほうが正しい。そ
れから，赤と青の群，第1群と第2群が明らかに重なっていないときには，母平均は2群に差がある
という結論を導くことにあまり違和感はないと思います。
　しかしこのくらいならどうでしょうか。この赤と青の群はけっこう重なっていますが，どちらが
正しいかと言われたら，母平均は等しくはないですから，帰無仮説は適切ではないわけです。対
立仮説H1のほうが正しい，差があるというほうが正しい。実際標本サイズが十分大きければ仮
説検定で差があるという対立仮説が成り立つ。
　同様にこれ。ちょっとだけずらして書きました。ほとんど見えないかもしれませんが，この状
況でどちらが正しいかと言われると，仮説検定は標本サイズさえ十分大きければ対立仮説を採択
するということになるわけです。しかし，こういう差とかこういう差に，現実的に見て本当に意味
があるのか。確かに数学的には対立仮説が正しいけれども，本当にそれに意味があるのかという
ことで，仮説検定だけではやはり，意味のある差がとらえられない。
　そこで効果量で考えるというのはどういうことをするかというと，差がないときはいいのですが，
2群の差を，例えばこの例でいえば標準偏差1つ分だけデータのばらつきの標準偏差を単位にして，
これは標準偏差1つ分だけ差がある。このような場合には標準偏差の10分の1だけ差がある。この
場合には100分の1標準偏差だけ違うのですが，それだけ差があるというように考える。
　こうやって考えて論じることによって，この100分の1標準偏差の差というのは普通は現実的に
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見てデータのばらつきに比べて非常に小さい差なので，意味を解釈したりすることは考えにくい，
そういう議論が可能になるわけです。
　こういうのが効果量なのですが，今お話しているのはd族の効果量と呼ばれるもので，効果量
には大きく分けてd族とr族の2つのタイプがあると言われています。d族の効果量というのは今お
話ししたように，第1群の母平均μ1，第2群の母平均μ2，その差を2群の標準偏差が共通だとして
その標準偏差で割り算をした，δ（デルタ）で書かれていますが，これがd族の効果量と呼ばれ
ているものです。
　一方，r族の効果量というのはいくつかタイプがありますが，rというのはピアソンの相関係数r
のことを指しているのですが，相関係数自体もそうなのですが，特に分散分析，回帰分析，そういっ
た文脈ではrを二乗した量です。決定係数，分散説明率の単位でr族の効果量が使われることが
多いです。例えばよく使われる分析，分散分析（ANOVA）で，いちばん簡単な一要因の分散
分析，被験者間で固定効果の分散分析を考えますと，それは全分散，σ2tと書いて，トータルのt
ですが，これを要因によって説明される分散と，誤差によって説明される分散に分解する，とい
うのが分散分析の考え方です。だから平均値を見ていっても分散分析と言うわけです。このとき
に，η2（イータ二乗）というこの効果量は，母集団における全分散に占める要因が説明する分散，
これが効果量になります。この効果量はモデルによって異なるわけですが，例えば被験者内の
ANOVAを考えると，これは全分散を要因，被験者，誤差という3つの分散に分解する，複数回
測定することに依存する分散というような考えということですので，分散の分解の仕方が異なる
わけですが，もう1つの要因の効果量というのはやはり全体に占めるこの濃い緑ということで表現
されることになります。
　こういったものが効果量と呼ばれるものですが，今お話ししたものはどちらも母集団の世界の
量として考えていました。実際にはこれを標本から推定する必要があるわけですが，例えばこれ
を標本から推定するには，母平均μ1とμ2をそれぞれ標本平均で置き換える。それから標準偏差
σ（シグマ）は標本から標本標準偏差，2群の標準偏差が異なる場合にはプールした標準偏差な
ど近似値で置き換えるというようなことをすればいいわけですが，そのように標本から推定した
標準偏差というものは当然誤差を含む，母集団からランダムにとってこられた標本であるという
ことに依存する誤差，推定の誤差というものを含みます。なので単純に効果量の標本からの推定
値で点推定だけを考えるのではなくて，効果量の信頼区間というものも同時に考える必要がある
わけです。効果量の区間推定ということを考える必要があります。
　これはある教授法と別の教授法で新しい教授法に効果があるかというようなメタ分析の結果の
図をもってきたものですが，メタ分析，メタ・アナリシス，よく聞く言葉だと思いますが，複数の
研究からその成果を統合して調べる研究ということですが，メタ分析というのは効果量を統合し
ます。複数の研究の成果をあたかも1つの研究の成果が1つの効果量である，横軸が効果量で縦
軸が複数のそれぞれの先行研究ですが，1つの研究成果を1つの効果量として考える。それを統
合するときに重みづけをするわけですが，その重みというのは信頼区間が小さい研究にはより大
きな重みがつく。この四角自体は効果量の点推定値なのですが，四角の大きさはその研究につけ
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る重みをあらわしています。信頼区間の小さな研究には大きな重みをつける，信頼区間の幅が広
い，推定誤差が大きいようなデータには小さな重みをつける，というようなことをして研究成果を
統合するのがメタ分析の考えです。なので効果量の考え方とメタ分析による研究成果の統合とい
うのは非常に密接な関係があります。
　こういった効果量をどうやって解釈するのかということですが，この話，資料を拝見した限り
では井関先生が詳しく論じられているような印象を受けましたので，ぼくは簡単にご紹介だけし
たいと思いますが，1つには経験則による解釈というものがあります。Cohenの基準というのはよ
く使われていて，標準偏差0.2個分くらいだと小さい，0.5個分の違いだと中程度，こういったよう
ないわゆるゴールデンルールによるような解釈というのが1つあります。これは一応いろいろな研
究を集めて，いろいろな研究で報告されている効果量がどういう分布に従うのかということを調
べると，だいたい合っている，だいたい3分の1ずつだとこれと大まかに合っているというようなこ
とをちゃんと言っている人もいるので，あながちこれが信用できないわけでもないのですが，し
かしこの研究の文脈だとか実験か調査かとかそういうことを一切無視していますので，あくまで
も目安に過ぎないということかと思います。
　より効果量を適切に解釈するには先行研究の比較というものがやはり不可欠です。すなわち，
先ほどのメタ分析の例とかでもそうですが，同じような変数，同じような標本，同じような実験
調査のデザインで，現象を扱ったような先行研究の効果量と見比べてその値を解釈していく，大
きいのか小さいのか。もし大きかったり小さかったりするようなら，どういう原因が考えられるの
か，といったことを論文の中で論じていく必要があるかと思います。
　仮説研究の世界ではp値が0.05よりも小さいということが一種の免罪符というか，水戸黄門の印
籠というか，それさえ言えばある意味オーケーというところがあったわけですが，それではだめ
だという最近の流れでは，効果量を使いこなすには，ある意味ここで研究者が頭を使う必要が出
てくるということがあるかと思います。
　ここまでが効果量のイントロの話で，残り5分くらいぼくの研究の話をしたいと思います。分散
分析，ANOVAにおける効果量としていくつかのタイプがあるのですが，ここに書いてあるη̂2（イー
タハット二乗）と正確には書いてありますが，このハットは標本から計算した推定量であるとい
う意味です。何を推定したいかというと，η2（イータ二乗）を推定したい。これは母集団の量な
ので，これを標本から推定したいのですが，その推定量として，まずは単純に先ほどの全分散と
要因の分散をそれぞれ標本から計算して平方和で置き換えるというη̂2（イータハット二乗）とい
うものがあります。普通η2（イータ二乗）と呼ばれるので，標本の量ですが，特に区別しないで
今回もη2（イータ二乗）と呼びたいと思います。このη2（イータ二乗）がいちばん単純ですが，
これには実は単純に平方和で母集団の分散を置き換えたη2（イータ二乗）というのは正の倍数
がけっこう大きくあるということが昔から報告されていて，そのバイアスを補正した量として，ε2
（イプシロン二乗）とかω2（オメガ二乗）といったような量があります。これはちなみに分散の推
定に関して分母がn－1の分散が不偏性がある分散になる。その母集団の分散を推定するときに
分母がn－1の分散を使うと，その期待値が母集団の分散と一致するというのが基礎統計とかでよ
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く習うことだと思いますが，これって分散の比なわけです。η2（イータ二乗）というのは全分散
と要因の分散の比なわけです。なので両方とも不偏分散を使えばいいのではないかと思うかもし
れないのですが，その考え方に従ったのがω2（オメガ二乗）みたいなものですが，それを使った
としても残念ながら不偏性のあるη2（イータ二乗）の推定量にはならないということが知られて
います。これの点推定量というのはあるのですが，陽な形で，閉じた形では書けないということで，
こういった標本から推定する際には効果量は使われません。
　一般にはη2（イータ二乗）のバイアスを改善したものがε2（イプシロン二乗）で，それをさら
に改善したものがω2（オメガ二乗）であるというふうに多くの人に信じられてきました。教科書
ですとか多くの論文にこのような記述があります。ですので，推測統計の文脈では，つまり母集
団の分散を推測する，推定するという文脈ではω2（オメガ二乗）が推奨されてきました。もっと
もこれは教科書に書いてあることで，実際には大久保先生の論文にもありましたとおり，η2（イー
タ二乗）が報告されることがほとんどなのですが，教科書等ではこういう推奨がされてきました。
しかし，これらの性質を直接比べるということが行われていなかったので，ちゃんと検証してみ
ようということをやってみました。これは現在投稿中の論文の結果の一部ですが，いろいろな条
件でやっていますが，これでは何をやったかというと，4群の母平均をこのように設定し，標準偏
差は1として，そこからランダムな標本サイズが10とか20とか，いくつかの標本をとってくると，
これは1群の標本サイズです。それで効果量を計算する。このとき母集団の値がわかっています
ので，ここでの真値というのがわかっているので，それとどれくらいバイアスがあるかというのを
比較する。それを非常に大きい回数繰り返します。これは100万回ですが，非常に大きい回数繰
り返すことによって，計算機の力を使って推定量のバイアスを評価するということができるわけ
です。
　これを見ていただくと，青がη2（イータ二乗）ですが，η2（イータ二乗）は特に標本サイズが
小さいときに非常に大きな正のバイアスがあり，かつそれが標本サイズ100くらいにいってもまだ
消えていないということがわかります。
　それから一般に信じられているのとは違って，実はε2（イプシロン二乗）のほうがよりバイア
スが小さい，ε2（イプシロン二乗）もω2（オメガ二乗）も負のバイアスが若干あるのですが，ε2（イ
プシロン二乗）のほうがよりバイアスは小さいという結果を得ることができます。これはいろいろ
な条件で試して，一要因の分散分析に関しては少なくともこの結果は自信を持っています。
　というわけで，ここから言えることとしては，η2（イータ二乗）はよく使われる効果量ですが，
正のバイアスがある。なのでこれを使って，これを推測統計の文脈で使うときにはバイアスに注
意する必要があるかと思います。
　それから，一要因被験者間の分散分析では少なくとも3つの効果量には平均的にこのような関
係が，真値に対して，ω2（オメガ二乗）とε2（イプシロン二乗）は過小推定して，その過小推
定の度合いはεのほうが小さい，η2（イータ二乗）は大きな過大推定のバイアスであるというこ
とです。
　実はこのε2（イプシロン二乗）というのは回帰分析線形モデルの文脈で言われる，Adjusted 
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R-square（調整済R二乗）と同じ量であるということを導くことができます。そちらの文脈のほう
がけっこうよく使われているようです。ただ効果量としての文脈ではあまりこれまで注目されて
いなかったということで，こちらにもう少し注目する必要もあるのではないかと思っています。ε2
（イプシロン二乗）とω2（オメガ二乗）の2つの差が大きくなるのはどういうときかといいますと，
この2つのあいだの関係式はこういう関係式ですので，データの分散に比べてε2（イプシロン二乗）
のほうがω2（オメガ二乗）よりもちょっとだけ大きな量になるわけですが，この差が大きくなる
のはこのMSEいうところが大きくなる，すなわちこれは誤差の平均平方なので，要因の効果が相
対的に小さいときに，この2つの乖離の度合いは相対的に大きくなる。逆に言うとこれが大きいと
きにω2（オメガ二乗）の過小評価のバイアスは大きくなるということが言えます。で，ε2（イプ
シロン二乗）はより注目を受けてもよいかもしれないと思っています。
　ということでまとめますと，まず前半でお話ししたことですが，仮説検定，統計的な有意性だ
けに頼る時代はすでに終わったというふうに言えるかと思います。差が完全にないということは
ありませんし，検定だけでは，標本サイズさえ大きければ有意差を出すことができる。しかしそ
うやって標本サイズに任せて出した有意差には意味がないことも多いだろう，それを改善する1つ
の方法としてこの効果量を活用していくということがあります。
　後半の話ですが，まず効果量というのは標本サイズに依存しないという議論がされることがし
ばしばあるのですが，効果量の概念自体はそうですが，効果量の推定はいろいろな統計的な推
定と同じように標本サイズに依存します。当然ながら標本サイズが大きいときのほうが効果量の
推定の精度はよくなります。ここがしばしば混乱して議論されることがありますので，このことに
は注意する必要があるかと思います。特にη2（イータ二乗）を推定量として用いる場合には，特
に標本サイズが小さい場合にはそのバイアスに注意が必要である。それから，ε2（イプシロン二
乗）という効果量に今後もうちょっと注目していってもいいかもしれないということです。
　では私の報告はこれで終わります。ご清聴ありがとうございました。
（岡田）　以上2件の発表に関しましてご質問，ご意見等々おありの方はお気軽に手を挙げていた
だけると幸いです。よろしくお願いいたします。
（質問者）　効果量を，企業内のCSRアンケートをやって，何か非常に差が出てこれどうだと言わ
れて苦しんでおるのですが，そういうときにもうちょっと，はっきり言って偏差値がいちばんわか
りやすいのでいいのかなと思うのですが，そういうのをもうちょっとうまく伝えていくにはどうし
たらいいかということで，差があるかないか自体あやしいんですけれども，そういうものをどうやっ
て伝えていったらいいかという何か示唆があったらとは思います。いまのところ偏差値を出すと
喜ぶみたいなので，しばらく偏差値でいこうかなとは思っているんですけど。
（岡田）　ありがとうございます。一般の方に伝えるという文脈では今回あまりお話ししませんで
したが，絵の力を使う，やっぱり視覚的に見てわかりやすいものというのはほかの方に伝えると
いう文脈では非常に効果が大きいです。なので，例えば効果量の話とちょっと違うかもしれませ
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んが，グラフを書いて信頼区間を書いて，これだけ差がある，と説明する。もしくは先ほど円グ
ラフを書きましたが，r族の効果量，η2（イータ二乗）とかは分散説明率なわけですが，全体の
分散のうちこれだけの分散がこの変数によって説明されますというような円グラフ，そういう絵
の力を使っていくというのが1つ方法かなと思いました。
（大久保）　ぼくも基本的に同じですが，図は100のp値に勝るという言葉がありまして，図を1つ出
したら，これで有意差がありました，有意差ありましたと何回言うよりも一発で見てわかるという
のはやっぱりそこがあるという。ただ図の難しさというのもあるわけです。それこそエラーバーを
書かなければ，誤差分を書かなければものすごく大きな差に見えることがありますから，ある意
味でだまそうと思えばだませる。だけど，やっぱり誠実な対応も必要だということで，図を使うと
非常に魅力的に見せることもできますが，その危険性も裏返しになっているのではないかと思い
ます。一般的な方にはやはり岡田先生からもお話があったように図というのもものすごくインパク
トがあると思います。
（岡田）　今回のシンポジウムは普通よりも質問の時間を全体的に多めにとっておりますので，積
極的にいろいろいただけるとありがたいと思います。
（質問者）　効果量を報告する際に，ε（イプシロン）とかω（オメガ）を報告するということは，
何のために報告するのかいつも悩むところでありまして，結果的にε（イプシロン）とかω（オメ
ガ）を報告して，メタ・アナリシスとつなげることが可能なんでしょうか。
（岡田）　ε（イプシロン）やω（オメガ），推測統計の分布の効果量を報告することでメタ分析が
できるのかというご質問でよろしいでしょうか。それは通常はη2（イータ二乗）でされているか
ということでしょうか。
（質問者）　正確にはオムニバス検定をそのままメタ・アナリシスすることができるかということで
す。例えば一元配置の分散分析に3種類あるんですけれども，3種類がすべてを同じ研究で網羅
されるということはなかなかあり得ないと思います。そういう状況下ではどのようになるのでしょ
うか。
（岡田）　ご質問の趣旨としては，メタ分析に効果量をつなげることが第一義的な目的であると考
えるとして，実際には研究デザイン，実験デザインはいろいろ異なる，複数の要因があることも
あるし，水準の数が違ったりすることもある。そういう中で効果量を報告することに問題，意味
があるかということかと思います。
　1つはメタ分析以外の使い方というか，単純に今回の実験デザインで，母集団における分散説
明率を推定したというときに，推測統計における効果量を使うということは1つあり得るかと思い
ます。
　もう1つは，水準の数が違うと難しいかもしれませんが，あとで一般化効果量の話があったか
と思いますが，いわゆる一般化効果量，ηG2（イータG二乗）と書くものですが，そういうのは，
普通のη2（イータ二乗）だけでなくそれも，むしろ偏η2のほうかもしれませんが，例えばその効
果はランダム効果であるのかそれとも固定効果であるのかということに依存しないような効果量
をつくるというような動きが，例えばランダム効果か，固定効果かということであれば，一般化
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効果量を使うことによって，ある部分は解決できるということはあるかと思います。
（質問者）　統計の専門でも何でもないので的外れな質問かもしれませんけれども，たしか，例え
ば大規模臨床試験とかで目指すエフェクトサイズを出すために，最後の考察のところで十分なサ
ンプルサイズが得られなかったためとかいうことを避けるために，必要最低限のサンプルサイズ
を出す式みたいなものがあったと思うのですが，逆にnが大きすぎるから意味のない差でも，結局
有意になってしまったという，そのサンプルサイズの上限に関するクライテリアみたいなものはあ
るのでしょうか。
（大久保）　効果量と検定力と，あるいは有意水準というか，p値か，全部密接に関係しますので，
これくらいの効果量があるときはこれくらいの検定率ということになって，一概にはいえないので
すが，有意水準を5％にするときは検定力はだいたい80くらいにするといいのではないかというの
は一般的に知られている話としてあります。じゃあ検定力を分析すればいいのかということを考
えるときに，効果量は厳密に言うと最初からは完全にはわからないので，じゃあどうするかとい
うと，それは似たような研究で，だいたいこれくらいの効果量になっているなというのがあれば，
おおよその目安がつけられるということになってくると思いますので，極端な話，先ほどの話に戻
ると，ものすごい数とってしまうと絶対有意差が出るんですけど，そこがやっぱり問題になってく
るところだと思います。極端な話，1万人とれば本当に何もなくても有意差が出てくるんですね。
そういうのを避ける。特に臨床の文脈では，きょうもツイッターでいろいろ出てきていましたけれ
ども，臨床の雑誌が実はいちばん効果量とかに厳しいんです。何でかというと，ただ差が出た，
ただ何かあったということだけで見せていくと，意味のある差だからこそ臨床的に，介入だった
り援助だったりに役立つはずなのに，単に差があったということだけで介入なり何なりをとられる
と，困ってしまうということが出るからです。特に臨床の場合には有意差だけではなくて，臨床
的な意義，clinical signiﬁcanceを重視するというのが大きな流れで，たぶん心理学の中で効果量
が出てきているというのはそこにもあるのではないかとぼくは考えています。
　だからサンプルをどう決めるのかというと，検定力80くらいというのが大きな目安かなと考えて
います。
（岡田）　ありがとうございました。
　個人的には標本サイズが大きくて悪いことはないと思っていて，標本サイズの上限を決めると
いう話はたしかにあるのですが，それはいわゆる仮説検定の文脈に依っていることによる悪しき
慣習というようなところがあって，基本的には標本サイズが大きくて悪いことはないというふうに
ぼくは思っています。ただ，一般に標本をたくさんとることにはコストがかかりますので，適切な
標本サイズを決めるという意味で，検定力分析が使われることが多いということかと思います。
（岡田）　よろしいでしょうか。どうもありがとうございました。
　では次のご講演に移らせていただきたいと思います。
　次のご講演は日本学術振興会，京都大学の井関先生による，「実験心理学者にとっての効果量」
ということです。簡単にご紹介をさしあげますと，井関先生は筑波大学大学院で博士号を取られ，
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現在日本学術振興会特別研究員として京都大学で勤務されています。ご専門は「文や文章の理
解に関わる認知心理学的及び言語心理学的研究」ということです。
　それではよろしくお願いいたします。
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