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made from n symbols at each selection, then the number of equivalent messages is n k and transmission of any one of these conveys an amount of information k log n. Implicit here is a presumption that all messages are equally likely.
Quite appropriately, modern information theory had its origins in the theory of communication, though this is only one of the threads in the tapestry. From these heuristic beginnings there developed an elegant and complete theory by 1948, produced almost simultaneously by Norbert Wiener ͑Ref. 3͒ and Claude Shannon ͑Ref. 4͒. Wiener's contribution first appears in his book Cybernetics, the scope of his interests indicated by the subtitle ''control and communication in the animal and the machine.'' Influenced by John von Neumann, he introduces as a measure of the information associated with a probability density function f (x) the quantity
and applies it to a theory of messages in various systems. The similarity of this expression to some encountered in statistical mechanics did not escape Wiener's attention. At virtually the same time, Shannon realized that the basic problem in sending and receiving messages was a statistical one, and he extended Hartley's ideas to situations in which the possible messages were not all equally probable ͑though they are presumed to constitute an exhaustive and mutually exclusive set, so that the probabilities sum to unity͒. If messages are composed of an alphabet A with n symbols having probabilities of transmission (p 1 ,...,p n ), the amount of information in a message is defined as
where K is a positive units-dependent constant. Shannon arrived at this expression through arguments of common sense and consistency, along with requirements of continuity and additivity. Because information is often transmitted in strings of binary digits ͑0's and 1's͒, it is conventional in communication theory to take the logarithm to the base 2 and measure H in bits. Thus H quantifies the average information per symbol of input, measured in bits. Note that if the symbols are equally probable then, because ͚ i p i ϭ1, each p i ϭ1/n and we regain Hartley's result of maximum information. If, however, one symbol is transmitted with unit probability it follows that H(A)ϭ0 and no information is contained in a message whose content is known in advance. One might object that there is indeed information in this latter event, but it is simply not useful. It is not the intent of the definition ͑2͒ to judge usefulness, however, nor is there any meaning to be attributed to a piece of information. Shannon originally thought of naming his measure ''uncertainty,'' but von Neumann urged him to call it entropy ͑per-haps accounting for the Greek letter H͒, arguing that a similar expression already existed in statistical mechanics. Thus was unleashed a flood of mischief that has yet to abate completely.
With this measure of the information required to estimate which message had been sent, Shannon laid the foundations of the modern mathematical theory of communication. If a communication channel ͑e.g., a telephone line͒ is noise-free, then one can expect the output message to reproduce faithfully the input. This is rarely the case, so one is led to introduce as well an output alphabet B with m symbols. The properties of the noisy channel can be described by conditional probabilities p(i͉ j), in terms of which one defines the mutual information
It is this quantity, which reduces to H(A) in a noiseless channel, that Shannon employed to state one of the most important results of his theory. The capacity C of a communication channel is the maximum rate, in bits per second, at which information can be transmitted from input to output. It is then a theorem that, with suitable coding and decoding, information can be transmitted without error at any rate up to and including C, and any attempt to transmit at a rate beyond capacity inevitably results in errors. Formally, C is proportional to the maximum of H(B;A) over all possible input probability distributions ͕p͖. As an example, for a single channel with additive white Gaussian noise having power spectrum S, bandwidth B, and signal power P, the capacity is CϭB log 2 ͩ 1ϩ P SB ͪ bits/s.
͑4͒
Finally, to send messages of the kind under discussion here it is necessary to encode them explicitly in some optimal way, such as in sequences of minimum-length bits. With the noiseless coding theorem Shannon and others showed that the mean length of these sequences is not only bounded below by H(A), but can be brought arbitrarily close to it. In this sense, then, H(A) can also be interpreted as the mean number of bits required to code the output of A with an ideal code.
A. The second thread
Prior to exploring applications to physical problems outside the realm of communication theory, it is useful to pause and examine a second developmental path toward a theory of information. The noted similarity of the Wiener-Shannon information measure to earlier expressions in statistical mechanics is much more than coincidence. Well over a century ago Ludwig Boltzmann's search for a theoretical expression to match Clausius's thermodynamic entropy Sϭ͛dQ/T led him to relate entropy to probability. In the form later adopted by Planck in 1906, he suggested in his great paper of 1877 the well-known expression
where k is Boltzmann's constant, and W is roughly the number of a priori equally probable microscopic states of the system compatible with the thermodynamic state. In classical mechanics it is a phase volume, and in quantum theory it is the measure of a manifold in Hilbert space. Rather than a probability, as Planck's abbreviation for Wahrscheinlichheit implies, W is actually a multiplicity factor, which can be a factor in a probability, of course. Indeed, Boltzmann took as his example the multinomial coefficient and derived the expression analogous to Eq. ͑2͒, in which p i is replaced by the frequency of particle occupation of cells in phase space. The point here is that the theoretical entropy provides a measure of our lack of information about the specific microscopic state of the system ͑which must be changing continually in any event͒. It is not certain how far Boltzmann's thoughts proceeded in linking Eq. ͑5͒ with information content, but it is quite clear that he knew something to be involved beyond the basic laws of physics. He writes ͑Ref. 16͒, ''The Second Law can never be proved mathematically by means of the equations of dynamics alone.'' Rather, conservation of information occurs only in reversible processes, whereas irreversibility reflects a loss of information and a consequent increase in entropy. It seems remarkable that what Boltzmann understood so well over a century ago is still found puzzling by some today.
Unfortunately, these similarities led a number of writers to jump immediately to the conclusion that Shannon's measure ͑the negative of Wiener's͒ was in fact identical to the thermodynamic entropy-a step even Boltzmann declined to take without proof. Chief among the advocates of this leap was Brillouin ͑Refs. 5, 17͒, who coined the term negentropy for Shannon's measure. The desire to make such an identification is understandable; but making it is lamentable, because it was not at all justified at this point on the basis of communication theory alone. The missing link was to be found several years later.
B. A third thread
In his classic thermodynamics book of 1871 Clerk Maxwell introduced his famous ''demon'' in an attempt to clarify the notions of irreversibility and the second law of thermodynamics ͑Ref. 19͒. He envisioned ''... a being whose faculties are so sharpened that he can follow every molecule in its course...,'' and inadvertantly inaugerated a vast industry in demonology that survives to the present day. The idea was that this demon could divide the volume by means of a partition containing a shutter, and then open and close the shutter so as to accumulate fast molecules on one side and slower ones on the other, thereby violating the second law. ͑He had actually discussed the idea in private communications as early as 1867.͒ Although an interesting and provocative tool at the time, the work of Boltzmann and Willard Gibbs, and its subsequent development in this century, has demonstrated that the very need and rationale for statistical mechanics is the complete lack of the kind of microscopic control envisioned by Maxwell's hypothetical demon. Were we able to exercise such control and follow the microscopic trajectories there would be little need for probability theory in our analysis of a many-body system. From the contextual discussion surrounding introduction of the demon, it's clear that Maxwell, too, appreciated this point.
These observations notwithstanding, the demon and its implications have been, and continue to be taken seriously, and an extensive literature has accumulated ͑Ref. 22͒. And, as might be expected from so much effort, some of the discussion has actually led to important insights, beginning with Leo Szilard's famous analysis of a one-molecule͑!͒ gas in 1929 ͑Ref. 20͒. Briefly, Szilard ͑as demon͒ divides the volume of a cylinder into two parts by means of a partition and makes an observation as to which part the molecule occupies; the partition is now employed as a piston that is allowed to expand under the pressure of the single molecule until the gas fills the entire volume, the temperature being maintained by immersion in a heat bath; if the original partition was into equal parts, we find from Eq. ͑5͒ that the entropy decrease is just k log 2, corresponding to a binary choice, and if the system is run cyclically one can continue to extract energy from it. But Szilard recognizes that there is a price for this operation in the form of acquiring the needed information to locate the molecule, and thus the entropy decrease is compensated with that represented by this information increase. ͑He didn't get it quite quite right, however, because it is the discarding of previous information at the end of each cycle that actually causes the entropy increase. In this respect Maxwell's original scenario possibly illustrates the point more transparently: after a fast or slow molecule is admitted to one side or the other that information is discarded by the demon, thereby providing an entropy increase.͒ This is perhaps the first explicit relation made between physical entropy and information. It is amusing to note that, had Szilard considered n choices rather than 2, he would have discovered Hartley's information measure.
As noted above, following Shannon's work Brillouin ͑Ref. 21͒ introduced the notion of negentropy in an attempt to cement the entropy-information relationship, but with no rigorous justification. He took the stance that the demon needed a light source to see the molecules, and it was this source that restored the entropy balance and ''exorcized'' the demon. This position was dissected and severely criticized later by Jauch and Báron ͑Ref. 18͒, although it appears that many others were also skeptical from the beginning.
II. THE PHYSICAL CONNECTION
The principal rigorous connection of information theory to physics came somewhat indirectly, with the realization by Edwin Jaynes that Shannon had actually uncovered a fundamental element of probability theory ͑Ref. 31͒. Namely, the measure of Eq. ͑2͒ can be interpreted as describing a property of any probability distribution. Whereas Shannon envisioned the set ͕p i ͖ as given in communication theory, Jaynes turned the interpretation around to utilize available information to determine the probabilities. In this sense, the entropy of a probability distribution on an exhaustive set of mutually exclusive alternatives (A 1 ,...,A n ) is defined as the functional
In this form S represents the uncertainty in a probability distribution as to which of the alternatives is realized. The entropy of Eq. ͑6͒ provides a quantitative measure of just how much information is required to remove this uncertainty. A short digression is in order here to point out that Khinchin also clearly understood in 1953 that Shannon's entropy was a fundamental element of probability theory ͑Ref. 6͒. He writes, ''There is no doubt that in the years to come the study of entropy will become a permanent part of probability theory;...'' He applied information theory in this sense to Markov chains in some detail, but does not seem to have taken the probability theory connection much further.
Jaynes went on to enunciate a principle of maximum entropy ͑PME͒, which can be phrased as follows ͑Ref. 31͒: The distribution ͕P i ͖ that maximizes S subject to constraints imposed by the available information is the least biased description of what we know about the set of alternatives ͕A i ͖. The PME is a rule for rational inference that provides a variational procedure for constructing prior probabilities based on given evidence. On the one hand, if that evidence implies nothing more than the alternatives are equally probable, the only constraint is that ͚ i P i ϭ1 and maximization of S yields the uniform distribution ͕1/n,...,1/n͖. In this event S max ϭk ln n, the missing information is maximal, and one can make no definite predictions. On the other hand, the evidence may indicate that one alternative is certain, rendering all others impossible, in which case Sϭ0 and there is no uncertainty whatsoever. The bulk of scientific inference lies somewhere in between, where one must generally cope with incomplete information. In all but the most trivial problems of science one rarely has sufficient information to construct a unique probability assignment in the same sense that declaration of an honest coin unambiguously assigns ( 1 2 , 1 2 ) to the possible choices. The PME removes this ambiguity by maximizing the uncertainty subject to whatever information actually is available-it renders the distribution as uniform as possible. A direct proof that any choice of information measure other than ͑6͒ will lead to inconsistencies if pursued far enough, and that the PME is essentially unique, was subsequently provided by Shore and Johnson ͑Ref. 38͒.
As an aside, we note a slight generalization of Shannon's measure introduced by Kullback ͑Ref. 7͒:
which is interpreted as the entropy of the set ͕P i ͖ relative to the set ͕P i 0 ͖, and sometimes called the cross-entropy. It is useful when part of the initial information consists of a set of prior probabilities, and it provides for a straightforward generalization to continuous distributions, since there can be no ambiguity regarding the basic measure on the space of alternatives.
There is no logical reason at all to associate S with any physical quantity at this point, and the PME is first and foremost a rule of probability theory. But if one applies that theory to physical problems it is expected to take on physical ͑and maybe experimental͒ meaning, in the same way mathematical symbols do in any other theory. If it is applied to any other area of probable reasoning it takes on an appropriately significant meaning there. In making such applications, however, it is first necessary to express the available information in the form of mathematically well-defined constraints, and this procedure may not always be transparent.
In his 1957 papers ͑Refs. 31, 32͒ Jaynes made the compelling application to statistical mechanics and thermodynamics, having noted that the constraints provided by macroscopic information could be expressed as expectation values. He also observed that this was just the problem Gibbs had solved long ago in deriving his ensembles by minimizing his ''average index of probability of phase'' subject to constraints on average total energy, or that plus average total particle numbers ͑Ref. 33͒. Gibbs gave no explanation for why this particular function should be minimized, but this procedure is exactly what we call the PME.
With this interpretation of Shannon's information measure, along with the PME, Jaynes and others have clarified considerably the foundations of statistical mechanics, relating it ultimately to a problem of information in a way that seems to have been appreciated implicitly by the founders over a century ago. That is, S measures the amount of information about the microstate conveyed by data on macroscopic thermodynamic variables. For equilibrium systems the entropy ͑6͒ and the probabilities become equivalent to the canonical ensemble of Gibbs, with K being identified with Boltzmann's constant k. Because the canonical ensemble is known to predict experimental values, one can now safely relate the theoretical ͑maximum͒ entropy to the experimental entropy of Clausius. Quantum mechanically one employs the density matrix and von Neumann's form of the entropy
Maximization of S subject to available information yields the least-biased probability assignment over the quantum states of the system. Since the theoretical function S in the form ͑7͒ is invariant under unitary transformation, it is often argued that this expression cannot describe the second law. But Jaynes ͑Ref. 35͒ later demonstrated that, in fact, it is just this property that allows one to derive the second law, which is a statement about experimental entropy. A large portion of the subsequent involvement of information theory with problems of physics stems from the maximum-entropy formalism. In addition, there have been numerous other uses of information-theoretic concepts in physics not directly related to the PME, many of which are noted below. Prior to surveying these applications, though, there is another path emanating from the Wiener-Shannon formulation that requires explication.
A. An algebraic interpretation
At roughly the same time that Jaynes was developing the PME the Russian mathematician A. N. Kolmogorov realized that Shannon's information theory could be developed in several other ways ͑Refs. 104, 105͒. He noted that not all applications need pertain to events with only a probability of realization, but that the notions of entropy and information could be formulated for individual variables as well. That is, we can inquire about the information conveyed by one object about another. For example, one can consider the combinatorial aspects of binary sequences directly, and the information content of such sequences is not represented adequately in terms of Shannon's entropy. Rather, it is desirable to quantify directly the information content of a sequence recorded in the memory of a computer, say. This line of reasoning led to an algorithmic approach through the introduction of recursive functions, and eventually to a formal theory of complexity. Similar ideas were developed at almost the same time by Solmonoff ͑Ref. 106͒ and Chaitin ͑Ref. 107͒.
Briefly, the Kolmogorov complexity, or algorithmic information content K(x) of a string x is the length l of the shortest program p executed on a universal computer U that will yield x, K͑x ͒ϭ min
Subsequent developments were applied primarily to attempts to define randomness rigorously, and to a study of computable functions. A function f (s) is computable if there is a Turing machine described by an M (s) assigning finite binary strings to finite binary strings that reaches a final ͑or ''halting''͒ state such that f (s)ϭM (s). The function K(s) is uncomputable. This field of study is now known as algorithmic information theory, and recent years have seen a number of more direct applications to physics.
Kolmogorov initiated yet another approach to information measures in 1958 ͑Ref. 65͒, which was found independently by Sinai at about the same time ͑Ref. 66͒. The idea is to extend Shannon's entropy to the theory of dynamical systems. One considers the dynamical Shannon entropy per unit time h of a map, say, and defines the Kolmogorov-Sinai entropy S, or metric entropy as the supremum of h over all possible partitions of the phase space. The KS entropy has turned out to be very useful in nonlinear dynamics, for it can be related directly to the Lyapunov exponents of the system. In fact, it is sometimes used to define chaos as arising when the KS entropy is positive. Hence, the KS entropy provides a measure of the information lost per unit time as the system trajectories diverge from almost identical initial conditions. That is, information on the orbit is lost like e nS as n→ϱ in an iteration-or information on initial conditions is gained as the orbit makes more significant digits in these conditions important.
III. GENERAL INFORMATION THEORY

A. Journals
Almost every physics journal will contain articles with information-theoretic connections when appropriate, such as Physical Review A The following two books are general discussions attempting to adduce the definition and meaning of information. 
IV. PHYSICAL APPLICATIONS
In this section we categorize the major applications of information theory to physical systems and provide the major references defining the interface. General works relating information to physics are noted, and then the major contributions stemming from utilization of the maximum entropy principle are surveyed. We next provide a sampling of the literature describing information-theoretic methods in various subfields of physics, the aim being to provide examples of how specific disciplines have adapted this tool. Finally, a few fields have been singled out for more detailed discussion because they are areas in which information-theoretic ideas are playing a principal role in very active current research. The following two articles provide point and counterpoint regarding physical interpretation of Shannon's entropy. 
B. Maximum entropy
The principle of maximum entropy originated in the last century with Gibbs and was re-constructed in its modern, broader form by Jaynes. Because of their interests it was natural that the first major application was to statistical mechanics and the derivation of classical thermodynamics. The original papers in the modern sequence are 31. ' 
C. Physics subfields
Maximum-entropy methods have found application in almost every subfield of physics, and in many other areas of science. For example, the Colorado Alliance of Research Libraries ͑CARL͒ database UnCover scans some 17 000 journals, and since 1988 cites almost 500 articles applying maximum-entropy techniques in more than 100 different areas of research. While it is not possible to list all those articles here, the following references provide examples of the use of general information-theoretic ideas in various subfields of physics, as well as a few earlier works incorporating maximum entropy. 
Acoustics
D. Physics of computation
Information processing by computers has become one of the hallmarks of our age. Because computation, no matter how abstract, is fundamentally a physical process, it is inevitably governed by the laws of physics, and these relationships have been studied by physicists and computer scientists in a number of contexts over the past 20 years or more.
Principal concern has focused on energy consumption in the computational process, and on questions of reversible and irreversible computation. In particular, the question of minimal energy requirements has produced a lively debate that continues at present. The following references summarize the developments over the past two decades, and contain references to all the original papers. The following articles take issue with the arguments above by Bennett and Landauer. Each article is followed by rejoinders from these authors and others. 
E. Black hole physics
As is common knowledge, gravitationally collapsing objects of sufficient mass are doomed to form black holes ͑BHs͒, defined by an event horizon within which resides the singularity of the general relativistic equations. All information about the initial state of the object is radiated away during the collapse and, remarkably, the general stationary solution depends on only three externally observable parameters: mass M , angular momentum J, and charge Q of the BH. This scenario is encapsulated in John Wheeler's phrase that ''A black hole has no hair.'' Building upon a general proof by Stephen Hawking that the BH surface area cannot decrease in any process ͑Ref. 91͒, Jacob Bekenstein recognized the similarity to the mandated increase of entropy in thermodynamics, and the relation to Shannon's information measure ͑Ref. 92͒. A BH can be created in a number of ways, leading to a number of possible internal configurations corresponding to the same set of external parameters. One then defines the BH entropy as a measure of the inaccessibility of this information. Note carefully that this entropy refers to an equivalence class of BHs, and has nothing to do with thermal entropy inside the BH. After careful consideration Bekenstein found this entropy to be
where is Boltzmann's constant, G is the gravitational constant, and A is the surface area of the BH. This is an enormous number, but appropriate to the maximum entropy of a massive collapsing object. All this is relatively straightforward and provides an interesting example of the role of information theory in general relativity. To an outside observer the original information is not missing, it simply resides inside the BH and can be described by a pure state. But in 1974 Hawking made the theoretical discovery, by means of an appropriate blending of quantum mechanics and general relativity, that BHs can radiate away their energies thermally ͑Refs. 93, 94͒. One can think of this as pair creation in the presence of a strong gravitational field, with one member going down the hole and the other moving off to infinity. Consequently, as the BH evaporates two related contradictions emerge: the final thermal state is a mixed state, in contradiction of the quantum theorem that a pure state cannot evolve to a mixed state; and, all the information encapsulated within the BH somehow is lost forever when the BH finally disappears. This is the BH information paradox.
Attempts at a resolution now constitute a very active area of research in general relativity and quantum field theory. At this time there are essentially three separate views: ͑1͒ gravitational effects introduce an additional uncertainty over and above Heisenberg's into quantum physics; ͑2͒ the Hawking radiation may not be completely thermal, but actually carries
Subsequently Bekenstein developed BH thermodynamics a bit further ͑Ref. 96͒ by utilizing the principle of maximum entropy to verify a generalized, intrinsically quantum second law. This asserts that BH entropy plus ordinary entropy exterior to BHs never decreases. Note that this is a theoretical statement of a statistical law that goes beyond ordinary thermodynamics.
The following papers provide some of the original literature connecting BHs to information theory. 
F. Algorithmic information theory
Kolmogorov's development of an information measure for problems of symbol-sequence type was followed by numerous mathematically oriented applications in computer science and to models of randomness, many of these by Chaitin ͑Ref. 110͒. During the past decade, however, various models of physical systems have been analyzed with these tools, and are noted below. Efforts to relate such ''microscopic'' entropies to Shannon's measure and thermodynamic entropy have been made, and remain an area of current research. These approaches to the many-body problem are close in philosophy to that of Boltzmann's H function and H theorem. It is not yet clear whether such microscopic functions will suffer the same fate as H-namely, that they become unrelated to thermodynamic entropy in any system with substantial potential energy ͑Ref. 109͒.
G. Quantum information theory
While von Neumann surely had some inkling of the potential interrelations between quantum mechanics and information ͓witness his expression ͑7͔͒, the first direct connection with the new information theory appears to be that given by Jerome Rothstein in 1951 ͑Ref. 118͒. He envisions future development of an intimate relation between communication and measurement theories, which only began to be realized in the last decade.
Subsequently, von Weizsäcker proposed a theory of ur objects ͑in the German sense of ''primitive''͒, information atoms characterized as one bit of potential information ͑Ref. 119͒. Its adherents consider this to be a quantum theory of information and, though it has not been developed very far, it is indeed a precursor of more recent work in quantum theory. We also finds traces of information-theoretic concepts on a fundamental level in Hugh Everett's many-worlds interpretation of quantum mechanics ͑Ref. 120͒, wherein the notion of an operator is utilized in conjunction with an analog of Shannon's information measure to explicate the measurement process.
Quantum generalizations of Shannon's expression ͑4͒ for channel capacity began to appear in the early sixties, and shortly later quantum bounds on information storage capacity were obtained. Much of this work is summarized in the review article by Bekenstein and Schiffer ͑Ref. 122͒, who also obtain new results on channel capacity.
In 1973 Kholevo proved a truly fundamental theorem in quantum communication theory ͑Ref. 121͒, which establishes an upper bound on transmitted information in terms of the quantum entropy ͑7͒ when expressed in terms of bits. Armed with this theorem, Caves and Drummond ͑Ref. 123͒ have provided a general proof of the quantum-mechanical wideband, single-channel capacity upper bound for a linear bosonic channel, as well as presented an up-to-date review of this field of quantum limits. For convenient reference we state their result:
in terms of input power P and Planck's constant. We hasten to add, however, that this result was derived as early as 1963 by Lebedev and Levitin ͑Ref. 124͒, who provide a thermodynamic derivation of the narrowband capacity as well. An excellent introduction to the various issues of channel capacity is provided by Pendry ͑Ref. 125͒, who also gives a rather general thermodynamic derivation of Eq. ͑10͒.
The preceding results are basically straightforward generalizations of classical information theory in a direction to have been expected. Only in recent years have the full implications of a purely quantum theory of information started to emerge, based on the magic of coherent superposition.
Classically, the two Boolean states 0 and 1 can be sent down a channel one bit at a time. A similar representation can be created with a quantum-mechanical 2-state system employing a fixed pair of orthogonal states-for example, a spin-1 2 system with states ͉↑͘, ͉↓͘. These systems are appropriately referred to as qubits, for they can also exist as superpositions, a state that might be considered a ''random'' bit. Things become more interesting when a pair of qubits is considered. Possible basis vectors are the direct-product states ͉↑͘ 1 ͉↑͘ 2 , ͉↓͘ 1 ͉↓͘ 2 , for example. But multiparticle superposition can also lead to entangled states, as Schrödinger called them, such as the singlet
Some striking features of entangled states were first discussed in the famous Einstein-Podolsky-Rosen paper of 1935, arising because these states cannot be factored into direct products of two single-particle states in any representation. It has been possible for a number of years now to produce and study entanglement in the laboratory using photon polarizations ͑Ref. 126͒, but only relatively recently have the properties of these states been exploited in the development of quantum information theory. For example, in a scheme first suggested by Bennett and Wiesner ͑Ref. 129͒, a pair of qubits can be employed to communicate between two parties in such a way that 2 bits of information are transmitted by manipulating only one of the two particles. The past year has seen the first experimental realization of this form of quantum communication ͑Ref. 128͒, in which data were encoded as 0's, 1's, and 2's because the photon pair can actually represent three states. This unit is called a trit (ϳ1.58 bit).
Entanglement has also been employed to prove the possibility of quantum teleportation, another example of quantum nonlocality ͑Ref. 130͒. An unknown quantum state is teleported from one place to another by clever interaction with an entangled EPR-type pair. For the moment this operation appears beyond present technology.
Rather than bits, the fundamental units of quantum information theory are qubits, and we might expect the quantum entropy S() of Eq. ͑7͒ to appear in a quantum coding theorem analogous to that of classical information theory. Schumacher ͑Ref. 131͒ has shown that this is indeed the case, and that S() describing an ensemble of states is just the mean number of qubits required to encode these states in an ideal coding scheme. One might expect this coding theorem to play a significant role in the potential applications of quantum information theory described below.
Next, and finally, we consider two specific potential applications of quantum information theory. They are exciting to contemplate for no other reason than the stimulus they give to experimental work at the very foundations of the quantum theory. Those who continually struggle to make sense of quantum mechanics-which, to one degree or another, includes most physicists-can but encourage these activities. It is also possible that the work will eventually enhance our technology.
Quantum cryptography
Throughout history the use of secret codes in both government and commerce has attracted substantial interest and resources. Most of the security of any code resides in its key, which in its absolutely secure realization is a pseudo-random sequence of bits as long as the message itself, and is discarded after a single use. This is the so-called one-time pad. But the key is also the achilles heel of the code, for it must be transmitted from sender to receiver without being compromised. Modern cryptographers have generally circumvented the issue. The present paradigm for secure encryption is public key cryptography, which is a 2-key system, one for enciphering and one for deciphering. The first is made public by the potential receiver, who keeps secret the latter, and both keys are needed for deciphering an encrypted message. The present standard realization of this scheme is the socalled RSA algorithm based on keys that are products of large prime numbers ͑տ200 digits͒. Security is provided by the ͑present͒ extreme difficulty in factoring large numbers in a reasonable time. While the scheme has never been broken, one difficulty is that it has never been proven to be unbreakable. Another is that in practice the scheme has now been shown to be vulnerable to timing attacks. That is, by measuring the amount of time a computer takes to perform private key operations it is possible to find the secret key, and in a computationally inexpensive way. Thus, public key distri-bution is subject to both technological and mathematical advances, one extreme example of which is noted below. For this reason, new methods of secure information transfer are being explored, and one very promising scheme is that of quantum cryptography, which in turn employs some fundamental features of quantum information theory.
In 1984 Bennet and Brassard, building on an earlier idea of Wiesner, proposed an alternative to public key cryptography that re-introduces the one-time pad, but provides an absolutely secure means of distributing a key ͑Ref. 132͒. The scheme relies on transmitting polarized photons, and on the uncertainty principle. That is, anyone eavesdropping on transmission of the key bits does not know the polarization in advance, so must obtain precise values of two noncommuting observables to find out. But any such attempt at eavesdropping ͑interfering with the system͒ can be detected, in which case the transfer is abandoned and re-attempted until a secure channel is obtained. Transmission of polarized photons via an optical fiber has progressed to the point that an effort this past year was successful over a distance of 22.7 km ͑Ref. 139͒, so that the scheme can no longer be thought impractical. Similar programs have also been advocated using entangled states to transfer the key ͑Ref. 136͒, encoding by two non-orthogonal states ͑Ref. 137͒, and finally with two orthogonal states ͑Ref. 138͒. All of these schemes have been proved secure only for noiseless channels. Just very recently has a protocol been developed and proved secure in the presence of both noise and an eavesdropper ͑Ref. 141͒.
This field is changing so rapidly that we include here, for the most part, only papers and reviews that are relatively recent. The first three articles are excellent reviews and contain complete references to the ͑short͒ historical path, whereas the remainder provide a selection of key current research efforts.
Quantum computing
Less imminent of realization, but equally fascinating to contemplate is a computer operating on quantum-mechanical principles-possibly the ultimate information processor. Richard Feynman appears to be the first to have entertained the utilization of such a machine, in 1982, while pondering how to simulate quantum processes computationally ͑Refs. 142, 143͒. At about the same time both Paul Benioff ͑Ref. 144͒ and David Deutsch ͑Ref. 145͒ laid out the principles and studied models of quantum-mechanical computers, and in the past several years possible realizations have been described ͑Refs. 146, 148͒.
But, Feynman's idea aside, what are the possibly practical reasons for building a quantum computer? Speed for one, incredibly massive parallel processing for another. That is, such a computer can accept input states representing a coherent superposition of many different possible inputs and evolve them into a superposition of outputs-computation is simply a sequence of unitary transformations. The first realistic example was provided by Peter Shor in 1994 ͑Ref. 153͒, who developed an algorithm that exploits the quantum multiplicity of paths to factor large numbers ͑n digits͒ in polynomial time (ϳn 2 ), which classical computers cannot do (exp n 1/3 ). Following this result, Lov Grover has recently constructed a search algorithm for quantum computers that requires ͱ n steps to search n entries ͑Ref. 160͒.
While these results have stimulated a great deal of theoretical work in this field, perhaps more important is the associated experimental effort toward creating the gates and circuitry a quantum computer would require. By studying simple gate operations we are starting to learn much more about quantum mechanics itself, via experiments with trapped ions ͑Ref. 148, 151͒, single-atom-photon interactions in small cavities ͑Ref. 150͒, and Rydberg atoms in superconducting cavities ͑Ref. 159͒.
As important as this work is, however, the difficulties in actually realizing a quantum computer remain enormous, if not overwhelming. Recent experimental work has surely made the construction of quantum-logic gates feasible. But combining a large number of gates requires maintenance of quantum coherence on a very large scale throughout a computer. Macroscopic quantum effects such as superfluidity and superconductivity involve only a single quantum state, whereas quantum computation involves coherent superposition of huge numbers of states. While this decoherence problem is immense, some progress has been booked by developing appropriate error-correcting codes. These concerns are spelled out in more detail in two recent articles ͑Refs. 152, 156͒.
All of these problems are under intense scrutiny and constitute an exciting area of current research that is described in the following references.
