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Einleitung
In einem zweistufigen Verfahren wird ein Messinstru-
ment fu¨r die akustische Wahrnehmung von Ra¨umen ent-
wickelt. Zuna¨chst wurde durch eine Fokusgruppe von Ex-
perten aus dem Bereich der raumakustischen Forschung
und Planung ein Konsens erzielt im Hinblick auf ein
mo¨glichst vollsta¨ndiges Vokabular von Attributen zur Be-
schreibung raumakustischer Qualita¨ten. Um diese Attri-
bute zu bewerten wird ein großes Sample von 70 un-
terschiedlichen, durch dynamische Binauralsynthese ge-
nerierte raumakustische Umgebungen erstellt und deren
raumakustische Parameter bestimmt. Als Anregung die-
ser virtuellen Ra¨ume dienen drei Kombinationen von Au-
dio Content und akustischer Quelle (Sprecher, Trompete
als Soloinstrument und Sinfonieorchester). Fu¨r die Aura-
lisation eines vollza¨hligen Orchesters steht bis heute al-
lerdings kein polyphones, nachhall- und u¨bersprechfreies
Audiomaterial zur Verfu¨gung. Vorhandene Aufnahmen
beinhalten meist nur ein bis zwei Instrumente pro Stim-
me ([1], [2]). Um dennoch eine vollsta¨ndige Streichersek-
tion eines Symphonieorchesters zu simulieren, wurde ein
Verfahren [3] weiterentwickelt, welches einzelne nachhall-
freie Aufnahmen eines Streichinstruments mit Hilfe des
Phasenvocoders [4] vervielfa¨ltigt. Unter Beru¨cksichtigung
der korrekten Richtcharakteristik der Instrumente, der
Bewegung der Musiker und einer charakteristischen
Tonho¨henverteilung klassischer Musik wurden auf diese
Weise binaurale Raumimpulsantworten (BRIR’s) fu¨r 190
verschiedene modellbasierte Stimuli fu¨r die weitere Un-
tersuchung erzeugt.
Methode
Durch eine dynamische, d.h. der Kopfposition der Ho¨rer
nachgefu¨hrte Binauralsynthese la¨sst sich eine perzeptiv
hoch plausible Simulation von akustischen Szenen er-
zeugen [5], [6]. In der vorliegenden Studie wurde diese
Mo¨glichkeit genutzt, um die große Bandbreite raumaku-
stischer Umgebungen fu¨r Sprache und Musik durch ein
Sample von Computermodellen fu¨r Ra¨ume mit unter-
schiedlicher Gro¨ße, mittlerer Absorption und fu¨r unter-
schiedliche architektonische Typen abzubilden (vgl. Abb.
1), aus welchen binaurale Raumimpulsantworten fu¨r die
Binauralsynthese erzeugt wurden.
Die ausgewa¨hlten akustischen Umgebungen sollen eine
große Bandbreite an musikalischen Auffu¨hrungsra¨ume re-
pra¨sentativ abdecken. Um die Eigenschaften der Ra¨ume
systematisch zu variieren, werden die Raummodelle in























Abbildung 1: Darstellung des mittleren Absorptionsgrads
αm u¨ber das Raumvolumen V fu¨r die 6 Raumgeometrien der
35 Ra¨ume. (Kreise: 1. Ho¨rposition, Kreuze: 2. Ho¨rposition)
sechs Geometrien, sechs Raumvolumen und zwei mittle-
ren Absorptionsgrade unterteilt. Die Modelle orientierten
sich u¨berwiegend an real existierenden Vorbildern, ohne
den Anspruch diese exakt nachzubilden.
Position Quellen und Empfa¨nger
Zur Bestimmung der raumakustischen Parameter und
zur Auralisation des Soloinstruments und des Spre-









Abbildung 2: Positionierung der Quelle (S) und der beiden
Empfa¨nger (R1, R2) unter Beru¨cksichtigung des Mindestab-
stands dmin und Vermeidung symmetrischer Positionen nach
[7] und [8].
In Anlehnung an die einschla¨gigen Standards [7], [8]
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wurde die Quelle an einer fu¨r die Nutzung des Raums
u¨blichen Position angeordnet, ihr akustisches Zentrum
liegt 1,5 m u¨ber dem Boden. Die Empfa¨nger befinden
sich im Zuho¨rerbereich, sind mindestens 2 m voneinander
entfernt, ihr akustisches Zentrum liegt 1,2 m u¨ber dem
Boden, mit einem Mindestabstand dmin zwischen Quell-
und Empfa¨ngerposition in Ho¨he des doppelten Hallra-
dius. Der Blickwinkel beider Empfa¨nger wird so auf die
Quelle ausgerichtet, dass bei 0◦ Azimut die Quellpositi-
on auf der Medianebene der Empfa¨nger liegt. Der Ele-
vationswinkel der Empfa¨nger betra¨gt 0◦ relativ zu der
Ebene, die von der La¨ngs- und Querachse aufgespannt
wird (vgl. Abb. 2). Die 66 Orchesterinstrumente sind an
den entsprechend der Nutzung des Raumes u¨blichen Po-
sitionen angeordnet, ihr akustisches Zentrum liegt 1,2 m
u¨ber dem Boden. Die Orchesteraufstellung (vgl. Abb. 3)
der Instrumente ist fu¨r alle Ra¨ume identisch und ori-
entiert sich an den Bestuhlungspla¨nen des Deutschen
Symphonie-Orchesters Berlin. Die Empfa¨ngerpositionen
bleiben hierbei unvera¨ndert.
Abbildung 3: Orchesteraufstellung: Die Orchesterstimmen
sind in Fla¨chen verschiedener Farben unterteilt. Jeder Kreis
repra¨sentiert eine Quelle (rot: reale Aufnahme, blau: ver-
vielfa¨ltigte Spur).
Simulationsparameter/Richtcharakteristik
Als Richtcharakteristik der Empfa¨nger wurden die Au-
ßenohru¨bertragungsfunktionen (HRTFs) des Kunstkopf-
Torso-Simulator (HATS) FABIAN gewa¨hlt [9]. Zur Be-
stimmung der raumakustischen Parameter wurde mit
omnidirektionaler Quelle simuliert, die binauralen Raum-
impulsantworten fu¨r eine Anregung mit einem Sprecher,
einem Soloinstrument und Symphonieorchester wurden
durchgehend mit jeweils spezifischer Richtcharakteristik
erzeugt.
Diese zuna¨chst messtechnisch erfassten Richtcharakte-
ristiken [10] wurden anhand der Bewegungsdaten, die
in einem Live-Auftritt unter konzerta¨hnlichen Bedin-
gungen mit einem Motion-Tracking System aufgenom-
men wurden [11] gemittelt, was zu einer ra¨umlichen
Gla¨ttung der Spektren fu¨hrte. Daru¨ber hinaus wur-
den die z.T. stark Tonho¨hen-abha¨ngigen Richtcharak-
teristiken einer gewichteten Mittelung unterzogen, die
sich an der Tonho¨henverteilung in den Sinfonien von
L.v. Beethoven orientiert [12]. Abschließend wurden die
Richtcharakteristiken auf die jeweils mittlere Energie
im Frequenzband normiert, a¨hnlich der Diffusfeldentzer-
rung eines Mikrofons. Die resultierenden Daten werden
im OpenDAFF Format [13] an die Simulationssoftware
u¨bergeben.
Akquise modellbasierter BRIRs mit RAVEN
Bei einer fu¨r eine plausible Simulation erforderlichen, ho-
rizontalen Winkelauflo¨sung von 2◦ [14] und einer kon-
stanten Elevation von 0◦ wurden fu¨r jeden Empfa¨nger
180 BRIRs pro Quelle erfasst. Zur Berechnung der BR-
IRs wurde die raumakustische Simulationssoftware RA-
VEN eingesetzt [15], unterschiedliche Kopforientierun-
gen wurden u¨ber das interne Animationsmodul realisiert.
Dabei wird ein Quellsignal mit im Abstand der doppel-
ten Nachhallzeit aufeinander folgenden Diracsto¨ßen ein-
gespielt und die Kopfposition des Empfa¨ngers vor jedem
nachfolgenden Diracstoßes um 2◦ horizontal gedreht. So-
mit la¨sst sich ein Audiostream mit sequentiell aneinan-
dergereihten BRIRs fu¨r alle Kopfrotationen generieren.
Die einzelnen BRIRs wurden nach [16] in Direktschall
und fru¨he Reflexionen sowie in diffusen Nachhall getrennt
und in das SOFA-Format [17] konvertiert. Die Auralisa-
tion erfolgt mit dem SoundScape Renderer [18].
Vervielfachung der Tonspuren
Bei der Untersuchung einzelner, zur gleichen Orchester-
stimme geho¨render Instrumente einer Orchesteraufnah-
me lassen sich sowohl im Zeit- als auch Frequenzbe-
reich Unterschiede erkennen. Im Zeitbereich variieren
die Anschlagszeitpunkte (Onset), die Tondauer und die
Lautsta¨rke eines gespielten Tons. Im Frequenzbereich
schwankt die gespielte Tonho¨he um den notierten Ton.
Durch Manipulation dieser Variablen (Onset, Tondauer,
Dynamik und Tonho¨he) wurde somit die ku¨nstliche Ver-
vielfachung einer Solostimme realisiert, wobei sich der
Algorithmus an einer Verteilung fu¨r die einzelnen Para-
meter orientierte, die fu¨r ein Spitzenorchester empirisch
bestimmt wurde [19].
Abbildung 4: Vervielfachung einer Tonspur: Zuna¨chst wird
die Originalspur segmentiert, danach u.a. mit Hilfe des
Phasenvocoders nach [4] die Variablen Onset, Tondauer,
Lautsta¨rke und Tonho¨he variiert und schließlich, als wie-
der zusammengesetzte generierte Spur von Kammfiltereffekt-




Segmentierung, Phasenvocoder und Variation der
Variablen
Fu¨r die Vervielfachung der Tonspuren wurde der Ansatz
aus [3] aufgegriffen und weiterentwickelt (vgl. Abb. 4).
Damit innerhalb eines gespielten Tons keine abrupten
Tonho¨hen-, Onset- oder Tondauera¨nderungen auftreten,
muss die Tonspur in einzelne kurze Abschnitte (in der
Gro¨ße eines Einzeltons oder weniger aufeinanderfolgen-
der To¨ne) aufgeteilt werden.
Auf die extrahierten Einzelabschnitte wird eine Kurzzeit-
Fourier-Transformation (STFT) mit N = 2048 Samples
und einem Overlap von 75% angewandt und die La¨nge
des Zeitvektors der einzelnen Abschnitte, basierend auf
der Onset- und Tondauerverteilung [19], zufa¨llig vari-
iert. Darauffolgend wird die Phasendifferenz zwischen
zwei Zeitfenstern mit der scaled phase locking Metho-
de [4] berechnet und das Betragsspektrum interpoliert.
Die einzelnen Abschnitte werden abwechselnd vergro¨ßert
bzw. verkleinert, damit keine Gesamtverzo¨gerung bzw.
-beschleunigung des Audioinhalts entsteht. Ausgehend
von der Dynamik- und Tonho¨henverteilung werden die
Abschnitte zusa¨tzlich in der Lautsta¨rke und Tonho¨he
zufa¨llig variiert.
Bei der Addition der so gewonnenen Audiospuren
kann in schnell gespielten Passagen oder gleichma¨ßig
u¨bergehenden To¨nen ein ho¨rbarer Kammfiltereffekt auf-
treten. Dieser entsteht durch fluktuierende Einbru¨che
in bestimmten Frequenzbereichen der Summenspur, die
durch ungu¨nstige Phasenlage der einzelnen Tonspuren
hervorgerufen werden. Um diesem Effekt vorzubeugen
wird in einem Postprocessingschritt die Phase der gene-
rierten Spur frequenzspezifisch angepasst, sodass bei Ad-
dition mit der Originalspur, weniger Fluktuationen im
Betragsspektrum der Summentonspur entstehen und so-
mit der Kammfiltereffekt reduziert wird.
Ergebnisse
Es wurden in 35 virtuellen akustischen Umgebungen
binaurale Raumimpulsantworten mit horizontaler Win-
kelauflo¨sung von 2◦ bei konstanter Elevation von 0◦
fu¨r eine Anregung mit einem Sprecher und einer Trom-
pete als Soloinstrument fu¨r zwei Empfa¨ngerpositionen
erzeugt. Fu¨r den Audiostimulus ’Orchester’ wurden, ba-
sierend auf den Aufnahmen des 3. Satzes der 4. Brahms
Symphonie [2], mit dem hier vorgestellten Verfahren
aus jeweils drei Aufnahmen fu¨r die 1. und 2. Violine
insgesamt 12 bzw. 11 Spuren generiert und weiterhin aus
jeweils einer Bratschen-, Cello-, und Kontrabassaufnah-
me, 10 Bratschen-, 9 Celli- und 8 Kontrabassaufnahmen
erstellt. Mit weiteren drei Horn-, jeweils zwei Fagott-,
Oboen-, Flo¨ten-, Klarinetten-, Trompetenaufnahmen
und jeweils einer Triangel-, Pauken- und Kontrafagott-
aufnahme liegt ein Orchester mit einer Besetzung von
66 Musikern vor. BRIR’s mit einer typischen Orchester-
anordnung dieser 66 Quellen konnten in 25 Ra¨umen fu¨r
zwei Ho¨rerpositionen akquiriert werden.
Die 35 virtuellen akustischen Umgebungen re-
pra¨sentieren unterschiedliche architektonische Typen.
Die Raumvolumina erstrecken sich u¨ber ein Bereich von
166 m3 bis 43790 m3 (vgl. Abb. 1) 18 Raummodelle be-
sitzen einen mittleren Absorptionsgrad αm > 0, 24 und
17 Modelle einen mittleren Absorptionsgrad αm ≥ 0, 24
(vgl. Abbildung 1).
Die raumakustischen Parameter nach [7] wurden je
Raum und fu¨r beide Empfa¨ngerpositionen bestimmt
und liegen in einer Auflo¨sung u¨ber 31 Terzba¨nder von
20 Hz bis 20 kHz vor (vgl. Tabelle 1). Im Fall des
Symphonierorchesters wurden die raumakustischen
Parameter u¨ber alle 66 Quellpositionen gemittelt.
Tabelle 1:Minima, Maxima und Median der simulierten aku-
stischen Parameter.
Parameter Min. Med. Max.
T30 [s] 0,56 1,54 7,08
EDT [s] 0,46 1,53 4,84
G [dB] -1,47 7,46 18,91
C80 [dB] -6,62 2,04 11,19
D50 0,10 0,46 0,86
Ts [s] 0,02 0,09 0,37
JLF 0,002 0,286 0,525
JLFC 0,004 0,302 0,466
LJ [dB] -12.83 -7,47 -4.56
IACCAll 0,18 0,38 0.75
BR 0,66 1,20 2,53
Diskussion
Fu¨r einen Ho¨rversuch zur Entwicklung eines psychologi-
schen Messinstruments fu¨r die raumakustische Wahrneh-
mung wurden Stimuli fu¨r die dynamische Binauralsyn-
these erzeugt. Die Verwendung von simulierten Umge-
bungen ermo¨glicht es hierbei, ein fu¨r die Auffu¨hrung von
Sprache und Musik repra¨sentatives Sample von Ra¨umen
mit großer raumakustischer Varianz zu verwenden. Eine
besondere Herausforderung bildet die Simulation einer
Orchesterauffu¨hrung, sowohl im Hinblick auf die Synthe-
se vollsta¨ndiger Orchesterstimmen auf der Grundlage von
nur wenigen nachhallfreien Aufnahmen, als auch die Ver-
wendung jeweils korrekter Richtcharakteristiken.
Auch die absoluten Schallleistungen der einzelnen In-
strumente ließen sich aus der Dokumentation der nach-
hallfreien Aufnahmen nicht rekonstruieren, daher musste
der Wiedergabepegel der Soloinstrumente und des Orche-
sters von drei Experten (Musiker, Tonmeister) in einem
Vorversuch eingestellt werden.
Aus den Problemen, diese Parameter (Richtcharakteri-
stik, Wiedergabepegel) fu¨r Auralisationen auf eine phy-
sikalisch zuverla¨ssige Weise ohne manuelle Feinarbeit
zu konfigurieren, resultieren eine Reihe von Anforde-
rungen an die Produktion und die Dokumentation von
zuku¨nftigem, nachhallfreiem Audio Content.
In einem informellen Ho¨rversuch wurde die vorliegende
Auralisation dennoch bereits jetzt als plausibles Abbild
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