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Graphene was first experimentally studied in 2004, featuring an atomically-thin structure. Since 
then, many unique photonic and electrical properties of graphene and other 2D materials were 
reported. However, additional efforts are necessary to convert these findings in physics to 
successful industrial applications. This thesis presents works exploiting the picosecond-scale 
ultrafast light-matter interactions in graphene to meet the growing demands in IR sensing, 3D 
detection, and THz light source.  
We will start from graphene’s interactions with ultrafast lasers. The hot carrier generation, 
relaxation, and transport will be discussed in graphene and graphene heterostructures. We 
present a graphene phototransistor with decent near- and mid-infrared (IR) responsivity. 
Moreover, the detector’s responsivity is tunable with a gate voltage. The responsivity has 
different gate dependence under different illumination wavelengths. Based on the spectrally-
resolved response, we adopt least square regression algorithms to extract the light source’s 
spectral information at near-infrared. We further perform first-principle photocurrent simulations 
and spectral reconstructions on defect-free ideal devices with optimized band structure. The 
results indicate the detector's potential as an ultra-compact on-chip spectrometer for multispectral 
imaging after further developments. 
Then we discuss how the graphene detector’s high transparency enables a novel 3D detection 
and imaging technology. Our graphene phototransistors absorb < 10% of light and give a 3 A/W 
photoresponse at 532 nm wavelength. The high transparency and sensitivity enable transparent 
photodetector arrays built on glass substrates, with over 85% of incident light power transmits 
through such an imager chip. We stack multiple transparent arrays at different focal depths in a 
camera system. The setup enables simultaneous light intensity (image) acquisition at different 
depths. We use artificial neural networks to process the image stack data into 3D position and 
configuration of the objects. For a proof-of-concept demonstration, we used the setup to achieve 
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3D ranging and tracking of a point source. The technical approach benefits from compactness, 
high speed, and decent power efficiency for real-time 3D tracking applications. 
Lastly, we explore the potential of graphene heterostructures as terahertz (THz) emitters and 
ultrafast photodetectors. The picosecond-scale light-matter interaction of graphene allows us to 
engineer its optical and electrical structures for THz field emission. We insert a graphene layer in 
the channel of a silicon photoconductive switch. The device works as a THz electromagnetic 
wave emitter under femtosecond laser pulse illumination. We use an on-chip pump-probe system 
to study the temporal and spatial behavior of the THz generation. Our device’s emission 
amplitude is 80 times larger than a graphene-free control group under identical device geometry 
and test conditions. Moreover, we also observe strong photocurrent generation below 0.5 ps 
verified by the photocurrent autocorrelation test. The responsivity is 800 times larger than that in 
the graphene-free control group. The substantial enhancements are attributed to the high mobility 
in graphene and the strong absorption in silicon. Gate dependence observations indicate vertical 
hot-carrier transfer from the silicon layer to the graphene layer, followed by efficient lateral 
charge separation inside graphene. The results open the gate for more research and development 
of graphene-based strong THz sources and sensitive ultrafast photodetectors. 
We conclude the works with strategies to convert graphene’s unique properties to practical and 
competitive applications. The strategies are extended to general nanodevice and nano-system 
development methodologies. Specifically, we propose the synergic design of nanodevices and 






1.1 Overview: Commercial Applications of Graphene in Optoelectronics 
 
Despite the early theoretical works on graphite1,2, graphene was not experimentally isolated into 
a monolayer until 20043. Since then, significant efforts have focused on this two-dimensional 
material. Myriad unique physical properties and potential applications have been reported. In the 
field of electronics and optics, graphene features fascinating properties. The carrier mobility 
exceeds 150,000 cm2/Vs at ambient conditions4, more than two orders of magnitude higher than 
silicon. With a single atomic layer, suspended graphene absorbs 2.3% percent of light at 3 eV5. 
The absorption is significant for a single layer but allows decent transparency. More importantly, 
graphene has no bandgap, enabling ultra-broadband light-matter interaction from ultraviolet to 
microwave frequencies6. 
Based on these properties, a large variety of applications has been demonstrated with graphene-
based devices. Few-layer graphene is both transparent and conductive. It is a feasible candidate 
as transparent electrodes for displays7,8 and solar cells9,10. The strong light-matter interaction 
leads to IR and THz photodetectors and modulators11,12,13. The picosecond-scale photo-excited 
carrier dynamics points to applications in mode-locked lasers14,15 and THz signal generation16. 
More importantly, due to the low density of states (DoS), the electrical and optical properties of 
graphene can be actively tuned with electrical gating, offering more possibilities to the 
applications mentioned above. 
From the industry side, market studies show promising global market demand for graphene. It is 
predicted to increase from US$15-50 million in 2015 to US$200-2000 million around 202517, 
with an average growth rate of approximately 40%. Notice that the value includes only the 
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graphene material, not the end product that contains graphene. More specifically, in the field of 
electronics and optoelectronics, a >20% growth rate is expected, though the revenue remains low 
temporarily18,19,20,21. The perspective is promising yet still dwarfed by the abundant innovations 
reported in academia to date. The discrepancy stems from several reasons17,22:  
1. Mass production of graphene devices requires new process development. For applications in 
microelectronics applications, this includes synthesizing low-defect, wafer-scale samples of 
graphene, as well as a high-reliability transfer technique to an arbitrary substrate. Even though 
wafer-scale chemical vapor deposition (CVD) growth and roll-to-roll transfer of graphene has 
been reported8, the extra process still means an additional expense over traditional 
semiconductor fabrication. 
2. For some proposed applications, like IR sensing, there are other competing candidate materials 
and devices with similar functions23. Despite the advantages graphene holds in specific 
applications, the industry is less motivated to shift from existing solutions with modest 
performance and take risks to develop new approaches. 
3. For many applications, the device’s supreme performance relies on the high quality of 
exfoliated graphene. Devices fabricated with CVD-grown samples cannot achieve comparable 
performance due to intralayer defects and surface contaminations. The currently obtainable 
mass-produced graphene is still the CVD-grown samples. This limits the industrial scaling up of 
such innovations. 
My efforts to bridge 2D science and technology focus on the field of optoelectronics. To 
innovate mass-producible, industrially feasible applications with 2D materials, we focus on 
CVD-grown samples and propose two strategies:  
(1) If a 2D technology surpasses existing counterparts in performance more than ten times, the 
industry might be motivated to revolutionize their products using the new solution. 
(2) If a 2D technology fulfills crucial demands that conventional technologies cannot achieve, it 
can be finalized as a successful product. 
My three projects took both strategies: With the first strategy, an 80-time-higher THz emission 
and 800-time photo-response enhancement were observed in a 2D-3D heterostructure. For the 
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second strategy, a multi-focal-plane camera combines graphene photodetectors and a machine 
learning method for 3D object detection. I also explore the possibility of on-chip spectrometers 
with 2D heterostructures, which feature an unprecedented small footprint. 
The experiences lead to a third strategy to industrialize 2D technologies: A combination of 2D 
and other nano-sensors and artificial neural networks forms a novel reservoir computing system. 
The requirements of the reservoir design would inspire the design of the nanodevices. The new 
perspective and paradigm would lead to more innovations in 2D science and technology. 
 
1.2 Electrical and optical properties of graphene 
 
Graphene is composed of carbon atoms aligned in a planar honeycomb structure. Fig. 1.1 shows 
two inequivalent groups of carbon atoms paired with inversion symmetry. They interpenetrate 
each other in a hexagonal 2D lattice. The carbon atoms are bonded with sp2-hybridized electrons. 
The extra valance electrons in the pz orbital make up the 𝜋𝜋-bands and 𝜋𝜋*-bands. These bands 
dominate the unique electronic and optical properties we study in this thesis. The band structure 
was theoretically derived with a tight-binding model1 and expressed as: 
𝐸𝐸�𝑘𝑘𝑥𝑥, 𝑘𝑘𝑦𝑦� = ±𝑡𝑡�1 + 4𝑐𝑐𝑐𝑐𝑐𝑐2 �
𝑘𝑘𝑥𝑥𝑎𝑎
2




)              (1.1) 




Figure 1.1. Graphene’s lattice structure (a) and Brillouin zone (b). (c) is a TEM image of graphene’s honeycomb lattice 
structure24. Its calculated band structure is in (d)25. 
An immediate observation from equation (1.1) is the gapless nature of graphene. As shown in 
Fig. 1.1 (d), the bandgap closes at corners of the first Brillouin zone, namely K and K’ points. 
These points pair with inversion symmetry and form Dirac cones with linear dispersion relation. 
Near the Dirac cones, the dispersion relation writes26: 
𝐻𝐻� = ±ℏ𝑣𝑣𝐹𝐹𝝈𝝈 ∙ 𝜿𝜿       (1.2) 
where 𝑣𝑣𝐹𝐹~8 × 105 m/s is the Fermi velocity. 𝝈𝝈 = (𝜎𝜎𝑥𝑥,𝜎𝜎𝑦𝑦) is the Pauli matrices, which operate 
on the pseudo-spin. The pseudo-spin stems from the superposition of atomic orbits of 
inequivalent carbon atoms, labeled with A and B in Fig. 1.1 (a).  𝜿𝜿 = 𝒌𝒌 − 𝑲𝑲 is the wavevector 
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deviation from the Dirac cone. This linear dispersion relation is a condensed matter analogy to 
the relativistic massless Dirac fermions27.  
There are several consequences of this dispersion relation and Hamiltonian: First, the gapless 
nature makes the material a semimetal, with a minimum quantum conductance of 4𝑒𝑒2/ℎ at the 
charge neutral point28 and a resistance around 1 kΩ/□ under ambient doping conditions. Unlike 
metals, the low DoS allows electrostatic doping of the semimetal like semiconductors, while 
supporting a large current in a single atomic layer.  
Secondly, the pseudo-spin formalism of the wavefunction suppresses the matrix element for 
back-scattering of carriers29,30. As a result, ballistic carrier transport is observed at the scale of 
~0.3 𝜇𝜇m at room temperature28. The suppressed back-scattering also results in record-high carrier 
mobility. Suspended graphene gives a mobility of 10,000,000 cm2V-1s-1 near the charge neutral 
point at 5K, when suspended in vacuum31. At ambient conditions, the mobility is sensitive to the 
dielectric environment, as discussed later in this section, but can still be two orders of 
magnitudes higher than silicon, enabling high-speed response to electric fields to THz bands. 
Thirdly, though the gapless nature makes graphene a poor light emitter, it also allows inter-band 
absorption of photons with frequencies from microwave to UV, enabling photodetection over an 
ultra-broad spectral range. The greatest interests are on the IR to THz band. At IR frequencies lie 
the optical fingerprints of molecules, while the THz frequency response is also essential for 
security applications. Furthermore, the other technologies for these bands, including light 
sources, modulators, and detectors based on all existing solutions are less developed compared to 
other bands. Hence many graphene applications have been reported in these bands6,11,12. 
Furthermore, graphene supports surface plasmonic polaritons in the FIR-to-THz band6,12. 
Graphene was patterned into gratings and other nanostructures for efficient optical excitation at 
target wavelengths. The resonance is actively tunable via electrostatic doping of graphene 
nanostructures, which is fundamentally different from the surface plasmons in metals.  
 




Material synthesis is the first step for the experimental study of graphene. It largely determines 
the final device’s electric and optical properties. Due to the large surface-volume ratio, graphene 
is also very sensitive to the environment. Hence subsequent processing also plays an important 
role in device performance. In this section, we introduce the mainstream methods to synthesize 
(or isolate) graphene monolayers, emphasizing the CVD method used in our works. Then we 
discuss the surface sensitivity of graphene and how the post-growth processes influence the 
physical properties. 
 
1.3.1 Graphene Synthesis 
 
The most widely-adopted graphene samples are produced with three methods: mechanical 
exfoliation, epitaxial growth, and CVD. Device requirements often determine the proper 
synthesis method. Typical considerations include the sample size, defect level, wrinkle, grain 
size, and surface contamination in the synthesis process. 
The first monolayer graphene sample was isolated from graphite using the mechanical 
exfoliation method3. Graphite flakes are first placed on scotch tapes. Then two tapes are adhered, 
sandwiching graphite flakes in between. The Van der Waals interaction between graphene 
monolayers in bulk graphite is weak. When pulling the tapes apart, the flakes exfoliate into 
pieces along the graphene plane. After multiple exfoliations, some flakes become monolayers. 
The monolayers can then be dry-transferred to the sample, as described later in Section 1.3.2. To 
date, this method still produces the graphene samples with the best qualities, including low 
defect/wrinkle density and low surface contamination. The sample has a larger ballistic transport 
length and a longer dephasing time for the carriers than in samples produced with other methods. 
The method is ideal for studying quantum properties and dynamic processes since the clean 
system blocks any additional energy dissipation path extrinsic to the material. However, the 
exfoliated flakes are usually tens to hundreds of micrometers in size and need precise positioning 
with a micro-stage. This limits its application in commercial products, which requires wafer-
scale, uniform samples. 
Epitaxy method silicon carbide substrate supports wafer-scale growth32,33. The substrates heat up 
to around 1500 ○C. Silicon atom sublimates on the (0001) surface of silicon carbides at this 
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temperature, producing high-quality graphene layers. However, this method needs precise 
control of growth conditions. Moreover, the silicon carbide substrate is expensive compared to 
silicon wafers widely used in the industry. 
The growth method with probably the highest industrial potential is the CVD process on copper 
foil. It is also the process we use in our device fabrication. In this process, copper foil is heated 
up to 1000 ○C, with a mixture of methane and hydrogen as the carbon source8,34. The graphene 
grown is uniform in centimeters to meters. However, for most works reported, the graphene is 
polycrystalline, with a grain size from 1 to 100 micrometers. The mobility is typically a few 
thousand cm2V-1s-1. Recent works on the copper foil substrate growth give more exciting results: 
Meter-sized single-crystal graphene was epitaxially grown on thermally-treated, (1 1 1) Cu 
surface with a high throughput of 2.5 cm/min35. The graphene was then wet transferred with 
hBN capsulation, with a mobility of 15,000 cm2V-1s-1 at room temperature. The value is still 
significantly lower than the mobility measured in exfoliated samples. Nevertheless, it shows the 
possibility of scalable, high-quality graphene for industrial applications. 
 
Figure 1.2. A schematic of the CVD growth process of graphene on copper foil36. 
 
1.3.2 Graphene Transfer Process 
 
One bonus that graphene and other 2D materials offer is compatibility with any substrate. The 
Van der Waals interaction supports graphene transfer to a large variety of substrates to fabricate 
versatile devices. This is fundamentally different from silicon or III-V compounds, where a 
buffer layer or more complex techniques is required for solving the lattice mismatch. As a result, 
the separation of graphene from its original substrate and transfer to a new substrate is essential. 
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Three transfer processes are most common in literature: wet transfer, dry transfer, and roll-to-roll 
transfer. In the wet transfer process, a layer of PMMA is first spin-coated on the graphene 
sample. The sample is baked at 190 ○C for 3 min. Then the sample is placed in an etchant 
solution to remove the substrate. In our work, we used ammonium persulfate ((NH4)2S2O8, 0.1 
mol/L) to remove the copper foil substrate of CVD-grown graphene, with an etch time of 24 
hours. After removal of substrate, the PMMA-graphene layer floats on water due to the 
hydrophobic nature of PMMA. We manually transfer the sample to DI water multiple times to 
remove the etchant and copper ions from the graphene surface. Then we transfer the graphene 
layer to the required substrate and dry it in the air for 24 hours. Lastly the PMMA is removed by 
soaking the sample in acetone for > 1 hour and subsequent rinsing with acetone and isopropanol. 
The wet transfer process is low-cost, easy to process, and large in area compared with the dry 
transfer. It is especially suitable for lab processing of centimeter-sized, CVD-grown graphene 
samples. However, the manual process in water makes it hard to locate the transfer position with 
micrometer accuracy, so that it is not suitable for transferring exfoliated samples. Moreover, it 
leaves water molecules and ions on the interface, resulting in mobile ions and chemical doping in 
the final device. 
During the dry transfer process37, thermal-release tape removes the graphene layer from the 
substrate. Then the tape is adhered with the target substrate, usually with the help of a micro-
positioning system for exfoliated samples. After applying uniform pressure to the substrate, the 
substrate is heated up to around 120 ○C. This treatment removes the adhesiveness of the tape. 
Hence the graphene layer is transferred to the substrate. This and related methods are suitable for 
preparing exfoliated samples, as multiple layers of graphene and other 2D materials can be 
performed with one stamping, leaving an ultra-clean interface. It also supports the transfer of 
reactive 2D materials, such as black phosphorus and WTe2. Additional hydrocarbon removal is 
necessary to improve the sample quality, as will be discussed in the next section. 
For larger scale, high throughput manufacturing, a roll-to-roll transfer method was also 
demonstrated8. Some literature describes the method as a type of dry transfer process. However, 
the mechanism is a combination of the two methods: a thermal-release tape was first adhered to 
the graphene on copper foil substrate with pressure produced by two rollers. Then solution-based 
copper etchant is used to remove the copper. The graphene surface is then exposed to the air and 
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dried before a thermal release process, which leaves the graphene layer on the target substrate. 
Also, controlled chemical doping is possible with an additional setup similar to that of copper 
etching. 
 
1.3.3 Dielectric Environment Engineering 
 
The physical phenomena can vary dramatically for the same device structure produced with 
different fabrication processes. Subsequent fabrication processes may introduce defects, 
contamination or reduce the coverage mechanically and/or chemically. Here we discuss the 
dielectric environment engineering to produce a clean device. 
Graphene is single-atom-thick. In graphite, each layer of graphene is spaced 0.335 nm from 
another layer. After isolation, it has a Van der Waals interaction with substrates. The interaction 
ensures that the graphene-substrate distance lies in the same order of magnitude under good 
adhesion conditions. The distance is small enough for substrate potentials to modulate the motion 
of carriers inside graphene. Electrons scatter due to charged surface states and impurities, rough 
substrate surface, or optical phonons of substrate materials. Researchers observe that different 
substrates give different carrier mobilities38,39 in graphene. When gated as a graphene transistor, 
there can be large hysteresis due to mobile ions on the surface. 
Moreover, many other processes can happen in the sub-micrometer scale interface, including 
non-radiative energy transfer (NRET), charge transfer, and exciton-like bonded states. These 
processes produce additional energy dissipation and carrier transport pathways. In systems 
involving quantum coherence or ultrafast carrier dynamics, the target phenomenon may be 
drowned out by side-effects produced by these substrate-related processes. 
The cleanest samples produced to date are exfoliated samples dry-transferred with hBN 
encapsulation. The hBN layer improves graphene mobility by more than an order of magnitude 
compared with the SiO2 substrate. The sandwiched structure can be fabricated with multiple 
stampings in a single transfer process. Hence the exfoliated samples suffer the least from 
interface contaminations in between. However, water molecules and hydrocarbons can still 
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reside at the interface due to exfoliation, organic layer removal, or water vapor in the ambient 
environment. 
For CVD grown samples, more contamination sources are present even with a subsequent hBN 
encapsulation: The wet transfer process introduces etchant and copper ions, plus more water 
molecules than dry transfer. The relatively weaker and non-uniform adhesion with the substrate 
results in more wrinkles and roughness at the interface. 
Besides all of this, the plasma-etch process in subsequent lithography steps leaves a thin layer of 
cross-linked photoresist on the sample, which is hard remove using acetone40. 
Multiple processes can remove the contaminations. In our wet transfer process, the sample is 
floated in DI water in 5 petri dishes for an hour to let ions diffuse away from the graphene 
surface. Most hydrocarbon in the organic coating or exfoliation process is removable with 
hot/cold acetone soaking for hours. After that, the remained organic molecules (including the 
solvent molecules) can be further reduced with annealing in N2 or Ar at 300-500 ○C for hours. 
Annealing’s tradeoff is that it leaves amorphous carbons and causes additional defects in 
graphene with prolonged annealing time and elevated temperature. For interface hydrocarbons, 
annealing also helps the molecules to agglomerate into packets between two 2D material layers. 
The process leaves most interface areas clean even though a small amount of contamination is 
left. Moreover, annealing improves the graphene-substrate adhesion, reducing mechanical 
damage to the sample in subsequent processes. For cross-linked photoresists, an additional step 
of Remover-PG soaking is efficient, at the cost of additional damage to the graphene layer. 
In our work, the device performance is robust enough without hBN encapsulation. Hence the 
hBN method is not used unless specifically mentioned. Other dielectric environment engineering 
methods, including ALD-grown passivation layers, are applied by case depending on the device 
design. We will discuss it in the following chapters. 
 
1.4 Overview of Thesis 
 
In this chapter, we generally reviewed graphene's industrial opportunities in optoelectronics. We 
also described the physical properties and critical processes that potentially make industrial 
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success feasible.  Chapter 2 will go further into the ultrafast light-matter interaction of graphene, 
which is the theoretical building block of this thesis. Chapter 3 describes the instrumentation 
applied to conduct the experiments. Chapter 4 introduces our work to make an on-chip 
computational spectrometer based on the electrical tunability of graphene. A multi-focal-plane 
imaging system based on graphene photodetector arrays is discussed in chapter 5. It 
demonstrates a novel architecture to realize high-performance 3D sensing by combining 
graphene optoelectronics with machine learning. Chapter 6 reports enhanced THz emission and 
ultrafast photodetection, which is made possible by a metal-graphene-silicon photoconductive 
switch. Lastly, we conclude our work in chapter 7. We discuss how machine learning produces 










When photons propagate in materials, they can get absorbed and transfer energy to excited states 
of the material. For the photon energy from visible to THz, the transition from ground states to 
excited states may happen between bands/sub-bands of electrons, states of atomic motions, 
phonons, charge-trapped states, etc. For electron excitations (which is of our best interest), the 
electron occupies a high-energy state and leaves the previous low-energy state empty, creating an 
electron-hole pair. The system is in non-equilibrium with many electron-hole pairs (hot carriers) 
after illumination. As required by the second law of thermodynamics, the hot carriers have to 
relax to equilibrium via different paths: they can emit another photon to jump back to a low 
energy state, known as radiative relaxation, or dissipate energy to the lattice through Auger, 
defect- or phonon-assisted processes, which is categorized as non-radiative relaxation. These 




|〈𝑓𝑓|𝐻𝐻′|𝑖𝑖〉|2𝜌𝜌(𝐸𝐸𝑓𝑓)   (2.1) 
where the actual material and transition specify the matrix elements. 
To exploit the hot carriers, we do not want them to relax freely to equilibrium, which trivially 
heats the material. We design structures to modify the carriers’ spatial transport, converting a 
‘material’ to a ‘device’. Take a p-n photodiode as an example. The semiconductor is doped into 
p-type and n-type in two regions. The density gradient of carriers creates a built-in electric field 
at the interface. Under illumination, hot electrons and holes are dragged to opposite positions by 
13 
 
the electric field. The spatial separation of electrons and holes creates a net current. The 
photocurrent is collected outside the interface. Hence energy is harvested from the diode working 
as a solar cell. Optoelectronics’ general purposes lie in the two aspects described: the study of 
the light-matter interaction and excited carrier dynamics in different materials, and engineering 
of the materials and (or) structures to manipulate the interactions and transports for different 
applications. 
In graphene, the hot carrier dynamics differ from the case in either metals or semiconductors. 
After hot carriers’ generation, the thermalization features hot carrier multiplication and phonon 
bottleneck effects, creating unique picosecond-scale dynamics of hot carriers. Understanding the 
hot carrier dynamics, and engineering the subsequent energy and charge transfer, are very 
important for designing novel optoelectronic devices based on graphene. This chapter reviews 
the ultrafast hot carrier dynamics in graphene, including its transport in specifically designed 
heterostructures. 
 
2.2 Hot Carrier Relaxation 
 
The hot carrier relaxation in graphene follows two different time scales, 𝜏𝜏1 and 𝜏𝜏2. After a short 
laser pulse illumination, the excited hot carriers transfer energy to optical phonons and other 
carriers in the first ~100 fs (𝜏𝜏1). The hot carriers form quasi-Fermi levels in a subsystem 
decoupled to the lattice. The temperature can be a few thousands of Kelvins, much higher than 
that of the lattice. The second process generates a larger population of non-equilibrium carriers 
with lower energy. This hot carrier multiplication process is particularly efficient for heavily 
doped graphene samples.  
After the quick thermalization process, the carriers experience a slower cooling-down. The time 
scale 𝜏𝜏2 ranges from one to tens of picoseconds depending on material preparation and 
temperature41,42. The process is much slower due to the optical phonon bottleneck effect: In 𝜏𝜏1, 
hot carriers dissipate energy mainly to the optical phonons close to the center of the Brillouin 
zone, as required by energy and momentum conservation of the process. As hot carriers' energy 
drops below the optical phonon energy at ~196 meV, this process fails to cool down the sample 
further. Hence electrons can only dissipate energy with much less efficient pathways such as 
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energy transfer to multiple acoustic phonons and the supercollision process enhanced by 
disorders43. 
 
Figure 2.1. (a) and (b) illustrate the transient dynamics of photoexcited hot-carriers measured with a pump-probe setup41. (c) 
presents a picture of multiple acoustic phonon cooling (left schematic) and the supercollision process (right)43.  
 
2.3 Application: Graphene Photodetectors 
 
As discussed above, the unique ultrafast dynamics of photo-excited hot carriers in graphene offer 
opportunities for ultra-broadband photodetection. However, efficient charge separation before 
the hot carrier reaches thermal equilibrium requires careful design of device structures. This 
section summarizes different methods reported for efficient photodetection using graphene as the 
optically active material. The methods include electrical designs to build photovoltaic, 
photoconductive, photogating, photo-thermoelectric, and bolometric detectors. Lastly, we 
introduce optical design strategies to increase the light-matter interaction in graphene. 
 
2.3.1 Photovoltaic and Photoconductive Detectors 
 
The most straightforward way to extract carriers after excitation is through an electric field. The 
electric field can be a built-in field in the structure, or a field caused by a bias between two 
contacts. 
As briefly introduced in Section 2.1, the photovoltaic effect utilizes a built-in electric field to 
spatially separate electron-hole pairs in the material. The built-in field is created by breaking the 
material’s inversion symmetry, either with different doping (p-n or p-i-n junctions) or interface 
with other materials (heterojunctions). Photovoltaic effect in graphene-metal junctions was first 
15 
 
observed in studies of electron transport44,45. The photocurrent served as a probe for spatial 
mapping of local built-in field and carrier transport in the device. Researchers found that 
graphene’s Fermi level was pinned by the metal at the interface, while the off-interface doping is 
dependent on the gate voltage applied. Hence an electrically tunable built-in field at the edge is 
introduced, as shown in Fig. 2.2.  
 
Figure 2.2. Built-in electric field profile of a graphene transistor with metal contacts. (A) and (B) show the cases with different 
channel doping with the back gate. A sign-flip of photocurrent was observed45. 
 
The graphene-metal structure was more intensely studied later as photodetectors, especially for 
the IR band46,47,48,49. The responsivity is around several mA/W. The relatively low responsivity 
is not a surprise, with only a few percent of light absorbed in the monolayer. Such detectors' 
benefit is an enormous bandwidth exceeding 40 GHz, with an intrinsic limit above 500 GHz49. 
The value is limited majorly by the devices’ RC product, while the charge transfer and carrier 
relaxation allow a higher speed exceeding 1.5 THz. 
A photocurrent can also be observed when the graphene transistor works in the photoconductive 
mode50. The responsivity was around 1 mA/W at 1V source-drain bias. Multiple mechanisms 
contribute to the photocurrent, including photovoltaic, photo-thermoelectric, and bolometric 
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effects. The dominant effect depends on the gate voltage, source-drain bias, and as later pointed 
out, the light source’s power. 
Some other works take the approach of vertical separation of hot carriers through graphene 
heterostructures51. A responsivity of 0.1-1 A/W is achieved at NIR using a TMDC-graphene-
TMDC heterojunction. 
 
2.3.2 Photogating in Graphene-Based Phototransistors 
 
The photovoltaic detectors show limited responsivity. To increase the response, researchers 
utilize the photoconductive gain52 in device design. We start with a photoconductive detector 
under illumination. Electron-hole pairs are generated and separated by the electric field. Due to 
the material and device properties, one type of carrier (electrons, for example) leaves the sample 
quickly, while the holes move slower and remain in the sample for a longer time. Charge 
conservation in the device requires additional electrons to flow into the device. Hence multiple 
electrons have to be driven through the device before a single hole ultimately leaves the sample. 
This process produces multiple portions of photocurrents with each portion of electron-hole pairs 
generated. The photoconductive gain is defined as the ratio between the slow carrier lifetime and 
the fast carrier's transit time across the sample: 
𝐺𝐺 =  𝜏𝜏𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙
𝜏𝜏𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑙𝑙𝑙𝑙
          (2.2) 
This equation indicates a gain-bandwidth product. Any effort to increase the responsivity in a 
similar device would generally lead to a slower operating speed. However, graphene-based IR 
detectors benefit from an ultra-broad bandwidth. In principle, the responsivity can be boosted 
considerably with a tolerable speed for many applications. 
The first effort in building graphene phototransistors for IR detection was in a hybrid structure 
with quantum dots (QDs)53. The QDs are the active optical absorber and electron trap to produce 
the photogating effect. The device has a responsivity of 107 A/W at NIR, with a response time of 
hundreds of milliseconds. The QDs have strong optical absorption at NIR but cannot efficiently 
generate hot carriers at longer wavelengths. Our group conducted another work that replaced the 
QD layer with a graphene layer to create a broader-band detection54. Fig. 2.3 shows the structure 
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of the device. It is a phototransistor composed of two layers of graphene. A 6-nm layer of 
amorphous silicon separates the two layers. When operating the device, the top layer graphene 
works as the transistor channel, and a source-drain bias is applied. The bottom layer graphene 
works as a floating gate. When light illuminates the device, hot carriers will be generated on both 
layers of graphene. Due to the two graphene layers' unequal doping levels, the hot carriers will 
then transport across the thin silicon layer, which functions both as the gate dielectric and 
tunneling barrier for photo-generated hot carriers. The interlayer carrier transport creates a net 
charge accumulation on the graphene layers, changing the conductance of the top graphene 
channel. The system produces a huge photoconductive gain, boosting the overall responsivity 
beyond 1 A/W at mid-IR. 
 
Figure 2.3. Device structure (left), band alignment (mid), and photoresponse (right) of a graphene phototransistor54. 
 
The speed of the device is limited to 1 sec. The low speed relates to both the gain-bandwidth 
tradeoff and the defective nature of the dielectric material. The speed can further improve with 
improved quality of tunneling barrier materials55. 
 
2.3.3 Photo-Thermoelectric Detectors 
 
The photo-thermoelectric effect (PTE) dominates the photoresponse of many graphene devices. 
The origin of the response is a diffusion-based process. After the photo-excitation in graphene, 
the generated hot carriers show temperature and density gradients in positions with broken 
inversion symmetry. Hence the carriers diffuse based on the density gradient. If electrons and 
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holes are not diffusing at the same pace in the same direction, the electrons and holes are 
partially separated, creating a photoresponse from the graphene structure. The strong photo-
thermoelectric effect in graphene comes from two reasons: The low thermal capacity of electrons 
in graphene and their slow coupling to the lattice enable them to be heated to high temperature at 
low optical power. The high carrier mobility enables a large diffusion coefficient, as determined 
by Einstein’s relation. 
In some of the works, the thermoelectric part of the process is attributed to the Seebeck effect. It 
describes the generation of electromotive force built up under a temperature gradient. The short-




    (2.3) 
where R is the resistance of the device. S1 and S2 are Seebeck coefficients of different regions, as 
required by the broken symmetry. ∆T is the temperature gradient. The Mott relation defines the 
Seebeck coefficient57: 








  (𝐸𝐸 = 𝐸𝐸𝑓𝑓)    (2.4) 
with G representing the conductance of the material. 
The conductance of the material is tunable in graphene with changed Fermi levels. Hence a 
Seebeck coefficient difference is accessible in a single material via non-uniform electrostatic or 
environment doping. Seebeck current is reported in partially58,59 or fully60 illuminated graphene 
p-n junctions and graphene mono-double layer junctions61. It also plays an vital role in 
photocurrent generation at metal-graphene interface50,59, though the dominating mechanism 
varies depending on the illumination type (CW or pulsed), illumination power, and sample 
preparation. 
Another type of PTE is also reported in graphene-metal junctions when a pulsed laser illuminates 
the device. The photocurrent peaks at a metal-graphene junction62. Contrary to the current 
generated due to the Seebeck coefficient difference inside graphene, the photocurrent does not 
change its direction with different doping. The response originates from the lateral photo-
Dember effect16: After the hot carrier generation, the electrons and holes diffuse due to the 
density gradient near the metal contact. The mobility of electrons and holes should be equal, as 
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required by the symmetric band structure. However, impurity and surface scattering cause a 
difference, which is further amplified by the large absolute values of mobilities in graphene. The 
hot electrons and holes diffuse at different speeds to the metal contact, creating a transient 
photocurrent. The photo-Dember effect also points to a large transient dipole at the junction. 
Since the hot carrier dynamics lie in the THz regime, this points to a novel THz generation 
process. A similar photocurrent is later demonstrated in a patterned graphene layer, with spatial 




The carrier's low heat capacity also opens opportunities for bolometer-type devices working at 
high frequencies. Graphene bolometers, with single-layer graphene64 and gated double-layer 
graphene65, are demonstrated with a working frequency exceeding 1 GHz at cryogenic 
temperature. One recent work realized room temperature IR photodetection with a responsivity 
of 16 mA/W at 12 𝜇𝜇m wavelength66. It is realized by integrating graphene plasmonic structures 
with graphene nanoribbons. The plasmonic part enhances the near-field electromagnetic energy 
intensity, with the graphene nanoribbons acting as a bolometer. The tradeoff is complex sample 
preparation as well as a limited bandwidth. 
 
2.3.5 Enhanced Light-Matter Interaction: Optical Design 
 
Graphene photodetectors suffer from an inherent disadvantage: though the light-matter 
interaction is strong when normalized to a single atom, the total absorption is only a few percent 
in the monolayer. Multiple solutions were proposed to enhance the light-matter interaction. Some 
works make light pass through the graphene layer multiple times with microcavities67 or 
crumpled graphene68. Another approach utilizes the near-field enhancement effect of surface 
plasmons. The plasmons are excited either with metal structures69,70,71 or patterned graphene 
layers6. On the other side, integration with on-chip waveguides also increases the interaction 
strength, as light propagates along the graphene surface rather than perpendicular to it. More 
20 
 
importantly, this approach fully utilizes the potential of ultrafast operation of such detectors for 




In conclusion, graphene’s gapless band structure, strong light-matter interaction, and unique hot 
carrier dynamics enable broad-wavelength-range, high-speed photodetection. However, 
unconventional device design strategies are necessary to overcome the low absorption and low 






Responsivity Speed Note 
Photovoltaic 
Vis-NIR46-50 ~1 mA/W > 500 GHz  








> 1 A/W at 
3𝜇𝜇m 
~1 Hz  
PTE Vis-MIR 
~20 mA/W at 
630 nm63 
>1 THz 
Best performance given by 
photo-Dember effect 
Bolometers MIR-FIR 
16 mA/W at 
12 𝜇𝜇m66 
> 1 GHz 








THz electromagnetic waves feature unique interactions with materials in comparison with other 
bands of interest. THz time-domain spectroscopy and THz imaging techniques are useful for 
chemical detection through a decent penetration depth. Hence applications such as security check 
demand efficient THz sources.  
The picosecond-scale hot carrier dynamics in graphene point to not only photodetection but also 
THz emission. Many different techniques are applied to generate THz signals using graphene 
structures. In most techniques, the graphene layer is driven to non-equilibrium with a laser pulse. 
Then the hot carrier dynamics create transient dipoles. These dipoles emit THz pulses. The exact 
mechanisms include the PTE effect in graphene75, quantum resonant tunneling in a graphene 
Esaki diode76, photon drag effect77,78 and coupling to THz plasmon from thermal emission79 or 
laser in a waveguide80. Though graphene is a promising candidate of THz sources, such sources’ 
industrial application has to be motivated by a significant improvement in performance 










Understanding ultrafast hot carrier dynamics in graphene and related devices requires 
comprehensive characterization tools. This chapter introduces the electrical and optical 
measurement instruments used in Chapter 4-6. Section 3.2 introduces electrical instruments for 
room-temperature and cryogenic measurements. Section 3.3 introduces the light sources used to 
illuminate the devices. In Section 3.4 and 3.5, we introduce two optical setups for time- and 
space-resolved characterization. 
 
3.2 Electrical Instruments 
 
The electrical signals were applied to and extracted from nanodevices with the tools shown in 
Fig. 3.1. Several micro-positioners with tungsten pins were mounted on a room-temperature 
probe station and a low-temperature probe station. The micro-positioner and the probe station 
connect samples to the measurement equipment. A microscope system is mounted on each probe 
station for precise control of the probes. The low-temperature station supports temperature-
dependent measurements from 5 K to 350 K, which is a powerful tool for carrier transport 
studies. 
The probe stations are not perfectly compatible with our optical setup for many tests. For some 
optical measurements, we mount the sample either on an Oxford cryostat or a 24-pin game card 
socket. Devices were wire-bonded to a chip holder with gold pads. The pads were connected to 
either of the two setups. The cryostat provides excellent grounding and a very stable mount with 
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negligible position drift. However, it is bulky when integrated with optical setups and does not 
support double-sided illuminations for transparent samples. Hence, we developed the game card 
socket setup for the transparent photodetector project. It is then used on the THz pump-probe 
measurement as well.  
The unpackaged nanodevices are fragile to electrostatic discharges, which happens regularly in 
wire-bonding and testing operations. To solve the problem, all measurement equipment, as well 
as the researcher, are grounded. Wearing cotton and linen during measurements also reduces 
device burning, since the two materials tend to remain charge-neutral. In wire-bonded samples, a 
switch box is attached to the device, shifting between GND and ON states during measurements. 
The switch box further protects the nanodevice from discharges. It connects the device either to 
the ground or to the ADC/DAC ports throughout the measurement. 
 
Figure 3.1. Room temperature (a) and low temperature (b) probe stations with micro-positioners. Samples can also be wire-





The data collection toolkit is shown in Fig. 3.2. It includes a DAC/ADC card, a pre-amplifier, a 
lock-in amplifier, and a motorized micro-stage controller. All tools are controlled via LabVIEW 
programs on the PCs. 
 
Figure 3.2. Figure of the data collection carts. (1) DAC/ADC card; (2) pre-amplifier; (3) lock-in amplifier; (4) PC; (5) motorized 
micro-stage controller. 
 
3.3 Light Sources 
 
Several light sources are used for light-matter interaction studies: A Coherent Verdi V10 laser 
(532 nm) is used for optical alignment and simple photo-response test. It is also used as the pump 
for a Ti:sapphire (model Mira 900) laser working at 800 nm. The Ti:sapphire laser works at 
either continuous wave (CW) mode or mode-locked mode. At mode-locking condition, the pulse 
width is below 100 fs, sufficiently short for our time-resolved measurements. For NIR 
photoresponse with more wavelengths, optical parametric amplification (OPA) is applied. A 
Ti:sapphire laser (Coherent RagA 9000) pumps the OPA, generating a signal and an idler. Both 
beams are used as light sources illuminating the sample. The single and idler peaks at the 
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frequency domain were tuned between 1.1-2.4 𝜇𝜇m. With filters mounted in front of the device, 
this works as a light source with tunable NIR wavelengths. 
 
3.4 Scanning Photocurrent Spectroscopy 
 
As discussed in Chapter 2, the spatial distribution of photocurrent is essential. It unveils 
important clues for understanding the light-matter interaction mechanism. In our work, the 
measurement is performed using the setup shown below: 
 
Figure 3.3. Optical and electrical setup for scanning photocurrent spectroscopy. 
 
We use a chopper to modulate the pump beam for some of the measurements. The modulated 
signal is collected and processed with a lock-in amplifier. This helps to increase the signal-noise 
ratio in the measurement. The lamp and CCD camera work as a microscope system, which helps 
to optimize the beam quality and align the beam to the targeted area. The device is wire-bonded 
and mounted on either the cryostat or the game card socket. For scanning photocurrent 
spectroscopy, a 2D motorized stage is used to move the objective lens. The LabVIEW program 
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synchronizes the measured signal with the position of the stage. For the 3D camera project 
mentioned in Chapter 5, a 3D motorized stage is used to move the objective, mimicking a point 
object that moves in three dimensions. 
 
3.5 On-Chip Pump-Probe Spectroscopy 
 
Fig. 3.4 shows the optical setup for on-chip pump-probe microscopy. The setup is used to study 
the THz signal emitted from a graphene emitter. The pump beam illuminates the THz emitter. 
The THz field is coupled to a double metal stripe waveguide. After 100 𝜇𝜇m propagation, the 
signal reaches the Auston switch. The Auston switch is fabricated with O+ implanted silicon. It 
turns on at a FWHM of 0.7 ps under pulsed illumination, allowing the THz field to be extracted 
from the waveguide. We can tune the pump and probe beam’s time-delay via the motorized 
delay line at a range of 160 ps. The measured current is a convolution of the THz field and the 
Auston switch’s temporal response.  
 
Figure 3.4. The optical setup for on-chip pump-probe spectroscopy. The pump and probe beams hit the sample in opposite 
directions. A motorized stage controls the time delay between the pump and the probe. Bottom-right: the device structure and 




The chopper is placed at the path of the pump beam because the graphene emitter is highly 
conductive. Placing it on the probe beam would induce a large background signal in the pre-
amplifier, which saturates the preamplifier before reaching the optimum amplification. 
In Chapter 6, we apply the pump and probe beams on two sides of a transparent silicon-on-
sapphire substrate instead of a more straightforward single-sided setup. This is due to several 
reasons: For the choice of substrate, we need to minimize the THz absorption by the substrate 
and need a thin-layer undoped silicon for fabrication of the Auston switch. Hence the silicon-on-
sapphire substrate is chosen. It is transparent and made it possible to pump and probe from two 
sides of the device. Secondly, the sample is studied later with both temporal and spatial 
resolution by integrating the scanning photocurrent spectroscopy into the setup. To modify the 
position of only the pump beam while maintaining a decent beam quality, we applied motorized 
stages to control the objective lens position. The objective lens of the two beams must be 









As mentioned in previous chapters, many graphene photodetectors were reported covering the 
visible to FIR range. However, the industrial applications of the detectors are still limited by the 
factors discussed. For further motivating the industrial applications, we target functionalities 
beyond simple photodetection. One approach is to extend the photodetection to spectral detection 
with our graphene phototransistors. 
Optical spectroscopy, including FTIR and Raman spectroscopy, are powerful tools to study the 
microscale structure and chemical composition of materials. The light-matter interactions give 
essential clues on atomic/lattice oscillations, orbit/band transitions, and dielectric properties. In 
recent years, the miniaturization of spectroscopy hardware has become a growing demand, as it 
helps lower the cost and extend the possible applications of optical spectroscopy. 
Some works report coin-sized spectrometers by stacking optical filters on an imaging 
array81,82,83,84. Others took the approach of integrating photodetectors with chip-scale filters85, 
interferometers86,87 or resonance structures88,89. The readouts in these spectrometers are often not 
a directly observed spectrum. Computational methods can convert the readout into measured 
spectra. The technology is sometimes termed computational spectroscopy5,83,86. Another strong 
candidate in on-chip spectroscopy comes from the recent advances in integrated photonics. 
Frequency combs with high resolution have recently been demonstrated90,91,92. These designs 
further lower the cost of spectroscopy by either lowering the requirements for filter preparation 
or miniaturizing the system to chip-scale. The lower expense and portability potentially make 
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spectrometers more accessible to biosensing93 and chemical detection94,95 applications. However, 
neither of the solutions could further reduce the device footprint to a few micrometers. The 
computational spectroscopy approach requires a larger number of pixels with different spectral 
responses for better accuracy. On the other hand, the integrated photonics approach’s footprint is 
limited by the scale of key components such as waveguides and ring resonators.  
This chapter introduces a new approach with a graphene-based photodetector with a tunable 
responsivity. We find that with different gate voltage applied, its responsivity shows different 
spectral dependence. The corresponding computational method is applied to the data to give a 
preliminary demonstration of spectral information retrieval from the device. This opens the 
possibility of using such kind of tunable photodetectors to build ultra-compact, on-chip 
spectrometers. After further performance improvement, the device can be built into arrays as a 
low-cost, on-chip multispectral camera. 
 
4.2 System Overlook and Device Fabrication 
 
Fig. 4.1 (a) illustrates our device design. A graphene-based photodetector absorbs light and 
produces a photocurrent. A control voltage (Vg) can be applied to the device, so that the 
photocurrent changes. The control voltage changes the photocurrent differently when the light 
source is of different wavelengths. This feature encodes the spectral information in the 
photocurrent-voltage dependence. A personal computer documents the photocurrent-voltage 
dependence. A spectral reconstruction algorithm then processes the data into a measured 
spectrum. 
Graphene is the chosen photodetection material for its broad-band absorption from visible to 
microwave96,97. This is a giant advantage over traditional optoelectronic materials, whose 
responsivity is limited by the absence of well-controlled inter-band or inter-state transitions at 
long wavelengths. We choose the graphene phototransistor, since it provides a large, broad-




Figure 4.1. (a) Schematic illustration of how such kind of device potentially works as a spectrometer. When illuminated by light 
with some arbitrary spectrum, the device produces a photocurrent curve under sweeping gate bias. The shape of the curve varies 
for different wavelengths. With a least-square linear regression algorithm, this curve can be converted to the reconstructed 
spectrum. (b) Microscopic photograph of the device structure, scale bar: 10 𝜇𝜇𝜇𝜇. 
 
Our device is a graphene phototransistor composed of two layers of graphene. We introduced the 
device structure and the photogating effect in Section 2.3.2 for our prior work. Instead of floating 
the gate layer, which is the case in the previous works, we apply a bias on the gate. The gate 
voltage makes the tunneling barrier electrically reconfigurable.  
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The devices are fabricated on a silicon substrate. We first deposited a 5-nm / 50-nm/ 5-nm 
Ti/Pt/Al layer. The titanium layer serves as the adhesion layer. The aluminum layer’s surface 
oxidizes in air and enhances the quality of subsequent ALD-grown gate dielectric. We then used 
ALD to grow an 85-nm layer of Al2O3, on which we fabricate our device. Such a substrate 
removes possible photoresponses from the silicon substrate (see photocurrent measurements). 
Then a monolayer CVD-grown graphene is wet-transferred98 onto the substrate and patterned 
with photolithography and oxygen plasma etching. Then lithography, metal evaporation (Cr/Au 
5/50 nm), and lift-off process define the contact. We sputtered un-doped silicon as the dielectric 
barrier. Then a top layer of metal-graphene structure is fabricated with similar corresponding 
processes. 
 
4.3 Spectrally-Resolved Photoresponse 
 
We first perform DC measurements for the photocurrent of our device. We gradually increase 
the illumination power from darkness and measure the current across the graphene channel. As 
in Figure 4.2 (a), there is a change in current across the channel when the light was on. This 
change gives the photocurrent in our phototransistor. In contrast to what was observed before in 
the device with floated gates, where we observe a simple shift of Dirac point in the transfer 
curves54, we find a distortion of the curves with increased power. We qualitatively analyze the 
behavior through the band diagram across the dielectric barrier when different bias is applied 
(Figure 4.2 (b)(c)). At flat-band case (gate voltage equals VFB), hot carriers transport to both 
directions at an equal rate. There is no net charge accumulation, and the photocurrent at VFB is 
zero; however, when the gate bias deviates from VFB, two mechanisms help to distort the barrier: 
the gate bias itself creates an electrical field in the barrier; the gating introduces additional 
doping to both layers of graphene, with the Fermi-level difference between the two layers 
determined by the gate voltage. This doping contributes to the band distortion as well, which 
further modulates the carrier transport. The transfer curves’ distortion indicates tunability on the 
carrier transport across the barrier with the gate bias. 
The tunability offers a wavelength-dependent photoresponse. The barrier distortion differs with 
changing gate bias; hence the carrier separation efficiency across the barrier changes. The hot 
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carriers with energy slightly below the barrier height are of particular interest. Such carriers’ 
transport rate changes drastically when the barrier distorts by hundreds of meV, while a hot 
carrier with lower energy remains insensitive to this bias change. Since the excitation wavelength 
determines the hot carrier energy (with exceptions discussed later), the responsivity has different 
gate-bias dependence at different wavelengths.  
To further examine the wavelength dependence, we use an optical chopper and a lock-in 
amplifier to measure the photocurrent. We focus on the AC photocurrent instead of the DC 
measurement based on signal-noise ratio and hysteresis considerations (see Section 3.4). We use 
an optical parametric amplification (OPA) pumped with a femtosecond laser at 800 nm as the 
light source. The generated wavelength covers through 1.1 μm to 2.4 μm with either the signal or 
the idler as the source. For 800 nm measurements, we use the pump directly as the light source. 
Band-pass filters are applied to make the beam monochromatic. For different power, the shapes 
of the photocurrent curves are similar at the same wavelength. For different wavelengths, the 
shapes of curves become different (Figure 4.2 (d)(e)). Figure 4.2 (d) shows how the 
photoresponse evolves with respect to different wavelengths. The curves are normalized with 
their peak values. When the incident wavelength is longer, both the peak and the zero points of 
the curves shift from left to right. Furthermore, if we evaluate each curve's curve peak width, we 
see a continuous decrease from left to right. Another feature is the increase of the absolute value 
of the ratio between the negative and positive peaks. This continuous evolution of the curves’ 





Figure 4.2. DC and AC photoresponse. (a) DC measurement of how the device’s channel current changes under different 
illumination power. The incident wavelength is 1.3 𝜇𝜇m, and a gate bias was applied to the bottom graphene layer. Black: curve 
measured in darkness; Red to purple: under the power of 20 𝜇𝜇W, 30 𝜇𝜇W, 40 𝜇𝜇W, 50 𝜇𝜇W, and 60 𝜇𝜇W. (b) Band diagram of the 
graphene – silicon – graphene heterojunction under different gate bias. Red and purple arrows represent hot electrons carrying 
different photon energy. (c) A qualitative sketch of the photoresponse behavior predicted by the model described in (b). (d) 
Photocurrent of the device under different wavelengths, purple to red: 0.8 𝜇𝜇m, 1.2 𝜇𝜇m, 1.5 𝜇𝜇m, 1.9 𝜇𝜇m and 2.2 𝜇𝜇m. (e) 
Photocurrent of the same device at the same wavelength (1.9 𝜇𝜇m) but different power. The curves are normalized by their peak 
value for comparison of their shapes. Black: 200 𝜇𝜇W, red: 300 𝜇𝜇W, green: 400 𝜇𝜇W, blue: 500 𝜇𝜇W. 
 
4.4 Computational Spectroscopy: Algorithms 
 
The additional gate voltage expands the device’s readout from a scalar to a dual-vector (the gate-
responsivity curve). Moreover, the shapes of such Vg - Iph curves differ for different incident 
wavelengths. This indicates that the spectral information is encoded inside the dual-vector. It 
potentially allows spectral reconstruction from the readout of a single device. To extract the 
spectral information from the vectorized photocurrent of an unknown light source, we applied a 
computational method similar to the previous works83. The spectral reconstruction process is 
modeled as matrix manipulations in a linear system. First, we linearly map the gate-dependent 
photocurrent vectors to the spectrum. A set of Ng discrete gate voltages are applied to the device. 
The device has different responsivities at the Ns wavelength, recorded as a vector for each gate 
voltage. We place all the vectors abreast and define the Ng×Ns matrix as M. When light with an 
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unknown spectrum illuminates the device, the gate dependence of photocurrent (vector I) is 
measured. By linear superposition, the expression of I written in terms of M and the input spectra 
S is: 
𝐼𝐼 = 𝑀𝑀 ∙ 𝑆𝑆                                                                                (4.1) 
A straightforward solution to the reverse problem is to calculate the inverse matrix of M and 
multiply it to both sides in equation (4.1). However, practically M -1 can be singular at large 
matrix sizes and creates overfitting in the results. We adopted the least-square linear regression 
method instead. This method converts the problem to an optimization task that finds the proper 
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𝑘𝑘 + 𝜆𝜆𝜆𝜆(𝑆𝑆)�                                (4.2) 
The first term in equation (4.2) evaluates the mean square error of a predicted photocurrent 
compared to the real photocurrent I. Initially, the algorithm (run in a PC) generates a random 
hypothesized spectrum S. We sum up the photocurrent contributed by each frequency component 
to calculate S’s corresponding photocurrent. Then we compare the hypothesized photocurrent 
and the experimental photocurrent by calculating the mean square error of 𝐼𝐼 − 𝑀𝑀 ∙ 𝑆𝑆. At the first 
iteration, the error is large because the hypothesized spectrum significantly deviates from the 
actual one. The PC minimizes the error with many subsequent iterations. Each iteration generates 
a new hypothesized spectrum to reduce the mean square error. The algorithm stops after the 
error’s drop meets a convergence condition. The optimized hypothesized spectrum becomes the 
reconstructed spectrum. We compare the reconstructed spectrum to the actual spectrum 
(measured with a commercial spectrometer) to check our device’s performance on spectral 
information detection. 
The term with 𝜆𝜆 and 𝜆𝜆(𝑆𝑆) is the regularizer added to avoid overfitting in the optimization 
process. Various forms of R(S) are available to achieve decent reconstruction accuracy86. We 
choose the LASSO regularizer for single-peak reconstructions with our experimental data since it 
penalizes wide-band overfittings. For ideal device simulations, we make R(S) = 0 
(pseudoinverse) to explore the general accuracy-resolution tradeoff without pre-knowledge of the 




4.5 Spectral Reconstruction: Results and Discussion 
 
Before using the device to test unknown spectra, we first calibrated the M-matrix by illuminating 
the sample with six different wavelengths (0.8 𝜇𝜇m, 1.2 𝜇𝜇m, 1.4 𝜇𝜇m, 1.65 𝜇𝜇m, 1.9 𝜇𝜇m, and 2.4 
𝜇𝜇m). We sweep the voltage for each wavelength and measure the responsivity. Then we do the 
same gate bias sweep of our device under the illumination of the test spectrum. We use the 
photocurrent as the I vector and reconstruct S. Since there are only several wavelengths in our 
calibration matrix, we have limited resolution in the reconstructed spectra. Unlike the case with 
multiple quantum dot pixels, we improve the resolution with a two-dimensional interpolation of 
the M-matrix. The operation is plausible in our device since there is a continuous responsivity 
evolution when either the gate voltage or the incident wavelength changes. 
Figure 4.3 (b) is a comparison between the reconstructed spectra and the actual spectra. We test 
the performance of the system with six different spectra. Some test examples are of the same 
wavelengths with the calibration matrix. We used different illumination powers for the 
measurements to avoid overestimating the performance. These results also give hints on the 
system performance with illuminations of identical spectra but different power. The 
reconstructed spectra are decently well separated for different inputs. We are limited by the 





Figure 4.3. (a) AC responsivity of a device (mA/W) after interpolation from experimental data. (b) Reconstructed spectrum 
normalized with peak value. Solid lines are real spectra, while dashed lines of the same color are reconstructed ones. Influences 
of noise (c) and hysteresis (d) on the reconstructed spectra are investigated. We first construct some imaginary spectrum, convert 
it to photocurrent via the measured calibration matrix, then add noise to photocurrent ((c), black: original; red: with white noise 
equivalent to 1% peak value; blue: 10% peak value) or shift voltage of the curves ((d), black: original; red: shifted left by 25 mV; 
blue: shifted left by 50 mV). When converting the processed data back to spectra, we get a schematic representation of how noise 
and hysteresis influence the result. 
 
To explore the reasons that prevent the system from working as a perfect spectrometer, we 
analyzed the system from both signal processing and device physics perspectives. First, the 
device suffers from the remaining hysteresis, as shown in Fig. 4.3 (d). Secondly, the 
photoresponse curves’ shape is not precisely unchanged when the power is different (Fig. 4.2 
(e)). A pure linear system’s responsivity should be independent of the input power, because two 
photons’ contributions to photocurrent should linearly superpose. The mechanisms that 
contribute to the nonlinearity are summarized in Fig. 4.4. When light illuminates the device, hot 
carriers are generated in both layers of graphene. Two ultrafast processes are competing: 
intralayer carrier thermalization and interlayer hot carrier transport. Intralayer carrier transport 
happens in three phases101,102,103: In the first tens of femtoseconds, the carriers quickly 
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thermalize to a Fermi-Dirac distribution at high temperature. Then the carriers interact with 
optical phonons and lose most of the energy in 500 fs. Hot optical phonon generation then 
creates a bottleneck effect and slows down the carriers' further cooling to a few picoseconds. 
Interlayer carrier transport happens in a time scale between tens of femtoseconds104 to much 
longer, depending on the interlayer separation, band offsets, and dominating transport 
mechanisms. If intralayer relaxation happens much faster than carrier transport, the interlayer 
carrier transport fails to filter the electrons carrying different photon energy. Hence it is essential 
to minimize the interlayer transport time. Previous interlayer transport study105 showed that 
interlayer transport tends to dominate for extremely thin dielectric layers under a high bias. In 
that case, Fowler–Nordheim tunneling dominates, especially for carriers bearing photon energy 
that is slightly lower than the tunneling barrier.  
 
 
Figure 4.4. Side effects that break the system’s linearity, including intralayer carrier relaxation and subsequent thermionic 
transport, charge trapping in the dielectric layer, defect-assisted charge transport, and photogating effect produced by trap states. 
These effects compete with direct tunneling (red arrow), reducing the accuracy of spectral reconstruction. 
 
We experimentally examined the carrier transport across the silicon barrier. We used two 
methods: temperature dependence study of dark carrier thermionic transport106 and low-
temperature tunneling current measurement107 to extract the barrier height. 
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When thermionic transport is dominant for the dark carriers, the carrier transport is similar to the 
case of two Schottky junctions placed back-to-back. In such a case, a reverse-biased graphene-
silicon Schottky junction defines the bottleneck for total current flow. The current flow follows 
the Landauer formalism: 
𝐽𝐽 =  𝑞𝑞
𝜏𝜏 ∫ 𝑇𝑇(𝐸𝐸)𝐷𝐷(𝐸𝐸)(𝑓𝑓𝑔𝑔 − 𝑓𝑓𝑆𝑆𝑖𝑖)𝑑𝑑𝐸𝐸
+∞
−∞          (4.3) 
In a metal-insulator-metal (MIM) junction, the metal part can accommodate or emit unlimited 
numbers of electrons due to its large density of state (DOS). Contrary to that, graphene has a 
limited DOS. Hence the equation takes a different form from typical MIM junction when 
simplified: 
𝐽𝐽 = 𝐽𝐽0 �𝑒𝑒
𝑞𝑞𝑞𝑞









𝑘𝑘𝐵𝐵𝑇𝑇          (4.5) 
We measured current across the silicon barrier at different biases from 5 K to 350 K. Fig. 4.5 (a) 
shows the modified Arrhenius plot at different biases across the barrier. It is linear at room 
temperature and above. At low temperatures, the direct tunneling between the two graphene 
layers dominates over the thermionic transport. With a linear fit at high temperatures, we extract 
the barrier height to be around 150 meV. The value is significantly lower than 250 meV to 500 
meV for realistically p-doped graphene. 
We explore the barrier height using another method for comparison: at 0K, FN tunneling 
dominates the carrier transport. Hence the current-bias relation is: 






)         (4.6) 
The extracted barrier height is 800 meV. The value is higher than work function calculations or 
previous experimental works. 
There is a large discrepancy between the two barrier heights we extracted. We attribute this to 
the oxidization of the silicon barrier. During fabrication, the silicon barrier is amorphously 
sputtered onto the bottom graphene layer. Immediately after that, the top graphene layer is wet-
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transferred onto the silicon layer. The water and oxygen-rich environment will cause the silicon 
layer to oxidize, thereby increasing the barrier height. However, the defects in amorphous, 
partially oxidized silicon create carrier transport pathways at room temperature at an energy 
much lower than the bandgap. As a result, the barrier height extracted from high-temperature 
data is lower. 
 
Figure 4.5. Barrier height measurement using thermionic transport model (a) and its bias dependence (b). At 0 K, the FN 
tunneling model is applied to extract the barrier height (c) and its body gate dependence (d). 
 
The findings, combined with the large hysteresis, indicate abundant trap states in the silicon 
barrier. The states trap and release charges, exchange momentum and energy with carriers, and 
assist the interlayer transport. It may also get excited when light is on, creating a small 
photoresponse. The traps reduce the linearity of our detector's photoresponse, hence preventing it 
from being a perfect spectrometer. 
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Possible improvements to minimize the nonideal effects include removing traps and improving 
the interface qualities through more careful choice of the dielectric and encapsulating materials. 
Especially, other 2D materials may be an excellent choice, since there have already been many 
works indicating a high quality of interfaces between these 2D materials38,39 ,108,109. One further 
problem is that we did the interpolation with a limited number of wavelengths. The result can be 
more precise if we replace the interpolation with more experimental data points. 
 
4.6 Simulated performance of ideal devices 
 
Despite the experimental limitations in the lab, we can use simulations to predict the proposed 
spectrometer's ultimate performance. Moreover, modeling of the system boosts our 
understanding of the system and helps to optimize the system. 
 
4.6.1 Band Configuration 
 
First of all, simple order-of-magnitude analysis justifies that the photo-induced Fermi-level 
change has a negligible effect in band alignments: 






= 15 e-h pairs/ps 
For continuous wave light sources, we can estimate the electron-hole pair’s generation rate based 






1.6 × 10−19𝐶𝐶 × 104𝑐𝑐𝜇𝜇2𝑉𝑉−1𝑐𝑐−1
= 0.6 × 1012𝑐𝑐𝜇𝜇−2 
So that the number of electrons near the Fermi level is 𝑁𝑁𝑒𝑒 = 𝑛𝑛𝑛𝑛 = 1.5 × 105. 
As a result, one e-h pair would have to heat up 104 electrons to form the quasi-Fermi level. 
Dividing the photon energy (~1 eV) to that value, it contributes to a 0.1-meV shift of Fermi 
energy. This shift is negligible in the band alignment. 
41 
 
This is different from the experimental observations. The aforementioned experiments and 
previous works were performed either with femtosecond laser or supercontinuum laser105, which 
is not CW. The instantaneous power is orders of magnitude higher. Secondly, the pulse beam is 
typically diffraction-limited. It creates a high photon flux at a small range. For natural light 
photodetection, the device illumination is far less intense. Direct exposure to sunlight has an 
irradiance of roughly 1000 W/m2. If focused by a lens with 5 mm diameter to and 5mm focal 
length (sun angular diameter = 0.5 degrees, projection diameter = 44 𝜇𝜇𝜇𝜇), the power is 20 mW. 
For a single pixel, the optical power is about 330 𝜇𝜇𝜇𝜇. The typical studio illumination is one or 
two orders of magnitude weaker. 
 
Figure 4.6. Band alignment of the system. For the initial band structure, assume a very high hole barrier, so that the electron 
transfer processes dominate. 
 
Assume the initial doping profile of 𝜇𝜇𝑡𝑡 and 𝜇𝜇𝑏𝑏 at zero bias. The total number of electrons is 0 
when the chemical potential falls on the Dirac point (𝜇𝜇 = 0). So that we have 𝑛𝑛(𝜇𝜇) given by: 
𝑛𝑛(𝜇𝜇) = ∫ 𝐷𝐷𝑐𝑐𝑆𝑆(𝐸𝐸) ∙ 𝑓𝑓(𝐸𝐸, 𝜇𝜇,𝑇𝑇) ∙ 𝑑𝑑𝐸𝐸∞0 − ∫ 𝐷𝐷𝑐𝑐𝑆𝑆(𝐸𝐸) ∙ [1 − 𝑓𝑓(𝐸𝐸, 𝜇𝜇,𝑇𝑇)] ∙ 𝑑𝑑𝐸𝐸
0
−∞                  (4.7) 
𝐷𝐷𝑐𝑐𝑆𝑆(𝐸𝐸) = 2𝑑𝑑
𝜋𝜋(ℏ𝑣𝑣𝐹𝐹)2
                           (4.8) 
𝑣𝑣𝐹𝐹 ≅ 8 × 105
𝑒𝑒
𝑠𝑠
,ℏ𝑣𝑣𝐹𝐹 = 0.53 𝑒𝑒𝑉𝑉 ∙ 𝑛𝑛𝜇𝜇  
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The hole term is written this way to allow good convergence at infinite energy for numerical 
simulation. Under gate bias Vbias, there are extra charges ∆𝑛𝑛 on two layers. The extra charge 
density follows: 
∆𝑛𝑛𝑏𝑏 = −∆𝑛𝑛𝑡𝑡 = 𝐶𝐶(𝑉𝑉𝑏𝑏𝑖𝑖𝑎𝑎𝑠𝑠 −
∆𝜇𝜇𝑏𝑏−∆𝜇𝜇𝑙𝑙
𝑒𝑒
)                  (4.9) 
We can solve Eq. 4.7-4.9 for the new chemical potentials at any given Vbias. 
 
4.6.2 Direct Tunneling and Thermionic Transport 
 
Here we assume electron transport dominates. If hole transport dominates, there will be 
additional sign-flips of Ut and Ub in the brackets in Eq. 4.10. 
The transmission rate follows the equations for different electron energies110: 
𝑇𝑇𝑇𝑇(𝐸𝐸) = exp �− 𝛼𝛼𝑑𝑑
𝑈𝑈𝑙𝑙−𝑈𝑈𝑏𝑏
�(∆ + 𝑈𝑈𝑡𝑡 − 𝐸𝐸)
3
2 − (∆ + 𝑈𝑈𝑏𝑏 − 𝐸𝐸)
3
2��    𝑖𝑖𝑓𝑓 (𝐸𝐸 < ∆ + min(𝑈𝑈𝑡𝑡,𝑈𝑈𝑏𝑏))  
= exp �− 𝛼𝛼𝑑𝑑
𝑎𝑎𝑏𝑏𝑠𝑠(𝑈𝑈𝑙𝑙−𝑈𝑈𝑏𝑏)
�(∆ + max(𝑈𝑈𝑡𝑡,𝑈𝑈𝑏𝑏) − 𝐸𝐸)
3
2��    𝑖𝑖𝑓𝑓 (∆ + min(𝑈𝑈𝑡𝑡,𝑈𝑈𝑏𝑏) < 𝐸𝐸 < ∆ +
max(𝑈𝑈𝑡𝑡,𝑈𝑈𝑏𝑏))  






2 ∙ 𝑛𝑛𝜇𝜇−1, taking the typical value of effective mass to be 1/5 of the 
electron mass. 
And for total transport current, we have (Fermi’s Golden Rule): 
𝐼𝐼 ∝ ∫ 𝑇𝑇𝑇𝑇(𝐸𝐸)𝐷𝐷𝑐𝑐𝑐𝑐(𝐸𝐸 − 𝑈𝑈𝑡𝑡)𝐷𝐷𝑐𝑐𝑐𝑐(𝐸𝐸 − 𝑈𝑈𝑏𝑏)[𝑑𝑑𝑖𝑖𝑐𝑐𝑡𝑡(𝐸𝐸,𝑈𝑈𝑡𝑡, 𝜇𝜇𝑡𝑡,𝑇𝑇𝑡𝑡) − 𝑑𝑑𝑖𝑖𝑐𝑐𝑡𝑡(𝐸𝐸,𝑈𝑈𝑏𝑏 , 𝜇𝜇𝑏𝑏 ,𝑇𝑇𝑏𝑏)]
∞
−∞ 𝑑𝑑𝐸𝐸     (4.11) 
We used this formalism instead of the well-cited one used in the Tsu-Esaki model111, since the 
vertical velocity is not well-defined for a 2D material. A state-transition model better describes 
the process. There is an uncertainty of the absolute value of the current, which we will further 
discuss later. The function dist is the electron energy distribution for the top and bottom layers: 
𝑑𝑑𝑖𝑖𝑐𝑐𝑡𝑡(𝐸𝐸,𝑈𝑈, 𝜇𝜇,𝑇𝑇) = 𝑓𝑓𝐹𝐹𝐷𝐷(𝐸𝐸 − 𝑈𝑈, 𝜇𝜇,𝑇𝑇) + 𝐺𝐺𝑝𝑝ℎ                (4.12) 
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The second term is the extra contribution before the electron fully thermalizes. If tunneling 
before thermalization dominates, and multiple times of tunneling back-and-forth is negligible, 
then we have a simplified version of it: 𝐺𝐺𝑝𝑝ℎ = 𝛾𝛾𝛾𝛾𝛾𝛾(𝐸𝐸 − 𝑈𝑈 −
ℎ𝜐𝜐
2
). This means we simplified the 
largely un-thermalized electrons to hold the same photon energy, with the pre-factors determined 
by absorption coefficient and illumination power. 
The most important issue is the dominant mechanism: If thermionic transport after 
thermalization dominates, then the carrier transport is not linear. If tunneling before 
thermalization dominates, then the carrier transport is linear. Then it is an ideal device for 
spectral reconstruction. We first estimate the temperature of the electrons. Assuming constant 
lattice temperature, there is an energy balance between illumination and dissipation. Hence, we 








                 (4.13) 
The estimated lifetime is ~ 10 ps in previous theory and experiments in the condition we 
use43,112,113. The chemical potential may change when electrons heat up. The new chemical 
potential conserves the number of electrons: 
∫ 𝐷𝐷𝑐𝑐𝑆𝑆(𝐸𝐸) ∙ [𝑓𝑓𝐹𝐹𝐷𝐷(𝐸𝐸, 𝜇𝜇,𝑇𝑇) − 𝑓𝑓𝐹𝐹𝐷𝐷(𝐸𝐸, 𝜇𝜇0,𝑇𝑇0)]𝑑𝑑𝐸𝐸
∞
−∞ = 0                 (4.14) 




Figure 4.7. The dependence of chemical potential and electron gas temperature on illumination power. (a) change of chemical 
potential starting from 𝜇𝜇0 = 0 𝑒𝑒𝑉𝑉 in darkness. The peaks result from computational artifacts from finite elements, which is 
physically sufficiently small. (b) corresponding lattice temperature in Kelvin. The result matches the value previously reported in 
orders of magnitude50. 
 
Figure 4.8. Same plot as Fig. 4.7, but with 𝜇𝜇0 = 0.2 𝑒𝑒𝑉𝑉 in darkness. A larger drift of chemical potential is observed due to broken 
electron-hole occupation symmetry. The temperature change is smaller as a result of increased heat capacity at higher doping. 
 
Figure 4.9. Same plot as Fig. 4.7, but with 1000-time broader instantaneous power range. 
 
The chemical potential change is smaller than 1 meV, consistent with our order-of-magnitude 
estimation in the previous section. The temperature variance is low under natural light, which has 
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very low instantaneous power. In previous works, the researchers used a laser power of 1mW 
and pulse duration around 90 ps for a supercontinuum laser. Assuming the repetition rate is 100 
MHz, the instantaneous power is 3 orders of magnitude larger than in our model. Then the model 
gives a result similar to the previous work (see Fig. 4.9). 
We then analyze the contributions of (1) tunneling before thermalization, (2) tunneling after 
thermalization, and (3) thermionic transport that happens after the thermalization. We plot the 
contribution percentages to both bias, wavelength, and illumination power. 
The direct tunneling’s contribution is not always dominant. We consider only an electron barrier 
of 0.5 eV, with the hole barrier much higher. The illumination power is 100 𝜇𝜇W. The dominant 
effect depends on multiple parameters, including initial doping of the graphene layers, interlayer 
bias, barrier thickness, and wavelength. 
  
Figure 4.10. Contributions of interlayer carrier transfer. The figures above are simulated with environmental doping condition: 
𝜇𝜇𝑡𝑡  = 0.01 eV, 𝜇𝜇𝑏𝑏 = -0.01 eV at zero bias. 
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Figure 4.11. Same plot as Fig. 4.10, with barrier thickness of 15 nm. 
 
Based on the simulation results, we chose a relatively thick barrier of 15 nm, with the doping 
profile of 𝜇𝜇𝑡𝑡 = 0.25 𝑒𝑒𝑉𝑉, 𝜇𝜇𝑏𝑏 = −0.25 𝑒𝑒𝑉𝑉. The doping profile is easily accessible via electrostatic 
and/or chemical doping. We explore the wavelength and bias dependence of the tunneling 
current (Fig. 4.12 and 4.13). Under natural light illumination, thermalization effects are 
negligible. This makes the system linear enough for spectral reconstruction. 
 
   
Figure 4.12. Tunneling photocurrent under different interlayer bias and wavelength. Left: absolute values; right: curves 
normalized with maximums for better comparisons. 


































































Figure 4.13. The percentage of interlayer photocurrent contributed by direct tunneling before thermalization. Optical power = 1 
mW. 
 




Figure 4.14. Equivalent circuit of the graphene phototransistor under operation. 










































Fig. 4.14 illustrates the equivalent circuit model that produces the photoconductive gain. The 
interlayer photocurrent is equivalent to a current source (𝐼𝐼𝑡𝑡𝑡𝑡) paralleled with a barrier resistance 
𝜆𝜆𝑏𝑏𝑎𝑎𝑒𝑒 and a capacitance 𝐶𝐶𝑏𝑏𝑎𝑎𝑒𝑒. The resistance is above 100 GΩ, and the capacitance is around 0.1 
pF for our device. 𝜆𝜆𝐺𝐺𝑒𝑒 is the graphene channel resistance, typically at 1 kΩ. 𝜆𝜆𝑔𝑔 is a resistor tied 
to the gate bias source to protect the device from electrostatic discharges. It is set at 10 MΩ. 
When light is chopped at a frequency of 𝜔𝜔, the bias across the barrier is not equal to 𝑉𝑉𝑔𝑔, the 





+ 𝑗𝑗𝜔𝜔𝐶𝐶∆𝑉𝑉 = 𝐼𝐼𝑡𝑡𝑡𝑡                (4.15) 
Hence the voltage difference is: 




+ 𝑗𝑗𝜔𝜔𝐶𝐶)−1𝐼𝐼𝑡𝑡𝑡𝑡                (4.16) 
For the graphene phototransistor, the photocurrent is determined by the transconductance 𝑔𝑔𝑒𝑒: 
𝐼𝐼𝑝𝑝ℎ = 𝑔𝑔𝑒𝑒∆𝑉𝑉                     (4.17) 
Hence the photoconductive gain is: 







+ 𝑗𝑗𝜔𝜔𝐶𝐶)−1                                (4.18) 
For the previous publication, the gate is floated (𝜆𝜆𝑔𝑔 → ∞). The photoconductive gain reduces to: 
𝐺𝐺 = 𝑔𝑔𝑙𝑙𝑅𝑅𝑏𝑏𝑡𝑡𝑡𝑡
1+𝑗𝑗𝑗𝑗𝑗𝑗𝑅𝑅𝑏𝑏𝑡𝑡𝑡𝑡
                         (4.19) 
The RC product is around 1ms – 1s, hence the operation frequency of the device remains at 
around 1 to 1000 Hz, while the photoconductive gain is very high: With regular 
𝑔𝑔𝑒𝑒 ~ 4 × 10−2 𝑛𝑛/𝑉𝑉 for graphene transistor with a square channel and 15 nm gate dielectric, G is 
over 109. 
For a finite gate resistance around 10 MΩ, the photoconductive gain reduces to: 
𝐺𝐺 = 𝑔𝑔𝑙𝑙𝑅𝑅𝑔𝑔
1+𝑗𝑗𝑗𝑗𝑗𝑗𝑅𝑅𝑔𝑔
                     (4.20) 
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The RC product points to a 1-MHz operation speed. As a tradeoff, the gain reduces to around 
4 × 105. 
Attaching a gate resistance does not produce anything in device performance beyond the gain-
bandwidth product. However, it allows us to make the device gate tunable as a spectrometer. 
Additional nonlinearity may mix in as increased optical power shifts ∆𝑉𝑉. A sufficiently large ∆𝑉𝑉 
would modify the band alignment. The distorted band alignment would cause a shift in the 
tunneling efficiency. Hence to thoroughly understand the limitation of the spectral 
reconstruction, we need to consider the effects of both thermalization and optical power-induced 
band-distortion. 
The analysis requires absolute value estimation of the photocurrent. The value given above is 
simulated with the following method: We first adopted Eq. 4.6 to study the dark current107,114. 
Then we compare it with our simulation to fit the unknown parameter related to the transfer 
matrix in Fermi’s Golden Rule: 
 
Figure 4.15. Bias dependence of dark tunneling current. Comparison between MIM equations and our model. Both curves 
normalized with their maximums. 
 




















 Formula for MIM
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This works only in estimating the order of magnitude, since graphene has a much lower DoS 
compared with metal contacts in the model. The lower DoS leads to a substantial Fermi level 
shift when biased, so that the MIM equation no longer holds strictly. In our case, the Fermi level 
shift lifts the barrier height when further forward bias, hence producing the difference indicated 
in the figure above. Taking parameters of our device into the equation, we get a value of 0.3 pA 
for 1V bias, while our model gives the number 3 × 10−9. A factor of 10-4 is assigned to the 
model to get a current in ampere. The value is used only for order-of-magnitude predictions. 
Now we have two equations in the tunneling barrier model for determining ∆𝑉𝑉 or the interlayer 
photocurrent: 
𝑉𝑉𝑏𝑏𝑖𝑖𝑎𝑎𝑠𝑠 = 𝑉𝑉𝑔𝑔 − 𝜆𝜆𝑔𝑔∆𝐼𝐼                      (4.21) 
∆𝐼𝐼 = 𝑓𝑓(𝑉𝑉𝑏𝑏𝑖𝑖𝑎𝑎𝑠𝑠) = 𝑓𝑓�𝑉𝑉𝑔𝑔 − 𝜆𝜆𝑔𝑔∆𝐼𝐼� ≅ 𝑓𝑓�𝑉𝑉𝑔𝑔� − 𝜆𝜆𝑔𝑔∆𝐼𝐼
𝑑𝑑𝑓𝑓
𝑑𝑑𝑒𝑒𝑔𝑔
                  (4.22) 




                   (4.23) 
This equation holds for small 𝜆𝜆𝑔𝑔
𝑑𝑑𝑓𝑓
𝑑𝑑𝑒𝑒𝑔𝑔
. For the photocurrent mentioned above at 0.1 mW, we have 
a range of 0.75~3 nA. The slope is approximately 0.05 ~ 2 nS. This makes the correction term to 
be equal to 0.0005~0.02. Hence the higher-order terms are negligible. With proper ∆𝑉𝑉, we can 
calculate the change in channel current based on the doping shift. The channel current is related 






                    (4.24) 
C is around 20 as an experimental value, and the disorder-related effects are negligible for our 
heavy doping profile. We do not count in the conductivity change due to electron temperature 
change, since previous experiments have shown a responsivity less than 1 mA/W in a single 
graphene channel. Multiple mechanisms, including bolometric effect, photo-thermoelectric 
effect, and photovoltaic effect, contribute to the small responsivity. It is considered as a < 3% 
deviation from the ideal case. 
We checked the system linearity at the longest wavelength (2.4 𝜇𝜇m) applied in the system. At 
this wavelength, thermalization makes the most significant contribution to the tunneling current. 
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The thermalized carrier’s current tends to provide a superlinear power dependence of the 
tunneling current. The power change from 10 to 110 𝜇𝜇W only produces a 1% error in 
responsivity, good enough for reconstruction based on the linear system assumption. 
 
Figure 4.16. Responsivity curve under different power of illumination at 2.4 𝜇𝜇m. 
 
4.6.4 Simulation Results 
 
Finally, we use our model to study the proper band profile and testing conditions for a defect-
free device. To increase the spectral resolution, we add more features to the photocurrent by 
changing the barrier shape, as shown in Fig. 4.17 (a). Simulation under identical conditions 
produces photocurrents with more spectrally dependent features, boosting the number of 
effective sampling points to 16, or a wavelength resolution of 75 nm. If we continue to increase 
the number of sampling points at the same spectral range, the regression method produces 
overfittings in the reconstructed spectra and reduces the accuracy, which is evident from Fig. 
4.17 (c). Notice that we used a WKB model for calculating the tunneling rate. The resonant 
tunneling is not considered. Resonant tunneling of dark current at room temperature was 
























experimentally observed in such systems116. Such phenomena could further increase the 
resolution of our spectrometer. 
More efforts in the algorithm can further overcome the accuracy-resolution tradeoff. A 
regularizer in the LLS method sends pre-knowledge to the system. For example, in Fig. 4.3 (b), 
we used a LASSO regularizer that pre-assumes a sharp peak instead of a broadband distribution. 
Such techniques sacrifice the generality of reconstruction accuracy but work exceptionally well 
for a subset of testing spectra for specific purposes. Another strategy is to introduce more 
nonlinearities in the algorithm, such as adopting an artificial neural network. This would make 
the algorithm more robust over non-idealities in the device, such as current drifting and 
hysteresis. The tradeoff is that it requires a larger training data set. 
 
Figure 4.17. Simulation of responsivity and spectral reconstruction in a further optimized band structure and working condition. 
The channel bias holds at 1 V. (a) Band profile and responsivity (b) of the device with a step barrier under identical testing 
conditions. (c) Comparison of the accuracy-resolution tradeoff with different regression parameters. (f) Accuracy of spectra-




Lastly, we demonstrate classifications of materials based on the photocurrent readout. This 
avoids the high-resolution reconstruction of spectra but meets realistic needs. We adopted the 
transmittance and reflectance of 72 Thorlab filters and IR spectra of 100 organics117 as the 
optical input. The simulation shows that our system can classify the materials at decent accuracy 
with different noise levels considered, as shown in Fig. 4.17 (d). 
The experiments and simulations above point to improvement that can be made: We can 
minimize the side effects by removing traps and improving the system linearity through more 
careful choice of the dielectric and encapsulating materials. Especially, 2D semiconductors are 
excellent choices, since there have already been many works indicating a high quality of 
interfaces between these 2D materials108,109. As suggested by the simulation, the band profile of 
tunneling barriers, including barrier height, thickness, graphene doping profile, and incident 




By electrically tuning the barrier distortion of a graphene-dielectric-graphene heterostructure, we 
successfully modulated the spectral response of a graphene-based phototransistor. We further 
demonstrated the possibility of utilizing such kinds of devices to extract spectral information of 
light sources. More work can be done as discussed to improve the performance of such kind of 
electrically tunable photodetectors. Moreover, this work can lead to a large variety of 












Transparent photodetectors have different applications, including optical sensing components in 
transparent or wearable electronic systems118,119,120, reflectivity detection121, and interference 
pattern recognition122,123. These transparent photodetectors have a tradeoff between responsivity 
and transparency. The graphene-based phototransistor we studied in Chapter 4 overcomes the 
tradeoff with photogating effects54. The detectors absorb only a few percent of incident light yet 
give a significant photoresponse. Moreover, graphene is also an excellent transparent electrode 
material for various applications7,8. These factors enable us to use graphene to make transparent 
imaging arrays. 
On the other hand, emerging technologies such as autonomous vehicles demand imaging 
technologies that can capture not only the 2D image but also the 3D spatial position of objects. 
People have been implementing LiDAR systems124,125,126, 3D computational imaging 
methods127,128, and light-field cameras129. Using our transparent graphene photodetectors, recent 
works proposed several computational imaging methods to achieve high-resolution light-field 
imaging130,131,132. The proposed approach applies sophisticated model-based image 
reconstruction from multi-focal-plane images (focal stack) obtained by stacks of photodetector 
arrays to reconstruct light-fields of scenes effectively. However, only preliminary data from two 
transparent pixels was used previously to test the idea of 1D depth ranging18.  
This chapter introduces a multi-focal plane imaging system enabled with all-graphene 
photodetector arrays and a neural network algorithm. Figure 5.1 (a) illustrates the structure and 
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working principle of the novel imaging system. In the imaging process, an arbitrary object (e.g., 
a ball-and-stick model) is projected by the camera lens to the right side. Graphene-based imaging 
arrays are stacked at different focal planes. They are highly transparent so that the projected light 
field well illuminates all planes. An illuminated detector absorbs only a few percent of light and 
gives a large photoresponse. Hence, we can capture images at a stack of focal planes. Each 
image in the stack records light distribution at a specific depth. We can then use neural networks 
to process the images and reconstruct the 3D configuration of the object. This imaging system 
allows 3D image reconstruction with a single exposure and ultra-compact setup. 
 
Fig. 5.1. Design of light-field imaging system. (a) A conceived diagram of the arrangement of the imaging planes in a camera. 
Depth information of objects is captured by multiple detector planes. (b) Upper panel: Image of a 4-by-4 transparent 
photodetector array under an optical microscope, scale bar: 500 μm. The top-left corner is with artificially enhanced color and 
contrast in order to visualize the patterns. Lower panel: Schematic of a single graphene phototransistor, wired out with graphene 
as interconnects. 
 
We first show the devices’ decent yield, responsivity, and transparency that allows a scalable 
transparent imaging array. We then demonstrate that the assembled multi-focal-plane imaging 
system, together with a feedforward neural network, can accurately estimate an object's 3D 
position. The performance of the system is tested with a point source as the object. Experimental 
results show that our graphene-based transparent photodetector array is a scalable solution for 
3D information collection. This type of optical system is potentially useful for emerging 
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technologies such as face recognition, autonomous vehicles, and unmanned aero vehicle 
navigation. 
 
5.2 Device Fabrication and Characterization 
 
Fig. 5.1 (b) shows a schematic of the photodetector array and structure of a single pixel. We used 
CVD-grown graphene on copper foil and used a standard wet transfer technique in our process98. 
The device structure, photodetection mechanism, and fabrication process are identical to the 
device discussed in Chapter 4. The exceptions are that the substrate is glass and that the bottom 
layer graphene is floated as the gate. We fabricated a 4-by-4 array of phototransistors. The 
devices are wired out separately and connected to metal pads. The pads connect to a customized 
signal readout circuit. During regular operation, we apply a bias across the graphene channel and 
measure the channel current. Light illumination induces a change in the current, producing 
photocurrent as the readout.  
We fabricated two such sensor arrays and mounted them along the optical axis, separated at a 
distance, to form a stack of imaging planes. Fig. 5.2 (a) shows the optical and electrical setup. 
For a simple demonstration, we used a convex lens to focus a 532 nm laser beam and used the 
focused beam as a point object. A motorized stage controls the position of the object-generating 
lens to change the 3D position of the object. To remove the phototransistors’ drifting and 
hysteresis effects, we chopped the beam at 500 Hz and captured the AC photoresponse. In the 
imaging process, the light beams pass the detector planes mostly unperturbed. This enables us to 
simultaneously capture images of an object in multiple planes as if the other detector planes do 
not exist. A DC bias of 0.5 V is applied across the graphene channel of the pixels. The current is 
collected by a scanning line circuit that helps to switch between different pixels. A pre-amplifier 
amplifies the channel current. The signal is then sent to a lock-in amplifier, where the signal is 
synchronized with the chopper and the AC photocurrent is extracted from the devices. 
 




The yield and uniformity of devices are first characterized by measuring the channel 
conductance. 99% of the 192 devices show sufficiently large channel conductivities (see Fig. 
5.2). The high yield demonstrates the feasibility of using these graphene-based detectors as an 
imaging array. We then examine the photoresponse of a single pixel. We observe a 3 A/W 
responsivity at the channel bias of 0.5 V. It is consistent with the previous publications54,130 in 
the order of magnitude. A lock-in amplifier measures the AC photocurrent. This measurement 
scheme sacrifices responsivity but makes the measurement faster and more reliable. The power 
dependence of the AC photocurrent is also examined. The responsivity remains constant in the 
power range of interest. Hence only a single exposure is necessary to calibrate the nonuniformity 
between the pixels. To examine the transparency, we measured the transmission of an array with 
a beam focused on the plane. The transmission of the 532-nm laser through the array is 81%, 
while the glass substrate’s reflection causes an 86% transmission, as measured at the chip’s 
graphene-free area. The graphene detector array contributes to only a 5% decrease in 
transmission. Moreover, the transparency can further improve by refractive index compensation 
methods such as anti-reflective coatings or oil immersion. The imaging array is demonstrated 
with good transparency using graphene as both device and interconnect material. 
 
Figure 5.2. Optical and electrical measurements on the device. Device yield (b), DC temporal photoresponse (c), and AC 
response with a linear power dependence (d). 
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The photoconductive gain provides high responsivity. However, such detectors may be noisier 
given that not only signals from the 'clean' photons are amplified. Noise analysis is necessary to 
validate the application of the system. 
 
5.2.2 Device Noise Analysis 
 
The noise equivalent power (NEP) is a good measure to discuss the SNR in practical 
applications. The NEP of the device is discussed in the supporting information of our previous 
work54. We collect our data with a modulation frequency of 500 Hz. At this frequency, the noise 
spectral density is 10-9 A/Hz1/2. The noise level is consistent with the 1/f noise of graphene 
transistors observed in other works133. The channel’s 1/f noise dominates over the shot noise of 
dark currents in the tunneling barrier. With an AC responsivity of 10 mA/W, the NEP is 0.1 
𝜇𝜇W/Hz1/2. The value is small compared with our test illumination power of ~10 𝜇𝜇W per device. 
We can also compare this with realistic illumination powers in a camera system. Assume a 
camera system with a 20-mm aperture and a numerical aperture of 0.7. When using it to image a 
white Lambertian surface under sunlight, the estimated optical power per pixel is 0.05 μW. This 
indicates a relatively low SNR for our current device. 
The low SNR is mainly due to the detector’s slow response, which is caused by the large density 
of charge traps in the tunneling barrier. Charge traps capture the tunneling charges and 
compensate the local field that motivates more interlayer hopping. One of our previous works 
replaced amorphous silicon with high-quality Al2O3. The responsivity at 1 kHz is as high as 60 
A/W at 532 nm55. Taking all the corresponding design variations, including increased noise due 
to a larger channel current, we expect a NEP of 0.1 nW/Hz1/2, which is sufficient for practical 
applications. In this experiment, we did not adopt the Al2O3 barrier for fabrication yield 
considerations, as the thin material is vulnerable to the base used in lithography. Nevertheless, 
there is no fundamental limitation that prevents us from fabricating transparent devices with 
higher speed and responsivity. 
In the above discussion, experimental results suggest that the tunneling current is not the major 
contribution of noise. For a complete discussion, we can further analyze the tunneling noise’s 
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order of magnitude. The shot noise’s current spectral density is S = 2eI when the interlayer bias 
V >> kT/e 134. The current is the total of the dark current and the photocurrent, which is around 
10 pA in our device. Hence the noise current density of the tunneling photodiode (before 
amplification) is around 1.8 fA/Hz1/2. The value is much smaller than the photocurrent at any 
practical illumination power. Also notice that 1/f noise is not considered here so that the 
estimation only sets the lower limit for the noise amplitude contributed by the tunneling current 
before being amplified by the photogating effect. Moreover, neural networks can be trained to be 
robust against input noises. This further lifts the SNR requirements for the reported application. 
In summary, the device’s noise is dominated by the 1/f noise in the channel. The 
photoconductive gain amplifies the noise from the vertical tunneling diode. However, it does not 
dominate the device noise based on both tests and order-of-magnitude estimation. Better 
implementation of the device to image ambient objects needs an increase in responsivity. One 
promising way is to improve the tunneling barrier quality. 
 
5.2.3 Transparent Interconnects 
 
In the array design, graphene is used not only as the pixel material but also as the interconnect. 
Compared with other transparent electrode materials such as indium-tin oxide (ITO), graphene is 
significantly thinner at similar conductivity. This allows minimized optical interference patterns 
generated from the interconnect patterning, as well as suppressing edge scatterings of wires, see 
Fig. 5.3 for a comparison of optical transmission images of arrays under 532 nm laser 
illumination. 
Even though the interference and scattering effect for ITO wires can be reduced with a refractive 
index compensation layer, it adds more complexity to device fabrication. Furthermore, it is 
harder to design optical antireflection coatings for each layer of photodetector arrays. For the 
graphene case, easy refractive index matching is possible with oil immersion that matches the 




Figure 5.3. Array design (a) and optical images of one photodetector array captured by CMOS camera. Samples with graphene 
interconnects showed significantly weaker interference and scattering than samples with ITO interconnects, scale bar: 400 𝜇𝜇𝜇𝜇. 
 
5.3 Multi-Focal-Plane Imaging 
 
Given the devices’ good yield, responsivity, and transparency, we used the transparent detector 
arrays for multi-focal-plane imaging. Fig. 5.4 (a) shows the images captured experimentally by 
the two arrays when a point object gradually moves away from the camera system. An 
illustrative diagram with a Gaussian beam is plotted together with the corresponding conditions 
in Fig. 5.4 (b). When the point object is close to the camera, it is imaged to somewhere close to 
the back imaging plane. At the same time, the front imaging plane only records the out-of-focus 
pattern of the object. When the source moves far away from the camera, the focused spot shifts 
to the front, so that the image captured by the back focal plane expands and blurs. 
While a single image measures the lateral position of objects as in conventional cameras, the 
difference of images captured in different planes contains the object’s depth information. Hence, 




Fig. 5.4. Measurement setup and results. (a) Images captured by both photodetector planes with the object at three different 
positions along the optical axis (12 mm, 18 mm, 22 mm, respectively), the intensity is normalized and shown with arbitrary units. 
(b) The corresponding illustrations of the beam profile and the imaging planes of the left panel. 
 
5.4 Introduction to Artificial Neural Networks 
 
Computational methods can be used to decipher the 3D coordinates from the multi-focal-plane 
images. My collaborator, Mr. Zhengyu Huang, worked on algorithm development and found that 
artificial neural networks (NNs) work exceptionally well for our purpose. The major work 
contributed in the software side will appear in his Ph.D. thesis. In this thesis, we briefly discuss 
the results (Section 5.5), with a general introduction to neural networks (Section 5.4) for 
completeness. 
NNs are computation architectures mimicking the neural system of animal brains. An NN 
consists of multiply artificial neurons. These neurons connect with the input, output and/or other 
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neurons. Each of the neurons receives signals (typically real numbers) from other parts of the 
network. After processing the input signal (usually with a nonlinear function), the neuron 
transmits the signals to other units with different weights.  
Typical artificial NNs are organized into layers. For example, Fig. 5.5 shows a fully connected 
neural network we used for 3D position tracking. Each input is connected to multiple neurons in 
the first layer. When the signal propagates from left to right (forward propagation), the signal 
multiplies a weight assigned for each line between the input and first layer. At the input of each 
neuron in layer 1, the weighted signal from all inputs sums up. The summed signal is sent to a 
nonlinear function to produce the neuron’s output. Subsequently, the output from layer 1 is sent 
to layer 2 following the same formalism. The ultimate output is expected to produce target values 
after training.  
There are two important operations of the neural networks: the training process and the 
inference. In the training process, the neural network is provided with examples to learn from. 
Each example (training case) consists of a set of inputs and its corresponding correct output. The 
input signal propagates forward and gives predicted outputs. Initially, the output values differ 
from the correct ones. We can calculate a loss function (usually a measure of prediction error) 
and backpropagate the loss to the left. The tuning of each linear weight has a different effect on 
the loss. We can compute the loss function’s partial derivative over the weights to determine the 
tuning amount that minimizes the loss function. An optimization algorithm takes advantage of 
the backpropagation to tune the weights at each training cycle slightly. By sending in many cases 
in many training cycles, the prediction error gradually reduces to a minimized value. 
In the inference process, the test dataset is sent to the input. The output of the trained neural 
network is expected to resemble the correct values closely. We can evaluate the prediction 
accuracy by calculating the error between the output and correct values. 
The neural network is an essential technology for machine learning. It can perform tasks without 
specific task-based, user-defined programs. Instead of compiling and processing codes, it learns 
to generate desired output through the training process. NNs are powerful tools in computer 




Figure 5.5. An example of a NN used in our 3D position tracking and its training process. Courtesy of Mr. Zhengyu Huang. 
 
5.5 3D Position Tracking 
 
For a proof-of-concept demonstration of 3D object detection using focal stack data, we track the 
3D position of a single-point object translated in three dimensions. In the experiment, we moved 
the point object (dotted circle in Fig. 5.2 (a)) in a 3D spatial grid of size 0.6 mm ×  0.6 mm ×
20 mm by moving the lens on the left in Fig. 5.2 (a). In particular, we moved the lens using a 3D 
motorized stage; the point object moves accordingly as the lens moves, because the lens 
generates the point object.  We set the distance between 3D grid points as 0.06 mm, 0.06 mm, 
and 2 mm, along x-, y-, and z-directions, respectively, leading to 1331 grid points in total. We 
collect double image stacks of the point object at each 3D position (as in Fig. 5.4). The dataset is 
separated into a training set and a test set. Each case (datapoint) in the dataset consists of 32 
photocurrents (from two layers of 4-by-4 sensor arrays), together with the x, y, and z coordinates 
of the point object. The photocurrents are used as inputs to the neural network. The 3D 
coordinates are used as the expected values in the training process discussed above. We trained 
three separate MLP135 neural networks to estimate the point object’s three spatial coordinates 
from the focal stack (one for each spatial dimension); then, we evaluated its performance on the 
test set.  The test results show that even using a photodetector array with very limited resolution 
64 
 
and only two imaging planes, the point object positions can be estimated accurately; see Fig. 5.6. 
For the entire test set, we measured estimation errors with root mean square error (RMSE) 
values: RMSE values are 0.012 mm, 0.014 mm, and 1.196 mm, along x-, y-, and z-directions, 
respectively.  
We further performed 3D object reconstruction of extended objects with synthesized low-
resolution data and high-resolution image stacks captured by a CMOS camera. For complete 
results, please refer to our journal paper136 and Mr. Zhengyu Huang’s Ph.D. thesis. Mr. Huang 
made a major contribution to the algorithm and CMOS camera testing of the system.  
 
Fig. 5.6. Results of 3D point object tracking using focal stack data for three different types of point objects. (a)(b) Tracking 




In summary, a highly transparent, high-responsivity photodetector array with graphene as both 
the interconnects and photodetection pixels is fabricated. By stacking these arrays in multiple 
focal planes, a novel imaging system is experimentally examined. Combined with neural 
networks, such an imaging system can track the position of point objects even with a very 
limited number of pixels. After scaling-up, such imaging arrays will be a promising candidate for 









As discussed in previous chapters, graphene has high mobility and a picosecond scale hot carrier 
lifetime. The transient hot carrier dynamics enable graphene-based saturable absorbers14,15 , 
ultrafast photodetectors16,46,63 and THz emitters59,75,79,137. The reported phenomena include 
photovoltaic carrier separation46, photo-thermoelectric effect59,75 , photoconductive effect137, 
photo-Dember effect16,63 , thermally excited plasmons79, etc. Despite the rich physics, pristine 
graphene devices showed low external quantum efficiency due to the low optical absorption5 and 
ultrafast hot carrier relaxation (see Chapter 2) in the single atomic layer, which is significantly 
dwarfed by the bulk materials. 
Still, graphene’s combination of high mobility and short hot carrier lifetime is unique, especially 
compared with defect-rich semiconductors widely used in photoconductive switches (PCS). PCS 
is a mainstream technology in pulsed THz field generation and detection for THz imaging and 
time-domain spectroscopy138,139. Fig. 6.1(a) illustrates the device structure of a simple PCS. 
During operation, the metal pads impose a DC electric field across a defective semiconductor 
channel. Femtosecond laser pulses excite electron-hole pairs in the channel. The DC bias 
separates the excited carriers and creates a transient field that quickly decays along with the sub-
picosecond carrier relaxation.  
Early PCSs showed limited quantum efficiency of pump-to-THz photon conversion. To enable 
sub-picosecond device response, the channel materials are made defect-rich with either low-
temperature material growth or ion-implantation to the crystal. The carrier mobility drops by 
orders of magnitudes140,141,142 to 1-200 cm2V-1s-1 in the damaged material. This lowers the 
excited carriers’ travel distance before recombination and reduces the carrier separation 
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efficiency. Researchers employed interdigitated143,144,145 and nanostructured 
plasmonic146,147,148,149 metal contacts to make the carrier separation more efficient. However, the 
strategies require sub-micrometer device feature sizes, increasing the fabrication complexity. The 
ideal material for PCS requires strong absorption, fast carrier decay, and high carrier mobility 
simultaneously, which can be realized by neither pristine graphene nor defective semiconductor 
materials. 
Fig 6.1(b) illustrates a proposed device design that combines graphene’s high mobility with bulk 
materials’ strong absorption using a 2D-3D heterostructure. A graphene layer is inserted in a 
regular silicon Auston switch. Under illumination, photoexcited carriers are generated majorly in 
silicon. The carriers first transfer to the upper graphene layer. Graphene’s large mobility enables 
a significantly larger population of carriers to be separated and extracted before recombination. 





Figure 6.1. Schematic illustration of 2D-3D heterostructure-based THz emitter. (a) Structure of conventional simple THz 
photoconductive switch. Hot carrier separation efficiency is low due to reduced mobility and carrier lifetime. (b) Our device 
structure and the proposed THz emission mechanism. Vertical charge transfer happens after photo-excitation. The graphene layer 
enables a larger population of hot carriers to separate faster in the graphene layer, creating a stronger THz emission. (c) 
Schematic of the on-chip pump-probe measurement. A transmission line couples the field from the emitter to an Auston switch 
(detector). (d) Optical microscope image of the device. The emitter’s graphene channel is rendered with enhanced colored 
contrast. Unless specifically stated, the pump beam focuses on the region labeled by the white diamond for both graphene devices 
and the control groups. 
 
In this chapter, we start with our fabrication and characterization of the device with on-chip 
pump-probe spectroscopy. We observe an 80-time amplitude enhancement with the device 
working as a THz emitter, and an 800-time increase of responsivity as an infrared photodetector, 
both compared to the graphene-free control group. Then we introduce our study on the 
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underlying mechanism. Experimental results agree well with our proposed physical picture, with 
interlayer charge transfer as the dominating mechanism. The work presents a good example 
demonstrating that the ultrafast interlayer interactions can complement 2D material properties 
with 3D ones for a better device performance unparalleled by either of the materials alone. We 
conclude the chapter with our vision for such 2D-3D heterostructures for THz optoelectronic 
applications.  
 
6.2 Device Fabrication and Characterization 
 
Fig. 6.1(c)(d) shows the device structure and the on-chip pump-probe measurement setup. The 
device was fabricated on a silicon-on-sapphire substrate. We implanted O+ ions into the silicon 
layer to introduce recombination centers. The recombination lifetime of the excited carriers 
reduces to 0.7 ps150,151 at optimized implantation flux. A graphene channel connects the gold 
contacts that also serve as double-stripe THz waveguides152. 
We apply 0V to 10V bias across the graphene channel during the on-chip pump-probe 
measurement. The laser source is a Ti:sapphire laser mode-locked at 800 nm, with a pulse 
duration < 100 fs. The ultrafast hot carrier dynamics generate a THz field that couples to the 
coplanar waveguide. After 100-μm propagation, the signal reaches an Auston switch. A probe 
pulse gates the Auston switch to sample the transient THz field. We tune the time-delay between 
the pump and probe beam via a motorized delay line (see Chapter 3). A chopper modulates the 
pump beam at 2.5 kHz. A lock-in amplifier captures the electrical signal at this frequency for 
improved SNR.  
 
6.3 THz Emission and Photocurrent Enhancement 
 
Fig. 6.2(a) shows our measurement results with different bias voltage across the channel. The 
emission amplitude is linearly dependent on the applied bias. We also tested a control device 
without graphene on top. The device has the same geometry and is measured with identical 
illumination and bias condition. The amplitude enhancement is universal for different biases and 
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pump powers (Fig. 6.2(b)). We observe a maximum gain of 80 times (19 dB) for a low bias at 10 
mW. Notice that this is not the ultimate limit, since gating and improved material properties will 
also improve the enhancement, as discussed later. Most notably, the enhancement factor 
increases for a higher pump power around 10 mW. This indicates a higher saturation threshold at 
high pump power for our device, which is desirable for high-efficiency THz emitters. 
We then confirm the emitted signal’s bandwidth with the Fourier-transformed emission spectra. 
We observe no bandwidth decrease in our device. Another important metric for THz emitters is 
the SNR. RCL circuit modeling suggests decreased channel resistance in general couples more 
thermal noise to the electromagnetic field emitted153. Despite a 10-time higher noise level due to 
graphene's higher conductivity, the signal's amplification is even larger. The SNR increases by 
more than 2 times. Concretely, the inserted graphene layer enables a significant gain in emission 
without sacrifice on either bandwidth or SNR. 
We also examine the photocurrent extracted from the device. Unlike the emitted THz field, the 
photocurrent has a nonlinear dependence on the channel bias (Fig. 6.2 (d)). Additional spatially-
resolved measurement (Fig. 6.3) also suggests that the photocurrent collection is most efficient at 
the edge, different from the THz field emission results. Photocurrent autocorrelation (Fig. 6.2 
(e)) suggests intrinsic carrier dynamics with full-width-half-magnitude (FWHM) of 0.3 ps, which 
is even faster than the THz emission observations. More interestingly, the photocurrent harvested 
is almost three orders of magnitude higher with graphene than the case without graphene. The 
measured responsivity is lower than devices in a few other works, which are measured at much 
lower optical power154,155,156. Nevertheless, the 2D-3D device shows excellent potential as high-




Figure 6.2. (a) Time-resolved measurement of THz emission under different bias, with pump power = 3 mW and probe power = 
10 mW. (b) Amplitude enhancement over the graphene-free control group under different channel bias and pump power. The 2D-
3D heterostructure device showed universal enhancement over an order of magnitude, with a gain of 80 times at small bias. (c) 
Fourier-transformed emission spectra of the two devices demonstrate decent bandwidth and SNR after the enhancement. (d) 
Photocurrent from the device under various powers. The nonlinear bias dependence may originate from local band alignment 
change under different biases. (e) Photocurrent autocorrelation with the pump beam (1 mW) and probe beam (0.5 mW) 
illuminating the same region on the device. Different colors correspond to a 0.2-V stepped bias change across the channel from -1 
V (violet) to 1V (crimson). The FWHM of the peak is 0.3 ps for 1V bias. (f) Responsivity comparison of 2D-3D devices and the 
graphene-free counterpart. The insertion of the graphene layer results in about 800 times higher responsivity than the typical 
Auston switch. Light orange bar: reported responsivity of unbiased exfoliated graphene at metal edges; light violet bar: reported 




Figure 6.3. Spatially-resolved measurements of (b) THz emission and (c) photocurrent with excitation at different regions (white 
thick dashed line on the microscope image (a)) of the device. (b) The measurement shows significant, unlocalized THz emission 
throughout the channel. (c) With the beam centered at the upper and lower edge, the photocurrent is an order of magnitude larger 
than the case with the beam centered in the channel’s center. We also observe a stronger nonlinearity with sweeping channel bias 
at the edges. 
 
6.4 Enhancement Mechanism: Graphene as Hot Carriers’ Fast Lane 
 
We analyze the enhancement mechanism of the THz emission and the photocurrent with the 
above observations. Though the photocurrent extraction is naturally edge-related due to a limited 
carrier travel length, the THz enhancement is not. Scanning the pump beam along the channel 
gives large THz emission at and far away from the edge (Fig. 6.3). The observation, combined 
with the linear bias-amplitude dependence, eliminates the possibilities of edge effects as the 
dominating mechanism for THz emission enhancement, such as photo-thermoelectric and 




Figure 6.4. Additional control groups for THz emission mechanism studies. (a) Optical microscope image of the device with no 
silicon beneath graphene, red and blue rectangle shows the graphene gate and the channel, respectively. The graphene gate 
structure is also used in measurements shown in Fig. 6.5. The THz emission is excited at the metal-graphene edge, as indicated 
by the white diamond. (b) THz emission from the pure graphene device under different channel bias at the pump power of 5 mW 
and probe power of 30 mW. (c) THz emission from same 2D-3D heterostructure with a lightly implanted silicon substrate. (d) 
Extracted rise and fall time through Gaussian fit. The values are much larger compared to the values in heavily implanted devices 
(green banner). 
 
We further understand graphene’s role with evidence from two control groups: The first device is 
a silicon-free, pure graphene emitter; the second device is a graphene-silicon emitter with a 
lightly implanted silicon layer. We illuminated the device at the metal-graphene edge in the pure 
graphene sample and applied different channel biases. The pump-probe measurement showed 
two orders-of-magnitude smaller amplitudes, even with higher pump and probe power. The bias 
dependence showed the edge effect dominating the THz emission, contrary to the previous 
observations of a strong photoconductive effect137. This is because the beam is focused on the 
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edge in our test. The larger beam size used in the other experiment downplays the edge effects 
and makes the photoconductive effect stronger.  
In the second control device, the lower defect density leads to a longer carrier lifetime in lightly-
implanted silicon. Fig. 6.4 (c)(d) shows longer rise and fall times of the THz signal. The two 
control groups suggest that the carriers excited in silicon are the emission’s major power source. 
The graphene layer can only make a difference later in either the carrier separation process or 
subsequent emitter-waveguide coupling. 
A few remaining mechanisms could contribute to the THz emission besides the proposed charge 
transfer (CT) process. For example, graphene may change the circuit impedance, enabling more 
efficient field-coupling into the waveguide. Another possibility is non-radiative charge transfer 
(NRET) between the silicon and graphene layer, which also couples significant energy into hot 
carriers in graphene. To differentiate the mechanisms, we further fabricate graphene top gates 
and study the device’s gate-dependent performance. 
The graphene transfer curve in Fig. 6.5 (a) is asymmetric, with the n-branch current not going up 
as expected. We fixed the channel bias at 0 V and probed the photocurrent at sweeping gate bias 
with scanning photocurrent spectroscopy. The photocurrent flips sign under sweeping gate bias 
at regions sufficiently far from the edge built-in field. This indicates inversed vertical built-in 
field at the graphene-silicon interface under various gating. Fig 6.5 (c) is a band diagram 
consistent with the observed transfer curve and photocurrent polarity. Under negative bias, the 
graphene channel is p-doped and depletes the silicon layer. Under positive bias, the top gate has 
an n-doping effect on the graphene channel. However, the vertical band distortion drags the 
silicon layer to electron accumulation. The underneath accumulated electrons p-dope the 
graphene, partially compensating the gate tuning over channel conductance. The band diagram is 
consistent with our observations and previous reports claiming O+ ions in silicon as a donor157. 
C-V measurements unveil parasitic graphene-silicon capacitance, further verifying the proposed 
band diagram (see Fig. 6.6). 
We then sweep the gate bias and measure the peak THz emission amplitude. The amplitude 
follows an M-shaped gate dependence (Fig. 6.5 (d)). Such results exclude two of the remaining 
mechanisms as the dominant contributor to the enhanced emission: Addition of the graphene 
layer increases the conductance of the emitter channel, which may lead to enhanced coupling to 
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the waveguide. If this is the dominating mechanism, the emission amplitude should follow the 
channel conductance change, which contradicts our observations. On the other hand, the NRET 
process generates electron-hole pairs in graphene via dipole-dipole interactions. Theoretical 
works suggest these dipole interactions’ strength monotonically decrease as the environment’s 
permittivity increase158. While Kramers-Kronig relations can predict silicon’s permittivity 
change under doping159,160, the presence of defects, together with the graphene doping effect161, 
adds complexities to a precise prediction. However, the NRET process shall not be suppressed to 
zero and create a sharp dip around 3 V gate bias, with no significant charge accumulation in 
either graphene or silicon. The observed complex gate dependence cannot be explained with the 
NRET model. 
The CT process offers a reasonable explanation for the gate dependence. As is evident in Fig. 6.5 
(b), the band alignment is flat near 0 V. In the flat band case, the CT process is suppressed due to 
the absence of a built-in electric field. This explains the zero amplitude observed in the middle. 
For large positive and negative biases, the graphene layer has lower mobility due to increased 
carrier-carrier interactions16. Hence a weaker dipole moment is generated within the shorter hot 
carrier lifetime. The combination of the two effects gives birth to the M-shape observed. The 
small amplitude in the middle indicates that other competing mechanisms, including NRET and 
vertical photo-Dember effect, are at least an order of magnitude weaker in contribution to the 
THz emission. Previous observations in graphene-diamond systems indicate NRET’s dominance 
over CT162,163,164. This is possibly due to the high energy barrier for charge transport in the 
diamond crystal. Carriers are much more mobile in the silicon-graphene system, so that CT 




Figure 6.5. Gate dependence of graphene-silicon device performance. (a) Current across the device under 1V source-drain bias 
and varied gate bias. (b) The amplitude (upper) and phase (lower) of the photocurrent under scanned beam position and gate bias. 
The channel bias fixes at 0 V. (c) The band alignment diagram for the device based on (a) and (b). (d) The peak THz emission 







Figure 6.6. Measurement circuitry for gate capacitance extraction. Parasitic capacitance between silicon and graphene channel 
exists due to partial screening of field through graphene. The C-V measurements are performed at 2 MHz source frequency. At 




. This equation enables us to extract the gate capacitance. 
Right: increase of total capacitance due to DC gating. 
 
The picture of CT as the dominant mechanism is consistent with our proposed strategy for 
efficient carrier separation. Graphene is an essential building block of the device. Despite the fact 
that high electron mobility transistors (HEMT) can also provide considerably high mobility after 
the CT process, the device would be more challenging to fabricate to maintain a good interface 
between the absorber layer and the high-mobility channel. The Van der Waals interaction 
between graphene and other materials allows easy fabrication with good interface qualities. More 
improvements can also be made to the device fabrication process: the graphene we used has 
modest mobility of 400 cm2V-1s-1 as extracted from FET and CV measurements due to the poor 
growth quality. This limits the carrier extraction efficiency. Furthermore, excited carriers in low-
temperature-grown GaAs (LT-GaAs) relax faster and travels longer. LT-GaAs and high-quality 
graphene can further boost the THz emission amplitude and photodetection responsivity in 
various applications. Additionally, both impedance matching in THz emission and dark noise 
reduction in photodetection demands a reduced channel conductance. Advanced device structure 




By inserting a graphene layer as the hot-carrier fast lane in a silicon Auston switch, we 
demonstrated significant amplitude enhancement of the device as a THz emitter, together with a 
giant responsivity increase as a photodetector. Despite the earlier expectations of weak THz 
emission in graphene-based devices165, our work shows that a combination of graphene and 
traditional bulk materials can surpass both materials as a THz emitter. Further developments on 
similar systems will point to high-performance THz emitters and ultrafast photodetectors. More 
generally, this work is an example demonstrating the potential of 2D-3D heterostructures. The 
design inspires novel engineering over ultrafast hot carrier dynamics in 2D and 3D 
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The thesis presents three example works that harness the ultrafast hot carrier dynamics in 
graphene heterostructures for optoelectronic applications. At the device level, we design various 
heterojunctions for efficient separation and extraction of hot carriers. The devices' unique 
properties allow us to take specific strategies to make them useful, either through supreme 
performance enhancement or unique system design that is only made possible by the special 
device properties. 
In Chapter 4, we added gate tunability to a graphene phototransistor. By doing so, the detector 
gains a spectrally-selective response. We use computational spectroscopy algorithms, namely 
least-square linear regression, to convert the gate and wavelength-dependent photocurrent into 
reconstructed light source spectra. The system features unprecedented compactness compared to 
other spectrometer designs. It can lead to promising applications in miniaturized spectroscopy 
and multi-spectral imaging. 
In Chapter 5, we take advantage of the phototransistor from another perspective: its high 
transparency. We fabricate transparent photodetector arrays and assemble them into a multi-focal 
plane imaging system. Fully connected neural networks process the photocurrent collected from 
different focal planes and predict the 3D configuration information of the object. The system is a 
compact, high-speed and power-efficient solution for 3D information acquisition, which is useful 
in autonomous vehicles and AR/VR applications. 
Lastly, Chapter 6 introduces another device design approach that uses graphene as a fast lane for 
hot carriers jammed in photoconductive switches. The additional graphene layer results in 
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orders-of-magnitude enhancements when operating the device as both THz emitters and high-
speed photodetectors. We confirm charge transfer at the 2D-3D interface as the contributing 
mechanism, which is consistent with our device design philosophy. The work provides a new 
design strategy for future ultrafast optoelectronic devices. 
 
7.2 Learning from Mistakes 
 
The conclusion part of this thesis provides unique opportunities to learn from mistakes. We start 
with a reflection on the three projects, followed by a discussion aiming to probe nanodevice 
development's common pitfalls. 
The graphene spectrometer introduced in Chapter 4 suffers significant experimental deviation 
from theory. The poor device quality, especially the defective tunneling barrier, prevents the 
ideal spectral reconstructions with a simple linear model. 
On the other hand, the applied light source was not favorable. OPA signal beams through narrow 
bandpass filters have a short pulse duration. The high instantaneous power creates thermal 
pathways in the photodetection mechanism. Secondly, the beam's large spatial dispersion 
prohibits proper focusing at multiple wavelengths, so that only single-peak spectra are tested.  
We have to manually adjust the dispersion-caused misalignment every time we shift the testing 
wavelength. The ideal light source should support continuous waves at a broad spectral range, 
with little spatial dispersion and sufficient luminescence. Supercontinuum sources are good 
choices. 
Starting with exfoliated 2D heterostructures and corresponding fabrication infrastructures, 
together with proper light sources, could have significantly improved the outcome. To my great 
regret, we spent months streamlining existing processes without critical changes towards a 
cleaner system. 
Chapter 5 discussed the multi-focal-plane imaging system with experimental data from two 
layers of 4-by-4 sensor arrays. For the first few months, the critical problems are: (1) How large 




We left the second question open until the very end of the project. The upside is that we avoided 
device performance uncertainty. The downside is that we had no system-level guidance towards 
a more mature functionality. 
We eventually achieved 99% device yield yet stopped at testing data with a small array and only 
two layers. We could have stacked 5 or more layers and 8-by-8 arrays for more complex 3D 
object detections. Imagine a better package that soaks 5 layers in a plastic tank filled with the 
proper oil for perfect refractive index compensation. With the whole imager stack packed in a 
transparent box, the demonstration could have advanced one step further towards product-level 
maturity. 
Another key issue we neglected until the very end is the device performance. The 
phototransistor’s speed and noise were later found to be crucial in implementing the device to 
ambient illuminations. Much work could have been done at the beginning to further enable high-
speed, high-response, low noise devices (see Section 5.2.2). Moreover, the graphene channel's 
large dark current is highly unwelcome for further scaling up the system with scanning lines. 
The THz emitter project has fewer pitfalls thanks to previous experiences. We avoided extended 
efforts on pure graphene systems, which provide a two-orders-of-magnitude lower emission 
amplitude and little new physics. The major problem comes again from the poor material 
choices. LT-GaAs is found to be 5-time more efficient for the transient hot carrier generation 
than amorphous silicon. Moreover, the poor CVD-grown graphene sample had very low mobility 
compared with the typical value. Much stronger signals were possible with more careful material 
choices at the beginning. 
Another pity is the absence of free-space emission experiments. We planned to transfer a 
graphene layer to a commercial photoconductive switch and measure the THz emission power. 
This is solid evidence of graphene’s potential for stronger THz emitters. However, due to the 
funding cut and the Covid-19 pandemic, the missing piece of the puzzle is lost. 
 




The thesis’s ultimate goal is to develop a reliable methodology to bring nanodevices to industry-
level nano-systems. With the lessons learnt, we conclude with a tentative standard operation 
procedure that serves for other similar projects. It is a substitution of Heilmeier’s Catechism166 
for our specific purpose. Nanoscale science and technologies are time-consuming and labor-
intensive to explore. Doing the homework well is a must before getting hands dirty. 
The butterfly-like diagram in Fig. 7.1 illustrates the thought process before the experimental 
works. We describe each step separately below: 
Proved science and capabilities include the experimental findings that support the planned 
research. It is the initial reason for the exploration of the topic. Particularly, for nano + machine 
learning innovations described in the later section, the device should have the essential 
information encoded in either the input or the output. For example, in the graphene spectrometer 
project, the photoresponse curves’ differences for various wavelength encodes spectral 
information. The encoded information can be decoded (using machine learning tools) to give 
useful outputs. Reversely, intuitive signals can be encoded into inputs of nano-systems for target 
functions. 
Other material candidates may achieve similar functions. In that case, the originally proposed 
material/device is not the only possible route towards the new technology. We should carefully 
compare the key factors of the existing solutions (including remaining problems intrinsic to the 
solutions) to determine the best choice. 
The remaining problems represent the imperfections in the previous demonstrations that may 
impact specific applications. Typical considerations for nanomaterials and devices include 
performance drifting, mass production feasibility, environmental (temperature, moisture, 
contamination, etc.) sensitivity, durability, noise level, speed, power efficiency, etc. Some 
properties are critical for the proposed application, while some are not. Each property may be 
strongly dependent on certain material growth, device structure, or fabrication process. For 
example, our work in Chapter 4 is sensitive to both graphene quality and barrier dielectric 
property, while Chapter 5’s project works well with CVD-grown graphene. We could have made 
the right choices if we had a more thorough comprehension of the application’s requirements 





Fig. 7.1. The butterfly diagram illustrating the thought flow for making good research plans and decisions. 
 
The target applications are conceived in the ideal case following real market demand. Other 
competing technologies may offer a developed solution. As discussed in Chapter 1, the valid 
innovation must overcome the barrier and provide significant figure of merits if mature 
technology already exists. To quantitatively address the issue, we should set requirements and 
benchmarks based on the competing technologies and application scenarios. Comparison over 
the material/device side and the product side eliminates most ideas and solutions. We can 
analyze the remaining solutions with SWOT or other reasoning methods to determine acceptable 
opportunities and risks. Then we can come up with the right demo design: It should be feasible 
given the limited resources in lab, and be advanced enough to showcase the innovation’s 
potential in real applications. It is a delicate tradeoff. However, proper packaging, control system 
design, and choices of demonstrated functionalities can make substantial differences that convert 
the work from abstract toys to magic.  
 
7.2.2 Face the Reality 
 
However, any efforts to bridge nanoscale science and industrial applications is a long run. 
Researchers have to dance with the funding tempo, cope with unexpected outcomes, and 
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sometimes live through a global pandemic and political climate changes. Tradeoffs are always 
made to the butterfly diagram. Even worse, the proposed methodology does not lie on an 
objective basis: The scientific value of research depends on many aspects. Human perceptions of 
nature and research tastes can be highly subjective. The market influence of an innovation 
depends on even more subtle factors.  
Like stock traders, maybe the best to do is to take the opportunities and avoid apparent bad 
decisions. The more careful and experienced we are, the wiser decisions we make. 
 
7.3 Future Works: the Power of Nano-Optoelectronics + Machine Learning 
 
The possible direct extensions of the presented works are already included in the previous 
sections. Here we extend the works from the methodology level, and discuss the necessities and 
possibilities of combining nanotechnology with machine learning algorithms. 
In Chapter 4 and 5, we used machine learning algorithms to process data into the ultimate results 
that are useful for practical applications. The combination of nanodevices and machine learning 
is not a coincidence. Machine learning algorithms relax nanodevices' performance requirements 
in several aspects: (1) The intrinsic input and/or output of the nanodevices need not to be strictly 
the intuitive, ultimate result required by the application. The nanodevice only needs to perform 
the information conversion that randomly encodes the necessary information. The neural 
networks can work as an interface between the encoded information and the target input/output 
of the system. (2) The central conundrum for nanodevices’ commercialization comes from the 
nonuniformity, nonlinearity, noise, drifting, and other imperfections. The learning process in the 
machine learning algorithms automatically accounts for these problems. For example, neural 
networks can compensate a nanodevice array's nonuniformity (see Chapter 5) simply by 
adjusting the weights in a single linear layer. Neural networks can be robust against noise and 
hardware drifting, though usually at the expense of a larger training dataset and a larger number 
of adjustable weights. 
The design philosophy is not single-sided. Given the flexibility that only randomly encoded 
necessary information is required, nanodevices can advance to a previously unvisited regime. It 
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can perform sensing, modulation, and other functionalities in application contexts previously 
impossible. The miniaturized spectrometer and the ultra-compact 3D camera in Chapter 4 and 5 
are two examples. With the synergic design of hardware and software, the nanodevices can prove 
new functionalities or perform existing functionalities with novel applicational advantages. 
Conventional design intuition may not apply in this approach. New insights from application-
oriented design and inverse design strategies may be helpful in the future. The combination of 
nanodevices with machine learning forms a hardware-software reservoir computing system. It 
can become a new approach to link nanodevices, especially nano-sensors, to industry-level 
applications. 
The above arguments stem from a device developer’s perspective. The picture is even more 
intriguing from an Internet-of-things (IoT) perspective167,168. Sensors and smart devices will 
surround future human life.  Some sensors need to provide logical feedbacks instead of analytical 
signals; some sensors’ readout should be processed locally due to speed, communication 
bandwidth, energy, or privacy considerations. In either case, the deep hybrid of sensors and edge 
computation modules becomes necessary. A Lego-like assembly of general-purpose sensors and 
processor modules may eventually give ways to specifically designed intelligent sensing 
modules, especially with growing market demand for multiple specific purposes. 
In conclusion, the synergic design of nanodevices and machine learning algorithms, as supported 
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