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Abstract 
 
mage stitching is a technique used for creating one panoramic scene from 
multiple images. It is used in panoramic photography and video where the 
viewer can only scroll horizontally and vertically across the scene. However, 
stitching has not been used for creating free-viewpoint videos (FVV) where viewers 
can change their viewing points freely and smoothly while playing the video. 
current research, implemented FVV playing system using image stitching, this 
system allows users to enjoy the capability of moving their viewpoint freely and 
smoothly. 
To develop this system, user should capture MVV from different viewpoints and 
with appropriate region area for each pair of cameras then the system stitch the 
overlapped video to create stitched video/videos to display it in FVV playing system   
with applying freely and smoothly switching and interpolation of viewpoints over 
video playback. 
Current research evaluated the performance of video playing system based on 
system idea, system accuracy, smoothness, and user satisfaction. The results of 
evaluation have been very positive in most aspects. 
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 الملخص 
تقُُت تستخذو فٍ تكىٍَ يشهذ باَىرايا يٍ عذة صىر. فهٍ يستخذيت فٍ اَشاء  "تخُُط انصىر"تقُُت 
زك فٍ انًشهذ بشكم افقٍ او عًىدٌ. صىر انباَىرايا او فُذَى انباَىرايا بحُث ًَكٍ نهًستخذو انتح
نكٍ تقُُت تخُُط انصىر نى تستخذو فٍ اَشاء انفُذَى يتعذد انىجهت انذٌ َسًح نهًشاهذ بتغُُز وجهت 
 ) خلال تشغُم انفُذَى . أو تقطُعُذَى بحزَت وبسلاست ( بذوٌ أٌ تشىَش انف
فٍ هذا انبحث , سُقىو بعًم َظاو تشغُم نهفُذَى يتعذد انىجهت باستخذاو تقُُت تخُُط انصىر بحُث 
 نهًستخذو بانتًتع بًشاهذة انفُذَى وتغُُز وجهت انفُذَى بشكم حز وسهس. َسًح 
نجىدة َظاو تشغُم انفُذَى بحُث قًُا بتقُُى جىدة عًهُت تخُُط انصىر و سزعتها  قًُا بعًم تقُُى
  ويذي رضً انًستخذو بهذا انُظاو وحصهُا عهً َتائج اَجابُت ويزضُت. 
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         Chapter (1) 
1 Introduction 
 
This chapter introduces current research by describing the fundamental 
concepts and technologies which represent the basis for understanding the thesis 
work presented, in addition to some details for terms. Finally, the chapter is 
concluded with an outline of the research problem, its significance and objectives. 
Furthermore, it presents the scope and some of the limitations that faced in this 
research. 
Sometimes the image is not enough to show all details of a given scene as wants. 
Video can show more details that just images; also can show environmental 
changes, and interaction between the different objects of the scene. 
Traditional video is a two-dimensional (2D) medium and only provides a 
passive way for viewers to observe the scene. In this case, if you need to show the 
video as a TV program show, the producer will control the viewpoint of the scene 
from any camera displaying. This means that the traditional media presentation is 
based only on one video stream. This video stream can be represented with one 
camera or clipped together with a content from multiple cameras. The red line of 
the traditional video that the user receives only one video stream. 
With the continuous increase in computing power, technology, and the advances 
in multimedia technologies such as stereoscopic display, holography and 3D-video, 
it has become increasingly possible to break the viewer out of this controlled 2D 
Box into a more realistic 3D multimedia view. One possible technology to use is 
multi-view video (MVV). 
MVV includes multi-viewpoint video sequence captured by several 
cameras at the same time, capturing the same scene at different camera locations. 
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If we acquire multi-view videos from multiple cameras, it is possible to generate 
scenes at arbitrary view positions. 
Switching views seems to be the most desired function, and this can be considered 
as a key function for a multi-view video service. Also, the content for a multi-view 
video service should be entertaining and action-oriented to fully exploit the use of 
multiple videos, such as sports, music videos/concerts, live entertainment and 
reality- TV are desirable content for multi-view video. 
 In MVV the main motivation is to get entertained, to be able to better judge 
situations in the event and to get the feeling that you are present in the event. 
FVV is one of the technologies based on viewing multi-view video, allows 
specification of the viewpoint at the point of rendering rather than the point of 
recording, and it breaks the restriction of rendering traditional fixed-viewpoint 
video of an event. The only viewpoint available for playback is the camera that 
recorded the event. FVV is technique of combining multiple video sources to 
generate a novel video from a virtual viewpoint.[1]  
The trick-point in FVV is how to change the controlling of viewpoint of the scene 
from producer-controlling to user-controlling by allowing the user to change the 
video viewpoints from any viewpoint to another freely. It offers arbitrary 
viewpoints of dynamic scenes and thus provides a more realistic video for the 
users. 
In our media world, taking panoramic pictures has become a common 
scenarios and it is included in the most of smartphones and tablets native camera 
applications. Panorama stitching applications work by taking multiple images, 
algorithmically matching features between images and, then, blending them 
together. 
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Image stitching used in panorama is the process of taking multiple images 
and "stitching" them together to form a single, seamless image. Video stitching 
uses this process to merge the frames of separate videos, resulting in one stitched 
video. 
Most manufacturers use their own internal methods, which are very fast to 
stitching. There are also a few open source alternatives. 
Stitching videos together has many applications in areas such as aviation, security, 
and other disciplines where a wide field-of-view is helpful. It can also be useful to 
the average computer user for personal needs like video lecture, to be able to 
view a large classroom or lecture hall, video chat, and etc. 
Video and image stitching is an obvious solution to increase the amount of 
information an image/video could transmit to the user. Image stitching is already a 
well‐studied problem with several good solutions (even commercial programs like 
Photoshop are capable of performing a really high quality image stitching), but 
there are not a lot of solutions for video stitching especially with the degree of 
freedom (during the capture), speed and performance of stitching video 
processes, and equipment capabilities needed to capture videos and other. 
Next chapter gives literature review and reviews some related work that have 
attempted to solve the problem. 
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1.1 Problem Statement 
Image stitching is primarily used in constructing still panoramic scenes and 
fixed viewpoint panoramic videos.  However, it has not been used in free 
viewpoint videos (FVV) to construct video scenes where viewers can change their 
viewpoint freely during play time.  The problem, therefore, is how to implement 
Image stitching in FVV to achieve real-time and smooth free viewpoint video 
playing. 
1.2 Objectives 
1.2.1 Main Objective 
To develop a video playing system that uses stitching technique for free view-
point video that allows user to stitch overlapped videos and display it with free 
and smooth move between any view-point in FVV.  
1.2.2 Specific Objectives 
To achieve the main objective, the following set of specific objectives shall be 
completed: 
 To develop FVV video playing system based on stitching technique. 
 To evaluate the usability and functionality of the FVV system. 
  
- 5 - 
 
1.3 Significance of the research 
In traditional videos, the director of the film is the controller of the video 
viewpoint if the scene is filmed from multiple cameras, so the user displays the 
scene after producing and editing the video without any control over the scene. 
Current research allows users to real-time interactively control and freely change 
the viewpoint and view-angle of his/her video, using the stitching technique. By 
using the stitching technique, all the information needed to generate the 
viewpoint (actual and virtual) is available and can be displayed in the FVV playing 
system. 
The user can also use this system to generate a stitched video file from 
multiple videos that are overlapped, and it gives the ability to choose the way to 
display the video: frame by frame if the user has only frames, or display video if he 
has generated video. 
Overall, current research attempts to provide a better user experience in viewing 
and playing video in 3D vision. 
1.4 Scope and Limitations 
Current research is important for the people who are interested in the 
multimedia field especially in 3D video and FVV to help them show the video from 
different viewpoints in order to show more details of the scene like tourism 
scenes, sports, video conferences or games. Thus, anyone interested in media 
production can use this system. 
In addition, Current research supports the people interested in panorama films, 
and the people producing commercial video products to create 3d video 
presentation.  
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1.4.1 Limitations:  
During working in this research specially in implementation phase , we faced some 
limitation: 
 Capturing multi-viewpoint video needs very complex equipment (camera 
controller, tripod, high resolution cameras, and etc.  
 OpenCV libraries implemented to stitching images not for video stitching. 
 The stitching technique takes long time. 
 Image processing needs equipment with high quality to give a good 
performance results.  
 OpenCV library with visual studio do not support GUI components. 
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     Chapter (2) 
2 Literature review 
This chapter, given background of current research. Firstly, it describes multi-
view video technique and its technologies. Then, it moves to describing Free-view 
point video (FVV) and its applications and FVV system components. It also 
describes the image/video stitching techniques. Also, different related works are 
studied and investigated. The related works are introduced and analyzed with 
respect to research problem in order to show how far these works address the 
requirements of current research problem. We divided this related works to three 
categories; works related to image stitching technology, works related to video 
stitching technique, and works related to FVV systems and technology. For each 
category, we present some related works and discuss the difference between 
these works and current research.  
2.1 Background  
This section provides a state of the art review of the available technologies in 
MVV (free-viewpoint television (FVT), immersive teleconference, omnidirectional 
video, and 3DTV), also it describes FVV technology and its application and it's 
system components. Finally, it presents Stitching technique with two parts image 
and video stitching.    
2.1.1 Multi-viewpoint Video (MVV) 
MVV is a collection of multiple videos, capturing the same scene at 
different camera locations. If we acquire multi-view videos from multiple cameras, 
it is possible to generate scenes at arbitrary view positions.  
It’s a new technique which can provide the user with the benefits of added 
realism, selective viewing, and improved scene understanding. It means that users 
- 8 - 
 
can change their viewpoints freely within the limited range of captured videos and 
can feel the visible depth with view interaction[2].  
2.1.1.1 MVV Technologies 
The multi-view video is the key technology for various applications and 
technologies as shown in Figure 2-1, including free viewpoint video (FVV), free-
viewpoint television (FVT), immersive teleconference, omnidirectional video, and 
3DTV.  
 
Figure ‎2-1 Multi-view video applications 
The next section we present the most promising techniques that use multiple 
video streams and some of these techniques were illustrated in Figure 2-1.  
3-D Video 
The most common number of views for multi-view video (MVV) is two, 
which can be used to experience 3-dimensional video (3DV). The ability to 
perceive depth scenes from a 2-D representation format is a quite old technique. 
3D video based on stereoscopic principle is based upon providing the user two 
separated images; one for the right eye and one for the left. These images are 
captured from slightly different viewing positions. 
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Another requirement is that the user must use polarized glasses which filters out 
the images to each eye. This principle generates the illusion of depth or three-
dimensional imaging. 
There are some drawbacks for traditional stereoscopic imaging. First, it has 
low acceptance is the usage of glasses, which can be perceived as exhausting and 
as a constraint. Second, it lacks interactivity, and viewers get the same static 3-D 
image if they move with respect to the display. 
Omnidirectional Video 
In this technology the scene represents with multiple cameras in a way 
that mostly of the spherical field is captured in high resolution. This enables the 
user, with the proper software, to zoom and rotate around the cameras. This can 
provides the user with the feeling of being a part of the scene. However, in 
contrast to free viewpoint video, the user is not able change the position of the 
viewpoint interactively. The viewpoint may change but this requires that the 
cameras have been moved during capturing [3]. 
Omnidirectional camera can be used to create panoramic art in real time, without 
needing for post processing, and it will typically give much better quality 
products[4]. 
An example of an omnidirectional video is shown in Figure 2-2.       
      
Figure ‎2-2 Omnidirectional camera and a corresponding spherical view.[5] 
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Free-viewpoint TV (FTV) 
FTV is an innovative visual media that enables us to view a 3D scene by 
freely changing viewpoint. It is easy to achieve the free viewpoint for virtual 
scenes made by computer graphics. Achieving such a function for real scenes will 
bring an epochal change in the history of visual media. 
 FTV is the ultimate 3DTV with infinite number of views, and it’s ranked at the top 
of visual media devices. 
The international standardization of FTV has been conducting in MPEG. The first 
phase of FTV was MVC (Multi-view Video Coding), and the second phase is 3DV 
(3D Video). 
There are many process configurations in FTV system including color correction, 
MVC encoder and decoder, and generation view and display. These processes 
have illustrated in Figure 2-3. 
 
Figure ‎2-3 Basic configuration of FTV system [5] 
FTV can find many applications in the fields of broadcast, communication, game, 
entertainment, advertising, exhibition, education, medicine, art, archives, security, 
surveillance, and so on[5]. 
Immersive Teleconference 
An immersive video is basically a video recording of a real world scene, 
where the view, in every direction, is recorded at the same time.  
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During playback, the viewer can control the viewing direction, up, down, and 
sideways. Generally, the only area that can't be viewed is the one towards the 
camera support. The material is recorded as data, when played back through 
a software player, allows the user to control the viewing direction and playback 
speed[6]. 
In immersive teleconference, the imagery is meant to be a piecewise collection of 
images, together, forming a panorama or a wide-area image. This technique is 
illustrated in Figure 2-4. 
 
Figure ‎2-4 Difference between current and immersive teleconferencing  [6] 
 
2.1.1.2 MVV Presentation 
Current research focuses on the view generation and presentation of the MVV 
scene. Traditional video representation is, in many cases, good enough, but for 
special interactive or entertainment-oriented applications, it has some limitations, 
as in a live lecture where the user might like to control the viewpoint. The fixed 
viewpoint makes the user’s interaction limited or not present, and it puts the user 
in a passive position. Users can only watch the event from a video sequence that is 
not user-selected. 
An extension of single-view video is a multi-view video presentation which is 
generated from multiple cameras and recorded synchronously with different 
viewpoints. The viewer receives multiple video streams and can, then, enjoy the 
video from his/her desired view by easily switching between the views. User’s 
interaction is considered a key function in this kind of multi-view video system[7]. 
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The system structure of current research is based on the idea of how the system 
can generate a video playing system to present MVV as FVV system by allowing 
the user to control his viewpoint when playing back the video. 
For more details about FVV, the next section gives a description of FVV, presents 
the applications of FVV, and shows the components needed to generate an FVV 
system. 
2.1.2 Free Viewpoint Video (FVV) 
In traditional videos and films, events are recorded from a single fixed 
viewpoint. These confine the viewer to the fixed linear format dictated by the 
director and at the two-dimensional (2D) viewing experience. Free-viewpoint 
video breaks this restriction by providing three-dimensional (3D) content with 
interactive control of the viewpoint in visualization[8]. 
Free viewpoint video (FVV) is one of the applications that is used for multi-view 
video representation. Multiple cameras are used to capture a scene. With 
techniques from computer vision, these synchronized video streams can be 
transformed into a data representation that allows the user to freely choose or 
change his/her viewpoint (i.e., viewing position and viewing direction). 
FVV is multiple video streams providing freedom of viewpoint in the video. It 
provides the user with realistic impressions by means of high interactivity and 
photorealistic image quality[9]. 
With FVV the focus of attention can be controlled by the viewer rather than the 
director. This means that each viewer can be observing a different viewpoint[10]. 
Multi-view video signal used in FVV, captured by cameras arranged in parallel, 
convergent, or any angle at distinct viewpoints, provides the information of 
multiple views of a scene.  
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There are two main technical areas involved in FVV: multi-view video 
coding and view generation. Multi-view video coding is used to code the video 
signals captured by two or more cameras. View generation technology is used to 
generate image views for display, which may not be captured by a camera. 
Current research focused on the second area – view generation – using stitching 
technology, which will be described in more details in this next Section 2.1.3. Also, 
current research developed a system to display the FVV. More details about the 
system will be presented in Chapter 3. 
2.1.2.1 FVV Applications 
Free viewpoint is based on the user interactively changing viewpoint and view 
direction within the range covered by the shooting cameras. Such scenario can 
appear in the following applications[11]:    
a) Entertainment–concerts, sports, multi-user games, movies, drama, news 
b) Education–cultural archives, manuals with videos, instructions of playing 
sports, medical surgeries, and so on. 
c) Sightseeing–zoos, aquariums, botanical gardens, museums, etc. 
d) Surveillance–traffic intersections, underground parking, banks, etc. 
e) Archive–space archives, living national treasures, traditional 
entertainment, etc. 
f) Art/Content–creation of new type of media art and digital content. 
2.1.2.2 FVV System Components: 
FVV system contains multiple components, which are almost similar to FTV 
system components. In this section, the components are divided into three stages 
as shown in Figure 2-6. We briefly described the process under each stage and 
what stage current research was focused on. 
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Figure ‎2-5 Basic components of FVV system [11] 
Capturing stage: 
In the capturing stage, there are many different ways to capture frames for 
FVV system. These ways differ according to their purposes. The frames can be 
capture by the same camera, but in different places, or by several cameras in 
different positions and angles, so that all the cameras capture the same scene at 
the same time. 
The first way can be used for creating still like creating 3D objects. The second can 
be used to create free viewpoint video. For example, it can create a dynamic video 
that allows the user to freely change his viewpoint when viewing the video. 
Current research, implemented a video playing system to display the video based 
on FVV. For the purpose of our research, we used the second way to capture the 
video using multiple video cameras to capture the scene from multiple viewpoints 
at the same time. 
Coding stage: 
The captured images contain the misalignment and luminance differences 
of the cameras [12]. Therefore, in the coding stage shown in Figure 2-5, we need a 
correction process to rectify the misalignment and normalize the colors before 
compressing and encoding. 
Moreover, some processes may be done after correction and before 
coding such as describing the depth value for each frame, combining the camera 
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calibration parameters, finding the geometry of the object, and finding a color 
value. In addition, there are methods such as shape-from-silhouettes 
method[13]that is based on the image-based visual hulls algorithm to extract the 
depth information. For each pixel, there are some attributes that can be computed 
and stored as an option such as a surface normal vector, a splat size, and other 
attributes. 
MVC encoder is used in the coding stage to exploit both spatial and 
temporal redundancy for compression. Since all cameras capture the same scene 
from different viewpoints, inter-view redundancy is present[14]. Thus, there are a 
lot of algorithms and MVC standers to solve this coding problems. 
The coding method for FVV should address requirements like scalability, random 
access, and interactivity. In addition, the codecs must enable encoding of all 
attributes i.e., color, depth, optional normal and splat size. A codec should also be 
able to decode multiple multi-attributed video frames in real-time[13]. 
The final part of coding stage is MVC decoder, it provides reconstructed 
video data, which is used in the view generation process. It includes multi-view 
video elementary information, video resource management information, timing 
information, and camera parameters information. 
The video resource management information may be used for managing the 
picture’s memory in an efficient way and for generating predictive images for the 
MVC decoder[11]. 
Display stage: 
The output images from the MVC decoder are used for FVV view 
generation. This process interpolates images from different views. View 
generation is one of the most time consuming parts at the user’s side in free 
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viewpoint video (FVV) system. It focuses on the requirement and capability of user 
side. 
View generation should be fast, so that real-time navigation can be achieved. 
Additionally, the quality of synthesized view should also be high enough to 
support the realistic impression.  
A novel view from an arbitrary position and direction can be generated by 
appropriately combing image pixels from the existing views[15]. 
Current research focus on the third technical stage (Display), which focuses 
on achieving high-quality view generation scene from multiple views, and then 
display it for free interpolation. View generation module will render the captured 
scene in real-time using the stitching technique to create the final view. 
In current research, generating the view can be done using offline subsystem for 
performance issue, then it can be displayed in the final system, allowing the user 
to change his viewpoint when playing back the video. 
2.1.3  Stitching Techniques 
In this section, we present and discuss the techniques of stitching. These 
techniques are divided into two categories; image and video stitching, which we 
will present in more details. 
2.1.3.1 Image Stitching 
Image stitching or photo stitching is the process of combining multiple 
photographic images with overlapping fields of view to produce a 
segmented panorama or high-resolution image[16]. 
The techniques of stitching images into a large photo-mosaic are some of the 
oldest and most used in the field of computer vision. These techniques have a 
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wide range of application; from interactive panoramic viewing of images, 
architectural walk-through, multi-node movies, and producing high resolution 
maps collected from satellite imageries, to creating ultra-wide-angle panoramas 
for the casual user equipped with only a digital camera. Image stitching 
technology can be used in parking issues, computer vision, medical imaging, 
military automatic target recognition, and compiling and analyzing images as well 
as data from satellites [17]. 
Image stitching is divided into four main steps[12]:  
1. Choose the mathematical model relating pixel coordinates in one 
image to pixel coordinates in another image 
2. Align the images by estimating the relationship between various 
pairs 
3. Choose a final compositing surface for warping the aligned images 
4. Seamlessly cut and blend overlapping image 
Panoramic image stitching is the process performed to generate one panoramic 
image from a series of smaller, overlapping images. 
The main steps for producing a panoramic image are illustrated in Figure 2-6[18]:  
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Figure ‎2-6 The flowchart of producing a panoramic image  [19] 
In Figure 2-6, the first step in the generation of a panoramic image is to 
select the position and acquisition of images. In this step, a decision needs to be 
made on the type of resultant panoramic images. According to the required 
panoramic images, different image acquisition methods are used to acquire the 
series of images. 
After acquiring the images, some processing might be required to the images 
before they are stitched. For instance, the images might need to be projected onto 
a surface, which can be a mathematical surface such as a cylindrical, spherical, or 
planar surface. Distortions caused by the camera lenses also need to be corrected 
before the images are processed further. 
The process of image stitching is divided into two steps; image registration and 
image merging. During image registration, portions of adjacent images are 
compared in order to find the translations which align the images. 
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Once the overlapping images are registered, they need to be merged together to 
form a single panoramic image. The process of image merging is performed to 
make the transition between adjacent images visually undetectable. 
A panoramic image is generated after the images have been stitched. By 
generating panoramic images with image stitching, the images can be acquired 
using a relatively inexpensive camera, and the angle of view covered by the 
panoramic image can be determined by the user. The stitched image can also be 
of higher resolutions than a panoramic image acquired by a panoramic camera. 
2.1.3.2 Video Stitching 
Video stitching is the process to merge the input image sequences into one 
high resolution panoramic video with wide view field. It is based on image 
stitching technology. 
The video stitching process includes the following four steps, as shown in Figure2-7: 
 
Figure ‎2-7 Video stitching procedure[17] 
In video stream preprocessing stage, the distortion lens of wide-angle shot 
can be corrected. Some smoothing processes are also carried out in this stage. The 
image stitching technology is the key part of the whole process. Image stitching 
refers to an image processing technology which is used to align a group of 
overlapping image sequences, producing an integrated high-quality image 
including a wide view of all image information[17]. 
Video Stitching has a wide range of application such as visual surveillance, human-
-machine interaction, video processing and editing, and remote video conference. 
Also, there are many methods used in the video stitching these methods can be 
categorized from two standpoints according to the application cases of video 
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stitching. The first standpoint is to apply video stitching approaches by 
manipulating the source image sequence from a single camera or multiple 
cameras. The second standpoint is to utilize video stitching systems for offline or 
online processing[19]. 
To achieve a good panoramic video from two or more separate video 
streams, this video should be seamless. This means there should be no traces of 
the placement or existence of the input videos because a good panoramic video in 
real-time requires that the output video should have the same frame rate as the 
input videos. Additionally, there should be no noticeable differences in exposure 
or lighting in each stitched frame of the output video. In other words, there should 
be a unified exposure. Finally, a “good panoramic video” should be stitched as if 
the videos are in-sync. This means that each frame of the output video should be 
comprised of frames from the input videos that were taken at the exact same 
point in time [20]. 
2.1.3.3 stitching algorithms  
To generate stitched frame from two pair of frames, There are two 
classifications of stitching algorithms: direct (pixel-based) and feature-based 
alignment algorithms. The Feature-based approach has advantage because it is 
more robust against scene movement, and it is potentiality faster. Moreover, it 
can automatically discover the overlap relationship among images[21]. 
There are a lot of algorithms used in feature-based like Scale-Invariant 
Feature Transform (SIFT), Principal Component Analysis (PCA)–SIFT, and SURF. 
SIFT is a successful approach to extract distinctive invariant features from images 
that can be invariant [22].  Principal Component Analysis (PCA)–SIFT  reduces the  
execution time of SIFT matching, but it was proved to be less effective than SIFT in 
extracting the feature points[23]. It is also more effective in rotation and 
illumination changes. SURF-algorithm[24] is based on the same principles and 
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steps of SIFT, but it utilizes a different scheme. It provides better results, it is 
faster[21][23], and it gives high performance results. 
In current research "Stitcher" class in OpenCV was used to generate stitching 
frames. This class used SURF algorithm for stitching, so it is very useful to use it in 
current research. Also, This class makes many processes to stitch multi images in 
one stitched image. These processes are illustrated in the Figure 2-8. 
 
Figure ‎2-8 Stitching module pipeline implemented in the Stitcher class  [25] 
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2.2 Related works 
2.2.1 Image Stitching: 
This section presents some related works that used image stitching in 
panorama field. We present and discuss the output of these works and define the 
difference between this works and current research. 
 
M. Brown et al. [26] described a system they built for stitching still images that 
used the image stitching technique called feature matching. It gives an effective 
solution for the problem of automatic image stitching. Automatic image stitching 
implies that, unlike many current solutions, there is no initialization or user input 
required before stitching. In attempts to produce outputs that are more accurate 
as well as aesthetically pleasing, they viewed their problem as a multi-image 
matching problem. In doing so, their solution is insensitive to ordering, 
orientation, scale, and illumination of the input images. 
In addition, they achieved outputs that eliminated noise through a technique 
called multi-band blending, which produces panoramas of a good quality.    
 
 
Figure ‎2-9 Images registered [26] 
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Figure ‎2-10 Result With gain compensation and multi-band blending [26] 
To solve their image matching problem, Brown and Lowe used feature matching 
and bundle adjustment. Once the images are matched, they implement automatic 
panorama straightening, gain compensation, and the aforementioned multi-band 
blending.  
 
(a) 
 
(b) 
Figure ‎2-11  image result of straightening (a) with automatic straightening and  
 (b)  without automatic straightening  [26] 
The system they built performed seamless automatic image stitching, but took 15 
minutes to generate the output panorama although the work done by Brown and 
Lowe is inspiring in the quality of the output. 
Current research created real-time video system, so we need something 
faster than this solution if we notice that the output video has matching mistakes, 
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seams, etc. Moreover, current system has a new functionality to the user to freely 
change viewpoints of the scene during watching the video. 
A. Agarwala et al. [27] proposed a system for producing multi-viewpoint panorama 
for long scene. The user’s required input goes beyond capturing the photographs 
themselves in order to identify the dominant plane of the photographed scene, 
then, the system will compute a panorama automatically using Markov Random 
Field optimization.  
 
 
Figure ‎2-12 plan view (xz slice) of a hypothetical scene captured with four photographs [27] 
For creating a multi-viewpoint panorama from a sequence of still photographs, the 
system has three main phases. First, preprocessing stage: taking the source images 
and removing radial distortion, recovering the camera projection matrices, and 
compensating for exposure variation.  
In the next stage, the user defines the picture surface on which the 
panorama is formed. The source photographs are then projected onto this 
surface. 
Finally, the system selects a viewpoint for each pixel in the output panorama using 
an optimization approach. The user can optionally choose to interactively refine 
this result by drawing strokes that express various types of constraints, which are 
used during additional iterations of the optimization. 
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Figure ‎2-13  multi-viewpoint panorama composed from 107 photographs  [27] 
The output is a single panorama that visualizes the entire extent of the scene 
captured in the input photographs and resembles what a human would see when 
walking along the street. 
There are some problems in this work as it is not able to produce effective multi-
viewpoint panoramas for every scene like suburban scenes. 
This work used image stitching technique to create long scene. The output is a 
single panorama photo that contain all images, but this system does not support 
video viewing and doesn’t allow user to move from one viewpoint to another. 
Current research used image stitching method to generate view step, but for 
creating free viewpoint video and not for creating only image panorama scene. 
 
M. Adam et al. [28]  Produced system that stitches multiple High-definition videos 
together at a respectable (more or less real-time) frame rate. To do so, they 
applied a new algorithm for the video stitching that encompasses many different 
techniques for accuracy. They can reach a very efficient output level using the 
multiple cores the graphics processing unit (GPU) has to offer by the use of parallel 
computing, but it relied heavily on the capabilities of a distinct GPU hardware 
exploiting the nVIDIA CUDA Framework. By using the GPU splitting up the various 
tasks of the algorithm for analyzing and altering the incoming video stream, they 
state the GPU approach is about 40-50 times faster than the not optimized, single 
core. The use of the GPU enabled speed without compromising the quality of the 
output video.  
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Current research, developed an FVV system for the average user, so it doesn’t 
need an expensive equipment. Their research requires the GPU to function in real-
time, but current research cannot adopt their stitching approach. However, 
current research, make FVV playing system, and their research does not cover this 
functionality. If we want the system to be more efficient and make the stitching 
function very fast, we can use it in the future, but in this case, the user should 
have GPU.  
2.2.2 Video Stitching: 
This section presents some related works that utilized video stitching 
technique in its system. These works are based on mutable camera videos stitched 
together for different field. We present and discuss this systems and define the 
difference between these works and current research. 
S. Segv et al.[29] conducted an experiment to stitch three videos together 
acquired by three cameras placed in a horizontal plane on the top of the service 
vehicle in a way that the fields of view of the lateral cameras overlap with the field 
of view of the middle camera. 
 
 
Figure ‎2-14 The EuroRAP image acquisition platform is shown on the left (a), The angular configuration of 
the three cameras is shown on the right (b). [29] 
 
In this experiment, the required mappings are estimated by aligning the common 
parts of the three views in correspondence with the video frames. They have 
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obtained encouraging results which would clearly be quite useful in assisting road 
safety inspection procedures. 
In this experiment, the system used stitching-video technique to stitch three 
videos together to create one complete scene without giving the ability to the user 
to change his viewpoint or to freely move between these viewpoints.  
In current video playing system ,we used stitching video, but with the ability to 
freely change and move between the viewpoints. 
Ying Zhang et al[17].  proposed a safety parking system based on video stitching 
technology, through which the driver can see the surrounding environment. 
Panorama parking aided systems installed four wide-angle camera around the car, 
collecting multiple video images at the same time for processing to make 360 
degree top view of a vehicle around the car body. The image is displayed on the 
screen for driver, allowing the driver to see the vehicle’s surrounding obstacles 
clearly, helping the driver park safely as shown in Figure 2-15. 
 
 
Figure ‎2-15 Top view for ideal panoramic result parking[17] 
 
In this research, the researchers suppose that the core of the image stitching 
technology is image registration and image fusion technology. The quality of the 
selected algorithm in these two processes will affect the entire mosaic effect. 
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In this experiment, they used Speeded Up Robust Features (SURF) registration 
algorithm and linear fusion algorithm. 
 
Figure ‎2-16 experimental results and analysis[17] (a) Input 4 original images. 
(b) final image after registration and re-matching processes 
 
As we see in this research, the proposed system used image stitching 
technology. The image will be displayed on the screen for driver, but without 
allowing driver to change the viewpoint. Current research used image stitching 
technique in FVV, allowing the user to change his viewpoint to be more realistic. 
H. Zhang, et al[19].  In this research, the researchers proposed an approach 
designed to merge videos from different viewpoints into one high resolution video 
in real time, which conducts borderline adjusting based on the foreground 
information. This research addresses the problem of dynamic scenes, where 
foreground objects often cause broken objects like artifacts in panoramic video. 
Accordingly, they propose a method to achieve smooth video stitching. 
The target of this paper is online multi-camera video stitching for dynamic 
environments. 
This approach focuses on minimizing the quality depredation of foreground 
objects because the quality of foreground objects is critical in succeeding 
applications such as object tracking and face recognition. 
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Extensive experiments on indoor and outdoor scenarios are conducted to evaluate 
the effectiveness of the proposed multi-camera video stitching method. 
The proposed system contains three parts: image acquisition, geometry 
calibration, and video frame stitching as shown in Figure 2-17: 
 
 
Figure ‎2-17 Process of the proposed multi-camera video stitching approach[19] 
  
The experiment results of this research show that this approach obtains more than 
81% correct rate for dynamic scenes, compared with 25%-50% correct rate on the 
condition of not utilizing foreground information, and it achieves processing speed 
of 10~13 frames per second. 
In this research, the proposed system uses a method for video stitching for 
dynamic scenes, but it is a fixed viewpoint video. My proposed system, however, 
supports multi view video and allows the user to freely change his/her view point.  
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2.2.3 Free View point: 
Lou et al[30]. presents system architecture for real-time capturing, processing, and 
interactive delivery of multi-view video. In this system, users can interactively 
select their desired viewing directions and enjoy many exciting visual experiences 
such as view switching, frozen moment, and view sweeping in real time. 
 
 
Figure ‎2-18 User interface of a remote client shown on the left (a)  
A deployment of authors system shown on the right (b) [30] 
In this research, four main contributions were achieved: first, a pattern free 
calibration algorithm is proposed to dramatically reduce the workload for 
calibration in a large environment space. Second, a computational complexity 
scalable video encoder is proposed for real-time video capturing with the ability of 
adjusting the encoding speed according to the computing resources, and thus, 
better complexity adaptation and system scalability are achieved. Third, the multi-
view video contents are re-organized and re-encoded into a frozen moment 
stream and a view sweeping stream. Hence, the most exciting viewing experience 
can be provided with low bandwidth consumption. Fourth, a streaming mode and 
a broadcast mode are proposed for delivering a multi-view video in different 
application scenarios while unique features of multi-view video are still preserved. 
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In this research, N video streams, captured by the system, are transmitted 
respectively from the control PCs to the server. The server will then process these 
N streams and provide real-time interactive multi-view video service to the end 
users. 
Current FVV system is offline processing, which means it does not need a server 
for streaming multi view video. 
Another different point is that the system of current research uses stitching 
technique to generate displayed views, but this system does not use it.  
J. Starck, et al[31]. presents a system to synthesize free-viewpoint video from 
multiple- view video streams together with a time-varying geometric proxy for a 
scene. The technique is implemented on the GPU for video-rate view synthesis. 
The research focuses on the multiple camera acquisition systems and the 
computer vision algorithms required to recover 3D scene geometry and perform 
virtual view synthesis, either in real-time or as an off-line post-process. 
 
Figure ‎2-19 Image-based rendering[31] 
Free-viewpoint visualization is achieved by rendering a 3D scene model to a virtual 
viewpoint with the appearance sampled from adjacent camera images. 
The input of the render technique is a set of real world video images and a 3D 
proxy for the scene geometry along with the camera calibration defining the 
projective transformation from the scene coordinate system to each camera. A 
virtual view is synthesized by compositing the appearance sampled from the 
- 32 - 
 
cameras closest to the virtual camera. At the point of view synthesis, the 
algorithm first selects a subset of cameras to use in rendering. The surface 
visibility is then computed in each camera to prevent the appearance of sampling 
in the presence of occlusion. 
In this system, researchers use MVV scenes to create 3D object and system 
for controlling viewpoints of this object in real time. The system of current 
research used MVV to capture multiple video file and display it with controlling 
the viewpoints in playback, so The system of current research produce 3D view for 
video scene. 
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     Chapter (3) 
3 Methodology 
This chapter, presents current research methodology. It discuss the idea of 
current research and how understood and collected research information. Then, 
this chapter discuss in details the proposed method of The system of current 
research and illustrate the steps in Figure 3-1. Finally present the evaluation 
method of current research. 
Current research uses the image stitching technique to develop video playing 
system for FVV technology. This allows the user to change his/her viewpoint in 
real-time while watching video scenes. The tricky point in FVV is changing the 
control of viewpoint in video from producer control to user control.  
In traditional videos the scene are filmed from multi camera shots in different 
positions and different viewpoints, then the producer composites these shots to 
produce one scene from multiple viewpoints, but the user watches this video 
without the ability to change the viewpoint or direction during playback, but in 
FVV technology, the video is filmed from multi cameras, but the controlling of 
display viewpoint will be at runtime based on the user’s wish. 
To allow the user to smoothly and freely change the viewpoints in real-
time, we used image stitching technique. By using stitching in FVV, all information 
needed to generate any virtual viewpoint over watching video will be given, so it 
allows the user to freely and smoothly change his/her viewpoint without any 
distortion or shredder over interpolation. 
In the next section, we discuss in details the steps of current system. 
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3.1  Proposed Method: 
In this section, we discuss the method’s steps for generating FVV playing 
system based on image stitching technique. These steps are divided into four steps 
that are capturing videos, generating stitching frames, generating stitching frames 
from video, and displaying FVV playing system: first step is preprocessing step 
before using current system. It is used to capture appropriate video files using on 
current system. The other three steps for displaying FVV begin from generating 
stitching frames from video files, then generating stitched video for all scene, and 
finally, displaying the video in FVV system player. These steps are illustrated in 
Figure 3-1 and discussed in details in this section. 
 
 
Capturing  MVV 
 Generate stitched video 
files 
 Displaying FVV  
Figure 3-1 proposed video playing system for FVV based on Stitching technique 
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3.1.1 First step - Capture multi view video (Preprocessing): 
Before using current system, the user should film a number of different 
viewpoint videos for a specific scene. The cameras must be synchronized and fully 
calibrated prior to the capture session and placed in different viewpoints and 
different angles. They, also, must contain overlapped regions between camera 
shot frames, as we see in Figure 3-1. This overlapped region is needed for the 
stitching phase. 
Current system, receives sequences of frames for each video of multi-view video 
frame by frame. In our example illustrated in Figure 3-1, there are seven 
overlapped cameras that give seven video files, so the system received seven 
sequences of frames for each video. 
3.1.2 Second step – Generate stitched video files: 
In this step, the user gives the system an order to generate a stitched video 
for video files received by system in step one. In this step, virtual viewpoints that 
are not captured by cameras will be generated. The virtual viewpoints will be 
generated using two actual viewpoint frames (left frame “LF” and right frame 
“RF”) as we see in Figure 3-1. 
There are two ways that can be used in current research to generate video file. 
First, the system generate multiple stitched-files from each neighbor pair of video 
frames received in the system (video 1 with 2, video 2 with 3, and so on). 
The second way is to generate one stitched-video file for all videos captured – not 
for only two pairs – this is based on number of video files. On one hand, it may 
take more time in stitching phase than the first way, and it may cause a crash in 
memory if there is not enough memory space in the PC. On the other hand, this 
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way gives better performance in display step because the system will display only 
one file. 
)In our example in the Figure 3-1, we have 7 videos, so according to the first way, 
the system will generate (n-1~7-1=6) stitched-video files where n is the number of 
video files received, but in the second way, we get only one stitched-video file). 
3.1.3 Third step: Display the stitched video with FVV: 
In this step, the user gives an order to the system to display the stitched-
video generated in second step. Since there are two ways to generate the 
stitched-video file/files, we have two ways to display it based on the generating 
way. If the system generated multiple stitched-videos for each pair, the system 
will display the appropriate stitched-video based on the viewpoint of the user, but 
if the system generated one stitched-video for all video files, the system will 
display this stitched video only, and in display window, only a part of this stitched-
video will be visible to the user based on his viewpoint. 
Finally, after displaying one of viewpoints of the stitched-video file/files in 
the system, the user can now freely and smoothly interpolate between any 
viewpoint using scroll-bare available in video playing system. When the user 
moves the scroll-bar left and right, the system will display the part of stitched-
video, and the viewpoint will change according to the scroll-bare movement. 
In the next chapter, will present research implemented experiments and describe 
the results in details. 
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3.2 Evaluation : 
Evaluation is an important component of refining programs and documenting 
impacts. Evaluation aids the profession as a whole and assists Extension faculty in 
meeting promotion requirements. There are two type of evaluation: Qualitative 
and Quantitative. quantitative methodologies will not provide practical and in-
depth information often needed for program improvement, However, Qualitative 
methods are commonly used in evaluations in order to explore specific facets of 
programs and to give voice to participants’ experiences [32]. So current research 
used qualitative evaluation to evaluate the FVV system based on usability 
principles. Usability is the extent to which users can use a computer system to 
achieve specified goals effectively and efficiently while promoting feelings of 
satisfaction in a given context of use. 
Current research used questionnaires to evaluate the usability. "A 
questionnaire is a method for the elicitation, and recording, and collecting of 
information" [33]. 
Because of, there are no appropriate previous works can compare it with current 
research system we used usability, functionality,  and user experience evaluation 
with appropriate questionnaire to caver research objectives.     
Usability evaluation is itself a process that entails many activities depending on the 
method employed. Common activities include [33]: 
 Capture - collecting usability data, such as task completion time, errors, guideline 
violations, and subjective ratings; 
 Analysis - interpreting usability data to identify problems in the interface; and 
 Critique - suggesting solutions or improvements to mitigate problems. 
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Measurement Instruments and factors: 
The instruments current research used to do in the evaluation of the free 
viewpoint concept: 
  Observation of user behavior observation during the test 
  A detailed user questionnaire 
the factors that could affect the user experience and his/her degree of 
satisfaction, these were grouped as follows: 
  User personal and situational factors 
 Overall enjoyment: How does he/she feel about the product 
 Usability: easy to use and learn, simple to understand and control, appealing, 
coherent and quick. 
 Other aspects not taken into account: user's suggestions about aspects that we 
did not think about a priori. 
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    Chapter (4) 
4 Implementation and Results  
This chapter, presents the implementation of current system. It also describe 
the tools used in the system, programing language, and libraries needed. Then, it 
present and discuss, in details, the functions of our project and how the user can 
use it. For each function, this chapter present the internal processes, how it is 
done, and an example for output results. 
4.1 Tools and system architecture :  
  Current research, implemented an FVV system using visual studio 
environment with OpenCV, which stands for Open Source Computer Vision. It is a 
framework written in C++, Java, Python, and Matlab that allows a high-level 
analysis and modification of images and videos. There are many built-in classes in 
OpenCV that facilitate image processing in areas such as facial detection, facial 
recognition, motion tracking, object identification, and image stitching.  
Current research, used these built-in classes, mainly the image stitching class 
named "stitcher class", as a black box since current research focuses more on the 
application of image stitching rather than the actual algorithms involved. Current 
research used OpenCV written by C++ language that integrated with visual studio 
software. 
For using OpenCV with visual studio, first, we included OpenCV libraries with visual 
studio program to allow using the classes needed in this project. 
In implementation of current research Stitcher class used with OpenCV library. By 
using this class, it is possible to configure/remove some steps, i.e. adjust the 
stitching pipeline according to the particular needs.  
Stitcher class is used to stitch two or more image together, but in current system, 
we need to stitch two or more video files, not image files. Therefore, in the 
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implementation code, we must capture the frames of videos frame by frame in 
sequence order from all video files that need to be stitched. Then we stitch them 
to create stitched frames. 
4.1.1 System architecture (functions) 
The system of current research has many functions based on multi view video 
and can be used for many purposes in video production and playing. 
Based on the proposed method presented in the first chapter section 1.8, current 
system includes the following functions: 
 Display captured videos 
 Stitching videos to stitched frames  
 Creating stitched video files from stitched frames 
 Displaying FVV playing system    
These functions are discussed in the next section with more details. 
4.2 Execution sequence 
In this section we discuss in details current system units, functions, and the 
sequence steps of how the system is used. We also present experimental results 
and screens of the system. 
4.2.1 Display captured videos: 
To begin with, the system displays video files that were captured from the 
user. These videos are multi viewpoint videos in different perspectives. They must 
be overlapped videos for stitching purpose, as illustrated in Figure4-1: 
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Figure ‎4-1 : three different perspective and overlapped video files displayed by the system 
 
User can interact with the system by using keyboard shortcuts for the following: 
S: to create Stitched frames for all video files. 
P: to create stitched frames for each two pair of files in sequence order. 
V: to create one Video file for all stitched frames created. 
D: to Display video created as FVV window that allows the user to change      
his viewpoint. 
Q: to Quit any process (stitching, creating video, FVV window …etc.) 
4.2.2 Video Stitching process: 
As presented previously, the proposed FVV system is based on image stitching 
technique. For this purpose, we used Stitcher class in OpenCV written in C++ 
language. 
There are two ways to stitch the frames of the videos in current system: 
1. Stitching all Captured-video files to one Stitched-video file. 
2. Stitching each pair of Captured-video files to one Stitched-video file.  
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Now, we give more details about these two ways: 
In the first way, we stitch all sequence frames of videos captured to one 
sequence stitched frame, which means if we have a number of video files N, the 
system will first capture the first frame from (video1, video2, video3… videoN) 
then stitch it to create the first stitched file. Then, it captures the second frame 
from all N video files and stitches it to create a second stitched file and so on. 
This way can be implemented in current system when the user presses “S” key in 
the keyboard. 
The output of this process is: one sequence of stitched frames for all video files 
captured by user. 
Figure 4-2 illustrates the first way of stitching sequence frames of videos: 
 
Figure ‎4-2 1st way of stitching process-stitching all video files frames to one stitched-video frame 
The second way is stitching the video files pair by pair sequentially, which means if 
we have N video files, the system will capture the first frame from first pair of 
video files (frame1 of video1 and frame1 of video2) and create the first stitched 
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frame. After that, it will capture the second frame of this pair of the video files 
(frame2 of video1 and frame2 of video2), create a second stitched frame, and so 
on for each two ordered frames in these two video files. 
After finishing the first pair, this process will be repeated for each pair of video 
files available; video1 with video2, video2 with video3, video3 with video4 …  
videoN-1 with video N, in which N is the number of video files captured by user. 
This way can be implemented in current system when the user presses “P” key in 
the keyboard. 
The output of this process is: multiple (N-1) of sequence of stitched frames for 
each pair of video files captured by user. 
In our experiment, we used three video files, so we have two pair of sequence 
frames as shown in figure 4-3, witch illustrates the second way of stitching 
sequence frames of videos: 
 
Figure ‎4-3 : 2nd  way of stitching process-stitching each pair of frames to one stitched frame 
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Now, choosing the way of stitching (first or second) should be based on some 
factors: 
 Size of video files captured by user. 
 Number of video files captured by user. 
 Size of overlapped region between each pair of user's video files. 
 The capabilities of hardware (memory, CPU, cache, etc.) in user PC or 
laptop used for stitching. 
Therefore, if the size of the video files is large, stitching process will need more 
power of hardware PC to create a stitched frame. It will also take long time to 
create a stitched frame. Accordingly, in this case, if we do not have enough 
capabilities hardware, the second way of stitching is preferred. 
Furthermore, if the number of the user's video files is large, stitching process 
needs a hardware with high capabilities to do the stitching process, if not 
available, the program will break and crash.  Hence, if we do not have a hardware 
with high capabilities, the second way is preferred. 
In our implementation and testing process of proposed system, we noticed, after 
doing a number of experiments, that the size of overlapped region affects the 
stitching process. If the region is very small, the stitching process will not occur 
because one of the internal processes of stitching stage looks for the features 
between the images, and this will be difficult if we have a small overlapped region, 
so we need enough overlapped region to do stitching process. 
As presented above, the factor that was effected the most in the stitching process 
time is the quality and capabilities of hardware. If the capabilities of hardware are 
high, the stitching time is reduced and vice versa. Therefore, we need to choose a 
high performance hardware PC if we need high performance results in the 
stitching process. 
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4.2.3 Create stitched video file: 
After creating the sequence/sequences of stitched frames, the system allows 
the user to create one stitched-video file for each stitched sequence frame. The 
number of stitched video files is based on the way used in the stitching process. 
That means that if the user chooses the first way, one sequence of stitched 
frames, the system will create one stitched video file as shown in Figure 4-4(a), but 
if the user chooses the second way, N number of sequences of stitched frames, 
the system will create a number of stitched video file (N-1) as shown in figure 4-4 
(b). 
 
Figure ‎4-4 video file/s generated from sequence/s of stitched frames 
a: one stitched video file generated by using first way of 
stitching 
b: stitched video files generated by using second way of 
stitching 
 
In our implementation code we can specify video properties like: frame per sec 
FPS, width, height, type of compression... etc. 
To create video file in the system the user must press “V” key in the keyboarded, 
then the system done the process and save video file/s in specific location on user 
hard disk. 
So, the output of this process is: one or multiple (N-1) stitched video files created 
in the user hard disk. 
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4.2.4  Display video as FVV: 
The final process to achieve the objective of current research, is displaying the 
created stitched video file/files and allows user to freely and smoothly change his 
viewpoint over this video. To achieve this goal, we implemented a window in the 
system that contains stitched video and track-bar for changing the viewpoint. 
In this stage, the system displays one viewpoint of scene, and the user moves the 
track-bar left and right to change his viewpoint as he/she wants.  
This process is also based on stitching process and video creation process, and 
there are two ways to display the FVV based on the number of stitched video 
available. The first way is: if we have one stitched video file, the system displays 
the viewpoint region from the original stitched video, and when the user moves 
the track-bar to change his viewpoint, the system calculates the new region – 
number of pixels – needed to display in the available window. 
The Second way is: when we have multiple video files (pair by pair stitching 
process), the system will display the region of one of the video files. Then, when 
the user moves the track bar in the window, the system will calculate the new 
region. If the new region comes out of the boundaries of the current video, the 
system will display the second file based on its order and so on. 
The system gives ability to change from viewpoint to another with smooth 
interpolation. That is because our information -pixels-, needed to generate the 
scene, is always available because we use stitching technique in which all 
information for all viewpoints is available and does not need any prediction. Also, 
the system calculation of the new region is very fast, and that helps interpolate 
from one viewpoint to another smoothly, and this is objective in current research. 
To display the final FVV in the system, the user must press “D” key in the 
keyboard, then the system will display window to view the video and support 
track-bar to change the viewpoint of the video. 
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So, the output of this process is: final FVV playing system as shown in Figure 4-5. 
 
Figure ‎4-5 FVV system displays stitched video with track-bar for controlling interpolation between 
viewpoints 
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  Chapter (5) 
5 Testing and Evaluation  
 
This chapter, describe test process of current system's units in more details. 
Also, it is discuss and evaluate the final system from multiple aspect: 
 Stitching accuracy: which means testing the disruption in overlapped 
region. 
 Stitching speed: which means testing the time needed to stitch frames 
 Playback smoothness: which means testing the smooth interpolation 
between viewpoints over display FVV 
 User experience: which means measuring the user satisfaction about the 
system using user survey and finding the results. 
For each aspect, current research discuss all steps needed to evaluate this aspect. 
A problem for evaluation of free viewpoint video is that for virtual intermediate 
views there are no original views to compare with 
 In following, it discuss in details all steps needed to test each aspect. 
5.1 Accuracy of stitching process: 
In the system, as we discussed in implementation chapter, stitcher class in 
OpenCV was used to stitch multiple video files into one stitched video file. 
To guarantee that the stitching technique used in the system gives our aspired 
results, current research test many different experiments, which can be listed as:  
 Stitching two images. 
 Stitching more than two images – three or more –  
 Stitching two video files  
 Stitching more than two video files – three or more –  
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For each case, current research tested and evaluated the results of the system. 
5.1.1 Stitching two images: 
To begin with, in the first case current research used two images as shown in 
Figure 5-1. These images have properties as shown in the following table: 
File type: Jpg Width :800 High:600 Resolution: 72 
In the Figure 5-1, current research used stitcher class in OpenCV to stitch two 
overlapped images (Left and right image) with the same perspective view to create 
one image (result image). in result-image there is no distortions in the boundaries 
of overlapped areas as we see in the middle of the result-image. 
/   
(a) Left image  (b) Right image  
 
 
Figure ‎5-1 stitching two images process with same perspective 
 
(c) Result image 
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To be more closer to objective of the system of FVV, the same previous 
experiment repeated by using the left image (a) as it is, but we changed the 
perspective of the right image (b) to be captured in a different viewpoint as seen 
in Figure 5-2 
  
(a) Left image  (b) Right image- different viewpoint 
(c) Result after stitching using OpenCV-stitcher class   
 
Figure ‎5-2 stitching two images process with different perspective view 
As we see in the two Figures 5-1 and 5-2, the results of stitching two images (same 
perspective or different perspective) gives images without any distortions. This 
means that the stitching process works accurately with two images. 
Now, because the system used stitching for more than two images, in the next 
section we tested same experiments by using multiple images. 
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5.1.2  Stitching more than two images: 
In this case, we tried to stitch more than two images to evaluate the ability of 
the system to make a full image from all the camera shots for free transition 
between viewpoints in our scene. Wherefore, we used four images in the stitching 
process of the system. These images have size 230*350 pixel. 
In Figure 5-3, the system stitched four images and created one stitched image for 
all of them. It take 13.95 second in stitching. This time is long[26], but it give 
excellent stitching results, and that is our interest in this stage of the system. 
This can be done for images with same perspective or different perspective images 
as we seen in previous section. 
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Figure ‎5-3 stitching four images 
5.1.3 Stitching two video files 
After testing the quality of the system in stitching images, we tested stitching 
for two video files. This requires video files with overlapped area. Then, the 
system captures the frames of these video file -frame by frame- and stitches it 
with corresponding frames in another video file. 
First, we tested stitching two video files with the same perspective as seen in 
Figure 5-4.  
These videos have the size of 300*240px, 25 fps, and avi type. 
According to previous experiments in stitching images, stitching two video files 
with a different perspective will give the same accurate results as we see in Figure 
5-2. 
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Figure ‎5-4 stitching process for two overlapped video files 
 
As we can see in Figure 5-4, the system stitched the two videos accurately and 
gave frames with no distortions. 
Now, we need to test the system with more than two video files and with different 
perspective. 
5.1.4 Stitching more than two video files – three or more –  
Finally, current research tested the system to stitching multiple video files 
with different perspective. For this case, the research used one video file and 
divided it to three videos with different perspective and used it in the system to 
create one stitched-video file. 
Each of the three videos is an avi video and has the size of 340*570px. 
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Figure 5-5 illustrates how we can stitched three video files with different 
perspective and presents the time needed to stitch three frames from each video 
to create one stitched video. 
As we can see in the results in Figure 5-5, the frames generated in the stitching 
process have no distortions. 
(a) Three videos with different perspective  (b)Time of stitching each frame 
 
                   Figure ‎5-5 stitching three videos with different perspective views 
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5.2 Speed of stitching: 
This section, presents the stitching time results for the previous 
experiments presented in the previous section. Then, it discuss the factors that 
affected the results.  
To begin with, as we can see in Figures 5-1 to 5-5 in section 5.1, the stitching time 
of the experiments is as following: 
Process File Type Size Time /sec 
stitching two image with the same perspective  Jpg 800*600 2.18  
stitching two image with a different perspective  Jpg 800*600 2.15   
stitching four images  Jpg 230*350 13.9 
stitching two videos with the same perspective  avi 300*240 1.5-2 / frame 
stitching three videos with a different 
perspective  
avi 340*570 4 
Table 1  Stitching time of the experiments 
In fact, these results are not fixed, and they differ if we test the same experiment 
multi time because there are some factors affecting these results like: 
 Power capabilities of user PC or laptop 
 Number of processes running with the stitching process in user PC  
 Frame properties and overlapped areas of these frames in user videos  
 The video size used for stitching  
 The video number used in stitching 
All these factors will affect the results of stitching time. Therefore, the results are 
not stable for each experiment in the testing phase. For instance, in the testing 
phase, if we calculate the stitching time for the two-video-file experiments, we 
calculate this process again in a different time for the same video files, and the 
results will be different. This is based on the state of our PC in this time, how many 
processes are running in the PC in this time, what is the state of cache memory in 
this time, and so on. These all affect the results of stitching process. 
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In the experiments, current research used three video files. The average of 
stitching time for each frame is 2-4 sec. It may be very long time for stitching 
video, especially for large video files, but if we have more powerful equipment, we 
would get better time results. 
In general, as we searched and experimented: image stitching technique takes a 
long time, but it also gives accurate results. 
5.3  Smooth interpolation during display FVV 
The most important thing in free viewpoint video system is video display 
and allowing the user to change his/her viewpoint. Furthermore, the most critical 
point in FVV is when user changes his/her viewpoints, and the system has to 
interpolate to next viewpoint without any distortions. We named this: smooth 
interpolation between viewpoints in FVV system. 
In traditional FVV applications there are problem to evaluate of free 
viewpoint video ,that is for virtual intermediate views there are no original views 
to compare with[34]. But in current research FVV system based on stitching 
technique all information need to generate views are available. 
Current research, to evaluate the quality and smooth interpolation during 
display free viewpoint video only the visual impression is appropriate[35]. In 
current research the system gives the ability to freely and smoothly interpolate in 
stitched video without distortions. This is because The system is based on the 
stitching technique, and this technique gives all information about the scene in 
order to display it without the need of any predictions as in another panorama 
techniques and systems like in[30].. 
Current research used a track-bar (Figure 4-6) in the system. The user moves this 
track-bar lift and right for interpolating between different viewpoints. When the 
user moves the track-bar, the value of this bar changes, and based on this value, 
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the system will calculate the region that will be displayed on the screen of the 
system along with the new viewpoint displayed with a smooth move. 
5.4 User experience  
In the traditional video, the scene is filmed by multiple cameras, then the 
director composes shots to make the final scene. Hence, the director controls the 
viewpoints of the video displayed to the viewer, and the viewer can only watch 
the scene without any control over this video. However, FVV system gives the user 
the ability to control the video viewpoints and to freely interpolate over 
viewpoints during video playback. 
Chapter 3 presented that current research based on questionnaire to evaluate user 
experience. The detailed user questionnaire comprised a list of questions that 
were aimed at measuring the usability of the product, the quality of the user 
experience and also some general information about the respondent. 
When designing the questionnaire we took into account the main usability 
principles. 
Questions concerning usability address the following concepts: 
 Functional correctness 
 Ease of use and learning 
Questions concerning the “user experience” address the following 
  Fun, enjoyable 
  Appealing presentation: this increases user’s attention 
  Attention 
  Motivation: whether the user is interested in the content 
  Overall degree of satisfaction 
In current research we need to measure the key factors that contribute to 
the success or failure of the application. This requires considering whether the 
concept could be improved, and if so, how. Also, we need to know how users felt 
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about the concept in terms of general interest, satisfaction, and the economic 
value, and whether they are willing to assign to it. 
Accordingly, the evaluation had the following goals: 
1. To find out the level of enjoyment obtained by the end-users and 
to investigate what were the concept’s weakest points, and what 
functional enhancements were needed to improve the user 
experience. 
2. To assess the degree of usability of the use cases in terms of ease 
of use, efficiency of stitching, speed of response, and ease of 
interpolating in different viewpoints of the video. 
3. To find out how the service provided by the application is 
economically valued by the test users. 
Moreover, there are other aspects not taken into account: users will probably 
have suggestions about aspects that we did not think about previously, so the 
facilitators listed any additional suggestions and comments offered by the users. 
Apart from these factors we are also interested in the spontaneous evaluation 
that comes up from the users in a subjective and unrestricted way. This may 
eventually give us feedback on unexpected aspects concerning our future system 
that we did not take into account a priori. 
Test facilitators assisted in gathering this information by observing the user 
attitude, verbal comments and gestures during the tests. 
To evaluate the system and measure the previous factors, we search about 
available questionnaire formats and founded a lot of them like: 
- Software Usability Measurement Inventory (SUMI) [35]. 
- System Usability Scale (SUS) [36]. 
- Questionnaire for User Interaction Satisfaction (QUIS) [37]. 
-  "Usefulness, Satisfaction, and Ease of use "(USE) [38]. 
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All of these questionnaires templates and other included questions for general 
applications. However, current research need some specific questions to measure 
the functionality of the system. 
So, to evaluate the system and measure the factors, we asked the end users to fill 
in a user-questionnaire. 
User-questionnaire was adapted from USE[38], QUIS[37]and other questions that 
important to evaluate specific factors in the FVV system. This questionnaire 
includes two categories of questions: 
First, for respondents personal information: that include age , gender, job ,and 
some specific information questions as following :  
- Degree of interesting in media playing system  
- Degree of enjoinment with 3d videos 
- Degree of using panorama systems  
- Degree of how he/she was follow-up the new technology  
Second, for measuring the FVV functionality issues, and it divided into two classes: 
1- Statements about the system’s idea: that measure if the idea is novel, 
beneficial, useful, and enjoyment 
2- Statements about the system’s accuracy: that measure the quality of 
stitching results, speed, and smoothness. 
For each part of statements in questionnaire we calculate Cronbach's alpha to 
measure the reliability of our statements, also we measure the scale statistics 
using Mean and Slandered deviation (Std. Deviation) and results we presented it in 
Table 2. 
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Statements 
Number 
of items 
Cronbach's 
alpha 
Mean 
Std. 
Deviation 
Statements about the system’s idea 6 .782 27.59 2.671 
Statements about the system’s accuracy 4 .906 18.11 2.413 
Table 2  results of measuring user-questionnaire 
For seeing the form of user-questionnaire, check appendix (A). 
5.4.1  Results 
This section presents the results of the home user surveys. We presented the 
system to 37 users in the information technology field; teachers and students. 
For each question, the respondents were asked to rate the statement from 1 to 5, 
where 1 means that they strongly disagree with the statement, and 5 means that 
they strongly agree.  
This section, presents the results for two categories ( personal information and 
FVV functionality issues) and will discuss it in details below: 
1- Results for personal information show that: 
o 76% of responses are greatly interested in media playing system,  
o 86% of those who answered greatly enjoy with 3D videos, 
o 43% those who answered greatly used panorama systems, and 31% of 
the users don’t use it a lot, 
o And 85% of those who answered is up-to-date with technology. 
For more details of responses results see appendix (B). 
2- Results for FVV functionality system issues: (statements about the 
system’s idea and accuracy) that presented in the following table (table 3), and 
discussed it below .  
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A. Outputs of testing system idea: 
Q2.1 : "I think idea of project is a novel idea" : Q2.2 : "I think idea of system is beneficial and 
useful": 
  
Q 2.3 "I think the video playing systems would 
be great using FVV systems": 
Q 2.3 "It is very useful to control the 
viewpoints over watching the video " 
  
Q2.5 : " I think such a system would increase 
my enjoyment of watching video " : 
Q2.6 : " I will use this type of system if it is 
available ": 
  
Table 3 testing results for system’s idea 
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B. Outputs of testing system accuracy: 
Q3.1:"The system has got a great picture 
quality" : 
Q3.2: "The system has a good timing when 
stitching frames from multiple video files ": 
  
Q3.3:"The system has a good timing when  
creating a stitched video from frames " : 
Q3.2: "The system has a good reaction timing 
in interpolation viewpoints ": 
  
Table 4 testing results for the system’s accuracy 
Few additional comments from the respondents were also listed in order 
to better measure their impressions of the concept. The following additional 
comments were received from respondents: 
Some users would like to make the controlling of interpolation of viewpoints by 
using mouse over the video area itself, not by using scroll. 
Some users would like to develop this idea in the spot area. 
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5.4.2 Outputs discussion: 
The results presented in Section 5.4.1 and Appendix (C) divided into three 
aspects: respondents information, system idea, and system accuracy. In this 
section we present the results for each aspect and discuss it in details.   
A. Discuss part of "Respondents information": 
All samples of respondents were selected have irrelevant with multimedia 
field. In the results most of them are interested in media playing system and enjoy 
with 3d video, but only 43% of them used panorama system before, Due to lack of 
availability of Panorama programs for most of them. 
B. Discuss part of " idea of the system ": 
Additionally, throw the results of evaluating the idea of the system, most of 
respondents (80≈85%) consider that the idea of the system is novel, beneficial and 
useful idea. The idea is "Novel", that because this type of projects are not 
widespread in Arab countries, and the idea is "beneficial and useful", that because 
it is makes video more realistic for viewers.  
Also the majority of respondents (83≈89%) encouraged using FVV in video playing 
systems and consider it is very useful when control the perspective viewpoints 
when watching video, also consider that the idea will increasing enjoyment of 
watching videos. This gives us a positive satisfaction of the idea and encouraged us 
to continue forward develop the system.  
C. Discuss part of " Accuracy of the system ": 
There are three important aspects current research focused on this part of 
testing : quality of stitched-frames, speed of stitching process, and smoothly 
interpolation in FVV playing system. 
As we see in Table 3, the most of  respondents (82%) consider that the system 
gives good quality picture in stitching process, that because there are no 
noticeable distortions in the overlapped regions in stitched frames.  
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For smoothly interpolation in the system, also most of respondents (81%) consider 
that the FVV playing system gives smoothly and freely interpolation between 
viewpoints in the video. And this point is very important in the objective in current 
work.  
Last point in this part, discuss the results of stitching process speed. In this point, 
just (68%) of respondents consider that the system is very fast in stitching process, 
but there are (32%) of respondents consider that it has low speed in stitching, that 
because stitching technique we used has entire processes to give the results, as 
we presented it before in Figure 4-1 in Chapter 4, and if we have more processing 
power we can reduce the time of stitching process in the system. So, we need to 
increase the performance of the system in stitching phase, one of solutions is to 
divide the system into two parts, one for stitching phase and second for playback 
free viewpoint video.   
5.4.3 Conclusions and user recommendations to the project: 
The results of the evaluation have been very positive in most aspects. The 
respondents involved in the test emphasized the high level of interest and positive 
reactions of nearly all the people who took part in the test. 
The main indicators of this positive perception are that: 
 85% of the respondents will use the system if it is available 
 89% of the respondents consider that the system is increasing the 
enjoyment of watching video. 
 82% of the respondents consider that the system gives good-quality 
picture. 
 94% of the respondents consider that the interpolation between 
viewpoints in FVV is smooth and has a good reaction timing. 
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Chapter (6) 
6 Discussion and Conclusion 
 
This chapter, describe and discuss, in details, the limitations we faced in our 
system, and what is the different between the proposed system and current end 
system. We also discuss the alternative solutions of these limitations.  
Through the implementation phase of the project, we faced some technical 
difficulties which caused some limitations in the end system. 
These limitations fall in three aspects: 
1. MVV Capture. 
2. Graphical user interface GUI. 
3. Processing power. 
In the following section, we explain and discuss what was intended to be done, the 
problems and limitations we faced, and its alternative solutions.  
6.1 MVV capture: 
In free view point video, if we need to create multi view video, we need to 
use multiple cameras together to capture MVV scene. Also, we need a controller 
for all cameras to synchronize the filming process to give the frames in the exact 
time of using it in the stitching process, in order to give the right overlapped 
region between each adjacent frames in the cameras. 
Furthermore, the cameras used in the system must give the same properties of 
image (resolution, size, quality, etc.) to make it easy to find features in the 
stitching process.  
The equipment needed in the system must have special capabilities, and it is very 
expensive. 
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With modest possibilities, current research used one video file in the system to 
test the experiments. This video was divided initially to three video files, and we 
changed the perspective of these files to be captured from multiple viewpoints. By 
using one divided video, we avoided a lot of difficulties that may be faced in the 
modest system: 
 The cost of equipment (camera, tripods, control-system … etc.) 
 The asynchronies frames in the captured videos. 
 The quality and size difference between images in different video files. 
Finally, the objective of the capturing MVV for the experiment was done by 
capturing one video file and dividing it into different perspective files to be 
captured from different viewpoints, and this is what we need to complete testing 
the system. 
6.2 Graphical user interface GUI: 
In the system, as we presented in previous chapter, current research used 
shortcuts of keyboard for the interaction between the user and this system. That 
is because the implementation is based on OpenCV library with Visual Studio 
environment. 
 GUI is supported in OpenCV using Visual Studio confined in: 
 Creating a window and controlling its properties. 
 Displaying the video or image in this window. 
 Creating a track bar in the window. 
 Mouse operation over window. 
Nonetheless, it does not create some important elements needed to make 
interactive interface for media player system. We need some components like 
button, radio button, checkbox, etc. And all of these components are not 
supported yet in OpenCV with Visual Studio. 
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After we searched for advanced GUI that can be used with OpenCV, we found the 
QT creator program. Some features, like creating buttons in OpenCV, were added 
to it. However, it is very difficult to convert the current system that is based on 
visual studio to QT creator with OpenCV because: 
 Configuration steps to installing QT creator are very difficult.  
 Linking OpenCV library with QT creator needs some external programs like 
CMake, which is a tool to create project files (for your chosen IDE) from the 
OpenCV source files. 
 There are differences when writing the code of the system using visual 
studio C++ with OpenCV and converting it to QT creator code because 
QT/OpenCV functions differ from the functions used in Visual studio. 
We read many tutorials and online articles talking about QT configurations and 
how to link it with OpenCV, and we tried to set it up, but it was not working 
correctly. 
In the system, we replaced the action button needed for GUI with shortcut keys on 
the keyboard that have the same functions as we presented in details in 
implementation section.  
6.3 Processing power: 
The stitching process takes a long time to do because there are many 
internal processes, so it is need equipment with professional capabilities to 
decrease the time needed to do its processes. Also, video files affect stitching if 
they are large files, and this requires more time for stitching. 
In research experiment, the Laptop with processor Core i7, 4G RAM was used. It 
made modest results in the stitching process, but if we need more efficient result 
we need to use more efficient capabilities. 
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6.4 Conclusion and Future Works: 
With the modest capabilities of the system, and in spite of all limitations that 
faced the implementation, current research achieved most of the functionality 
needed to approve the proposed idea for using stitching technique in FVV playing 
system. The results of the system are positive in creating a good-quality image in 
stitching video phase and in smoothly and freely interpolating between viewpoints 
in FVV playing system. And finally, we won the user satisfaction as shown in 
chapter 5. 
As seen in the previous section, if we have a better power processing PC, current 
research can get a better performance results in stitching time to create stitched 
video frames.  
In the future work, for more interaction between user and the system, we 
intend to add GUI to the system that includes controlling components. Also, for 
speed limitation in stitching process we can divide the system into two 
subsystems: the first is an offline system for stitching and creating stitched frames, 
and the second is for displaying FVV. 
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Appendix (A) 
User survey and questionnaire form  
Based on the idea of project described in next page, please respond to each statement by 
rating how it applies to you, where: 
1 = It doesn’t apply to me at all. 
5 = It applies exactly to me. 
Free viewpoint video playing system using stitching technique 
 PERSONAL INFORMATION : 
Section 
1 
Statements about the survey respondents : 
 
1.1 
Question Degree 
1 2 3 4 5 
I am interested in media playing systems      
1.2 I enjoy 3d videos       
1.3 I used panorama systems before       
1.4 I consider myself as a general "early adaptor " 
when it comes to technology 
     
 FVV FUNCTIONALITY ISSUSE: 
Section 
2 
Statements about system idea :  
 
2.1 
Question Degree 
1 2 3 4 5 
I think idea of project is novel idea      
2.2 I think idea of system is beneficial and useful      
2.3 I think video playing systems would be great 
using FVV systems 
     
2.4 It very useful when controlling the 
viewpoints when watching video  
     
2.5 I think such a system would increase my 
enjoyment of watching video 
     
2.6 I will use this type of system if it available  
 
     
Section 
3 
Statements about system accuracy :      
3.1 System has got a great picture quality       
3.2 System has a good time when stitched frames 
from multiple video files 
     
3.3 System has a good time when  create stitched 
video from frames 
     
3.4 System has a good reaction time in interpolation 
viewpoints  
     
Section 
4 
Additional notes : 
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Free viewpoint video playing system using stitching technique 
 
First, our system displays video files that were captured by the user. These videos 
are multi viewpoint in different perspectives. In our system, we used one video 
and divided it into three videos with different perspective. This idea can be used 
for more than three videos to view the scene more like a 3D view. 
To interact with our system, you must use keyboard shortcut as following: 
S: to create Stitched frames for all video files at once all together. 
P: to create stitched frames for each Pair of files in sequence order. 
V: to create one video file for all stitched frames created. 
D: to Display video created as FVV window allowing user to change his 
viewpoint. 
Q: to Quit from any process (stitching, creating video, FVV window, etc.) 
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Appendix (B) 
Results for all questionnaire survey  
Each question has scale from 1 to 5, next table presents the number of users for 
each scale of each question: 
 
 
There are 14 statements divided in to three categories. The first 4 statements (1.1 
– 1.4) take about user information. The second 6 statements (2.1 – 2.6) are about 
the idea of system, and the last 4 statements (3.1 -3.4) are about the accuracy of 
our system. For each question, there are 5 degrees. The table presents the 
number of users who check each degree for each question. 
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Appendix (C) 
User questionnaire results of category one  
"Statements about the survey respondents" 
1.1 I am interested in media playing system 
 
Statement: 76% of those who answered is greatly interested in media playing system. 
1.2 I enjoy 3d videos 
 
Statement: 86% of those who answered greatly enjoy with 3D videos 
 
1.3 I used panorama systems before  
 
Statement: only 43% those who answered greatly used panorama systems, 
And 31% of the users don’t use it a lot 
 
 
3% 
21% 
76% 
Class1(1-3)
Class2(4-7)
Class3(8-10)
0% 14% 
86% 
Class1(1-3)
Class2(4-7)
Class3(8-10)
26% 
31% 
43% 
Class1(1-3)
Class2(4-7)
Class3(8-10)
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1.4 I consider myself a general "early adaptor" when it comes to technology 
 
Statement: only 58% of those who answered is up-to-date with technology 
 
3% 
39% 
58% 
Class1(1-3)
Class2(4-7)
Class3(8-10)
