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Abstract: The influence of grain shape and crystallographic orientation on the global and local
elastic and plastic behaviour of strongly textured materials is investigated with the help of full-field
simulations based on texture data from electron backscatter diffraction (EBSD) measurements.
To this end, eight different microstructures are generated from experimental data of a high-strength
low-alloy (HSLA) steel processed by linear flow splitting. It is shown that the most significant
factor on the global elastic stress–strain response (i.e., YOUNG’s modulus) is the crystallographic
texture. Therefore, simple texture-based models and an analytic expression based on the geometric
mean to determine the orientation dependent YOUNG’s modulus are able to give accurate
predictions. In contrast, with regards to the plastic anisotropy (i.e., yield stress), simple analytic
approaches based on the calculation of the TAYLOR factor, yield different results than full-field
microstructure simulations. Moreover, in the case of full-field models, the selected microstructure
representation influences the outcome of the simulations. In addition, the full-field simulations,
allow to investigate the micro-mechanical fields, which are not readily available from the analytic
expressions. As the stress–strain partitioning visible from these fields is the underlying reason for the
observed macroscopic behaviour, studying them makes it possible to evaluate the microstructure
representations with respect to their capabilities of reproducing experimental results.
Keywords: anisotropy; linear flow splitting; crystal plasticity; DAMASK; texture; EBSD
1. Introduction
The plastic deformation induced during processing of metallic materials typically results in strong
crystallographic textures and, thereby, macroscopically anisotropic mechanical properties. The prime
example for such a process is the cold rolling of metal sheets, which is used for processing such
diverse materials as aluminum, magnesium and steel. As the anisotropic elastic and plastic behaviour
induced by texture and grain morphology has a significant influence on formability and dimensional
accuracy, it is imperative to account for the anisotropy when conducting high-precision metal forming
simulations [1]. However, the direct multi-scale inclusion of all microstructure details is usually
computationally prohibitive. Approaches to reduce the computational efforts include model order
reduction schemes [2,3], the use of Statistically Similar Representative Volume Elements (SSRVEs) [4]
and homogenization methods like the Relaxed Grain Cluster (RGC) scheme by Tjahjanto et al. [5].
Despite these efforts to include microstructure details, usually analytic yield surface descriptions are
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employed to include plastic anisotropy. The superior execution speed of analytic yield descriptions,
though, comes often at the price of significant experimental efforts associated with calibrating their
constitutive parameters. Especially for complex yield surface descriptions (Banabic [6] gives a detailed
overview), which require to probe the materials response in multiple deformation modes, it is therefore
desirable to (partly) replace experiments by micro-mechanical simulations using numerical methods
such as the Finite Element Method (FEM) [7] or Fast FOURIER Transform (FFT) based spectral
methods [8]. Gawad et al. [9] extended this concept in their “Hierarchical Multi-Scale Model” (HMS)
by performing on-the-fly yield surface computations.
All approaches that aim at improving the quality of component-scale simulations by taking
the average material response from the homogenized polycrystal response are based on two
ingredients: a description of grain morphology and texture as well as a suitable model for the single
crystal behaviour. In this study, different approaches for microstructure and texture representation
(i.e., the first ingredient) are compared with respect to their ability to correctly predict the elastic and
plastic anisotropy of a strongly textured material. The materials constitutive behaviour (i.e., the second
ingredient) is described with a crystal plasticity formulation that is classified as “phenomenological”
by Roters et al. [10].
It should be noted that CPFEM studies with similar aims have already been performed
20 to 30 years ago [11–14]. While most of these studies were focused on the investigation of texture
development, the ability of the CPFEM approach to predict average mechanical properties was also
shown. However, the increase in computational capacities allows now to redo such investigations
with much higher spatial resolution. In this study, more than two million discrete points—each
with its directly measured orientation—are used for each individual simulation while in the early
days of CPFEM modeling even a few hundreds of thousands elements was associated with long
computation times.
The material investigated here is a high-strength low-alloy (HSLA) steel processed by linear
flow splitting. The linear flow splitting process, presented in detail by Groche et al. [15], is used
to produce bifurcated profiles in an integral style. It enables the manufacturing of sheet metal
products with improved quality at lower costs [16] in comparison to conventional, multistep production
routes. From previous investigations by Bruder et al. [17] it is known that the microstructure of the
produced profile has a crystallographic texture and grain morphology that resembles that of cold rolled
body-centred cubic (bcc) steels [18]. With regards to further processing of parts produced by the novel
linear flow splitting technique, an accurate description of the resulting anisotropic material properties
and their implementation in metal forming simulations is of great importance for exploiting the full
potential of this technique. In a previous study by Niehuesbernd et al. [19], the elastic anisotropy
induced by linear flow splitting in the investigated HSLA steel has been characterized experimentally
and compared to predictions from analytic models based on the measured crystallographic texture.
It was shown that the effective orientation dependent YOUNG’s modulus can be accurately predicted
from the crystallographic information when the geometric mean is used to calculate the polycrystalline
average from the the single crystal stiffness/compliance tensor. The values obtained from the geometric
mean lie well in-between the upper bound resulting from the assumption of spatially constant strains
introduced by Voigt [20] and the lower bound based on the assumption of spatially constant stress
by Reuss [21]. In addition—and in contrast to other approaches such as the Hill [22] average—this
averaging scheme gives the same results regardless whether the stiffness or the compliance tensor is
used. However, the complete omission of the grain morphology might render this approach invalid for
the elongated grains of the probed material (compare the work of Jöchen et al. [23]). The present study
therefore aims at evaluating the impact of the grain aspect ratio on the elastic and plastic behaviour
of strongly textured microstructures by means of full-field simulations. To this end, results from
numerical simulations employing microstructure representations of different degrees of sophistication
are compared to simple analytic, texture-based models.
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The study is structured as follows—First, details of the investigated material, including
production steps and employed characterization methods, are given. The following section deals with
the used numerical simulation method and the employed approaches for constructing microstructure
representations from experimental data. The results are presented in Section 4 and compared
and discussed with respect to the performance of the various simulation approaches in Section 5.
After that, the conclusions that can be drawn from the results and the associated discussion are
presented. The study finishes with an outlook on how to improve the predictive quality of crystal
plasticity simulations.
2. Material: Composition, Processing and Characterization
The investigated material is an H480LA HSLA steel with a carbon content of 0.07 wt.%; details of
the material are presented by Niehuesbernd et al. [19]. The microstructure of the material in as-received
condition consists of ferrite grains and small cementite particles at the grain boundaries. Linear flow
splitting was carried out continuously in 10 stages to produce double-Y-profiles with 12 mm long and
1 mm thick flanges (see Figure 1) from the initial sheet with a thickness of 2 mm.
Figure 1. Upper half of the double-Y-profile produced by linear flow splitting with marked positions
of the tensile samples (left) and their geometry (right).
Three mutually perpendicular cross sections parallel to normal direction (ND), rolling direction
(RD) and transverse direction (TD) of the flanges were produced (see Figure 1) for texture and
microstructure investigations. Sample preparation for Electron Backscatter Diffraction (EBSD) was
performed using standard metallographic grinding and polishing techniques followed by an additional
polishing step with an aqueous suspension of 0.05 µm Al2O3 particles. Subsequent EBSD
measurements were carried out on all three samples with a Tescan Mira3 feg scanning electron
microscope at a distance of 170 µm from the flange top surface. The size of the characterized area was
adapted to the microstructure so that the maps contained at least 2000 grains and about 2.5 million
measurement points to ensure an accurate representation of texture data and grain morphologies
at the same time. The three obtained microstructure maps are shown in Figure 2 with color code
assigned according to the inverse pole figure (IPF) in the respective sample surface normal direction.
It can be seen that the material exhibits a microstructure with highly elongated, “pancake shaped”
grains (see Figure 2) with average grain dimensions of 0.2 µm in ND, 0.8 µm in TD and 1.4 µm
in RD. The apparent grain aspect ratios in the cross sectional measurements are therefore about
6.9 in the RD-section, 4.0 in the TD-section and 1.7 in the ND-section. The microstructure features
a strong bcc-rolling texture including a distinct α-fiber (〈1 1 0〉 ‖ RD) with a dominant rotated cube
orientation ({0 0 1}〈1 1 0〉 (the {0 0 1} crystal planes are parallel to the sheet plane (ND) and the 〈1 1 0〉
crystallographic directions are parallel to the rolling direction (RD).) having maximum intensity of
about 20 times random and a typical γ-fiber (〈1 1 1〉 ‖ ND). The ϕ2 = 45°-section of the orientation
distribution function (ODF) of the texture data from the TD-section is shown in Figure 3.
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(a) (b) (c)
Figure 2. Microstructure maps in three mutually perpendicular directions of the material after linear
flow splitting. Crystallographic orientation is given in terms of the inverse pole figure parallel
to the measurement direction. Note the lower magnification of the normal direction (ND)-section
in comparison to the rolling direction (RD)- and transverse direction (TD)-section. (a) ND-section.
(b) RD-section. (c) TD-section.
18.70.0
ϕ1 (0.0° to 90.0°)
Φ (0.0° to 90.0°)
ϕ2 = 45.0°
Figure 3. ϕ2-section of the orientation distribution function (ODF) calculated from the TD-section
using a harmonic series expansion approach. ϕ1, Φ and ϕ2 are the BUNGE–EULER angles.
Tensile tests were performed on the flange material in order to obtain experimental data
on the plastic behaviour. For this purpose, dogbone-shaped tensile samples along TD, RD and under
45° between these directions were prepared (see Figure 1). The samples were ground from the flange
top surface by 90 µm and afterwards from the lower surface to a final thickness of 130 µm in order to
perform the tests at approximately the same positions as the microstructure investigations.
Without using numerical simulations, the orientation dependent YOUNG’s modulus was directly













Here, N is the number of measurement points, C the stiffness tensor in crystal coordinates
(cube orientation) and T are rotation matrices obtained from the EBSD measurements. The YOUNG’s
modulus in any given direction is then calculated from this tensor for each direction. As shown
by Niehuesbernd et al. [19], values provided by this approach fall well into the range determined from
ultrasonic measurements, which is therefore preferred over more involved approaches [22,24].
Given the success of this averaging approach when calculating the elastic response, it was also
used to calculate the average Taylor [25] factor M for prediction of the average plastic behaviour.
To this end, the individual TAYLOR factor Mi for uniaxial tension in the considered loading direction
was calculated assuming slip on 〈1 1 1〉{1 1 0} and 〈1 1 1〉{1 1 2} slip systems with equal critical shear
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stresses on all slip systems for all orientations. Then, the geometric mean of these N TAYLOR factors is











The proof stress at 0.05% plastic deformation, σy, from the tensile test along TD was selected to
determine the apparent critical resolved shear stress τCRSS. With the TAYLOR factor from the combined
texture data of all three EBSD measurements a value of τCRSS = 268 MPa was determined via
τCRSS = σy/M. This calculation is, however, only a rather rough approximation since it is based
on the assumption of a homogeneous deformation of all points, irrespective of their crystallographic
orientation. Moreover, this approximation does not take into account that different types of slip
systems can have different critical resolved shear stresses. Nevertheless, this approach enables to
analytically estimate the yield strength distribution for comparison with values obtained by numerical
simulations and tensile tests.
3. Simulation Setup
The simulation setup, consisting of a microstructure representation, a constitutive law
and a numerical solver for solving mechanical equilibrium under given boundary conditions,
is outlined in the following.
3.1. Microstructure Representation
To investigate the influence of grain morphology and crystallographic texture on the global
and local stress–strain behaviour, different microstructure representations are created based
on the EBSD measurements presented in Section 2. While the first series of representations (I) is
based on the individual data per measurement, all three measurements are combined for the second
series (II) to increase the statistical reliability.
The five microstructure representations of series I based on the the three individual measurements
are the following:
I a Direct takeover 2D: These 2D full-field models are based on a direct takeover of the measured
crystallographic orientation on each of the 1601× 1600 = 2,561,600 points (see Figure 2).
I b Random orientation assignment 2D: By randomly shuffling the measured crystallographic
orientations among the points, a second set of 1601× 1600 resolved 2D microstructures has
been created.
I c Random orientation assignment 3D: The random distribution of almost all (Less than 2%
of the discrete crystallographic orientations had to be discarded when distributing them
on an equi-gridded cube (1363 < 1601× 1600 < 1373).) measured orientations on a 3D grid with
136× 136× 136 = 2,515,456 points gives a third set of microstructure variants.
The latter two microstructure variants lack any information on grain morphology but contain
the full information of the crystallographic texture. This can be clearly seen in Figure 4a, where the 3D
model (I c) based on the ND-section data is shown. When applied to a component scale simulation, this
approach results in microstructure representations similar to the ones used in the “Texture-Component
Crystal Plasticity FEM” (TCCP-FEM) introduced by Roters and Zhao [26] and Böhlke et al. [27].
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(a) (b) (c)
Figure 4. Microstructural models created from the measured crystallographic orientation. ND is
aligned with the vertical direction, morphologically there is no difference between RD and TD for all
three models. (a) Microstructure I c: Point-wise random orientation distribution, exemplarily shown
for the ND-section. The legend is shown in Figure 2a. (b) Microstructure I e: 1000 globular grains
with homogeneous crystallographic orientation, exemplarily shown for the RD-section. The legend is
shown in Figure 2b. (c) Microstructure II c: 1000 elongated grains with homogeneous crystallographic
orientation. The legend is shown in Figure 2c.
The orientation information, that is, texture, for the fourth and fifth set of microstructure
representation is created in the following way: First, a discrete ODF with a bin size of 5.0° is created
from the BUNGE–EULER angle representation of the crystallographic orientations without taking
the sample symmetry into account. Second, using the HYBRIDIA method developed by Eisenlohr and
Roters [28], the 1000 orientations that best represent the whole ODF are selected (see Reference [29]
for a different approach to reduce the orientation data.). A comparison of texture index and entropy
using MTEX 4.5.0 by Bachmann et al. [30] between the full texture and the selected orientation reveals
a good approximation, especially there is no significant sharpening or weakening of the texture when
using the approximation by 1000 orientations. This reduced texture is used for the following two
representations in the first series:
I d 2D VORONOI tessellation: A regular grid of 2024 × 2024 = 4,096,576 pixel is divided into
1000 grains with a periodic VORONOI tessellation. Each grain gets a homogeneous initial
orientation assigned.
I e 3D VORONOI tessellation: Similarly, a 160× 160× 160 = 4,096,000 voxel grid is divided into
1000 equiaxed grains with a periodic VORONOI tessellation. The resulting microstructure
for the RD-section is shown in Figure 4b.
Three more microstructure representations are generated from the combined texture information
of all three measurements to increase the statistical reliability. The same approach to reduce the texture
data to 1000 orientations as for microstructures I d and I e is employed:
II a 3D microstructure without grain information: This TCCP-FEM model is conceptually
a combination of variant I c (Random orientation assignment 3D) and I e (3D VORONOI
tessellation): 1000 orientations are assigned to the points of a 10× 10× 10 grid.
II b 3D microstructure with globular grains: The same geometric representation as for variant I e
(3D VORONOI tessellation) is used but the 1000 orientations represent the texture of all three
measurements. To investigate the influence of the grain shape separately from the influence
of the strong crystallographic texture present in the probed material, a variant of this
microstructure is created in which 1000 randomly sampled orientations are assigned to the grains.
II c 3D microstructure with elongated grains: To generate elongated grains, a standard VORONOI
tesselation of 1000 seed points is performed on a 160× 160× (160 · 8) grid from which only every
eights plane along the last direction is used. The resulting grain structure with a grain aspect
ratio of 8:8:1 (RD:TD:ND) and initial homogeneous orientation per grain is shown in Figure 4c.
To investigate the influence of the grain shape separately from the influence of the strong
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crystallographic texture present in the probed material, a variant of this microstructure is created
in which 1000 randomly sampled orientations are assigned to the grains.
Preliminary control simulations have shown that the artificially created microstructures (I b to I e
and II a to II c) are representative, that is, the statistical and macroscopic results considered here do
not differ significantly. This finding is in agreement with a similar study on Dual Phase (DP) steels
by Diehl [31] where measured microstructures where systematically coarsened.
3.2. Constitutive Model for Crystal Plasticity
A viscoplastic phenomenological formulation for crystal plasticity, introduced in similar form
by Hutchinson [32] and Peirce et al. [33], is used in combination with an elastic stiffness tensor
with cubic symmetry to describe the behaviour of the bcc material. This crystal plasticity model
is based on the assumption that plastic slip γ occurs on a slip system α when the resolved shear
stress τα exceeds a critical value ξα. The critical shear stress on each of the 24 slip systems is
assumed to evolve from an initial value, ξ0 to a saturation value ξ∞ due to slip on the 12 〈1 1 1〉{1 1 0}
and 12 〈1 1 1〉{1 1 2} systems according to the relation ξ˙α = h0 |γ˙β| |1− ξβ/ξβ∞|a sgn(1− ξβ/ξβ∞) hαβ
with initial hardening h0, interaction coefficients hαβ, a numerical parameter a and β = 1, . . . , 24.
The shear rate on system α is then computed as γ˙α = γ˙0|τα/ξα|n sgn(τα/ξα) with the inverse
shear rate sensitivity n and reference shear rate γ˙0. The sum of the shear rates on all systems
determines the plastic velocity gradient Lp in the employed finite strain formulation. Values for
the single crystal stiffness tensor of iron at room temperature are known with good precision from
experiments [34,35]. Here the values from the latter reference, given in Table 1a, are used. Parameters
for the plastic behaviour (Table 1b) are based on parameters used by Tasan et al. [36], however, ξ0 and
ξ∞ have been re-scaled by a constant factor such that model II c (3D microstructure with elongated
grains) loaded in TD-direction reproduces the experimentally obtained proof stress. The constitutive
formulation is implemented in the Düsseldorf Advanced Material Simulation Kit (DAMASK, presented
in detail by Roters et al. [37,38]) where it can be used with different solvers for mechanical equilibrium,
i.e., the commercial finite element solvers MSC.Marc and Abaqus and an efficient FFT-based spectral
solver. The latter one is used in this study, details are given in the following.
Table 1. Constitutive parameters for the phenomenological crystal plasticity description.









τ0,{1 1 0} 354 MPa
τ∞,{1 1 0} 837 MPa
τ0,{1 1 2} 361 MPa
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3.3. Numerical Solver and Boundary Conditions
An FFT-based spectral solver is employed to solve for static mechanical equilibrium. It is based
on the finite strain extension by Lahellec et al. [39] of the well-established formulation by Moulinec
and Suquet [40], Lebensohn [41]; details regarding formulation, implementation and numerical
performance are presented in References [42,43]. This solver operates on a regular grid, which
allows the direct point-wise takeover of the EBSD data. Since an infinite medium is assumed, the data
is periodically repeated in all three directions, which introduces artifacts at the boundary if the
investigated microstructure is not periodic. For an infinite body, the applied boundary conditions
are volume averages which in the employed large-strain formulation are given in mutually exclusive
components of deformation gradient F and first PIOLA–KIRCHHOFF stress P. Uniaxial loading along
16 different directions at a rate of 0.0002 s−1 was applied in 25 increments of 1 s duration, i.e., until
a final technical strain of 0.5% was reached. In case of loading the ND-section (Figure 2a), loading
varied from θ = 0.0° (along RD, horizontal) to θ = 168.75° in 11.25° steps, i.e., θ = 90.0° corresponds
to loading along TD (vertical direction) and a rotation by θ = 180.0° is equivalent to no rotation
(θ = 0.0°). The corresponding deformation gradient, first PIOLA–KIRCHHOFF stress tensor and rotation
matrix read as
F =








+ cos(θ) − sin(θ) 0.0+ sin(θ) + cos(θ) 0.0
0.0 0.0 1.0
 . (3c)
Here, the symbol “*” indicates an undefined component since values in F and P are mutually
exclusive. The strain x in the (11) component of F is set to 0.005 (0.5%) and θ measures the angle
between RD and TD along ND.
4. Results
The simulation results are presented in the following. First, to quantify the average elastic and
plastic behaviour, the orientation dependent YOUNG’s modulus (E) and yield stress (σy) are given
and compared to the corresponding results from the analytic calculations (Section 4.1). Then the local
stress–strain distribution of selected simulations is presented in Section 4.2 to investigate in detail
the differences at the micro-scale caused by the very different model assumptions.
4.1. Average Behaviour
YOUNG’s modulus E resulting from the simulations is calculated as E = σ/εwhere σ is the average
second PIOLA–KIRCHHOFF stress and ε the average GREEN–LAGRANGE strain along the loading
direction at the first, purely elastic loading step.
Table 2 gives an overview of the obtained values for loading along ND, RD and TD. Table 2a
shows that the simulation results obtained from the individual sections differ by at most +4 GPa and
−3 GPa from the analytic results and Table 2b reveals even slightly smaller differences when using
the combined texture (+3 GPa and −2 GPa). For both, analytic calculation and simulated results,
the YOUNG’s modulus along ND calculated from the RD-section is approximately 10 GPa higher than
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the value obtained from the TD-section. The differences between these sections are, hence, significantly
higher than among all full-field simulation approaches.
Table 2. YOUNG’s modulus E along ND, RD and TD. Niehuesbernd et al. [19] determined
END = (204± 10)GPa, ERD = (212± 10)GPa and ETD = (232± 10)GPa by ultrasonic measurements.
(a) Results from the geometric mean calculation using the texture of the individual measurements.
The highest and lowest values from simulations I a (direct takeover 2D), I b (random orientation
assignment 2D), I c (random orientation assignment 3D), I d (2D VORONOI tessellation) and I e (3D
VORONOI tessellation) are given as superscript and subscript, respectively. (b) Results from the
geometric mean calculation and from simulations using the combined texture information. II a:
3D microstructure without grain information, II b: 3D microstructure with globular grains, II c: 3D
microstructure with elongated grains.
(a)
ND-Section RD-Section TD-Section
END/GPa - 205206202 194
195
191








All Orientations 1000 Orientations II a II b II c
END/GPa 198 198 199 198 196
ERD/GPa 215 215 216 216 215
ETD/GPa 233 234 235 234 236
Figure 5 displays the course of YOUNG’s modulus over the three mutually perpendicular sections
corresponding to the measurements. As the symmetry of grain shape and crystallographic texture
allows to average the values of loading directions with an angular difference of 90° around the sample
normal, only values for half of the considered loading direction range (0° to 180°) are shown. A cubic
spline interpolation was performed to obtain values between the rotation angles for which a simulation
was conducted. The analytic calculation has been performed at steps of 1°, making an interpolation
unnecessary. Figure 5a compares the results of the analytic calculation to both 2D simulations using
the full set of orientations from the individual measurements (i.e., microstructure sets I a and I b).
Additionally, the range observed among all five simulations (I a to I e) is given as a background color.
Figure 5b shows results from the analytic and numerical calculations from the combination of the full
texture information and the cases of a random texture (models II b and II c only).
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Figure 5. YOUNG’s modulus in dependence of loading direction. Left: ND-section, Center: RD-section,
Right: TD-section. (a) Results from simulations and the geometric mean calculation using the data
of the individual measurements. The range between highest and lowest simulation result from all
five microstructure variants (model I a to I e) is indicated by the background color (b) Results from
the simulations and the geometric mean calculations using the combined texture data.
Among all simulation results obtained from the individual measurements (Figure 5a) the relative
difference computed as (max(ai) − min(ai))/ avg(∑ ai) is smaller than 2.0%, 3.0% and 4.0% for
the RD-section, ND-section and the TD-section, respectively. Results obtained by the analytic
calculation are very close to the simulation not taking the grain shape into account (microstructure
variant I b). The largest deviations between the two simulation approaches in Figure 5a can be seen for
loading along ND (RD-section at 90°, TD-section at 0°), where the values obtained from the simulation
including grain shape are lower by 4 GPa and at 45° between ND and RD where the simulation
including grain shape is higher by 4 GPa. Overall, the influence of the grain morphology is rather
small, a finding in agreement with a study by Jöchen et al. [23].
There are virtually no differences observable between the results from the analytic calculations
using the complete orientation information obtained from all three measurements and its sample
consisting of 1000 representative orientations, see Figure 5b. The same holds for the 3D models, where
the use of globular (II b) and elongated (II c) grain shapes gives virtually the same results. Moreover,
the differences between the simulations and the analytic calculations are smaller than 3 GPa (less than
1.5%) for the whole orientation range (Figure 5b).
The results from the tensile tests of the three samples from the flange material (Figure 1) are
given in Figure 6; Figure 6a shows the engineering stress–strain curves and Figure 6b the extracted
flow curves together with the 0.05% proof stress used to approximate the yield point. A clear
influence of the loading direction can be seen: the sample oriented under 45° between RD and
TD shows a significantly higher uniform elongation as well as a slightly higher strain hardening rate
in comparison to the samples oriented in RD and TD, respectively. To determine the yield stress from
the stress–strain curve, first the elastic portion of the strain is subtracted and the flow curves are plotted
(Figure 6b). Then, the stress at 0.05% plastic strain was defined as the proof stress/yield point σy.
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The values determined in this manner amount to about 895 MPa in RD, 890 MPa in TD and 845 MPa
under 45° rotation between RD and TD.



























Figure 6. Experimental results of the tensile tests from the samples cut from the flange material.
(a) Engineering stress–strain curves. (b) Flow curves the with 0.05% proof stress indicated.
ϕ: Plastic deformation.
A similar but automated procedure was employed to define the yield stress of each of the
384 crystal plasticity simulations. For the automatic determination, first a continuous representation
has been created with a spline interpolation from the 25 stress–strain values per simulation. From this
smooth stress–strain curve, the elastic part has been subtracted to evaluate the stress at 0.05% plastic
strain. A comparison with results obtained by the method proposed by Christensen [44] and the direct
calculation of a plastic strain offset from the constitutive model (i.e., the plastic strain calculated
from Lp) revealed only quantitative but no qualitative differences. It should be noted that adjusting
the phenomenological constitutive parameters allows to reproduce the yield point or proof stress for
any other method or threshold value as well.
Table 3 gives an overview of the obtained yield point values for loading along ND, RD and TD.
In this table, the microstructure representations used to adjust the parameters are also indicated; those
are the full orientation set for the TAYLOR factor calculation and variant II c for the full-field simulations.
An influence of both, orientation data and modeling approach, is observed:
• The yield stress calculated for the individual sections with the analytic approach depends slightly
on the data set, it differs by 30 MPa (i.e., 3.4%) for the yield stress in TD direction σy,TD, see Table 3a.
• The various microstructure models used for the individual data (I a to I e) predict differences of
up to 38 MPa (σy,TD calculated from ND-section data), see Table 3a.
• The yield stress in RD, σy,RD, predicted by all simulations is lower than the value obtained from
the analytic expression.
• Sampling 1000 orientations from the combined texture results in an increase of the predicted
yield stress by 4 MPa to 12 MPa when employing the analytic approach, see Table 3b.
• Employing the simpler models (II a: 3D microstructure without grain information and II b: 3D
microstructure with globular grains) lowers σy,TD and σy,ND and increases σy,RD in comparison to
model II c (3D microstructure with elongated grains) which has the most realistic grain geometry,
see Table 3b.
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Table 3. Yield stress σy along ND, RD and TD. The experimental values are σy,RD = 895 MPa and
σy,TD = 890 MPa. (a) Results from the geometric mean calculation using the texture of the individual
measurements. The highest and lowest values from simulations I a (direct takeover 2D), I b (random
orientation assignment 2D), I c (random orientation assignment 3D), I d (2D VORONOI tessellation)
and I e (3D VORONOI tessellation) are given as superscript and subscript, respectively. (b) Results
from the geometric mean calculation and simulations using the combined texture information. II a:
3D microstructure without grain information, II b: 3D microstructure with globular grains, II c: 3D
microstructure with elongated grains. The results used to determine the scaling factor for the analytic
expression and the crystal plasticity parameters from the experimental reference value are underlined.
(a)
ND-Section RD-Section TD-Section
σy,ND/MPa - 786902876 769
862
832








All Orientations 1000 Orientations II a II b II c
σy,ND/MPa 778 782 857 853 877
σy,RD/MPa 874 883 842 837 825
σy,TD/MPa 890 902 888 885 890
The course of σy is presented in Figure 7 in a similar fashion as for the YOUNG’s modulus
in Figure 5. For σy, however, only results obtained from the combined texture data are presented as
the inaccuracies resulting from the use of the individual measurements are already known. It can be
seen that the two considered simulation approaches (II b and II c) form a narrow band (less than 15 MPa
deviation) of yield point values and cross at four rotation angles. Although both analytic results are
also close to each other, a clear difference to the simulation results can be seen. More precisely,
the simulations predict a rather constant yield point from TD to ND (RD-section) and a peak between
ND and RD whereas the TAYLOR factor calculation results in a decrease from TD to ND followed by
a leveling-off increase between ND and RD. Qualitatively, the minimum at 45° between RD and TD
is similarly predicted by the simulations and the analytic expression but the latter forecasts a higher
value at RD. Comparison to the experimental results reveals a closer agreement for the crystal plasticity
simulation at 45° between RD and TD and for the analytic expression at RD. When comparing the
results of the simulations using a random texture, it can be seen that the grain morphology has
only an effect when loading along ND, that is, perpendicular to the flat side of the elongated grains.
More precisely, σy of the microstructure with elongated grains is higher by approximately 40 MPa
in comparison to the microstructure having globular grains.
To investigate how the grain morphology influences the materials response at higher strain levels,
the LANKFORD coefficient R, that is, the ratio between in-plane strain (perpendicular to the loading
direction) and the out of plane strain (normal to the normal direction) is computed at a total strain of
10% in loading direction. Only 3D models using the combined and downsampled texture information
are compared. The results are shown in Figure 8. It can be seen that the incorporation of the grain shape
results in a reduced R value, while there is no significant difference whether spatially resolved globular
grains or individual orientations per material point are used. It should be noted that the values of R
depend critically on the used method, that is, which strain level is selected and whether the strain
increments or the total strain is used for the determination.
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Figure 7. Yield point in dependence of loading direction. Left: ND-section, Center: RD-section, Right:
TD-section. Results from the combined simulations obtained from the individual measurements and
from the geometric mean calculations.
Figure 8. LANKFORD coefficient in dependence of the loading direction in the ND section. Results for
the 3D models using the combined texture information (II a–c) are shown.
4.2. Micro-Mechanical Behaviour
The micro-mechanical behaviour presented in the following is based on the simulation results
at step 20, that is, a strain of approximately 0.04%. This strain level corresponds to a stress just below
the proof stress.
The spatial distribution of stress and strain in loading direction is shown exemplarily for
the TD-section Figure 9, that is, a model of type I a. In this figure, the local stress and strain
in loading direction is shown at 0.0°, 45.0°, 90.0° to ND. The grain structure is clearly visible, where
the elongated grains are most obvious in the strain map when loaded perpendicular to the long grain
axis and in the stress map when loaded along the long axis. A similar pattern can be observed for
the RD-section (not shown in this study). The clear patterning ranging over the whole microstructure
is less pronounced for equiaxed grains, that is, the ND section and VORONOI tessellated structures
with globular grain morphology in two and three dimensions (I d, I e and II b). The pattern is totally
missing for the random spatial distribution of crystallographic orientations (I b, I c and II a).
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Figure 9. Stress (top row) and strain (bottom row) in loading direction for the TD-section (direct
takeover, microstructure representation I a). The left image shows loading along ND (vertical direction),
the right image loading along RD (horizontal direction) and the central loading aligned at Θ = 45°
in-between ND and RD. A logarithmic mapping from value to color is employed for stress and strain.
For a more quantitative inspection that also enables to systematically investigate the 3D
microstructures, “heat maps” of the stress–strain response of each voxel of the employed
microstructures are plotted. In Figure 10, such maps are shown for the 2D microstructure models
generated from all measured crystallographic orientations in the RD-section sample (model type
I a and I b). Figure 10a,c show the stress–strain response for loading along TD, that is, along the
elongated grains, for the model including grain morphology and the model with random distribution,
respectively. The corresponding plots for loading along ND, that is, perpendicular to the long axis
of the grains are given in Figure 10b,d. Independently of the microstructure model, a characteristic
unimodal distribution results from the loading along TD while a bimodal distribution results from
the loading along the ND. This bimodal distribution is approximately parallel to the strain axis and,
hence, results in unimodal stress distributions (shown on the right side of the heat maps). In contrast,
the shape of the strain distributions (shown on the top of the heat maps) depends on the microstructure
model. Taking the grain shape into account (I a, Figure 10a) results in a bimodal distribution while the
minimum deteriorates to a plateau for the random orientation assignment (I b, Figure 10d).
Figure 11 shows the heat maps for loading along ND from model variants I c (Random
orientation assignment 3D), I d (2D VORONOI tessellation), I e (3D VORONOI tessellation) created
from the RD-section and II c (i.e., using the combined texture information). Comparing Figure 11a with
Figure 10d shows that for texture component modeling a difference in the stress–strain partitioning
between the 2D and the 3D model (model I b and I c) is hard to ascertain. In contrast, using a 2D or
a 3D model makes a difference for spatially resolved grains: The 2D variant of the model with 1000
grains (I d, Figure 11b) shows significantly stronger clustering than the 3D counterpart (I e, Figure 11c).
The use of a realistic grain shape (II c, Figure 11d) narrows the strain distribution in comparison to the
use of globular grains (I d, Figure 11c). The strain distribution is even more narrow when the measured
microstructure is directly imported (I a, Figure 10b).
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Figure 10. Distribution of the stress–strain correlation (“heat map”) in models created from all
crystallographic orientations measured in the RD-section for loading along TD and ND using a kernel
density estimation. Note: Modeling the response by an isostrain assumption would result in a vertical
line, the isostress assumption would result in an horizontal line. (a) Direct takeover 2D (I a), loading
along TD. (b) Direct takeover 2D (I a), loading along ND. (c) Random orientation assignment 2D (I b),
loading along TD. (d) Random orientation assignment 2D (I b), loading along ND.
































Figure 11. Distribution of the stress–strain correlation (“heat map”) in models created from
the measurement in the RD-section and in a model created from the combination of all three
measurements for loading along ND using a kernel density estimation. Note: Modeling the response
by an isostrain assumption would result in a vertical line, the isostress assumption would result
in an horizontal line. (a) Random orientation assignment 3D (I c), created from the RD-section. (b) 2D
VORONOI tessellation (I d), created from the RD-section. (c) 3D VORONOI tessellation (I e), created from
the RD-section. (d) 3D model with elongated grains (II c).
5. Discussion
Based on the results presented in the previous section, the different approaches for predicting
the global and local material response from experimental orientation data are discussed here.
This discussion is based mainly on the local behaviour as it allows to quantify the factors influencing
the internal stress and strain distribution which in turn determines the global response.
As revealed by the micro-mechanical investigations, the stress–strain distribution resulting from
the full-field simulations has a characteristic shape for the different loading directions—a bimodal
distribution results from loading along ND while unimodal distributions arise from loading along
TD and RD. This behaviour is vastly independent of the selected microstructure representation,
i.e., all presented numerical approaches result qualitatively in a similar distribution. It can, hence, be
concluded that the materials response caused by crystallographic alignment with respect to the loading
direction has a much stronger influence on the stress–strain response than the grain morphology.
For the small strains (0.5%) and the rather isotropic plastic behaviour assumed in this study, the elastic
constants are dominating the constitutive response. The local stress–strain behaviour can therefore be
explained by the spread of the YOUNG’s modulus in the respective direction. For loading in ND, most
grains have either their 〈0 0 1〉 or 〈1 1 1〉 direction aligned with the loading direction. Since these crystals
directions have vastly different directional YOUNG’s moduli of 130 GPa and 275 GPa, respectively;
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the overall YOUNG’s modulus distribution is characterized by two peaks. In contrast, for loading in
RD, most grains have either their 〈1 1 0〉 or 〈1 1 2〉direction aligned with the loading direction. These
crystallographic directions possess virtually the same directional YOUNG’s modulus of around 210 GPa.
Thus, in RD the overall YOUNG’s modulus distribution shows only one narrow peak. The same holds
true for loading along TD, however, the spread is slightly broader in this direction due to the presence
of {1 1 2}〈1 1 0〉 orientations with a directional YOUNG’s modulus of 275 GPa. As these characteristics
of the elastic properties are fully taken into account when using the analytic expression to compute E.
Therefore, this approach (Equation (1)) gives very accurate predictions and no improvement can be
achieved by utilizing full-field methods that additionally consider the grain shape.
The deviations between the predictions from the different EBSD measurements have shown
that the key factor for accurate predictions is the precise determination of the crystallographic
texture. This usually requires probing a large volume of the material and computationally expensive
simulations. However, the number of orientations required for the actual calculation can be
drastically reduced by the use of an appropriate sampling strategy. Here it was shown that sampling
1000 orientations to approximate the 12,000,000 measurement points suffices to predict the YOUNG’s
modulus with an accuracy that exceeds the precision of ultrasonic measurements [19].
When predicting the plastic behaviour in terms of the yield stress, the choice of the microstructure
model has a higher influence than in the elastic case. This can be attributed to the non-linear and
rate-dependent plastic behaviour which is strongly influenced by the level and direction of plastic
shear in the neighboring material points. These interactions are completely ignored when using
the analytic expression based on the TAYLOR factor (Equation (2)). Hence, the observed deviations
between this simple approach and the numerical predictions are to be expected. The largest deviation
is seen for loading along ND, where the upper bound prediction of the analytic expression significantly
exceeds the simulation results. The reason for this observation is the very inhomogeneous strain
state which renders the underlying isostrain assumption of the analytic expression not suitable
in this case. This holds especially for the prediction of the LANKFORD coefficient which is obtained
at a significantly higher strain value. In contrast, the combination of a crystallographic texture with
a unimodal distribution of elastic stiffness and a grain structure resembling an array of stacked disks,
lead to an almost ideal isostress situation. Therefore, approaches that are not based on the isostrain
assumption [45–47] or self-consistent approaches as introduced by Molinari et al. [48] and Lebensohn
and Tomé [49] are expected to improve the prediction without relying on computationally costly
full-field simulations. In that context, it should be mentioned that the increase of the yield strength
for elongated grains in comparison to globular grains observed for the random texture (Figure 7) can
not be explained by reasoning in terms of isostrain or isostress models. While the isostress model
gives the lower bound for the elastic modulus, here a higher yield stress is observed for the more
isostress-like situation of elongated grains. Analysis of the stress–strain data has shown that this is
a result of the initially higher hardening rate of the microstructure with elongated grains which results
in a higher proof stress for the (relatively large) offset of 0.05% strain.
Even though the full-field simulations are largely consistent among each other, the predicted
yield stress for loading along RD is lower by 50 MPa in comparison to the experimental results.
One possible reason for this discrepancy is the underlying assumption of a homogeneous initial
material hardening state when setting up the simulation. To investigate how far this assumption
is violated, the geometrically necessary dislocations (GNDs) in the ND-section microstructure were
estimated using the approach of Field et al. [50]. Based on the median of the TAYLOR factor for
the TD (reference direction for parameter adjustment) and the RD loading directions, the average
GND density for low and high TAYLOR factors was computed. For loading along TD, no difference
in the GND density between grains with low and high M values could be found. More precisely,
the difference was less than 1%. In contrast, for loading along RD, the orientations with a lower M
value showed an increase of the GND density by approximately 8% (As the GND density calculation
from EBSD measurements is associated with multiple sources for errors, it is discussed here only
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in relative terms.). This indicates that the nominally “soft” grains for loading along RD are hardened
more than their “hard” counterparts and, hence, the yield stress is underestimated in the simulations
due to the assumption of a homogeneous initial material behaviour.
6. Conclusions
In the present study, the viability of simple analytical texture-based models is discussed and
evaluated by comparing them with different numerical microstructure models and experimental data.
As the model material used is a HSLA steel processed by linear flow splitting, special attention is
paid to the characteristics of this material—namely the grain morphology and the cold rolling-type
crystallographic texture—and their effect on the global and local stress–strain behaviour. The obtained
results lead to the following conclusions:
• The grain morphology only has a minor impact on anisotropic elastic and plastic properties,
with differences of less than 3% between microstructure based and solely texture based
numerical models.
• Statistically sufficient orientation measurements are more important than grain morphology.
Even measuring 2000 grains does not ensure obtaining a representative orientation data.
• The HYBRIDIA method enables a significant reduction of the orientation data that is required
to accurately represent the texture.
• The simple analytic approach based on the geometric mean is suitable for estimating anisotropic
elastic properties, since it yields very similar results as more complex numerical simulations.
• The underlying isostrain assumption of the TAYLOR model renders it an unsuitable choice
for materials consisting of non-equiaxed grains with very strong anistropic behaviour.
These results indicate that full-field simulations are not required for predicting the YOUNG’s
modulus in dependence of the orientation. Even the simple averaging scheme used in this study predict
values in agreement with experiments and full field simulations. Hence, more advanced averaging
schemes Hill [22], Kiewel and Fritsche [24], Kiewel et al. [51] are unlikely to give better predictions. This
finding holds also to a large extend for the plastic behaviour. Moreover, as full-field crystal plasticity
simulations are often based on microstructures consisting of only a few hundred grains in an attempt
to minimize the computational efforts, there is a danger of using “non-representative volume
elements”. Established mean-field homogenization approaches [52] such as the Grain Interaction
Model (GIA) [53], the (A)LAMEL model [54], the Relaxed Grain Cluster (RGC) model [55,56] or
self-consistent approaches [48,49] are, therefore, better suited as their computational performance
does not require significant compromises on the number of crystallographic orientations. In many
cases they also correctly predict the texture evolution after large deformation in good agreement
with experimental results [49,54], a task that is especially challenging for full-field approaches due
to the severe mesh deterioration. It should be noted, however, that the underlying assumptions
of mean-field homogenization models make them less suited for materials with a high contrast
in stiffness or strength, such as dual phase (DP) steels [57] or α + β-titanium alloys [58].
7. Outlook
The presented findings allow also to draw conclusions for the further use of crystal plasticity
simulations aiming at investigating the material response at the microstructure scale. As obvious
from the investigated stress–strain correlations, the use of 2D microstructures results in more
pronounced localization than in corresponding 3D microstructures and—as shown by [59,60]—makes
any investigation of the local environment impossible. Given the fact that 3D characterizations,
i.e., serial sectioning EBSD [61] or synchrotron measurements [62] are rather costly, the creation of
artificial microstructures is a good compromise that takes both aspects, crystallographic orientation
and grain morphology, into account. Decisive for such approaches is the approximation of the ODF
with a rather small number of distinct orientations. The HYBRIDIA scheme by Eisenlohr and Roters [28]
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has shown a good performance for this task. The microtexture, however, was not taken into account
in the present study. As preferential orientation relations between neighboring grains are present
in most textured materials, considering the misorientation distribution function (MODF) introduced
by Pospiech et al. [63] following the approach of Miodownik et al. [64] can further increase the similarity
between real and synthetic microstructures. The same holds for the incorporation of in-grain orientation
scatter. In the present study, the most realistic microstructure model considered only the average grain
elongation. Even though this results already in a significantly improved local stress–strain response,
taking the full grain size distributions into account would result in a significantly more realistic grain
morphology. DREAM.3D, a software developed by Groeber et al. [65,66], Groeber and Jackson [67]
provides tools for this purpose; the generated microstructures can be directly imported into DAMASK
as shown by Diehl et al. [68]. Last but not least, the preexisting inhomogeneity of the hardening
state among the different orientations/grains should be considered when setting up the simulation.
While this is conceptually also possible with the employed phenomenological description, the use
of a dislocation density-based model would allow to use directly the GND density from the EBSD
measurements as an input parameter without additional fitting. The employed DAMASK package [38]
offers a variety of such physics-based models for bcc materials [69], fcc steels [70] and Tungsten [71].
More advanced modeling approaches that allow to investigate in detail the influence of dislocation
movement and interaction with grain boundaries [72] or the role of damage [73–75] are additionally
available. However, the challenge remains to increase the computational performance of these models
drastically before they can be employed to polycrystals that contain a sufficient number of grains to be
statistically representative.
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