A novel class of multigrid algorithms for the variable-coupling isotropic Gaussian models is presented. In addition to the elimination of the critical slowing down (which otherwise might become much worse than usual in the case of strongly varying coupling values), the "volume factor" is also eliminated. That is, the need to produce many independent fine-grid configurations for averaging out their statistical deviations is removed, by applying multigrid cycles that sample mostly on coarse grids. Thermodynamic limits can be calculated to relative accuracy t. r in just 0(e r -2 ) computer operations, where ?., is the error relative to the standard deviation of the observable. In this paper, such an optimal algorithm is obtained for the calculation of the susceptibility in the d-dimensional variable-coupling isotropic Gaussian model (with numerical experiments for d = 1, 2). Some basic general rules for the operation of multigrid algorithms, applicable to much wider classes of models, are derived.
INTRODUCTION
One of the aims in statistical physics is to calculate various average properties of configurations governed by the Boltzmann distribution. This is usually done by measuring these averages over a sequence of Monte Carlo iterations. Unfortunately, such processes tend to suffer from several independent inefficiency factors that multiply each other and thus produce very expensive computations.
The best known of these inefficiency factors is the critical slowing down (CSD). This is the phenomenon, typical to critical systems, that with the increase in lattice size there also comes an increase in the number of full Monte Carlo passes over the lattice needed to produce a new configuration which is statistically "useful," i.e., substantially independent of, or only weakly correlated to, a former configuration. More precisely, the process requires O(NZ) Monte Carlo sweeps, hence O(Nd+z) computer operations, to create a new independent configuration, where N is the linear lattice size, d is the dimension and z>0 is the CSD exponent (typically z«2). Considerable efforts have been devoted to reduce the critical slowing down. For simple cases with real variables, classical multigrid methods (12, 17, 21) can eliminate the CSD (i.e., obtain z = 0). For more complicated models, (e.g., (^4, nonlinear <r-models or discrete models) more recent publications report on simulation techniques that partially (14, 15, 17, 23, 24, 26) or completely (5, 18-20, 22, 27) eliminate the CSD. This means that the computer work to produce an independent configuration is proportional to the number of gridpoints, i.e., O(Nd) operations.
This paper treats the Gaussian models with non-constant couplings, therefore of special interest are cases where the couplings change strongly from one subdomain to another. In such cases, the usual critical slowing down of the point-by-point Monte Carlo process is compounded by a very severe sampling slowness, i.e., the number of sweeps for producing an independent configuration may grow as O(a+N2) where a^ is the maximal ratio between the values of the coupling.
In addition to the CSD factor Nz there is another, no less important factor of slowness: namely, the above Nd factor, called the volume factor. Indeed, to calculate a thermodynamic quantity to a certain relative accuracy £,., one needs to produce O(er-2) essentially independent configurations to average out the deviation exhibited by each of them, where the relative accuracy er is the error relative to <r, the standard deviation of the observable in question. Also, the size Nd of the grid must increase as some positive power of e-1. Thus, even if the CSD has been completely eliminated, the overall work increases as O(e-2Nd). An important advantage of the multigrid approach is that it can drastically reduce the volume factor Nd as well, by averaging over many samples produced on coarse levels of the multigrid cycle. Actually, even for extreme cases of large a* we will demonstrate below that by suitable cycling and sampling procedures one can completely remove both the volume factor and the compounded CSD mentioned above.
The elimination of both the volume factor and the CSD factor means that a thermodynamic limit can be calculated to an accuracy of ±s in optimal time, i.e., in only O(a2e-2) computer operations. This is just the same order of complexity as needed to calculate, by statistical trials, any simple "pointwise" average, such as the frequency of "heads" in coin tossing. By contrast, both the volume and the CSD factors multiply the statistical factor (<72e-2) in the operation count of conventional algorithms
The elimination of the volume factor has first been demonstrated (7, 10, 16 ) for the Gaussian model with constant coefficients. It has been shown there, for the one-dimensional Gaussian model, that the susceptibility can be calculated to accuracy er in about 4er-2 random number generations, while the average energy per degree of freedom requires 3er-2 such generations for a similar accuracy. In the two-dimensional Gaussian model, the susceptibility can be measured to accuracy sr in about 20e-2 random number generations. Moreover, we have shown for the one dimensional massive Gaussian model(9) that the susceptibility is calculated to relative accuracy sr in less than 8e-2 random generations, essentially independently of the mass size, although the algorithm flow does change with that size.
These previous calculations have not provided convincing demonstration of the power and generality of the approach, because the constantcoefficient Gaussian models in rectangular (or periodic, domains can be treated with similar efficiency also by Fourier-based algorithms or by closed-form Fourier analysis (as indeed used in the aforementioned works(7,9,l0,16)) both for calculating the desired physical quantities and for analyzing the multigrid algorithms). To demonstrate more general applicability of the multigrid approach, the elimination of both the CSD and the volume factor is shown here for variable-coefficient cases for which Fourier methods are inapplicable.
A multigrid simulator for the variable-coupling Gaussian model provides an important basis for general nonlinear models, where non-constant couplings stochastically emerge at coarser levels of the multigrid Monte Carlo processing. Indeed, in a companion paper,(8) the removal of the CSD and the volume factor is shown for some cases of a simple nonlinear model-the anharmonic crystal.
We show that in order to reach optimality in the variable-coupling Gaussian model, the multigrid algorithm for such cases must differ from the algorithms in refs. 7, 9, 10, and 16 mainly in the following two aspects. Firstly, instead of the simple linear interpolation that we have used in refs. 7, 9, 10, and 16, weighted interpolation must be used. Secondly, variable sampling should be applied during the multigrid cycle; in particular, the Monte Carlo process should sample more frequently regions with smaller coupling values. Precise rules for the interpolation weights and for the sampling frequency (implying also general rules for switching between the multigrid levels) are derived below.
The algorithm have been implemented for strongly discontinuous cases (large a*) in one and two dimensions. The results are as good as those previously attained (7, 9, 10, 16) for constant coefficients. For the one dimensional variable-coupling Gaussian model, the susceptibility is calculated to accuracy e r in about less than 8e -2 random number generations. In the two-dimensional variable-coupling Gaussian model, the susceptibility can be measured in about less than 20e r -2 random generations. These results are independent of the coupling ratio a * .
Thus, our multigrid algorithm effectively produces an independent sample in just O(1) computer operations. The computational time of this "optimal multigrid" algorithm is thus smaller by a factor O(N d ) compared to that of a conventional multigrid algorithm, e.g., such as that of refs. 12, 17, and 21, which measures the observable only once per multigrid cycle.
For simplicity, the present work deals only with iso tropic models. Modifications to the anisotropic case are briefly discussed in Appendix B.
VARIABLE-COUPLING ISOTROPIC GAUSSIAN MODEL IN GENERAL DIMENSION

Continuum and Discrete Models
The general variable-coupling J-dimensional isotropic Gaussian Hamiltonian is defined in the continuum by The magnetization is defined here as where \fi\ is the volume of Q, and the probability density of the configurations is the Boltzmann distribution where the temperature T is absorbed in 3^(u) and Z is a normalization factor (the partition function) derived from the condition \ u P(u) du= ) is a vector of integers,
,h being the (real and positive) meshsize. The value of the discrete configuration u h at the point x i will be denoted u h . For simplicity, we will assume that the boundary of Q is a union of pieces each of which is included in a grid hyperplane, so that boundary conditions can be discretized in the most direct and obvious way; e.g., t/f = 0 for x, in the boundary; but extensions to more general cases are quite straightforward. The discrete Hamiltonian and magnetization will be given, respectively, by the second-order discretizations and where <i, j> is any pair of nearest-neighbor sites, including the case that one of them is on the boundary, and £/ runs over all interior sites. (In case of non-homogeneous boundary conditions, to obtain a second order approximation, boundary values multiplied by 1/2 should be added to the sum in (6) .) The coupling coefficient a ij is a proper homogenization of a(x); i.e., it represents harmonic averaging (the inverse of the average of a(x) -1 ) in the i to j direction, compounded with usual averaging in the perpendicular directions. Similarly to the continuous case, the probability distribution is given by (3), with $f h (u h ) replacing 3f (u). The discrete averages which estimates the continuum averages are naturally the discrete average magnetization <M h > and the discrete susceptibility Fourier expansions were used for the constant-coefficient Gaussian model (7, 10, 16) (a(x) = l) and the massive Gaussian model (9) to compute continuum and discrete averages analytically and to construct an optimal multigrid algorithm. When a(x) is not constant, or when Q is not rectangular, Fourier expansions can no longer serve, neither for exact calculations of continuum (thermodynamic limit) and discrete averages, nor for analyzing the multigrid Monte Carlo simulations. A more general way to analyze the multigrid Monte Carlo algorithm in the variable-coupling Gaussian models is described below (see Sec. 2.5).
Extreme Monte Carlo Slowness
In some cases the usual critical slowing down of the point-by-point Monte Carlo simulation is compounded by a very severe sampling slowness resulting from widely differing values of the coupling aij. For example, if a(x} = 1 in a region all around the boundary while a(x) = a* in some interior subdomain, then when a* is getting large the interior spin block becomes strongly coupled. Therefore, point-by-point relaxation would allow only small fluctuations in this spin block, although a uniform movement of the block is physically probable. Clearly, as a* increases a uniform block movement becomes much slower. Generally, for this reason, the decorrelation time may increase proportionately to a*; i.e., the number of Monte Carlo sweeps required to produce a new effectively independent configuration may increase like O(a*N2), where N = O(h-1) is the typical number of grid points in each coordinate. Thus, for large a* there is additional reason for constructing an accelerated multigrid algorithm.
We demonstrate this compounded slowdown of point-by-point simulations by an example. We have measured the simulation efficiency by the integrated autocorrelation time as determined from the normalized autocorrelation function where Ai is the measurement of M2 produced by the simulation at the end of the rth sweep over the entire lattice. As an example we consider the onedimensional variable-coupling Gaussian model in the interval [0, 1] with We have measured T for the point-by-point Monte Carlo process for different values of a * . Results are presented in Table I , showing that for a * > 1, the autocorrelation time r is indeed proportional to a * N 2 , where N=1/h.
Description of the Multigrid Cycle
Consider The fine-grid Hamiltonian Jf,,(uh) resulting from that interpolation can be written as follows:
where J^,(uh) is given by (10) and ^fH(uH) is: with and The coarse-grid couplings ah depend only on the fine-grid couplings ah. The coarse field terms <j>" are calculated from the details of the fine-grid configuration at coarsening and are fixed throughout the processing on the coarser level. The variables of the coarse grid uH are initially set to zero, corresponding to zero initial displacements.
Having calculated the field (j>H once for all, 2/fH can now be directly calculated in terms of the coarse grid configuration uH; there is no need to explicitly perform (12) in order to perform a Monte Carlo step on the coarser level. One can therefore run a long Monte Carlo process with JCH before explicitly updating uh by (11a).
The Monte Carlo process for 3fH can itself include a transition to a still coarser grid, 2H, and so on. Thus, more precisely, the entire algorithm is defined as a sequence of multigrid cycles for the finest level, where a cycle for any given ("current") level is recursively defined by the following five stages.
1. v1 Monte Carlo steps are first made for each variable ui on the current level. v1>0 and may change from one cycle to another. In the case of constant coupling, v) will generally also be a constant
, and then the steps are actually performed as a sequence of v' Monte Carlo sweeps, each including one step per gridpoint. Similar organization in partial sweeps is suitable for variable v 1 .
2.
If the current level is the coarsest, go to 5. Otherwise, the next coarser level is created from the current one by determining its couplings (14a) and field terms (14b).
3. y multigrid cycles for the coarse level are performed. The "cycle index" y may change from one current level to another. 4. Update the current level by performing (11a). 5. Additional v 2 Monte Carlo steps are finally made at each variable u i on the current level. v 2 >0 and may change from one cycle to another, and the steps may well again be ordered in (partial) sweeps.
The Monte Carlo steps are performed by changing each variable in its turn randomly according to its associated distribution, regarding its neighbors as fixed.
The values of v 1 , v 2 and y are discussed below. Exactly the same five stages define also the multigrid cycle in a general domain Q in any dimension. For the recursion, the d-dimensional Hamiltonian in (5) is generalized to where £ i runs over all interior sites. Since the interpolation I 2h is a linear operator, the coarse grid Hamiltonians will again have the same form as (15) , except that the range of neighbors i for each site j (i.e., the points i for which a 2h = 0) will depend on the order of the weighted interpolation (see Sec. 2.4). It will be explained below that the couplings at the fine grid h determine the coefficients of the interpolation operator I h 2h . As a result, a 2h will depend on the couplings at grid h, and the field $ 2h is directly derived from the current fine grid configuration u h , a h and from </>f, similar to ((14a)-(14b)) in the one-dimensional case. In our standard (/-dimensional example we take
Weighted Interpolation
Why the particular form (11b) is chosen for the interpolation operator I 2h ? For efficient coarse-grid sampling, all physically probable large-scale configuration changes should have approximations of the form I 2h u 2h , with approximately the same energy changes. For any probable set u2h of (probable) displacements at the subset of points belonging to the coarse grid, I2hu2h should give a similarly probable set of displacements at all points.
Otherwise, large-scale movements u2h would be associated with energy differences much larger than physically probable, prohibiting their amplitudes from approaching physically probable sizes, yielding inefficient coarse grid sampling: all likely samples would remain in some neighborhood of the original configuration u. For example (see Fig. 1 ), if ai > ai+1 at some fine grid site i = 2I+ 1 (not belonging to the coarse grid), then ui is likely to be much closer to ui-1 than to ui+1, hence the usual linear interpolation, if used instead of (11b), would enforce unlikely moves, unless u1 -u1+1 is small. Thus, under linear interpolation, likely coarse-grid moves would have small differences, hence a small overall amplitude (see demonsrations in Sect. 2.7 below).
Given any neighboring values ui-1 and uhi+1, the most probable value for uh is that which minimizes (10), satisfying Hence, when the displacements in ui-1 and ui+1 are uH and uI+1, respectively, the most likely displacement in uh is given by (11b), since this keeps (16) unchanged.
Similar considerations can be used to derive weighted interpolation for general higher-dimensional problems (except that, for obtaining relations analogous to (16) , the Hamiltonian should first be restricted to a local set of points around the point i, and its minimization for any given coarse-grid values should be done over all non-coarse points in the set, yielding a certain value at i which is a function of the coarse values). More simply, except in certain pathological cases, one can generally use compounded forms of (11b). For example, the weighted interpolation I2h that we have used for the two-dimensional problem is given in terms of the notations in Fig. 2, by where aij is the fine grid coupling between sites i and j. Other slightly different definitions for I2h could also be used.(1, 4, 11, 13, 15) (Prescription (17) results from choosing the smallest possible local set in deriving each of the relations analogous to (16) . In pathological cases larger sets should be used.) Fig. 2 . Two-dimensional grid: the fine grid connections are denoted by solid lines, the bolded points are the coarse grid points.
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Analysis for Fast Sampling of Susceptibility
In case of constant-coupling Gaussian models it has been shown(7, 9, 10, 16) that the susceptibility is dominated by contributions from large-scale fluctuations (low-frequency Fourier Components). Therefore, the purpose of the simulation is to sample quickly as many such fluctuations as possible. An optimal multigrid algorithm is achieved by applying a cycle index y larger than 2d and calculating the susceptibility by averaging over many measurements on the coarsest level. This is not always the exact situation in the variable-coupling Gaussian models. Here, the scales that dominate the contribution to the susceptibility are determined by the strength of the coupling a(x). An optimal Monte Carlo process should sample more frequently regions with smaller values of the coupling a(x).
In the constant-coupling models, the Fourier components are mutually independent. Moreover, since the Monte Carlo process is local, a relaxation sweep on a certain level changes effectively only those Fourier components with wavelength comparable to the meshsize of that level. These two observations enabled us (7, 9, 10, 16) to estimate the number of Monte Carlo sweeps needed at different levels of the multigrid cycle. In the variable-coupling Gaussian model the Fourier analysis no longer holds. Instead, we develop a new type of analysis that approximately decouples the various scales. In this analysis each configuration is written as a combination of local movements from all levels. These movements will not be entirely independent (see e.g., condition (21) below), but they will suffice for the purpose of our considerations.
The analysis and our numerical experiments (see Sec. 2.6) treat zero boundary conditions, but the derived rules will be suitable for general boundary conditions.
The magnetization Mh can be evaluated on any level, without going back to finer levels (plug (11a)-(11b) into (6) to obtain an expression of MH as an explicit linear function of uH). Thus, with negligible extra work, many measurements of M2h can be made within a cycle, and their average can be used as an estimate for the discrete susceptibility <M2>.
To study the number nki of relaxation steps that the algorithm needs to perform at site i on a grid with meshsize hk = 2kh, (k = 0,1,..., / = log2(N/2)), in order to achieve accuracy £ in the estimation of the susceptibility, let the number of internal sites at level k be denoted by vk, and let uki=uk(xki) be the spin at xk (site i on level k), where ieVk = We assume that the deviation in each configuration is dominated by the largest typical standard deviation (largest <r r ), i.e., the quantity ^/\I r \ o r decreases geometrically with r. Therefore, the total error estimate in measuring the susceptibility and the total number of computer operations are respectively and The optimal choice for nr (yielding either minimal £ for a given W or minimal W for a given e) is obtained when ds/dnr + A.J 8W/dnr = 0, which by (33) and (34), yields where A1 and A2 are independent of r. Indeed, insertion of (35) into (33) and (34) yields the optimal relation W x s -2 , as long as Z)r|Ir|cr4/3 is bounded independently of Nd. Since clearly a = O(a) for W=O (1) , where a is the standard deviation of the susceptibility, another way to write the obtained relations is W=O(a2e-2).
It is important to emphasize that the result in (35) is independent of |Ir|. Henceforth, changing the partitioning into subsets will not change the result. This optimal variable sampling rule can also be written as In order to construct an optimal multigrid algorithm with a convenient sampling rule, it is necessary to approximate Sk*«T(Ck) for k = 0,...,l and i e Vk. The contribution extent of ck to the magnetization, sk, can be computed directly from (24) , giving According to the observations in Appendix A where Ak = £j: <i, j> akij denotes the sum of the couplings extending from site i on level k. Substitution of (37) and (38) into (36) yields the sampling rule that we have used in our numerical experiments where C is a constant independent of k and z.
This rule implies the cycle index since, by (14a), values of Ak, on different levels (different k) are comparable. However, the number of Monte Carlo steps actually taken at each site of each visited level is goverened by the more precise rule (39) (see examples in Sec. 2.6).
We conclude with a remark concerning the discretization error. The size Nd of the finest grid that should be employed increases of course with the decrease of £, because one needs to have a grid for which the computed average is only distance s from its infinite-grid value. Therefore, it is necessary to construct a discretization scheme, for the observable in question, with the dependence N=N(e) such that N(s)d< O ( s -2 ) . In other words, one should apply a discretization scheme with an error smaller than O(\/^/Wd), i.e., a discretization of order at least d/2. (We have used a second-order discretization, for d= 1 and d = 2.)
Numerical Results
We have tested the multigrid algorithm, by applying the variable sampling rule (39), for different coupling functions in one and two dimensional lattices with grids of sizes up to 1024 and 10242 respectively. Our main aim was to show that using the variable sampling rule properly the susceptibility can be calculated in an optimal-time. The susceptibilty has been measured over just one cycle. Within the cycle, many measurements of the magnetization Mh are taken, in fact after_each relaxation sweep on each level. The average of the measurements, M\, is an approximation for (M2) (7), which is also an approximation for the_thermodynamic limit <M2> (4) . The relative accuracy is defined as er = | M 2 -<M2>|/<7, where cr denotes the standard deviation of the susceptibility. We define the performance index a to be the expected value of #RAN -£2r, where #RAN is the amount of work spent in the cycle, measured by the number of times a random number is generated. Thus, a should turn out to be bounded if and only if the algorithm solves to relative accuracy sr in O(s-2) operations, or in other words, the algorithm eliminates completely both the critical slowing down and the volume factor. We measured a for different kinds of step functions and coupling strengths. Results are presented below. In most cases e,. is averaged over an ensemble of 104 runs; for the cases that smaller ensembles were used, the deviation in measuring a is given in parantheses. Table II ,2 for different a*.. It is clear that, independently of the coupling strength a,,,, an optimal efficiency comparable to the constant-case (a,, = 1) efficiency is obtained, i.e., a remains uniformly bounded as TV grows. 
Example 3. The coupling function is defined by
In this example, the steps (jumps) in the coupling function coincides with the geometry of the subintervals only for grids with meshzise H< 1/16. As in the previous examples, cycle index 4 has been employed with suitable variable sampling according to (39) . Note that on a grid with meshsize H= 1/8 the strong couplings still hold, but on the two coarsest grids the strong couplings do not exist anymore. Hence, on these two grids uniform sampling (full sweep) should be done. The measurements of a are presented in Table IV , demonstrating optimal efficiency, independently of a * . Here, cycle index 6 has been used, accompanied with rule (39). The results are presented in Table V ,3 demonstrating again optimal behavior (a practically bounded independently of N and a*). By contrast, the pointwise Monte Carlo would yield a = O(a*N4).
Two-Level Diagnostic Tests
The two-level tests enable us to check and better understand the performance of the multigrid algorithm. In this kind of test we estimate the deviation from the desired observable average (e.g., the discrete susceptibility <M2> introduced by each coarsening from some fine level (meshsize h) to the next-coarser level (meshsize 2h). Here, we will use such an analysis to check the performance of different interpolation schemes. The examples are such that weighted interpolation is required already on the fine grid. For each transition from a fine-grid equilibrium configuration to the coarse grid we have measured the discrete susceptibility after each relaxation sweep on the coarse grid, and calculated the difference between the average of very many (practically infinite) such measurements and the true fine-grid discrete susceptibility <M2>; this difference represents the deviation caused by the fme-to-coarse transition. Averaging this deviation over an ensemble of many fine-grid equilibrium configurations yields the "average coarsening deviation" (ACD). Note that if the number of passes on the coarse grid is not sufficiently large (as in some of our experiments below) the measured ACD may be much larger than the true one. Table VI presents the coarsening deviation in susceptibility, averaged over an ensemble of 4-10 5 configurations in the case of linear interpolation and over 4-10 3 configurations in the case of weighted interpolation. In this example, the coarse grid includes only one internal point, thus the statistics on that level can be computed analytically (oo passes). Generally, in problems that require much sampling at one site in a certain level, the statistics accumulation can be accelerated by analytical averaging at that site.
The coarsening deviation in the case of linear interpolation has the same order as the standard deviation a,,. In the case of weighted interpolation the true ACD is smaller by a factor of about 1.6-10 3 (essentially proportional to a * ). When the number n of passes (and effective measurements) on the coarse grid is not sufficiently large, an additional deviation of about a h /^/n enters the measured ACD.
We conclude that an optimal algorithm can be constructed with weighted interpolation and not with linear interpolation. In the previous example, the linear interpolation weights and the weighted interpolation weights were totally different over the whole interval, resulting in large ratio between the linear interpolation ACD and the weighted interpolation ACD. Here, the linear interpolation coincides with the weighted interpolation except for the weights at the fine grid points 0.375 and 0.625. Indeed, the average coarsening deviation using weighted interpolation is smaller only by a factor of 6 compared with that of the linear interpolation. More "jumps" in the variable-coupling function would demonstrate much worse performance of the linear interpolation relative to that of the weighted interpolation.
SUMMARY
The calculation of a thermodynamic limit of any observable to a relative accuracy e r by a usual Monte Carlo process requires O(N d+z e -2 ) computer operations, where s r is the error relative to the standard deviation of the obervable, N is the linear dimension of the lattice needed to approximate the thermodynamic limit to accuracy s r , d is the dimension and z is the critical exponent.
In the variable-coupling isotropic Gaussian models the overall work might increase as where a * denotes the maximal ratio between values of the coupling.
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Multigrid algorithms can reduce and even eliminate not only the critical slowing down factor a * N 2 but also the volume factor N d . By a novel method, the parameters of the multigrid algorithm such as the cycle index y and the sampling rule can be determined as functions of the coupling coefficients. For the optimal calculation of the susceptibility in the variable-coupling Gaussian model it is essential to use weighted interpolation and the variable sampling rule.
The optimal efficiency is obtained independently of the coupling function discontinuities, with performance as good as in the constant-coupling case. The critical slowing down and the volume factor are completely eliminated, and the total required computational work is just O ( s -2 ) .
APPENDIX A: NUMERICAL EXAMPLES FOR ILLUSTRATING THE ANALYSIS
To illustrate the details of the theoretical analysis (Sec. 2.5), some numerical examples are provided below. We consider the one-dimensional variable-coupling Gaussian model with three different coupling functions. For each example we first solve the related system ( (20) and (21)) and then measure the following three properties:
(a) The typical local amplitude <(c*)2>1/2 for k = 0,..., l and ie Vk. A relaxation step at x° changes mostly c°, while c° for j^i is much less affected: Fig. 3 presents an example of the influence of one relaxation step at x0 on c°, showing a drastic decrease as j moves away from i. Table VIII shows the average relative change introduced to ck as a result of one relaxation sweep on the finest level (ensemble size is M= 105). The fast weakening of the effect with increasing k is apparent.
Similarly; a relaxation sweep on any level m would introduce large relative changes on that level, with the changes in c* decreasing exponentially as function of k -m if k > m, and with no change at all in c* if k < m. 
N=16.
A corrolary of all these observations is the weak correlation between different levels, i.e., {ck,}isvk are weakly correlated to {cm}ieVm for k^m. Moreover in order to sample effectively all scales, a multilevel algorithm should be introduced (see Sec. 2.5). amplitudes on the same level. While the typical local amplitude in the weakly coupled subdomain is <(ck)2>1/2 = O(h1/2), the typical local amplitude in the strongly coupled subdomain is <(ck)2>1/2 = O(h1/2/^/a^). Therefore, using (36), the weakly coupled subdomain should be sampled about a2/3 times as often as the strongly coupled subdomain. Table IX shows the relative change in ckt as a result of one relaxation sweep on the finest level (ensemble size M=105 for N = 4 and 8, and M = 2.105 for N=16).
The general behavior exhibited in Table IX is very much the same as in the constant-coefficient case (Table VIII) . It might also be noted that the variable s3-1 cl-1 turns out in this example to have the largest standard deviation, which practically means that the site xl-1 should be the most sampled site. As in the cases mentioned above, the deviations at all scales have been found to have weak correlations between them. The typical local amplitudes are <(ck)2>1/2 = O(h1/2) and <(ck)2>1/2 = Wh^lJaJ in the weak-coupled domain and in the strong-coupled domain, respectively.
In this case the Monte Carlo process suffers severe slowness. The measurements, presented in Table X (ensemble size is M = 2 • 105), confirm this observation. The variable sl cl has the largest standard deviation, but the change introduced to the movement on that coarsest grid is only a small fraction (roughly a-1/2) of the typical movement.
APPENDIX B: MODIFICATIONS TO THE ANISOTROPIC CASE
The general d-dimensional anisotropic Hamiltonian is defined in the continuum by where the matrix {aij(x)} is positive definite at every point x. Even when the continuum problem is isotropic, the problem emerging at some coarser level of the multigrid algorithm may well have severe anisotropies.
A measure of the anisotropy at a point x is given by the ratio where both the max and the min are taken over the sphere Zi=1 £2 = 1-Experience and theory developed in multigrid solvers for anisotropic PDE problems (2, 3) indicate that the following modifications to the basic algorithm are necessary under severe anisotropy (large a), and are useful already at milder anisotropy (a > 3, say). In case the anisotropy is consistently aligned with the discretization grid, exhibiting uniformly strong couplings in some direction and uniformly weak in others, for instance and then semi-coarsening in the strong-coupling directions ( x 1 , x2,. ..> xk) should be employed. That is, the next coarser grid in the multigrid algorithm should have twice the fine-grid meshsize only in those (strong-coupling) directions, while in all other directions the meshsize should remain as in the fine grid.
In more general situations, an approach similar to "algebraic multigrid" (AMG) can be adopted. In AMG solvers for PDE, (4, 11, 25 ) the nextcoarse-level variables are typically selected by the requirement that each current-fine-level variable is "strongly connected" to at least some coarselevel variables in its neighborhood.
