Introduction
Suppose A is a continuous-trace C*-algebra with spectrum A. (Throughout, unless otherwise stated, all C*-algebras will be assumed to be separable and all topological spaces and groupoids will be assumed to be locally compact, Hausdorff, and second countable.) In [4] , Dixmier (See [17, § 3] for more details and further references. As is customary, we identify H*(A ;Z) with H 2 (A, ¥), where Sf denotes the sheaf of germs of continuous T-valued functions on A.) Suppose, now, that A is the C*-algebra of a locally compact groupoid G with Haar system {A"} ueC (o) , that is, A = C*(G, A). In various contexts, in recent years, the problems of deciding when C*(G, A) has continuous trace and identifying its Dixmier-Douady class has arisen (cf., for example, [10, 11, 12, 14, 15, 6, 7] ). In [11] , we showed that if R is a principal groupoid, then C*(R, A) is a continuous-trace algebra if and only if the usual action of R on its unit space X is proper. (A principal groupoid is essentially an equivalence relation on its unit space. Consequently, we have made the consistent notational convention of denoting them by R. Further, when discussing a relation R on a space X, we shall simply refer to the unit space of R as X.) In this event, 8(C*(R, A)) = 0, because as we also showed in [11] 
, (C*(R, A))
A is homeomorphic to the quotient space of /^-equivalence classes X/R with the quotient topology, and C*(R, A) is stably isomorphic to CQ(X/R). On the other hand, for certain principal groupoids R, it is possible to find a groupoid 2-cocycle a such that the twisted groupoid C*-algebra determined by a (and A) C*(R, a, A) in the sense of Renault [18] has continuous trace with non-zero Dixmier-Douady class [14] . Indeed, as Raeburn and Taylor show, there is a very tight relation between Cech cohomology and groupoid cohomology in the particular setting they considered. They showed that given a locally compact space Y, and an element 8 G H 2 (Y, y), one can build a relation R on a space X such that X/R is homeomorphic to Y and one can construct an explicit a e H 2 (R, T) from 8 so that the Dixmier-Douady class of C*(R, a, A) is 8 for any choice of A. This, then, begs the question of what
Topological preliminaries
We will always assume that our groupoids are locally compact, Hausdorff, and have open range and source maps, r and s. The hypothesis on r and s is automatically satisfied if the groupoid in question admits a Haar system [18, Proposition 1.2.4] , and these are the only sorts of groupoids we will be interested in here.
If G is a groupoid, and if A <= G (0) , then we will write G A = s~\A) and G A = r~\A). Also, if C, D c G, then we write Fibred products of this sort appear throughout this note; most particularly when considering groupoid actions. For the definition of these, let G be a groupoid and let A' be a topological space together with a continuous open map or from X onto G (0) . Form X * G = {(x, y): <J(X) = r(y)}. To say that G acts (continuously) on the right of X means that there is a continuous map from X * G to X, with the image of (x, y) denoted x • y, such that the following hold:
(1) a(x-y)=s(y), (2) x • (aj8) = (x • a) • (3, for all (a, 0) E G (2) , and (3) x • a(x) = x for all x e X. We think of a as being a 'generalized source' map for the action. Likewise a (continuous) left action of G on X is determined by a continuous open surjection p: X-*G (0) , and a continuous map from G*X to X satisfying the appropriate analogues of (1), (2) and (3) . In a similar fashion, we think of p as a 'generalized range' map. When we speak of left or right actions in the sequel, the maps cr and p will be implicitly understood and will be referred to without additional comment. Most of our definitions will be made in terms of right actions, but the left-handed versions can be formulated with no difficulty.
Of special importance will be the actions of G on its unit space G (0) . Here p and a are the identity maps and r(y) • y = s(y) and 7 • s(y) = r(y).
As with group actions, if G acts on X (on the right, say), and if x e X, the orbit of x is simply {x • y: ye G°" (jc) }. The orbits partition X and we write X/G for the quotient space with the quotient topology. LEMMA 
If X is a right G-space, then the natural map p: X-+X/G is open.

Proof. Suppose that V is open in X. To show that p(V) is open it suffices to show that V • G is open in X.
Thus it suffices to show that any net x n -> x • y with x e V and y e G has a subnet which is eventually in V • G. But
a(x n )^> a(x -y) = s(y).
Since s is open, we may pass to a subnet and assume that there are y,,-»y in G with s(y n ) = a(x n ). Then x n y~] is eventually in V O^y* 1 -** G V), and *" =*" • y^y* is eventually in V • G.
Consider a (right) action of G on X and let W: A' * G -» X x X be defined by the formula W(x, y) = (x, x • y). Then we call the action free if ^V is one-to-one. Alternatively, the action is free precisely when the equation x • y = x implies that y = cr(x). The action is called proper provided that W is a proper map. The following lemma will be used at a number of points in the sequel. It is proved in [11] under the assumption that G is a principal groupoid acting on G (0) . However, the proof presented there works in the generality in which we are interested and so will not be repeated. LEMMA [5] and the results just presented, to show that a locally compact space S is a principal T-bundle over a locally compact space X determined by a surjection r: S->X, it suffices to check that r is continuous and open, and that S carries a free T-action such that r(£) = T{-q) if and only if / • £ = TJ for some (necessarily unique) t in T.
(Note that actions of compact groups are automatically proper.) The assumptions on T allow us to identify X with S/T and r with the quotient map.
Recall that a transversal is a subset F <= G (0) which meets each equivalence class in G (0) /G exactly once. We shall be exclusively interested in closed transversals obtained from continuous cross-sections w for p: 
Proof. We will show that (3)<£>(2)O(l). We start with (3)4> (2) . Let V be open in G. It will suffice to show that is open in G (0) . Suppose that u = r(y) with y E V 0 G F . It will be sufficient to show that if u n -> u is any net in G (0) , then it has a subnet which is eventually in
/G, so, using our cross-section w, we see that there are v n , v G F such that v n ~~u n , v ~ u, and v n -»v. Thus, (u n , v n ) -> (u, v) in the range of n. Since we are assuming that n is open, we can pass to a subnet, relabel, and assume that there are y n e G with y n^ y such that r(y n ) = u n and s (y n ) = v n Notice that each y n e G F by construction and {y n } is eventually in V as V is open and y e V. Therefore u n is eventually in r(V D G F ).
Next we consider (2)^>(1). It is useful to realize <£ as the composition of the
with the projection pr 2 on the second factor. Therefore, it will suffice to show 
Since < X > is surjective, TT(V) = (//(A^^V))). 
J-groupoids
In this section we will collect some facts about T-groupoids which we will use in the sequel. One of the main results is Theorem 3.2, below. While it is a special case of Corollaire 5.4 of [20] , we provide a proof for two reasons. First, it is but a simple variant of Theorem 2.8 of [9] . Corollaire 5.4 of [20] appears at the end of a daunting level of technical development, while Theorem 3.2 lies near the surface. We believe it is useful to see this. Second, and more important, the proof of Corollaire 5.4 presented in [20] cites results of [9] concerning what we call below the imprimitivity groupoid of a principal C-space. Only the algebraic properties of the imprimitivity groupoid are developed in [9] , but the topological properties are used in [20] and they are used in this paper. We develop them in detail in Theorem 3.5. We begin at a slightly greater level of generality than we need, but the excess will require no additional effort.
Let G be a second countable locally compact groupoid with unit space X. Suppose that T acts on G (on the left), making G a principal T-bundle over G/T. Suppose further that the quotient space G/T, with the quotient topology, has the structure of a locally compact groupoid such that the bundle map /: G-»G/T is a groupoid homomorphism. Finally, suppose that the T-action is related to the groupoid structure on G through the equations r(t • y) = r{y), s{t • y) = s(y), and
• (yy') for all t, t' e T and (y, y') G G * G. Under these circumstances we call G a T-groupoid over G/T. (See [7, 12] .) The assumptions on the T-action imply that the unit space of G/T may be identified with X = G (0) . So for each u e X and each y e j~\u), there is a unique t e T such that y = t • u. The map /: X x T. -> G defined by i(u, t) -t-u, then, is a homeomorphic homomorphic embedding of the trivial group bundle X x T into G; in fact the range is contained in S = {y: r(y) = s(y)}, and we have an exact sequence
x-^XT-UC-L
Conversely, an exact sequence
x-^XT-XG^C,,
where /] is a homeomorphism onto its range, which is assumed to be contained in S, and y' i is a continuous open surjection, enables one to view G as a T-groupoid over Gi'. simply define t • y to be i](r(y), t)y for each y e G and t e T. Thus, we may think of T-groupoids either in terms of the action of T on G, or in terms of extensions of A'x T by G^ Both perspectives will prove useful. Here we will focus on the case when the range of / is all of S, so that G/T is a principal groupoid, which we view as the relation R <= X X X consisting of My),s(y)): yeG}.
Given a T-groupoid G with Haar system A on G/T, one obtains a Haar system A on G defined by the formula where dt is (normalized) Lebesgue measure on T and y denotes ;(y). Let C C (G/T;C, A) = {/eC c .(G): f(t • y) = tf(y)}. Then C C (G/T;G, A) becomes a *-algebra through the formulas and As Renault shows in [18] , this algebra may be completed to obtain a C*-algebra, which we denote C*(G/T; G, A) and call the T-groupoid C*-algebra determined by G. It is a very special case of what Renault called a restrained crossed product.
Then since representations of C C (G, A) and C C (G/T; G, A) can be disintegrated [20] , it is easy to see that p G extends to a C*-homomorphism from C*(G, A) onto C*(G/T; G, A). In [12, Theorems 4.2 and 4.3], we showed that if S = / ( * x T), so that G/T can be identified with R, then C*(R ; G, A) has continuous trace if and only if R is a proper principal groupoid.
In this paper we must deal extensively with questions of (strong) Morita equivalence between T-groupoid C*-algebras and we will have need for the following variation on the main theme of [9] . Suppose that G and H are T-groupoids over G/T and ///¥, respectively, and suppose that Z is a left G-and right //-space that implements an equivalence between G and H as groupoids in the sense of [9] . (We will follow the notation in [9] ). The actions of G and H induce two actions of T on Z. The one coming from G is given by the formula r 'c z -idpiz)' 0 " z, where p: Z-+ G (l)) is the map used to define the G-action on Z, and i G is the embedding of G (0) x T into G described above. The T-action coming from H is given by a similar formula: z -H t = x • ^H{^{Z), t). If Z is a (G, //)-T-equivalence, we will drop the subscripts on the T-actions. Our goal is to prove THEOREM Proof. All that is necessary, really, is to make some minor addenda to the proof of Theorem 2.8 in [9] . To that end, let A be the pre-C*-algebra C C (G, A) where A is the Haar system of G determined by A obtained by crossing A with Lebesgue measure on T as described above. Likewise, let B = C c (H,fi). Let
Suppose that G and H are second countable, locally compact I-groupoids and that Z is a (G, H)-l-equivalence. Let Cj(Z) = {(l>e C C (Z): ${t • z) = t<f>(z) for all z G Z and t G T}.
Given any Haar systems
A i = C c (G/J;G, A) and 5, = C C (H/J; H, /3) and let p G : A^A^ and p H : B->
B, be the *-homomorphisms determined by 'integrating over T' described above. These maps are projections. Likewise, let p z :
that is continuous with respect to the inductive limit topology. Recall from p. 11 of [9] that C C (Z) is given the structure of an A -B-bimodule via the equations
The point is that the action passes to the quotient, A is replaced by A, and y by y. 
O7). (3.4)
Furthermore, the equations
and (3.6) are satisfied for all / G V4,, g £ 5,, and <£ G C t .(Z). Recall, too, that there are Aand B-valued inner products defined on C C (Z) given by the following formulas (the formula on p. 12 of [9] for A (<f>, ijj) contains a misprint; the correct formula is (3.8)):
and =1 JH v) dp a(z) {ri), (3.8) where </), i// G C C (Z) and the z in (3.7) is chosen so that a(z) -r(ri), while the z in (3.8) is chosen so that p(z) = s(y). It is shown on p. 11 of [9] that the assumption that Z is a (G, //)-equivalence guarantees that these equations are independent of the choice of z and define continuous functions with compact support. The equations (3.7) and (3.8) and our assumption that Z is a (G, //)-T-equivalence make it clear that if </ > and i// are in C J C (Z), then ^(<£, \p) and (4), i//) fi are actually in A x and B u respectively. Moreover, since the integrals in each of (3.7) and (3.8) are left unchanged when the variable over which the integration is performed is multiplied by t e T, it is clear that we may rewrite (3.7) and (3. The next set of equations may now be verified directly or may be proved as simple consequences of the corresponding equations on p. 12 of [9] using equations (3.5), (3.6) (3.11), and (3.12): To illustrate the latter approach, observe that
The positivity of the two inner products follows from (3.11) and (3.12) and the facts that p G and p H extend to be C*-homomorphisms. Likewise, the density of the inner products follows from the corresponding facts about the A-and 5-valued inner products on C C (Z) and the continuity of the maps p G and p H in the inductive limit topology. Indeed, for example, as shown in [9] , given g E 5 , there is a net {g a } in C C {H, $) converging to g in the inductive limit topology such that each g a has the form £" (#°, $") B . Since {p H {g a )} also converges to g, the desired conclusion follows from (3.12). Finally, the boundedness of the inner products is seen to be a consequence of (3.11) and (3.12). For example, for/ G Aâ
nd (f>, if/ e C](Z), we have
4>)B) ^MWA PH((4>, 4>)B) ,Pz{<t>)) B ,= \\f\\AM><t>)By
We have verified all the conditions necessary to show that Cj(Z) may be GROUPOID COHOMOLOGY AND THE D1XMIER-DOUADY CLASS 119 completed to form a C*(G/T;G, A)-C*(///T; H, /3)-equivalence bimodule (see [22, Proposition 4.2] ). This completes the proof. REMARK 3.3. Since A } and B x may be viewed as subalgebras of A and B, respectively, all the proof of Theorem 3.2 amounts to is showing that p z extends to a bounded linear operator on the completion of C C (Z) (with respect to the Aor B-valued inner product) in the sense of Rieffel [21] and is a self-adjoint projection there, mapping onto the closure of Cj(Z).
Suppose that H is a locally compact groupoid and that Z is a locally compact, principal right //-space.
, l) e (Z * Z) * H) and let G = (Z * Z)/// be the quotient space. In [9] it is shown how to give G the structure of a groupoid with unit space Z/H. Only the algebraic operations are checked there, but here we need to know that C is a locally compact groupoid, and that G is a T-groupoid if H is a T-groupoid. Therefore we will sketch the details for the sake of completeness. In the sequel, G will be called the imprimitivity groupoid determined by the principal //-space Z.
Certainly Z*Z is a locally compact space, since it is closed in Z X Z. We proved on p. 7 of [9] 
z2,Z3])-*([z\,Z2],[z2>Z3])-
As usual, we want to show that this net has a subnet which lifts to Z* a Z* lT Z.
Replacing z° by zf • r) a , w^ may assume that zf->Zi and that zf-^^2-The observation above shows that we must also have z" -* Z3, and p x is open onto its range, G *G. This completes that proof that G is a locally compact groupoid.
Next observe that G acts on the left of Z as follows. IS easily seen to be well defined, by virtue of the fact that H is a T-groupoid, and gives G the structure of a T-groupoid. The fact that Z, then, is a (G, //)-T-equivalence is manifest. We have all but proved the following theorem. REMARK 3.7. In the examples we know, a Haar system on H will induce a Haar system on G, in fact, lots of them. However, we do not know the full story at this time. Fortunately, that will be of no concern to us here because, first of all, one of the rather attractive features of Theorem 3.2 is that it is independent of the choice of Haar system, and secondly, in our applications here, Haar systems on the imprimitivity groupoids will appear automatically.
Topological results
In this section, we attend to the exactness of the sequence in Theorem 1.1 at the first three points. The arguments are essentially those of Kumjian [6] , but we want to take a slightly different perspective to that presented in [6] , and we want to provide details for the reader's convenience and for the sake of completeness.
Exactness at H ] (R, T). As mentioned in the introduction, we want to identify elements in H ] (X/R, tf) with (isomorphism classes of) circle bundles over X/R, and similarly for H\X, £f). To define a map TJ: H\R,T)^ H\X/R, £f), we begin with a cocycle c E Z ] (R,J) and use it to define an action of R on X x T: (X x T) * R = {((x, t), (x, y)): (x, y) e R} and (x, t) • (x, y) = (y, c(x, y)t).
It is straightforward to verify that this action is free and proper. Thus the quotient space Suppose that c 1 
and c are cohomologous cocycles with c ] (x,y) = b{x)b(y)c(x,y) for a continuous map b: X-+T, and define <£: A ' x T^A ' x T by $>(x, t) = (x, b(x)t). Then $ is a homeomorphism that intertwines the two R actions determined by c and c x and is equivariant with respect to the T-action on X X T. It follows that $ implements a bundle isomorphism between 5" c and S C] . Thus 17 may be viewed as a map from H\R, T) to H\XIR, & > )
. Moreover, what we have just seen shows that if c is a coboundary, then S c is the trivial bundle.
But if S c is trivial, then there is a bundle isomorphism 4>: S C^X /R XT which determines a continuous T-valued map h on X through the composition X h -> (X, 1) h^ [X, 1] h^ ([*], h( X )) | _ > h( X ).
If v is equivalent to x, modulo R, then we have which shows that c is the coboundary determined by h. Thus, if we show that 17 is a homomorphism, then it will be injective.
To this end, consider the bundles S c and S d determined by two cocycles c and d.
Their product S c • S d is formed by first forming the fibred product S c *S d = {([x, t], [y, s]) e S c X S d : [x] = [y]} and taking the quotient by the diagonal action of T: s • ([x, t x ], [y, t 2 ]) = ([x, s" 1 /,], [y, st 2 ])-Elements in this quotient will be denoted [[x, t], [y, s]]. Note that for r G T we have [[x, tr], [y, s]] = [[x, t], [y, sr]] and that there is a natural T-action given by r • [[x, t], [y, s]] = [[x, ri], [y, s]]. One checks without difficulty that S c • S d with this T-action is a T-bundle over X/R. Define a map from X x T to S c • S d by sending (x, t) to [[x, t], [x, 1]] and observe that this map passes to the quotient S cd . Indeed, (x, t) and (y, s) are identified in this quotient if and only if (x, y) e R and s = c(x, y)d(x, y)t. In this event, we have [[y, c(x, y)d(x, y)t], [y, 1]] = [[x, d(x, y)t), [y, 1]]
It is not hard to see, now, that this map implements a bundle isomorphism between S cd and S c • S d . This shows that our sequence is exact at H\R, T).
Exactness at H ] (X/R, Sf). If one views elements of H\X/R, &>) and H\X, &>) as (isomorphism classes of) bundles, then the map p* is the usual pull-back: if T: S^X/R is a T-bundle, thenp*(S) = {(x, £): T(^) =p(x)} and the bundle map, T*, is projection onto the first factor. If S is in the range of 17, then we may assume that S = S c for a suitable cocycle c. The map a: A'-»p*(S c ) defined by a(x) = (x, [x, 1]) is a continuous section for T*, and so p*(S c ) is trivial and Im(rj)gker(p*). For the reverse inclusion, suppose that 5 G H ] (X/R, Sf) is such that p*(S) is trivial. There is, then, a continuous section a: X-+p*(S) (that is, T*cr(x) = x).
Using the definition of r*, we see that there must be a
continuous map cr: X-*S such that df(x) = (x, v(x)) in p*(S). This means, in particular, that T((T(X)) = [x].
So, if (x, y) G R, then T((T(X)) = T(cr(y)). By virtue of the freeness of the T-action on S, there is a unique c(x,y) el such that a(y) = c(x,y)(r(x). The continuity of c follows from the properness of the T-action. Moreover, the fact that c(x, y) is uniquely determined by ((T(X), <r(y)), when (x, y) e R, and the fact that 5 is a T-bundle lead immediately to the cocycle equation c(x, z) = c(x, y)c(y, z) for all (x, y), (y, z) e R-To see that S is isomorphic to S c , simply observe that the map <£>: X xJ^-S defined by <E>(x, t) = ta(x) is a continuous T-bundle map with the property that 3>(jt, t) = i{y, s) if and only if [x] = [y] and t -c(x, y)s; that is, if and only if [x, t] = [y, s] in S c .
Thus $ passes to a bijection between S c and S, which, clearly, is T-equivariant. It is an easy matter to check that <t » is a homeomorphism and we conclude, therefore, that S and S c are isomorphic. This shows that ker(/?*) c Im(i7) and completes the proof of exactness at H\X/R, £f).
Exactness at H\X, Sf).
To show exactness at H\X, 5^), we need first to comment on how the map e: H\X, 5 1 )-»Tw(/?) is defined. Given a bundle T: S-* X, we may view S as a right //-space over H = T viewed as a T-groupoid. Evidently, S with this action of H is a free and proper //-space. By Theorem 3.5, the imprimitivity groupoid S *S/H has the structure of a T-groupoid, G T , and 5 is a (G T , //)-T-equivalence. One checks easily that the underlying relation of G T , that is, the base of G T as a T-bundle, is all of X X X. We let G T be the restriction (as a T-bundle) of G T to R, and we define s(S), or e(r), to be G T .
To see that e is a homomorphism, recall how the product of two T-bundles and the product of two T-groupoids are defined. Suppose that for / = 1, 2, T,: S,: -»X is a T-bundle over X. Then ], Gj • G 2 becomes a T-groupoid over R. Moreover, with respect to this product and the process of inversion, which assigns to a T-groupoid G the conjugate T-action t • y = 7 • y, the collection of T-groupoids over R form a group with identity RxJ (with the obvious groupoid structure). This group is, essentially, what we are calling Tw(#) and which was defined earlier in terms of extensions. Strictly speaking, we should by identifying isomorphic T-groupoids, but the lapse in precision should cause no harm.
So, let S ] and S 2 be two T-bundles over X. The map which sends to is a homeomorphism which is equivariant with respect to all the various T-and X X T-actions and gives rise to the commutative diagram It follows easily that the lower horizontal map is an isomorphism and so, after restricting to R, we see that G Tl . T2 is isomorphic to G Tl • G T2 . This completes the proof that e is a homomorphism.
To identify the kernel of e, first recall from Theorem 3.5 that given a T-bundle T: S^>X, the groupoid G T acts freely and properly on S by the formula [ s \>
s i]" S2 = S\-Restricting G T to R gives an action of G T on 5, which is free and proper too. Suppose, now, that G T is trivial as a T-groupoid, meaning that e(5) = 0 and that G T is isomorphic to R X T. Then there is an injective groupoid homomorphism a: R->G r which is a cross section for the bundle map ;: G T ->R. It follows that the action of R on S defined by the formula (x, y) • s = a(x, y) • s, r(s) = y, is free and proper and, moreover, it commutes with the T-action on S because G T is a T-groupoid and a is a section. It follows, then, that R\S becomes a T-bundle over X/R. Form the pull-back
p*(R\S) = {(x, [s]) eXx R\S: p(x) = p(z(s))} and define (f>: p*(R\S)-*S by <f>(x, [s]) = a(x, r(s))
• s. This is easily checked to be a well-defined bundle isomorphism from p*(R\S) onto S. Thus, ker(e) cr
lm(p*).
As for the reverse inclusion, let S be a T-bundle over X/R and let S = p*(S) with r*(x, s) = x. We want to show that G T . is trivial as a T-groupoid; that is, that there is a homomorphism a: R-+G T . that is a cross section for;:
is easy. Given (x, y) e R, choose SGS such that r(s)= p(x) = p(y), and define a(x, y) = [(x, s),(y, s)] in G r * = 5 x 5/T. By definition of the T-action, [(x, 5), (_y, 5)] is independent of the choice of s satisfying z(s) = p(x)
, and so cr is a well-defined map from R into G T and is a cross section for;'. An easy computation shows that a is a homomorphism. The continuity is an easy consequence of the fact that 5 X. S\ K is a T 2 -bundle over R and, therefore, that the quotient map is open.
The Dixmier-Douady class of a restricted 1-groupoid C*-algebra
In this section we prove the exactness of the sequence in Theorem 1.1 at Tw(fl). Recall that R is a principal groupoid acting properly on its unit space X. We are assuming that R has a Haar system, and we fix one, A, for the rest of this paper. If G is a T-groupoid over R, then C*(R ; G, A) is a continuous-trace C*-algebra with spectrum X/R [12, Theorem 4. The next step is to investigate 8(C*(R ; G, A)) in view of our assumption that the quotient map p: X-*X/R has local sections. As we intend to calculate 8(C*(R ; G, A)) using the approach in [17] , we must use the fact that C*(R ; G, A) is locally Morita equivalent to C 0 (X/R). Then 8 (C*(R; G, A) ) will be the obstruction to C*(R ; G, A) being globally Morita equivalent to C 0 (X/R). Our local Morita equivalences will result from the following. LEMMA 
Suppose that G is a J-groupoid over a principal proper groupoid R with Haar system A. If the natural map p: X-+X/R has a continuous section w, then p = r Cf is open. In particular, C*(G, A) is (strongly) Morita equivalent to C Q (X/R X Z), and C*(R ; G, A) is (strongly) Morita equivalent to C 0 (X/R).
Proof. As in the proof of Corollary 2.6, G will be equivalent to G 
4>-g(y) = 4>(y)g(p(s(y))), (5.2)
A(4>> <A>(y) = <f>(yv)Hv)> where ry e G F and r(rj) = s(y), (5.3)
) d\" (u) ( y ). (3), and since £ is a transversal, s(y) = s((Z). Thus y = t • /3 for some t e T. The assertion follows. COROLLARY Proof. By Lemma 5.3 and [5] , q: G E ->F is locally trivial. Choose C so that there is a continuous section <£:
Suppose that G is a J-groupoid with open range and source maps r and s. Also suppose that F and E are closed transversals corresponding to continuous sections co and a. Then each point in X/G has a closed neighbourhood C so that if F' = CJ(C) and E' = cr(C), then there is a continuous map $: F' -> G F E < such that r(cf)(u)) = u and s((f)(u)) = a(p(u)).
At this point, we need to fix some (considerable) notation. By assumption there is a collection {C,} /6/ of closed neighbourhoods in X/R = X/G whose interiors cover X/R, and for which there exist continuous sections w,: C t -*X. Let Here we use the notation developed above: F t = w ( -(Q) and F tj = w,(C,y). (x) ). Notice that we can take refinements {D a } a£A of {/),} at will-with each D a not necessarily saturatedand we still have v abc determined by (p(x) )y\ (6.1) (We are abusing notation here. Formally, one must choose a refining map £: A -• / so that D a c D aa) , and then v abc is the restriction of v f(fl)f(fc)f(c) to D abc . There are (possibly) many such maps £, but it is a standard part of the theory that the cohomology class of v is independent of the choice of refining map.)
Next observe that as G\ [Fi] is a T-groupoid, and applying Theorem 2. 
a(((a, u), (b, u)), ((b, u), (c, u))) = v ahc (u).
Thus r = R(ip) X T with multiplication defined by
The point is that T is a T-groupoid (even a twist in Kumjian's sense) over R(IJJ) and 8 = S(C*(/?(i/f) ;F, c)), where c is the Haar system given by the usual collection counting measures (see [14, 6] ). We now define a family of maps which Kumjian calls a F-cocycle on X. We define 0, y : V^F b y
The crucial properties that the d i} enjoy are as follows:
(1) (fyM, 6 jk (x)) E F (2) for all x E V ijk> and 
(y a )-*s(y). Let s(y) = (£(i),u), and we may assume that s(y a ) = (g(i),u a ).
Since p is open, we can assume that there are x Q e Vj converging to x e V t with p(x a ) = u a . Thus, {(y a , i, x a )} is the required net.
We make Y(6) into a left-F-space, with respect to p, in the obvious way: if 
