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ON THE SYNCHRONIZING PROBABILITY FUNCTION AND THE
TRIPLE RENDEZVOUS TIME FOR SYNCHRONIZING AUTOMATA
FRANC¸OIS GONZE∗ AND RAPHAE¨L M. JUNGERS †
Abstract. Cˇerny´’s conjecture is a longstanding open problem in automata theory. We study two
different concepts, which allow to approach it from a new angle. The first one is the triple rendezvous
time, i.e., the length of the shortest word mapping three states onto a single one. The second one is
the synchronizing probability function of an automaton, a recently introduced tool which reinterprets
the synchronizing phenomenon as a two-player game, and allows to obtain optimal strategies through
a Linear Program.
Our contribution is twofold. First, by coupling two different novel approaches based on the
synchronizing probability function and properties of linear programming, we obtain a new upper
bound on the triple rendezvous time. Second, by exhibiting a family of counterexamples, we disprove
a conjecture on the growth of the synchronizing probability function. We then suggest natural follow-
ups towards Cˇerny´’s conjecture.
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1. Synchronizing Automata and Cˇerny´’s Conjecture. Automata are a nat-
ural way to model systems that can take multiple different states, so that actions made
on these systems have an effect depending on the current state. For such systems,
it can be desirable to have a particular input sequence which would ensure a known
final state, independently of the initial one. Automata with this property are called
synchronizing. Synchronizing automata first appeared in computers and relay control
systems in the 60s. In the 80s and 90s, this subject found applications in robotics
and in the industry. More recently, it has been used to model consensus theory and
linked with primitivity of matrix sets (see [6, 12]).
Formally, a deterministic, finite state, complete automaton (DFA) is a triplet
(Q,Σ, δ) with Q the set of states, Σ the alphabet of letters and δ the transition
function δ : Q×Σ→ Q defining the effect of the letters on the states. Figure 1 shows
an example of such an automaton. In this paper, we will represent automata as sets
of matrices as follows.
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Fig. 1. A synchronizing automaton. The word abbbabbba maps every state onto state 1.
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Definition 1.1. A (deterministic, finite state, complete) automaton (DFA) is
a set of m row-stochastic matrices Σ ⊂ {0, 1}n×n (where m,n are respectively the
number of letters in the alphabet, and the number of states of the automaton). Each
letter corresponds to a matrix L ∈ Σ with binary entries, which satisfies LeT = eT ,
where e is the 1×n all-ones vector. We write Σt for the set of products of length t of
matrices taken in Σ. We refer to these matrices as words of length t. States and sets
of states are represented by their 1× n characteristic vector in the canonical way.
Definition 1.2. An automaton Σ ⊂ {0, 1}n×n is synchronizing if there is an
index 1 ≤ i ≤ n and a finite product W = Lc1 · · ·Lcs : Lcj ∈ Σ which satisfy
W = eT ei,
where ei is the ith standard 1× n basis vector.
In this case, the sequence of letters Lc1 · · ·Lcs is said to be a synchronizing word.
Example 1. The two letters of the automaton in Fig.1 are the following matrices:
a =

 1 0 0 00 1 0 0
0 0 1 0
1 0 0 0

 b =

 0 1 0 00 0 1 0
0 0 0 1
1 0 0 0


and we have the synchronizing word abbbabbba = ( 1 1 1 1 )T ( 1 0 0 0 ) . △
Verifying that an automaton is synchronizing can be done in quadratic time1.
However, finding a short synchronizing word is hard (see [22]). Jan Cˇerny´ conjec-
tured in 1964 [11] that if an automaton is synchronizing, the length of its shortest
synchronizing word, also called reset threshold of the automaton, is quadratic:
Conjecture 1.3 (Cˇerny´’s conjecture, 1964 [11]). Let Σ ⊂ {0, 1}n×n be a syn-
chronizing automaton. Then, there is a synchronizing word of length at most (n−1)2.
Although this conjecture is simple to state, it is still unsolved. If the conjecture is
true, then (n− 1)2 is also a tight bound. Indeed, in [10], Cˇerny´ proposes an infinite
family of automata attaining it, for any number of states. We refer to this family
as the Cˇerny´ family of automata. Figure 1 shows the automaton of the family with
four states. Synchronizing automata attaining this bound or having a shortest syn-
chronizing word close to it are very infrequent (see [1, 3, 19, 24] for examples). On a
brighter side, another longstanding open problem based on synchronizing automata,
namely, the road-coloring problem, was recently solved by Trahtman (see [28]). Many
problems mixing road-coloring and Cˇerny´’s conjecture are still open (see [8, 31]).
In the last decades, Conjecture 1.3 has been the subject of intense research. It
has been proven to hold for several families of automata (see [2,4,9,10,13,14,20,27]),
including cyclic and Eulerian. However, the best general upper bound on the reset
threshold of an automaton with n states is equal to (n3 − n)/6, obtained by Pin and
Frankl [15, 23], and rediscovered independently in [21]. This bound has been holding
for more than 30 years2. A state of the art overview is given by Volkov [30].
Recently, several research efforts have tried to shed light on the problem by mak-
ing use of probabilistic approaches (see [18, 26]). The main tool we will focus on,
the Synchronizing Probability Function (SPF), was introduced by the second author
1When we refer to the length of a word or to computational complexity, we compare it to the
number of states n of the automaton.
2A bound of n(7n2 + 6n − 16)/48 was proposed in [29], but its proof was incorrect, as shown
in [17].
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in 2012 [18]. This tool allows the reformulation of the synchronizing property as a
game theoretical problem whose solution can be obtained through convex optimiza-
tion. Convex optimization is a mature discipline with strong theoretical basis (see for
instance [7]). Our hope is that in this framework, properties of synchronization can
be better understood and proved using tools that have not been used on DFA yet.
The philosophy behind Conjecture 1.3 is to bound the length of the shortest
word mapping all the states onto a single one. Based on this idea, one could wonder
what is the length of the shortest word for which there exists a set of states of a
given cardinality mapped onto a single state by this word. For cardinality two the
problem is solved, as in any synchronizing automaton there always exists a single
letter mapping two states onto a single state. Therefore in that case the answer is
“one”. For higher values, to the best of our knowledge, the question is open. We will
analyse the case of cardinality three, which we coin the triple rendezvous time.
In Section 2 we recall the main properties of the synchronizing probability func-
tion. In Section 3, we introduce the concept of triple rendezvous time and, by making
use of the synchronizing probability function, we obtain a new upper bound on this
value. In Section 4, we refute a recent conjecture on the synchronizing probability
function (Conjecture 2 in [18]) by presenting a particular family of automata which
does not satisfy it. This paper is the journal version of our conference presentation
appeared in [16], with examples, full proofs and an improved upper bound for the
triple rendezvous time (Theorem 3.13).
2. A Game Theoretical Framework and the Synchronizing Probability
Function. In this section, we recall definitions and properties of the synchronizing
probability function needed to develop our results. A more complete introduction to
the SPF and the details of the proofs can be found in [18]. This concept is based on
the following two-player game, which gives another perspective on the synchronization
of an automaton. For a given automaton and a length t chosen in advance, the rules
are as follows:
1. Player Two secretly chooses a state ej of the automaton.
2. Player One chooses a word W of length at most t.
3. Player One guesses the final state ejW . If it is the right state, he wins.
Otherwise, Player Two wins.
In this game, if the length t is larger or equal to the length of a synchronizing
word, a winning strategy for Player One is to take this synchronizing word and the
state on which the automaton is mapped. Oppositely, if t is zero, Player One can
only choose randomly one of the states, and he has probability 1/n of winning. We
consider that both players can choose probabilistic strategies.
The policy of Player Two is defined as a probability distribution over the states,
that is, any vector p ∈ Rn+, ep
T = 1. Player Two chooses the state ej with probability
pj , in which case the automaton will end up at the state corresponding to ejW . Since
Player One wants to maximize the probability of choosing the right final state, he will
pick up the state where the probability for the automaton to end is maximal, that is,
argmax
i
(pW )eTi .
Therefore the probability of winning for Player One is
(2.1) max
i,W
(pW )eTi .
The aim of Player Two is to minimize that probability.
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In the following, Σ≤t is the set of products of length at most t of matrices taken
in Σ. By convention, and for the ease of notation, it contains the product of length
zero, which is the identity matrix.
Definition 2.1 (SPF, Definition 2 in [18]). Let n ∈ N and Σ ⊂ {0, 1}n×n be
an automaton. The synchronizing probability function (SPF) of Σ is the function
kΣ : N→ R+ :
kΣ(t) = min
p∈Rn
+
, epT=1
{
max
W∈Σ≤t,i
(pW )eTi
}
.(2.2)
The SPF gives the probability of winning the game that Player One can achieve with
parameter t if Player Two plays optimally. If there is no ambiguity on the automaton,
we use k(t) for kΣ(t).
The synchronizing probability function is non-decreasing with respect to t. More-
over, its value is one if and only if there is a synchronizing word of length smaller or
equal to t. This leads to the following reformulation of Conjecture 1.3:
Proposition 2.2 (Proposition 1 in [18]). The following conjecture is equivalent
to Conjecture 1.3:
If Σ ⊂ {0, 1}n×n is a synchronizing automaton, then,
∀t ≥ (n− 1)2, kΣ(t) = 1.
Figure 2 represents the SPF of the automaton presented in Fig. 1. In order to use
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Fig. 2. The synchronizing probability function of the automaton with four states presented in
Fig. 1. There is a synchronizing word of length nine, therefore k(9) = 1.
the SPF, we need an explicit algorithmic construction of the optimal strategies for
both players, which allows us to compute its value. Each basic strategy of Player One,
i.e., the choice of a word and a final state, is equivalent to choosing a column in this
word. Therefore, we consider the set of all the different columns reached in words of
length at most t.
Definition 2.3. We say that a vector is reachable at t if it is equal to any
column of the words in Σ≤t. We denote by A(t) the set of all the reachable vectors
at t. We represent A(t) as a n×m(t) matrix, where m(t) is the number of different
reachable vectors at t.
We notice that A(t− 1) ⊆ A(t). In order to have a unique matrix representation
for A(t), t ≥ 1, we choose the first block of A(t) equal to A(t − 1), we sort the
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m(t) − m(t − 1) last columns of A(t) by lexicographical order, and we choose A(0)
equal to the identity matrix. When there is no ambiguity on t, we use A for A(t).
Example 2. Let us go back to the automaton presented in Example 1. At t = 3,
A(3) is given by:
A(3) =


1 0 0 0 1 0 0
0 1 0 0 0 0 1
0 0 1 0 0 1 1
0 0 0 1 1 1 0

 .
The first four columns corresponds to A(0), the fifth column comes from the word a,
the sixth from the word ba and the seventh from the word bba. △
The policy of Player One is defined as a probability distribution over the columns
of A(t), that is, any column vector q ∈ R
m(t)
+ such that eq = 1.
It turns out that the SPF can be efficiently computed thanks to the following
linear programs3.
Theorem 2.4 (Theorem 1 in [18]). The synchronizing probability function kΣ(t)
of a DFA Σ is given by
min
p,k
k(2.3)
s.t. pA ≤ ke
epT = 1
p ≥ 0.
It is also given by:
max
q,k
k(2.4)
s.t. Aq ≥ keT
eq = 1
q ≥ 0.
In the equations above, A denotes the set of reachable vectors at t (see Definition
2.3), p is a 1 × n vector, q is a m(t) × 1 vector, e represents all-ones vectors of the
appropriate dimension, 1 is a scalar, and 0 represents zero vectors of the appropriate
dimensions.
The linear Program (2.4) is the dual of Program (2.3). In the primal (2.3), the
optimal objective value k(p) is obtained with the strategy of Player Two, p, which is
a probability distribution on the states. In the dual (2.4), the optimal objective value
k(q) is obtained with the strategy of Player One, q, which is a probability distribution
on the set of reachable vectors. For any primal feasible solution p and any dual feasible
solution q, the objective value k(p) of Program (2.3) and the objective value k(q) of
Program (2.4) satisfy k(p) ≥ k(q). Therefore, if the objective value k is the same for
both programs with feasible solutions p and q, this value is the optimum (see [7] for
more details on convex optimization and linear programming).
Example 3. Let us consider the automaton of Fig. 1 and t = 3. The set of
reachable vectors is given in Example 2. On the one hand p = (1/4, 1/4, 1/4, 1/4)
is an admissible solution for Program (2.3) (i.e., a probability distribution on the
3The following inequalities are entrywise.
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states for Player Two), which gives as objective value k(p) = 1/2. On the other
hand q = (0, 0, 0, 0, 1/2, 0, 1/2)T is an admissible solution for Program (2.4) (i.e., a
probability distribution on the columns of words in Σ≤3), which also gives the objective
value k(q) = 1/2. Therefore, the SPF at t = 3 is equal to k(3) = 1/2 (as shown in
Fig. 2). In other words, this means that if both players play optimally, with words of
length at most 3, Player One has probability 1/2 of winning the game. △
By leveraging classical results from convex optimization, one can derive strong
properties on the optimal strategies in the above-defined game.
Theorem 2.5 (Theorem 2 in [18]). For any pair of optimal solutions (p∗(t), q∗(t))
of Programs (2.3) and (2.4), we have
q∗j (k − (p
∗A)j) = 0 for all 1 ≤ j ≤ m(t) and
p∗i ((Aq
∗)i − k) = 0 for all 1 ≤ i ≤ n.
In the following, our main arguments will be based on the dimension of the set
of optimal strategies of Program (2.4):
Definition 2.6 (Definition 3 in [18]). Let Σ be an automaton and t be a positive
integer. The polytopes Pt and Qt are the sets of optimal solutions of respectively
Program (2.3) and Program (2.4). We call dimension of a polytope the dimension of
the smallest affine subspace containing the polytope.
Example 4. In Example 2, P3 and Q3 are the following sets:
P3 =
{
−1/4 ≤ x ≤ 1/4,
(1/4 + x, 1/4− x, 1/4 + y, 1/4− y) −1/4 ≤ y ≤ 1/4,
x− y ≤ 0
}
Q3 = {(0, 0, 0, 0, 1/2, 0, 1/2)
T}.
These are the only solutions allowing for an objective value k = 1/2. △
Moreover, if the SPF does not increase, we have the following result on Pt:
Lemma 2.7 (Lemma 1 in [18]). If k(t) = k(t+ 1) then Pt+1 ⊂ Pt.
With these tools in hand, we can get to our contributions.
3. A New Bound on the Triple Rendezvous Time. The triple rendezvous
time (TRT) is the length of the shortest word mapping three states of the automaton
onto a single one. Although it is a very natural concept, we are not aware of any
attempts to bound its value for synchronizing automata. In what follows, the weight
of a vector is the number of its non-zero elements.
Definition 3.1. For a synchronizing automaton Σ, the triple rendezvous time
T3,Σ is defined as the smallest integer t such that A(t) contains a column of weight
superior or equal to 3.
In other words, the triple rendezvous time is the length of the shortest word W
such that there exist states qi, qj and qk with qiW = qjW = qkW . In the following,
we will use T3 for T3,Σ when there is no ambiguity on the automaton.
Of course, we can extend this concept to Tl, the length of the shortest word which
maps l states onto a single one, i.e., the length of the shortest wordW such that there
exist l states qi, qj , . . . such that qiW = qjW = . . . . We notice that Tn is the length of
the shortest synchronizing word, and that for any synchronizing automaton, T2 = 1.
Our motivations for studying the triple rendezvous time are numerous. First, it is
a natural problem related to Conjecture 1.3, and it allows for new approaches to study
synchronization properties of an automaton. Second, the TRT is directly linked with
the evolution of the synchronizing probability function (Proposition 6 and Conjecture
6
4 in [18]), and is also related to the k−extension property developed in [5]4. Third, the
triple rendezvous time can also be used as an indicator to find automata with large
reset threshold. Indeed, for many classes of automata, the value of the TRT seems
empirically to be correlated with the length of the shortest reset word: for random
synchronizing automata (from the framework of [25]), the reset threshold is small and
T3 = 1 with high probability
5. Oppositely, all the automata known in the literature
which achieve the bound of Conjecture 1.3 do have a large TRT67(close to the number
of states). As the triple rendezvous time is much easier to compute than the shortest
synchronizing word, it can be used as a heuristic filter in order to generate automata
with large reset threshold.
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Fig. 3. On the left the automaton of the Cˇerny´ family with 6 states, on the right the “Kari
automaton”.
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Fig. 4. Synchronizing probability function for the automaton of the Cˇerny´ family with 6 states
(solid curve), and for the “Kari automaton” (dashed curve).
4In the terminology of [5], the TRT can be defined as the smallest integer such that there is a
pair of states which are synchronized by some single letter, and which is (T3 − 1) − extendable.
5In the framework of [25], automata are synchronizing with high probability and have with high
probability three states mapped on a single one by one letter, which implies that T3 = 1 with high
probability.
6The reader can easily check that the automata of the Cˇerny´ family have T3 = n+ 1, the “Kari
automaton” (an automaton with 6 states, see [19]) has T3 = 5 and the “Roman automaton” (an
automaton with 5 states, see [24]) has T3 = 5.
7Please note that it is possible to build automata with quadratic reset threshold and low TRT,
see [3] for such examples.
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Figure 3 shows the automaton of the Cˇerny´ family with 6 states and the “Kari
automaton” [19], two automata achieving the bound of Conjecture 1.3, with synchro-
nizing words of length 25. Figure 4 shows their SPF. For these automata, the TRT
is equal to 7 and 5 respectively.
The following conjecture has been made on the behaviour of the SPF:
Conjecture 3.2 (Conjecture 2 in [18]). In a synchronizing automaton Σ with
n states, for any 1 ≤ j ≤ n− 1,
kΣ(1 + (j − 1)(n+ 1)) ≥ j/(n− 1).
This conjecture is stronger than Cˇerny´’s conjecture (Theorem 4 in [18]). Conjec-
ture 3.2 would also imply (see [18]) that the following conjecture about the triple
rendezvous time is true:
Conjecture 3.3 (Conjecture 4 in [18]). In a synchronizing automaton Σ with
n states,
T3,Σ ≤ n+ 2.
In Section 4, we provide a family of automata which are counterexamples for both
Conjecture 3.2 and Conjecture 3.3.
We now focus on bounding the TRT. A first upper bound can be easily obtained
without using the SPF:
Proposition 3.4. In a synchronizing automaton Σ with n states,
T3,Σ ≤
n(n− 1)
2
+ 1.
Proof. Firstly, there are only n+ n(n− 1)/2 possible different columns of weight
one or two in A. Secondly, for any positive integer t smaller than the reset threshold
(therefore also smaller than T3), A(t + 1) must contain columns that are not in A(t)
(Lemma 1 in [18]). Therefore, as A(0) includes the n columns of weight one, A(n(n−
1)/2 + 1) includes at least n + n(n − 1)/2 + 1 columns. As all the columns in A
are different, it implies that A(n(n − 1)/2 + 1) contains at least a column of weight
superior or equal to 3.
In order to obtain a better upper bound on the TRT, we study the evolution of
the SPF and A(t) with respect to t, for t < T3. In that situation, A(t) only contains
columns of weight one or two. In the following, we name subset of columns of a matrix
A ∈ Rn×m any matrix A′ ∈ Rn×m
′
(for some m′ ≤ m) obtained by erasing columns
from A. A subset of columns of A with some property is the subset of columns
obtained by erasing the columns of A not satisfying that property, and keeping all
the others.
Definition 3.5. We associate with A(t) a graph G(t) with n vertices such that
the subset of columns of weight two of A(t) is the incidence matrix of G(t).
Example 5. For the automaton from Example 2, at t = 3, the graph G(3)
associated with A(3) is shown in Fig. 5. △
In the graph G(t) associated with A(t), we call a singleton a vertex which is
disconnected from the rest of the graph, a pair two vertices which are connected to
each other and disconnected from the rest of the graph, and a cycle a set of vertices
forming a cycle8 and disconnected from the rest of the graph. We call a cycle odd
8c vertices are forming a cycle if we can number them from 1 to c in such a way that vertex 1
is only connected to vertices 2 and c, each vertex 1 < i < c is only connected to vertices i − 1 and
i+ 1, and the vertex c is only connected to vertices c− 1 and 1.
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Fig. 5. Graph G(3) associated with A(3) for the automaton from Example 2.
(resp. even) if it contains an odd (resp. even) number of vertices.
We also use the reverse correspondence. Given a graph G on n vertices, each
vertex vj is represented by e
T
j , and an edge (vi, vj) is represented by the vector (ei +
ej)
T . We notice that, if 1 < t < T3, since A(t) contains at least one column that is
not in A(t− 1), G(t) has at least one more edge than G(t− 1).
Our general strategy to bound the TRT is the following: first, based on this
matrix-graph approach, we study the values that k(t) can take with t < T3. Then, we
bound the maximal dimension that the polytope Pt of solutions of Program (2.3) can
take for each value k(t). We conclude by using the fact that this maximum strictly
decreases if k(t) stays constant.
To do so, we start from the set of reachable vectors A(t). We prove that it is pos-
sible to find a subset of columns Ac(t) of A(t) satisfying the following properties; the
matrix Ac(t) is such that its associated graph Gc(t) is composed of disjoint singletons,
pairs and odd cycles, and is such that the optimal objective value for Program (2.3)
and Program (2.4) is the same if A(t) is replaced by Ac(t). This structure allows us
to easily compute the value k(t) and the dimension of the corresponding polytope of
optimal solutions. Note that when replacing A(t) with Ac(t), the dimension of Pt is
non-decreasing with respect to t, as every optimal solution of Program (2.3) with A(t)
is also an optimal solution with Ac(t).
We call support of the strategy q of Program (2.4) the set of columns in A(t)
corresponding to non-zero entries in q. We call a column of A(t) critical if there
exists an optimal solution q with a non-zero entry corresponding to this column.
In the proof of Lemma 3.6 hereunder, we split the program into two subprograms
and introduce notation to get to our arguments. The reader may refer to Example 6
to have an illustration of the steps.
Lemma 3.6. If t < T3, there exists an optimal solution q for Program (2.4) such
that its support is associated with a graph composed of disjoint singletons, pairs, and
odd cycles.
Proof. We first present the structure of the proof, then we demonstrate the
technical elements.
Structure of the proof. We proceed by induction on the number of rows of
matrix A(t), which is also the number of vertices of G(t). If there is only one or
two vertices, the lemma is trivially true. Otherwise, we use the fact that the graph
associated with a subset of columns of A(t) can either be connected or disconnected.
If it is disconnected, we can define two subprograms with the structure of Program
(2.4) with less variables, for which we know by induction that there exist optimal
solutions satisfying the lemma. From these solutions, we can build an optimal solution
of the original program whose support is also composed of disjoint singletons, pairs,
and odd cycles.
If it is connected, we can either find an optimal solution with a support associated
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with an odd cycle including all the vertices, or find a solution with a support associated
with a disconnected graph. In this latter case, we are again able to split the program
as in the disconnected case.
Demonstration. Let us write ProgA for the original Program (2.4), and ProgN
for Program (2.4) in which matrix A is replaced by a matrixN , with the corresponding
dimensions for vectors q and e. Let us write kA and kN the optimal objective value
of ProgA and ProgN .
We suppose by induction that the Lemma holds if A(t) is associated with a graph
with n − 1 vertices or less (so if A(t) has n − 1 rows or less). Let us now consider
a matrix A(t) associated with a graph G(t) with n vertices. Let Amin be a minimal
subset of columns of A(t) (that is, such that kA = kAmin , and k
′
A < kA for any strict
subset of columns A′ of Amin) and with not more than n columns (such a matrix
exists, see [18, Proposition 4]). Let Gmin be the graph associated with Amin. We
will prove that either Gmin is already composed of disjoint singletons, pairs and odd
cycles, or that we can build an optimal solution qc to ProgAmin such that the graph
associated with its support is composed of disjoint singletons, pairs and odd cycles.
Since the program ProgAmin has the same optimal objective value as ProgA, there is
a vector q which is an optimal solution of ProgAmin (such that Aminq ≥ kAen×1).
Two cases can occur: either Gmin is connected, or it is disconnected.
Disconnected case. If Gmin is disconnected, then the graph can be split into
two separate graphs Gmin1, Gmin2 with respectively n1 and n2 vertices. For these
two graphs, let us consider the associated matrices Amin1 and Amin2 (with n1 and n2
rows respectively). We will call ProgAmin1 and ProgAmin2 subprograms of ProgAmin .
Now define q1 and q2 the subvectors of q corresponding to the graphs Gmin1 and
Gmin2 respectively. That is, the entries of q1 are the same as the entries of q cor-
responding to columns from ProgAmin1 , and the entries of q2 are the same as the
entries of q corresponding to columns from ProgAmin2 . As q is optimal, we have that
Amin1q1 ≥ kAen1×1 and Amin2q2 ≥ kAen2×1 (these inequalities and the following ones
are entrywise).
Then define w1 = 1/(eq1), w2 = 1/(eq2), the inverse of the weight associated with
each subprogram in the strategy q.
We have that q1w1 and q2w2 are feasible solutions for ProgAmin1 and for ProgAmin2
respectively, so Amin1q1w1 ≥ w1kAen1×1 and Amin2q2w2 ≥ w2kAen2×1. Therefore,
kAmin1 ≥ w1kA and kAmin2 ≥ w2kA.
By the induction hypothesis, for ProgAmin1 and for ProgAmin2 , there are vectors
r1 and r2 which are optimal solutions and have a support associated with a graph
composed of singletons, pairs and odd cycles. Therefore for these vectors we have
Amin1r1 ≥ kAmin1en1×1 ≥ w1kAen1×1
Amin2r2 ≥ kAmin2en2×1 ≥ w2kAen2×1.
Let us now extend r1 and r2 to vectors qc1 and qc2 of the same length as q, with the
entries corresponding to the related subprogram equal to the ones of r1 and r2, and
the other entries equal to zero. For these strategies, we have that Aq′1 ≥ w1kAe and
Aq′2 ≥ w2kAe from the argument above. Now defining qc = qc1/w1 + qc2/w2, we have
eT qc = 1 and Aqc ≥ kA, which implies that qc is an admissible optimal solution for
ProgA.
Since the union of two graphs composed of disjoint singletons, pairs and odd cycles
is also composed of disjoint singletons, pairs and odd cycles, the graph Gc associated
with the support of the strategy qc is composed of disjoint singletons, pairs and odd
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cycles, as wanted.
Connected case. For the connected case, if Gmin is connected and n ≥ 3, we
can either show that Gmin has no vertex of degree one, or build an optimal solution
such that its support is disconnected, which leads to the previous case.
Indeed, consider an edge (v1, v2) with the vertex v2 of degree one. If v1 is of degree
one, then (v1, v2) is a disconnected pair and Gmin is not connected. If v1 has other
adjacent edges (v1, vi), with i > 2, one can obtain a new solution in which the value
corresponding to these other edges is equal to zero, without changing kA and without
adding value to edges that are not in the support of the current solution.
For the description of this construction, let us denote by qvα the entry of q cor-
responding to the vertex vα, and by q(vβ ,vγ) the entry of q corresponding to the edge
(vβ , vγ), with 1 ≤ α ≤ n and 1 ≤ β 6= γ ≤ n. From the solution q, we build a vector
q′ of the same dimension as follows:
q′v1 = q
′
v2 = 0,(3.1)
q′(v1,v2) = qv1 + qv2 + q(v1,v2),
q′(v1,vi) = 0 for i > 2 and (v1, vi) ∈ Gmin,
q′vi = q(v1,vi) + qvi for i > 2 and (v1, vi) ∈ Gmin,
and all the other entries of q′ equal to the entries of q.
With this construction, we have the following inequalities:
q′v1 +
∑
j 6=1, (v1,vj)∈Gmin
q′(v1,vj) = qv1 + qv2 + q(v1,v2) ≥ kA,
q′v2 +
∑
j 6=2, (v2,vj)∈Gmin
q′(v2,vj) = qv1 + qv2 + q(v1,v2) ≥ kA,
as qv2 + q(v1,v2) ≥ kA, because q is an optimal solution. Moreover, for every other
i > 2,
q′vi +
∑
j 6=i, (vi,vj)∈Gmin
q′(vi,vj) = qvi +
∑
j 6=i, (vi,vj)∈Gmin
q(vi,vj) ≥ kA.
In addition, it is straightforward from (3.1) that
∑m(t)
i=1 q
′
i =
∑m(t)
i=1 qi = 1. Therefore
q′ and kA satisfy the conditions of Program (2.4), and q
′ is an optimal strategy.
The value associated with the edges (v1, vi), i > 2, in q
′ is 0, so these edges are not
in the support of q′, and the pair (v1, v2) is disconnected. Therefore either Gmin has
no vertex of degree one, or we can build a solution with a disconnected support.
Now, notice that a connected graph with not more than n edges and no vertex of
degree one cannot have vertices of degree larger than two (because the sum of the
degrees is equal to twice the number of edges). Therefore, all the vertices are in the
same cycle. If n is odd, we have our result. If n is even, let us label its vertices
v1, . . . , vn in the cyclic order and define the vector q
′ of the same dimension as q as
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follows:
q′vi = 0, for 1 ≤ i ≤ n,
q′(v2j−1,v2j) = qv2j−1 + qv2j + q(v2j−1,v2j) + q(v2j ,v2j+1) for 1 ≤ j ≤ n/2− 1,
q′(vn−1,vn) = qvn−1 + qvn + q(vn−1,vn) + q(vn,v1),
q′(v2l,v2l+1) = 0 for 1 ≤ l ≤ n/2− 1,
q′(vn,v1) = 0.
We can verify that q′ is a feasible solution reaching the objective value kA. Since the
edges (v2l, v2l+1) for 1 ≤ l ≤ n/2 and the edge (vn, v1) are not in its support, it leads
again to a disconnected case, and the proof is done.
Example 6. The purpose of this example is to illustrate the steps of Lemma 3.6
in the disconnected case.
We start from Example 2. We have
A(3) =


1 0 0 0 1 0 0
0 1 0 0 0 0 1
0 0 1 0 0 1 1
0 0 0 1 1 1 0

 .
A possible minimal subset of columns of A(3) is the following:
Amin =


1 0
0 1
0 1
1 0

 ,
which is the support of the solution of the original program q = (0, 0, 0, 0, 1/2, 0, 1/2)T .
The associated graph Gmin is represented in Fig. 6. It is composed of two pairs.
It already is composed of singletons, pairs, and odd cycles, however we will continue
the analysis to illustrate the ideas.
0
1
3
2
Fig. 6. Graph Gmin associated with Amin.
As the graph is disconnected, we separate it into Gmin1 and Gmin2, being the sub-
graphs induced by respectively {0, 3} and {1, 2}. This gives us the incidence matrices
Amin1 = (1, 1)
T and Amin2 = (1, 1)
T . We now consider the programs ProgAmin1 and
ProgAmin2 . Optimal solutions of these subprograms are r1 = (1) and r2 = (1), which
each have a support forming a single pair (in a general setting we have to use the
induction argument to prove the existence of solutions with support associated to a
graph composed of singletons, pairs and odd cycles).
From the strategy q, we obtain w1 = 2 for ProgAmin1 and w2 = 2 for ProgAmin2 .
Expanding these solutions gives us qc1 = (1, 0)
T , qc2 = (0, 1)
T . This leads to the
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solution of the original program qc = qc1/w1 + qc2/w2 = (1/2, 1/2)
T , which has a
support composed of two pairs. △
It turns out that, given a set A(t), the knowledge of a subset of its columns which
is the support of an optimal solution of Program (2.4) and is composed of disjoint
odd cycles, pairs and singletons allows to easily compute the SPF k(t). Moreover, it
provides with an upper bound on the dimension of the set of solutions Pt:
Lemma 3.7. If the graph G(t) associated with A(t) is composed of disjoint odd
cycles, pairs and singletons, then the optimum of Program (2.4) is given by 2/(n+n1),
where n1 is the number of singletons. Moreover, the dimension of Pt is the number
of pairs.
Proof. To make notations concise, we define K = n + n1. Our claim is that
k(t) = 2/K. We provide an admissible solution for the primal Program (2.3), as well
as for the dual Program (2.4), with the same objective value. Therefore this value is
optimal.
A solution of Program (2.3) can be built as follows:
(3.2) pi =
{
2/K if state i corresponds to a singleton vertex,
1/K otherwise.
The sum of the coefficients is
∑n
i=1 pi = (n− n1)/K + 2n1/K = 1, and p is a feasible
solution for Program (2.3) with an objective value of 2/K.
For Program (2.4), a solution can be built as follows:
(3.3) qi =


2/K if column i corresponds to a pair,
1/K if column i corresponds to an edge of an odd cycle,
2/K if column i corresponds to a singleton.
The sum of the coefficients is
∑m(t)
i=1 qi = n1 × 2/K + (n − n1) × 1/K = 1, and q
is a feasible solution for Program (2.4) with objective value of 2/K. Summarizing,
Equation (3.2) describes a solution for Program (2.3), and Equation (3.3) describes a
solution for Program (2.4), achieving the same objective value. As the programs are
dual, this implies that both strategies are optimal, and k(t) = 2/K.
We can now give an explicit expression for Pt. Reordering the vertices such that
the first f indices correspond to singletons, the next g indices correspond to vertices
in pairs, grouped by pair (two vertices in the same pair have indices f + 2j − 1 and
f + 2j, 1 ≤ j ≤ g/2), and the last h indices correspond to vertices in odd cycles, we
have the following set of optimal solutions for Program (2.3):
(3.4)
Pt =


pi = 2/K, with 1 ≤ i ≤ f,
pf+2j−1 = 1/K + xj ,
(p1, ..., pf+g+h) pf+2j = 1/K − xj , with 1 ≤ j ≤ g/2 and
−1/K ≤ xj ≤ 1/K,
pk = 1/K, with f + g + 1 ≤ k ≤ f + g + h


.
One can check that the vectors p described in (3.4) are feasible solutions for Program
(2.3). Each element of the set Pt is uniquely defined by g/2 independent parameters
xj that can vary between −1/K and 1/K, so the dimension of Pt is g/2.
We now combine these lemmas to obtain a universal upper bound on the triple
rendezvous time for synchronizing automata. The main steps of the reasoning are as
follows: starting from any original program obtained from an automaton and a value t,
due to Lemma 3.6, one can find a subset of columns Ac(t) of A(t) such that ProgAc(t)
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has the same objective value as ProgA(t) and such that the associated graph satisfies
the conditions of Lemma 3.7. For this program, we can easily compute the value
of the SPF and an upper bound on the dimension of Pt. Then, using dimensional
arguments, we obtain a lower bound on the SPF growing rate with respect to t, for
t < T3:
Theorem 3.8. If t < T3, then k(t) can only take the values 2/(n+ s), 0 ≤ s ≤
n−1, and this value cannot be optimal at more than ⌊(n−s)/2⌋+1 consecutive values
of t.
Proof. Let us fix t < T3. By Lemma 3.6, one can find a matrix Ac which is
a subset of the columns of A(t), such that the associated graph Gc is composed of
singletons, pairs and odd cycles, and such that kA(t) = kAc . Let Rt be the set of
optimal solutions of ProgAc . From Lemma 3.7, the dimension of Rt is the number of
pairs in Gc. Let s be the number of singletons. There are n− s vertices of Gc which
are either in pairs or in odd cycles, so there are at most (n − s)/2 pairs. The set of
optimal solutions Rt of ProgAc has a dimension not smaller than the set of optimal
solutions Pt of ProgA, because optimal solutions of ProgA are also optimal solutions
of ProgAc . Therefore we have that dim(Pt) ≤ dim(Rt) ≤ (n− s)/2.
We claim that, if k(t + 1) = k(t), then dim(Rt+1) < dim(Rt). Equation (3.3)
gives the set of optimal solutions, in which a positive value is assigned to each of the
columns of Ac(t), so it is a set of critical columns. We will use a similar argument as
in the proof of [18, Theorem 3] to obtain that dim(Rt+1) < dim(Rt).
Hence we suppose that k(t+ 1) = k(t). First recall that, from Lemma 2.7,
Pt+1 ⊂ Pt.
We define
A′(t+ 1) = Ac(t) ∪ {MAc(t) :M ∈ Σ}
and P ′t+1 as the set of solutions p ≥ 0, e
T p = 1, such that pTA′(t + 1) = ke. Note
that Pt+1 ⊂ P
′
t+1, since the columns in A
′(t+ 1) are a subset of the critical columns
in A(t + 1). Also, P ′t+1 ⊂ R(t) since the columns in Ac(t) are a subset of columns in
A′(t+ 1).
We first show that P ′t+1 6= Rt. Indeed, since A
′(t+1) contains all the columns of
Ac(t) multiplied by a matrix in Σ, it is clear that
∀M ∈ Σ, ∀p ∈ P ′t+1,M
T p ∈ Rt.
Supposing P ′t+1 = Rt, the above equation implies that B
TRt ⊂ Rt for all B ∈ Σ
s, s ≥
1, which implies that Σ is not synchronizing. Indeed, this implies that for all p ∈ Rt,
for all B ∈ Σs, pTB ≤ keT .
So, there must be a matrix M ∈ Σ and a column aj of Ac(t) such that Maj /∈
Ac(t). Again, since MAc(t)q ≥ ke,Maj is a new critical column.
Now, by Theorem 2.5, the new critical column Maj is such that p
TMaj = k
for all p ∈ P ′t+1. Let H be the hyperplane represented by this constraint. Since
Rt ∩H 6= Rt, and Rt+1 ⊂ Rt ∩H , it follows that dim(Rt+1) < dim(Rt), which proves
the claim.
Therefore, as dim(Rt) ≤ ⌊(n−s)/2⌋, if k(t) = k(t+⌊(n−s)/2⌋+1), the dimension
of (Rt+⌊(n−s)/2⌋+1) would have to be negative, which is impossible. This implies that
k(t+ ⌊(n− s)/2⌋+ 1) > k(t).
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With Theorem 3.8, we can now obtain the bound:
Theorem 3.9. In a synchronizing automaton Σ with n states,
T3,Σ ≤
n(n+ 4)
4
−
n mod 2
4
.
Proof. By Theorem 3.8, if t < T3, k(t) can only take the values 2/(n + s), with
0 ≤ s ≤ n − 1. Moreover, if k(t) = 2/(n + s), then k(t + ⌊(n − s)/2⌋ + 1) > k(t).
Summing over all possible values for k(t) if t < T3, one gets
(3.5)
n−1∑
s=0
(⌊(n− s)/2⌋+ 1) =
n∑
s=1
(⌊s/2⌋+ 1) =
n(n+ 4)
4
−
n mod 2
4
.
We now present another technique that provides with an alternative upper bound
on the triple rendezvous time. It is based on the observation that, if the synchronizing
probability function at t = n is small, the TRT is also small. Then, coupling this with
Theorem 3.8, we will obtain a further improvement of the bound.
Lemma 3.10. For 1 ≤ s ≤ n/2, if k(n) < 1n−s , then for any word W ∈ Σ
≤n,
there are less than s zero entries in eW .
Proof. Suppose that there is a word L ∈ Σ≤n such that eL has at least s zero
entries, and therefore at most n − s non-zero entries. Let p be an optimal solution
for Program (2.3). Applying the word L to the automaton, the final probability
distribution on the states is pL. Entrywise, pL ≤ eL, therefore pL has at most n− s
non-zero entries. As the sum of the entries of pL is equal to one, the average of its
non-zero entries is at least 1/(n− s). Therefore, at least one of the entries is higher
than or equal to 1/(n− s). As p is an optimal solution, it implies that k(n) ≥ 1n−s .
Therefore we have the contrapositive: if k(n) < 1n−s , for any word W ∈ Σ
≤n there
are less than s zero entries in eW .
Now, based on Lemma 3.10, we have the following result on the triple rendezvous
time:
Lemma 3.11. For any strongly connected synchronizing automaton with n states,
and for any integer 1 ≤ s ≤ n/2, either
k(n) ≥
1
n− s
or T3 ≤ n(s+ 2)/2.
Proof. Let us fix s as in the statement of Lemma 3.10. We suppose that k(n) <
1
n−s , and our goal is to prove that T3 ≤ n(s+2)/2. Let ts be the minimal t such that
G(ts) has a vertex of degree larger than s, and let v be such a vertex. As there is
at least one more edge in G(t + 1) than in G(t), and there are n vertices, we have
that ts ≤ sn/2. This means that there exists a state q corresponding to v, s states
qi corresponding to the vertices connected to v in A(sn/2), and words Wi ∈ Σ
≤sn/2,
with 1 ≤ i ≤ s, such that qWi = qiWi.
We will now build a word with a column of weight three. As the graph is strongly
connected, starting with a letter having a column of weight two, there exists a word
W1 of length at most n and two states q1 and q2 such that q1W1 = q2W1 = q. From
Lemma 3.10, there are less than s zeros in any product of length n. So, there exists
one state q3 such that its corresponding vertex is connected to v in G(sn/2), and such
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that its corresponding entry in eW1 is at least one. Let us call W2 the word of length
at most sn/2 such that qW2 = q3W2. The word W1W2 is such that three states are
mapped to a single state. Therefore either T3 ≤ sn/2 + n or k(n) ≥
1
n−s .
Coupling Theorem 3.8 and Lemma 3.11, we obtain the following upper bound:
Proposition 3.12. For any strongly connected synchronizing automaton with n
states, for any 1 ≤ s ≤ n/2,
(3.6) T3 ≤ max {n(s+ 2)/2, (n(n+ 4)− (2s− 1)(2s+ 3) + 1)/4}
Proof. If
k(n) <
1
n− s
,
we apply Lemma 3.11.
Otherwise, from Theorem 3.8, the values that can be taken by the synchronizing
probability function for t between n and T3 are of the shape
k(t) =
2
n+ r
,
with 0 ≤ r ≤ n− 2s, and if k(t) = 2/(n+ r), then k(t+ ⌊(n− r)/2⌋+ 1) > k(t).
Summing over all possible values for k(t), one gets
n−2s∑
r=0
⌊(n− r)/2⌋+ 1 =
n∑
r=2s
⌊(r)/2⌋+ 1
=
(n)(n+ 4)
4
−
n mod 2
4
−
(2s− 1)(2s+ 3)
4
+
1
4
≤ (n(n+ 4)− (2s− 1)(2s+ 3) + 1)/4.
This inequality on T3 holds for all s. Therefore, minimizing the bound in (3.6)
over s, we obtain:
Theorem 3.13. In a strongly connected synchronizing automaton Σ with n
states,
T3,Σ ≤ (
√
5n2 + 4n− 12− n+ 6)n/8.
Proof. In Equation (3.6), n(s + 2)/2 is an increasing function of s, while (n(n +
4) − (2s − 1)(2s + 3) + 1) is a decreasing function of s. Therefore, the minimum of
(3.6) is reached at the intersection of the two functions. The value of s that minimizes
the expression in (3.6) is the solution of
n(s+ 2)/2 = (n(n+ 4)− (2s− 1)(2s+ 3) + 1)/4.
This is equivalent to:
s2 + s(n+ 2)/2 + (1− n2/4) = 0,
which has the solution
s = (
√
5n2 + 4n− 12− (n+ 2))/4.
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This solution is positive and lower than n/2 as long as n > 3. Plugging this value
into Equation (3.6) we obtain
T3 ≤ n(
√
5n2 + 4n− 12− n+ 6)/8.
Therefore, we have that T3 < n
2/(6.4...) for n sufficiently large. This bound
strictly improves on our previous one (3.5).
4. A Counterexample to a Conjecture on the Synchronizing Probabil-
ity Function. In this section, we present an infinite family of automata which are
counterexamples to Conjecture 3.2 and Conjecture 3.3. This family provides us with
a lower bound on the maximum value of the triple rendezvous time for automata with
n states for every odd integer n ≥ 9. Let us name the automaton of the family with
n states T Rn. The automaton T R9 is shown in Fig. 7. It has 9 states, labelled from
q1 to q9, and two letters a and b defined as (zeros are replaced by dots):
a =


. . . . . . 1 . .
. . . 1 . . . . .
. . 1 . . . . . .
. 1 . . . . . . .
. . 1 . . . . . .
. . . . . . . 1 .
1 . . . . . . . .
. . . . . 1 . . .
. . . . . . . . 1


b =


. 1 . . . . . . .
. . 1 . . . . . .
1 . . . . . . . .
. . . . 1 . . . .
. . . . . 1 . . .
. . . 1 . . . . .
. . . . . . . . 1
. . . . . . . 1 .
. . . . . . 1 . .


.
.
q9 q7 q1
q2 q3
q4 q5
q6q8
b
a
a
b b
a
b
a
b
a
b
a
b
b
Fig. 7. The automaton T R9.
With the parameter j in Conjecture 3.2 fixed to 2, this conjecture implies that for
any synchronizing automaton with 9 states, k(11) ≥ 2/8. Conjecture 3.2 is stronger
than Conjecture 3.3. This latter implies, for the same automaton, that T3 ≤ 11.
However, we have that T3,T R9 = 12, thus disproving both conjectures:
Proposition 4.1. The TRT of the automaton T R9 is equal to 12.
Proof. On the one hand, the set of reachable vectors at t = 11, in which we
separated the columns by blocks to show the evolution of A(t) with respect to t, is
equal to:
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Atr9(11) =


1 . . . . . . . . . . 1 . . . . . . . 1 1 . . . .
. 1 . . . . . . . . 1 . . . . . . 1 . . . . . . .
. . 1 . . . . . . 1 . . . . . . . . . . . . 1 1 .
. . . 1 . . . . . . 1 . . . . . 1 . . . . . . . 1
. . . . 1 . . . . 1 . . . . . 1 . . . . . 1 . . .
. . . . . 1 . . . . . 1 . . 1 . . . 1 . . . . . .
. . . . . . 1 . . . . . 1 . . 1 . . 1 1 . . . . 1
. . . . . . . 1 . . . . 1 1 . . . . . . 1 . 1 . .
. . . . . . . . 1 . . . . 1 1 . 1 1 . . . 1 . 1 .


.
and contains only columns of weight one or two. On the other hand, the word
abbabbababba, which is twelve letters long, maps states q3, q5 and q9 on state q3.
Figure 8 represents the SPF of T R9, compared with the SPF of the automaton
of the Cˇerny´ family with 9 states. For t = 11, the SPF of Cˇerny´’s automaton is larger
than the SPF of T R9.
0 10 20 30 40 50 60 70
0
0.5
1
t
k(t)
Fig. 8. The synchronizing probability function of T R9 (solid curve), and of the automaton of
the Cˇerny´ family with 9 states (dashed curve). We have kTR9 (11) = 2/9.
We can extend T R9 to an infinite family of automata with an odd number of
states. Starting from T Rn, let l1 be the letter such that qnl1 = qn and l2 the other
one. The automaton T Rn+2 has n + 2 states q1, . . . , qn+2, the two letters l1 and l2,
and the effects qnl1 = qn+2, qn+2l1 = qn, qn−1l2 = qn+1, qn+1l2 = qn−1, qn+2l2 = qn+2
and qn+1l1 = qn+1. All the others effects of the letters are the same as in T Rn. Figure
9 show the automata T R11 and T R13, and Fig. 10 shows T R2k+7, with k odd.
We will now proof the TRT value for T R2k+7. In order to do so, we first provide
with a set of lemmas, before proving the result. Let us denote by (qi, qj) the vector
(ei + ej)
T . We will analyze the evolution of the matrix A(t) of T R2k+7 with respect
to t. Notice that in order to obtain A(t) from A(t− 1), we multiply the letters by the
vectors of A(t) from the right. We say that a vector cold can induce a vector cnew if
there is a letter l such that lcold = cnew . We say that a vector cnew of A(t) is induced
by a vector cold of A(t − 1) at t if cnew is not in A(t − 1) and there is a letter l such
that lcold = cnew . As there are two letters in T Rn, each vector can induce at most
two vectors. We first notice that:
Lemma 4.2. The reachable vectors induced at t > 1 are induced by vectors that
were themselves induced at t− 1.
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q9 q7 q1
q2 q3
q4 q5
q6q8
q11
q10
b a
b b
a
b
a
b
a
b
a
b
b
a
b
a
q13 q11 q9 q7 q1
q2 q3
q4 q5
q6q8q10q12
b
a
a b a
b b
a
b
a
b
a
b
a
b
ba
b
Fig. 9. The automata T R11 and T R13.
. . . q7 q1
q2 q3
q4 q5
q6q8
q2k+5
. . .
q2k+7
q2k+6
b a
b b
a
b
a
b
a
b
a
b
b
a
a
a
b
b
Fig. 10. The automaton T R2k+7, with k odd.
Proof. A vector cnew which is in A(t) and not in A(t− 1) is equal to lcold, for a
letter l and some vector cold of A(t − 1). If cold was in A(t − 2), then lcold = cnew
would be in A(t− 1), therefore cold was induced at t− 1.
Therefore, in order to analyze the evolution of A(t) up to t = T3, for each value
of t, we only have to consider the columns induced at t− 1.
The structure of T Rn provides us with the following property for pairs of states
in the tails:
Lemma 4.3. The vectors that can induce (q2i, q2j−1), with i, j > 3, are also the
only vectors that (q2i, q2j−1) can induce.
Proof. For any vector c = (q2i, q2j−1), with i, j > 3, we have that a
2c = b2c = c,
and if for some column c′, we have ac′ = c or bc′ = c, then a2c′ = b2c′ = c′. Therefore
a vector that can be induced by c can induce c′ and vice versa.
Corollary 1. If a vector (q2i, q2j−1), with i, j > 3 is induced at t, then it can
induce at most one vector at t+ 1.
Proof. Any vector can induce at most two vectors. Since a vector (q2i, q2j−1), with
i, j > 3 can only be induced by vectors that it can induce, one of the two possible
vector that it can induce must already be in A(t).
We can now prove the result result:
Proposition 4.4. The triple rendezvous time of T Rn, with n = 2k + 7 and
k ∈ N, is equal to n+ 3.
Proof. We consider the evolution of A(t) with respect to t.
The n first columns of A(t) are the identity matrix for t ≥ 0.
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At t = 1, the column (q3, q5) is induced by e3.
At t = 2, the column (q2, q4) is induced by (q3, q5).
At t = 3, the column (q1, q6) is induced by (q2, q4).
At t = 4, the column (q7, q8) is induced by (q1, q6).
The column (q7, q8) is such that Corollary 1 applies, and therefore induces only
one column. For 4 ≤ t ≤ 2k + 4, Corollary 1 applies at every step and the induced
column is straightforward. At t = 2k + 4, the column (q6, q9) is induced.
At t = 2k + 5, the column (q5, q7) is induced by (q6, q9).
At t = 2k + 6, the column (q4, q9) is induced by (q5, q7).
At t = 2k+7, the column (q2, q11) and the column (q6, q7) are induced by (q4, q9)
9.
At t = 2k + 8, the column (q1, q13) is induced by (q2, q11), the columns (q1, q8)
and (q5, q9) are induced by (q6, q7).
At t = 2k + 9, the column (q3, q10) is induced by (q1, q8). The columns (q7, q15)
and (q3, q11) are induced by (q1, q13), the column (q4, q7) is induced by (q5, q9).
At t = 2k + 10, the product of letter a with both the column (q3, q11) or the
column (q3, q10) provides with a column of weight three.
Therefore, the TRT is equal to 2k + 10 = n+ 3, which concludes the proof.
The graph in Fig. 11 presents the synchronizing probability function of these
automata with 9, 11 and 13 states.
0 20 40 60 80
0
0.5
1
t
k(t)
Fig. 11. The synchronizing probability function of T R9, T R11 and T R13 (from the left to the
right), and the points at which Conjecture 3.3 is not satisfied.
5. Conclusion. In this paper, we first formalised the concept of triple ren-
dezvous time as an intermediate step towards Cˇerny´’s conjecture. Using the syn-
chronizing probability function, a tool which allows to represent the synchronization
process within an automaton, we were able to prove a non-trivial upper bound on the
triple rendezvous time.
Then, by providing an infinite family of automata for which T3 = n+ 3 (with n
being the number of states of the automaton), we refuted Conjecture 3.2, formulated
in [18]. Conjecture 3.2 was stated as a tentative roadmap towards a proof of Cˇerny´’s
conjecture with the help of the synchronizing probability function, and in that sense
our conterexample is a negative result towards that direction.
9Starting at t = 2k+ 7, the vectors induced are not the same for T R9, T R11 and T R13, as the
vectors including states qn or qn−1 do not induce vectors with higher indices. However it does not
change the result.
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A natural continuation of this research would be to find non-trivial bounds for
Tl, with 3 < l ≤ n (i.e., the smallest number such that the set of reachable vectors
includes a column of weight at least l). Another research question is how to narrow
the gap between n+ 3 and n2/(6.4...) for the triple rendezvous time.
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