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En el siguiente trabajo se propone un modelo basado en la distribución geométrica truncada
el cual permite caracterizar los recursos disponibles en una red ad hoc bajo una arquitectu-
ra jerárquica y posteriormente estimar un factor de crecimiento que representa la relación
adecuada entre los recursos disponibles de dos capas sucesivas de la red que garanticen un
nivel establecido en la calidad de las comunicaciones. Se diseñaron escenarios de simulación
en el software ns-3 para arquitecturas jerárquicas de dos y tres niveles y se demostró que el
crecimiento de los recursos entre las capas de una red ad hoc puede ser expresado a través
de un modelo lineal.
Redes Ad Hoc, Escalabilidad, Modelo Estocástico, Distribución Geométrica, Arquitec-
tura Jerárquica, Simulación, ns-3.
Abstract
In this paper, we propose a model based on the truncated geometric distribution which allows
to characterize the available resources in an ad hoc network under a hierarchical architecture
and then estimate a growth factor which represents the appropriate relationship between the
available resources on two successive network layers that guarantees an established level in
the quality of communications. Simulation scenarios were designed in the ns-3 software to
hierarchical architectures of two and three levels and they showed that the growth of resour-
ces between the layers of an ad hoc network can be expressed by a linear model.
Keywords: Ad hoc Networks, Scalability, Stochastic Model, Geometric Distribution,
Hierarchical Architecture, simulation, ns-3.
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1 Introducción
Las redes ad hoc son un paradigma totalmente distinto a las redes tradicionales, carecen por
completo de una infraestructura fija dando completa autonomía a los nodos para configu-
rar su participación en la red. Esta naturaleza descentralizada trae consigo la aparición de
propiedades emergentes y genera la necesidad de incorporar en los nodos ciertas característi-
cas que les permitan configurarse e integrarse como parte de la red sin afectar su rendimiento.
Una de las propiedades esperadas en las redes ad hoc, es la capacidad de aumentar de tamaño
recibiendo nuevos nodos y reaccionado de forma adecuada al aumento constante en el flujo
de trabajo. Esta propiedad denominada escalabilidad, se encuentra directamente relacionada
con los algoritmos de enrutamiento, los mecanismos de cooperación, la arquitectura de red
y la naturaleza heterogénea de los nodos, convirtiéndose en uno de los principales desafíos
en el diseño de protocolos y una aspecto fundamental para lograr redes ad hoc con una alta
capacidad de despliegue.
Considerando la evidencia sobre los problemas de escalabilidad que presentan las redes ad
hoc bajo arquitecturas planas, el objetivo de esta investigación se centra en evaluar la esca-
labilidad en arquitecturas jerárquicas, en las cuales los nodos de las capas superiores son los
encargados de servir como intermediarios en las comunicaciones, por lo tanto el problema
fundamental para lograr escalabilidad en este tipo de arquitectura es encontrar un equilibrio
entre las tareas asignadas a un nodo y su nivel de recursos disponibles.
En este sentido, es razonable suponer que a medida que aumentan los recursos en las capas
inferiores de la red los recursos de las capas superiores también deben aumentar. En con-
secuencia se genera el siguiente interrogante: ¿Es posible determinar una relación entre el
nivel de recursos disponibles por dos capas sucesivas de la red, que sea lo suficientemente
grande para soportar la carga de trabajo adicional que implica servir como intermediario en
las comunicaciones, y a su vez lo suficientemente pequeño para optimizar la utilización de
los recursos?.
Para dar respuesta a esta pregunta se propone un modelo basado en la distribución geomé-
trica truncada el cual permite caracterizar los recursos disponibles en los nodos de un cluster
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y posteriormente estimar un factor de crecimiento que permitirá encontrar una relación ade-
cuada entre el nivel de recursos disponibles de dos capas sucesivas de la red.
El documento está organizado de la siguiente forma; se inicia haciendo una introducción
acerca de las características generales de las redes ad hoc, entre las cuales se encuentran las
diferentes arquitecturas de red, los resultados existentes sobre escalabilidad y finalmente una
descripción general sobre los algoritmos de agrupamiento.
En el capítulo tres se realizan simulaciones preliminares evaluando la escalabilidad de una
red ad hoc bajo diferentes tipos arquitecturas, posteriormente se realiza la evaluación de
una arquitectura jerárquica sujeta diferentes parámetros de configuración. En los capítulos
cuatro y cinco se propone el modelo de caracterización basado en la distribución geométrica
truncada y se realiza el proceso de estimación del factor de crecimiento para arquitecturas
jerárquicas de dos y tres niveles. Finalmente, en el capítulo seis se presentan las conclusiones
y recomendaciones.
2 Redes ad hoc - Generalidades
2.1. Naturaleza de las redes ad hoc
Las redes ad hoc son sistemas computacionales auto-organizados formados por un conjunto
de nodos que se comunican entre sí a través de enlaces inalámbricos y que no dependen de
una infraestructura preexistente para funcionar. Cada nodo actúa de manera independiente
y posee completa autonomía para configurar su participación en la red. Este funcionamiento
autónomo las diferencia de las redes tradicionales, y surge por la libre interacción entre
los nodos al intentar alcanzar dinámicamente una organización espontánea que les permita
lograr comportamiento global sin ningún tipo de control externo. Algunas de las principales
características de las redes ad hoc son: [9, 35] :
Funcionamiento autónomo: Los nodos actúan de manera independiente conociendo
únicamente la información de los vecinos que se encuentran en su radio de transmisión.
Un nodo puede administrar su participación en la red, ya sea como enrutador, como
punto de acceso, generando datos o simplemente como un puente entre nodos.
Topología dinámica: Estas redes se caracterizan por un alto componente de movili-
dad, esto permite a los nodos desplazarse de manera aleatoria generando cambios ines-
perados en la topología de la red. Este tipo de comportamiento hace difícil mantener la
conectividad entre los nodos causando el rompimiento de los enlaces de comunicación.
[29, 39].
Cooperación: Debido a que no existe un enrutador por defecto, cada nodo debe
encargarse de redirigir los paquetes hacia sus vecinos generando la participación de
nodos intermedios entre el origen y el destino.
Administración de la energía: La mayoría de los dispositivos inalámbricos funcio-
nan a través de baterías con capacidades limitadas; realizar funciones como calcular
una ruta de transmisión, identificar nodos vecinos, almacenar y dirigir paquetes son ta-
reas que requieren energía adicional, convirtiendo a este aspecto en uno de los factores
decisivos a la hora de diseñar protocolos en redes ad hoc [14].
Nodos heterogenéos: Las redes ad hoc generalmente son formadas por nodos con
diferentes características (capacidad de almacenamiento, grado de movilidad, número
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de vecinos, energía disponible, ancho de banda), lo que hace posible generar una ca-
racterización de la red a partir de los recursos y las tareas disponibles en cada nodo
[8, 44].
2.1.1. Propiedades esperadas
Una red ad hoc puede considerarse como un sistema complejo formado por un conjunto de
nodos que interactúan de forma local bajo reglas relativamente simples, pero donde donde
su funcionamiento descentralizado hace que su evolución temporal a largo plazo sea difícil
de predecir. Algunas propiedades que se esperan estén implícitas en la red y que mejoran su
capacidad de respuesta a cambios frecuentes en la topología, el enrutamiento y el compor-
tamiento de los nodos son [13, 30]:
Disponibilidad: Refleja la capacidad de la red para continuar funcionando de forma adecua-
da durante posibles cambios en la configuración o fallas en los nodos. Los protocolos deben
tener capacidad de mantener la red bajo unos parámetros que garanticen las comunicaciones.
Optimización: Los nodos debe ser capaces de seleccionar parámetros de configuración que
les permitan obtener el mejor rendimiento de la red bajo unos parámetros determinados de
configuración.
Escalabilidad: Se define como la capacidad de la red para aumentar de tamaño sin per-
der calidad en los servicios ofrecidos. En la sección 2.2 se describe con detalle esta propiedad.
Confidencialidad: Los datos que se envían a través de la red solo deben ser leídos por
receptores autorizados.
2.1.2. Propiedades emergentes
La aparición de propiedades emergentes en las redes ad hoc son una consecuencia de la in-
teracción entre los miembros de la red al intentar alcanzar dinámicamente una organización
global. Estas nuevas propiedades son derivadas del trabajo cooperativo entre los nodos y
resultan imposibles cuando estos actúan de forma individual [13]. A continuación se mencio-
nan algunas de estas propiedades, así como los mecanismos utilizados en su control:
Problema de la Terminal Oculta: Surge por la falta de un control centralizado que per-
mita manejar eficientemente las comunicaciones entre los nodos. En la figura 2-1 es posible
observar como el nodo A está fuera del rango de transmisión del nodo C, siendo imposible
establecer una comunicación directa entre ellos. El nodo B se comunica con ambos, pero A
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Figura 2-1: Problema de la terminal oculta
y C pueden generar interferencia al intentar comunicarse de manera simultánea con B al
suponer que el medio de transmisión se encuentra libre. Como respuesta a este problema
el estándar 802.11 introduce los mecanismos RTS/CLS (request to send/clear to send) que
aunque efectivos no solucionan completamente el problema [45].
Comportamientos pseudosociales: La aparición de ambientes competitivos en las redes
ad hoc está directamente relacionada con la necesidad de cooperación entre los miembros de
la red, pero antes de analizar está propiedad es necesario asumir dos características implíci-
tas en el comportamiento de los nodos. En primer lugar se considera la racionalidad, como
la capacidad de tomar decisiones de manera repetida buscando cumplir un objetivo particu-
lar, y por último se considera la inteligencia como la capacidad de los nodos para crear una
estrategia que les permita maximizar sus beneficios a partir de su conocimiento de la red [41].
El aumento en la racionalidad de los nodos, implica que las acciones que realizan están
guiadas por sus intereses particulares, participar en la red implica un consumo adicional de
recursos y puede llevar a los nodos a considerar el porqué cooperar en las comunicaciones
si a cambio no se obtiene un beneficio directo. Esta conducta racional genera nuevos esce-
narios donde la competencia por recursos, los comportamientos egoístas y la cooperación se
convierten en elementos intrínsecos a la naturaleza de las redes ad hoc [40, 19].
En la figura 2-2 es posible observar los modelos utilizados en teoría de juegos para estudiar
ambientes competitivos en las redes ad hoc [22]. En primer lugar encontramos los juegos
cooperativos donde aparecen coaliciones de nodos con el mismo objetivo y donde no existen
comportamientos egoístas, siendo la organización lógica de las tareas el problema mas rele-
vante [25]. Un ejemplo de esta naturaleza puede verse en las redes de sensores, ampliamente
usadas en monitoreo ambiental y en redes de trafico [23, 16]. Para los juegos no coopera-
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Figura 2-2: Teoría de Juegos [22]
tivos aparecen los esquemas de cooperación basados en modelos de reputación e incentivos
intentando lograr cooperación entre nodos con diferentes objetivos [42].
2.1.3. Arquitectura de red
La arquitectura de red describe el diseño de la red, especificando su configuración, su orga-
nización funcional así como el conjunto de protocolos para su funcionamiento . Las redes ad
hoc presentan dos tipos de arquitecturas [46]:
Arquitecturas Planas: En las arquitecturas planas todos los nodos realizan el enruta-
miento y el envío de paquetes de forma independiente y sin ningún tipo de control externo
[12]. En la figura 2-3a es posible observar una arquitectura plana donde es necesario utilizar
nodos intermedios para lograr las comunicaciones.
Arquitecturas Jerárquicas: Las arquitecturas jerárquicas son generadas por algoritmos
de agrupamiento, al crear grupos de nodos geográficamente adyacentes y conectados entre
si llamados cluster, estos grupos son creados de forma dinámica y pueden adaptarse a las
necesidades de la red (mejorar enrutamiento, disminuir el consumo de energía, mejorar la
cooperación) [44, 8]. En la figura 2-3b es posible observar una red con una arquitectura
jerárquica de dos capas formada por tres clusters conectados entre si.
Los utilización de una arquitectura jerárquica trae consigo las siguientes ventajas [44, 43, 11]
:
Proporcionar una utilización más racional de los recursos aumentando la capacidad del
sistema. Una asignación adecuada de las tareas permite mejorar el rendimiento de los
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(a) Arquitectura Plana (b) Arquitectura Jerárquica
Figura 2-3: Arquitectura de Red
protocolos de acceso al medio de transmisión, la escalabilidad de la red y una mejor
utilización de la energía disponible por los nodos.
Un cluster puede asignar funciones a sus nodos. Los roles más comunes son como nodo
líder o clusterhead, el cual tiene la responsabilidad de transmitir todos los paquetes de
los nodos a su cargo o como puerta de enlace ayudando a establecer comunicación con
otros clusters.
Las arquitecturas jerárquicas reducen significativamente las tablas de enrutamiento
debido a que los nodos sólo necesita tener información sobre su cluster y no del total
de la red.
La existencia de redes heterogéneas hace necesaria la creación de una estructura je-
rárquica en la red, por lo tanto es necesario encontrar un equilibrio entre el nivel de
exigencias del servicio y las restricciones de recursos disponibles.
2.1.4. Protocolos de enrutamiento para redes ad hoc
Los protocolos de enrutamiento para redes ad hoc pueden dividirse en tres grupos según la
forma en la que los nodos obtienen y mantienen las rutas durante las comunicaciones [1, 37]:
Protocolos proactivos: Estos protocolos intentan mantener las tablas de enruta-
miento consistentes y actualizadas a todos los nodos de la red, por lo tanto, si un
nodo necesita una ruta puede obtenerla inmediatamente. Vale la pena mencionar que
este tipo de protocolos generan tráfico adicional sobre la red, debido a la necesidad de
mantener las tablas de enrutamiento actualizadas en todo momento.
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Figura 2-4: Clasificación protocolos de enrutamiento [37]
Protocolos reactivos: En este tipo de protocolos las rutas son buscadas únicamente
cuando se necesitan. El proceso para la generación de la ruta es iniciado desde el origen
y cuando el nodo destino es encontrado esta ruta se mantiene hasta que deja de ser
accesible.
Protocolos híbridos: Este tipo de protocolos combina las fortalezas de los protocolos
proactivos y reactivos mejorando las condiciones de movilidad y cobertura.
En la figura 2-4 es posible observar una clasificación para los algoritmos de enrutamiento
utilizados en redes ad hoc, así como algunos de los mas representativos en cada clase.
2.2. Escalabilidad en redes ad hoc
El uso cada vez mayor de dispositivos inalámbricos hace necesario desarrollar en las redes
ad hoc la capacidad de reaccionar adecuadamente al aumento en el número de nodos sin
perder calidad en los servicios ofrecidos. Lograr escalabilidad es uno de los grandes retos en
el diseño de protocolos y una de las propiedades necesarias para lograr redes ad hoc con una
alta capacidad de despliegue.Entre los factores que afectan la escalabilidad en las redes ad
hoc se encuentran:
Enrutamiento: La escalabilidad está directamente relacionada con los algoritmos de en-
rutamiento, pero incluso con un algoritmo de enrutamiento ideal, la limitación principal es
la naturaleza multi-salto de las comunicaciones. La necesidad de utilizar nodos intermedios
hace que el tamaño de tablas de enrutamiento sea proporcional al número de nodos en la red.
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Tabla 2-1: Resultados capacidad de transporte para redes ad hoc [34]
Modelo Protocolo Modelo Físico










Redes heterogéneas: La existencia de nodos heterogéneos, sumando a la necesidad de
cooperación hace necesario garantizar que las tareas que se asignan a un nodo no están por
encima de su nivel de recursos (memoria disponible, procesador, disponibilidad), de lo con-
trario se pueden generar retrasos en las comunicaciones.
Comportamientos egoístas: El aumento en la racionalidad de los nodos trae como conse-
cuencia la aparición de comportamientos egoístas. Estos comportamientos aparecen cuando
un nodo actúa de manera malintencionada, intentando beneficiarse de la red sin colaborar
con otros nodos afectando el rendimiento de las comunicaciones.
2.2.1. Escalabilidad en arquitecturas planas
Las arquitecturas planas presentan problemas de escalabilidad debido a que el tamaño de las
tablas de enrutamiento es proporcional al número de nodos en la red, sin embargo, funcionan
adecuadamente en redes pequeñas, donde el enrutamiento y consumo de energía es bajo [12].
Para evaluar la escalabilidad de una red con una arquitectura plana, Gupta y Kumar [18]
definen la capacidad de transporte como la suma de los productos entre el número de bits y
la distancia en la que son transportados por unidad de tiempo. Para analizar esta propiedad
se consideran dos tipos de redes: las redes arbitrarias, donde los nodos, el destino, y las
fuentes de trafico pueden ser ubicadas en cualquier lugar, y las redes aleatorias, donde los
nodos y el tráfico son distribuidos con una probabilidad uniforme en el plano.
Para considerar una transmisión exitosa en un solo salto, se utilizan dos tipos de interferencia,
el modelo protocolo, en el cual la interferencia es generada por la distancia entre los nodos, y
el modelo físico, donde la interferencia es generada por la relación señal/ruido (SNR). En la
tabla 2-1 es posible observar los resultados obtenidos para capacidad de transporte basados
en redes estáticas, sin existencia de cooperación, y donde los patrones de tráfico son genera-
dos al azar de forma uniforme.
Trabajos posteriores mejoran los límites establecidos por Gupta y Kumar [18]. En [17, 15] se
contempla la movilidad y la cooperación entre nodos como una forma de mejorar la capaci-
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dad de transporte a Θ(1), pero sin establecer límites para los retrasos en las comunicaciones.
En [34] se estudia la escalabilidad en redes militares basados en patrones de tráfico bajo la
ley de las potencias y donde se observa un incremento en la capacidad de la red desde un
punto de vista práctico.
En los resultados obtenidos por Gupta y Kumar [18] es posible observar que una red con
n nodos, la capacidad de transporte de un nodo disminuye en Θ( 1√
n
) cuando el número de
nodos aumenta. Estos resultados son independientes de los protocolos de enrutamiento, del
acceso al medio de transmisión y cualquier otro protocolo de control, siendo la principal
limitación a la hora de diseñar redes de gran tamaño con arquitecturas planas.
2.2.2. Escalabilidad en arquitecturas jerárquicas
La escalabilidad en una arquitectura jerárquica está relacionada con el nivel de recursos dis-
ponibles en una capa de la red y las tareas que los nodos debe realizar. Las capas superiores
deben estar en la capacidad de soportar la carga de trabajo adicional que implica servir
como intermediarios en las comunicaciones de la red manteniendo un nivel establecido en la
calidad de los servicios [27, 28, 44].
Existen dos formas de lograr escalabilidad en arquitecturas jerárquicas [6, 24]:
Escalabilidad Horizontal: La red escala horizontalmente si se agregan nuevos nodos
a una capa de la red con el fin de ayudar a manejar el aumento en la carga de trabajo,
esto mejora la estabilidad y el desempeño general del sistema.
Escalabilidad Vertical: Una red escala verticalmente cuando se añaden más recursos
a un nodo en particular (procesador, memoria, energía disponible), este mejora el
rendimiento de la red ayudando a centralizar la carga de trabajo sobre ese nodo.
Ambos modelos presentan ventajas y desventajas, pero el problema fundamental a la hora de
buscar escalabilidad en una red bajo una arquitectura jerárquica es encontrar un equilibrio
entre las tareas asignadas a un nodo y su nivel de recursos disponibles. A continuación se
describen algunos algoritmos de agrupamiento que intentan mejorar la distribución de tareas
entre los nodos de la red.
2.3. Algoritmos de agrupamiento para redes ad hoc
Este tipo de algoritmos permite mejorar la calidad en las comunicaciones, el enrutamiento y
el control de la topología. En la tabla 2-2 es posible observar los algoritmos de agrupamiento
más utilizados en redes ad hoc así como sus principales características.
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Tabla 2-2: Algoritmos de agrupamiento para redes ad hoc [44]
Algoritmo Objetivo
DS-Cluster Busca los nodos dominantes en las rutas de comunicación para ayu-
dar a mantener la tabla de enrutamiento.
Low-Maintenance Se enfoca en las capas superiores del modelo OSI buscando el
Clustering mínimo costo consumo de recursos.
Mobility-Aware Utiliza los grados de movilidad en los nodos intentando evitar
Clustering cambios repentinos en la estructura de la red.
Energy-Efficient Evita el consumo innecesario de energía, aumentando el tiempo
Clustering de funcionamiento del cluster
Load Balancing Realiza un control en la carga de trabajo de la red mediante unos
Clustering limites en el número de nodos que puede tener un cluster.
Combined-Metrics Utiliza diferentes métricas como, consumo de energía, grados
Based Clustering de movilidad, tamaño de los clusters, ponderando todos estos valores
e identificando al nodo más apto para ser clusterhead
Generalmente los algoritmos de agrupamiento se dividen en dos etapas; primero es necesario
generar los cluster y asignar roles a los nodos según las necesidades de la red, posteriormente
debe existir un proceso encargado del mantenimiento del cluster y está relacionado con el
manejo de eventos especiales como la salida de un nodo o la necesidad de reelegir un nuevo
clusterhead. Este tipo de eventos puede afectar el rendimiento de la red debido al gasto
adicional de recursos que implica configurar los clusters [44].
Debido a la naturaleza de esta investigación, y por razones que se mencionaran más ade-
lante a continuación se describe con detalle los algoritmos de agrupamiento para balanceo
de carga (Load Balancing Clustering) y combinación de métricas (Combined-Metrics-Based
Clustering).
2.3.1. Algoritmos de agrupamiento para balanceo de carga
La carga de trabajo que representa para un nodo servir como clusterhead está relacionada
con la cantidad de nodos que maneja; para generar una arquitectura jerárquica es necesario
establecer unos límites en la cantidad de nodos que pueden formar un cluster. Los algoritmos
de agrupamiento para balanceo de carga establecen unos límites superiores e inferiores en
la cantidad de nodos que pueden formar un cluster, evitando así, la existencia de clusters
demasiado grandes que puedan sobrecargar al clusterhead y clusters demasiado pequeños
que generen demasiadas rutas en las capas superiores de la red. Entre los algoritmos más
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representativos se encuentran:
AMC (Adaptative Multi-hop Clustering): Este algoritmo identifica el numero de nodos
miembros en cada cluster y establece unos límites superior U e inferior L sobre la cantidad
de nodos que un clusterhead puede soportar sin disminuir el rendimiento de la red; cuando la
cantidad de nodos es menor que L se invoca un mecanismo de unión que intentará unir dos
cluster manteniendo que la suma de ambos sea menor a U . Ahora, si el valor es mayor que
U se invoca un procedimiento de separación que se aplica al cluster tratando de mantener
la cantidad de miembros iguales y seleccionando un nuevo clusterhead. [27, 28].
DLBC (Degree-Load-Balancing Clustering): Este algoritmo mantiene la cantidad de
nodos en un cluster basado en un parámetro que indica el número óptimo de nodos que un
clusterhead puede manejar, cuando se supera este valor, se adecuan los cluster intentando
que todos tengan el mismo número de nodos [2].
2.3.2. Algoritmos de agrupamiento bajo combinación de métricas
Este tipo de algoritmos considera factores como la capacidad de almacenamiento, grado de
movilidad, número de vecinos y energía disponible por los nodos. Su objetivo principal es
generar una combinación de estos parámetros en un solo valor que se convertirá en el criterio
para clasificar los nodos de acuerdo a sus capacidades [44]. Entre los más representativos se
encuentran:
WCA(Weighted Clustering Algorithm): Este algoritmo considera cuatro parámetros
para cada nodo v en la red. El primero de ellos será ∆v = |dv − δ| donde dv representa
la cantidad de nodos vecinos y δ será la cantidad ideal de nodos que el clusterhead puede
manejar. El segundo parámetro Dv representa la sumatoria de las distancias del nodo a sus
vecinos. El tercero Mv hace referencia a la velocidad promedio a la cual el nodo se desplaza
y el último parámetro Pv se refiere al consumo adicional de energía en un nodo al asumir el
rol de clusterhead. El paso final después de conseguir los parámetros es calcular el peso del
nodo v de la siguiente manera:
Wv = w1∆v + w2Dv + w3Mv + w4Pv (2-1)
Donde wi son constantes de normalización y donde
∑
iwi = 1. Los valores de wi permiten
dar mayor peso a alguno de los parámetros en la elección del clusterhead según sea el caso.
El factor w1∆v contribuye al buen desempeño de la MAC debido a que siempre es necesario
controlar la cantidad de nodos que maneja el clusteread. w2Dv tiene como objetivo controlar
el consumo de energía, siempre es más costoso enviar mensajes a grandes distancias. w3Mv
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ayuda a controlar el desplazamiento del clusterhead en la red intentando evitar eventos de
inclusión y eliminación de nodos en el cluster y el último parámetro w4Pv está directamente
relacionado con el tiempo que el nodo actúa como clusterhead y ayuda a controlar el gasto
de energía adicional. Después de repetir el algoritmo para todos los nodos, se elige aquel que
tenga un valor de Wv más pequeño [8].
WCA Mejorado (iWCA): En [3] se muestra una versión mejorada del algoritmo WCA
donde se mantiene a los nodos con bajos niveles de energía por fuera de la elección del cluster
minimizando así el número de clusters en la red así como el costo que implica su formación.
Uno de los objetivo de este algoritmo es disminuir los eventos de inclusión y eliminación de
nodos en un cluster. La principal variación de este algoritmo con respecto a WCA está en
la forma como se calcula el parámetro relacionado con el consumo de la potencia. Sea Ev
la energía consumida por el nodo v desde que se eligió como clusterhead. Calculamos este





Donde q es el periodo de tiempo que el nodo actúa como clusterhead, dvk indica el grado
del nodo mientras actúa como clusterhead y e representa la cantidad de energía que el nodo
consume desde que fue elegido como clusterhead.
WCA - Predicción de Movimiento:: Una versión modificada del algoritmo WCA se
propone en [26] con el objetivo de tener un mayor control sobre la movilidad de los nodos
ayudando a reducir los costos de mantenimiento en el cluster. El objetivo principal es reducir
la sobrecarga en la comunicación mediante la predicción de la movilidad utilizando regresión
lineal en la formación de los cluster así como en la etapa de mantenimiento.
3 Escalabilidad en redes ad hoc bajo
diferentes arquitecturas de red
Los escenarios de simulación propuestos en esta sección son implementados en el software de
simulación para redes ns-3 [7], y tienen como objetivo evaluar la capacidad de escalabilidad,
el rendimiento del sistema y los comportamientos que puedan surgir una red ad hoc cuando
las arquitecturas de red descritas en la sección 2.1.3 son sometidas a diferentes esquemas de
tráfico y configuración.
3.1. Arquitectura planas vs arquitecturas jerárquicas
3.1.1. Metodología y modelo de simulación
Este escenario busca comparar el rendimiento entre una arquitectura plana y una arquitec-
tura jerárquica de dos capas formada por varios cluster conectados entre si. El escenario de
simulación consiste en un espacio geográfico de 500m x 500m, bajo un modelo de tráfico
Poisson [20], el protocolo de enrutamiento OLSR [10], el protocolo de transporte UDP y el
modelo de movilidad random waypoint utilizando una velocidad uniformemente distribui-
da entre 0-1 m/s y donde los nodos nunca se detienen durante su recorrido. En la tabla
3-1 es posible observar un resumen de los parámetros de configuración utilizados en ambas
arquitecturas.
Tabla 3-1: Parámetros de simulación - arquitecturas planas vs arquitecturas jerárquicas
Arquitectura Plana Arquitectura Jerárquica
Espacio Geográfico 500m x 500m 500m x 500m
Número de Nodos 36 6 Cluster (6 nodos por cluster)
Modelo de Propagación ns3-Friss ns3-Friss
Modelo de Pérdida ns3-Constante ns3-Constante
Patron de Tráfico Modelo Poisson Modelo Poisson
Movilidad Radom Wayponit Radom Wayponit
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(a) Rendimiento del sistema (b) Paquetes perdidos
Figura 3-1: Resultados arquitectura planas vs arquitecturas jerárquicas
3.1.2. Resultados de la simulación
Para evaluar el rendimiento de la red en las dos arquitecturas propuestas se realizaron expe-
rimentos variando el tamaño de los paquetes desde 0.2 Mb hasta 2 Mb; esto con el objetivo
de identificar la variación en el rendimiento de la red bajo diferentes condiciones de tráfico.
Para esta simulación se utilizaron las siguientes medidas de desempeño:
Rendimiento del sistema: Volumen de información entregada correctamente a su
destino (en Mb).
Paquetes Perdidos: Número total de paquetes perdidos durante las comunicaciones.
Retraso promedio: Incluye todos los posibles retrasos que puede sufrir un paquete
antes de llegar a su destino.
Al observar los resultados obtenidos en la simulación se evidencia un mejor desempeño en la
arquitectura jerárquica en términos de los parámetros evaluados. En las figuras 3-1a y 3-1b
es posible observar un mayor rendimiento del sistema y una menor pérdida de paquetes bajo
una arquitectura jerárquica.
Vale la pena mencionar que las arquitecturas jerárquicas surgen como respuesta a los proble-
mas de escalabilidad presentados en arquitecturas planas, siendo una alternativa que permite
mejorar la distribución de las tareas entre los nodos de la red. Es importante tener en cuenta
que este tipo arquitecturas deben garantizar que los nodos de las capas superiores cuenten
con los recursos suficientes para servir como intermediarios en las comunicaciones de la red.
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3.2. Arquitecturas jerárquicas bajo diferentes
parámetros
3.2.1. Metodología y modelo de simulación
Partiendo de una arquitectura jerárquica como la descrita en la tabla 3-1 se realizan si-
mulaciones variando la cantidad nodos que forman un cluster. Este escenario de simulación
intenta evaluar el rendimiento de una arquitectura jerárquica bajo diferentes parámetros de
configuración y verificar en que medida el desempeño de la red se ve afectado cuando existe
variación en el tamaño de los cluster y en la distribución de los recursos en las capas supe-
riores.
El escenario de simulación consiste en un espacio geográfico de 500m x 500m, bajo un modelo
de tráfico Poisson [20], el protocolo de enrutamiento OLSR [10], el protocolo de transporte
UDP y el modelo de movilidad random waypoint utilizando una velocidad uniformemente
distribuida entre 0-1 m/s y donde los nodos nunca se detienen durante su recorrido. En la
tabla 3-2 es posible observar un resumen de los parámetros utilizados para la configuración
de las tres arquitecturas, todas ellas con 36 nodos.
Tabla 3-2: Arquitecturas jerárquicas bajo diferentes parámetros
Arquitectura 1, 2, 3
Total de Cluster en la Red 4, 6, 9
Número de nodos por Cluster 9, 6, 4
Modelo de Propagación ns3-Friss
Modelo de Pérdida ns3-Constante
Patron de Tráfico Modelo Poisson
Movilidad Radom Waypoint
3.2.2. Resultados de la simulación
Para evaluar el rendimiento de las arquitecturas propuestas se realizaron experimentos va-
riando el tamaño de los paquetes desde 0.2 Mb hasta 2 Mb; esto con el objetivo de identificar
la variación en el rendimiento de la red bajo diferentes condiciones de tráfico. Para esta si-
mulación se utilizaron las siguientes medidas de desempeño:
Rendimiento del sistema : Volumen de información entregada correctamente a su
destino (en Mb).
Paquetes Perdidos: Número total de paquetes perdidos durante las comunicaciones.
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(a) Rendimiento del sistema (b) Paquetes perdidos
Figura 3-2: Resultados arquitecturas jerárquicas bajo diferentes parámetros
Retraso promedio: Incluye todos los posibles retrasos que puede sufrir un paquete
antes de llegar a su destino.
En los resultados obtenidos es posible observar que el rendimiento en las arquitecturas evalua-
das a pesar de presentar patrones de comportamiento similares varía de manera significativa
cuando se modifica el número de nodos por cluster. La carga de trabajo adicional que debe
soportar un clusterhead al servir como intermediario en las comunicaciones de la red, está
relacionada con la cantidad de nodos que maneja; en consecuencia, es necesario establecer
unos límites superiores e inferiores en la cantidad de nodos que pueden pertenecer a un
cluster, evitando así la existencia de clusters demasiado grandes que puedan sobrecargar al
clusterhead y clusters demasiado pequeños que generen demasiadas rutas en las capas supe-
riores de la red.
En la figura 3-2a se muestran los resultados obtenidos para las tres arquitecturas propuestas;
en este caso la formada por seis cluster presenta un mayor rendimiento, una menor pérdida
de paquetes y un retraso menor en las comunicaciones. Estos resultados evidencian la in-
fluencia directa de la configuración y el tamaño de los cluster sobre el rendimiento de la red.
En las figuras 3-2b y 3-3 es posible observar que las arquitecturas formadas por cuatro y
nueve cluster evidencian interrupciones prolongadas entre los envíos y una pérdida delibe-
rada de paquetes, en consecuencia, la prestación de los servicios y la conectividad de la red
puede verse afectada debido a que los clusterhead no cumplen con las condiciones suficientes
para soportar el tráfico ofrecido por los nodos. Es importante tener en cuenta que en una
arquitectura jerárquica los nodos de las capas superiores tiene la responsabilidad de modelar
y regular las comunicaciones de los nodos en capas inferiores, por lo tanto, es importante que
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Figura 3-3: Delay - Arquitectura Jerárquica
la carga de trabajo de soportan los clusterhead no sobrepase su nivel de recursos disponibles.
A partir de los resultados obtenidos es razonable suponer que debe existir una relación ade-
cuada entre la distribución de los recursos de dos capas sucesivas de la red; esta relación debe
permitir a los nodos en las capas superiores modelar y administrar el comportamiento global
de la red en términos de recursos y tiempos, buscando siempre mantener unos mínimos en
la calidad del servicio.
Dando continuidad al análisis realizado anteriormente y con el objetivo de verificar la carga
de trabajo adicional que deben soportar un clusterhead al servir como intermediario en las
comunicaciones, se utiliza la herramienta de simulación ns-3 para validar los resultados obte-
nidos bajo una arquitectura jerárquica. La simulación se realiza bajo los mismos parámetros
de configuración, solo que esta vez el tráfico está representado por un paquete de video, el
cual es distribuido mediante el protocolo de enrutamiento AODV [33] y realizando el análisis
de rendimiento directamente sobre los clusterhead. En la figura 3-4 es posible observar los
resultados obtenidos.
Validando la carga de las tramas y los paquetes de control en la figura 3-4 es posible observar
el alto grado de utilización de los clusterhead en el funcionamiento de la red. Debido a su
función como intermediarios en las comunicaciones, es posible observar una gran cantidad de
retransmisiones y un uso repetido de las rutas que han tenido éxito en la entrega de paquetes.
También se evidencian caídas abruptas en el rendimiento de los nodos; estás disminuciones
surgen en momentos donde los recursos disponibles por el clusterhead no son suficientes
para cumplir con los requerimientos de la red, en consecuencia se genera un aumento en los
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Figura 3-4: Evaluación del rendimiento de un clusterhead
retrasos, las colas y el número de paquetes perdidos. Sin embargo, es importante mencionar
que este comportamiento es el esperado en una arquitectura jerárquica y aún bajo estas
condiciones el rendimiento es superior en comparación con una arquitectura plana.
3.3. Arquitectura jerárquica - Variación de recursos en
la capa II
3.3.1. Metodología y modelo de simulación
En el siguiente escenario de simulación se realiza una variación de los recursos disponibles
en la segunda capa de la red con el objetivo de verificar la influencia de la distribución de
los recursos sobre el rendimiento del sistema. El escenario de simulación está construido a
partir de una arquitectura jerárquica y cuenta con una configuración como la descrita en la
tabla 3-1.
Para realizar las simulaciones se utiliza el ancho de banda disponible por las capas de la red
como el único parámetro para evaluar su rendimiento; para lograr esta condición, se fija un
ancho de banda de 1 MB en la primera capa de la red y se realizan simulación utilizando
1, 2, 6 y 12 Mb en la segunda capa.
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(a) Rendimiento del sistema (b) Retraso promedio
Figura 3-5: Variación de recursos en la capa II
Al observar los resultados de la simulación presentados en las figuras 3-5a y 3-5b se evidencia
la relación directa entre los recursos disponibles en la segunda capa de red y el rendimiento
del sistema; esto como consecuencia de la correspondencia que existe entre la carga de trabajo
adicional que deben soportar los clusterhead y su nivel recursos disponibles.
3.3.2. Resultados de la simulación
En los resultados obtenidos con un ancho de banda de 1 y 2 Mb en la segunda capa de la
red es posible observar fluctuaciones e inestabilidad en las comunicaciones, esto como conse-
cuencia de que los recursos disponibles en la segunda capa son insuficientes para satisfacer
el tráfico generado por los nodos; por el contrario, cuando se utiliza un ancho de banda de 6
y 12 Mb es posible notar una poca utilización del ancho de banda debido a que los recursos
disponibles sobrepasan de manera significativa las necesidades de la red.
Lo anterior genera la pregunta ¿Es posible encontrar una relación adecuada entre el nivel de
recursos disponibles en dos capas sucesivas de la red que logren ser lo suficientemente grande
para soportar la carga de trabajo adicional que implica administrar las comunicaciones de
la red, y lo suficientemente pequeño para optimizar la utilización de los recursos?
Con el propósito de dar respuesta a esta pregunta, a continuación se presenta un modelo de
caracterización basado en la distribución geométrica truncada el cual intenta encontrar una
relación adecuada entre el nivel de recursos de dos capas sucesivas de la red.
4 Modelo estocástico para la
caracterización de un cluster y sus
recursos
Cuando una red ad hoc funciona bajo una arquitectura jerárquica, el nivel de recursos en
la capas superiores de la red deben ser lo suficientemente grande para soportar la carga de
trabajo adicional que implica administrar las comunicaciones y lo suficientemente pequeño
para tener una óptima utilización de los recursos. Encontrar la relación adecuada entre el
nivel de recursos de dos capas sucesivas de la red, hace necesario realizar una caracterización
que permita cuantificar el nivel de recursos disponible en los nodos de la red. A continuación
se presenta un modelo basado en la distribución geométrica truncada el cual permite realizar
una caracterización de los recursos disponibles en los nodos.
4.1. Familia geométrica
4.1.1. Distribución gométrica
Sea X ∼ G(p) una variable aleatoria con distribución geométrica y función de densidad
de probabilidad determinada por la ecuación (4-1), con parámetro p ∈ (0, 1) y dominio
x ∈ N = {1, 2, 3, . . . }.
fX(x) = p(1− p)x−1 (4-1)
El uso más frecuente de la distribución geométrica es modelar el número de ensayos de Ber-
noulli antes del primer éxito. Vale la pena mencionar, que esta distribución es al mundo
discreto lo que la distribución exponencial es al mundo continuo, esto derivado del hecho de
ser la única distribución discreta con la propiedad de pérdida de la memoria [36].
En la figura 4-1 es posible observar el comportamiento funcional de la distribución geométrica
para diferentes valores de p siendo esta propiedad uno de los elementos más importante a
la hora de caracterizar la distribución de recursos en un cluster. En la figura 4-1 es posible
observar que en la medida que el parámetro p sea cercano a cero, los valores de probabilidad
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Figura 4-1: Distribución Geométrica
obtenidos al evaluar fX(x) serán muy cercarnos entre si; por el contrario cuando el valor de
p se encuentra cercano a uno, los valores de probabilidad obtenidos al evaluar fX(x) tendrán
diferencias más significativas entre ellos, lo cual permitirá como se mencionará más adelante,
establecer el nivel de heterogeneidad en un cluster.
4.1.2. Distribución geométrica truncada
Como se dijo anteriormente, el dominio de una variable aleatoria geométrica es el conjunto
N. Sin embargo, para los propósitos de esta investigación es necesario restringir, por razones,
que se mencionarán más adelante, su dominio a un subconjunto A ⊆ N. En consecuencia, es
necesario ajustar la estructura probabilística de la variable aleatoria a ese subconjunto.
Si Y representa una variable aleatoria con una forma funcional geométrica, con parámetro





Donde IA se define como la función indicadora del conjunto A y donde P (A) puede calcularse
como P (A) =
∑
x∈A fX(x). Ahora, desarrollando las ecuación 4-2 obtenemos:




















Luego, utilizando la serie geométrica en el denominador y simplificando los valores de p es
posible encontrar que la función de densidad de probabilidad para la distribución geométrica





y = {1, 2, . . . , N}
0 en otro caso
(4-3)
4.1.3. Valor esperado de una variable aleatoria geométrica
Si X es una variable aleatoria discreta con función de densidad de probabilidad fX(x) su





En otras palabras, el valor esperado de una variable aleatoria X puede ser interpretado
como un promedio de todos los posibles valores de X, donde cada uno es ponderado por
la probabilidad de que X asuma ese valor. En el caso particular de un variable aleatoria





En el caso de una variable aleatoria Y con una distribución geométrica truncada el valor
esperado estará determinado por [21]:
E[Y ] =
(N − 1)qN −NqN−1 + 1
qN+1 − qN − q + 1
(4-6)
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4.2. Caracterización de un cluster y sus recursos a
partir de la familia geométrica
Tradicionalmente la familia geométrica ha servido como un modelo para representar el nú-
mero de ensayos de Bernoulli antes del primer éxito. Sin embargo, en este estudio se propone
como modelo para describir el porcentaje de recursos con los que cuenta un nodo en relación
con el total de los recursos disponibles en el cluster [31]. Por ejemplo, si el 100 % de los
recursos en un cluster X se supone bajo una forma funcional geométrica X ∼ G(p) enton-
ces el porcentaje de recursos con los que cuenta el x-ésimo nodo estará determinado por la
ecuación (4-1).
Ahora, partiendo del hecho en el cual una red ad hoc puede estar formada por más de un
cluster, es necesario definir un conjunto de variables aleatorias que pertenezcan a la familia
geométrica y que permitan modelar el total de clusters en la red. Con este propósito se define
{Xi} con i ∈ N, como un conjunto de variables aleatorias discretas con función de densidad
determinada por la ecuación (4-7), con parámetro pi ∈ (0, 1) y un dominio xi ∈ N.
fXi(xi) = pi(1− pi)xi−1 (4-7)
Luego, teniendo en cuenta que un cluster está formado por un número posiblemente grande
pero finito de nodos, es conveniente modelar el porcentaje de recursos de un nodo a través de
un conjunto de variables aleatorias que pertenezcan a la familia geométrica truncada. Con
este propósito se define {Yi} con i ∈ N como un conjunto de variables aleatorias discretas con
función de densidad determinada por la ecuación (4-8) con parámetro pi ∈ (0, 1) y truncada






Para realizar un correcta caracterización de un cluster a partir de la distribución geométrica
truncada es importante tener en cuenta las siguientes consideraciones:
Cada cluster Yi tendrá asociado un valor pi y una función de densidad fYi(yi).
Los nodos en el cluster estarán representados por el valor yi en fYi(yi).
Los nodos miembro en un cluster Yi están representados por el conjunto Ai, luego
||Ai|| = Ni representa el total de nodos en el cluster.
El valor de probabilidad obtenido al evaluar fYi(yi) para un nodo yi representa el
porcentaje de recursos del nodo en comparación con el 100 % de recursos en el cluster.
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(a) Cluster Y1, p = 0,7 (b) Cluster Y2, p = 0,1
Figura 4-2: Caracterización de un cluster utilizando la familia geométrica.
Cada cluster Yi tendrá asociado un valor constante pi que representa el grado de he-
terogeneidad en la distribución de recursos en los nodos en el cluster. Valores de pi
cercanos a uno servirán para modelar cluster donde los nodos presentan una alta va-
riación en su nivel de recursos y valores de pi cercanos a cero servirán para modelar
cluster donde los nodos tienen aproximadamente los mismos recursos.
En las figuras 4-2a y 4-2b es posible observar la caracterización de los cluster Y1 y Y2 a partir
de la distribución geométrica truncada. Para el cluster Y1 se tendrá un valor N1 = 5, y para el
cluster Y2 se tendrá un valorN2 = 3. Vale la pena mencionar que el nivel de heterogeneidad en
los cluster estará determinado por el valor del parámetro p; cluster similares a Y1 donde existe
una variación significativa entre los recursos disponibles por los nodos estarán representados
por valores de p serán cercanos a 1; por el contrario, cluster similares a Y2 donde observa
una variación mínima entre los recursos disponibles por los nodos estarán representados por
valores de p cercanos a 0.
4.2.1. Nivel de recursos esperado en un nodo
Teniendo en cuenta que los valores de yi en fYi(yi) representan los nodos en un cluster, es
necesario utilizar una función h : Rn → R+ que permita estimar una ponderación de los
recursos computacionales más significativos en el funcionamiento de un nodo. Varias posibi-
lidades pueden ser exploradas para la construcción de h(·), sin embargo en esta investigación
se plantea un modelo basado en algoritmos de agrupamiento bajo combinación de métricas
como los descritos en la sección 2.3.2.
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Para calcular un ponderado de los recursos computacionales disponibles por un nodo yi se
proponen los siguientes pasos:
1. Definir el valor n como el número de parámetros a evaluar.
2. Obtener los valoresm1,m2, . . . ,mn que representan el valor de cada uno de los recursos.
Recurso 1 → m1




Recurso n → mn
3. Calcular el valor de esperado de recursos en el nodo yi utilizando la siguiente ecuación:
hyi(m1, . . . ,mn) = α1m1 + α2m2 + . . .+ αnmn





Los valores de αi pueden ser interpretados como constantes de normalización con∑n
i=1 αi = 1, las cuales permiten dar más peso a uno de los recursos según el con-
texto de operación de la red.
4. El valor esperado de recursos computacionales esperados en el nodo yi estará represen-
tado por hyi(·).
4.2.2. Nivel de recursos esperado en un cluster
Partiendo del hecho en cual una variable aleatoria Yi con una distribución geométrica trun-
cada modela la distribución de recursos disponibles en los nodos de la red y utilizando la
función h(·) propuesta en la sección 4.2.1 como la forma para calcular el nivel esperado
de recursos sobre un nodo, se propone la ecuación 4-10 como la forma de estimar el nivel




hyi(m1, . . . ,mn) (4-10)
Donde WYi representa una ponderación del total de recursos disponibles en el cluster Yi.
Vale la pena aclarar que el nivel esperado de recursos en un cluster no es el mismo que el
valor esperado de la variable aleatoria Yi, y se realiza de esta forma debido a la naturaleza
del modelo propuesto. En caso tal que se deseara calcular E[h(Yi)], este valor representaría
el nivel esperado de recursos disponibles en cualquiera de los nodos en el cluster Yi.
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4.2.3. Ejemplos de caracterización
Inicialmente, para el desarrollo de esta investigación se evaluará un solo parámetro por nodo
con el fin de determinar su nivel de recursos disponible. Este parámetro será definido como
el tráfico promedio generado por el nodo yi y será calculado como :
Byi = DyiAyi (4-11)
Donde Ayi se definirá como la proporción del tiempo en la cual el nodo yi se encuentra
enviando datos durante las comunicaciones; en este sentido, si el nodo yi envía datos 30
segundos en un minuto el valor de Ayi será igual a 0,5. De igual forma definiremos la variable
Dyi como la tasa promedio de información enviada por el nodo. Ahora, si tenemos un nodo yi
con una tasa de transmisión de Dyi = 512 Kbps y un valor de Ayi = 0,5, su tráfico promedio
generado será:
Byi = DyiAyi
Byi = 512 Kbps · 0,5
Byi = 256 Kbps
Para efectos de la simulación este tráfico puede ser implementado a través del modelo on/off
[32] el cual permite describir el comportamiento del tráfico agregado por uno o más nodos
de la red.
Ejemplo de caracterización I
Con el fin de realizar un ejemplo sobre el proceso de caracterización basado en el modelo
geométrico, se tomará como referente cluster Y1 el cual se presenta en la figura 4-3 y se se-
guirán los pasos propuestos en la sección 4.2.1 para encontrar el nivel de recursos disponibles
en los nodos:
1. Definir el número de parámetros a evaluar: Como se mencionó anteriormente,
para esta caracterización se utilizará el tráfico promedio generado por los nodos como
único parámetro para la función h(·) por lo que el valor de n = 1.
2. Obtener los valores que representan los recursos en los nodos: Para obtener
el tráfico promedio generado por los nodos se utilizarán los valores presentados en la
tabla 4-1.
3. Calcular el valor de esperado de recursos en los nodos: Partiendo de la definición
del tráfico promedio generado por un nodo la cual se presenta en la ecuación 4-11, y
teniendo en cuenta que solo se utilizará este parámetro en el proceso de caracterización,
se procede a calcular el valor esperado de recursos en el cluster Y1 teniendo en cuenta
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Figura 4-3: Ejemplo caracterización I
Nodo Dyi(Kbps) Ayi Byi(Kbps) Porcentaje en Y1
y1 4200 0,75 3150 0.7
y2 1890 0,5 945 0.21
y3 585 0,5 292,5 0.065
y4 108 0,75 81 0.018
y5 63 0,5 31,5 0.007
Total WY1 = 4500 1.0
Tabla 4-1: Recursos disponibles en Y1
que para este caso particular h(yi) = Byi . En la tabla 4-1 es posible observar los
resultados obtenidos para cada nodo, así como el nivel esperado de recursos en el
cluster WY1 .
Luego de tener el valor esperado de recursos en los nodos de Y1 es necesario utilizar el
método de los momentos para estimar el parámetro p que corresponde a la distribución
geométrica truncada que modela la distribución de recursos sobre este cluster; para realizar
esta estimación, es posible utilizar los métodos presentados en [21, 5] consiguiendo como
resultado final un valor de p = 0,7 como parámetro de la distribución de probabilidad.
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Figura 4-4: Ejemplo caracterización II
Ejemplo de caracterización II
Para realizar el segundo ejemplo de caracterización se utilizará el cluster Y2, el cual se
presenta en la figura 4-4 y se seguirán los pasos propuestos en el ejemplo anterior. Para
obtener el tráfico promedio generado por los nodos utilizamos los valores presentados en
la tabla 4-2 consiguiendo como resultado final un valor de p = 0,1 como parámetro de la
distribución de probabilidad.
Nodo Dyi(Kbps) Ayi Byi(Kbps) Porcentaje en Y2
y1 2160 0,5 1080 0.36
y2 2100 0,5 1050 0.35
y3 1740 0,5 870 0.29
Total WY2= 3000 1.0
Tabla 4-2: Recursos disponibles en Y2
5 Estimación del factor de
crecimiento φ a través de
simulación
En una arquitectura jerárquica los nodos de las capas superiores deben contar con los re-
cursos suficientes para servir como intermediarios en las comunicaciones de la red. Bajo esta
condición es razonable plantear el siguiente interrogante: ¿Es posible establecer una función
a partir de los recursos disponibles en las capas inferiores, que permita estimar en que medida
deben aumentar los recursos de las capas superiores para mantener un nivel determinado en
la calidad del servicio?. A continuación se intenta dar respuesta a esa pregunta utilizando la
familia geométrica truncada como una forma de caracterizar el nivel de recursos en la red.
5.1. Factor de crecimiento entre dos capas sucesivas
de la red
Es razonable suponer que a medida que se agregan nuevas capas a la red, los recursos
necesarios para mantener un nivel en la calidad de los servicios ofrecidos por el sistema
deben aumentar, formalmente si µi representa el 100 % de los recursos del nivel i de la red,
entonces en el siguiente nivel debe ocurrir que:
µi+1 = g(µi) (5-1)
Donde g : R+ → R+ es una función creciente que permite estimar en que medida deben
aumentar los recursos en la capa i + 1 para mantener un nivel mínimo en la calidad de los
servicios. Varias posibilidades para g(·) pueden explorarse; sin embargo, en esta investigación
se supondrá un crecimiento proporcional.
Existen dos escenarios límite en la relación que puede existir entre el nivel de recursos dis-
ponible en dos capas sucesivas de la red:
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Recursos ilimitados: Si las capas superiores de la red cuentan con recursos ilimitados,
la diferencia de recursos con las capas inferiores sería lo suficientemente grande para
no tener problemas con la calidad del servicio. Este escenario es poco factible desde el
punto de vista de diseño, ya que implica costos innecesarios debido a una asignación
de recursos más allá de las necesidades de la red.
Recursos iguales: Si dos capas sucesivas de la red cuentan con aproximadamente los
mismos recursos, las capas superiores pueden presentar problemas de rendimiento y
disminuir la calidad de los servicios al tener que soportar la carga de trabajo adicional
que implica servir como intermediarios en las comunicaciones.
Teniendo en cuenta lo anterior, es posible observar que la relación adecuada entre los re-
cursos disponibles de dos capas sucesivas de la red debe ser un valor intermedio a estos dos
escenarios; lograr que nodos ubicados en las capas i e i + 1 de la red puedan mantener un
nivel mínimo en la calidad del servicio, implica que el nivel de recursos esperado en la capa
i + 1 deba ser un valor que relaciona los recursos disponibles en la capa i con un factor de
crecimiento que indicará en que medida los recursos de la capa i + 1 deben ser mayores en
comparación con la capa i. Para encontrar esta relación se propone la ecuación (5-2) donde
µi representa la cantidad esperada de recursos en la capa i de la red y φ será el factor de
crecimiento que representa la relación adecuada entre los recursos disponibles en las capas i
e i+ 1.
µi+1 = φµi (5-2)
Ahora, con el fin de encontrar un método para estimar el valor de φ y partiendo del hecho
en el cual una capa de la red puede estar formada por más de un cluster, se utilizará la
siguiente notación:
Sea Y (j)i el j-ésimo cluster en la capa i de la red. Cada cluster Y
(j)







i ) que pertenece a la familia geométrica truncada y que caracteriza la
distribución de recursos disponibles en ese cluster. En la figura 5-1 es posible observar una
arquitectura jerárquica de dos capas, en este caso:
La primera capa de la red, es decir, i = 1 está formada por los clusters Y (j)1 con
j ∈ {1, 2, 3}.
La segunda capa de la red, es decir, i = 2 está formada por el clusters Y (1)2
Teniendo en cuenta la notación mencionada y partiendo de la topología de red presentada en
la figura 5-1 es razonable suponer que el nivel mínimo de recursos disponible en la segunda
capa de a red, puede calcularse de la siguiente forma:
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Figura 5-1: Arquitectura jerárquica de dos capas
1. Se debe calcular WY1 ,WY2 y WY3 donde estos valores representan el valor esperado de





2. El total de recursos esperado en la primera capa de la red puede determinarse por
µ1 = WY1 +WY2 +WY3 .
3. El nivel mínimo de recursos en la segunda capa de la red puede ser estimado a través de
simulación definiendo unos niveles para la calidad del servicio y utilizando la ecuación
5-1 para calcular el valor de φ.
5.2. Estimación de la constante φ a través de
simulación
Los escenarios de simulación propuestos en esta sección son implementados en el software
de simulación para redes ns-3 [7] y tienen como objetivo encontrar un valor estimado de
φ en arquitecturas jerárquicas de dos y tres niveles. En todos los escenarios de simulación
propuestos se tienen en cuenta los siguientes parámetros de configuración:
1. Para considerar la existencia de una relación adecuada entre los recursos disponibles de
dos capas sucesivas de la red se establece como medida de rendimiento una pérdida de
paquetes inferior o igual al 1 % del total de paquetes enviados en las comunicaciones.
2. Para estimar el valor de φ, se establece un nivel de recursos disponibles en la segunda
capa de la red y se modifican los recursos en la primera capa hasta cumplir con el
rendimiento requerido. Vale la pena mencionar, que esta variación se logra modificando
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el tráfico generado por los nodos y se hace utilizando las librerías del simulador ns-3
en el manejo de los esquemas de modulación y en la asignación del ancho de banda a
las distintas capas de la red.
3. Para todos los escenarios de simulación propuestos en este trabajo, el funcionamiento
de los cluster se considera estable durante las comunicaciones; esto implica que durante
la simulación no se consideran relevos de los clusterhead, reorganización de los cluster
o comportamientos egoístas en los nodos que puedan afectar el rendimiento de la red.
4. Luego de encontrar un nivel de recursos que cumpla las condiciones establecidas para




5. Al final de cada escenario de simulación se calcula el valor de φ promedio, la desviación
estándar y un intervalo de confianza con un nivel de significancia del 5 % mediante la
distribución t-Student debido a la naturaleza de la muestra [5].
6. Para la estimación de φ en arquitecturas de tres niveles se realiza una regresión lineal
a través del origen [38] con el objetivo de ajustar los resultados obtenidos al modelo
propuesto en la ecuación 5-2.
Es importante mencionar que la razón por la cual se decide variar los recursos en la primera
capa de la red, está ligada a las posibilidades y limitaciones que ofrece ns-3 al realizar la
simulación. Inicialmente se consideró establecer un nivel de recursos fijo en la primera capa
de la red y modificar los recursos en la segunda capa hasta cumplir con las condiciones
establecidas para la pérdida de paquetes, pero debido a dificultades a la hora de asignar y
verificar el nivel de utilización de recursos disponibles en la segunda capa de la red se optó
por la alternativa ya mencionada. A continuación se presentan los resultados obtenidos para
arquitecturas jerárquicas de dos y tres niveles.
5.2.1. Estimación de la constante φ en una arquitectura de dos
capas
Este escenario busca estimar el factor de crecimiento φ para una arquitectura jerárquica de
dos niveles compuesta por 6 cluster de 6 nodos conectados entre si. El escenario de simulación
consiste en un espacio geográfico de 500m x 500m, bajo un modelo de tráfico Poisson [20]
un enrutamiento bajo el protocolo de enrutamiento OLSR [10], el protocolo de transporte
UDP y el modelo de movilidad random waypoint utilizando una velocidad uniformemente
distribuida entre 0-1 m/s y donde los nodos nunca se detienen durante su recorrido. En la
tabla 5-1 es posible observar un resumen de los parámetros utilizados en su configuración.
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Figura 5-2: Estimación de φ en arquitecturas de dos capas - Escenario I
Tabla 5-1: Parámetros de simulación - Escenario 1: 6 Cluster - 6 Nodos
Escenario 1: 6 Cluster - 6 Nodos
Espacio Geográfico 500m x 500m
Número de Nodos 6 Cluster (6 nodos por cluster)
Modelo de Propagación ns3-friss
Modelo de Pérdida ns3-constante
Patron de Tráfico Modelo Poisson
Movilidad Radom Waypoint
Para realizar una estimación de φ es necesario caracterizar los recursos disponibles en los
cluster de la primera capa de la red, para esto se utilizará el modelo basado en la distribución
geométrica truncada presentado en la sección 4.2.3 y los pasos presentados al final de la
sección 5.1.
Caracterización y resultados de la simulación
Para realizar el proceso de caracterización de los recursos disponibles en los cluster se siguie-
ron los siguientes pasos:
1. Se calculó WY1 ,WY2 , . . . ,WY6 donde estos valores representan el valor esperado de re-
cursos disponibles en los cluster Y (1)1 , Y
(2)
1 , . . . , Y
(6)
1 según la arquitectura presentada
en la figura 5-2.
2. El total de recursos esperado en la primera capa de la red estará determinado por
µ1 = WY1 +WY2 + · · ·+WY6 . En la tabla 5-2 se muestra el resultados obtenidos.
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Tabla 5-2: Escenario de simulación 1: Recursos esperados por cluster


























Ahora, luego de tener el valor µ1 el cual representa la cantidad esperada de recursos en la
primera capa de la red se procede a estimar el valor de φ teniendo en cuenta las condiciones
de configuración, el nivel de recursos en la segunda capa de la red y las medidas establecidas
para la pérdida de paquetes presentadas al principio de esta sección.
Tabla 5-3: Escenario de simulación 1: 6 Cluster de 6 Nodos
Experimento µ1 - (Kbps) µ2 - (Kbps) φ Estimado
1 900 1000 1.1111
2 1125 2000 1.7778
3 1280 2000 1.4625
4 4200 6000 1.4286
5 4300 6000 1.3953
6 4777 6000 1.2559
7 6100 9000 1.4754
8 6375 9000 1.4118
9 6750 9000 1.3333
10 7800 12000 1.5385
11 8025 12000 1.4953
12 10100 18000 1.7822
13 10250 18000 1.7560
14 13500 24000 1.7778
15 14400 24000 1.6667
Promedio 1.5075
Des. Estandar 0.1973
Int. Confianza 95% [1.3988 ; 1.6162]
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Tabla 5-4: Escenario de simulación II: 10 Cluster de 4 Nodos
Experimento µ1 - (Kbps) µ2 - (Kbps) φ Estimado
1 700 1000 1.4286
2 1440 2000 1.3889
3 3375 6000 1.7778
4 4225 6000 1.4201
5 4512 6000 1.3296
6 4672 6000 1.2841
7 4875 9000 1.8462
8 5405 9000 1.6651
9 6500 9000 1.3846
10 7605 12000 1.5779
11 6075 12000 1,8519
12 11500 18000 1.5238
13 13400 24000 1.7910
14 14040 24000 1.7094
15 19800 36000 1.8182
Promedio 1.5865
Des. Estandar 0.2044
Int. Confianza 95% [1.4733 ; 1.6997]
En la tabla 5-3 se presentan los resultados obtenidos para φ al variar el nivel de recursos
disponibles en la primera capa de la red y establecer unos anchos de banda fijos para la
segunda capa de la red.
Siguiendo la metodología utilizada en el escenario anterior, se realiza la estimación de φ en
dos nuevos escenarios de simulación; el primero para una arquitectura de dos niveles com-
puesta por 10 cluster de 4 nodos y la segunda por una arquitectura de dos niveles compuesta
por 4 cluster de 9 nodos. Vale la pena mencionar que las condiciones de configuración y de
calidad del servicio sobre las cuales se desarrollan las simulaciones son iguales a las utiliza-
das en el escenario anterior. En las tablas 5-4 y 5-4 presentan los resultados obtenidos para
ambos escenarios.
En la tabla 5-5 es posible observar los resultados obtenidos en la estimación de φ para ar-
quitecturas jerárquicas de dos niveles. A partir de estos resultados es razonable suponer que
el nivel de recursos necesarios en la segunda capa de la red para mantener un valor menor o
igual al 1 % en la pérdida de paquetes es cercano a 1.5 veces el nivel de recursos disponibles
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Tabla 5-6: Escenario de simulación III: 4 Cluster de 9 Nodos
Experimento µ1 - (Kbps) µ2 - (Kbps) φ Estimado
1 825 1000 1.2121
2 1650 2000 1.2121
3 1575 2000 1.2689
4 4320 6000 1.3889
5 5025 6000 1.1940
6 5980 9000 1.5050
7 6800 9000 1.3235
8 6900 9000 1.3043
9 6900 9000 1.3043
10 7280 12000 1.6484
11 8400 12000 1.4286
12 8500 12000 1.4588
13 10900 18000 1.6514
14 12810 24000 1.8735
15 14000 24000 1.7143
Promedio 1.4295
Des. Estandar 0.2072
Int. Confianza 95% [1.3147 ; 1.5442]
en la primera capa.
Vale la pena mencionar que el objetivo principal de esta investigación es estimar el valor de
φ para una arquitectura jerárquica de tres niveles; por esta razón no se profundizará en el
estudio de las arquitecturas de dos capas sino que se utilizarán los resultados obtenidos como
un primer acercamiento al proceso de estimación de φ y como un ejercicio de refinamiento
en la configuración de la herramienta de simulación.
Tabla 5-5: Resultados de φ para arquitecturas de 2 Niveles
φ - Estimado Int. Confianza 95 %
Escenario I 1,5075 [1.3988 ; 1.6162]
Escenario II 1,5865 [1.4733 ; 1.6997]
Escenario III 1,4295 [1.3147 ; 1.5442]
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Figura 5-3: Estimación de φ en arquitecturas de tres capas - Escenario I
5.2.2. Estimación de la constante φ en una arquitectura de tres
capas
Para los escenarios de simulación mencionados a continuación se establecen los siguientes
parámetros de configuración:
1. Como medida de rendimiento para la pérdida de paquetes se mantiene un valor menor
o igual al 1 % del total de paquetes enviados en las comunicaciones.
2. Los parámetros generales de configuración para el funcionamiento de la red, son iguales
a los utilizados en la sección anterior y pueden encontrarse en la tabla 5-1.
3. Se fijan anchos de banda de 1, 2, 6, 9, 12, 18 y 24 Mb como el nivel de recursos disponible
en la segunda capad red, posteriormente se realizan 20 experimentos sobre cada uno
y tomando como referente la ley débil de los grandes números [36, 5] se establece el
promedio aritmético de los recursos disponibles en la primera capa de la red para
estimar el valor φ.
4. Finalmente se realiza una regresión lineal a través del origen, se calcula el coeficiente
de determinación y se establece un intervalo de confianza para φ del 95 %
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Figura 5-4: Arquitectura de 3 capas - Escenario I
Escenario de simulación I
Este escenario de simulación está formado por una arquitectura jerárquica de tres niveles tal
como se muestra en la figura 5-3. En la tabla 5-7 y en la figura 5-5 es posible observar los
resultados obtenidos en la simulación, así como un intervalo de confianza del 95 % para los
valores de µ1.
Tabla 5-7: Resultados de simulación arquitectura de tres niveles - Escenario I
Experimento µ1 (Kbps) µ2 (Kbps) φ Estimado µ1 - Int. Confianza 95 %
1 740.7 1000 1,3501 [721.95; 759.44]
2 1340.4 2000 1,4921 [1294.60; 1386.19]
3 3938.4 6000 1,5235 [3875.08; 4001.71]
4 5413.2 9000 1,6626 [5328.00; 5498.49]
5 8217.1 12000 1,4604 [7934.91; 8499.33]
6 10218.45 18000 1,7615 [10076.11; 10360.78]
7 13673.15 24000 1,7553 [13456.17; 13890.12]
En los resultados obtenidos, es posible observar un valor de φ = 1,6906 bajo un intervalo de
confianza del 95% en [1.5687; 1.8124] y un coeficiente de determinación R2 = 0,98713 lo que
evidencia un buen ajuste de los datos al modelo propuesto.
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Figura 5-5: Arquitectura de 3 capas - Escenario II
Escenario de simulación II
Este escenario de simulación está formado por una arquitectura jerárquica de tres niveles
similar a presentada en la figura 5-3, la única diferencia es que cuenta con 10 cluster de 3
nodos en la primera capa y 2 cluster de 5 nodos en la segunda capa de la red. En la tabla
5-8 y en la figura ?? es posible observar los resultados obtenidos en la simulación, así como
un intervalo de confianza del 95 % para los valores de µ1.
Tabla 5-8: Resultados de simulación arquitectura de tres niveles - Escenario II
Experimento µ1 (Kbps) µ2 (Kbps) φ Estimado µ1 - Int. Confianza 95 %
1 763.3 1000 1.3100 [734.34 ; 792.30]
2 1453.7 2000 1.3757 [1392.85 ; 1514.72]
3 4427.8 6000 1.3551 [4332.10 ; 4523.59]
4 6100.8 9000 1.4752 [6013.81 ; 6187.88]
5 7548.4 12000 1.5897 [7445.50 ; 7651.34]
6 10963.0 18000 1.6419 [10721.75 ; 11204.34]
7 13835.3 24000 1.7347 [13751.34 ; 13918.99]
En los resultados obtenidos, es posible observar que el valor de φ = 1,6471 bajo un intervalo
de confianza del 95% en [1.5376; 1.7564] y un coeficiente de determinación R2 = 0,98906 lo
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Figura 5-6: Arquitectura de 3 capas - Escenario III
que evidencia un buen ajuste de los datos al modelo propuesto.
Escenario de simulación III
Este escenario de simulación está formado por 8 cluster de 6 nodos en la primera capa, 2
cluster de 4 nodos en la segunda capa y un cluster de 2 nodos en la tercera capa. En la tabla
5-9 y en la figura 5-6 es posible observar los resultados obtenidos en la simulación, así como
un intervalo de confianza del 95 % para los valores de µ1.
Tabla 5-9: Resultados de simulación arquitectura de tres niveles - Escenario III
Experimento µ1 (Kbps) µ2 (Kbps) φ Estimado µ1 - Int. Confianza 95 %
1 794.8 1000 1.2581 [734.34 ; 792.30]
2 1596.3 2000 1.2528 [1547.48 ; 1645.24]
3 4524.1 6000 1.3262 [4434.29 ; 4613.90]
4 6432.3 9000 1.3992 [ 6358.51 ; 6506.03]
5 8011.8 12000 1.4978 [ 7908.63 ; 8115.30]
6 10692.8 18000 1.6834 [10430.39 ; 10955.30]
7 14449.4 24000 1.6610 [14262.46 ; 14363.33 ]
En los resultados obtenidos, es posible observar que el valor de φ = 1,6015 bajo un intervalo
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Figura 5-7: Arquitectura de 3 capas - Escenario IV
de confianza del 95% en [1.4824; 1.7205] y un coeficiente de determinación R2 = 0,98631 lo
que evidencia un buen ajuste de los datos al modelo propuesto.
Escenario de simulación IV
Este escenario de simulación está formado por 5 cluster de 5 nodos en la primera capa, 2
cluster de 5 nodos en la segunda capa y un cluster de 2 nodos en la tercera capa. En la tabla
5-10 y en la figura 5-7 es posible observar los resultados obtenidos en la simulación.
Tabla 5-10: Resultados de simulación arquitectura de tres niveles - Escenario IV
Experimento µ1 (Kbps) µ2 (Kbps) φ Estimado µ1 - Int. Confianza 95 %
1 801.1 1000 1.2482 [773.64 ; 828.62]
2 1494.7 2000 1.3381 [1454.56 ; 1534.79]
3 4410.1 6000 1.3605 [4337.29 ; 4482.40]
4 6327.3 9000 1.4224 [6215.51 ; 6439.39]
5 7959.7 12000 1.6303 [7794.30 ; 8125.09]
6 11041.1 18000 1.6966 [10858.92 ; 11223.92]
7 14145.9 24000 1.6610 [13773.40; 14518.49]
En los resultados obtenidos, es posible observar que el valor de φ = 1,6102 bajo un intervalo
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Figura 5-8: Arquitectura de 3 capas - Escenario V
de confianza del 95% en [1.4984; 1.7220] y un coeficiente de determinación R2 = 0,98805 lo
que evidencia un buen ajuste de los datos al modelo propuesto.
Escenario de simulación V
Este escenario de simulación está formado por 6 cluster de 5 nodos en la primera capa, 2
cluster de 6 nodos en la segunda capa y un cluster de 2 nodos en la tercera capa. En la tabla
5-7 y en la figura 5-5 es posible observar los resultados obtenidos en la simulación.
Tabla 5-11: Resultados de simulación arquitectura de tres niveles - Escenario V
Experimento µ1 µ2 φ Estimado µ1 - Int. Confianza 95 %
1 785.2 1000 1.2734 [758.85 ; 811.72]
2 1471.8 2000 1.3588 [1413.48 ; 1529.24]
3 4487.3 6000 1.3371 [4403.29 ; 45171.44]
4 6357.7 9000 1.4156 [6281.51 ; 6433.03]
5 8191.4 12000 1.4650 [7998.63 ; 8384.30]
6 11061.0 18000 1.6273 [10810.75 ; 11331.34]
7 13992.3 24000 1.7152 [13510,68 ; 14473.91]
En los resultados obtenidos, es posible observar que el valor de φ = 1,6075 bajo un intervalo
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de confianza del 95% en [1.4778; 1.7371] y un coeficiente de determinación R2 = 0,9839 lo
que evidencia un buen ajuste de los datos al modelo propuesto.
En la tabla 5-12 es posible observar los valores de φ estimados para los cinco escenarios de
simulación propuestos; en todos ellos se evidencia un buen ajuste de los datos obtenidos y
valores similares de φ, lo que hace razonable suponer que el modelo propuesto responde al
comportamiento de una red ad hoc bajo las condiciones establecidas.
Tabla 5-12: Valores estimados de φ para arquitecturas de 3 Niveles
φ - Estimado Int. Confianza 95 % R2
Escenario I 1,6906 [1.5687; 1.8124] 0.98713
Escenario II 1,6471 [1.5376; 1.7564] 0.98906
Escenario III 1,6015 [1.4824; 1.7205] 0.98631
Escenario IV 1,6102 [1.4984; 1.7220] 0.98805
Escenario V 1,6075 [1.4778; 1.7371] 0.9839
5.2.3. El valor de φ y la razón dorada
El número áureo o la razón dorada es un número irracional descubierto en la antigüedad, y
es reconocido no precisamente por sus utilidad aritmética sino por su presencia en la natu-
raleza, en la geometría y en el arte; se le atribuye el carácter estético de los objetos cuyas
medidas guardan esta proporción, pero más aún, se le conoce como una relación implícita en
la naturaleza que es posible observar en el crecimiento de las plantas, en la distribución de las
hojas de un árbol, en el crecimiento del caparazón de un caracol, entre otros. Esta presencia
constante en la naturaleza, nos lleva a suponer, que esta relación implícita podría funcionar
como un modelo para encontrar la relación adecuada entre la distribución de recursos de dos
capas sucesivas de la red, ya que si funciona en sistemas naturales, podría llegar a ser útil
en sistemas artificiales como lo son las redes ad hoc.
Formalmente, sea φi =
µi+1
µi
con i = 1, 2 el factor de crecimiento para la i−ésima capa de
la red bajo la relación propuesta en la ecuación (5-2). Ahora, teniendo como referencia los
resultados obtenidos, es posible definir una variable aleatoriaXij como la j−ésima estimación
de φi para la capa i de la red, dondeXij ∼ N(φi, σ2i ) pero con σ2i desconocida. En este sentido,
y considerando la posibilidad que el valor de φi pueda ser la razón dorada se plantean las
siguientes hipótesis:
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construido a partir de la distribución t-Student [38] para cada uno de los escenarios de
simulación como se muestra en la tabla 5-12, es posible verificar que no existe suficiente






el factor de crecimiento entre dos capas sucesivas de una red ad hoc bajo un arquitectura
jerárquica que permite mantener un nivel establecido en la calidad de los servicios.
6 Conclusiones y recomendaciones
6.1. Conclusiones
1. Debido al uso masivo de dispositivos inalámbricos, es necesario generar en las redes
ad hoc la capacidad de reaccionar adecuadamente al crecimiento de la red sin perder
calidad en los servicios ofrecidos. Lograr escalabilidad es uno de los grandes retos en
el diseño de protocolos y una de las propiedades necesarias para lograr redes ad hoc
con una alta capacidad de despliegue, siendo esta una de las principales razones para
desarrollar el modelo propuesto en esta investigación.
2. Con el objetivo de realizar un estudio preliminar sobre el comportamiento de una red ad
hoc bajo diferentes arquitecturas y parámetros de configuración, se desarrollaron cinco
escenarios de simulación, obteniendo como resultado evidencia directa de la relación
que existe entre la distribución de recursos disponibles en dos capas sucesivas de la red
y el rendimiento general del sistema.
3. Se propuso un modelo basado en la distribución geométrica truncada, el cual permite
caracterizar los recursos de una red ad hoc bajo una arquitectura jerárquica. Este
modelo hace posible clasificar los recursos disponibles en los nodos y conocer el grado
de heterogeneidad de los cluster a partir de la distribución de sus recursos.
4. Se definió la función h(·) como una forma de cuantificar las posibles características de
un nodo, haciendo posible clasificar y caracterizar el nivel de recursos en una arquitec-
tura jerárquica.
5. Luego de realizar el proceso de caracterización en la red, se propuso el factor de creci-
miento φ como una forma de modelar adecuadamente las interacciones entre dos capas
sucesivas de la red, posteriormente se estimó el valor de φ a través de simulación para
arquitecturas jerárquicas de dos y tres capas.
6. Se estimó el factor de crecimiento para arquitecturas jerárquicas de tres niveles en cinco




con un nivel de
confiabilidad del 95 %.
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7. Los coeficiente de determinación obtenidos en los diferentes escenarios de simulación
dan evidencia del buen ajuste de los datos al modelo propuesto, advirtiendo que la
relación adecuada entre los recursos disponibles por dos capas sucesivas de la red
puede ser representada a través de un modelo lineal.
6.2. Recomendaciones
1. Es necesario ampliar la definición de los parámetros que forman la función h(·), esto
con el objetivo de incluir en el modelo características adicionales en el funcionamiento
de los nodos como son la movilidad, la energía disponible y todos los recursos que
puedan influir de forma significativa en el rendimiento de la red.
2. Es necesario considerar el rendimiento de una arquitectura jerárquica bajo diferentes
algoritmos de enrutamiento, esto con el objetivo de determinar cuales de ellos respon-
den de manera más eficiente a la naturaleza de esta arquitectura.
3. Determinar en qué punto una red ad hoc bajo un arquitectura plana empieza a presen-
tar problemas de rendimiento, así como cuando y bajo que condiciones las arquitecturas
jerárquicas son una mejor alternativa para lograr un mejor desempeño de la red.
4. Es necesario realizar una implementación con dispositivos reales heterogéneos que per-
mita verificar las ventajas de una arquitectura jerárquica así como los resultados ob-
tenidos para el factor de crecimiento φ.
5. En el proceso de estimación del parámetro φ se estableció una pérdida de paquetes
menor o igual al 1 % del total de paquetes enviados en las comunicaciones, vale la pena
considerar cómo se modifica el valor de φ cuando se utilizan diferentes porcentajes para
la pérdida de paquetes, así como la estimación de una función que modele la relación
en estos posibles escenarios.
6. Es necesario estudiar el comportamiento de una red ad hoc bajo una arquitectura jerár-
quica, así como los posibles cambios de φ cuando se somete la red a tráfico autosimilar.
7. Como una condición inherente a la naturaleza de las redes ad hoc es necesario consi-
derar el aumento en la racionalidad de los nodos y la aparición de comportamientos
pseudosociales al interior de la red. En consecuencia, es necesario incluir la teoría de
juegos como una herramienta para analizar formalmente los procesos de decisión que
implican los modelos de cooperación, la competencia por recursos y el aumento en la
autonomía de los nodos.
6.2 Recomendaciones 49
8. Es necesario considerar escenarios de simulación donde existan condiciones dinámicas
en los cluster, agregando variables como la entrada de nuevos nodos, el relevo del
clusterhead y la desaparición repentina de un nodo en la red.
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