We show that a realization of the operator L = |x| α ∆ + c|x| 
Introduction
In this paper we make a systematic investigation of the operator
in L p (R N ), N ≥ 1, 1 < p < ∞. Here α, b, c are unrestricted real numbers. Operators of the form L(s) = (s+|x| α )∆+c|x| α−1 x |x| ·∇, s = 0, 1, or operators containing a more general diffusion matrix in the second order part have been already studied in literature. See for example [7] , [16] , [15] , [18] , [19] , [25] , where generation results, domain characterization and spectral properties have been proved and [17] , [27] , where kernel estimates have been deduced via weighted Nash inequalities. Operators of the form (1) with α = 0 have been studied in L p -spaces with weight |x| −β for real β (see [1] , [22] ). In order to treat the singularity at zero we introduce Ω = R N \ {0} and define C ∞ c (Ω) as the space of infinitely continuously differentiable functions with compact support in Ω. We define L min as the closure in
where
The domain of L min will be denoted by D min (L). Note that if u ∈ D max (L) and f = Lu the equation Lu = f is satisfied in the sense of distributions in Ω rather than in R N . We study when 
whose discriminant is 4D c . Its roots are s 1 , s 2 (s 1 < s 2 ) given by
Note that f has the maximum at s 0 = (N − In this case the generated semigroup is bounded analytic and positive. The domain of L int is given by equation (42).
In general the semigroup is not contractive. The case α = 2 is special and much simpler: no restriction on N/p is needed, see Proposition 2.3. We observe that L generates a semigroup in some L p (R N ) if and only if the open intervals (s 1 + min{0, 2 − α}, s 2 + max{0, 2 − α}) and (0, N ) intersect. This is always the case when b > 0 since s 1 and s 2 have opposite signs but easy examples show that the contrary can happen if b ≤ 0, see the last section of this paper. In such cases no realization of L between L min and L max is a generator but it can happen that L endowed with a suitable domain is a generator. We refer the reader to [26] where it is shown that for every b ∈ R a suitable realization of ∆ − b|x| −2 is self-adjoint and non-positive in L 2 (R N ).
In the critical case D c = 0 we prove the following result in Section 6. In this case the generated semigroup is bounded analytic and positive. The domain of L int is given by equations (48), (68).
Note that the endpoints are included in Theorem 1.2 but excluded in Theorem 1.1. We also point out that the validity of the equalities L int = L min and L int = L max is also characterized through the paper.
The paper is organized as follows. In Section 2 we prove and recall some preliminary results. In Section 3 we partially generalize the results in [2] by showing that if b + (N − 2 + c) 2 /4 < 0 the equation u − Lu = f has no positive distributional solutions for certain positive f with compact support. In Section 4 we show that L min generates an analytic semigroup when s 1 + 2 − α < N/p < s 2 + 2 − α and characterize its domain, using Rellich inequalities from [12] . The proof is done first for very large b > 0 showing sectoriality and then extended to the precise range above using a perturbation argument in [24] , as stated in the Appendix. Generation results for L max are deduced by duality. The sharpness of the above intervals is then shown using the asymptotics of special radial solutions: in particular the "only if" part of Theorem 1.1 is proved in Theorem 4.11. The operator L int is introduced in Section 5. Using the results of Section 4 for L min we give a proof of the "if" part of Theorem 1.1, see Theorem 5.4 for a more precise formulation. The critical case D c = 0 is studied in Section 6, using the methods of Section 5 but adding a logarithmic term in the weighted estimates. In contrast with Section 5, we do not prove directly the resolvent estimates in R N but first show a weaker form in the unit ball and then improve them in the whole space by scaling. In Section 7 we present some examples. It is worth mentioning that our main results, specialized to the case of Schrödinger operators with inverse square potentials, yields more precise results than those already known. In particular we show that the semigroup exists in the same range of p as in [11] when D c > 0 but we are able to characterize the domain of the generator in addition to the domain of the form. The precise range of existence of the semigroup is also given in the critical case and seems to be new. Our result are valid when N = 1 with [0, ∞[ instead of R. In the statements, however, we keep the notation R N even when N = 1. Accordingly Ω =]0, ∞[ and all balls B r should be replaced by the intervals ]0, r[. With these (formal) changes all proofs hold in the one-dimensional case with, at most, some simplifications.
Notation. We use Ω for R N \ {0} and for ]0, ∞[ when N = 1. C ∞ c (V ) denotes the space of infinitely continuously differentiable functions with compact support in V . We adopt standard notation for L p and Sobolev spaces. The unit sphere in R N is denoted by S N −1 and B r stands for the ball with center at 0 and radius r.
Preliminary results
Here we collect some known or simple fact necessary to our analysis. Observe that if
Note that L is scale invariant when α = 2. Other symmetry properties follow from the use of the Kelvin transform. Let T u(x) = |x| 2−N u(x|x| −2 ). A straightforward but tedious computation shows that
In particular the power α is changed into 4 − α. Many proofs will be subdivided according to α < 2 and α > 2. If α < 2 the degeneracy at infinity is easy to treat but that at the origin is the real source of the difficulties. Conversely when α > 2, using the Kelvin transformation and noticing that it maps the unit ball into its complement, one can study only case, e.g., α < 2 and reduce the other to it. Observe however that the Kelvin transform is an isomorphism in L p if and only if p = 2N/(N − 2). Let us show the closedness of L min and L max .
Proof. The closedness of L max is an immediate consequence of local elliptic regularity, since L has regular coefficients outside the origin. Since
follows from the closedness of L max .
Next we introduce the formal adjoint
Observe that the functioñ
defined as in (3) and relative toL, has rootss i = s i + α − c, i = 1, 2, where s 1 , s 2 are defined in (4) and that its discriminantb+(N −2+c) 2 /4 coincides with that of f (that is with b+(N −2+c) 2 /4).
Proof. The first identity is immediate consequence of the definitions and of interior elliptic regularity. Taking the adjoiont in the equality
, by the closedness of L min , which is the second one (with the roles of L andL interchanged).
As pointed out in the Introduction, the case α = 2 is quite special. Let us state the result in the next proposition (see [12, Section 6] for the proof).
Proposition 2.3
Consider the operator L defined in (1) with α = 2 and let
When α ∈ R we introduce the domain
endowed with its canonical norm and note that it to that in the above proposition when α = 2. Note that extra integrability condition for u is relevant near 0 when α < 2 and near infinity when α > 2.
The following interpolation property holds in D p,α : there exist C, ε 0 depending on N, p, α such that for every u ∈ D p,α and ε ≤ ε 0
Proof. Let us first observe that a function u ∈ W 2,p (Ω) with compact support in Ω can be approximated by a sequence of C ∞ functions with compact support in Ω in the D p,α norm, by using standard mollifiers. Let u in D p,α and η n be smooth functions such that η n = 1 in
Concerning the convergence of the derivatives we have
As before
For the left term, since ∇η n (x) can be different from zero only for 1/2n ≤ |x| ≤ 1/n or n ≤ |x| ≤ 2n we have
and the right hand side tends to 0 as n → ∞. A similar argument shows the convergence of the second order derivatives in the weighted L p norm and the proof of the density is complete. Concerning (10) we observe that the weaker inequality
holds in C ∞ c (Ω) by [12, Lemma 4.4] . By applying the classical Calderón-Zygmund D 2 v p ≤ C ∆v p to v = |x| α u and using (11) to interpolate the gradient terms we get
Taking ε small, (10) follows. By the density of C ∞ c (Ω) in D p,α the proof is complete. The following lemma is useful to study the equality L min = L max .
Lemma 2.5 For every
Then v ∈ D max (L) and therefore, by Proposition 2.
. This yields u ∈ D p,α and concludes the proof.
We need also the asymptotic behavior of the solutions of certain singular ordinary differential equations related to Bessel equations. We recall that the numbers s 1 , s 2 are defined in (4). Lemma 2.6 Let α = 2, b, c ∈ R and λ > 0 and assume that k := b+(
has two positive solutions u 1 and u 2 with the following behavior: if α < 2 and k > 0, then
if α < 2 and k = 0, then
and the behavior at ∞ is as above. When α > 2, (13), (14) and (15) hold with 0 and ∞ interchanged in each of them.
Proof. Definingũ(r) = r N −2+c 2 u(r) we obtain
Setting v(r) =ũ cr γ , we have
it follows that v satisfies the Bessel equation
with ν 2 = 2 2−α 2 k. for which the modified Bessel functions I ν and K ν constitute a basis. We note that both I ν and K ν are positive, I ν is monotone increasing and K ν is monotone decreasing. Moreover, by [3, Section 7.5],
all the assertions readily follow.
The following elementary consequence of Hölder inequality will be used several times; we state it here to fix the parameters.
Lemma 2.7 Assume that µ is a measure and that all powers are integrable with respect to ν. If A famous result in [2] , see also [5] , [4] for different proofs, states that the equation
. A detailed analysis of the solution for b ≥ −b 0 is done in [28] , including an investigation of oscillating solutions for b < −b 0 . The above result does not say that the symmetric operator ∆−b|x| −2 does not generate a semigroup for b < −b 0 . In fact in [26] it is proved that for every b ∈ R the operator above, endowed with a suitable domain, generates a selfadjoint semigroup of positivity preserving operators. However the semigroup solution so produced, satisfies the parabolic equation in a weaker sense than in [2] , namely it is a distributional solution in a set R N \ F where F is a closed set of measure zero. In this section we show that a phenomenon similar to that of [2] occurs, independently of α. We prove it for the elliptic problem rather than for the parabolic one. 
does not admit any positive distributional solution in Ω.
Proof. Assume that α < 2 and that there exists u ≥ 0 satisfying (18) as a distribution in Ω. By local elliptic regularity, u ∈ C ∞ (Ω). Set
Since u ≥ 0, then v ≥ 0 and, by the divergence theorem, we have for r > δ > 0
∆u(rω) dω and therefore
Then it follows from (18) that v satisfies
We choose m ∈ R such that (k + λe (2−α)s ) ≤ k/2 < 0 for s ≤ m. By the Sturm Comparison Theorem all non-zero solutions of the homogeneous equation
are oscillating for s ≤ m. By variation of parameters we write
where c 1 , c 2 ∈ C, g(s) = e 
However w is non-negative, because v ≥ 0, and also oscillating near −∞ since solves (20) . Hence w = 0 near −∞ and therefore
This gives
For fixed s the function t → G(s, t) = u 1 (t)u 2 (s) − u 1 (s)u 2 (t) is also oscillating near t = −∞. Therefore, if we choose g = 0 such that G(s, t) < 0 on supp g, we get w(s) < 0 and this contradicts v ≥ 0. The case α > 2 is similar arguing near +∞ instead of 0. Definition 4.1 In order to approximate L with uniformly elliptic operators we set for ε (0 < ε <
To shorten the notation we also write L 0 for L min .
Positive results for L min
We first prove necessary and sufficient conditions under which L ε and L min are sectorial in the sense of [9, Definitions 1.5.8]; note that the sectoriality (or more precisely, sectorial-valuedness) in a Hilbert space was originally introduced in [10, Section V.3.10].
or equivalently,
The dissipativity of L min with α = 0 is independently proved in [21] with constant f ((N − 2)/p).
(Ω) when ε = 0. Multiply Lu by u|u| p−2 and integrate it over R N . The integration by parts is straightforward when p ≥ 2. For 1 < p < 2, |u| p−2 becomes singular near the zeros of u. It is possible to prove that the integration by parts is allowed also in this case (see [14] ). Put v = |x|
Setting v ⋆ = v|v| p−2 , by integration by parts we have
By taking real and imaginary parts of both sides of the equality, and since div(x|x| −N ) = 0 we have
Therefore setting
we see that
and
By condition (21) or condition
, we see that
(0/0 = 0). This shows the sectoriality of L ε and L min , with sectoriality constants independent of ε. Assume now that L min is dissipative. Then, by (25) for real-valued functions, the inequality
Remark 4.3 We remark that the above proposition holds also when b
We also remark that the choice of the power in the substitution
u is the only one which leads to the term x|x| −N in (24) which has zero divergence.
We can state the main result of this subsection.
Then the operator L min generates a bounded positive analytic semigroup in L p (R N ), coherent with respect to all p satisfying the above inequalities. Moreover, D min (L) coincides with 
Proof.
where β = α + (p − 1)(α − 2) is as defined above. By applying (25) with α = β, we get
Since β − 2 = p(α − 2), this is nothing but the desired inequality with M = f (
Step 1. First assume that b is sufficiently large so that the conditions of Proposition 4.2 and Lemma 4.5 are satisfied. Then, by (26) , there exists 0 < θ < π/2 such that λ − L ε is injective for λ ∈ Σ π/2+θ for every ε ≥ 0 (take such a θ with tan θ < l α ). For ε > 0, L ε is uniformly elliptic, hence generates an analytic semigroup. By (26) 
local elliptic regularity we can find a sequence u n such that u εn → u weakly in W 2,p
, then the solutions u ε do not depend on p, q and we can select the same sequence (u εn ) convergent both in L p and in L q . Therefore u is the same in L p , L q and this shows the coherence of the resolvents.
Step 2. Assume now that b satisfies only the condition in the statement and let A = −L + kV with k large enough to satisfy also the conditions of Step 1. Then (−A) min generates an analytic semigroup of positive contractions in L p (R N ), coherent with respect to 1 < p < ∞. By Lemma 4.5, we have
By Theorem A.1, the operator −(A + tV ) = L − kV − tV , with the same domain as (−A) min , generates a bounded analytic semigroup of positive operators for every
Finally if also q satisfies the inequalities in the statement, the coherence of the resolvents, hence of the semigroups, follows from the perturbation argument, since the unperturbed semigroups are coherent, by Step 1.
Step 3. Finally we prove equality (9) . The inclusion
Positive results for L max
We consider the adjoint operator
* , we deduce generation results for L max by duality.
Then the operator L max generates a bounded positive analytic semigroup in L p (R N ), coherent with respect to all p satisfying the above inequalities. Observe that the condition in the above theorem is independent of α. Observe also that if p satisfies both the conditions of Theorems 4.4, 4.6, that is if s 1 < N/p < s 2 and 
Negative results for L min
We prove that the generation conditions for L min given in Theorem 4.4 are sharp.
Proposition 4.8 If α < 2 and N/p < s 1 + 2 − α or α > 2 and N/p > s 2 + 2 − α then, for every
Proof. We focus on the case α < 2, the other being similar. We consider the adjoint operatorL defined in (6), see Proposition 2.2, and we prove that
By Lemma 2.6 with b and c respectively replaced withb andc defined in (7), u can be written by u = c 1 u 1 + c 2 u 2 , where u j is defined in Lemma 2.6. In order to have integrability of
for large ρ, we consider the solution u 2 (c 1 = 0 and c 2 = 1). This choice will lead to an additional assumption to insure also the integrability near the origin:
Proposition 4.9 If α < 2 and N/p ≥ s 2 + 2 − α or α > 2 and N/p ≤ s 1 + 2 − α then for every
Proof. As in the proof of Proposition 4.8, we focus on the case α < 2 and we prove the existence of a radial function u ∈ D min (L) \ {0} satisfying
We write u = c 1 u 1 + c 2 u 2 , where u j is defined in Lemma 2.6 for j = 1, 2. The integrability of u near ∞ implies that u = c 2 u 2 with c 2 = 0. We prove that u 2 ∈ D min (L). We first assume that s 2 < N/p + α − 2. In this case from (14) we
. By Lemma 2.5, we obtain u 2 ∈ D min (L). Next, we assume that s 2 = N/p + α − 2. Let ε > 0 with α + ε < 2. Then using (14), we have
We apply Lemma 2.5 to |x| ε L (with α + ε instead of α) to deduce that u 2 ∈ D p,α+ε . Moreover the interpolation inequality (10) yields
Hence we have
This implies that |x|
Since L max = (L min ) * , from Propositions 4.8, 4.9 we obtain the following result.
(ii) If α < 2 and N/p > s 2 or α > 2 and N/p < s 1 , then for every
Proof. We prove (i) and assume α < 2. By Proposition 4.9
Heres i are the roots of the function f defined in (3) and relative toL. Sinces i = s i + α − c the above condition reads N/p ≤ N + c − 2 − s 2 = s 1 . The case α > 2 is similar. The proof of (ii) follows similarly from Proposition 4.8.
Finally we state the following negative result for any realization (L, 
Proof. This follows immediately from Propositions 4.9, 4.10 (i). In fact, if α < 2 and N/p ≤ s 1 no restriction of λ − L max can be surjective whereas if N/p ≥ s 2 + 2 − α no extension of λ − L min can be injective.
We always assume α = 2 and show that a suitable realization of L min ⊂ L ⊂ L max generates a semigroup in L p (R N ) if and only if
To explain the meaning of the above condition let us fix α < 2. By the results of the previous section L max generates if s 1 < N/p < s 2 and L min when s 1 + 2 − α < N/p < s 2 + 2 − α and L min = L max if both conditions are satisfied. Therefore we have generation under (29) if s 2 < s 1 + 2 − α. However this last condition is not always verified: this is the case when when α is very negative but also for N = 3, 4 and α = b = c = 0: as already pointed out in the Introduction ∆ min generates for p ≤ N/2 and ∆ max for p ≥ N/(N − 2). We also remark that under under the condition
2, L is dissipative in the annulus B ε−1 \ B ε when endowed with Dirichlet boundary conditions. A semigroup can therefore be constructed via approximation as in Step 1 of the proof of Theorem 4.4. We do not follow this approach since it does not cover all cases considered in (29).
The operator L int
We define an intermediate operator
where I is the interval of all θ ∈ [0, 1] such that
Note that (29) is equivalent to the existence of some θ ∈ [0, 1] satisfying (31). First we show the injectivity of λ − L int for Re λ > 0.
Proof. We fix θ ∈ I, Re λ > 0 and suppose
where c A = c − 2θ(α − 2) and 
Then A max generates a bounded analytic semigroup on L p (R N ) and, in particular, λ ∈ ρ(A max ).
We approximate L int through the operators
where t > 0, D p,α is defined in (9) and k is a large fixed nonnegative constant for which the conditions of Proposition 4.2 and Theorems 4.4, 4.6 are satisfied for every p > 1. Observe that, in particular
Proof. Because of the assumption on k we see from Theorem 4.4 that L − k|x| α−2 with domain D p (L) generates an analytic semigroup of positive operators in L p (R N ) for every 1 < p < ∞, coherent with respect to p. Since k min{t, |x| α−2 } is bounded the same is true for L t and moreover (kt, ∞) ∈ ρ(L t ).
We show weighted and unweighted resolvent estimates for L t with constants independent of t.
Lemma
Proof. First we prove (33) when θ ∈ [
. We observe that the assumptions of Proposition 4.2 are satisfied if we replace α with β = α + (pθ − 1)(α − 2), hence β − 2 = pθ(α − 2). Therefore we consider the operator |x|
where π/2 − ω 1 > 0 is the angle of sectoriality of |x| (pθ−1)(α−2) L. Since L t = L − V t with V t ≥ 0, the same inequality holds for L t , thus for Re λ > 0
and, by choosing ω
Noting that
we apply Lemma 2.7 with respect to the measure |u| p dx to get
and |λ| cos ω 1 |x|
On the other hand, (25) applied again to |x|
Combining (36) and (37) with the above estimate, we have
Therefore we obtain
Next we prove (32). From Proposition 4.2, we have
where π/2 − ω 2 is the angle of sectoriality of L − k|x| α−2 . Since L t = L − V t with V t ≥ 0, the same inequality holds for L t , thus for Re λ > 0 arguing as for (34)
Since pθ ≥ 1 we may apply Hölder inequality to obtain the estimate
Then we have
and hence using (39), we have
This a-priori estimate implies that C + ⊂ ρ(L t )) and that (32), (33) hold for every λ ∈ C + .
To deal with the case θ ∈ (0,
, see 6) and (7). Then, takingθ :
Thus applying (32) to L * t , we obtain that C + ⊂ ρ(L * t ) and
By duality we have (32) for L t . Finally, let χ ∈ C ∞ (R N
Then noting that pθ < 1, we obtain from (38)
We note that supp∇χ ⊂ B 2 \ B 1/2 , that first and second order coefficients of L t are independent of t and that the zero-order coefficients of L t are uniformly bounded with respect to t in the annulus D 4 = B 4 \ B 1/4 . Therefore the interior gradient estimates
hold with C independent of t > 0. Using these estimates, (38) and (32) we obtain for λ ∈ C + , |λ| ≥ 1 |x|
Combining the above estimate with (32) we obtain
for λ ∈ C + , |λ| ≥ 1 and C 5 independent of λ, t. Finally, applying (41) with λ = e iω to u(x) = v(sx) we get |x|
or, with η = s α−2 e iω and τ = ts α−2 ,
We are now in a position to state and proof the main result of this section, that is the "if " part of Theorem 1.1. We recall that I is the interval of all θ ∈ [0, 1] such that (31) is satisfied. For every θ ∈ I we set α ′ = α ′ (θ) = θ(α − 2) + 2 and define
where B = B 1 . Note that the maximum of regularity is achieved when 1 ∈ I, that is when Theorem 4.4 applies. Proof. Fix λ with Re λ > 0 and recall that, by Lemma 5.2, λ − L int is injective. To show the surjectivity we fix f ∈ L p (R N ) and define
Note that the operators L n differ only for the zero-order coefficients which are uniformly bounded on every compact subset of Ω. By local elliptic regularity, the sequence (u n ) is therefore bounded in W 2,p loc (Ω) and, passing a subsequence, we may assume that (u n ) → u weakly in W 
Note that the injectivity of λ − L int actually implies that the whole sequence (u n )
the solution u is independent of p, q since so are the u n , by Lemma 5.2, again. Finally we prove the equality D int (L) = D reg (L) and focus, as usual, on the case α < 2, the other being similar. The inclusion D reg (L) ⊂ D int (L) is obvious. Let now u ∈ D int (L) and write u = u 1 + u 2 where u 1 = uφ, u 2 = u(1 − φ) and φ ∈ C ∞ c (R N ) with support in B 2 and equal to 1 in B 1 . We introduce the operator L 2 on R N in this way: the coefficients of L 2 coincide with those of L in B c 1 whereas in B 1 they take the (constant) value that they have on ∂B 1 . L 2 is therefore uniformly elliptic with Lipschitz coefficients in B 1 and satisfies Hypothesis 2.1 of [7] . By construction the function u 2 belongs to the maximal domain of L 2 and, by [ 
, hence the same holds for u. 
Some consequences
In the next proposition we show that L min is a generator when N/p coincides with one of the endpoints of the interval (s 1 + 2 − α, s 2 + 2 − α) of Theorem 4.4. Proof. We only treat the case α < 2 and we first show that
Fix ε > 0. Since 
Choosing f = |v| p ′ −2 v and setting
Observe that Lemma 4.5 implies that
This yields ε|x| α−2 w ε p ≤ f p and ε|x|
Using the above estimates, we obtain
In fact, for every φ ∈ C ∞ c (Ω), we have
, a density argument implies (45). Consequently, combining (45) with (44), we obtain v = 0. This means that
and the closedness of L min implies u ∈ D(L min ).
Remark 5.6 The equality Rg(I
is true even when α < 2 and N/p = s 2 + 2 − α or α > 2 and N/p = s 1 + 2 − α, by the same proof as above. However, in these cases, the injectivity of I − L min breaks down, see Proposition 4.9.
By duality one obtains a similar result for L max , see Remark 4.7.
Proposition 5.7 Let α < 2 and N/p = s 2 or α > 2 and N/p = s 1 + 2 − α. Then L int coincides with L max .
We end this section with some remarks on L int . We fix θ ∈ I, that is satisfying (31), and define L θ through the domain
Clearly L int ⊂ L θ . However, since I − L int is invertible and I − L θ is injective, by Lemma 5.1 (whose proof works for any fixed θ), then both operator coincide and L int = L θ . This means that the extra integrability condition |x|
, for a fixed θ ∈ I extends automatically to every θ ∈ I.
In the next proposition we show that, unless 1 ∈ I, this integrability condition does not hold for θ 0 = sup I. Note that 1 ∈ I is equivalent to say that Theorem 4.4 applies and is more restrictive than requiring that L min generates. Note also that θ 0 can be equal to 1 even though 1 ∈ I.
Proposition 5.8 Assume that (29) holds and that 1 / ∈ I, Set θ 0 = sup I and α
Proof. We give a proof only α < 2. In this case (29) reads s 1 < N/p < s 2 + 2 − α. Since 1 ∈ I, then f (N/p + θ 0 (α − 2)) = 0 and then
is one in the unit ball B 1 and zero outside the ball B 2 . Then for every θ ∈ [0, θ 0 ), we have |x|
Since L|x| −s1 = 0 then Lu ∈ C ∞ c (Ω) and therefore u ∈ D int (L). However |x|
Finally let us show that for λ > 0, f ≥ 0, (λ − L int ) −1 f is the minimal among the positive solutions u ∈ D max (L) of the equation λu − Lu = f . This characterizes the generated semigroup as the minimal one and is important when L int differs both from L min and L max . First prove a maximum principle for the operator L restricted to the annulus Ω ε . Note that the classical maximum principle does not hold when b < 0.
Proof. Let θ be such that f N p + θ(α − 2) > 0. We multiply the equation λu − Lu = g by |x| (pθ−1)(α−2) (u + ) p−1 and integrate over Ω ε . We proceed as in Proposition 4.2 whith α replaced by β = α + (pθ − 1)(α − 2) and observe that, since u ≤ 0 on the boundary, no boundary terms appear after integration by parts. Setting v = |x| N −2+β p u we obtain the analogous of (24)
It follows that Ωε |x| (pθ−1)(α−2) (u + ) p ≤ 0 and therefore u + = 0 in Ω ε . 
Note that the endpoints above are included, whereas they are excluded in (29). In this case the function f defined in (3) is negative except for s = s 0 = (N − 2 + c)/2 where it vanishes and both s 1 and s 2 coincide with s 0 . We first consider the case α < 2 and we give full proofs following the method of Section 5, but adding logarithmic weights in the resolvent estimates. Moreover, we consider the operator first in the unit ball B 1 and then we use a gluing procedure to treat the case of the whole space. The case α > 2 will be shortly considered in Subsection 6.2.
Positive results for α < 2
We always assume α < 2 in this subsection and fix θ 0 ∈ [0, 1] such that
and define L int through the domain
Then L int generates a positive analytic semigroup in L p (R N ) which is coherent with respect to all p satisfying (47).
For technical reasons we need also the the operator L in the unit ball B 1 (with Dirichlet boundary conditions) defined on the domain
where θ is as before. We denote this operator by L Proof. We start with L int . We denote by ∆ S N −1 the Laplace Beltrami on the unit sphere S N −1 . If Q is a spherical harmonic of order n ≥ 0, then −∆ S N −1 Q = λ n Q with λ n = n(n + N − 2). If
where Q is a spherical harmonic of order n. Then
Observe that
This implies that v Q satisfies
We use Lemma 2.6 to show that v Q = 0. The integrabilty of v Q at r = ∞ and (13) imply that v Q = cu 2 . If n > 0, by (14) and (50) The following weighted estimates will be crucial in what follows.
Proposition 6.3 For every
In particular, if u ∈ D 1 , and v = |x|
Noting that r ε | log r| ≤ (εe) −1 if r ∈ (0, 1) and ε > 0, we obtain from (52) Lemma 6.4 For every δ > 0, θ 0 > 0 and u ∈ D 1 ,
Proof. If v ∈ D 1 integrating by parts we obtain
Observe that in spherical coordinates
Since
we see that for every r > 0
On the other hand, fix ω ∈ S N −1 and set w(s) = v(e s , ω).
Using Hardy's inequality we have
Therefore we deduce that − Re
Combining (55) and (56) with (54), we obtain (51). To prove (52), we consider the operator x γ L with γ = (pθ 0 − 1)(α − 2). Then (N − 2 + α + γ) = (N − 2 + c)/2 = s 0 and Proposition 4.2 applies. In particular, since f (s 0 ) = 0, (24) with v = |x| s0 u yields
and (52) follows from (51).
To prove Theorem 6.1, as in Section 5, we introduce the operator (9) , and, in order to consider separately the singularities at infinity and near the origin, we introduce also the operators L 
respectively. Here k is a fixed constant large enough, t > 0 is a parameter and both the operators are endowed with Dirichlet boundary conditions. As in Theorem 4.4 or Proposition 4.2 we have, since k is large, the following lemma.
Proof. We proceed as in Lemma 5.3, in B 1 rather than R N , and consider first the case when θ 0 ≥ 1 p . By density we may assume that u ∈ D 1 . The estimate |λ| |x|
is identical to (35) and obtained as in Lemma 5.3, recalling that Proposition 4.2 holds in the critical case. Observe that if
) the above inequality gives (59) with γ = 1. If
We choose δ ∈]0, 1−θ0 p−1 ] and we see from Lemma 2.7
, where
Using the above inequality in (61) we have |λ| |x|
On the other hand, by Lemma 6.4 we see that
.
Combining the previous estimate with (62), we have
This yields
Next, we prove (59). By Proposition 4.2, we have
Hence using Young's inequality and (63) we obtain
Consequently, setting γ(δ) :
and we note that lim δ↓0 γ(δ) = 1. Next, we prove (60). By Lemma 6.3, since
From estimate (63) with δ = 1−θ0 p−1 , hence τ = 1, we obtain
Finally, we consider the case 0
) and proceeding
This completes the proof.
Next we prove a-priori estimates for L t , for large t, by gluing the resolvents of L Proposition 6.7 For every γ ∈ (0, 1), there are constants τ, ρ,
1/2 , therefore, by [7] , the operator L 2 t generates an analytic semigroup and the resolvent estimate
holds for λ ∈ C + , |λ| ≥ ρ. are uniformly bounded with respect to t in the annulus Σ s1,s2 , there exists C > 0, independent of t > 0 such that for every u ∈ D
Using (59) it follows that, for every λ ∈ C
By choosing ε = |λ| −δ with 1 − γ < δ < γ, we get for r = min{−δ, δ − γ, 1 − δ − γ} < 0
In a similar way one proves gradient estimates for L 
where η 1 , η 2 are smooth functions supported in B r2 , B c r1 respectively and such that η 
Clearly I s is invertible with inverse I s −1 and
s , if λ ∈ C + , λ = rω with |ω| = ρ (hence ω belongs to the resolvent set) then the equality
with s = r 1 2−α shows that C + is in the resolvent set and yields the decay
For λ > 0, positivity and coherence with respect to p of (λ
Positive results for α > 2
The generation result proved in the critical case for α < 2 can be extended by using similar arguments to the case α > 2. Recall that
which is coherent with respect to all p satisfying (67).
We only state the main steps.
Proposition 6.9 For λ > 0 the operator λ − L int is injective.
Proposition 6.10 Set
Proposition 6.11 For every γ ∈ (0, 1) there are constants C γ , C ′ > 0 such that for every t > 0,
By using the propositions stated above, we deduce Theorem 6.8 arguing as for Theorem 6.1.
The equalities
Here we investigate when L int coincides with L min or L max .
Proposition 6.12 Assume α < 2 and
Proof. By the definition of L int , see (48), (i) is obvious since θ 0 = 0. We show (ii), that is, N (λ − L max ) = {0}. We use Lemma 2.6 with k =k = 0 and take v(x) = u 2 (|x|). Since
By duality, the following proposition directly follows from Proposition 6.13.
Proposition 6.13 Assume α < 2 and
(ii) If
The case α > 2 is similar.
Proposition 6.14 Assume α > 2 and
Proposition 6.15 Assume α > 2 and
Integrability of first and second derivatives for u ∈ D int (L) can be established as in Theorem 5.4. For every θ < θ 0 we set α ′ = α ′ (θ) = θ(α − 2) + 2 and define for θ 0 > 0,
where B = B 1 .
Proof. Assume α < 2 and let u ∈ D int (L). We write u = u 1 + u 2 where u 1 = uφ, u 2 = u(1 − φ) and φ ∈ C ∞ c (R N ) with support in B 2 and equal to 1 in B 1 . We introduce the operator L 2 on R N in this way: the coefficients of L 2 coincide with those of L in B c 1 whereas in B 1 they take the (constant) value that they have on ∂B 1 . L 2 is therefore uniformly elliptic with Lipschitz coefficients in B 1 and satisfies Hypothesis 2.1 of [7] . By construction the function u 2 belongs to the maximal domain of L 2 and, by [7, Proposition 2.9] 
, hence the same holds for u.
Remark 6.17
The case θ 0 = 0 or N/p = s 0 is quite special and we recall that L int = L max . Integrability of first and second derivatives can be obtained directly using Proposition 2.3. If
) and conversely if α > 2. To see this we proceed as in the proposition above splitting u = u 1 + u 2 and treating u 2 in the same way. Finally we note that u 1 ∈ D max (|x| 2−α L) and then apply Proposition 2.3.
As in Section 5 one shows the minimality of (λ − L int ) −1 , noting that the proof of Lemma 5.9 extends to the critical case, choosing θ 0 such that N/p + θ 0 (α − 2) = s 0 .
Negative results
We show that if 
(ii) If α < 2 and N p < s 0 , or α > 2 and
Proof. (i) We give a proof only for α < 2. As in Proposition 4.8 we consider radial solutions of the equation
We use Lemma 2.6 with k = 0 and choose v = u 2 so that v satisfies (15) .
and hence, by Lemma 2.5, we have v ∈ D min (L) and λv −Lv = 0. The proof of (ii) follows from (i), by duality.
Examples
In this section we specialize our results to particular operators. 
Theorem 5.4 shows that L int endowed with the domain (42) generates a positive analytic semigroup in L p (R N ) if and only if
Observe that this improves the results in [2] and [4] . We point out that although generation results of analytic semigroup for p in the sharp range above have already been proved in [11, Section 4] 
then the domain is given by
We remark that in this case the generation result for L min is also stated in [24, Section 3] . If
In Example 7.3 we show that, when p = 2, then L int coincides with the Friedrich's extension of 
then, by Proposition 6.2, the domain is given by 
which corresponds to c = α in (1) and we focus our attention to p = 2. If α = 2, L min = L max are selfadjoint and their domain is already given in [12] , see also Proposition 2.3. We consider the case α = 2 and
If D α > 0, then condition (31), which is equivalent to (29), is satisfied with θ = ) and its domain is characterized by (42) id D α > 0, which gives a precise regularity. Moreover, L int is the limit of L t in the resolvent sense (see Subsection 5.1 and Section 6) and each L t is nonnegative and selfadjoint for every t > 0, since it coincides with (L t ) min . This yields that L int is also selfadjoint. It is worth noticing that, since L min is symmetric, L min is selfadjoint if and only if L max is selfadjoint. This means that the conditions on generation by L min and L max given in Theorems 4.4, 4.6 coincide. This fact can be easily found via the identity Therefore, from (48) we have 
By Theorem 4.6, L int = L max if N/p < N − 2. We observe also that, when N = 1 and α ≥ 2, the interval of admissible p is contained in the negative axis and the operator is not a generator, as proved in [15] for the operator (1 + |x| α )∆. Observe that this improves the results of [16, Section 8] . Indeed here we get a more precise description of the domain of L. Moreover we establish here non existence results for semigroups outside the above interval whereas in [16] only the non existence of a positive semigroups is proved. Let us consider the critical case N = 2 where we have s 0 = 0. If α > 2, the interval [s 0 + min{0, 2 − α}, s 0 + max{0, 2 − α}] = [2 − α, 0] is contained in the negative real axis and therefore the operator L is not a generator in any L p (R 2 ). We point out that the same result has been obtained in [15] for the operator (1 + |x| α )∆. When α < 2, the operator L int , endowed with the domain D int (L) = {u ∈ D max (L) ; |x| θ0(α−2) log |x| (a) Assume that b = 0 and N − 2 + c < 0. It follows that s 1 = N − 2 + c < s 2 = 0. Therefore the operator L max does not generate an analytic semigroup for any 1 < q < ∞. If, in addition, we assume that N ≥ 2 and 0 ≤ α < 2, the dissipativity condition
is never satisfied but the generation condition for L int is valid for some p since s 2 + 2 − α > 0.
(b) We keep the conditions b = 0 and N − 2 + c < 0 so that s 1 < s 2 = 0 and the operator L max does not generate for any 1 < q < ∞ but we assume α < 2 and N ≤ s 1 + 2 − α, that is α ≤ c. It follows that L min never generates an analytic semigroup. Finally observe that, since s 1 ≤ 0 and s 2 + 2 − α > N , the operator L int generates an analytic semigroup for every 1 < p < ∞.
(c) If L int generates for some p one can always find a 1 < q < ∞ such that L is dissipative in L q or L min generates or L max generates in L q .
In fact, assume that α < 2 and that the generation condition for L int is true for some 1 < p < ∞ that is
In order to violate the generation condition for L max for every 1 < q < ∞ we should have s 1 < s 2 ≤ 0. Indeed, if s 1 < 0 < s 2 , then we can find some q such that s 1 < N q < s 2 . If s 1 and s 2 are positive, the generation condition for L max is violated only if s 1 ≥ N but this is not possible since s 1 < N p . Therefore we have: s 1 < s 2 ≤ 0 and s 2 + 2 − α > 0. If L min does not generate in any L q , then s 1 + 2 − α ≥ N . If we choose q such that N + α − 2 s 1 < q < N + α − 2 s 2 then 1 < q < ∞, s 1 < (N + α − 2)/q < s 2 and L is dissipative in L q .
