Introduction
Boundary integral techniques provide a popular approach to studying free-surface motion in liquids, covering a wide range of phenomena. Some examples are the propagation of waves in inviscid liquids 1] and the motion of drops in very viscous liquids 2]. One of the major features of boundary integral technique is that they provide an evolution equation for the motion of the interface explicitly. Since there is no need to determine the ow eld away from the interface, the dimension of the problem is reduced by one. On the other hand, the boundary integrals are principal-value integrals and their accurate evaluation can be very challenging. This is particularly true in studies of the formation of ne structures on the interface, such as curvature singularities or interface pinching.
In two dimensional motion there have been several successful studies of interfacial motion. In particular, spectrally accurate methods are available when the interface is closed (as in rising bubbles 3]) or is periodic in open geometry (as in water waves 1] or Rayleigh-Taylor instability 4]). First, the pole singularity in the principalvalue integral may be removed by the subtraction of a simple integral, and then the trapeziodal rule may be applied with spectral accuracy to the resulting periodic integral 5], 6]. The high order of accuracy proves very desirable in studies of ne features, such as the formation of a curvature singularity in vortex sheet motion 7] or during the Rayleigh-Taylor instability 8].
The situation is very di erent for the computation of axi-symmetric ows. The principal-value integrals involve complete elliptic integrals which contain logarithmic singularities. The singularity in the integrand can be weakened, but cannot be removed completely as in the two dimensional case. Further, the integrand shows strong variations, especially near the poles 9], which makes the design of an accurate quadrature di cult. For example, a vortex ring method 10] with a correction term to treat the principal-value also nds di culties at the pole: the order of the method is reduced to O(h) near the poles where h is the spacing between the rings.
An improvement to this method has been found recently 11] by an ingenious ana-lytic approximation to the integrand near the poles. The improved method is still only O(h 3 log h). A di erent approach 9], 12] is to inset more quadrature points through interpolation when performing the integration for points near the poles, but numerical instabilities appear in the vortex sheet near the poles after a short time. This behavior illustrates a useful principle in designing methods for vortex sheet motion: Not only must the numerical errors from the boundary integrals be small, they should also be relatively smooth to avoid the onset of instabilities.
There have been attempts 13], 14] to study the formation of curvature singularities in axi-symmetric vortex sheets. The numerical calculations were based on the vortex ring method 10], and while evidence for the existence of the singularity was found, not enough resolution was possible to identify the nature of the singularity. In our experience, it is necessary to compute the boundary integral to an accuracy of about 10 ?20 or better to determine the precise form of the singularity. This requirement is probably too severe even for methods of moderate order. In this paper, we present e cient and accurate integration for axi-symmetric vortex sheet computations based on high order adaptive Gauss-Kronrod or Clenshaw-Curtis quadratures.
We use a dipole representation for a vortex sheet, rather than the conventional vorticity distribution on the sheet, because it is easier to weaken the singularity in the principal-value integrals by the subtraction of a suitable analytic expression. Then we apply adaptive numerical integration methods to the integrals of the dipole distribution through two di erent approaches. In the rst approach, we use GaussKronrod quadrature directly on the integrals in the standard adaptive way. In the second approach, we rst approximate the two complete elliptic integrals in the integrands by the sum of two parts, a regular part and a logarithmic part; then we apply Gauss-Kronrod quadrature adaptively to the regular part and the modi ed Clenshaw-Curtis quadrature adaptively to the logarithmic part.
We test these methods and compare them to the vortex ring method 10] on a standard test case, the ow around a spherical vortex sheet held xed in time. By comparing the calculations of the velocity on the sheet, we nd that even the non-adpative Gauss-Kronrod outperforms the vortex ring method. The adaptive Gauss-Kronrod and Clenshaw-Curtis quadratures are comparable and much better than the non-adaptive methods. The adaptive Clenshaw-Curtis method is the most e cient by far.
The organization of the paper is as follows. In Section 2, we derive the equations of motion for a full three dimensional vortex sheet and its axi-symmetric version. We give both formulations, the one based on the Biot-Savart law, and the other based on the dipole distribution. We describe the numerical techniques in Section 3, and discuss and compare the performance of the di erent methods in Section 4. Finally, we present the results of the calculation of the motion of an axi-symmetric sheet using the adaptive Clenshaw-Curtis quadrature. We nd no evidence of numerical instabilities.
Formulations
In this section, we give the boundary integral equations for a three dimensional vortex sheet, then we obtain the special form for an axi-symmetric sheet. We follow the same notation as in 15], but we derive the equations from a di erent point of view based on representing the vortex sheet by a dipole distribution.
Let S denote a closed vortex sheet, which divides the uid region into two parts: an outside region D + and an inside region D ? . The velocity and pressure elds are (u ; p ), respectively. The Euler equations of motion are: @u @t + u ru + rp = 0 in D ; (1) r u = 0 in D ; (2) r u = 0 in D =S : (3) Kinematic and dynamic considerations require the following conditions on the vortex sheet: n u + = n u ? and p + = p ? on S ; (4) where n is the normal to S pointing into D + . It is the jump in tangential components of the velocity that characterizes the vortex sheet.
We introduce two surface coordinates and and express the location of the interface as X( ; ; t). These coordinates will be de ned by the requirement that the motion of the sheet is \Lagrangian." By that we mean a \particle" on S labelled by and moves with the velocity @X @t = u 1 2 (u + + u ? ) on S : (5) Note that the normal component of the velocity of the sheet matches that of the two liquids as required by (4).
Due to (2, 3) , there exist potential functions such that u = r in D =S : (6) We introduce a dipole distribution ( ; ; t) on the sheet. 
with the following properties.
w(x) = + x in D + ? x in D ? (8) and = + ? ? on S. The potential + vanishes at in nity, which means there is no far eld ow. If a far eld ow is present, it must be added separately. In our study, we assume there is no far eld ow.
De ne = 1 2 ( + + ? ) on S : (9) Then from potential theory, we have 
As a consequence, the motion of the sheet is given by X t ( ; ; t) = r : (11) The evolution equation for is obtained as follows. First we determine the rate of change of the potential along the trajectory of a surface particle moving according to (5) . By di erentiating ( ; ; t) = (X( ; ; t); t) with respect to time, keeping the surface coordinates and xed, we obtain @ @t = @ @t x + u r : (12) The rate of change of the potential at a xed point in space can be obtained by integrating (1):
where c is a constant. Upon substituting the result into (12), we obtain @ @t = u ? 1 2 u u ? p + c : (14) By subtracting the rate of change of the potential on either side of the sheet, we nd @ @t = u ? 1 2 u + u + ? u ? 1 2 u ? u ? + c + ? c ? :
The value of the de nition of the velocity for the vortex sheet (5) now becomes clear since (15) simpli es to = j t=0 + (c + ? c ? )t on S : (16) Since a dipole that is constant on S induces only constant potentials inside and outside, the contribution (c + ? c ? )t has no dynamical signi cance, and we may assume c + = c ? = 0 without loss of generality. In other words, we may consider = ( ; ) on S to be independent of time, and given by the initial conditions.
Next, we describe how u is calculated. We assume that our coordinate system has the property that X , X and n form a right-hand system with n = X X jX X j : (17) The Greek subscripts refer to di erentiation with respect to the surface coordinates.
We take the gradient of w as given by (7) 
We have introduced the notation 0 = ( 0 ; 0 ), etc., for convenience. This equation is the same as that obtained from the Biot-Savart law 15].
We obtain a di erent expression for u by di erentiating (see (11)). In particular, u = @ @n n + n X jX X j + X n jX X j : (19) The simplest way to determine @ =@n is through the associated vector potential A which has the following integral representation,
jx ? x 0 j dx 0 on S : (20) Speci cally,
Notice that once and A have been computed through (10) and (20), we di erentiate them with respect to the surface coordinates only to obtain the velocity components in (19) . This then provides an alternate approach to computing the motion of the vortex sheet.
The advantage of using the surface integrals (10) and (19) is that the following identities: jx ? x 0 j dx 0 on S : (24) We will show speci cally in the case of axi-symmetric ow how the singularities in the integrands have been reduced.
For an axi-symmetric vortex sheet, we may represent the sheet location as X = r( ; t)e r + z( ; t)e z (25) using the cylindrical coordinates (r; z). The motion of the sheet is assumed independent of the azimuthal angle = . As noted before 15] for motion without swirl, the Biot-Savart integral (18) 
and the pseudo-streamfunction (obtained from (20) 
In order to design good numerical methods for the integrals, we must understand the nature of the singularities in the integrands. First, we consider the asymptotic behavior of the integrands in (26, 27) 
respectively. Therefore, these integrands are continuous even though they have discontinuous derivatives. This information will prove very valuable in the design of e ective numerical methods.
Numerical Methods
We describe the numerical methods to evaluate the velocity of the vortex sheet in three parts: evaluation of the complete elliptic integrals of the rst and second kind; adaptive numerical quadratures; and their speci c application to the vortex sheet.
3. 
This method is very robust computationally. However, the number of iterations for a given tolerance depends on k. In general, more iterations are needed when k is close to 1.
The other widely-used technique for the computation of E and F is a polynomial approximation. From ( 16] , p297) and ( 17] , p170), we know 
Adaptive Quadratures
Gaussian quadrature is one of the most popular methods for numerical integration because of its high accuracy. However, the standard Gaussian quadrature lacks the nature of progressiveness, i.e. a Gaussian rule can not be generated by adding new points to another Gaussian rule, and it has to be reconstructed. This is not suitable for adaptive strategy.
In 19], Kronrod shows that an n-point Gaussian rule may be augmented by a further set of n + 1 abscissae to yield a rule which integrates exactly a polynomial of degree 3n + 1 for n even and 3n + 2 for n odd. In the extended rule, there are extra n + 1 weights and abscissae. While the original Gaussian abscissae remain unchanged, their weights must be reset. Patterson 20] extends this technique by considering the argumentation of an n-point formula by p points. There are tables containing the standard abscissae and weights in 19] .
In this study, we use a 7-15 point Gauss-Kronrod quadrature. We bisect the integration intervals and estimate the error of the numerical integration over each interval by measuring the di erence between the 7-point Gauss quadrature and 15-point Kronrod rule. A globally adaptive strategy is to bisect the interval with the largest error estimate until the error is less than a prescribed tolerance. We used the freely available software package Quadpack 21] which implements this strategy. Clenshaw-Curtis Quadrature 22] is based on the expansion of the integrand as a series of Chebyshev polynomials. The method is naturally adaptive since it adjusts the number of terms to reach a speci ed level of accuracy. For integrands with weight functions which cause a slow rate of convergence, Piessens and Brander 23] developed a modi ed Clenshaw-Curtis quadrature through the computation of modi ed Chebyshev moments. In this study, we are interested in the computation of the integral with the following weight 21],
This weight function is one of the choices available in Quadpack which contains the software necessary to perform the modi ed Clenshaw-Curtis quadrature.
Application to the Dipole Distribution
A convenient choice for the surface coordinate is to use the angle subtended at the center of the enclosed region by the axis of symmetry and the vector to a eld point on the initial location of the surface. For the studies reported in this paper, the initial surface is a sphere and is the polar angle measured from the bottom pole. Thus = 0 will mark the bottom pole, while = will mark its top.
We approximate the closed surface by a set of points along the contour in the (r; z) meridional plane (r i ; z i ) (r( i ); z( i )) for i = 1; :::; N, where i = i =(N ? 1).
The equations (33, 34) are then enforced at these points. This rst requires the computation of i and i . Although the integrands in (35, 36) are continuous when = 0 , their derivatives are not. So we split the integrals into two parts: one integrated from 0 to i , and the other one from i to . Then we apply the adaptive Gauss-Kronrod quadrature to each of the two integrals. Because Gauss-Kronrod quadrature is a open quadrature, we do not need to evaluate the integrands at the integration limits. In particular, we do not need to worry about the indeterminate form of the integrand when = 0 .
To evaluate the integrands, we also need values for the elliptic integrals and derivatives of r and z. The elliptic integrals are determined through the recursion (41-43). Depending on the accuracy we require for the integration, we set a tolerance for the recursion for the elliptic integrals. To determine the derivatives of r and z we expand them in a discrete fourier cosine series and di erentiate the series. This can be done in O(N) operations through the Fast Fourier Transform. Similarly we can determine the derivatives of and which then give us the velocities of the points on the sheet. To obtain values of quantities at points other than the collocation points, we use quintic splines. Because of the symmetries in a closed, axi-symmetric surface, the end point conditions for the splines are easily speci ed. We call this procedure Method 1.
In Method II, we replace the elliptic integral of the rst and second kind by the Once the velocity components have been determined by Method I or II, we advance the location of the vortex sheet by applying a fourth-order Adams-Moulton predictor-corrector on (33, 34). Starting values for the predictor-corrector are computed by a standard fourth-order Runge-Kutta method.
Numerical Tests of Methods
Our rst series of tests are performed without using adative quadrature. This provides us with data by which we can compare the e ectiveness of adaptive quadrature. We explore three non-adaptive strategies to compute the velocity (r t ; z t ) of a vortex sheet. In Method A, we apply the six-point Gaussian quadrature in each sub-interval ( i ; i+1 ) of the Biot-Savart integrals (26, 27) . In Method B, we follow previous work 10] by summing the integrands of the Biot-Savart integrals at all collocation points except the eld point, then adding the axi-symmetric Van der Vooren corrections to the sum. In Method C, we apply the six-point Gaussian quadrature in each sub-interval ( i ; i+1 ) of the integrals (35, 36). In all three cases, we use the Fourier series to determine derivatives, and interpolation is performed through the use of quintic splines. The two elliptic integrals are computed through the recursive formulae (41, 42, 43). 
We measure the error as the maximum di erence between the exact velocity (49) and the numerically calculated one. In Figure 1 , we plot the errors for the three di erent methods when N = 65. Method C, based on the use of the vector potential, gives the best accuracy, but all three methods lose accuracy when is near the two poles. The cause of the di culty is the particular behavior of the integrand for a eld point near the axis of symmetry 1], 11]. The error pro le has a boundary layer inside of which the error only decreases linearly with the spacing between the collocation points 14]. We con rm this behavior in Figure 2 , which shows the variation of the maximum error with the number of collocation points. The decrease is only linear. By linear extrapolation, the error will be about 10 ?7 and 10 ?10 with N = 2 20 for Method B and Method C, respectively. The cost is prohibitive to achieve the levels of accuracy rquired to study singularity formation on vortex sheets.
We turn now to the study of the two adaptive methods. For all the results reported here (including the next section), we make sure that the errors in the computation of the elliptic integrals are less than E = 10 ?14 . For the adaptive Gauss-Kronrod quadrature (Method A), we use the recursive formulae (41, 42, 43) until the di erence in the iterates are less than E . For the adaptive Clenshaw-Curtis quadrature (Method B), we nd that m = 8 ensures the polynomial approximations to the elliptic functions are accurate to at least E . Also, we set a tolerance requirement I for the calculation of the various integrals. This tolerance is simply passed through a subroutine call to the software package Quadpack. Figure 3 In contrast to the non-adaptive methods, the errors are nearly uniform for all . The errors are very close to the speci ed tolerance for the calculation of the integrals. Don't forget that and must be di erentiated numerically to determine the velocities on the vortex sheet, and there will be some error incurred as a result.
In order to compare the cost between these two methods, we count the number of integrand evaluations for each method, which is the dominant cost in computing the integrals. In Figure 4 , we plot the average number of integrand evaluations per collocation point as a function of the error. We show the results for both N = 65 and N = 129. There are several points that the these results illustrate. First, consistent with the results of the previous test, it requires many quadrature points to obtain even moderate accuracy. By using an adaptive quadrature we insert the quadrature points through interpolation just where they are needed. Without adaption, we would have to introduce many more collocation points, driving up the cost of numerical integration exorbitantly. Note furthermore that the number of integrand evaluations is relatively insensitive to the number of collocation points. This means that the errors in using N = 65 and N = 129 points to represent the interface are much smaller than the errors caused by the numerical integration. In other words, there is no need to have more collocation points. Finally, we note that Method II is more e cent than Method I, and both methods are much more e cient than Method C.
Evolution of Vortex Sheet
We follow previous work 13], 14] in using (48) as the initial condition. This initial condition corresponds to a uniform potential ow past a solid sphere which is instantaneously dissolved at t = 0. The vortex sheet at the boundary of the sphere is then allowed to evolve freely.
Since vortex sheet motion is ill-posed, it is necessary to control the growth of round-o errors to avoid rapid contamination of the pro le long before singularity formation. In studies of two-dimensional motion of vortex sheets, a Fourier lter is frequently used 24]: the reliability of the lter has been checked with arbitrary precision calculations 25]. At each time step, we calculate the Fourier spectrum of the location of the vortex sheet and set all amplitudes below a lter level F to zero.
In Figure 5 , the pro les of the axi-symmetric vortex sheet are shown at di erent times. The results are obtained by Method II using F = I = 10 ?12 , N = 257, and the time step 4t = 0:001. We establish the accuracy in our results by a resolution study. First, we consider the in uence of the number of collocation points N which represent the interface. We treat N = 257 as \exact", and use the maximal di erence between this \exact" solution and other smaller N as an estimate of the error. We plot the error for N = 9; 17; 33; 65; 129 in Figure 6 . Here, the time step is 4t = 0:001.
There are three major sources of error due to the spatial discretization: there is an O(N ?6 ) error caused by the use of quintic splines for interpolation; there is an O(exp(?cN)) error in determining the derivatives of and by their Fourier series (c is some constant); and there is an error produced by the evaluation of the integrals. In general, if the errors in evaluating the integrals are small enough compared with the other two errors, the dominant error should be O(N ?6 ). Speci cally, the error should decrease by a factor of 64 whenever N is doubled. This is evident in Figure   6 We turn now to comparison of the performance of Method I and Method II.
From the resolution study, we nd that N = 129 and 4t = 0:001 gives levels of accuracy close to I = 10 ?12 . So we choose this N and 4t for the comparison of Method I and Method II. We compute solutions for both methods with three di erent choices of I = 10 ?8 ; 10 ?10 ; 10 ?12 ( I = F ). In Figure 8 , we show the maximal di erences of the solutions between these two methods. As seen in the plot, the di erences are comparable with the size of I at early times, and increase slightly as time advances. The general tendency of the curves is similar to those shown in the resolution study for Method II. We conclude that the two methods are comparable in terms of achieving accuracy. However, Method II is superior in terms of e ciency. This is evident in Table 1 , where the computing time for both methods is listed for di erent I . Roughly speaking, Method II is about four times faster than Method I. Even so, both methods are very e ective considering the accuracy they achieve.
We conclude this section by providing some evidence of the formation of a curvature singularity in the vortex sheet. In Figure 9 , we show r as a function of at times close to when the magnitude of the curvature grows rapidly. This behavior is quite typical of that seen in singularity formation in two dimensional motion of vortex sheets 7] . This singular behavior explains why the solutions gradually lose their accuracy as time approaches the \singularity time". A detailed study of this singular behavior will be presented in 28].
Conclusions
Many quadrature points are needed to obtain accurate boundary integrals for the axi-symmetric motion of a vortex sheet. If a xed quadrature rule is used, this also requires many collocation points, driving the cost to prohibitive levels. By using adaptive quadratures, the number of quadrature points can be made independent of the number of collocation points, leading to very e cient techniques for the nu- merical study of vortex sheet motion. We anticipate similar results for boundary integral methods to track free surface motion in axi-symmetric geometry. 
