The role identification in social networks is important for analyzing and understanding social networks, predicting user behavior, and researching relationships and interactions between users. Most role identification works are based on link analysis following the ideas of PageRank and HITS, and some methods also combing link analysis and content analysis. However, previous role identification methods focus on the amount of topic released by the target user without considering the importance of the topic. In order to identify high-value users by topic weights in social networks, this paper first proposes a method of assigning topic weights based on the LDA model and the collective credit allocation method in science(CCA). Then we introduce content value density based on the Kullback-Leibler divergence of topic weight and topic distribution to rank the high-value users. In addition, the new method is more suitable for calculation on large-scale networks and time-evolution networks because the new method is an inductive method which works on the local graph. Finally, the experiments are carried out to analyze the effect of the topic weight allocation and content value density in a real data set. The results show that the new method is superior to the compared methods when identifying high-value users in certain circumstances.
I. INTRODUCTION
The research of user roles in social network have an important effect in online activities such as social entertainment, information delivery and so on, and bring profound influence to the offline. For example, influencers and opinion leaders play an important role in marketing and the monitoring of public sentiment. The expert roles receive great attention in the academic fields such as professional Q&A community and citation network so the role identification in social network has drawn more and more attention [1] .
The roles in social networks can be mainly classified into the following three categories: influencer role, opinion leader role and expert role. The nodes that can influence the behavior of their neighbors are influencer roles [2] . The opinion leader role provides information to others and accelerates the diffusion of information. The expert role is the person who has relevant knowledge about the topic in question and
The associate editor coordinating the review of this manuscript and approving it for publication was Weiguo Xia . whose opinions and ideas are credible [3] . Most role identification methods of the social network often contain two parts: link analysis and content analysis. The methods based on link analysis commonly following the idea of PageRank such as LeadRank [4] , TrustRank [5] , TwitterRank [6] , etc. There are also some methods combining link analysis with contents analysis, most of which are based on the Latent Dirichlet Allocation model(LDA) [7] such as Author-Topic model [7] , Author-conference model [8] , Author Recipient Topic model [9] .
Despite the previous methods make great achievements, there still has space for improvement. Firstly, social networks have the characteristics of complex time-evolution structure. PageRank and HITS are not applicable to the time-evolution network. Secondly, the contents released by the users are complex and also usually across domains. The methods based on the LDA model only focus on the amount of topic released by the target user without considering the importance of the topic. For instance, imagine a technology blog has two topics, A and B. The main content of this technology blog is VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ about A and there is only a small amount of content about B but the followers pay more attention to the B. That means although the content of A is much more than the content of B, the topic of B in this blog have higher importance to the followers. In this circumstance, using the amount of topic to identify user role is inaccurate so the topic weight should be considered when identifying roles in social networks. Moreover, the traditional roles like influencers are evaluated about whether the information has a strong possibility of spreading efficiently in the network through the SIR model (SusceptibleInfected-Recovered model) [10] and IC model (Independent Cascade Model) [11] . However, the information released by the influencers may not all have a high dissemination value so in this paper, we mainly identify high-value users based on content analysis in the network. In order to identify high-value users and solve the problem of high computation, this paper takes advantage of topic weight and follows the idea of the collective credit allocation method in science(CCA) [12] to propose a new method. CCA is a method to allocate the credit of authors of a paper in the citation network. CCA makes the product of its credit allocation matrix and a reference strength vector and normalizes the product to get the credit allocation. The new method treats the paper in the citation network as the user in the social network and treats the authors of the target paper as the topics of the target user's content, so we can obtain topic weight as the allocation of author's credit which is figured by the CCA. In the new method, we first assume that all the contents released by a user over a period of time are stable and can be seen by the followers with equal probability. Then we build a topic popularity matrix by the LDA model and build a link strength vector by the number of the following behavior in a certain sub-graph constructed from the target user. The normalized product of the topic popularity matrix and the link strength vector is the topic weight allocation of the target user. Finally, the Kullback-Leibler divergence between the original topic distribution and the topic weight, whose reciprocal we called the content value density. If the content value density is high, it means that the topic concerned by the target user's followers are also highly similar to the topics mainly released by the target user, and this kind of target users deserve more attention.
Experiments are conducted on a real data set, and this paper analyzes the difference between the new method and the foundation of mainstream role identification methods and proves the superiority of the method under certain circumstances.
This paper makes the following contributions: 1) To allocate topic weight, this paper proposes a new method which follows the idea of CCA. 2) This paper defines the content value density. A user's content value density is defined by the reciprocal of Kullback-Leibler divergence between a topic distribution and topic weight allocation. A high value of content value density means the user deserves more attention.
3) To solve the problem of high computation, the new method is proposed to calculate on the subgraph and it is more efficient and easy to adapt to the large-scale graph.
The rest of this paper is organized as follows: The second section surveys related work. The third section presents the method in detail. The fourth section describes the experimental evaluation and analyzes the properties of topic-weight allocation and value density of the content. Finally, the last section concludes this paper and suggests future work.
II. PREVIOUS WORK A. INFLUENCER ROLE
In the field of role identification, the most work is the influencer role identification which identifies the node that can influence the behavior of their neighbors [2] . Akritidis Leonidas investigates the issue of identifying influential role by proposing two easily computed blogger ranking methods to better identify significant temporal patterns in blogging behavior. The first metric takes into consideration the number of the blog inlinks and its comments, along with the publication date of the post. The second metric is used to score a blog post according to the number and age of the blog post's inlinks and its comments [13] . Weng et al. reveal that the presence of ''reciprocity'' can be explained by phenomenon of homophily. Based on this finding and PageRank, TwitterRank is proposed to measure the influence taking both the topical similarity between users and the link structure into account [6] . Kayes et al. use network centrality metrics and results show that bloggers are connected in a core-periphery network structure, with the highly influential bloggers well connected with each other forming the core, and the non-influential bloggers at the periphery [14] . Gliwa and Zygmunt propose a method for influencer role identification which is based on relation of commenting in blogger's thread and is defined on bloggers level [15] . Eliacik and Erdogan propose an approach whihc extends the classical sentiment analysis methods, which only consider text content, by adding a novel PageRank-based influential user finding algorithm [16] . VoteRank computes a ranking of the nodes in the graph G based on a voting scheme [17] , [18] . Xiao et al. consider the anti-rumor information and user's psychological factors, construct a rumor propagation dynamics model based on the evolutionary game and anti-rumor information, and provide a theoretical basis for studying the inherent laws in the spreading process of rumor [19] and they obtain the hotspot propagation model based on user multidimensional attributes and evolutionary games, combined with the traditional SIR epidemic model [20] .
B. OPINION LEADER ROLE
The opinion leader role refers to the node in the social network that provides information to others and accelerates the diffusion of information based on the interactions [21] . Zhou et al. introduce the concept of Opinion Networks and propose an algorithm based on PageRank, termed Opinion-Rank, to rank the nodes in an opinion network. The experiments indicate that the sentiment information is helpful for finding leaders of online communities [22] . Lü et al. devise an adaptive and parameter-free algorithm, the LeaderRank, to quantify user influence. This advantage eliminates the frequent needs of parameter tests and calibration of PageRank on fast-evolving networks [4] . Yi et al. propose a novel method to identify opinion leaders from online comments based on both positive and negative opinions. In this method, a signed network from online comments is constructed, and then design a new model based on PageTrust, called TrustRank, to identify opinion leaders from the signed network [5] . Jiangjiao et al. propose a method to recognize opinion leaders in Web-based stock message boards. The method generates clusters which contain potential opinion leaders by features of user activities based on messages posted on the board. Then, the discovery of opinion leaders associates sentiment analysis to candidates with the sentiment with the actual price movement trend [23] . Risselada et al. find that degree centrality indicates opinion leadership, but that self-reported opinion leadership indicates opinion leadership only under the right social circumstances [24] . Rocha et al. present a preliminary evaluation about a combined analysis of Sentiment Analysis and Influential Users Detection and propose a methodology to quantify factors in real domains that may affect such analysis, as well as the potential benefits of combining Sentiment Analysis Methods with Influential Users Detectionones [25] . Song et al. examine the extent to which openness, exhibitionism, and competence in interpersonal relationships and flow experience affect the propensity of opinion leadership and opinion leadership behavior in the context of the travel industry and the results indicate that openness, exhibitionism, and competence in interpersonal relationships significantly increase opinion leadership [26] .
C. EXPERT ROLE
The concept of an expert is generally defined as: in a social network, with relevant knowledge about the topic in question, and his opinions and ideas are credible. We will call such a person an expert [3] . Content-based expert role identification methods are mostly based on the topic model. Early Hofmann proposed a probabilistic Latent Semantic Analysis (pLSA) algorithm, which is used to calculate the probability of the word which the document could generate based on the latent topic layer [27] . However, the parameter of the pLSA model usually overfit and the pLSA model cannot infer the document in a straightforward way. Blei et al. solved these problems by proposing a threelevel hierarchical Bayesian model called Latent Dirichlet Allocation (LDA) [7] . On this basis, Jie et al. proposed the author-topic model and the author-conference model, respectively. Each author is related to a polynomial distribution of conferences, topics and words. The topic model can calculate the potential correlation between experts and infer relevant topics so that they can be ranked [8] , [28] . Liu et al. propose an extension of the PageRank and HITS algorithms. By measuring the weight of the cooperative relationship and the authority of the user, the expert roles in the digital library research community or the question-answer portals are identified respectively [29] , [30] . Fiala et al. and Ding et al. are also through the improvement of the PageRank algorithm to obtain the expert role in the bibliographic network and the co-citation network [31] , [32] . Hua-Wei and Albert-László develop a credit allocation algorithm that captures the coauthors' contribution to a publication as perceived by the scientific community, reproducing the informal collective credit allocation of science. The method can also compare the relative impact of researchers working in the same field, even if they did not publish together. Collective credit allocation in science was conducted on Nobel Prize-winning papers in the fields of physics, medicine and chemistry, and it was finally found that the Nobel Prize winners were highly consistent with the results of the allocation method [12] .
Despite the previous methods make great achievements, our new method has some differences with the previous. From the perspective of content analysis, the previous topicsensitive methods pay more attention to the amount of the topic released by the target user but did not consider whether the content of different topics can be accepted by the followers. From the perspective of link analysis, our new method is a non-iterative method that works on a local graph constructed from the target user rather than an iterative method like PageRank and HITS which works on the whole graph. From the perspective of target roles that need to be detected, our new method emphasizes the content value density of the user that is high-value. If a user's main content or topics are not the focus of his followers, then we do not think that this user deserves attention. When the discovered roles need to consider other user attributes like the degree distribution, etc., we also can use our method to weight the previous methods.
III. PROBLEM FORMULATION AND OUR SOLUTION A. PRELIMINARIES 1) COLLECTIVE CREDIT ALLOCATION IN SCIENCE
In the cocitation network, the target paper p 0 has m coauthors
. . , d l } that cite p 0 and all cocited papers P = {p 0 , p 1 , . . . , p n } represent the complete set of papers cited by papers in the set D.
CCA first construct the subgraph of the target paper p 0 and list all the citing papers d 1 to d 6 of target paper p 0 and all the cited paper p 1 to p 5 of these citing papers as the example in Fig.1 . The relevance of each cocited paper p j (0 ≤ j ≤ n) in the subgraph constructed by the target paper p 0 is characterized by its cocitation strength s j , defined as the number of times p j is cited together by the papers in D.
As the example in the left and upper right of the Fig.1 , there are 5 papers reference the paper p 0 and 1 paper references p 1 and p 5 . 3 papers cite paper p 2 and p 3 . p 4 has 2 cited papers, so the reference strength vector is s = (5, 1, 3, 3, 2, 1) T . This cocitation strength captures the intuition that papers by an author that are perceived to be very relevant to paper p 0 should increase the author's perceived contribution to p 0 .
Then construct a credit allocation matrix A by using the author list of the cocited papers, whose element A ij denotes the amount of credit that author a i gets from cocited paper p j . As the example in the upper light of the Fig.1 , there are only two authors a 1 and a 2 in paper p 0 , p 1 and p 5 so the two authors share the same weight and in first and second column of A is (0.5, 0.5) T . There are four authors in the paper p 2 , so each author occupies a quarter and the distribution vector on the third column is (0.25, 0.25) T and we can make out the last two vector (0.33, 0.33) T and (0.0, 0.0) T in the same way. These vectors constitute the distribution matrix A = 0.5 0.5 0.25 0.33 0 0.5 0.5 0.5 0.25 0.33 0 0.5 .
The total credit c i of author a i is the weighted sum of its local credit obtained from all cocited papers c i = j A ij s j or in the matrix form c = As, so in the example, the product c is the allocation c = As = 5 5 ∝ 0.5 0.5 , so two authors share the same credit in this paper.
2) LATENT DIRICHLET ALLOCATION TOPIC MODEL
Latent Dirichlet Allocation model(LDA) believes that there is no order and successive relationship between words in the documents set. The documents set is in the form of D and has K topics.
. . , D} and Dir(α) is a Dirichlet distribution with a symmetric parameter α which typically is sparse (α < 1)
Then the joint distribution of all parameters in LDA can be figured out by (1) and the maximum likelihood estimation of the word distribution of a document is (2) .
Last, according to (2) , Gibbs sampling or variational inference are two ways to estimate the variables of the model [33] .
B. THE DEVELOPMENT OF THE METHOD 1) OVERVIEW OF THE ALGORITHM OF TOPIC WEIGHTS ALLOCATION
In the new method, as the analogy of collective credit allocation in science in Fig. 2 and the whole framework of overall solution in Fig. 3 we first construct a sub-net from the target user. Then we replace the papers in the co-citation network with the users in the social network. The users' relationships in the social network indicate the citations of the paper in the co-citation network, and the topics of each user's publication indicate the authors in the paper. The credit allocation of authors of the target paper in the co-citation network is also equivalent to the allocation of the topic weights of the author's content in the social network. Then we make the following definitions.
In CCA, the number of authors of each paper is numerable, so it is easy to construct the credit distribution matrix A. In the social network, the proportion of each topic is vague. In order to solve this problem, we pre-process the content published by the user over a period of time and then identify the probability of each topic posted by the user based on the LDA topic model. Then we use the probability of the topic to improve the topic weight allocation method.
Definition 1: Topic popularity matrix A.
Expressed in the form of a matrix, A ij is the probability of i-th topic of user j. Each of the column vectors is obtained from the LDA topic model. Finally, the vectors are stacked up to get the topic popularity matrix. The topic weight allocation vector is the normalized product of the topic popularity matrix and the link strength vector. Each element in the Topic weight allocation vector represents the weight of each topic of the user.
Definition 4: Content value density
A user's content value density is the reciprocal of Kullback-Leibler divergence (KLD) between topic distribution figured by the LDA which is in the form of P (x) and topic weight allocation c which is in the form of Q (x). (This KLD will be used to indicate the Kullback-Leibler divergence later in the article.) When the KLD value is great and content value density is tiny, that means the topic concerned by the target user's followers is very different from the topic released by the target user, so the target user doesn't deserve much attention. On the contrary, if KLD value is small and content value density is great, that means the topic probability distribution of the target user agrees well with the topic which the followers concern.
For the example Graph G in Fig.4 , it is assumed that the content of each user is divided into four topics based on the LDA document-topic model and the topic popularity matrix A is the result. If we want to figure the topic weight allocation of user u 0 and u 1 , firstly we construct a sub-network from u 0 and u 1 . The followers of u 0 are u 1 , u 3 , u 5 , u 6 and u 7 , and these followers separately follows user u 0 , u 1 , u 2 , u 3 and u 4 . For user u 1 , it only has one follower u 5 , and u 5 follows u 0 , u 1 , u 2 and u 3 . Then we construct the sub-networks from u 0 and u 1 , as shown in Fig.5 and Fig.6 .
Then list the link strength vector for user u 0 and u 1 . They are s = (5, 1, 4, 3, 2) T and s = (1, 1, 1, 1) T . After that, 
The process of the algorithm can be understood as all the followers of the target user also follow other users in the network. This part of the followees including the target user is where all the followers of the target user get the information Stack the topic popularity vector of u i to get topic popularity matrix A; 3: end for 4: for i ∈ S do 5: Calculate the indegree of node i in the sub-G to get Link strength vector s; 6: end for 7: Calculate topic weight allocation c by (3); 8: Calculate content value density d by (4); 9: return c and d of the target user u. from in the network, so the topic popularity distribution of all these followees can reflect the topic weight allocation of the target user. If all the followees release a lot of content on a certain topic, the weight of this topic is accumulated. It proves that this topic of the target user is more valued to its' followers as well. If the target user has less content of a topic, but other followees of its followers released more content on this topic, it means that even this user has less content of the topic, but in general his followers are more concerned about this topic, so we should also increase the weight of this topic of the target user. Finally, the deviation between the topic distribution and the topic weight allocation could reflect content value density of the user. complexity of Algorithm1 is O((3 + K ) * |V |). Since the algorithm is performed in a sub-network constructed from a certain node, considering that the social network is usually sparse and K and V should be a small constant, the method has higher efficiency.
IV. PERFORMANCE ANALYSIS 3) DATASET
In order to explore the correctness of the algorithm in this paper, we grabbed the data on Sina Weibo(microblog). The dataset includes more than 23,641 users with 57,760 relationships and 84,173 pieces of Weibo content. In order to protect the user's privacy, the user's ID has been hashed.
It can be seen in Fig.7 that the number of nodes with particularly large degrees is relatively small and most nodes have a small degree.
Then we combine the Weibo content of the same user as a document which is needed to be calculated for the distribution of topics by the LDA model. After sampling the LDA model by 20 topics as an example, the word distributions of several topics are displayed in Fig.8 and the words with a high occurrence probability of each topic are listed in Table. 1. The topic distribution of some users are displayed in Fig.9 In Fig.8 , it can be seen that different topics have different high-frequency words on the vocabulary with a length of 5,000 words. From the popular vocabulary Table. 1, it can be seen that the content of each topic is relatively clear. For example, the first topic contains smog, air, weather, pollution and other words so this topic is related to the environment. The second topic is technology-related. The third topic is economically relevant.
In Fig.9 , it can be seen that some users have only one topic with high probability, like document 1, document 31 and document 41. There are also some documents which have more main topics with a high probability such as document 11 and document 21.
A. RESULTS

1) ANALYSIS ON TOPIC WEIGHT ALLOCATION AND CONTENT VALUE DENSITY
On the data set, firstly, we set the topic number of the LDA model as 10, then we randomly selected several nodes. After figuring each user's topic distribution, we execute the algorithm. We choose two more representative nodes from all the nodes which get results, 1984298397 has multiple high-distribution topics. They are topic 10 and topic 4. User 2342271653 only has one higher topic, topic 10. The results of the topic weight allocation and topic distribution are shown in the Table2.
From the perspective of a certain topic between different users, taking Topic 4 as an example, the topic distribution of Topic 4 of two users 1984298397 and 2342271653 are very close, which are 22% and 23% respectively. If only from the perspective of topic distribution, it is hard to judge which user's content of Topic 4 is more valuable, but from the perspective of topic weight, it is clear that the topic 4 of user 1984298397 has a more high-quality content of 81% and Topic 4 of user 2342271653 only accounts for 18% because the followers of the user 1984298397 pay more attention to the content of this topic he released.
From the perspective of the different topics of a certain user, taking user 1984298397 as an example, the proportion of Topic 4 and Topic 10 in the topic distribution is very close, which is 22% and 24% respectively. However, the weight of the topic 10 has dropped a lot compared with the distribution. It only accounts for 0.6%. On the contrary, Topic 4 has a large increase which accounts for 81%, so for the user 1984298397, although the distribution of the two topics is close, the content of the Topic 4 of the user is more worthy of attention than the Topic 10.
From the perspective of the content value density, for the user 1984298397, the three topics of high-distribution topics are Topic 10, Topic 4, Topic 6, which accounts for 24%, 22% and 16% respectively and the Topic 4 which is the highest weight accounts for 81%. While, for the user 2342271653, the highest-distribution topic is Topic 10, which accounts for 61% and Topic 10 also has the highest weight accounting for 44%. It can be clearly seen that the content value density of the user 2342271653 is higher than the user 1984298397 because the deviation between the topic distribution of the user 2342271653 and the topic weight allocation of 2342271653 is smaller. For the user 1984298397, there is a big difference between its topic distribution and the topic weight allocation. Overall, the main content released by user 2342271653 is more acceptable by his followers than the user 1984298397, so the user 2342271653 deserves more attention.
2) IMPACTS ON THE CONTENT VALUE DENSITY BY THE NUMBER OF TOPICS
In order to verify the stability of the content value density evaluation when the topic number of LDA model changes, we randomly select the ten nodes to figure the normalized KLD between topic weight allocation and topic distribution of the nodes. These KLD values are calculated from LDA models with different topic numbers. KLD is the reciprocal of the content value density. The result is as follows in Fig.10 . The ordinate of the coordinate system in Fig.10 is KLD, and the abscissa is the number of topics. The numbers of the topics are 5, 10, 15, 20, 25 and 30. ALL the values of KLD are between 0 and 3.5.
From Fig.10 , we can divide ten nodes into three groups to discuss. It can be found easily that no matter how many topics the LDA model has, the KLD of node1 is always the lowest among the ten nodes, which is under 0.5. It means that node1 has the highest content value density.
The KLD of node3, node7, and node8 are very close, between 2.5 and 3.5. These three nodes always have the highest KLD among the ten nodes with different numbers of topics, so the content value density is the lowest. The sorting is slightly different only when the topic numbers of LDA are 25 and 30. The KLD of node3 surpasses node7 0.1 when the number of topics is 20. Then when the number of topics is 30, the KLD of node3 surpasses node8.
The other six nodes are ranked in the middle of the ten nodes, and the KLD values of these nodes are between 0.8 and 2.2. The fluctuations in the ranking of most of the nodes are relatively small, which are mostly within 2. Among the six nodes, the ranking of node6 fluctuates the most. The ranking of node6 is from fourth when the number of topics is 5 to ninth when the number of topics is 10, but in other groups with different numbers of topics, the rankings return to the fourth or fifth. Removing outlier(node6, ten topics), the ranking fluctuations of ten nodes are all within two. Therefore, on the whole, the KLD order of the ten nodes does not change much, but because the value of KLD is usually very close, the small deviation generated by the LDA model is likely to cause the tiny ranking change.
It also can be seen from the Fig.11 that the KLD value of each node with different numbers of topics is relatively stable. Among all the nodes, the biggest fluctuations are almost within 1, such as node8, node9, and node10. The smaller fluctuations of the KLD value of a node are almost within 0.5, such as node1, node3, node6 and node7.
3) CONTENT VALUE DENSITY COMPARED WITH OTHER INDICATORS
In this part, we continue to use the result of ten nodes from the last part as shown in Table. 3. We sort the KLD of the nodes from high to low and compare the KLD with other attributes or indicators of users. The user's own attributes include closeness centrality, the number of friends, the number of followers, the number of released content items, and two the basis of other social network role identification methods, PageRank and HITS.
It is clear from common sense that the number of fans, the number of friends, and the number of released content have no advantage in judging a user's content value density. The closeness centrality of a node reflects the degree of proximity of a node to other nodes. A node with a high closeness centrality indicates that the node is closest to any other node and is also spatially centered. Closeness centrality is more adept at identifying network structure like the coreperiphery structure rather than the high-value user. PageRank determines the importance of a node based on the regression relationship of ''nodes which are linked from important nodes must be important nodes''. The HITS algorithm establishes a matrix according to the out-degree and indegree of the nodes, and continuously updates the two vector Authority and Hub values through the iterative operation of the matrix and the threshold until convergence. When the target node points to a node with a higher Authority value, the target node has a higher Hub value. When the target node points to a node with a higher Hub value, the target node has a higher Authority value so the two methods based on Link analysis have more advantages in identifying the backbone nodes. Topic-sensitive PageRank uses a topic-based teleportation vector to measure topic-specific influence by calculating the PageRank vector for each topic and Twitterank adds the different transition probability matrix for different topics. The general influence can be measured as an aggregation of each topic-specific influence.
In the results of the ten nodes, the sort the KLD is from high to low, but other attributes or indicators are unordered so it is obvious that the topic weight and the value of the whole content can not be reflected by the attributes or indicators of users including PageRank and HITS because the previous methods pay more attention to the information dissemination in the network but our method mainly identify high-value users. 
4) PERFORMANCE IN THE RECOMMENDATION TASK
Since there is no gold test method except that real-world investigates and surveys, we have designed a similar recommended task that can be quantitatively analyzed on the network to compare different methods. The recommended task is as follows. First, randomly choose a ''following'' relationship l that u 0 follows t 1 . Then randomly select twenty users that u 0 does not follow. Last, remove the relationship l to build the new network and measure the rank of user t 1 in ten select users by different algorithms. Repeat the above process ten times and take the average rank of the target users as a result. The higher the ranking of the user t 1 , the better the recommendation effect because only the target user has a real following relationship.
In order to study the performance, there are in total of four criteria based on which L is generated: (1) L f l is generated in the set which sf with the number of followers is the larger half in the whole set.
(2) L f s is generated in the set which sf with the number of followers is the smaller half in the whole set. (3) L t l is generated in the set which sf with the number of micro-blogs is the larger half in the whole set. (4) L t s is generated in the set which sf with the number of micro-blogs is the smaller half in the whole set.
It can be seen in the Fig.12 that CVD2 is superiority to CVD in four scenarios. CVD and CVD2 achieve the best performance in the L f s scenery. In the scenarios L f l and L m s, all the topic-sensitive methods are not good, this may because the user's ''follow'' behavior has been biased towards having more followers' behavior and when available content is less, the topic-model may have a lower distillation accuracy. However, this task can only explain part of the performance because the role discovery is not a user recommendation or a link prediction problem. The ordinate is the ranking position. TSPR is Topic-sensitive PageRank. PR is PageRank. TR is TwitterRank. InD is in-degree. CVD2 is CVD multiply the KLD between topic weight allocation and general topic distribution. When the KLD between topic weight allocation and general topic distribution is small, that means this user's content is close to the general content, so the user has less distinct content that deserves attention.
Our approach is more about providing a new way of discovering potential high-value density users. In addition, the new method is a non-iterative method, which greatly improves the computational efficiency.
V. CONCLUSION
In the past, the role identification method of social networks did not consider the quality of the user's content from the perspective of topics. The new method proposed a kind of topic weight allocation method and the concept of content value density to solve the problem.
Although the new method has advantages in the role identification of high-value users, it is more meaningful under certain circumstances. For example, the LDA model can only divide the text into a very limited and fixed number of topics. In reality, the types of topics are various and diverse. If the number of topics in the LDA model is too small, users cannot be distinguished. If the number of topics is too large, the training process is cumbersome and difficult to converge so the number of topics should be a priori number. Moreover, the real social network has both long texts of blog type and short texts of Weibo or Twitter type. LDA method does not apply to short text. Although we can stitch the content released by users, some users still may have released too few content. An effective solution to this problem is to manually tag the released content. The above improvements are more conducive to the identification of the role with high-value content. QINGCHAO 
