Introduction
In [?] a weak form of amalgamation was proved in general for rosy theories. Namely, Fact 1.1. Let M be a model of a rosy theory and let p(x, B) and q(x, C) be non þ-forking extensions of some type p(x) ∈ S A (M ) such that B | þ A
C.
Then there is some C |= tp(C/A) such that C | þ A B and such that p(x, B)∪ q(x, C) is a non þ-forking extension of p(x).
This result follows straight from the geometric properties of þ-forking and it is nowhere near the independence theorem (which we will call "independent amalgamation") one has in simple theories. In [?] , Kim proved that the only independence relation satisfying symmetry, local character, transitivity and the independence theorem was forking in a simple theory; since there are well known examples of rosy non simple theories (any o-minimal theory is an example of this) it is impossible to hope for anything as strong as independent amalgamation in the general context of rosy theories.
However, in o-minimal theories the following amalgamation theorem is true: Posulate 1.2. Let p(x) be a complete type over some set A. Let p(x, a) and q(x, b) be two non-þ-forking extensions of p(x) such that a | þ A b. Then, either p(x, a) ∪ p(x, b) is inconsistent, or it is a non-þ-forking extension of p(x).
Whenever Postulate 1.2 holds in a theory T we will say that T has consistent amalgamation. In this article we will build a rosy model for which consistent amalgamation fails thus proving that weak amalgamation may be the strongest form of amalgamation one can hope for in a general rosy theory. However, we will prove that consistent amalgamation holds in any dependent theory (any theory satisfying what some people call the "Not Independence Property").
In Section 2 we prove that consistent amalgamation holds for theories without NIP. In Section 3 we develop some general þ-forking arguments which we need in order to prove that the model M we construct in Section 4 actually witnesses all the þ-forking that may happen in any saturated model of T h(M ). In Section 5 we prove that the model M witnesses that T h(M ) is a rosy theory which does not admit consistent amalgamation.
The example we present in sections 3 through 5 first appeared in the second author's Ph.D. thesis done under the supervision of Thomas Scanlon in the University of California at Berkeley.
Most of the work behind the construction will be dealing with imaginary sorts. Throughout the paper and specially in sections 3 through 5 we will work in a substructure M of a monster model C and only work with M eq when we explicitly say so.
Consistent amalgamation in dependent theories
This section will be devoted to prove the following theorem:
Theorem 2.1. Let M be a rosy dependent theory and let p(x, a 1 ), p(x, a 2 ) be non þ-forking extensions of p(x) ∈ S(A) with a 1 | þ A a 2 ; assume that p(x, a 1 ) ∪ p(x, a 2 ) is consistent and that a 1 , a 2 start an þ-independent indiscernible sequence. Then p(x, a 1 ) ∪ p(x, a 2 ) is a non þ-forking extension of p(x).
Proof. We will prove the theorem by contradiction. Suppose the statement does not hold:
Let a 1 , . . . a n . . . be a þ-independent indiscernible sequence such that p(x, a 1 )∪ p(x, a 2 ) is a consistent partial type which þ-forks over a.
By definition there is some θ(x, y) be such that θ(x, a 1 ) ∧ θ(x, a 2 ) þ-forks over A. We know that þ-forking only depends on the types of the elements, we may assume that θ(x, y 1 ) ∧ θ(x, y 2 ) is a type over A such that θ(x, a 1 ) ∧ θ(x, a 2 ) þ-forks over A for any a 1 , a 2 . let R(y 1 , y 2 ) := ∃xθ(x, y 1 ) ∧ θ(x, y 2 ). Lemma n: For every n ∈ N there is a n 0 such that the following hold: (1) a n 0 , a 1 , a 3 , . . . a 2i+1 . . . a 2n−1 , a 2n , a 2n+1 , a 2n+2 . . . is an indiscernible sequence.
(2) ¬R(a n 0 , a 2i ) for all i < n. (3) a n 0 , a 1 , a 2 , a 3 , . . . is an independent sequence.
Proof. We will prove the Lemma by induction on n. Notice that for n = 0 any a n 0 "prolonging" the original indiscernible sequence on the left and any c n would satisfy the conditions.
The main tool to prove the Lemma is the following fact: Fact: Let p(x, a) and q(x, b) be any two non þ-forking extensions of p(x) ∈ S(A). Then there is some
Proof. This is basically a consequence of symmetry and extension. It is also Lemma 4.1.11 in [?] .
Assume that the Lemma holds for n. By hypothesis tp(a n 0 , a 2n /A) = tp(a 1 , a 2 /A) so |= R(a n 0 , a n ). Let c n be any element such that c n |= θ(x, a n 0 )∧ θ(x, a 2n ) and such that
|= tp(a n 0 /a 1 , a 2 , . . . , a 2n−1 , a 2n+1 , . . . ) so by induction hypothesis |= ¬R(a n+1 0 , a 2 i) for i < n and a n 0 , a 1 , a 3 , . . . a 2i+1 . . . a 2n−1 , a 2n , a 2n+1 , a 2n is an indiscernible sequence.
That a n 0 , a 1 , a 2 , a 3 , . . . is an independent sequence follows by induction and transitivity and monotonicity of þ-forking.
It is clear that we can use the a 2k 0 and the sequence a 1 , a 2 , . . . witness that R(y 1 , y 2 ) has the independence property.
þ-Forking and algebraic independence in non saturated structures
Generally, when working with þ-forking, one follows the simple-theoretic approach of working inside a large saturated model C |= T . We will prove that requiring a very weak form of saturation from a model M of T is enough to guarantee that M witnesses the behavior of þ-forking in all models of T .
Definition 3.1. Let T be a theory, M be a model of T and C be a monster model of T containing M .
Given a set A in M , the algebraic closure of A in M , which we will denote acl M (A), is the set of elements b in M such that tp(b/A) has infinitely many realizations in M .
A model M |= T is weakly ω-saturated if for any c ∈ M any formula of the form φ (x 1 , x 2 , . . . , x n ; c) and for any a 1 , a 2 , . . . , a n in C such that C |= φ(a 1 , . . . , a n ; c) and such that a i / ∈ acl(a i+1 , . . . a n , c) for any i, then there are
Theorem 3.1. Let M be a model of T that is weakly ω-saturated; then þ-forking dependence between tuples in M (witnessed in the monster model) will be witnessed by elements in M . This is, if a,
Proof. k-inconsistency can be witnessed by a formula so all three of the statements follow from the definition of þ-forking and weak ω-saturation. Definition 3.2. Following Cherlin and Hrushovski, we will say that a theory T has weak elimination of imaginaries if for any model M |= T and any imaginary element e ∈ dcl eq (M ), there is some finite x ⊂ M such that acl eq (e) = acl eq (x). We will say that a model M weakly eliminates imaginaries if T h(M ) does.
Fact 3.3. Let M be a weakly ω-stable model which satisfies the Steinitz exchange property for the algebraic closure and which has weak elimination of imaginaries. Then T h(M ) is þ-minimal and has global U þ -rank 1. Moreover,
Proof. This is Corollary 4.11 in [?] .
The counterexample
Now we are ready to construct a model which is rosy (in fact it has U þ -rank one) but for which consistent amalgamation fails to hold.
The construction will be a combination of modifying the Hrushovski's "abinitio" construction (used to disprove Zilber's conjecture in [?] ) combining it with the idea behind the "forbidden substructures" described by Cherlin and Shi in [?] .
Recall that whenever we work in M eq we will explicitly say so, so unless otherwise specified the sentence a ∈ M will always mean that a is an element in the real sort of M . 4.1. Modifying Hrushovski's Construction. We will assume the reader is familiar with the constructions done in [?] and will notice how our initial construction is a minor modification of the one done there, which we will call the "Hrushovski's ab-initio construction" from now on. Most of our proofs will be self contained, so if the reader is unfamilier with [?] he will be able to follow our construction provided he believes a few facts from the aforementioned paper.
We will be taking the Fraïssé limit of certain finite L-structures under some specific embedding. As with the Hrushovski example, the key is to assign a predimension d 0 to all finite L-structures A and then considering only those finite structures for which d 0 does not violate the intuitive rules we always look for in a dimension function.
Definition 4.1. Fix some language L and let A, B be finite L-structures satisfying some (incomplete) theory T . Let d 0 be a function from finite Lstructures to the integers which is invariant under isomorphisms.Let D be any (possibly infinite) L-structure.
• We will say that A is simply algebraic over
• A is minimally simply algebraic over B if there is no proper substructure of B over which A is simply algebraic.
Let K be the class of finite L-structures M such that
and A 1 is minimally simply algebraic over B.
To build our model, let L := {V, C, R} where V and C are unary predicates defining two different sorts and R is a ternary relation. Let T be a theory stating that R is a relation on V × V × C symmetric on the first two coordinates. Finally, given any finite L-structure A, let d 0 (A) be the number of points in A minus the number of tuples in A 3 satisfying R but counting the "symmetric tuples in R" only once: this is, given a, b, c ∈ A such that A |= R(a, b, c), we will count (a, b, c) and (b, a, c) just once when calculating the number of triples related by R. This is a minor modification of the first part of Hrushovski's "ab-initio" construction and Hrushovski's work proves, in particular, that the family of finite L-structures and the function d 0 defined above the family (K, ≤) has the amalgamation property and we can therefore take the Fraïssé limit. Such limit will be a model M which is stable and has the property that embeddings between finite substructures of M can be "amalgamated" inside M . Even more, it is strongly minimal and for any A substructure of M ,
We will fix the (K, ≤) Fraïssé limit M defined above. We will, however, work with a different notion of embedding defined for substructures of M .
Definition 4.2. Let A ≤ * B be the relation between self sufficient subsets of M defined as follows:
A ≤ * B if and only if A ≤ B and for any F and E with F ⊆ A, E ⊆ B,
We will say that f : A → B is a * -embedding (or f : A → * B) if it is an embedding, and f (A) ≤ * B.
Lemma 4 in [?] proves amalgamation between self sufficient sets. We will repeat this proof in order to find the properties we need for the → * -embedding.
Lemma 4.1. Let A, A 1 , A 2 be (isomorphic to) finite substructures of M such that A ≤ A 1 and A ≤ * A 2 . Then, for any E ⊆ A 1 , the disjoint amalgamation of E and A 2 over A is isomorphic to a substructure of M , which we will call E A A 2 .
Proof. The proof is quite close to the proof of lemma 4 in [?] . First of all we note that, just using the definition, we get some sort of "transitivity" for disjoint amalgamation. By this we mean that for any E, F, X, A, B L-
To prove the lemma, let A, A 1 , A 2 and E be as in the statement of the claim. We will do an induction on |E − A|; the induction step will consist on three different cases, the first two of which are proved exactly as in [?] .
Proof. In this case, we know that A ≤ X ≤ E and X ≤ * A 2 . By induction, X A A 2 is isomorphic to a substructure of M , and so is E X A 2 ; the conclusion of the claim follows by "transitivity" of the disjoint union.
Case 2: d 0 (E) > d and Case 1 fails.
Proof. As in [?], we can choose any element b of E and we know that d(A ∪ {b}) = d + 1 and that the free amalgamation of A ∪ {b} and A 2 over A is isomorphic to a substructure of M . Clearly A ∪ {b} is self sufficient in E and calculating dimensions on the disjoint union, we have A ∪ {b} ≤ * b A A 2 . Induction hypothesis and "transitivity" of the disjoint amalgamation proves the conclusion of the lemma for this case. Proof. In this case, E \ A is minimally strongly algebraic over F ⊂ A, and by [?] Lemma 3 either the disjoint amalgamation of E and A 2 over A can be embedded into M , or one of the following happens:
The first one clearly contradicts our hypothesis. As for the latter, it implies that E is algebraic over F (and therefore over A) and thus
This concludes the induction step and thus completes the proof of the lemma.
Proof. We will identify A 1 and A 2 with their images in A 1 A A 2 . By Lemma 4.1 A 1 A A 2 is in fact a substructure of M and we only need to prove that
Because we are taking the disjoint amalgamation, we have that
It follows that if we take the set K = {A|A ⊂ M, A finite } with morphisms → * , then K, ≤ * is a directed set. Thus we can take the direct (Fraïssé) limit which would be some L-structure N . By the properties of direct limits we know that for any A ≤ M we can find some embedding
Lemma 4.3. Let A, B be substructures of M , A ≤ * B and a, b be elements in V (A). Then the following properties hold.
and let B ∈ K be such that f A (A) ∪ {c } ⊂ f B (B). In particular, A → * B so by taking the image of A in B we may assume A ≤ * B.
2. B |= ∃zR(a, b, z) so (2) follows from (1) by taking the image of B into N .
Remark. The following might help the reader understand the intuition behind the construction.
With a proof which is similar to the one in Lemma 4.3, one can show that given any A ∈ K, if c ∈ C(A), a ∈ V (A) and A |= yR(a, y, c),
we interpret all L structures as L structures by defining c ∈ x := ∃yR(x, y, c) and R 1 (x, y) := ∃cR(x, y, c) then all the * -embeddings become L -embeddings. This implies that all the structures we are working with can be interpreted as colored graphs whose vertices are the elements in V and the colors elements in C; interpreting our structures in this way we also get that the * -embeddings are graph embeddings.
Forbidden Substructures.
We will now combine Hrushovski's methods with ideas found in [?], using the "forbidden substructures" methods in finite substructures of N . Let
We will still use * injections as our morphisms. We proved in corollary 4.2 that ≤ * embeddings will always amalgamate into a disjoint amalgamation. This implies in particular that in order to prove that K , ≤ * has the amalgamation property, it is enough to prove the following claim:
Claim. Let A, A 1 , A 2 ∈ K be such that A ≤ * A 1 and A ≤ * A 2 . Then the disjoint union of A 1 and A 2 over A, is also in K .
Proof. Let B := A 1 A A 2 ∈ K and suppose B is not in K ; so we can find a, b, c, d
). Since both A 1 , A 2 are in K , we know that it is impossible to have a, b, c, d, o, g all contained in a single one of the A i 's; by Lemma 4.3 this would be the case if the "vertices" a, b, c, d were all in A 1 or all in A 2 so not all of the vertices can be contained in a single one of the A i 's. Since A 1 and A 2 are disjoint over A in B, no relation happens between elements of A 1 and A 2 that did not happened in A. So the only way the "forbidden" construction could appear in B is with a, b ∈ A, a, d both in one of the A i 's (say in A 1 ) and b, d in the other one. This, together with Lemma 4.3, would 1 In general, given a finite substructure A of M we refer to the triples in A related by R as R(A) and by |R(A)| we mean the number of such triples (again counting (a, b, c) and (b, a, c) only once).
imply that we can find o ∈ A, g ∈ A 1 and g ∈ A 2 . By definition of disjoint union g must also be in A. But once again we can apply 4.3 to A and we get that all of the vertices and colors a, b, c, d, o, g are already contained in A, which contradicts the fact that A was in K .
We will finish this section with the following corollary, which includes the definition of the structure we will prove an example of a rosy structure without consistent amalgamation.
Corollary 4.4. The partially ordered set K , ≤ * has the amalgamation property; let N be it's Fraïssé limit N .
Properties of N , N
In this section we will prove geometric properties of N and N which will ultimately prove that they are both rosy and that consistent amalgamation property does not hold in N ; we should point out that Massoud Pourmahdian proved that N is in fact simple .
Most of the geometric properties that we will prove in this section hold for both N and N . In fact, they hold for any "forbidden structure" construction made from a class of substructures of M as long as it has the amalgamation property. Since N is the model we are interested in, we will do all our proofs over N but the reader should keep in mind that, unless otherwise mentioned, all of the proofs work for N .
We will often use the fact that Fraïssé limits are direct limits in the categorical sense.
Also, we will be switching between subsets of N and the corresponding elements in K . Whenever we need to mention both a subset of K and its image in N , we will use A to represent a an element in K and A to represent its corresponding image in N to avoid confusion.
Recall that all elements in K are subsets of M .
The Dimension d. For any
Recall that for any finite L-structures F, A with
Since N is a direct limit of * -embeddings, for any finite F ⊂ N there is some A ∈ K (which implies A ≤ M ) and some
We will prove that a similar result holds for N and we will provide with a way of "translating" substructures in N back into the direct limit. The key fact for both of this results is the following remark.
Proof. The proof follows from the definition of ≤ * and the fact that f A (A) ≤ * N (since is a → * −direct limit of elements in K ).
Corollary 5.1. Let F ⊂ N . Let A ≤ M and F be as above, so that
We can always extend F inside f A (A) so that it is self sufficient in f A (A), so we may assume without loss of generality that
From now on, given F ∈ M and F ∈ N , we will abbreviate d M (F ) and
Corollary 5.2. Let F , F and A be as above. Let
To prove 2, let e ∈ A be such that
We will prove later that F is actually the (model theoretic) algebraic closure (in N ) of F . 5.2. Quantifier Elimination. We will now prove that for any F , A ∈ N , tp(F /A ) is equivalent to the quantifier free type
The first thing we will do is to give a characterization of acl(F ) for any F ∈ N ; the following lemma is the main technical step both for characterizing algebraic closure and for proving elimination of quantifiers.
Proof. This follows from the construction of the a direct limit. By saturation of M ([?] Corollary 7) we have some M -automorphism σ which fixes A and sends B 1 to B 2 . This automorphism translates into a functor σ K of the directed set K which fixes A, sends B 1 to B 2 as elements of K and acts on the * -immersions in the natural way. By definition, any such functor of a directed set will permute the direct limit N as an automorphism σ N where for any B ∈ K and any b ∈ B,
But σ K fixes A and sends B 1 to B 2 , so σ N is the automorphism we were looking for.
we will now continue with the proof of quantifier elimination and the description of the model-theoretic algebraic closure of a set. Both proofs rely on the following fact:
Fact 5.4. The structure M described in Section ?? is a saturated structure and T h(M ) has quantifier elimination for types over self sufficient structures.
Proof. This is one of the central results in [?].
Theorem 5.5. Let E and F be subsets of N , E ∩ F = ∅. Then E is contained in the (model theoretic) algebraically closure of F if and only if E ⊂ F .
Proof. We will first prove the left to right implication. Let A be some element
Suppose for contradiction that E F so that by definition E F inside the structure M .
Given any n ∈ N we can apply Corollary 4.2 n times (keeping F as the basis for the disjoint amalgamation) and find some B ≤ M which is isomorphic to the disjoint amalgamation of n different copies of A over F . But we can identify F with its image in B and index each of the n copies of A in B by A 1 , . . . A n . So B is the disjoint copy of the A i 's over F and A i is isomorphic to A.
Since E F we know that each A i contains its own copy E i of E; by definition E i \F , and E j \F are disjoint in B for any two different i, j < n.
The sets A i , B, and F are all subsets of M and by Corollary 4.2,
for any i ≤ n. By Fact [?] we know that in M has quantifier elimination for types over self sufficient structures; so for any i, j less than n,
By saturation of M we have an M -automorphism which fixes F and sends A to A 1 , so we can assume without loss of generality that A = A 1 . We also have, for any i, j less than n, an automorphism σ ij of M which fixes F and sends A i to A j . By Lemma 5.3 there is an N -automorphism which fixes F and sends f B (E i ) to f B (E j ). However, f B (E 1 ) = f A (E) = E which means that the orbit in N of E over F is at least n for any n ∈ N. So not only is E not in the algebraic closure of F , it is not in the algebraic closure of F .
For the other direction, we will "reverse" the previous argument. If E is not algebraic over F , then for any n, we can find sets {E i } i≤n such that E 1 = E and tp(E i /F ) = tp(E j /F ) for any i, j ≤ n. Since N is the direct limit of K , → * , we can find some B ≤ M such that F ∪ E i ⊂ f B (B). Let F and E i be the inverse images (in B) of F and E i . f B (B) is an isomorphism into its image so qf tp(E i /F ) = qf tp(E/F ) for any i, j. All these are selfsufficient subsets of M so by Fact 5.4 tp M (E i /F ) = tp M (E/F ); since we can do this for any n ∈ N, so
which completes the proof.
Now that we know what the algebraic closure is, we can prove elimination of quantifiers down to algebraic closures.
Theorem 5.6. Let E 1 , E 2 ⊂ N be such that
Then there is an automorphism of N fixing F and sending E 2 to E 1 .
qf tp(B 1 /F ) = qf tp(B 2 /F ), F ≤ * B 1 and F ≤ * B 2 . Again using Fact 5.4 there is some automorphism of M fixing F and sending B 1 to B 2 , so all the conditions of Lemma 5.3 are satisfied and we have an automorphism σ of N fixing F and sending E 2 to E 1 . By hypothesis qf tp E 1 , σ(E 2 ) /F = qf tp E 1 , E 1 /F so we can fix E 1 and F and send σ(E 2 ) to E 1 . Since automorphisms of elements in K are * -embeddings, this translates into an automorphism in N ; the composition of this map with σ fixes F and sends E 1 to E 2 .
5.3. The geometry of types in N . We will begin with the following easy remark.
Remark. For any finite A ⊂ N and any
Proof. Let B be some element in M such that both a and A are contained in
We can now prove the main result of this subsection.
Theorem 5.7. Let A be a subset of N . Then, (2). We will prove by induction that dim alg (A ) ≥ n if and only if d(A ) ≥ n. For n = 0 there is nothing to prove. Suppose that d(B ) ≥ n if and only if dim alg (B ) ≥ n for any finite set B ⊂ N and suppose that dim alg (A ) ≥ n + 1. Let a 1 , . . . , a n+1 be algebraically independent elements in acl(A ); let A − = acl N {a 1 . . . a n }. By hypothesis,
For the other direction, let A be such that d(A ) = n + 1. By induction hypothesis, dim alg (A ) ≥ n so we can find a 1 , . . . , a n in acl(A ) algebraically independent. Let A * := acl({a 1 . . . a n }). But we already proved this implies d(A * ) ≤ n so A A * . Let a ∈ A be such that a ∈ A * . By the Steinitz exchange property, a, a 1 , . . . , a n are algebraically independent, so dim alg (A ) ≥ n + 1. (3). follows immediately from (1).
Elimination of Imaginaries.
In the previous section we proved that the algebraic closure satisfies the Steinitz exchange property. By Theorem 3.3 to prove rosiness of N it is enough to prove that N has weak elimination of imaginaries (which implies that rosiness can always be witnessed in the real sorts).
Theorem 5.8. e ∈ acl eq (N ) be some class of an equivalence relation definable over some set A . Then there is some finite tuple a ∈ N such that acl eq (A ∪ e) = acl eq (A ∪ a).
To prove this, we will first need some new notation and a couple of lemmas that calculate the dimension and "geometric" behavior of certain disjoint amalgamations. Many of the proofs will rely on studying finite subsets of N and their images in K and viceversa.
Recall that given A , B be subsets of N we define the relative dimension of A with respect to B to be
Definition 5.1. Given A , B , C algebraically closed subsets of N , we will say that B and C are algebraically disjoint over A if
Being algebraically disjoint is a relation that behaves nicely in a couple of ways.
Lemma 5.9. The following hold:
(1) Given A , B , C , D algebraically closed subsets of N , if D is algebraically disjoint from B ∪ C over A , then D is algebraically disjoint from C over A . (2) For any A , B algebraically closed subsets of N and any C , there is some C 2 such that qf tp(C 2 , C /A ) = qf tp(C , C /A ) and such that C 2 is algebraically disjoint from B over A Proof. We will first prove (1). Note that inside D ∪ A ∪ B ∪ C , there are no relations between D ∪ A and C ∪ A other than those that happen in
Suppose this was not true. Then there would be some
By calculating dimensions inside a disjoint union we know that
Combining this two we get
. Let A, B, C be the inverse image under f D of A , B and C respectively. Since A = A, we know that A → * B ∪ A and A → * C ∪ A. Let B 1 := B ∪ A, let C 1 := C ∪ A and let F := B 1 A C 1 be the disjoint amalgamation of B 1 and C 1 over A. Now, if we define
By elimination of quantifiers tp(C 2 /A ) = tp(C /A ) and by construction C 2 and B are algebraically disjoint over A .
The following is a very technical lemma which will prove key in this section. The main idea of the result is proving that the algebraic closure of algebraically disjoint sets of the same type behaves in a "modular" way.
Lemma 5.10. Let A , A 1 , A 2 be finite algebraically closed subsets of N such that
and f B is an isomorphism that preserves unions and disjoint unions, it is enough to show that
The proof of the lemma will involve a lot of dimension calculus; Let m := d(A) and n = d (A i /A) .
By definition of the disjoint union,
Suppose towards a contradiction that the conclusion of Lemma 5.10 does not hold so that there is some self sufficient
Since C is algebraically closed (and it is the disjoint union of C 1 and C 2 over C 0 ) we
Intersection of algebraically closed sets is algebraically closed so f B (C 0 ) = C ∩ A is algebraically closed in N which implies that C 0 is self sufficient in M . Also, C 2 ⊇ A 2 and C 1 ⊇ A 1 and by assumption C A 1 ∪ A 2 so one of the inclusions must be proper; since A 1 and A 2 are algebraically closed, it follows that d(
Claim. There is some self sufficient C ⊂ A∪A 1 ∪A 2 such that A 1 ∪A 2 ∪C 0 ⊂ C and d 0 (C ) = 2n.
Proof. The key to proving the claim is to show that
) and the same holds for A 2 . Now, A ∪A 1 ∪A 2 is the (self sufficient) amalgamation of A 1 and A 2 over A given by Lemma 4 in [?] so it is self sufficient. This implies that
the claim follows from the definitions of d(−, −) and self-sufficient.
We may assume without loss of generality that C = C so that
Recall that given some B subset of M , |R(B)| is defined to be the number of triples in B related by R. Recall that A is disjoint from both A 1 and A 2 so that C 0 = C\ (A 1 ∪A 2 ) . The following calculations follow easily from this:
So in particular
Since d(A 1 /A ) = d(A 1 ) = n and d is the algebraic dimension, we know that A 1 is algebraically independent from A over ∅ so in particular A 1 is algebraically independent from any subset of A . Thus, d(A 1 /C 0 ) = n.
But then
which contradicts algebraic independence.
Corollary 5.11. Let A 1 , A 2 be as in Lemma 5.10. Then
A 1 is algebraically independent from A (over ∅). Since A 1 and A 2 are algebraically disjoint over A , we know that d(A 1 /A ∪ A 2 ) = d(A 1 /A ) so A 1 is algebraically independent from A 2 over A , and by symmetry they are independent over ∅.
Once again we get
by Lemma 5.10
subtracting |R(A 1 ∩ A 2 )| on both sides we get
combining this with the calculations above we get d 0 (A 1 ∩ A 2 ) = 0 and
| so there are no relations between A 1 and A 2 other than those that happen in the intersection, which is contained in acl(∅).
Remark. Given some algebraically closed set B ⊂ N , we can add the elements of B to the language in the proofs of Lemma 5.10 and of Corollary 5.11. This means that given any A 1 , A 2 , A subsets of N , if tp(A 1 /A ∪ B) = tp(A 2 /A ∪ B), A 1 ∩ A ⊂ B, A 1 is algebraically independent with A over B, and A 1 and A 2 are algebraically disjoint over A ∪ B, then the conclusions of Corollary 5.11 hold relative to B. This is, d(A 1 ∩ A 2 /B) = 0 and A 1 ∪ A 2 is isomorphic to A 1 (A 1 ∩A 2 )∪B A 2 .
Lemma 5.12. Let A , A 1 , A 2 ∈ N be finite algebraically closed sets such that
Proof. Let B, A, A 1 , A 2 , A 1 ∪ A 2 , etc. be as in the previous lemma. Again, since f B is an isomorphism we can prove everything in M .
+ n 1 − m is the algebraic dimension so given any set of l algebraically independent elements in A at least l − m of them are independent over A 1 (otherwise we could extend to a basis in A 1 and contradict our hypothesis). Therefore d(C 1 ) ≥ (n 1 + m + j) − m = n 1 + j and d(C 2 ) ≥ n 2 + j. Substituting, we get that n 1 + n 2 − m ≥ n 1 + j + n 2 + j − m − j so j = 0 and the equality must hold.
However, A , A 1 , A 2 are algebraically closed in N and A 1 ∪ A 2 ⊂ C, so
is a subset of both A 1 and A 2 , and by symmetry
Proof of Theorem 5.8. Let ≈ be a definable equivalence relation in N for m-tuples. Given an m-tuple a ⊂ N m , let [a] := {b ∈ N m |b ≈ a}, let e = [a] be an ≈-equivalence class and let A be a finite set such that ≈ is definable over A and A ∈ acl eq (e).
2 Finally, let n := max{d(a /A)|a ∈ e and let r(e) := max{d(a/b∪A)|a, b ∈ e} so that ∀a, b ∈ e, d(a∪b/A) ≤ d(a/A)+r(e) and r(e) ≤ n.
Let a, b ∈ e be such that d(b/a ∪ A) = r(e). Let c be some element in N m with the same type as b over Aa such that b and c are disjoint over aA (where a = {a}) and qf tp(c, c/A) = qf tp(b, b/A).
Proof. Let f ∈ e be such that d(f /A) = n. Let f |= tp(f /Aa) algebraically disjoint from b over a. Since r(e) is maximal and algebraic disjointness implies algebraic independence,
Using maximality of r(e) and of n,
so by maximality of r(e) we know that d(a/Ab) = r(e) and d(a/A) = n.
We will divide the rest of the proof of the theorem in two different cases. Case 1: r(e) = n and a ∩ b ⊂ A.
2 All imaginary elements are interdefinable (in L eq ) with an equivalence class of some equivalence relation definable over ∅; the only reason we allow such A in the definition of E is to make some of the following proofs cleaner.
Proof. By Lemma 5.10 we know that b ∪ c = b ∪ c and c ∩ b ⊂ A. Since b ∈ [a] and tp(c/Aa) = tp(b/Aa), we know that b ≈ c.
We will prove that in this case e is algebraic over A so acl eq (e) = acl eq (A). Let σ be an N -isomorphism fixing A and let f = σ(b). Let g be such that g |= tp(b/A), qf tp(g, g/A) = qf tp(b, b/A) and g is algebraically disjoint from both b and f over A.
By Corollary 5.11, b ∪ g = gb, g ∩ b ⊂ acl(A) and g and b are algebraically disjoint over their intersection; the same holds for f and g.
By construction,
so qf tp(f g, f g/A) = qf tp(bg, bg/A) = qf tp(bc, bc/A). By elimination of quantifiers,
; so e is definable over acl(A).
Case 2: Case 1 fails.
Proof. We will start the proof of this case with the following claim.
Claim. For all f ∈ e, f A ⊇ aA ∩ bA.
Proof. Let m = n − r(e), let f ∈ e be any element, and let d(f /A) = n 1 ≤ n. By Lemma 5.12 c ∩ aA = b ∩ aA. Let c |= tp(c/Aab) be algebraically disjoint from f b over Aa; so that c is algebraically disjoint from b over Aa and (by transitivity) c is algebraically disjoint from f over Aa. In particular c is algebraically independent from both b and f over Aa, so that
So d(c /Af ) = r(e) = n − m by maximality of r(e) and by definition
Let f |= tp(f /Ac ) be algebraically disjoint from f a over Ac ; by 5.9 f is algebraically disjoint from both f and a over Ac . Once again, this means that d(f /Ac ) = n 1 − m and d(a/Af ) ≥ d(a/Af c ) = d(a/Ac ) = n − m = r(e) with equality following from maximality of r(e) and we can repeat the calculations in 1 so that d(f /Aa) = n 1 − m by definition of d(f /Aa).
Finally, d(f /Af ) = d(f /Af c ) = d(f /Ac ) = n 1 + m so we can apply 5.12 to both f and f over c and to f and a over c and we get Ac ∩ Af = Ac ∩ Aa and Ac ∩ Af = Ac ∩ Af , respectively. In particular, Af ⊃ Ac ∩ Aa.
However, tp(c/Aab) = tp(c /Aab) so Ac ∩ Aa = Aa ∩ Ab which completes the proof of the claim.
Let C 0 = Aa ∩ Ab so that C 0 ⊂ Af for any f ≈ a. Since A ∈ acl eq (e) and C 0 = x ∈ N |∀f ∈ e, x ∈ acl N Af , any automorphism that fixes acl eq (e) fixes C 0 so C 0 ∈ acl eq (e). But A ⊂ C 0 so ≈ is definable over C 0 . We can apply the previous case with A = C 0 and we get acl eq (e) = acl eq (e ∪ C 0 ) = acl eq (C 0 ).
This completes the proof of elimination of imaginaries which immediately implies rosiness of N . 5.5. Rosiness and failure of consistent amalgamation. We are finally ready to prove that N is an example of a rosy theory without consistent amalgamation.
Lemma 5.13. N is weakly ω-saturated.
Proof. Let C be a saturated model of T h(N ), let φ(x, y, a) be a formula with a ∈ N such that C |= φ(c , b , a), c is non-algebraic over a and b is nonalgebraic over ac for b , c ∈ C. We will prove that there are b, c in N such that N |= φ(c, b, a), c is non-algebraic over a in N and b is non-algebraic over ac in N .
Since d is the algebraic dimension, we have
and a ∈ N so a is finite and we may assume that a = a.
By elimination of quantifiers, φ(c , b , a) is implied by the quantifier free type qf tp {c } ∪ {b } ∪ {a} . Let C ⊂ {c } ∪ {b } ∪ {a} be a self sufficient finite set containing a, b , c and such that qf tp(C ) implies φ(c , b , a). By definition, d 0 (C ) < d {c } ∪ {b } ∪ {a} = d {c } ∪ {b } ∪ {a} and {a} = a ≤ * C . C is a finite L-structure so C is (isomorphic to) some set in K .
By construction, there is a *-embedding f that maps C into N . Since qf tp f (a) = qf tp (a) and N is the *-Fraisse limit of such finite structures, there is some Nautomorphism sending f (a) to a and we may assume without loss of generality that f (a) = a. Let b = f (b ) and c = f (c ).
So f (C ) |= qf tp(C ) and Corollary 5.14. N is rosy and has U þ -rank 1.
Proof. Using Lemma 5.13 with the results on weak elimination of imaginaries and algebraic dimension, the corollary follows from Theorem 3.3.
In particular this implies that the only þ-forking types in S 1 (N ) are algebraic ones; we can now prove easily that N does not satisfy the consistent amalgamation property. Proof. Let a be any element in V (N ) that is non-algebraic over A.
Claim. There is some b ∈ V (N ) such that N |= R 1 (a, b) and b is nonalgebraic over Aa.
Proof. Let B ∈ K be such that a ∈ f B (B). Let a = f −1 B (a) and let C be the L-structure consisting of two vertices a , b and a color o such that C |= R(a , b , o ). Clearly C ∈ K and therefore D := C a B ∈ K . Finally,
