In this paper, we study the theory for constructing DNA cyclic codes of odd length over
Introduction
Deoxyribonucleic acid (DNA) is a nucleic acid containing the genetic instructing used as the carrier of genetic information in all living organisms. DNA is formed by the strands and each strands is sequence consists of four nucleotides; two purines: adenine (A) and guanine (G), and two pyrimidines: thymine (T) and cytosine (C). The two strands of DNA are linked with a rule that are name as Watson-Crick complement (WCC). According to WCC rule; every (A) is linked with a (T), and every (C) with a (G), and vice versa. We write this is as A = T, T = A, G = C and C = G. For example if x = (GCAT AG), then its complement is x = (CGT AT C).
DNA computing links genetic data analysis with scientific computation in order to handle computationally difficult problems. Leonard Adleman [(9) ] introduced an experiment involving the use of DNA molecules to solve a hard computational problem in a test tube. His study was based on the WCC property of DNA strands. Several paper have discussed different techniques to construct a set of DNA codewords that are unlikely to form undesirable bonds with each other by hybridization. Four different constraints on DNA codes are considered as follows: (i) The Hamming constraint: For any two codewords x, y ∈ C, H(x, y) ≥ d with x = y, for some minimum distance d.
(ii) The reverse constraint: For any two codewords x, y ∈ C, H(x r , y) ≥ d, where x r s the reverse of a codeword x.
(iii) The reverse-complement constraint: H(x rc , y) ≥ d for all x, y ∈ C.
(iv) The fixed GC-content constraint: For any codeword x ∈ C the same number of G and C elements.
The constraints (i) Here, we study a family of DNA cyclic codes of a finite ring with 16 elements. In this paper, we also study cyclic codes of odd lengths over Z 4 + uZ 4 satisfy the reverse constraint and the reverse-complement constraint. The sequence of paper is structured as follows: In the second section we discuss the structure of the ring Z 4 [u]/ < u 2 > and present a description and basic definition of cyclic DNA codes over the ring. Also we establish a 1-1 correspondence θ between DNA nucleotide pair and the 16 elements of the ring Z 4 [u]/ < u 2 > and describe cyclic codes of odd length over Z 4 + uZ 4 . We study cyclic codes satisfy the reverse constraint over Z 4 + uZ 4 in section 3. In section 4, we also discuss cyclic codes satisfy the reverse-complement constraint over such ring. Moreover, we define the Lee weight related to such codes and give the binary image of the cyclic DNA code in section 5. In section 6, by applying the theory proved in the previous sections, we present some cyclic DNA codes over the ring Z 4 [u]/ < u 2 > together with their images. Section 7 concludes the paper.
Preliminaries
Let R be the commutative, characteristic 4 ring Z 4 + uZ 4 = {a + ub|a, b ∈ Z 4 } with u 2 = 0.
R can also be thought of as the quotient ring Z 4 [u]/ u 2 . R is a non-principal local ring with 2, u as its unique maximal ideal. A commutative ring is called a chain ring if its ideals form a chain under the relation of inclusion. Here, R is a non-chain ring.
A linear code C of length n over R is a R-submodule of R n . An element of C is called a codeword. A code of length n is cyclic if the code is invariant under the automorphism σ which has σ(c 0 , c 1 , · · · , c n−1 ) = (c n−1 , c 0 , · · · , c n−2 ).
It is well known that a cyclic code of length n over R can be identified with an ideal in the quotient ring R[x]/ x n − 1 via the R-module isomorphism as follows:
DNA occurs in sequences, represented by sequences of nucleotides {A, T, G, C}. We define a DNA code of length n to be a set of codewords (x 0 , x 1 , · · · , x n−1 ) where x i ∈ {A, T, G, C}.
These codewords must satisfy the four constraints mentioned above introduction. In this paper, we have 16 pairs constructed by four basic nucleotides A, T, G and C such as AA, T T, GG, CC, AT, T A, GC, CG, GT, T G, AC, CA, CT, T C, AG, GA.
Since the ring R is of the cardinality 16, then we define the map θ which gives a one-to-one correspondence between the elements of R and the 16 codons over the alphabet {A, T, G, C} 2 , which is given in Table 1 . The codons satisfy the Watson-Crick complement. 
CT 2 + 3u GA 3 + 2u AG 2 + 2u T C 3 + 3u Let x = x 0 x 1 · · · x n−1 ∈ R n be a vector. The reverse of x is defined as x r = x n−1 x n−2 · · · x 1 x 0 , the complement of x is x c = x 0 x 1 · · · x n−1 , and the reverse-complement, also called the Watson-Crick
Definition 2. A cyclic code C of length n is called DNA code overR if
For each polynomial f (x) = a 0 + a 1 x + · · · + a r x r with a r = 0, we define the reciprocal of f (x)
to be the polynomial
It is easy to see
f (x) is called a self-reciprocal polynomial if there is a constant m such that f * (x) = mf (x).
The structure of cyclic code of odd length n over R has been studied, which is Theorem 2.1. Let n be an odd integer and C be a cyclic code of length n over R. Then
Reversible Codes over R
In this section, we study the reverse constraint on cyclic codes of odd length over R. First, we give some useful lemma's which use the following theorems.
be a cyclic code of odd length n over R. Then C is reversible if and only if
Proof : Suppose C = f 1 (x) + 2f 2 (x) + 2uf 14 (x) is reversible over R, then C is reversible over
where
Comparing the degree of (1) and (2), we get a(x) = c, where c ∈ R. Then
Multiplying 2u both side of (3) we get, 2uf 1 (x) = c.2uf 1 (x). That implies c = 1, 1 + u, 1 + 2u or 1 + 3u. If c = 1, then by (3) we write
Multiplying u both side of (4) we get, 2ux i f * 2 (x) = 2uf 2 (x) as u 2 = 0, that implies that
. Again using that result on (4) we get,
Multiplying u both side of (5) we get,
. Again using that result on (5) we write,
). For c = 1 + 2u,then by (3) we have,
Similarly multiplying u both side of (6) we get,
Using the result on (6) we get,
. Similarly for c = 1 + 3u we get the same result.
On the other hand, we have
where c = 1, 1 + u, 1 + 2u or 1 + 3u,
Hence, C is reversible.
x n −1 be a cyclic code of odd length n over R. Then C is reversible if and only if
Proof :
and f 3 (x) are reversible over Z 4 , from Lemma 3.2 f 1 (x) and f 3 (x) are self-reciprocal. Since C is reversible this implies
Comparing the degree of (7) and (8), we have a(x) = c, where c ∈ R. Then
Multiplying 2u both side of (9) we write, 2uf 1 (x) = c.2uf 1 (x). That implies c = 1, 1 + u, 1 + 2u or 1 + 3u. If c = 1, then by (9) we have
Multiplying u both side of (10) we get, 2ux i f * 2 (x) = 2uf 2 (x) as u 2 = 0, that implies that
. Again using that result on (10) we write,
). For c = 1 + u, then by (9) we get the equation,
Multiplying u both side of (11) we get, x i f * 2 (x) = f 2 (x). Again using that result on (11) we write, 2ux j f * 14 (x) + 2uf 14 (x) + 2uf 2 (x) = uf 1 (x) + u(f 3 (x) + 2f 4 (x))b(x). Since f 4 (x)|f 3 (x)|f 1 (x), then we write (2x j f * 14 (x)+2f 14 (x)+2f 2 (x)) ∈ (f 4 (x)). Therefore, f 4 (x)|(2x j f * 14 (x)+2f 14 (x)+2f 2 (x)). Similarly for c = 1+ 2u and c = 1+ 3u we get the same result as c = 1 and c = 1+ u respectively.
Conversely, for C to be reversible it is sufficient to show that both (f 1 (x) + 2f 2 (x) + 2uf 14 (x)) * and (uf 3 (x) + u2f 4 (x)) * are in C. Since f 3 (x) is self-reciprocal and f 4 (x)|f 3 (x) then uf 4 (x) ∈ C.
Therefore, C is reversible.
Cyclic Reversible Complement Codes over R
In this section, cyclic codes of odd lengths over R satisfy the reverse-complement are examined. First, we give some useful lemmas which can be easily check.
Lemma 4.1. For any a ∈ R we have a + a = 1 + u. 
Lemma 4.3. For any a ∈ Z 4 we have 2ua + 3(1 + u) = 2au.
Lemma 4.4. For any a ∈ R, then we have
Theorem 4.1. Let C = f 1 (x) + 2f 2 (x) + 2uf 14 (x) with f 2 (x)|f 1 (x)|x n − 1 be a cyclic code of odd length n over R. Then C is a reverse-complement if and only if
Proof : Let C be the cyclic code given as in the theorem. Since the zero codeword must be in C, by hypothesis, the WCC of it should also be in C. But by Lemma 4.1, we have
and f 14 (x) = 1 + g
where s > r > t. Then
Hence,
Since C is linear code, we must have
That implies that
Whence,
So we have,
It is easy to see that a(x) = 1, 1 + u, 1 + 2u or 1 + 3u. So by the previous Theorem 3.1,
On the other hand, let c(x) ∈ C, then c(x) = (f 1 (x) + 2f 2 (x) + 2uf 14 (x))a(x). Since f 1 (x) self-reciprocal and also
Where c = 1, 1 + u, 1 + 2u or 1 + 3u. Therefore c * (x) ∈ C.
Let c(x) = c 0 + c 1 x + · · · + c m x m ∈ C. As C is a cyclic code of length n, we have
That implies c * (x) rc ∈ C, therefore, (c * (x) rc ) * = c(x) rc ∈ C. Hence proved.
Theorem 4.2. Let C = f 1 (x) + 2f 2 (x) + 2uf 14 (x), uf 3 (x) + 2uf 4 (x) be a cyclic code of odd length n over R with f 2 (x)|f 1 (x)|x n − 1 and f 4 (x)|f 3 (x)|x n − 1 in
x n −1 . Then C is reverse-complement if and only if
x n −1 . Since the zero codeword must be in C, by hypothesis, the WCC of it should also be in C, i.e,
Proceeding in the same way as previous theorem, we get
Where deg f 1 (x) = s, deg f 1 (x) = r, deg f 1 (x) = t. So we have,
Here we get a(x) = 1, 1 + u, 1 + 2u or 1 + 3u. So by the Theorem 3.1,
where k > l. Then
. Also by equation (12) and theorem 3.2, we have
Since C is a cyclic code of length n, we have
This implies c * (x) rc ∈ C, therefore, (c * (x) rc ) * = c(x) rc ∈ C.
5. Binary images of DNA codes over Z 4 + uZ 4
In this Section we will define a Gray map which allows us to translate the properties of the suitable DNA codes for DNA computing to the binary cases. Now we define the Gray map on R. Any element c ∈ R can be expressed as c = a + ub, where a, b ∈ Z 4 . The Gray map defined as follows
Again we give the definition of the Gray map from Z 4 to Z The Gray map ψ :
The Lee weight was defined as
Let a + ub be any element of the ring R = Z 4 + uZ 4 , u 2 = 0. The Lee Weight w L of the ring R is defined as follows
where w L ((b, a + b)) described the usual Lee weight on Z 2 4 . For any c 1 , c 2 ∈ R, the Lee distance The following property of the binary image of the DNA codes comes from the definition. This factors are irreducible polynomials over F 2 . The Hensel lifts of x 3 + x + 1 to Z 4 is x 3 + 2x 2 + x − 1 and Hensel lifts of x 3 + x 2 + 1 to Z 4 is x 3 − x 2 − 2x − 1. Therefore we have Table 4 . 
AAAAAAAAAAAAAA T T T T T T T T T T T T T T CCCCCCCCCCCCCC GGGGGGGGGGGGGG
AT AT AT AT AT AT AT T AT AT AT AT AT AT A CT CT CT CT CT CT CT GAGAGAGAGAGAGA AGAGAGAGAGAGAG T CT CT CT CT CT CT C CGCGCGCGCGCGCG GCGCGCGCGCGCGC ACACACACACACAC T GT GT GT GT GT GT G CACACACACACACA GT GT GT GT GT GT GT
Conclusion
In this paper, the algebraic structure of the ring Z 4 [u]/ u 2 and a special family of cyclic codes of odd length over this ring are studied. Cyclic codes is related to DNA codes and their relation is also studied. Reversible codes and reverse-complement codes related to cyclic codes are studied, respectively. Necessary and sufficient conditions for cyclic codes to have the DNA properties have been explored. Again we study binary image of cyclic codes over that ring via the Gray map. For future study, the algebraic structure of cyclic codes of even length and their relation to DNA codes is still an open problem.
