In general, it is difficult to use the Newton-Krylov methods to solve the large-scale multivariable nonequilibrium reaction-diffusion systems. In this paper, by employing two new semi-implicit discretization schemes to construct the preconditioners, the preconditioned Newton-Krylov methods are presented to solve the multidimensional problems. These methods cannot only improve the number of iterations, but also speed up the convergence of solutions. Numerical results are given to illustrate the effectiveness.
Model problem
The equations for non-equilibrium radiation diffusion coupled to material thermal conduction have been given. We adopt the form in [8] , which includes the radiation diffusion equation
and the material thermal conductivity equation
in the equations, the unknowns are radiation energy E and material temperature T . Here σ a is the photon absorption crosssection, which is set σ a = 
One-dimensional radiation boundary conditions for diffusion equations
The left boundary x = 0:
The right boundary x = 1:
For the material conduction equation the left and right boundaries are ∂T ∂x = 0.
Two-dimensional radiation boundary conditions for diffusion equations
The left boundary (x = 0, y ∈ [0, 1]): 
Implicit discretization
The discretization forms of the above model equations are
r,j+
g (E n+1 , T n+1 ) = ). Here the superscript n + 1 indicates a new time or implicit value and the subscript j denotes a control volume centered quantity and the subscript j + 1 2 denotes a control volume face quantity. Then, from the following linearizing forms
where we merely froze in the variable E from the (n + 1)th time-step to the nth time-step in (9) but we use the multivariate Taylor expansion on the variables E and T to obtain (10), we get two semi-implicit methods of Eqs. (3) and (4) as follows.
From (5)- (9), we get semi-implicit I:
From (5)- (8) and (10), we get semi-implicit II:
These terms will contribute to the preconditioning matrices.
Preconditioning the JFNK method
For the large-scale nonlinear multi-variable nonequilibrium reaction-diffusion systems, computing these equations can be difficult. Preconditioning the JFNK method can be applied. The main purpose of preconditioning is to dramatically cluster eigenvalues of the iteration matrix, which will in turn improve the required number of Krylov (GMRES, Bi-CGSTAB and TFQMR) iterations and speed up the convergence of solutions. To obtain the important and effective preconditioning, we can choose a process which approximates the inverse of the Jacobian matrix (JP −1 ≈ I, where I is a diagonal matrix). Since preconditioning the JFNK method works on the number of unique eigenvalues of the system, if the new system JP −1 has most of its eigenvalues clustered around one, then preconditioning the JFNK method will need very few iterations to reach convergence. In this paper, two linearization methods are introduced and correspondingly two kinds of preconditioning techniques are applied for radiation diffusion coupled to material thermal conduction equations. The main focus of the second-order linearization is on the diffusion terms of the equations since they couple the spacial points. Our preconditioner matrix can be close to the Jacobian matrix and two Picard linearized preconditioners may actually be better than no preconditioning.
It should be pointed out that the low-order-expansion linearized schemes is given in [1, 8, 3] to construct the preconditioner which can deal with the equation with a large time step size. In the early Newton iterations, a Picard linearized preconditioner will still be close to the Jacobian matrix and the preconditioner will work well. However, as the Newton iterations continue and the Jacobian matrix changes, a preconditioner may be worse than no preconditioning [3] .
In [1, 5, 9, 8, 3] , Mousseau, Knoll, Olson and Rider solved the non-equilibrium radiation diffusion equations by JFNK method, in which the preconditioner is constructed by an operator splitting technique. If a time step size chosen is too small, the time splitting method as a preconditioner is extremely dependent on the ability of the preconditioner to reduce the number of iterations required by the Krylov solver. By using operator splitting as a preconditioner, they take advantage of its reduction in memory usage and computing complexity. If the time step size is too large, the preconditioner will not be considered by the operator splitting technique. In this paper, our construction of two efficient preconditioners can result in a large time step size for radiation diffusion equations. If preconditioning the JFNK method is considered, we should face challenges solving the matrix problem. The first obstacle to using preconditioning in the JFNK method for large scale multi-physics systems is the formation of the preconditioning matrices. The preconditioning matrices can be a large matrix (the elements of the matrix can be very large depending on the coupling between variables and have a highly nonlinear set of terms) which may be difficult to form. Depending on the number of couplings between equations, it may be very difficult to even determine the structure of the preconditioning matrices. We have to compute and save the coefficients of non-symmetric matrices. The second, more important disadvantage, is that we must compute the action of preconditioning matrices on a vector as part of the matrix-vector product. Moreover, the effort in solving matrix problem at each iteration is wasted on the computing of the matrix-vector product.
The following describes in detail how the preconditioner is implemented. A multivariate Taylor expansion is applied:
we derive the Newton iteration for F (E, T ) = 0. Setting the right-hand side to zero yields a Newton method, an iteration over a sequence of linear systems
given the initial value
is the state vector to be found, and k is the nonlinear iteration index.
Afterwards, we use the above semi-implicit schemes I and II to construct the corresponding preconditioning matrices P I , P II :
Obviously, the global matrices P I and P II are diagonally 3-block tridiagonal matrices in the one dimensional problem, and in the two dimensional problem the global matrices P I and P II are diagonally 5-block tridiagonal matrices. From Appendix, where the preconditioning matrices can be seen, are the construction of P I and P II on the j cell in one and two space dimensions.
Applying the definition of right preconditioning combined with (15), we get
where F denotes the residual and x = (E, T ). From now on, P will denote P I and P II if there is no especial explanation. Define y = Pδx and we can rewrite the above equality as
To solve the above system, we need to compute the action of the matrix JP −1 on a Krylov vector v,
where JP −1 is a coefficient matrix and v is unknown vector. In this case, the matrix-vector product in Krylov iteration can be approximated by
This approximation is done in a two-step procedure:
1. Solve Pq = v for q by Gauss-Seidel iteration method. We terminate the iteration once q does not satisfy the condition
2. Compute the matrix-vector product w = Jq using the Jacobian-free approximation:
As we know, forward difference approximation is usually adopted in most references, which brings about the convergence order O(ϵ) [10, 1, 5, 19, 20] , whereas the latter two approximate methods are not often used by the researchers. It is straightforward to construct a central difference approximation in this paper, which can reach the convergence order O(ϵ
The goal of such an approach would be to reduce the number of required Newton iteration by making the Jacobian-vector product approximation more accurate. However the CPU time of the central finite difference approximation is more than forward or backward finite difference approximation. This procedure is used each time the action of the Jacobian matrix is needed. After the Krylov methods (GMRES, Bi-CGSTAB and TFQMR) have converged on a solution for w, the last step is to solve Pδx = y for δx.
In the above, we describe how to construct and implement the operator Picard preconditioner. By means of the preconditioning in our methods, we do not need to store the accurate Jacobian matrix and can reduce the computational cost. Moreover, the residual and the solutions of the model problem would not change after the right Picard preconditioning.
Numerical experiments
In this section, we give two numerical examples to illustrate the efficiency of our methods. The first example is about a one dimensional problem and the second example is about a two dimensional problem.
Numerical results in one dimension
We consider the radiation diffusion equation (1) and material energy balance equation (2) Tables 1-2 . From Figs. 1-6 , we find that the numbers of linear iterations and nonlinear iterations reduce significantly after the preconditioned Newton-GMRES, Newton-Bi-CGSTAB and Newton-TFQMR methods with semi-implicit schemes I and II as time proceeds. We also find from the Figs. 1-6 that the preconditioned Newton-Krylov methods with semi-implicit scheme II is superior to the preconditioned ones with semi-implicit scheme I from the viewpoint of the number of iterations. Figs. 7-9 show that the convergence rate of the solutions becomes high after the preconditioned Newton-GMRES, Newton-Bi-CGSTAB and Newton-TFQMR methods with semi-implicit schemes I and II. We also find that the preconditioned Newton-Krylov methods with semi-implicit scheme II are better than the preconditioned ones with semi-implicit scheme I from the viewpoint of the relative nonlinear residual. In particular, it is easy to find that the preconditioned Newton-Bi-CGSTAB method is better than the preconditioned Newton-GMRES and Newton-TFQMR because it would require the least number of iterations to use the Newton-Bi-CGSTAB by the same convergence rate.
From Table 1 , we obtain that the average numbers of nonlinear iterations and linear iterations, and global CPU time would get low after the preconditioned Newton-Krylov methods with semi-implicit schemes I and II. Table 2 presents that the convergence rate is directly proportional to the mesh spacing and the convergence rate derived from the preconditioned Newton-Krylov methods with semi-implicit schemes II is better than that derived from the preconditioned Newton-Krylov methods with semi-implicit schemes I by the same condition.
Numerical results in two dimensions
We consider the radiation diffusion equation (1) and material energy balance equation (2) From Figs. 10-12, we know that after the preconditioned Newton-GMRES, Newton-Bi-CGSTAB and Newton-TFQMR methods with semi-implicit schemes I and II as time proceeds, the number of linear iterations reduces significantly whereas the number of nonlinear iterations improves slowly. Table 2 The average rate of convergence in one-dimensional.
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∆t
GMRES Newton P-GMRES(I) P-Newton(I)
Bi-CGSTAB Newton P-Bi-CGSTAB(I) P-Newton(I) From Table 3 , we obtain that the average numbers of linear iterations get low significantly after the preconditioned Newton-Krylov methods with semi-implicit schemes I and II. The average numbers of nonlinear iterations, and global CPU time improve prominently after the preconditioned Newton-Krylov methods with semi-implicit scheme II. Table 4 presents that the convergence rate is directly proportional to the mesh spacing and the convergence rate derived from the preconditioned Newton-Krylov methods with semi-implicit schemes II is better than that derived from the preconditioned Newton-Krylov methods with semi-implicit schemes I by the same condition.
Hence, it is shown that our preconditioned Newton-Krylov methods are much more efficient than the unpreconditioned ones in the form of the number of iterations and convergence rate of the solution. Not only does the preconditioned iteration converge more rapidly, but the number of iterations required to reduce the relative nonlinear residual by a given amount is independent of the mesh spacing. Table 4 The average rate of convergence in two-dimensional. 
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Conclusion
The Newton-Krylov methods are always used in the large nonlinear equations, in particular, Newton-Bi-CGSTAB has been widely accepted and discussed for various nonlinear problems, which needs a few iterations and requires only a few Jacobian-vector products to acquire an approximate solution. When the Krylov subspace is large, Bi-CGSTAB deals with much fewer matrix-vector products and lower average cost per iterate than GMRES and TFQMR. Furthermore, it has to store large amounts of vectors to use GMRES and TFQMR with computational operations increasing. Although the Bi-CGSTAB algorithm cannot guarantee a monotone decreasing residual, from the perspective of the number of iterations, we believe that the Bi-CGSTAB is more efficient than the classical iterative methods such as CG. To improve the efficiency, two preconditioners for the Newton-Krylov methods are considered in this paper. We find that the preconditioner derived from the semi-implicit scheme II is better than that derived from the semi-implicit scheme I. The former can significantly reduce the number of iterations for both nonlinear and linear iterations, whereas the latter only reduces the number of iterations for the linear one. From the viewpoint of relative residual and CPU time, the former can converge more rapidly than the latter in the regular grids. In particular, the preconditioned Bi-CGSTAB is much better than the preconditioned GMRES and TFQMR for solving the non-equilibrium radiation diffusion problem. In the same grid size, the preconditioned Bi-CGSTAB could have the least number of iterations of nonlinear and linear iterations.
In the future, parallel preconditioning technology of the multidimensional problem must be considered. Certainly, high order finite difference, finite element and discontinuous Galerkin methods and design of adaptive mesh refinement strategies will be incorporated.
Appendix. Example of the preconditioning matrices
In this Appendix, we give the semi-implicit schemes I and II to construct the corresponding preconditioning matrices P I , P II . In 1-D, P j I and P j II are block 2 × 6 diagonal matrices on the j cell as follows: 
In 2-D, the following preconditioning P j I and P j II matrices are block 2 × 10 diagonal matrices on the j cell: 
