Abstract. We introduce unbiased estimators for the Shannon entropy and the class number, in the situation that we are able to take sequences of independent samples of arbitrary length.
The goal of this paper is to present methods to estimate the Shannon entropy H = − M i=1 p i log(p i ) (see [8] ). An obvious method is to take a sample of size n, and compute the estimatorsp i = k i /n, where k i are the number of samples from the class C i . However this is known to systematically underestimate the entropy, and it can be significantly biased [2] [7] .
In this paper we introduce new entropy estimators that have bias identically zero. We also introduce an unbiased estimator for the class number M , a problem of interest to ecologists (see for example the review article [1] ). The disadvantage of all our methods is that there is no a priori estimate of the sample size. For this reason, we postpone rigorous analysis of variance and other measures of confidence until it becomes clear that these estimators are of more than theoretical value.
We will use the following power series. Define the harmonic number by h n = n k=1 1/k, h 0 = 0. Then for |x| < 1
First Estimator for Entropy. For each 1 ≤ i ≤ M , let N i denote the smallest k ≥ 1 for which w k ∈ C i . ThenĤ
is an unbiased estimator for the entropy. The proof is straightforward. The marginal distribution of N i satisfies the geometric distribution Pr(
Depending upon the applications, a possible disadvantage of this estimator is that complete knowledge of all possible classes needs to be known in advance.
Second
This follows, since conditional upon w 1 ∈ C i , the distribution of N satisfies the geometric distribution Pr(
and hence
While we don't wish to focus on analysis of the variance, it is certainly clear that this single estimator by itself will have unusable confidence limits. While the variance can be reduced by taking the mean of n of these estimators, we propose the following version. For each 1 ≤ j ≤ n, let N (j) be the smallest k ≥ 1 such that w j and w k+j belong to the same class. Then the unbiased estimator iŝ
Estimator for Class Number. This is very similar to the second estimator for entropy. Define N and N (j) as in the previous section. ThenM 1 = N is an unbiased estimator for the class number M . The proof is almost identical to that provided in the previous section.
We may also produce an unbiased estimator
This last quantity can also be considered as a corrector to the naive estimator M 3 , which is defined as the number of classes observed in the first n samples, or alternatively, as the cardinality of the set A, where A is the set of 1 ≤ i ≤ M such that there exists 1 ≤ k ≤ n for which w k ∈ C i . After picking n samples, then continue picking samples until every class observed in the first n samples is observed at least once more. For each i ∈ A, let F i denote the smallest k ≥ 1 such that w k ∈ C i , and let L i denote the smallest k ≥ 1 such that w k+n ∈ C i . ThenM
If one doesn't wish to record the order in which the samples are obtained, one can simply compute the expected value of this quantity over all possible rearrangements of obtaining this data, and derive the unbiased estimator
where r i is the number of times the ith class appears in the first sample of size n, m is the size of the subsequent sample, and s i is the number of times the ith class appears in the subsequent sample.
