Abstract-In this work the arbitrarily varying wiretap channel AVWC under the average error criterion and the strong secrecy criterion is studied. We show that in the case of a nonsymmetrisable channel to the legitimate receiver the deterministic code secrecy capacity equals the random code secrecy capacity and thus we establish a result for the AVWC similar to that of Ahlswede's dichotomy for ordinary AVCs. We derive a lower bound on the random code secrecy capacity in the case of a best channel to the eavesdropper. We further prove upper bounds on the deterministic code secrecy capacity, which in special cases results in explicit expressions of the secrecy capacity. Here we consider the model of an AVWC where the channel state to both the legitimate receiver and the eavesdropper varies from symbol to symbol in an arbitrary manner, which is unknown to the legitimate participants. Thus apart from eavesdropping the model can simulate an active jamming situation in which the jammer chooses the states. We derive capacity results for the AVWC under the average error probability criterion and a strong secrecy criterion. For the latter we give a operational meaning in terms of the error probability at the eavesdropper.
I. INTRODUCTION Models of communication systems connecting the requirement of security against a potential eavesdropper and reliable information transmission to legitimate receivers which suffer from channel uncertainty, have received much interest in current research. Compound wiretap channels were the topic of previous works of the authors [1] , [2] and for example of [3] , [4] . Here we consider the model of an AVWC where the channel state to both the legitimate receiver and the eavesdropper varies from symbol to symbol in an arbitrary manner, which is unknown to the legitimate participants. Thus apart from eavesdropping the model can simulate an active jamming situation in which the jammer chooses the states. We derive capacity results for the AVWC under the average error probability criterion and a strong secrecy criterion. For the latter we give a operational meaning in terms of the error probability at the eavesdropper.
Our contributions are summarised as follows. We derive a lower bound on the random code secrecy capacity under the strong secrecy criterion in the special case of a "best" channel to the eavesdropper. The proof relies on the coding technique we used for corresponding results for compound wiretap channels in [2] . Then the link to the AVWC is given by the robustification technique of Ahlswede [5] . The proof differs significantly from that in [6] , where the same capacity result is given under the weak secrecy criterion. In Section III-C we use the elimination technique to establish a result for AVWCs similar to Ahlswede's dichotomy [7] which relates the deterministic code secrecy capacity to the random code secrecy capacity. In Section III-D we give both single-letter and multiletter upper bounds on the deterministic code secrecy capacity, which in special cases leads to a full coding theorem.
II. ARBITRARILY VARYING WIRETAP CHANNELS A. Definitions
Let A, B, C be finite sets and consider a not necessarily finite family of channels W s : A → P(B) where s ∈ S denotes the state of the channel. Now, given s n = (s 1 , s 2 , . . . , s n ) ∈ S n we define the stochastic matrix
of the family of channels
n represent the communication link to a legitimate receiver to which the transmitter wants to send a private message, such that a possible second receiver should be kept as ignorant of that message as possible. We call this receiver the eavesdropper, which observes the output of a second family of channels
Then we denote the families of pairs of channels with common input by W = {(W s n , V s n ) : s n ∈ S n } and call it the arbitrarily varying wiretap channel. In addition, we assume that the state sequence s n is unknown to the legitimate receiver, whereas the eavesdropper always knows which channel is in use.
A (n, J n ) code C n for the AVWC W consists of a stochastic encoder E : J n → P(A n ) (a stochastic matrix) with a message set J n := {1, . . . , J n } and a collection of mutually disjoint decoding sets {D j ⊂ B n : j ∈ J n }. The average error probability of a code C n is given by e(C n ) := max
A correlated random (n, J n , Γ, µ) code C ran n for the AVWC is given by a family of wiretap codes {C n (γ)} γ∈Γ together with a random experiment choosing γ according to a distribution µ on Γ. The mean average error probability of a random code C ran n is defined analogously to the ordinary one but with respect to the random selection bȳ
Definition 2.1:
A non-negative number R is an achievable secrecy rate for the AVWC W, if there is a sequence (C n ) n∈N of (n, J n ) codes such that Here J is a uniformly distributed RV taking values in J n . The secrecy capacity is given as the largest achievable secrecy rate and is denoted by C S (W). Analogously we define the secrecy rates and the secrecy capacity for random codes C S,ran (W), if we replace C n by C ran n in the above definition. Note that the operational meaning of the strong secrecy is that the average error probability of every decoding strategy of the eavesdropper tends to one in the limit of J n → ∞, see [2] .
III. CAPACITY RESULTS

A. Preliminaries
For the optimal random coding strategy of the AVWC we need the robustification technique by Ahlswede [5] . Therefor let Σ n be the group of permutations acting on (1, 2, . . . , n). Then every permutation σ ∈ Σ n induces a bijection π ∈ Π n defined by π :
n ∈ S n and Π n denotes the group of these bijections.
for all q ∈ P 0 (n, S) and some γ ∈ [0, 1], then
Proof: The proof is given in [5] . To establish the main result for the deterministic code secrecy capacity of the AVWC W we need the concept of symmetrisability, which was introduced for AVCs in [8] .
Definition 3.2: An AVC is symmetrisable if for some chan-
for all x, x ∈ A, y ∈ B. The authors of [9] proved the following theorem which is a strengthening of Ahlswede's dichotomy result for single-user AVCs, which states that the deterministic code capacity C is either C = 0 or equals the random code capacity. 
Here the RHS gives the random code capacity andW denotes the convex closure of all channels.
B. Random Code Construction
First let us define the convex hull of the set of channels {W s : s ∈ S} by the set of channels {W q : q ∈ P(S)}, where W q is defined by
for all possible distributions q ∈ P(S). Accordingly we define V q and its convex hull {V q : q ∈ P(S)}. Then we denote the convex closure of the set of channels
Lemma 3.4:
The secrecy capacity C S (W) of the AVWC W equals the secrecy capacity of the AVWC W. The proof for the AVWC under the strong secrecy criterion can be carried out as in the case of the weak secrecy criterion [10] . Now we can start the construction of the random code of the AVWC W under the strong secrecy criterion which differs significantly from the case with the weaker secrecy criterion.
Definition 3.5: We call a channel to the eavesdropper a best channel if there exist a channel V q * ∈ {V q : q ∈ P(S)} such that all other channels from the set are degraded versions of V q * . If we denote the output of any channel V q by Z q we get
(8) Proposition 3.6: Provided that there exist a best channel to the eavesdropper, for the random code secrecy capacity C S,ran (W) of the AVWC W it holds that
Proof: The proof is based on Ahlswedes robustification technique [5] and is divided in two parts:
sponds to a compound wiretap channel indexed by the set of all possible distributions q ∈ P(S). Then in [2] it was shown that for the compound wiretap channel W without channel state information the secrecy capacity is lower bounded by
More precisely, we define
where J n = |J n | and l ∈ [L n ] serves as the randomisation parameter, cf. Theorem 3.6 [2] . Then there exist a code
} with average error probability
for n ∈ N sufficiently large and for all q ∈ P(S) and a > 0, and the secrecy criterion is fulfilled by
uniformly in q ∈ P(S), where J is a random variable uniformly distributed on the message set J n and > 0 decreases exponentially in n ∈ N. Now additionally we assume that there exist a best channel to the eavesdropper V q * in contrast to the proof in [2] . Hence by the definition of V q * in (8) and because the mutual Information I(p, V ) is convex in V and every member of {V q } q∈P(S) is a convex combination of the set {V s } s∈S , it holds that
for all p ∈ P(A). Note that because of (14) for |S| ≤ ∞ V q * ∈ {V s : s ∈ S}. Now we have found that there exist a deterministic code such that for all positive numbers R S with
2012 IEEE Information Theory Workshop are achievable secrecy rates of the compound wiretap channel. step 2 ): Robustification : Now we use the robustification technique to derive from the deterministic code
} of the compound wiretap channel W a random code for the AVWC W, which achieves the same secrecy rates. We note first that by (14) and (13)
which means, that, due to the assumption of a best channel to the eavesdropper, the code achieving the secrecy rate for the best channel to the eavesdropper fulfills the secrecy criterion for a channel with any state sequence s n ∈ S n . Now with (12) it holds that
for all q ∈ P 0 (n, S). Now let π ∈ Π n be the bijection on S n induced by the permutation σ ∈ Σ n . Since (3) is fulfilled with
it follows from (4) that
} as a member of a family of codes {C π } π∈Πn together with a RV K distributed according to µ as the uniform distribution on Π n , (18) is equivalent to
withλ n (C π , W n s n ) as the respective average error probability for K = π and it holds for all s n ∈ S n . Thus
is a random code for the AVC to the legitimate receiver with error probability bounded as in (19). Now it is easily seen
Then with the representation of the mutual information by the information divergence we obtain from (16)
Thus we have constructed a random code C ran n with mean average error probability bounded for all s n ∈ S n as in (19) and which fulfills the strong secrecy criterion, provided that there exist a best channel to the eavesdropper. By the construction of the random code it follows that the secrecy rates given by (15) for the compound wiretap channel W achieved by the deterministic code C W are achievable secrecy rates for the AVWC W with random code C ran n .
C. Deterministic Code Construction
Because the code C π that is used for the transmission of a single message is subjected to a random selection, reliable transmission can only be guaranteed if the outcome of the random experiment is known to both the transmitter and the receiver. One way to inform the receiver about the code that is chosen is to add a short prefix to the actual codeword. Provided that the number of codes is small enough, the transmission of these additional prefixes causes no essential loss in rate. In the following we use the elimination technique of Ahlswede [7] who has introduced the above approach to derive deterministic codes from random codes for determining capacity of arbitrarily varying channels. Temporarily we drop the requirement of a best channel to the eavesdropper.
Theorem 3.7: 1) In the case that for the random code secrecy capacity of the AVWC W it holds that C S,ran (W) > 0 the secrecy capacity C S (W) of the AVWC W equals its random code capacity C S,ran (W)
iff the channel to the legitimate receiver is non-symmetrisable.
2) If the channel to the legitimate receiver is nonsymmetrisable it always holds that C S (W) = C S,ran (W).
If the channel to the legitimate receiver is symmetrisable then the deterministic code capacity of the channel to the legitimate receiver equals zero by Theorem 3.3. Hence the deterministic code secrecy capacity of the AVWC also equals zero although the random code secrecy capacity could be greater than zero. So we can restrict to the case in which the channel to the legitimate receiver is non-symmetrisable. If C S (W) = C S,ran (W) > 0 then the channel to the legitimate receiver must be nonsymmetrisable. For the other direction, because the secrecy capacity of the AVWC W cannot be greater than the random code secrecy capacity it suffices to show that
Here C({W s n }) denotes the capacity of the AVC to the legitimate receiver without secrecy. The proof is given in the two paragraphs Random code reduction and Elimination of randomness, cf. [11] for the AVC.
1) Random Code Reduction:
We first reduce the random code C ran to a new random code selecting only a small number of deterministic codes from the former, and averaging over this codes gives a random code with a constant small mean average error probability, which fulfills the secrecy criterion.
Lemma 3.8: (Random Code Reduction) Let C(Z) be a random code for the AVWC W consisting of a family {C(γ)} γ∈Γ of wiretap codes where γ is chosen according to the distribution µ of Z. Then let e(C ran ) = E µē (C(Z)) ≤ λ and max
Then for any and K satisfying > 4 max{λ n , } and K > 2n log |A| (1 + n log |S|)
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for all s n ∈ S n . Proof: The proof is analogue to the proof of Lemma 6.8 [11] , where the assertion for the maximal probability of error for ordinary AVC's is established. Let Z be the RV distributed according to µ on Γ for the random code. Now consider K independent repetitions of the random experiment of code selections and call the according RV Z i , i ∈ {1, . . . , K}. Then
holds for any s n ∈ S n , using Bernstein's trick and applying Markov's inequality. Now because of the independency of the RVs Z i and they all are distributed as Z and we have exp t ≤ 1 + t, for 0 ≤ t ≤ 1 (exp to the base 2), we can give the following upper bounds
Hence, by applying the union bound we obtain
which is strictly positive, if we choose
Now because for 0 ≤ t ≤ 1 and log is to the base 2 it holds that t ≤ log(1 + t) ≤ 2t, we increase the lower bound for choosing , if ≥ 4 max{λ n , } and with (24) the assertion of (23) still holds. Hence, we have shown that there exist K realisations
. . , K} of the random code, which build a new reduced random code with uniform distribution on these codes with mean average error probability and mean secrecy criterion fulfilled by (22). Now we assume that the channel to the legitimate receiver is non-symmetrisable, C({W s n }) > 0, and there exist a random code C ran n that achieves the random code capacity C S,ran (W) > 0. Then there exist a sequence of random codes with
which fulfills the average error criterion and the strong secrecy criterion. Then on account of the random code reduction lemma there exist a sequence of random codes consisting only of n 3 deterministic codes (21) chosen from the former random code, and it holds for any > 0 and sufficiently large n that
and max
where kn n → 0 as n → ∞, with error probability
If we now compose a new deterministic code for the AVWC W by prefixing the codewords of each C i
the decoder is informed of which encoder E i is in use for the actual message j if he identifies the prefix correctly. Note that for the transmission of the prefix only the reliability is of interest. Now the new codewords have a length of k n + n, transmitting a message from {1, . . . , n 3 } × J n via the channel with state sequence s kn+n yields an average error probabilitȳ
Here, for each s kn ∈ S kn λ i denotes the error probability for transmitting i encoded in x kn i by W kn s kn followed by the transmission of j, where the codeword is chosen according to the stochastic encoder E i j , over the last n channel realisations determined by s n with error probability λ j (i). This construction is possible due to the memorylessness of the channel. Now if we turn to the security part it is easily seen that
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which is caused by the memorylessness of the channel. Herê z kn denotes the first k n components of z kn+n . By using this equation and the representation of the mutual information by the informational divergence we obtain that
for all s n ∈ S n and n ∈ N sufficiently large, where the first inequality follows because the relative entropy D(p q) is a convex function in the pair (p, q) and the last inequality follows by the random code reduction lemma.
Because
Thus, with {1, . . . , J n } as the message set, C n is a deterministic (n + o(n), n 3 · J n ) code with average error probability bounded for all s kn+n ∈ S kn+n as in (26) and which fulfills the strong secrecy criterion as in (27) . By (28) it achieves the random code secrecy capacity C S,ran of the AVWC W (25), which implies that C S = C S,ran .
As a consequence of Theorem 3.7 and Proposition 3.6 we can state the following assertion.
Corollary 3.9: Provided that there exists a best channel to the eavesdropper and under the assumption that the channel to the legitimate receiver is non-symmetrisable, the deterministic code secrecy capacity of the AVWC W is lower bounded by
D. An upper bound on the capacity of the AVWC W and a multiletter coding theorem
First we give an upper bound on the secrecy capacity of the AVWC W which corresponds to the bound for the compound wiretap channel built by the same family of channels.
Theorem 3.10: The secrecy capacity of the AVWC W is upper bounded, The minimum is attained because of the continuity of C S (W q , V q ) on the compact set W.
Remark 3.11: Consider the special case of an AVWC W = {(W s n , V r n ) : s n ∈ S n 1 , r n ∈ S n 2 }, where the states of both the channels in every time step can be chosen independently.
In addition let us assume that there exist a channel W q * 1 ∈ {W q1 : q 1 ∈ P(S 1 )}, which is a degraded version of the other channels in the set, and a best channel to the eavesdropper V q * 2 from the set {V q2 : q 2 ∈ P(S 2 )}. Then the lower bound on the secrecy capacity given in Corollary 3.9 matches the upper bound from Theorem 3.10 [2] . Thus we can conclude that under the assumption, that the channel to legitimate receiver is non-symmetrisable, the capacity of the AVWC W is given by C S (W) = max by Proposition 3.8 in [2] . Under the assumption that the channel to the legitimate receiver is non-symmetrisable and provided that there exist a best channel to the eavesdropper this term equals the secrecy capacity C S (W), which is easily seen if we apply the assertion of Corollary 3.9 to the n-fold product of channels W q and V q .
