The Internet has revolutionized the way in which people communicate and retrieve information. Powerful commu nication tools are transforming many scientific disciplines, including experimental and clinical psychology. The Web allows access to much wider populations-as well as to populations that were previously difficult to reach-in an inexpensive, fast, and convenient way. In clinical psy chology, for example, psychological testing and assess ment can be done online (see, e.g., Buchanan, 2002) .
duced (Reips, 2002a) . Finally, online accessibility allows the targeting of specific audiences (through mailing lists or newsgroups) and broadens the participant pool to Web users, rather than, for example, undergraduate students at a particular university, which may allow increased gener alizability of the results (Reips, 2000) .
There are also disadvantages to running an experiment online rather than in the lab. First, the environments will be more variable, including noise, lighting, and techni cal aspects of the equipment. Effects of this variability may be reduced by asking participants to do the study in a particular sort of environment and by checking for sta tistical outliers. Second, online experiments are vulner able to multiple submissions. This seems to be generally rare (Reips, 2000) , but it may be more likely when par ticipants have strong opinions about the topic (see, e.g., Konstan, Rosser, Ross, Stanton, & Edwards, 2005) . The risk of multiple submissions can be reduced by asking for personal information, using password protection or an IP address verification (Reips, 2002b) , and by reducing ex ternal incentives, such as winning money or a prize. Fi nally, there may be biases in the final sample: Only inter ested and motivated participants may start (selfselection) and complete the experiment (Reips, 2002a) , and there is evidence that online experiments have higher dropout rates than do those run in the lab. For example, fewer than 20% of the people who reached the first page finished an online experiment (O'Neil, Penrod, & Bornstein, 2003) . However, selfselection and dropout may not be restricted to online experiments, since lab experiments that recruit volunteers may face the same issues. It may be possible to reduce dropout through prize or monetary incentives (Bosnjak & Tuten, 2003) , but incentives sometimes have experiments can be run reliably online, but less is known about longer, more cognitively demanding tasks in which distraction and motivation may play a larger role.
The Gizmo Problem-Solving Task
We used a problem called the gizmo problem-solving task, which consists in finding-with three uses of a scale-the one gizmo that is either heavier or lighter than the rest of a set of 12 gizmos. After figuring out information about gizmos' weights on the basis of weighing evidence, partici pants were instructed to label those gizmos, using a color selector tool. Participants had to work on problem trials for 30 min, completing as many trials as possible. Figure 1 presents a screen shot of the program used to present the task. Variants of this class of problems are wellknown logicalmathematical tasks (Halbeisen & Hungerbühler, 1995) , and a version of this class of problems, called the coin problem, was used in a psychology experiment on hints (Simmel, 1953) .
In the lab experiment, there were three learning groups (Dandurand et al., 2004) . We found that participants who were only told whether their answers were correct (rein forcement learning) were less accurate than those who watched demonstrations of correct solutions (imitation learning) or those who read instructions on how to solve these types of problems (explicit learning).
In the present study, we had two main questions. First, would we find the same pattern of effects for learning the opposite effect (O'Neil & Penrod, 2001) . Pilot test ing of instructions and providing contact information for questions (Michalak & Szabo, 1998) may also reduce dropout. In order to reduce adverse effects of dropout, Reips (2000) also recommends getting dropout to occur before the random assignment to conditions by using, for example, warmup tasks.
Reliability of Online Experiments
Are the conclusions that are drawn on the basis of on line and inlab data samples similar? Following Reips (2002a) , researchers have directly compared the results from the two locations for questionnaires, intelligence testing, and biases in syllogistic reasoning, and they have generally found the results to be the same for the two set tings (Gosling, Vazire, Srivastava, & John, 2004; Krantz & Dalal, 2000; Meyerson & Tryon, 2003; Musch & Klauer, 2002; Preckel & Thiemann, 2003; Riva, Teruzzi, & Anolli, 2003) . However, in some cases, minor differ ences have been reported. For instance, in a study about organizational attitudes of employees, online participants tended to be more cynical and to judge their organization more harshly than did lab participants (Eaton & Struthers, 2002) .
In the present study, we directly compared the results from both online and lab versions of a complex problem solving task (Dandurand, Bowen, & Shultz, 2004) . The lit erature provides evidence that relatively short and simple Figure 1 . The gizmo problem-solving task. Participants were asked to find-with three uses of a scale-the one gizmo that was either heavier or lighter than the rest of a set of 12 gizmos. The screen is divided into three sections. On the top left is the bank for the 12 gizmos. At the bottom left is a balance scale. On the right is the "color selector tool" that participants used to label gizmos to keep track of their hypotheses about their possible weights. In this example, we see the third weighing in which 11 gizmos have been determined to be of normal weight. Here, 10 are unused and are in the bank, and 2 are on the balance scale. The weight of the gizmo on the left had been unknown; however, because (after the third weighing) the right gizmo is found to be heavier than the left one, the participant can now deduce that this gizmo is of light weight. ment (Dandurand et al., 2004) to gizmo problem solving, as well as by displaying gizmos that would change on each trial, instead of circular balls on every trial.
2. Demographic data were collected online, but not in the lab. 3. The consent form was a Web page online and on paper in the lab. 4. The online consent form asked participants to agree with rules that were implicitly enforced in the lab. For example, the use of paper and teamwork were not allowed.
5. Online participants could optionally request further informa tion about the experiment, which was sent by email after comple tion of participation. We sent those participants a document with information about the study results. We included this option in order to increase participant commitment and reduce dropout.
Finally, some participants in the lab experiment reported enjoying the task and wishing to play some more. Therefore, in an attempt to limit multiple submissions, we provided a playonly version online with unrestricted access. This version was identical to the experi mental version but did not collect any experimental data. Visitors were asked to participate first before accessing the playonly version (available at lnsclab.org/html/BallsWeightExperiment/PlayVersion/ play.html), and they were disqualified as potential participants if they said that they had played before.
Pilot testing. Online experiments need to be pilot tested, particu larly because participants cannot ask the experimenter questions. The software and instructions were developed in two phases: A lab version was first designed, and it was later ported to an online version. The program's user interface and the instructions for the lab version went through prototyping and incremental pilot testing and updating with 5 users (usually enough to identify about 80% of usability problems; Virzi, 1992) . After this initial testing, no inter face problems that required fixing were discovered. After porting the program as an applet, 3 testers assessed Web page content and functionality.
RT measurements in Java. We computed RTs using the Java applet. Java was not designed for highly accurate timing-although timing errors are typically less than 100 msec-and there are tech niques for improving accuracy, should it be necessary (Eichstaedt, 2001) . Since RTs in this experiment are on the order of 2 min, timing errors are likely to be small (less than 0.1%), and thus unlikely to be problematic.
Procedure
The experimental procedure included accepting a consent form, reading instructions, performing a warmup task (with only 3 giz mos), performing multiple trials of the experimental task (with 12 gizmos) for 30 min, and reading debriefing information. Partici pants were assigned to one of the learning conditions (reinforcement, imitation, or explicit) in a roundrobin fashion, starting with groups with the fewest completed participants. On each trial, the program randomly selected a target gizmo and randomly assigned it either a heavy or a light weight. The participant was asked to determinewith three uses of the scale-which of the 12 gizmos was heavier or lighter than the others.
RESulTS

Participants
Participants in the online experiment were recruited through links on experiment directories, posts in news groups, and the psychology department's subject pool. Participants from the subject pool received course credit. The other online participants were not compensated.
Participants in the earlier lab experiment were recruited through the psychology department's subject pool or by using printed ads and personal contacts, and they were eligible to win one performancebased $50 prize. Only subjectpool participants were directly compensated with course credit. group in the online results as was previously found in the lab? Second, would dropout be higher online than in the lab in this rather difficult task? In addition, we explored some demographic characteristics of our final sample of online participants. Thus, we compared the previously collected lab results with new data collected online, treat ing location (lab or online) as an independent factor.
METHOD Design
In order to directly compare lab and online experiments, we ma nipulated the location in which the experiment was run: either in the lab or online over the Internet. We had participants from two populations-undergraduates and others (see the Participants sec tion). Finally, there were three learning conditions.
Reinforcement. Participants in this group got feedback indicat ing whether they were correct in determining the target gizmo and its weight.
Imitation. Participants in this group watched the program suc cessfully solving five problem trials. The trials presented were ran domly selected from all 24 possible trials (12 gizmos  2 weights).
Explicit. Participants in this group read instructions on how to solve gizmo problems. We matched the amount of information and the time of presentation with that of the demonstrations in the imita tion group.
For each trial, we measured accuracy (correct or incorrect identi fication of the target gizmo and its weight) and response time (RT; time to complete a trial of three weighings). For participants who did not complete the experiment, we noted at which step they dropped out (see Table 1 ) and which learning group they were in.
Software
The gizmo problemsolving task was implemented using Java-a generalpurpose programming language that is well suited for dis tributing code online to most standard Web browsers. The lab ver sion was a Java application running on a dedicated computer, with data stored on the local hard disk. The online version was a Java ap plet for use with a Java browser plugin. The lab program was modi fied into a clientserver architecture to allow data to be transmitted and stored on a Web server. Serverside processing was performed using Perl scripts.
The online version was essentially the same as the lab version, with the following differences.
1. In an attempt to limit dropout, we increased task attractiveness by changing the experiment name from the ball weighing experi 
Participation and Dropout for Non-Subject-Pool Participants
We begin by describing some of the characteristics of our final sample. The online experiment was available only to unselected (nonsubjectpool) Web users for 7.5 months. During that time, there were exactly 600 visitors (loading of the welcome page) to the experiment Web site after bot and spider hits were manually discarded. Of these, 376 (62.7%) did not try to begin the experiment, and an additional 98 (16.3%) were unable to participate because they did not have a Java plugin. 1 A total of 126 people began the experiment, and, of these, 27 (21.4%) completed it. Thus, 4.5% of the initial 600 visitors com pleted the experiment. Table 1 summarizes these partici pation outcomes.
By contrast, in the lab, 65/68 (95.6%) of the partici pants completed the experiment (the other 3 did not com plete the warmup task but did not technically drop out), although it was explicitly stated on the consent form that participants were allowed to withdraw without penalty.
In order to complete the online experiment, we recruited participants for the online study from the psychology de partment's subject pool. Students selected experiments in which to participate from a list on a departmental Web site, and they received extra credit in a course for writ ing a report about their participation experience. During the 2month period it took to run 28 participants from the subject pool, 8 additional unselected Web users also com pleted the experiment, and an additional 23 participants dropped out after completing the warmup task, for a total of 63 completed online participants.
Finally, we determined where our online participants were from. Twentyeight of the 63 participants (44%) were from the subject pool and thus lived in Montreal. The con tinent or country from which the remaining 35 participants logged into the experiment is shown in Figure 2 . By con trast, all lab participants were from the local community.
Dropout Across Groups
In order to examine whether dropout was different across learning groups, we considered the 103 participants who reached a point at which the learning groups diverged (completing the study or dropping out after finishing the warmup task) and constructed a contingency table of completion or dropout (Table 2) . Dropout did not differ by learning group [χ 2 (2, N 5 103) 5 0.47, p . .79].
Problem-Solving Results
Finally, we turn to the question of whether the online results essentially replicate the results found in the lab. Mean accuracy across participants by learning group and location is presented in Figure 3 . We performed a three factor ANOVA on accuracy (arcsine transformed), with location (lab, online), learning group (reinforcement, imitation, and explicit), and population (undergraduates, others) as betweensubjects factors. The variables of loca tion and population were somewhat overlapping because undergraduates made up 53 out of 63 of the lab partici pants and 30 out of 63 of the online participants. However, A total of 126 participants took part in the experiment: 63 in the lab and 63 online. Each learning condition (re inforcement, imitation, and explicit) had 42 participants: 21 from the lab and 21 from online. The participants were from two populations: 83 undergraduates-mostly from the subject pool (53 in the lab, 30 online)-and 43 oth ers, including 10 graduate students and engineers tested in the lab and 33 unselected Web users in the online experiment.
Inclusion criteria were the same for both laboratory and online samples. First, participants had to successfully complete the warmup trials within 30 min. Second, they had to perform above chance (1/24 5 4.2%). Third, they had to be attentive, as indicated by not having any exces sively long individual trials. In the lab, data from 3 par ticipants who could not complete the warmup trials and from 2 participants whose overall accuracies were close to chance were excluded. Online, data from 2 participants were excluded for inattentiveness, and no participants were excluded for low accuracy. Although no online par ticipant worked on warmup trials for the complete 30min session, participants who had difficulties understanding instructions or completing warmup trials would probably have dropped out before reaching the experimental task (see Table 1 ).
In the online version of the experiment-but not in the laboratory version-we asked about the participants' gender, age, and selfreported prior knowledge of the task before participation. A total of 23/63 (36.5%) of the par ticipants were male, and 63.5% were female. Participants' average reported age was 23.8 years (range: 18-68). Subject pool participants were younger (M 5 20.9 years) than unselected Web participants (M 5 26.5) [t(61) 5 2.92, p , .01]. Most participants had no prior knowledge of the task (92.1%), whereas 4.8% reported some and 3.2% reported good knowledge of the task. Preliminary analyses for accuracy found no reliable main effects or interactions with gender or prior knowledge (Fs , 1.19, ps . .47) and no correlation with age (r 5 .17, p . .18). Analyses of RT found no main effects or interactions with gender or prior knowledge (Fs , 1.05, ps . .49); how ever, there was a significant correlation with age (r 5 .30, p , .02), indicating that older participants were slower to respond than were younger ones. Since we were primarily interested in accuracy, we collapsed across gender, age, and prior task knowledge in subsequent analyses.
Data Preparation
Each participant worked on trials for 30 min, complet ing an average of 15.9 trials (range: 4-53). Trials took an average of 134.3 sec. Accuracy for each participant was the proportion of trials solved correctly out of the total number of trials completed. We applied an arcsine trans formation to these proportions to stabilize variance (Hogg & Craig, 1995) . RT was calculated from the presentation of a new trial to the pressing of the answer button. In order to increase normality, we applied a log transformation to the RT of each trial for each participant; then we calcu lated the mean log time for each participant. ticipants in the imitation and explicit learning groups were more accurate than those in the reinforcement group. This result was found in spite of the finding that the online par ticipants were significantly less accurate than the lab par ticipants. We did not find any statistically reliable effects of location or learning group on the speed of completing tri als, although subjectpool participants-probably because of their younger age-completed trials more quickly than did other participants. In addition, the online data yielded a wider geographical diversity but were plagued with very high dropout (79%). Fortunately, dropout rates did not dif fer significantly across experimental groups. Finally, we assessed demographic variables collected online, and none of them predicted significant differences on measured performance, with one exception: Older participants took more time to complete problem trials.
DISCuSSION
As we have seen, lab results of learning condition have been replicated online: Reinforcementlearning partici pants were less accurate as compared with the imitation and explicit groups, who received more and better infor mation about how to solve this type of problem in the form of demonstrations or instructions. Because we are inter ested in the effect of learning condition, the main effect of location on accuracy does not affect our interpretation. But why were online participants significantly less accu rate than lab participants?
On the basis of informal feedback that we received from lab participants, the task was judged as being fun and interesting, but also as being very difficult. Because high concentration is required, such a difficult task is perhaps more prone to adverse effects of distraction, contribut ing to the decreased accuracy in the online version of the experiment. Online participants may have simultaneously been working on other tasks or have gotten sidetracked more easily. Furthermore, lab participants were encour aged to do as well as they could to win a performance based prize, whereas online participants were not given this incentive. In addition, participants who had person ally met with the experimenter might have felt more com mitted to the experiment, and thus have expended more effort. However, this decreased accuracy may better re flect problemsolving skills in more typical environments (unlike in the lab setting). More work needs to be done to determine which factors predict performance differences, particularly the role of cognitive difficulty.
since there was neither a main effect of population (Fs , 2.93, p . .09) nor interactions with population (Fs , 1), we attribute the differences we find between the present results and those of Dandurand et al. (2004) to the variable of location.
For the role of location, we found that online partici pants (M 5 .56) were significantly less accurate than lab participants (M 5 .66) [F(1,114) We also performed a oneway ANOVA with learning con dition as a factor, using online participants only (n 5 63). We found a main effect of learning condition [F(2,60) 5 3.33, p , .05] . LSD post hoc tests revealed that the re inforcement group (M 5 .46) was less accurate than the imitation (M 5 .62; p , .04) and explicit (M 5 .64; p , .03) groups, but that accuracies of the imitation and explicit groups were not different from each other ( p . .87)-just as was found in the lab (Dandurand et al., 2004) .
Mean RTs per trial are presented in Table 3 . An ANOVA with the factors of location, learning group, and popu lation revealed a main effect of population [F(1,114) 5 4.10, p , .05], suggesting that subjectpool participants (M 5 125) were faster than others (M 5 152). Using an ANCOVA, we found that the effect of population disap pears [F(1,60) , 1] when age is included as a covariate [F(1,60) 5 5.4, p , .05] . Therefore, although there was an effect of population on RTs, it can be mostly attributed to differences in group ages: Subjectpool participants were younger, and younger participants were faster. No other main effects or interactions were significant (Fs , 2.66, ps . .10). Thus, as in Dandurand et al. (2004) , there was no effect of learning condition on the average time to complete trials.
To summarize, the online accuracy results replicated the results from the lab experiment for learning condition: Par the lab. As a result, we might expect differences in conclu sions drawn from the two settings. When such differences occur, online conclusions might be preferred because they generalize better to wider populations and settings (Reips, 2000) . On the other hand, direct comparison of lab and online results as a validation technique assumes no such difference and, in fact, assumes that the lab results are valid and that we are uncertain about the online method. However, it is unclear what we should do if differences are found between online and lab settings: Should we ac cept online conclusions or not? Further research is also required to better understand the kinds of tasks and set tings for which we expect differences between online and lab results and what those differences mean: failure of the online method, or a less selective sample?
In conclusion, in our complex problemsolving study, we found that the online experiment reproduced the pat tern of data found in the lab. There was a wider geographi cal sample of participants, as well as increased flexibility and savings associated with automation. We also found that online experimenting combined well with a university subject pool. On the negative side, dropout was high, pos sibly due to the difficulty of the task in combination with its length. Thus, without incentives, the length and dif ficulty of the experiment appeared excessive for running online, despite being adequate for the lab. The length of our experiment-between 45 and 60 min depending on learning group-may have also contributed to dropout. This length was possibly too long for the at tention and motivation span of typical Web users. How ever, incentives successfully limited dropout: All online participants who were recruited through the subject pool and compensated with course credit completed the ex periment. As was discussed, offering compensation may encourage multiple submissions, but the subject pool was a relatively safe method, since the registration procedure was the same for all subjectpool participants (whether online or in the lab) and involved the identification of students (name and ID). However, recruiting participants using the subject pool does not realize the full potential of sample diversity obtainable online.
Finally, using the online procedure saved time and re sources (no research assistant was needed to run partici pants). However, the online version of the program was more complex to build than the lab version because of the clientserver architecture and its use of serverside Perl scripts. The use of Java in the earlier lab version facilitated the transfer of the experiment to the Internet, but many popular tools for designing and running lab experiments do not necessarily have online equivalents.
Further research-possibly a metaanalysis-is also required to resolve an apparent contradiction in the litera ture. On the one hand, population samples accessible over the Internet tend to be more diverse than those typically obtained in the lab. Furthermore, environmental charac teristics (noise, light, etc.) tend to vary more online than in 
