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Abstract
A graph G is m-choosable with impropriety d, or simply (m; d)∗-choosable, if for every list
assignment L, where jL(v)j>m for every v 2 V (G), there exists an L-coloring of G such that
every vertex of G has at most d neighbors colored with the same color as itself. Denote by gd
the smallest number such that every planar graph of girth at least gd is (2; d)∗-choosable. In
this paper it is shown that g169, g267, g366 and gd = 5 for every d>4. c© 2000 Elsevier
Science B.V. All rights reserved.
1. Introduction
All graphs considered in this paper are simple, nite and undirected. A graph G
is m-colorable with impropriety d, or simply (m; d)-colorable, if the vertices of G
can be colored with m colors so that every vertex has at most d neighbors of the
same color as itself. The smallest m for which G is (m; d)-colorable is called the
d-improper chromatic number of G and is denoted by (G; d). An (m; 0)-coloring
is an ordinary (proper) m-coloring and (G; 0) is the chromatic number of G. This
improper coloring was introduced by Cowen et al. [1]. The reader can nd more about
this type of coloring in Woodall [6] and Cowen et al. [2].
A list assignment of G is a function L which assigns to every vertex v2V (G) a
list of colors L(v). An L-coloring with impropriety d, or simply (L; d)-coloring, is a
mapping , which assigns to every vertex v2V (G) a color (v) from L(v) so that v has
at most d neighbors colored with (v). For positive integer m, the graph is m-choosable
with impropriety d, or simply (m; d)-choosable, if there exists an (L; d)-coloring for
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every list assignment L with jL(v)j>m for every v2V (G). The reader can nd more
about this type of coloring in Skrekovski [4,5] and Eaton and Hull [3].
Let gd be the smallest number such that every planar graph of girth at least gd
is (2; d)-choosable. Note that g0 =1 and gd1>gd2 whenever d2>d1. In [4] it was
proved that 66g1612 and 56gd68 for every d>2. In this paper we will improve
the upper bounds for gd by showing that g169, g267, g366, and g4 = 5. Thus we
will obtain the following theorem:
Theorem 1.1. Let gd be the smallest number such that every planar graph of girth
at least gd is (2; d)-choosable. Then; (1) 66g169; (2) 56g267; (3) 56g366;
(4) gd = 5 for every d>4.
We will frequently use the following denitions. For a vertex v denote by N (v) the
set of its neighbors and by d(v) its degree. Denote by di(v) the number of neigh-
bors of v that have degree i. A vertex of degree i is called an i-vertex. By r(f)
is denoted the length of the boundary of a face f. Denote by ri(f) the number of
i-vertices encountered (multiple incidence is considered) in the facial walk of f. Thus,
r(f)=
P
i>1 ri(f). A face f with r(f)=n is called an n-face. Two faces f and g are
2-adjacent (at v) if there exists a 2-vertex v incident with both of them. For every two
vertices u and v incident with a face f whose facial cycle has been given one of its
two possible orientations, denote by f[u; v] the subpath from u to v on the facial walk
of f. Similarly, for a cycle C=x0x1    xn−1x0 and vertices xi and xj (i 6= j), denote by
C[xi; xj] the path in C between xi and xj which contains vertex xi+1 (index modulo n).
2. Reducibility
A graph G is d-minimal if G is not (2; d)-choosable and every proper subgraph
of G is (2; d)-choosable. Of course every d-minimal graph is connected and has no
1-vertice. Notice that if G is d-minimal, then there exists at least one list assignment
L of G with jL(v)j>2 for every v2V (G) such that G is not (L; d)-colorable. In that
case, L is called a d-appropriate list assignment of G. A conguration is d-reducible
if it cannot occur in any d-minimal graph. For example, a 1-vertex is a 1-reducible
conguration. Every argument used in the paper that a conguration is d1-reducible
will also prove that it is d2-reducible for every d2>d1.
Lemma 2.1. Let d>1 and let G be a d-minimal graph. Then;
(a) G does not contain two adjacent vertices both of degree 6d+ 1.
(b) Every vertex of G with degree 62d + 1 has at least one neighbor of degree
>d+ 2.
(c) G does not contain two adjacent vertices u and v both of degree 62d such
that [N (u) [ N (v)]nfu; vg is a set of 2-vertices.
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Proof. Let L be a d-appropriate list assignment of G.
(a) Suppose that u; v2V (G) are adjacent with d(u)6d + 1 and d(v)6d + 1. Let
G0 be the graph obtained from G by deleting the edge uv but not its endvertices.
Since G0 is a proper subgraph of G, we may assume that  is an (L; d)-coloring
of G0.
If (u) 6= (v) then  is also an (L; d)-coloring of G. Therefore, we may assume
that (u) = (v). In this case  is not an (L; d)-coloring of G only if at least one of
u and v, say u, is of degree d + 1 with all neighbors colored with (u). Now, after
recoloring u with a color from L(u)nf(u)g, u has no neighbor with the same color
as itself and v has at most d such neighbors. So, we obtain an (L; d)-coloring of G,
a contradiction.
(b) Suppose that u2V (G) with d(u)62d+1 and with no neighbor of degree>d+2.
Let G0 = Gnfug. Since G0 is a proper subgraph of G, we may assume that  is an
(L; d)-coloring of G0. Since d(u)62d+1, we can choose color (u)2L(u) so that u
has at most d neighbors colored with (u).
Now, if  is not an (L; d)-coloring of G, then there exists a neighbor of u, say w,
such that d(w) = d + 1, (w) = (u), and all neighbors of w are colored with (u).
Recolor every such vertex w with a color from L(w)n(u). Observe that afterwards
no vertex of G has more than d neighbors colored the same as itself. Thus,  is an
(L; d)-coloring of G which is a contradiction.
(c) Suppose there exist such u and v. Let G0 = Gnfu; vg. By the minimality of G,
there exists an (L; d)-coloring  of G0. Since [N (u)[N (v)]nfu; vg is a set of 2-vertices
in G, it is a set of 1- and 0-vertices in G0. (A 2-vertex of G is a 0-vertex in G0 if
it is a common neighbor of u and v in G.) We may assume that each 1-vertex in G0
is given a dierent color from its neighbor in G0. Since u and v are adjacent and of
degree 62d, we may choose colors (u)2L(u) and (v)2L(v) so that each of u and
v has at most d − 1 neighbors in G0 with the same color as itself. Observe now that
 is an (L; d)-coloring of G, a contradiction.
Lemma 2.2. The conguration in Fig. 1; where d(v1) = d(v3) = d(v5) = 5 and
d(v2) = d(v4) = d(v6) = 2; is 3-reducible.
Proof. Suppose that G is a 3-minimal graph with a 3-appropriate list assignment L
and suppose that G contains the conguration from Fig. 1. Denoted by ai, bi, and ci
the other three neighbors of vi for i = 1; 3; 5. Let G0 = Gnfv2; v4; v6g. Since G0 is a
proper subgraph of G, there exists an (L; 3)-coloring  of G0.
If, for some i2f1; 3; 5g; (vi) = (ai) = (bi) = (ci), then replace (vi) by a
color from L(vi)nf(vi)g. Thus, we may assume that each of v1, v3, and v5 has
at most two neighbors with the same color as itself. Now, let (v2)2L(v2)n(v1),
(v4)2L(v4)n(v3), (v6)2L(v6)n(v5). This choice guarantees that each of v1, v3,
and v5 has at most three neighbors with the same color as itself. Thus  is an
(L; d)-coloring of G, a contradiction.
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Fig. 1. Conguration from Lemma 2.2.
Fig. 2. Conguration from Lemma 2.3.
Lemma 2.3. The conguration from Fig. 2 with n>2 and a0; b1; : : : ; bn−1; an all
distinct is 1-reducible.
Proof. Suppose that G is a 1-minimal graph which contains the conguration from
Fig. 2 with n>2 and a0; b1; : : : ; bn−1; an all distinct. Let L be a 1-appropriate list as-
signment of G and let G0 =Gnfa1; : : : ; an−1g. Since n>2, G0 is a proper subgraph of
G. So, we may assume that  is an (L; 1)-coloring of G0. Since a0; b1; : : : ; bn−1; an
are all distinct, it follows that each of these vertices is a 1-vertex in G0. So, we may
assume that each of these vertices is colored dierently from its neighbor in G0. Now,
apply the following procedure:
Let i=n. While (ai)=(bi−1) and i 6= 1 repeat the following: set (ai−1)2L(ai−1)n
f(ai)g and decrease i by 1 (i.e., i := i − 1).
This procedure may end only in two ways. The rst way is when we obtain i = 1.
Then, we have extended  to the conguration so that each ai is colored dierently
from its neighbors with the only possible exception that (a1) = (a0). Thus,  is an
(L; 1)-coloring of G, a contradiction.
The second way is when we obtain (ai) 6= (bi−1) for some i> 1. Note that
vertices ai; : : : ; an are colored so that each of them has no neighbor with the same color
as itself. Now, color vertices a1; : : : ; ai−1, one by one, so that (aj)2L(aj)nf(aj−1)g.
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For j = 1; : : : ; i − 2, the only possible neighbor of aj with the same color as aj is bj.
Since (ai) 6= (bi−1), vertex ai−1 has also at most one neighbor with the same color
as itself. Thus,  is an (L; 1)-coloring of G, which is obviously a contradiction.
A conguration is called a chain if it is like that from Lemma 2.3 with the only
dierence that there exists exactly one k 2f1; : : : ; n − 1g such that d(bk)>3. In that
case, the path P=a0a1    an is called the line of the chain. Let C=x0x1    xn−1x0 be a
cycle containing at least two 2-vertices in a graph G, its 2-vertices being xa0 ; : : : ; xak−1
(k>2) enumerated as they appear on C. We call C a chain-cycle if
(a) every vertex of V (G)nV (C) has at most one neighbor in V (C); and
(b) for every i2f0; : : : ; k − 1g, path C[xai ; xai+1 ] (index modulo k) is a line of some
chain.
Notice that, by the denition, each chain-cycle C has at least two 2-vertices and
each vertex of C is a 2- or 3-vertex.
Lemma 2.4. Every chain-cycle is a 1-reducible conguration.
Proof. Suppose that G is 1-minimal and C = x0x1    xn−1x0 is a chain-cycle of G.
Let L be a 1-appropriate list assignment. Denote by xa0 ; : : : ; xak−1 (k>2) the 2-vertices
of C enumerated as they appear on C. As we mentioned above, every vertex xi not of
degree 2 is a 3-vertex; therefore, denote by yi its third neighbor. Since xai and xai+1 are
endvertices of a line of some chain, there exists exactly one bi such that ai <bi <ai+1
and d(ybi) 6= 2.
Let G0 = Gnfx0; : : : ; xn−1g. By the minimality of G, we may assume that  is an
(L; 1)-coloring of G0. By the denition of chain-cycles, all neighbors of yi except xi
are in G0. Hence, for every i 62 fa0; b0; : : : ; ak−1; bk−1g, yi is a 1-vertex in G0. Therefore,
we may assume that every such yi is colored dierently from its neighbor in G0.
Assign to every vertex xbi a color from L(xbi)nf(ybi)g. Now, for every
i2f0; : : : ; k − 1g, color vertices xbi+1; : : : ; xai+1 , one by one, each dierently from its
previous vertex on C. Let Pi = f[xai ; xbi ] for every i2f0; : : : ; k − 1g. Note that every
inner vertex xj (ai < j<bi) of Pi is a 3-vertex and its third neighbor yj is colored
dierently from its neighbor in G0. Now, if bi=ai+1, then the only possible neighbor
of xbi with the same color as xbi is xai and vice versa. Otherwise, bi >ai+1 and neither
xai nor xbi has a neighbor with the same color as itself. In that case, we can extend 
to Pi, in the same way as we extended  to a conguration from Fig. 2 in the proof
of Lemma 2.3. Thus, we obtain an (L; 1)-coloring of G, which is a contradiction.
3. Discharging
In this section, in the next four theorems, will be proved the upper bounds of
Theorem 1.1. Each of these theorems is proved by a contradiction. It will be
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Fig. 3. A special face of a 1-minimal graph.
assumed that G is a counterexample to the theorem with jV (G)j + jE(G)j as small
as possible.
Recall that we can rewrite Euler’s polyhedral formula asX
v2V (G)
(4−  d(v)) +
X
f2F(G)
(4− (2− ) r(f)) = 8: (1)
Now, assign charge of c(v) = 4 − d(v) to each vertex v2V (G) and charge of
c(f)=4−(2−) r(f) to each face f2F(G). Thus, by (1), the total charge of G is 8.
In the proof of each theorem we will use the technique of discharging. In Theorems
3.1{3.3, we will assume that  = 1 and in Theorem 3.4, we will assume that  = 2.
By rules that are stated in the proof of each theorem, we will redistribute the charge,
without changing its sum. In each theorem it will be proved that the resulting charge
c assigned to every face and vertex of G is nonpositive, which is a contradiction since
the total charge must be 8.
Note that graphs considered in this paper are not necessarly 2-connected. Therefore,
multiple incidence will be always considered. Thus, for example, in the rules below,
when we say ‘face f receives a charge x from v’ it means that f receives charge x
from v as many times as it is incident with v.
Theorem 3.1. g169.
Proof. Suppose that the theorem is false. Then there exists a 1-minimal plane graph G
of girth at least 9. A 9-face of G is special if it is like that from Fig. 3 with the
additional assumption that both f[v1; v4] and f[v4; v8] are lines of some chains. Notice
that w must be a 2-vertex. Now, redistribute the charge by the following rules:
Rule 1.1. Suppose that v is a 2-vertex. Then every vertex u adjacent with v receives 15
from v if d(u)>5. The remaining charge of v is divide equally among its incident faces.
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Fig. 4. Congurations from Rule 1:2.
Rule 1.2. Suppose that v is a 3-vertex with degrees of its neighbors as in Fig. 4
(e.g. in (a), d(v1) = d(v2) = 2 and d(v3)>3). Then
(a) each of f1 and f2 receives 12 from v and f3 receives no charge from v;
(b) each of f1 and f2 receives 14 and f3 receives
1
2 from v;
(c) each of f1, f2, and f3 receives 13 from v.
Rule 1.3. Suppose that f is a special face. (See Fig. 3 for illustration.) Redistribute
1
12 from f to face f
0. (Observe that f0 is 2-adjacent with f at v8 and the degrees of
the vertices w, v7, v8, and v0 are 2, 3, 2, and 4, respectively.)
By Lemma 2.1(a), G does not contain two adjacent 2-vertices and by Rule 1.1,
c(v) = 0 for every 2-vertex v. By Lemma 2.1(b), for every 3-vertex at least one of
its neighbors is of degree >3. Hence, Rule 1.2 is applied on every 3-vertex. Thus, for
every 3-vertex v, c(v) = 0. If v is a 4-vertex, then c(v) = c(v) = 0 and if d(v)>5,
then c(v)6c(v) + d(v)=564− 45d(v)60.
Suppose now that f is a face of G with a facial walk C = v0v1 : : : vn−1v0. We will
prove that c(f)60. If vi is a 3-vertex, denote by yi its third neighbor. By the rules,
every 2-vertex vi of C gives at most 1 to f and every 3-vertex of C gives at most
1
2 to f. Since r(f)>9, it is now easy to see that if C has at most one 2-vertex,
then c(f)60. Hence, we may assume that va0 ; : : : ; vak−1 (k>2) are the 2-vertices of
C enumerated as they appear on C. By Lemma 2.3, we may assume that for every
i2f0; : : : ; k−1g there exists bi with ai <bi <ai+1 and either vbi is a vertex of degree
>4 or it is 3-vertex but if ybi is a 2-vertex, then it has another neighbor in vai ; : : : ; vai+1 .
By Rule 1:3 (face f will have the role of f0 and vertex vi will have the role of v8
in Fig. 3) the following always holds:
() If f receives a charge from a 2-adjacent special face at vertex vi, then either
d(vi−2)=d(vi)=2; d(vi−1)=3; d(vi+1)=4 or d(vi)=d(vi+2)=2; d(vi+1)=3; d(vi−1)=4.
However, f receives at most k=12 charge from the 2-adjacent special faces.
For i=0; : : : ; k−1, let Pi=f[vai ; vai+1 ] and pi= jV (Pi)j. Since no two 2-vertices are
adjacent, pi>3 for every i. Denote by c(Pi) the contribution of charge from vertices
of Pi to f. We want an upper bound for c(Pi). An endvertex of Pi contributes at
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Table 1
All possibilities for which c(f)> 0
Case n k ni 6= 0 c(f)
1 9 2 n4 = n7 = 1 1=4
2 9 2 n5 = n6 = 1 1=3
3 9 3 n4 = 3 1=2
4 10 3 n4 = 2; n5 = 1 1=12
5 9 3 n3 = n4 = n5 = 1 1=3
6 9 3 n3 = 2; n6 = 1 1=12
7 9 4 n3 = 3; n4 = 1 1=12
most 1 to f and an inner vertex of Pi, dierent from vbi , gives at most
1
2 . Vertex vbi
contributes to f at most 13 if ybi is not a 2-vertex. Otherwise, ybi is a 2-vertex and
has another neighbor on Pi. Then, vbi contributes
1
2 to f. Note that in this case Pi is
a path of length> 10 (otherwise, we obtain a cycle of length< 9). If vbi is adjacent
to vai or vai+1 and Pi < 10, then, by Rule 1:2(b), it gives at most
1
4 to f. Now, it is
not hard to see that c(Pi)62 if pi = 3 (by Rule 1:2(a), the inner vertex of Pi does
not give any charge to f), c(Pi)62 + 12 +
1
4 if pi = 4; c(Pi)62 + (pi − 3)=2 + 13 if
56Pi69 and c(Pi)62+ (pi − 2)=2 if pi>10. Equality holds in the second and third
inequalities only if Pi is a line of some chain conguration. Denote by nj (j>3) the








Hence, it follows that





























ni − k + k12
= 4− 11
12





(6i − 11)ni − 112
X
i>10
(6i − 13)ni: (2)
(In the inequality, we obtain ‘−k’ since every 2-vertex is considered twice.) Denote
by c(f) the right-hand side of inequality (2). Thus c(f)6c(f).
Suppose c(f)> 0. Since k>2, it follows that ni = 0 for every i>8. It is clear that
k64. If k = 2 or 3, by a small calculation, we nd that c(f)> 0 only in the cases
described in the rst six entries of Table 1. If k = 4 then c(f)> 0 only when either
n3 = 4 or n3 = 3 and n4 = 1. Case n3 = 4 is not possible since then n=8. Case n3 = 3
and n4 = 1 is considered as the seventh entry of the table. In all other possibilities
c(f)60 and so c(f)60.
Note that except case 4, in all other cases n = 9. In what follows, we will show
that in all of these seven cases, although c(f)> 0, necessarily c(f)60. Note that no
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vertex from V (G)nV (C) is adjacent to two vertices from V (C); otherwise, we obtain
cycle of length < 9. Thus, C will always satisfy the rst condition for a chain-cycle.
Consider the rst four cases. By (), face f receives a charge from some special face
only if n3>1. Thus, in these four cases, f receives no charge from special faces. If C
satises the second condition for a chain-cycle, then C is a chain-cycle and we obtain a
contradiction by Lemma 2.4. This implies that C has a vertex vl with l 62 fa0; : : : ; ak−1g
such that it is of degree at least 4 or if it is of degree 3 then l 62 fb0; : : : ; bk−1g and yl
is not a 2-vertex.
In cases 1 and 2, when calculating c(f), we assumed that f receives a charge from
two special faces. And vertex vl gives a charge of at least 16 less to f than was added
in c(f). Therefore, c(f)6c(f)− 16 − 21260.
In case 3, when calculating c(f), we assumed that f receives a charge from three
special faces. Since vl−1 or vl+1 is a 2-vertex, by Rule 1:2, vl gives at least 14 less to
f than we added in c(f). Hence, c(f)6c(f)− 14 − 312 = 0.
Similarly, in case 4, when calculating c(f), we assumed that f receives a charge
from three special faces. Hence, c(f)6c(f)− 312< 0.
Consider now the fth case. Since n3 = n4 = n5 = 1, we may choose notation such
that v1, v4, and v8 are 2-vertices. Note that in the calculation of c(f), we assumed that
f receives a charge from three special faces. Also note that v0 does not give charge
to f since v1 and v8 are 2-vertices (by Rule 1:2(a)). Consider now the following three
subcases:
d(v0)>5: Then, by Rule 1:1, each of v1 and v8 gives 15 to v0. Thus, each of these two
vertices gives at least 110 less to f than it was assumed in the calculation of c(f). By
(); f receives no charge from special faces. Hence, c(f)6c(f)− 110 − 110 − 312< 0.
d(v0) = 3: In this case f may receive charge from some special face 2-adjacent
with f only at v8 or v1, but then d(v7) = 4 or d(v2) = 4, respectively (by ()). Note
that when calculating c(f), we assumed that v7 and v3 are 3-vertices which give at
least 13 and
1
4 to f, respectively. So, if f receives a charge from one special face,
then c(f)6c(f)− 14 − 212 = 0 and if f receives charge from two special faces, then
c(f)6c(f)− 14 − 13 − 112< 0.
So, we may assume that f receives no charge from special faces. Thus, c(f)6
c(f)− 312 (= 112 ). Equality holds only if f[v1; v4] and f[v4; v8] are lines of some chain
congurations. But since d(v0) = 3, it follows that C is a chain-cycle, which is a
contradiction (by Lemma 2.4). Therefore assume there exists vl with l 62 f0; 1; 4; 8g,
which is not a 3-vertex or it is a 3-vertex but its neighbor yl is not 2-vertex and
l 62 fb1; b2g. Then vl gives at least 16 less charge than was added in the calculation of
c(f). Thus c(f)6c(f)− 16 − 312< 0.








3 . Equality holds here only if f[v1; v4] and f[v4; v8]
are lines of some chain congurations and d(y7) = 2 (if d(y7)>3 then we obtain 14
instead of 13 in the right side of the second inequality (by Rule 1:2(b)). Now, it is not
hard to see that c(f) is positive (with value 112 ) only if it is a special face. But then
f, by Rule 1:3, gives 112 to the 2-adjacent face at v8 and so c
(f)60.
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Consider now the sixth case. By (), it is not hard to show that f cannot receive a
charge from three special faces. Therefore, f receives charge from at most two special
faces. But, when calculating c(f), we assumed that f receives a charge from three
special faces. Hence, c(f)6c(f)− 11260.
Finally, consider the last case. As in case 6, when we calculated c(f), we assumed
that f receives a charge from four special faces. If f receives charge from at most
three special faces, then c(f)6c(f) − 11260. Otherwise, we may assume that ver-
tices v0; : : : ; v8 have degree 2; 3; 2; 4; 2; 3; 2; 4; 4; respectively. By Lemma 2.3, the third
neighbor of v1 is of degree >3. Similarly, the third neighbor of v5. Now, by Rules
1:1{1:3, it follows that c(f) = 4− 9 + 412 + 4< 0.
Theorem 3.2. g267.
Proof. Suppose that the theorem is false. Then there exists a 2-minimal plane graph
G of girth at least 7. We redistribute the charge by the following rule:
Rule 2. Suppose that d(v)=2 or 3. Then every face f incident with v receives 1 from
v if d(v) = 2 and 13 from v if d(v) = 3.
Now, we will prove that c(x)60 for every x2V (G)[F(G). By Rule 2, for every
vertex v of degree 2 or 3; c(v)=0. Clearly, for every vertex v with d(v)>4; c(v)=
c(v) = 4 − d(v)60. Suppose now f is an arbitrary face of G. By Lemma 2.1(a),
G has no two adjacent vertices both of degree 63. Therefore, r2(f)+r3(f)6br(f)=2c.
Since r(f)>7, we deduce that












Proof. Suppose that theorem is false. Then there exists a 3-minimal plane graph G of
girth at least 6. By Lemma 2.1(a), we may assume that G has no two adjacent vertices
both of degree 64. A 6-face of G is special if it is like that of Fig. 1 with the only
dierence that d(v1)>6. A 6-face of G is quiet if it is not special but it is incident
with three 2-vertices. Thus, every 6-face of G incident with three 2-vertices is either
special or quiet. Now, redistribute the charge by the following three rules:
Rule 3.1. Suppose that d(v)= 2 or 3. Then every vertex w adjacent with v receives 14
from v if d(w) = 5 and 25 if d(w)> 5. If the remaining charge of v is positive, then
divide it equally among its incident faces.
Rule 3.2. Suppose that f is a special 6-face and 2-adjacent with a face f0 which is
neither special nor quiet. Then f0 receives 110 from f.
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Fig. 5. Conguration from Rule 3:3.
Rule 3.3. Suppose that f is a special 6-face such that each of the three 2-adjacent
faces is special or quiet. See Fig. 5 for illustration. Thus, assume that each of faces








Now, we will prove that after applying the above rules, every vertex and face of
G has a nonpositive charge. By Rule 3:1, c(v)60 for every 2- or 3-vertex v. Every
4-vertex v neither receives nor gives charge; therefore, c(v) = c(v) = 0. Suppose now
that d(v)>5. By Lemma 2.1(b), if d(v)67, then d2(v)+d3(v)6d(v)− 1. If d(v)=5,
then c(v) = c(v) + 14 (d2(v) + d3(v))6 − 1 + 44 = 0 and if 66d(v)67, then c(v) =
c(v)+ 25 (d2(v)+d3(v))6
3
5 (6−d(v))60: Finally, if d(v)> 7, then d2(v)+d3(v)6d(v),
and we nd in a similar way that c(v)6[20−3d(v)]=5< 0. Thus, c(v)60 for every
v2V (G).
Suppose now that f is a face of G. By Rule 3:1; f receives at most 34 from each
incident 2-vertex and at most 112 from each incident 3-vertex. By Rule 3:2; f receives
1
10 from each 2-adjacent special 6-face, of which there are at most r2(f). Denote by
r(f) the number of special 6-faces from which f receives charge by Rule 3:3. Each
such special 6-face f has a common 5-vertex v with f. Let V  be the set of all
such v. Each such v has a consecutive neighbor v of degree >5 on the facial walk
of f and the other four neighbors of v are 2-vertices. (For example, if f has the
role of f05 and f
 has the role of f from Fig. 5, then the common 5-vertex is v5





Lemma 2.1(c), it follows that v 62V . Now, it is not hard to see that r(f) = jV j6
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If r(f)>7, then (3) gives



















Suppose now that r(f)=6 with r2(f)62. It is not hard to see that the right-hand side
of (3) has maximum when r2(f)=2 and r3(f)=1. Hence, c(f)6−2+1720+ 112+ 340< 0.
Finally, assume that r(f)=6 with r2(f)=3. Let the boundary of f be v1v2v3v4v5v6v1.
Since no two 2-vertices are adjacent, we may assume that d(v2) = d(v4) = d(v6) = 2.
By Lemma 2.2, we may also assume that d(v1)>6. Since no two consecutive vertices
on the facial walk of f are of degree >5, r(f) = 0. Now, consider the following
two cases:




40 from vertices v2; v4, re-
spectively. (Notice that f does not receive charge from other vertices and faces.)
Since either Rule 3:2 or Rule 3:3 applies, f gives at least 110 to other faces. Thus,
c(f)6− 2 + 2110 − 110 = 0.
2. f is quiet. Since f is not special, we may assume that d(v3)>6. Notice that f
neither gives nor receives charge from any face. (This is why we call it a quiet




40 , respectively. Thus, c
(f) =−2 + 3920< 0.
Theorem 3.4. g465.
Proof. Suppose that the theorem is false. Then there exists a 4-minimal plane graph
G of girth at least 5. We assign charge taking =2 in (1) and redistribute the charge
by the following rule:
Rule 4. Suppose that d(v)>6. Then every face incident with v receives − 43 from v.
Suppose that v is a vertex of G. If d(v)65, then c(v) = c(v) = 4− 2d(v)60. And
if d(v)>6, then c(v)6c(v) + 43d(v) = 4− 2d(v) + 43d(v)60.
Suppose now that f2F(G). By Lemma 2.1(a), f has at least three incident vertices
of degree at least 6. Therefore, by Rule 4, c(f)6c(f)− 4 = 0.
So we have shown that c(x)60 for every x2V (G) [ F(G).
Remark. One can dene a parameter g0d, similar to gd, for (not-list) improper colorings,
i.e., let g0d be the smallest number such that every planar graph of girth at least g
0
d
is (2; d)-colorable. It is also an interesting problem to determine g0d. The bounds for
gd in Theorem 1.1 obtained in this paper and in [4] are also valid for g0d. Notice that
always g0d6gd; but is it true that g
0
d = gd?
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