Introduction
This report describes the deployment and demonstration of the first phase of a Site-Wide Global Parallel File System on the open network. The report and the references herein are intended to certify the completion of the following Level 2 Milestone from the ASC due at the end of Quarter 4 in FY05:
Milestone: 464 Title: Complete Phase 1 Integration of Site-Wide Global Parallel File System (SWGPFS) Category: Campaign 11-NA113, Advanced Simulation and Computing ASC Program Element: Simulation and Computer Science
The milestone is defined as follows:
"At LLNL, the Lustre file system will be deployed to create a new Site-Wide Global Parallel File System (SWGPFS) for both the open and classified networks. On the open network, SWGPFS will be the primary data resource for capacity systems, BlueGene/L, and visualization resources and will have high-speed access to the HPSS archive. Deployment on the classified network will follow at a later date when appropriate multicluster security plans are in place. For this milestone, Phase 1 of the SWGPFS will be deployed and scalable file system functionality will be demonstrated between a minimum of two LLNL ASC platforms and archival storage on the open network. File system performance will be demonstrated using the IOR test suite to show transfers between the Lustre-enabled clusters with a minimum of 60% of the effective measured aggregate network and I/O bandwidth available and a target of 80%. Archive performance of at least one GigaByte per second will also be demonstrated using HPSS interfaces to the archive."
Milestone integration/interfaces we defined as:
"Integration of an initial SWGPFS requires continued cooperation between ICC, PSE, and VIEWS program elements at LLNL. The Lustre file system PathForward effort also requires continued tri-lab cooperation with LANL and SNL. The SWGPFS team will work closely with the HPSS project and file system and platform vendors to ensure successful early deployment of this new file system model."
The milestone was completed September 23, 2005. We demonstrated that two ASC clusters of heterogeneous architecture, sited in different buildings, can share the same parallel filesystem, and that the performance achieved from both clusters exceeds the required levels, and either exceeds, or very slightly under achieves, the desired levels. In addition we demonstrated archival data rates between the shared parallel file system and the archival system satisfied the 1GB/s archival data rate requirement.
Background
There has been substantial development of the Lustre parallel filesystem prior to the configuration described below for this milestone. The initial Lustre filesystems that were deployed were directly connected to the cluster interconnect, i.e. Quadrics Elan3. That is, the clients (OSSes) and Meta-data Servers (MDS) were all directly connected to the cluster's internal high speed interconnect. This configuration serves a single cluster very well, but does not provide sharing of the filesystem among clusters.
LLNL funded the development of high-efficiency "portals router" code by CFS (the company that develops Lustre) to enable us to move the Lustre servers to a GigEconnected network configuration, thus making it possible to connect to the servers from several clusters.
With portals routing available, here is what changes: (1) another storage-only cluster is deployed to front the Lustre storage devices (these become the Lustre OSSes and MDS), (2) this "Lustre cluster" is attached via GigE connections to a large GigE switch/router cloud, (3) a small number of compute-cluster nodes are designated as "gateway" or "portal router" nodes, and (4) the portals router nodes are GigE-connected to the switch/router cloud. The Lustre configuration is then changed to reflect the new network paths.
A typical example of this is a compute cluster and a related visualization cluster: the compute cluster produces the data (writes it to the Lustre filesystem), and the visualization cluster consumes some of the data (reads it from the Lustre filesystem). This process can be expanded by aggregating several collections of Lustre backend storage resources into one or more "centralized" Lustre filesystems, and then arranging to have several "client" clusters mount these centralized filesystems. The "client clusters" can be any combination of compute, visualization, archiving, or other types of cluster.
This milestone demonstrates the operation and performance of a scaled-down version of such a large, centralized, shared Lustre filesystem concept.
Description of the Hardware Configuration
A diagram of the network and disk configuration used for the demonstration for this milestone is shown on the next page. ALC: ALC clients are indirectly connected to the IP network to which the Lustre storage servers are connected. In this configuration, data flows first over ALC's Elan3 network from clients to nodes that are assigned to be "portals router nodes," and then the data flows from the portals router nodes over gigabit-ethernet networks to the Lustre storage server nodes. The "portals router nodes" are required to "gateway" the portals-over-Elan3 streams to/from the portals-over-GigE streams. The protocol underlying the portals-over-Elan streams is native Quadrics Elan comms, while the protocol underlying the portals-over-GigE streams is TCP. In this Lustre configuration, the netperf client processes are run on the ALC portals router nodes (there are 16 of these) and communicate with netperf server processes running on the Levi Lustre storage server nodes -OSSes (there are 14 of these).
uBGL:
The BGL architecture connects 64 compute nodes (CNs) via an IBM-proprietary tree network to each IO node (ION). IONs are invisible to user applications running on the CNs (but essential to their operation). The IONs serve as the Lustre clients, and are directly connected to the IP network to which the Lustre storage servers are connected. In this Lustre configuration, there is no need for "portals router nodes". The netperf client processes are run on the uBGL IONs (there are 128 of these) and communicate with netperf server processes running on the Levi Lustre storage server nodes -OSSes (there are 14 of these). The protocol used here is TCP. 
Demonstration Details
The network bandwidths of the cluster connections, the disk bandwidth of the back-end Lustre storage devices, and the resulting milestone performance goals (derived from the milestone description), are shown in the table below. Units are in MB/sec. 
Archival Interface
The Lustre global parallel file system is designed to act as fast temporary storage for our supercomputing resources. But our users need a way to transfer data to or from archival storage. In the past this was accomplished by running the archival interface codes on the interactive (or login) nodes associated with the various compute resources. The interactive nodes could access the local file system and were also attached to the highspeed archival network. With the advent of the global (or site wide) filesystem we are able to move this archival interface function to a special purpose cluster designed to perform the archival interface function. Part of this milestone was to demonstrate 1GB/s between the Lustre filesystem and the HPSS based archive.
