Abstract. In this note, we give a direct proof of the Gaussian integrability as µe δd 2 (x,x 0 ) < ∞ for some δ > 0 provided the Lyapunov condition for symmetric diffusion Markov operators, which answers a question proposed in Cattiaux-Guillin-Wu [3, Page 295]. The similar argument also works under the Gozlan's condition arising from [6, Proposition 3.5].
Introduction
In this note, we will investigate how to directly derive the Gaussian integrability from two kinds of criteria for the Talagrand's inequality W 2 H, say the Lyapunov condition and Gozlan's condition presented in a symmetric diffusion Markov setting. In the sequel, denote by E a completed connected Riemannian manifold of finite dimension, d the geodesic distance, dx the volume measure, µ(dx) = e −V (x) dx a probability measure with V ∈ C 2 (E), L = ∆ − ∇V · ∇ the µ-symmetric diffusion operator, Γ(f, g) = ∇f · ∇g the carré du champ operator, and E the associated Dirichlet form, which satisfy the formula for integration by parts ∇f · ∇gdµ = − f Lgdµ, f ∈ D(E), g ∈ D(L).
First of all, say W 1 is a Lyapunov function if there exist two constants b 0 and c > 0 such that for some x 0 ∈ E and any x ∈ E LW (−cd 2 (x,
More general, to avoid assuming the integrability and second-order differentiability of W , it is convenient to introduce a locally Lipschitz function U 0 such that in the sense of distribution
which means for any nonnegative h ∈ C ∞ c (E) holds
When W ∈ C 2 (E), (1.1) and (1.2) are equivalent by taking U = log W . And it is not hard to see that (1.1) implies a weaker version for some c ′ , b ′ and R
The Lyapunov condition plays a powerful role in studying coercive functional inequalities or estimating convergence rate of Markov processes, which even works as a substitute of curvature dimentional condition in some cases. Here we give a partial account of applications. A simple proof of the Poincaré inequality through (1.3) can be found in Bakry-Barthe-Cattiaux-Guillin [1] . The L 1 transportation-information inequality W 1 I was discussed further under (1.1) by Guillin-Léonard-Wu-Yao [9] . Then Cattiaux-Guillin-Wu [3] showed the Talagrand's inequality and logarithmic Sobolev inequality (LSI for short) provided (1.2), which was also applied to weighted LSIs for heavy tailed distributions by [4] . Most recently, Guillin-Joulin [7] obtained non-Gaussian concentration estimates by means of functional inequalities with some kind of Lyapunov condition yet.
According to [3, Lemma 3.5] , it was proved that if the Lyapunov condition (1.2) holds, there exists some δ > 0 and
which is necessary to derive some kind of restricted LSI and W 2 H, see [3] too.
Their strategy of proof of [3, Lemma 3.5] starts from (1.2) and the spectral gap to show W 1 I due to [9] . Then it implies a L 1 transportation-entropy inequality W 1 H by Guillin-Léonard-Wang-Wu [8] , which is equivalent to (1.4) according to Djellout-Guillin-Wu [5] . The whole proof relies on a series of works of transportation inequalities, thereupon the authors of [3] feel interested in finding a simple or direct proof of (1.4), see [3, Page 295] .
Indeed, there exists an elementary proof, and we actually obtain
is not enough to derive the Gaussian integrability, since W = exp
q with 2(q − 1) = p fulfills the above condition with respect to
We further investigate another criterion for transportation-entropy inequalities. According to Gozlan [6, Proposition 3.5] , if there exists ω ∈ C 3 (R) with ω
ω ′3
M for some constant M , and
for some constant u > 0, then a transportation-entropy inequality holds with the
. An interesting case is to set
satisfying ω ′ (0) = 1 and
1, which corresponds to W 2 H. In [3] , it was pointed out that (1.5) is not comparable to the Lyapunov condition (1.2) in general. Using the similar argument, we still have 
Remark. To yield the Gaussian integrability, or equivalently W 1 H, the original constant 1 10 in (1.5) can be increased to arbitrary a < 1−
The technique of proof is the same as [1, Page 64]. Now, we prove Proposition 1.1.
Proof. Let β n = d 2n (x, x 0 )dµ, which satisfies a recursion by using (2.1) that
Since β 0 = 1 and β 1 b c , we get the integrability of all d 2n (x, x 0 ). However, it is useless to estimate β n through (3.7) directly because the factor (n−1) 2 c grows too fast. We combine the Hölder inequality and (3.7) to derive
Taking any γ >
γn for big n, which yields some C > 0 such that
Hence, for any δ < γ −1 < √ c, we have by the Fatou's lemma
The proof is completed.
Proof of Proposition 1.2
We firstly drive a Poincaré like inequality.
Lemma 3.1. If the Gozlan's type condition (1.6) holds, there exists two constants λ 1 and λ 2 with big R such that for any h ∈ D(E)
Proof. For convenience, denote a = 23 27 , dν i = e −aV dx i and
which satisfies 0 φ r 1 and |(φ r )
The proof has three steps. Step 1. For any ε > 0, there exists R > 0 by (1.6) 
It follows for any h ∈ D(E)
, using the formula for integration by parts yields
Through the Cauchy-Schwartz inequality, we have for any positive ε 1 , ε 2 and ε 3
which implies by combining these estimates and taking ε 1 + 3ε 2 + ε 3 = 1 − a
Step 2. Since
for any x i and there exists x j with |x j | 2 |x| 2 /m,
We also have
Choose R (depending on ε and ε 1,2,3 ) so big that
Step 3. We have to decide the range of ε and ε 1,2,3 . First of all, fix ε 1 < 4 27m , and take any ε 2 such that ε 1 + 3ε 2 < which implies all β n < ∞.
For simplicity, abbreviate λ
