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Comparisons are made between potential energy surfaces (PES) for N2 + 
N and N2 + N2 collisions and between rate coefficients for N2 dissociation 
that were computed using the quasiclassical trajectory method (QCT) on 
these PESs. For N2 + N we compare the Laganà’s empirical LEPS 
surface with one from NASA Ames Research Center based on ab initio 
quantum chemistry calculations. For N2 + N2 we compare two ab initio 
PESs (from NASA Ames and from the University of Minnesota). These 
use different methods for computing the ground state electronic energy 
for N4, but give similar results. Thermal N2 dissociation rate coefficients, 
for the 10,000K-30,000K temperature range, have been computed using 
each PES and the results are in excellent agreement. Quasi-stationary 
state (QSS) rate coefficients using both PESs have been computed at 
these temperatures using the Direct Molecular Simulation of 
Schwartzentruber and coworkers. The QSS rate coefficients are up to a 
factor of 5 lower than the thermal ones and the thermal and QSS values 
bracket the results of shock-tube experiments. We conclude that the 
combination of ab initio quantum chemistry PESs and QCT calculations 
provides an attractive approach for the determination of accurate high-
temperature rate coefficients for use in aerothermodynamics modeling. 
 
Introduction 
 Physics-based modeling of hypersonic flows is predicated on the availability of 
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approach has been built around the use of quantum mechanical calculations to describe 
the interaction between the colliding particles and is described in detail in Ref. 11. In 
this approach, a potential energy surface (PES) is computed by solving the electronic 
Schrödinger equation and collision cross sections are determined for that PES using 
classical, semiclassical or quantum mechanical scattering methods. Reaction rate 
coefficients are computed by integrating the cross sections with the appropriate 
Maxwell-Boltzmann weighting. State-to-state rate coefficients are determined by 
integrating over a Maxwellian distribution of collision energies. Finally, thermal rate 
coefficients are determined by summation of the Boltzmann-weighted state-to-state rate 
coefficients for reactions of molecules in all relevant ro-vibrational energy levels. If the 
flow is in thermal non-equilibrium, the translational, vibrational and rotational energy 
modes can be represented in different ways: (1) the rovibrational energy modes can be 
described by an internal temperature that is distinct from the translational temperature T, 
(2) three different temperatures (for translation, vibration and rotation) can be used to 
describe the distributions, or (3) the populations of individual ro-vibrational energy 
levels can be determined by solving the Master Equation[2], or through the use of Direct 
Molecular Simulation[3]. The PES-to-rate coefficient approach had been proposed and 
attempted in the early days of digital computing, but it is only in the last 15 years that 
computer hardware and software have been up to the task of calculating accurate 
interatomic and intermolecular potentials and determining state-to-state reaction cross 
sections or rate coefficients. 
 
 Recently several new “first principles” potential energy surfaces to describe ro-
vibrational energy transfer and dissociation in molecular nitrogen have become 
available. These have been computed by solving the quantum mechanical Schrödinger 
equation for the electronic energy of three or four nitrogen atoms at a large number of 
geometric arrangements. The resulting energies are fit to an analytical expression for 
rapid interpolation of the energy for any arbitrary geometry and have been used in 
quasiclassical trajectory (QCT) calculations to determine collision cross sections and 
reaction rate coefficients for inelastic and dissociative processes. Examples for N2 + N 
collisions are the PESs from NASA Ames Research Center[4-5], the L4 PES from the 
Universidad del Pais Vasco, Spain[6] and a PES from the Universidade de Coimbra in 
Portugal[7]. For N2 + N2 collisions there are PESs from NASA Ames[8], the University 
of Minnesota[9] and the Università di Perugia[10].  
 
 Possibly the earliest example of a PES dates to 1931 with the empirical potential 
of Eyring and Polanyi[11] for the interaction of three hydrogen atoms, which was based 
on the theoretical Valence Bond theory treatment of London[12] for H3. This was later 
made more general by Sato’s[13,14] addition of an overlap parameter and used for QCT 
of atom-diatom exchange reactions involving hydrogen and halogen atoms (hence the 
acronym LEPS). This empirical potential has a simple analytical form and has been 
widely used for computations of simple collisional processes involving three or four 
atoms (e.g., atom + diatom and diatom + diatom collisions). The H3 LEPS potential was 
used by Erying and others for Transition State Theory[15] calculations of rate 
coefficients and by Karplus et al. for QCT calculations of atom-diatom collisions[16]. 
Laganà et al.[17] generated a LEPS potential for N2 + N collisions that has been used by 
Esposito and coworkers[18] for QCT calculations of state-to-state N2 energy transfer 
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and thermal homogeneous exchange and dissociation rate coefficients. For an atom-
diatom system (designated A + BC), a PES generated using the LEPS formalism 
exhibits a preference for a collinear arrangement of the three atoms, with an energy 
barrier that can be adjusted by varying the Sato parameter. The minimum energy path 
for the exchange reaction A + BC → AB + C traverses this barrier. For N2 + N, the 
LEPS surface has an energy barrier of 36 kcal/mol. In contrast, the ab initio PESs [4-7] 
have energy barriers of 44-47 kcal/mol for the exchange pathway with a bent transition 
state (the N-N-N angle is 116-118o). Furthermore, this transition state has unequal N-N 
bond lengths and there is a shallow energy well at the symmetric geometry. 
 
 In order to use a quantum mechanical PES for simulating collisional processes it 
must be represented by an analytical function. The PES is computed for a geometric grid 
and the set of geometries and energies must be accurately represented by that multi-
parameter function. The process of determining the functional form and values for the 
parameters that reproduce these energies is quite tedious and time consuming, because it 
involves non-linear fitting in many dimensions. Three and four atom systems have three 
and six geometric variables, respectively. Each research group has their own recipe for 
devising the geometric grid, computing the electronic energy (i.e., the atomic orbital 
basis set expansion and treatment of electron correlation effects used in solving the 
electronic Schrödinger equation) and defining the analytic expression used to represent 
the PES. As a result, when there are two or more PESs for a given collisional system, it 
is likely that there will be differences between the potentials and between QCT rate 
coefficients computed using each PES.  
 
 With all these potentials available for use, the obvious questions arise, such as: 
how do these PESs compare, how sensitive are QCT cross sections and rate 
coefficients to the accuracy of the PES, and, most importantly, what cross sections or 
rate coefficients should be used for Direct Simulation Monte Carlo (DSMC) and 
Computational Fluid Dynamics (CFD) flow field calculations? In this paper, 
comparisons will be made between the different PESs and between thermal and 
phenomenological rate coefficients computed using them. The most complete datasets of 
cross sections and rate coefficients have been obtained using the NASA Ames[8] and 
University of Minnesota[9] PESs for N2 + N and N2 + N2, so those comparisons will be 
the major emphasis of this paper. The rate coefficient comparisons will be made for 
collisional dissociation under thermal equilibrium[2,19-20]  and quasi-steady state 
(QSS) conditions[2,3]. Work at Ames[2] and Minnesota[3] have used 0-d Master 
Equation (ME) and Direct Molecular Simulation (DMS) methods to compute 
phenomenological (i.e., QSS) dissociation rate coefficients, which take into account 
energy transfer and other collisional processes such as exchange and recombination 
reactions. For this study, we will compare dissociation rate coefficients for N2 + N and 
N2 + N2 computed with these potential energy surface. For N2 + N we compare the 
LEPS and NASA and for N2 + N2 we compare the NASA and Minnesota potentials, as 
these have been used for QCT calculations of dissociation rate coefficients. As both the 
NASA Ames and U. Minnesota potentials for N2 + N2 are independently constructed and 
free from empirical calibration, the results of these comparisons should provide 
validation of this aspect of the physics-based approach to hypersonic chemistry models. 
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Description of the “NASA” and “Minnesota” Potentials for N2 + N2 
 
 The potential energy surfaces generated to describe N2 + N2 collisions at NASA 
Ames Research Center and the University of Minnesota (hereafter called the NASA PES 
and Minnesota PES, respectively) are based on similar quantum chemistry methods 
[1,8,9]. In these calculations, the electronic Schrödinger equation is solved, 
approximately, by a double expansion technique. This is carried out for a fixed 
geometric arrangement of the nuclei. First a basis set expansion of atomic orbital 
functions is used and the Schrödinger equation is solved in the approximation that each 
electron feels the average Coulombic forces of all the other electrons (called the Hartree-
Fock solution, or HF). This step results in the generation of a set of molecular orbitals 
that are linear combinations of the atomic orbital basis. Then the HF approximation is 
removed in a sequence of steps that account for the true electron-electron interactions 
(called electron correlation). This part of the calculation uses a basis of electron 
configurations, i.e., different arrangements of the electrons in the molecular orbitals. The 
calculated electronic energy approaches the exact solution of the Schrödinger equation 
as the two basis expansions become infinite. These calculations are repeated for each 
geometric arrangement of the atoms to generate a set of geometries and energies to 
describe the interactions between the atoms. For the N4 system, the goal of these 
calculations is to accurately represent the energy of the atoms relative to some reference 
geometry (e.g., two N2 molecules at their equilibrium bond lengths, re, and separated by 
a very large distance). An accuracy of ±5 kJ/mol is often considered “chemical 
accuracy”, meaning the potential can be used for computing reaction rate coefficients 
with accuracies comparable to modern experimental methods. 
 
 The NASA and Minnesota PESs are based on the same atomic orbital basis, the 
so-called augmented correlation-consistent polarized valence triple zeta basis[21,22]. 
The NASA PES utilized two different methods to compute the electron correlation. The 
coupled cluster method (CCSD(T))[23] was used for geometries where there are two 
distinct N2 molecules and the multi-reference configuration interaction method 
(MRCI)[24] was used for other geometries. The latter method used complete active 
space (CASSCF)[25] molecular orbitals instead of Hartree Fock. This approach includes 
the most important electron correlation effects in the orbital optimization process, and 
also speeds up the convergence of the MRCI expansion. The CCSD(T) method requires 
considerably less computer time per geometry than does the CASSCF-MRCI method. 
For the N4 PES, the CCSD(T) method was used for 3821 geometries and the CASSCF-
MRCI method was used for 325 geometries.  For the CCSD(T) calculations, the 2s and 
2p electrons were included in the calculation (5 eletrons per N atom, thus the 1s 
electrons were kept in the Hartree-Fock orbitals), while for the CASSCF-MRCI 
calculations only the 2p electrons (3 electrons per N atom) were included for the 
CASSCF and all the 2s and 2p electrons were included for the MRCI.  Several classes of 
geometries were used: linear, planar (rectangular, trapezoidal and T-shaped) and various 
non-planar arrangements. For all of these sets of geometries, both N2 bond lengths were 
varied from the re – 0.2 Å to 5 Å.  
 
 For the NASA PES, these N4 energies were fit to a complicated function that 
describes the potential energy in terms of six geometric variables. This fitting function 
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uses a 2-body term V(2) (the N2 diatomic potential calculated by the same MRCI method 
as used for N4) summed up for each of the six N-N pairs that are possible and an 
interaction term V(INT) which is fit to {Ei –Σj V(2)j} where the Ei represent the calculated 
potential energies for the set of geometries. Owing to the fact that different quantum 
mechanical methods were used, CCSD(T) and MRCI energies for the same geometry 
are not the same. So all of the CCSD(T) energies were scaled by a single multiplicative 
factor that was determined in the fitting process of fitting V(INT).  An additional 
expression is used to ensure the fitted potential exhibits the correct long-range behavior 
when the two N2 molecules or a triatomic molecule and atom are separated by more than 
5 Å. This behavior is also built into the 2-body term. Finally, after the fitting parameters 
have been optimized to fit the quantum mechanical energies, the 2-body term for N2 is 
replaced by an accurate empirical expression. This ensures that the PES reproduces the 
correct ro-vibrational levels and long-range form for N2. We use the potential derived by 
LeRoy[26] modified to have more accurate behavior in the repulsive region (when r < re 
- 0.2 Å). For this PES, an N2 molecule has 9390 ro-vibrational levels with 61 vibrational 
levels for J=0. The maximum rotational quantum number is 279 (for v=0). Of these (v,J) 
levels, 1969 are quasibound, meaning they lie above the dissociation limit, but lower 
than the centrifugal barrier for a particular value of  J. The quasibound levels can 
spontaneously dissociate by tunneling, but most of them have lifetimes that are long 
compared to the time between collisions.  The determination of the ro-vibrational energy 
levels was carried out using the semiclassical WKB method[27], which closely 
approximates the fully quantum mechanical results.  A more detailed discussion of the 
quantum mechanical calculations and PES fitting process can be found in Ref. 1. 
 
 The Minnesota PES[9] is based on quantum mechanical calculations that are 
similar to those described above. The same atomic orbital basis set is used (except that 
some of the d- and f-orbitals are dropped from the augmentation set). A similar 
CASSCF procedure is used to obtain the molecular orbitals, but second-order 
perturbation theory was used in place of MRCI. That method is called CASPT2 [28]. 
Only the 2p electrons are included in the CASPT2 calculations. The use of the smaller 
augmentation and exclusion of the 2s electrons results in an N2 dissociation energy of 
228.7 kcal/mol that is in excellent agreement with the experimentally determined value 
of 228.4 kcal/mol. In contrast, a calculation with the same atomic orbital basis set, but 
with all the 2s and 2p electrons included, yielded a dissociation energy of 220.3 
kcal/mol. The Minnesota N2 potential has 55 vibrational levels (6 fewer than the NASA 
N2 potential) and the maximum value for J is 279 (same as for the NASA PES). In all 
there are 9198 ro-vibrational levels for N2 with this potential, 7122 levels are bound and 
2076 are quasibound. The calculation of the ro-vibrational energy levels was carried out 
using the same WKB method described above. The difference in the number of ro-
vibrational levels reflects a difference in the long-range behavior of the two potentials. 
This can be seen in Figure 1. These calculations were carried out for 15363 geometries 
describing N2 + N2 and 1017 additional geometries describing N3 + N. As a result, the 
resulting PES was expected to represent both N2 + N2 and N2 + N collisions. These 
geometries included nine sets of N2 + N2 arrangements and 3 sets of N2 + N 
arrangements.  Within each set of N2 + N2 geometries, one N2 bond length was varied 
between 0.8 and 6.0 Å and the other has fixed at re and re ± 0.2 Å. Therefore, these 
geometries describe situations where only one of the molecules is highly vibrationally 
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excited or dissociating. The distance between centers of mass of the N2 molecules was 
varied between 1 and 10 Å. The fitting function for the Minnesota PES is similar to that 
described above. The 2-body potential is the CASPT2 N2 potential energy curve and the 
V(INT) was fit to the quantum mechanical energies minus the sum of 2-body energies. 
The process was simpler than in the NASA case, because there was only one 
computational method used.  
 
 As an example, the comparison between the NASA and Minnesota PESs for 
rectangular N4 geometries is shown in Figure 2. In this arrangement, two N2 molecules 
(both with bond length r) are a distance R apart. R (in bohr) is plotted along the x-axis 
and r (in bohr) is plotted along the y-axis. Each contour line represents a constant value 
of the N4 potential energy relative to the energy of two N2 molecules at r = re and R = ∞. 
The red line represents zero energy and each successive blue line represents an increase 
in energy of 5 kcal/mol. The green line on the bottom plot is the locus of points with r = 
R (square geometries). One can see that for the two cases (NASA and Minnesota) the 
PESs are quite similar. For the low energy region around the r ≅ re and R ≥ 5 bohr, the 
channel in the NASA PES is narrower in r and shallower in R. Other small differences 
can be seen throughout the contour plots.  
 
Quasiclassical Trajectory Calculations of N2 Dissociation Rate Coefficients 
 
 Given a potential energy surface that represents a pair of colliding atomic or 
molecular species, collision cross sections and rate coefficients can be simulated using 
classical mechanics using Hamilton’s equations.[1] These describe the time evolution of 
positions and momenta of all the atoms involved in the collision. The interatomic forces 
are given by the derivative of the potential energy with respect to the position 
coordinates. One starts a collision with the species well separated and numerically 
integrates the trajectory as the atoms or molecules approach, interact and separate. 
Initially any molecules involved in the collision have rotation and vibration that 
corresponds to quantized levels. Their orientation and vibrational phase and impact 
parameter are randomly assigned, and the relative collision energy (Erel) is specified. 
After the collision the products may be different from the initial state of the reactants 
due to ro-vibrational energy transfer (inelastic processes) or reaction (exchange or 
dissociation).   The rotational and vibrational levels of the products are no longer 
quantized, due to the use of classical mechanics, but quantum numbers maybe assigned 
by binning. Usually thousands or millions of trajectories are computed and the overall 
reaction or energy transfer probabilities are used to compute collision cross sections. If 
the collision energy is fixed, the collision cross section is given by Sr(Erel) = π×bmax2×Pr, 
where Pr is N(i)/Ntot the probability of a specific outcome (e.g., dissociation of an N2 
molecule) – that is the number of occurrences (N(i)) in a batch of Ntot trajectories.  If Erel 
is sampled from a thermal distribution (at temperature T), the probability is proportional 
to a thermal state-to-state rate coefficient at that temperature. The rotation and vibration 
energies can also be sampled from thermal distributions at the same or different 
temperatures. Due to the Monte Carlo methodology used for the random sampling, the 
statistical error is roughly proportional to Ntot-1/2. For N2 + N using the NASA Ames N3 
PES, state-to-state rate coefficients for energy transfer, exchange and dissociation were 
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computed for N2 in each of the 9390 ro-vibrational levels.[1,2] For N2 + N2, thermal 
dissociation rate coefficients have been computed using both the NASA[29] and 
Minnesota[19,20] PESs. The NASA Ames state-to-state rate coefficients for N2+N have 
been used in (ME) simulations of N2 dissociation and thermal relaxation in the presence 
of a small amount of atomic nitrogen [2], yielding dissociation rate that correspond to 
QSS conditions. In this calculation, internal temperature is not used. Instead, the 
population of each ro-vibrational level is tracked as the relaxation progresses toward 
thermochemical equilibrium. 
 
Direct Molecular Simulation Method 
 
 The DMS method is essentially the direct simulation Monte Carlo (DSMC) 
method [30] where all stochastic collision models are replaced by trajectory calculations 
performed on a potential energy surface (PES). It was first developed by Koura who 
called it the classical trajectory calculation DSMC.[31-33]  The Direct Molecular 
Simulation (DMS) method and the QCT method involve integration of many trajectories 
between pairs of particles. The major difference between the two methods is that in a 
QCT calculation, initial collision pairs are sampled from a Boltzmann distribution and 
the pre- and post collision states of the particles are used to determine bulk properties, 
while in a DMS calculation, trajectory calculations are carried out within a time-accurate 
flow simulation and the final state of each particle after a trajectory calculation becomes 
its initial state for the next trajectory. Consequently DMS can be used directly to 
simulate transient flows and can resolve non-Boltzmann conditions [3,34,35]. For the 
purpose of this section we will only consider trajectories involving N2-N2 interactions. 
 
 Similar to DSMC, the DMS method simulates only a fraction of real molecules 
in the volume of interest; enough to resolve the local distribution functions to a desired 
precision. A simulated molecule therefore represents a large number (Wp) of identical 
real molecules. Also, similar to DSMC, the DMS method moves simulated molecules 
without interaction for time steps on the order of the local mean-collision-time (τc) and 
also randomizes the impact parameters (and initial orientations) of colliding molecules 
by choosing collision pairs randomly within each small volume (typically a cube of 
dimension equal to one mean-free-path). 
 
 For the zero-dimensional relaxation calculations presented in this article, particle 
movement is not required and only a single flow volume is considered. Therefore a zero-
dimensional DMS simulation advances with time steps on the order of τc and, at each 
time step, particle pairs are randomly selected within the volume for trajectories. The 
main difference compared to DSMC is that instead of using phenomenological 
probabilistic models to determine the collision rate and collision outcomes, trajectories 
on a specified PES are performed instead. In this manner, the outcomes of the 
trajectories completely determine the post-collision states of the molecules in the 
system. These states then become the initial states for subsequent collisions during a 
future time step. This results in a direct simulation of an evolving gas system including 
translational-rotational-vibrational energy exchange and dissociation and also allowing 
non-Boltzmann energy distributions to develop. The only model input to a DMS 
calculation is the PES and the simulation only operates on the positions and velocities of 
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atoms (whether bonded within a molecule or not). As a result, the DMS method makes 
no a-priori assumptions about decoupling of rotational and vibrational energy, rather 
rotational and vibrational energies of molecules are only calculated as a post-processing 
step in order to analyze the simulations for model development. 
 
 The core DMS algorithm is relatively straight-forward and has been described in 
detail in prior publications [3,36], however, we briefly summarize the method here for 
clarity. Given an initialized system of Np molecules with weight Wp in a volume V 
(initialization is discussed later), during each DMS time step (ΔtDMS), a conservative 
number (NT-max) of molecules pairs are randomly selected for trajectories, based on a 
maximum expected collision rate: 	  
t-maxN = 12 pN pN −1( ) max
(σ g) pW Δ DMSt
V
.	  	  	  	  	  	  	  	  	  	  	  	  	  	   	   	   (1) 
Here, σ is an appropriate collision cross-section (discussed later) and g is the center-of-
mass relative velocity of the molecule pair. The value (σg)max is a conservative estimate 
for the maximum value found for all collision pairs and can be updated during the 
simulation.  
 
 The value of NT-max is rounded to the nearest integer (N*T-max) and this number of 
molecule pairs are randomly selected within the volume. Next, each of the N*T-max pairs 
are accepted for a trajectory calculation with probability PT, given by 	  













.	   	   	   	   	   	   (2)	  
Equations 1 and 2 form the standard No-Time-Counter collision rate model used in 
DSMC. When used in the DMS and DSMC methods, these equations result in the 
following average number of collisions per volume per time step: 	  
TN =< TP > × Tmax*N = 12 pN pN −1( )
<σ g > pW Δ DMSt
V
.	  	  	  	  	   	   (3) 
This is precisely the expression for the collision rate of the gas, where <Pt> and <σg> 
represent the average taken over the molecule pairs. Note that the conservative estimate 
(σg)max does not affect the collision rate. 
 
 Once the molecules pairs are selected for trajectories (using Eqns.  1 and 2), a 
trajectory calculation is performed for each pair, similar to the QCT method. A detailed 
description of the initialization of these trajectories, involving two particles can be found 
in Refs [3,35]. The two body trajectories are carried out in a relative coordinate system. 
Specifically, for a trajectory involving two particles A and B as illustrated in Fig. 3: 
1. Particle A is placed at the origin and particle B is placed at a distance Dcutoff from 
A on the x-axis. B is then displaced by an impact parameter b = bmax×Rf11/2 and 
rotated by a random angle θ = 2π Rf2 on the y-z plane. Here Rf1, Rf2 denote 
random numbers between zero and one. The pair is given a relative velocity |g|, 
which is obtained from the center of mass velocities of the pair. 
2. Particle B is rotated about the origin to align the relative velocity vector with g . 
3. The atom positions and velocities relative to the center of mass of each molecule 
are known from the system initialization or from the particle's previous trajectory 
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4. The trajectory is advanced using a Velocity-Verlet integrator technique, which 
integrates the equations of motion: 
  F =m dv

dt = − r∇ V (r)





 	  	   	   	   	   	   	   	   (5) 
Here, r is the atomic position vector, v is the atomic velocity vector, m is the 
mass of the atom and V is the potential energy given by the PES. The trajectories 
are integrated until the minimum separation between atoms (not bonded within 
the same molecule) becomes greater than Dcutoff. 
5. Atomic positions and velocities for both pre- and post-states are available for 
post-processing. Most importantly, each particle exiting a trajectory maintains its 
new atomic positions and velocities (relative to the center of mass) as the initial 
state for the particle's next trajectory.   
 Similar to QCT, trajectories are initialized with an impact parameter b, such that  
0 < b < bmax. As described in previous publications [3,36] the appropriate cross-section 
to use in Eqs. 1 and 2 is therefore a hard-sphere cross-section corresponding to bmax: σ = 
π b2max. The value of bmax should be chosen conservatively, but the particular value of 
bmax has no effect on the solution [35]. For example, a larger value of bmax will lead to 
the calculation of more trajectories (via Eq. 2). However, since the trajectories are 
initialized with 0 < b < bmax, many trajectories would have large values of b which 
would result in no deflection or change in energies (i.e. no “collision”). A smaller value 
of bmax results in fewer trajectories, however each trajectory is more likely to result in a 
change in molecule properties. In this manner, as long as bmax is chosen conservatively 
so as to capture all relevant collision dynamics its precise value has no effect on the 
simulated collision rate or collision outcomes, both of which result entirely from the 
PES. This has been explained and demonstrated in Ref. 36. For the simulations 
discussed in this article, bmax = 6 Å and Dcutoff = 15 Å. 
 
 The DMS calculations presented in this article focus only on internal energy 
transfer and dissociation processes for N2-N2 collisions. If a trajectory results in the 
dissociation of a molecule, the resulting atoms are simply removed from the simulation. 
As a result, the density, and therefore, collision rate change during the simulation. As 
described below, this is accounted for when interpreting the results. DMS simulations 
including both N2 molecules and N atoms have been studied in other articles [37].  
 
 Relaxation calculations were carried out using both, the Ames PES and the 
Minnesota PES and the history of the system composition and internal energy 
distributions were compared. Similar to previous studies [3,34] the translational 
temperature (Ttr) of the system was kept constant by resampling (i.e. resetting) the 
center-of-mass velocities of all molecules using a Maxwell-Boltzmann distribution after 
each DMS time step.  
 
 The system is initialized with atomic positions and velocities generated to 
correspond to nitrogen molecules drawn from Boltzmann energy distributions for the 
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given temperature (T). That is, at t=0, Ttr = Tr = Tv =T. During initialization only (t=0), 
molecule rotational and vibrational energies are sampled from quantized Boltzmann 
energy distributions corresponding to the specific PES used. The WKB method is used, 
following the algorithms outlined by Bender et al. [20] and discussed earlier. During 
DMS calculations, since only atomic positions and velocities are used, quantized 
internal energy states are not determined except for post-processing. As the system 
evolves, some of the molecules dissociate and, as a result, vibrational and rotational 
energy is removed from the system due to dissociation. This decrease in energy in 
vibrational and rotational modes shows up as a drop in vibrational and rotational 
temperatures. Here Tr and Tv are simply calculated as the average rotational and 
vibrational energies in the entire system, rescaled by the Boltzmann constant. 
Eventually, the vibrational and rotational temperatures level off at values lower than Ttr, 
a condition called the quasi-steady state (QSS). The QSS is characterized by time 
invariant, non-Boltzmann distributions for the vibrational and rotational energy modes. 
Once the system is in QSS, the dissociation rate coefficient is calculated from the rate of 
change of the N2 density with time, by fitting the composition histories obtained by the 
DMS method to the rate law:  
 d[ 2N
dt = − Dk 2N"# $%
2 ,	   	   	   	   	   	   	   (6) 
where kD is the dissociation coefficient rate coefficient. It is important to note that these 
dissociation coefficients account for dissociation due to N2 - N2 collisions only. 
 
 An example for an isothermal relaxation can be seen in Fig 4. In this example the 
gas is initialized with Ttr = Tr = Tv = 30,000K and the translational temperature is kept 
constant at Tt = 30,000K. As the system evolves, the vibrational and rotational 
temperatures drop before leveling off at Tr ~ 23,4000K and Tv ~ 20,800K, after which 
the system is said to be in QSS. The density of the system was initialized as ρ = 1.28 
kg/m3. This can be set arbitrarily and leads to a specific time-scale for the collision rate 
and therefore system evolution.  
 
 Figure 5 shows the vibrational and rotational distribution functions of molecules 
in the QSS for the example discussed above. When compared with the equilibrium 
(Boltzmann) distribution at 30,000K it is observed that the QSS distributions have 
depleted populations at higher vibrational levels and rotational levels. This is due to the 
fact that molecules in higher levels are more frequently lost due to dissociation and the 
bound-bound collisional mechanisms that replenish the populations at these levels 
cannot keep up with the dissociation process. As a result, the population distribution in 
QSS is inherently non-Boltzmann. These results are presented for demonstrative purpose 
and are taken directly from earlier publications [3,34]. 
 
Results and Discussion 
 
 Figure 6 shows a comparison of the thermal rate coefficients for N2 + N → N + 
N + N. The QCT rate coefficients from NASA[4,5] and Esposito et al.[18] at Bari 
University are compared with the results of shock tube experiments carried out by  
Appleton et al.[38], Hanson and Baganoff [39], and the 2-temperature hypersonic 
chemistry model developed by Park[40-42] which is currently the de facto standard for 
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aerothermodynamic modeling. Appleton’s shock-tube experiments were carried out for a 
temperature range of 8000K to 15,000K and have a published uncertainty of ± 37%. 
Hanson and Baganoff’s measurements were carried out for temperatures between 5700K 
and 12,000K and the uncertainty estimate was not given. The experimental and 2-
temperature model rate coefficients are shown as 3-parameter Arrhenius fits 
extrapolated to the full temperature range in this figure. The concave curvature in the 
Hanson curve is for temperatures well above the range of their measurements and should 
not be considered physically meaningful. The NASA rate coefficients were computed 
for 7500 < T < 25,000K. The Bari data[18] were computed for 1000 < T < 10,000K 
using the LEPS potential of Laganà et al.[17]. The overall agreement between Ames, 
Appleton and Park is quite good. The Bari data are in reasonably good agreement with 
the other data sets for T < 10,000K, but extrapolation of their results to higher 
temperature leads to large differences from the other rate coefficient data. Using the 
NASA PES, QSS rate coefficients have been determined from ME calculation[2]. The 
thermal and QSS rate coefficients are compared in Table 1. The QSS values are smaller 
than the thermal values by a factor of 0.65 to 0.5, with the larger difference at higher 
temperature. This is a consequence of preferential dissociation from high-lying ro-
vibrational levels whose populations are depleted as the ensemble of N2 molecules 
relaxes. 
 
Table 1. Rate Coefficients for N2 + N → N + N + N from QCT and ME Calculations 
 




7,500 3.320×10-15 2.180×10-15 
10,000 1.310×10-13 8.140×10-14 
12,500 1.081×10-12  
15,000 4.337×10-12  
20,000 2.280×10-11 1.260×10-11 
25,000 5.878×10-11  
30,000 1.010×10-10 5.390×10-11 
 
 
 Figure 7 shows a comparison of thermal rate coefficients for N2 + N2 → N + N + 
N2. The NASA[8] and Minnesota[19,20] values are compared with Appleton[38], 
Hanson and Baganoff [39], Thielen and Roth[44] and the Park 2-T model[40-42]. The 
comments made concerning the Appleton and Hanson results for N2 + N apply here as 
well. The Thielen and Roth measurements were made for a temperature range of 3390 K 
to 6435 K and no experimental uncertainty was given. That study was primarily 
concerned with measuring dissociation rate coefficients for N2 + Ar collisions and 
introduced a multiplicative factor βN2 = k(N2+N)/k(N2+Ar) with the assumption that this 
ratio is independent of temperature. The best Arrhenius fit to the experiments with a 
range of initial N2 mole fractions yielded a value of 2.5 for βN2. The NASA8 and 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  8	  The	  thermal	  rate	  coefficients	  given	  in	  Ref.	  4	  are	  incorrect	  as	  a	  result	  of	  an	  inadvertent	  computer	  error.	  The	  corrected	  values	  are	  given	  in	  Table	  2.	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Minnesota thermal rate coefficients are also summarized in Table 2 along with the QSS 
rate coefficients described below. The overall agreement between these data for the 
NASA and Minnesota PESs is excellent, but these rate coefficients are 2-4 times larger 
than the data from Appleton et al.[38] over the temperature range of that shock tube 
experiment (from 8000K to 15,000K).  
 
 We have carried out DMS calculations to compare isothermal relaxations using 
both the NASA and Minnesota PESs for Tt=10,000K, 15,000K, 20,000K and 30,000K. 
For the Tt=30,000K and 20,000K simulations 1×106 DMS molecules (Np) were used, 
and for the Tt=10,000K and 15,000K cases 60,000 DMS molecules were used. The 
particle weight (Wp) for all simulations was set to one. The density for all simulations 
was set to 1.28 kg/m3.The calculations for N2-N2 using the Minnesota PES developed by 
Paukku et al.[9] were reported previously by Valentini et. al [3]. New DMS calculations 
for N2 - N2 using the NASA PES developed by Jaffe et al.[8] at NASA Ames Research 
Center are carried out for the present study. The DMS method (and simulation code) 
used is identical to that used in Ref. 3 where the subroutine for the NASA Ames PES is 
called instead of the one for the Minnesota PES. 
 




 Figure 8(a)-(c) shows the composition histories for isothermal relaxations at Tt = 
30,000K, 20,000K, 15,000K and 10,000K, respectively. Comparing the number of N2 
molecules remaining in the system versus time, it is clear that the rate of dissociation 
increases with increased Tt as expected. The composition histories, and therefore the 
rates of dissociation predicted by both PESs, are in remarkable agreement for Tt = 
30,000K and 20,000K cases. A noticeable difference is seen for the Tt = 10,000K case 
where using the NASA PES predicts a higher dissociation rate than does using the 
Minnesota PES. However, for this case, the relaxation is in its early stages as less than 
10% of the initial N2 molecules have dissociated.  To quantify the rate of dissociation at 
each temperature, dissociation rate coefficients are calculated using Eq. 6. After an 
initial period of simulation time, the slope of the N2 density (e.g., in Fig. 8) decreases at 
a near constant rate. This is the QSS condition. The QSS rate coefficients for N2 
dissociation obtained for the interactions modeled by the NASA PES and Minnesota 
PESs are be given in Table 1 along with the thermal rate coefficients discussed earlier. It 
is apparent from the table and Fig. 8 that the thermal and QSS dissociation rate 








8,000 4.38×10-15 4.60×10-15   
10,000 6.64×10-14 7.10×10-14 4.67×10-14 1.98×10-14 
13,000 9.43×10-13 9.13×10-13   
15,000 2.74×10-12  8.78×10-13 7.99×10-13 
20,000 1.76×10-11 1.63×10-11 3.92×10-12 3.30×10-12 
30,000 1.09×10-10 8.51×10-11 1.88×10-11 1.81×10-11 
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coefficients predicted by the two potentials agree very well. Furthermore, these 
dissociation rate coefficients are compared with Arrhenius fit of the dissociation rate 
coefficients inferred from shock-tube experiments performed by Appleton et. al.[38] in 
Fig 9. It should be noted that the Appleton experimental data were measured at 
temperatures between 8,000K and 15,000K, so the values at 20,000K and 30,000K are 
extrapolations. It is apparent from the figure that there is good agreement between the 
rate coefficients obtained from the DMS calculations and the experimental values. 
Additional experimental data from Hanson and Baganoff[39] and Thielen and Roth[44] 
are also shown in Fig.  9. The predictions of both the NASA Ames and Minnesota PESs 
lie within the experimental uncertainty and, compared to the variation in measured rates, 
the agreement between the PESs is remarkably close, even at 10,000K. The thermal rate 
coefficients given in Table 2 for the Minnesota PES are 4 -5 times larger than the QSS 
values. For the NASA PES, the 20,000K and 30,000K values show a similar ratio 
between thermal and QSS, but the thermal:QSS ratio for 10,000K is only 1.4.  This may 
signify a difference between the NASA and Minnesota PESs, or it may signify that the 
QSS condition has not been established for 10,000K DMS solution. QSS rate 
coefficients are usually smaller than thermal ones at high temperatures, because high ro-
vibrational levels, which are more reactive, tend to get depleted during relaxation to 
thermochemical equilibrium.  
 
 Next, we analyze the vibrational and rotational distribution functions of 
molecules in QSS, as well as the pre-collision distributions of molecules that dissociate. 
These distributions are shown for all three cases in Fig. 10. It should be noted that the 
two PESs [8,9] were developed independently and have several differences. The 
difference that is relevant for this discussion is that the Ames PES supports 61 N2 
vibrational levels and 279 rotational levels while the Minnesota PES supports 55 
vibrational levels and 279 rotational levels. 
 
 Vibrational distribution functions for the molecules in QSS are given by the 
dashed curves labeled as "system in QSS" in Fig 10 (a, c and e).  For all three cases, the 
vibrational distribution functions for the system in QSS are non-Boltzmann due to a 
depletion of higher v levels due to preferential dissociation. For the Tt = 30,000K and 
20,000K cases (Fig 10 (a and c) the distributions for the system in QSS coincide up to v 
~ 47 (f(v) ~ O(10-5)) beyond which the distributions diverge. The divergence of the 
distribution functions in the tail is due to the two PESs having different number of 
levels. Therefore, for the bulk of the molecules in QSS, the two PESs predict almost the 
same vibrational level populations. For the Tt  = 10,000K case the system distributions 
do not precisely coincide but are very similar. The NASA PES result has a greater 
population than the Minnesota PES for levels v > 10. This larger population of higher 
vibrational levels is consistent with the higher dissociation rate predicted by the Ames 
PES (a factor of 2.36 times higher than the Minnesota PES, as noted earlier). However, 
it is also possible that the Tt  = 10,000K case has not reached the QSS condition. 
 
 The vibrational distributions of the pre-collision states of dissociating molecules 
are shown as solid curves in Fig 10 (a, c, and e). As seen in prior publications [3,34], the 
pre-collision distributions for the dissociating species become flatter as Tt increases. At 
Tt = 10,000K  (Fig 10 (e)) most dissociation is from the higher v levels. Since the 
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underlying populations of such high v levels are very small at that temperature, this 
reveals strong vibrational favoring in the dissociation process as documented in detail in 
Ref. 34. However at higher Tt (Fig 10 (a and c)), dissociation occurs from all levels due 
to the higher translational energies available in the collisions. All distribution functions 
in the QSS predicted by both the NASA and Minnesota PESs agree remarkably well. 
Upon close inspection, we see that the NASA PES has less dissociation from lower v 
levels and overshoots the distribution obtained by the Minnesota PES in the middle 
before dropping down at the distribution obtained by the Minnesota PES at the tail end 
of the distribution.  
 
 The rotational distribution functions of molecules in QSS are given by the 
dashed curves labeled as "system in QSS" in Fig 10 (b, d and f). For all the three cases 
the rotational distribution functions are non-Boltzmann due to depletion of high J levels. 
The rotational distribution of the pre-collision states of dissociating molecules is given 
by the solid curves in Fig 10 (b, d and f). In all three cases the rotational distribution of 
the pre-collision states of dissociating molecules are non-Boltzmann, as observed in 
previous work [34]. For all cases, the distributions obtained from the two PESs agree 
almost exactly, except at the tail of the distribution. As pointed out earlier, the difference 
at the tail of the distribution is due to the difference in the number of the ro-vibrational 
levels in the two PESs.  
 
 The calculations of the potential energy surfaces and rate coefficients do not 
contain empirical parameters that can be adjusted to reproduce specific experimental 
data. The fact that there is generally good agreement between the experimental 
dissociation rate coefficients[38,39,43] and the computed QCT rate coefficients provides 




 In this paper we have attempted to evaluate the accuracy of potential energy 
surfaces based on quantum mechanical calculations and of rate coefficients computed 
using classical mechanics based on these potentials. In the last ten years a number of 
such PESs have been prepared to describe atom-diatom and diatom-diatom collisions. 
Since the mid-1990s, most of these potentials have been based on the same group of 
methods for solving the electronic Schrodinger equation – CCSD(T), CASSCF-MRCI 
and CASPT2 using correlation consistent-polarized valence atomic orbital basis sets. 
For the 3-atom systems, the resulting rate coefficients computed using these potentials 
are in good agreement with the generally accepted experimental data for high-
temperature exchange and dissociation reactions encountered in modeling combustion 
chemistry and hypersonic atmospheric entries of spacecraft. It must be noted that there is 
no calibration required or attempted with these rate coefficients. 
 
 We have used the collisional dissociation of N2 to assess the current state-of-the-
art of theoretical and computational methods for determining these rate coefficients. 
We use N2 + N to illustrated this approach for atom-diatom cases.  The rate coefficients 
determined using the NASA PES for N3 are in excellent agreement with shock tube 
experiments, and superior to calculations using empirical and semi-empirical potentials. 
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For 4-atom systems, the best test case is dissociation of N2 due to N2 + N2 collisions 
because there are two independent PESs in the recent literature. We have compared 
thermal rate coefficients computed by the QCT method using the different potentials 
from NASA Ames and the University of Minnesota and found them to be nearly 
identical for temperatures above 10,000K. We have also computed rate coefficients 
under QSS conditions using the DMS method and found similar results. The QSS rate 
coefficients are also in very good agreement with the results of shock tube experiments. 
Therefore, we believe rate coefficients computed in this fashion can be used with 
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Figure 1. Comparison of the N2 diatomic potentials used in the NASA and Minnesota 
PESs for N2 + N2 and N2 + N. (a) shows the full potential curve and (b) shows the 
enlarged region for large r. 
  




Figure 2. Comparison of the U. Minnesota[9] (top) and NASA[8] Ames (bottom) PESs 
for rectangular geometries of N4. N atoms are at the corners of a rectangle. The potential 
energies are relative to two N2 molecules with bond lengths at r = re and R = ∞. Blue and 
red lines represent constant energy contours. The red contour has zero energy and each 
successive blue line represents a 5 kcal/mol increase in energy. The green line in the 
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Figure 4. The temperature and composition history of an isothermal relaxation in a box at T = 
30,000K. The blue curve represents the translational temperature, the black curve represents the 
rotational temperature and the red curve represents the vibrational temperature for the isothermal 
relaxation. The green curve represents the fraction of N2 left in the system. 
 
  








Figure 5. The vibrational (a) and rotational (b) distribution of N2 molecules in QSS for Tt = 
30,000K and the Boltzmann distribution at Tv = Tr = 30,000K.  
 
  






Figure 6. Thermal rate coefficients for N2 + N → N + N + N between 5000K and 
25,000K. Computed rate coefficients using the QCT method with the PES from NASA 
[4,5] and Esposito et al.[18] are compared. The symbols are the actual calculated values 
and the lines are for Arrhenius fits that have been extrapolated over the full temperature 
range. Also shown are extrapolated Arrhenius fits from shock-tube experiments by 
Appleton et al. [38] and Hanson and Baganoff[39] and from Park’s 2-T model[40-42]. 
The Appleton experimental data was obtained for 8000K < T < 15,000K and the Hanson 
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Figure 7. Thermal rate coefficients for N2 + N2 → N + N + N2. Computed rate 
coefficients using the QCT method using the NASA[8] (blue diamonds) and 
Minesota[9] (green circles) PESs are compared, along with values from  shock-tube 
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Figure 8. DMS composition histories for N2+N2 dissociation at (a)Tt = 30,000K, (b)Tt = 
20,000K, (c) 15,000K and (d)Tt = 10,000K as the fraction of N2 remaining in the system. The 
blue solid lines are the results obtained from the NASA PES while the red lines with symbols are 
the results obtained from the Minnesota PES. 
 
Figure 9. N2+N2 dissociation rate coefficients calculated for QSS conditions and compared with 
























NASA	  QSS	  Minn	  QSS	  Appleton	  Hanson	  
	   26	  
 
 
Figure 10. Vibrational and rotational distribution functions for the bound molecules in QSS and 
pre-collision states of dissociated molecules for the Ames (red) and Minnesota (blue) PESs for 
Tt = 30,000K, 20,000K and 10,000K from DMS calculation for N2+N2. The black curves are the 
equilibrium (Boltzmann) distribution at the corresponding temperatures. The solid lines labeled 
as ”Dissociating Species” are distributions for the pre-collision states of dissociating molecules. 
The dashed lines labeled ”System in QSS” are the distribution of the molecules in QSS. 
