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Commutative rings with a totally
disconnected and non-Hausdorff
maximal spectrum
Philipp Jukic
Abstract
In 1969 Ho¨chster proved that for every quasi-compact T1-space X we can find
a commutative ring R such that X is homeomorphic to the maximal spectrum
Specm(R) of R. This result implies the existence of a commutative ring R that
admits a non-Hausdorff and totally disconnected maximal spectrum Specm(R).
However, there has not been an example of such a commutative ring yet. The aim
of this paper is to provide such an example with the help of some relatively new
results about Gelfand rings.
1. Introduction
Here we are interested in the topological properties of the maximal spectrum Specm(R)
of a commutative ring R, where Specm(R) is endowed with the Zariski-topology, i.e
with the subspace induced from from that of Spec(R). To be more precise, we want
to study the relationship between maximal spectra that are either Hausdorff or totally
disconnected. By [MH, Proposition 11] for each quasi-compact T1-space X we can find
a commutative ring R such that X and Specm(R) are homeomorphic. Thus there are
commutative rings R such that Specm(R) is totally disconnected but not Hausdorff, since
one can find a topological T1-space that has these properties. For example, consider the
space Xn = {−∞} ⊎ (0, n) ∩ N ⊎ {∞}. Obviously Xn is totally disconnected for every
n ∈ N. Set X = lim
−→n∈N
Xn where we take the colimit in the category Sets. Take two
one-point compactifications R ⊎ {∞}, R ⊎ {−∞} and let R be their topological union.
Then endow X with the subspace topology of R. Since there are no two neighborhoods in
R that can separate ∞ and −∞. See for example [BR, Theorem 4, p.92]. Furthermore,
X is a quasi-compact T1-space. Additionally, this example illustrates the following
subtility: Suppose we would take X = lim
−→n∈N
Xn in the category Top. Then X is not
quasi-compact anymore. For further details see Section 2 in [HG].
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That just proved the existence of a commutative ring R such that Specm(R) has the
desired topological properties. Our aim is now to give an explicit commutative ring
with these properties. The ring of real continuous functions C0(D,R) (or C0(D) in
short) over some compact interval D j R will serve us as a template. Each maximal
ideal of Specm(C0(K,R)) corresponds to a point x ∈ K. We don not just have corre-
spondence in the category Sets but also in Top: We have a basis for the topology of
Specm(C0(D,R)) given by {DM(f) : f ∈ C0(D,R)}, where DM(f) is the principal open
set D(f) intersected with Specm(C0(K,R)). Each of the principal open sets DM(f)
corresponds to an open set in K and DM(f) is connected if and only if it corresponds to
an interval in D. The reverse is also true: Any interval corresponds to some DM(f) for a
suitable function f ∈ C0(D,R). That means Specm(C0(D,R)) is Hausdorff and not to-
tally disconnected. It seems strange to take a ring as a template that fulfills the opposite
requirements. The usefulness of some properties of the ring C0(D,R) will become ap-
parent when we discuss the meaning of Proposition 2.23 for the construction of our ring
with the special properties. For now we will give just an idea how to modify C0(D,R).
Let D be a before and consider all function D → R that are just piecewise continuous.
Let R denote the set of all such functions. Obviously R is an algebra. Why should
Specm(R) fulfill our topological demands? The continuity of the functions in C0(D,R)
prevented Specm(C0(D,R)) from being totally disconnected. By allowing jumps, there
is a high probability that we can get rid of this obstacle. Let f be a continuous function
and suppose that the set Z(f) = {x ∈ D : f(x) = 0} is connected. Then VM(f) is
connected, where VM(f) = V(f)∩Specm(C
0(D,R)). There is no way to find continuous
functions f1 and f2 such that Z(f) = Z(f1) ⊎ Z(f2). The best result one can achieve is
that Z(f1) and Z(f2) have one common point. Getting rid of the continuity, by allowing
jumps, solves the problem. The downside is that Specm(R) is much bigger and we get a
bunch of new maximal ideals. Therefore Section 2 will this these kind of issues. Finally
Section 3 will finish this process. Section 4 will investigate the relationship between the
maximal ideals of R and ultrafilters. Furthermore, we will investigate the behavior of
dense subrings. At last we will give some considerations with respect to real algebraic
geometry in Section 5.
Let us us introduce the basic concepts that we will need throughout this paper.
Definition 1.1. A ring R is a called a Gelfand-ring if for any two distinct maximal right
ideals m and m′ we can find two elements a ∈ R\m and a′ ∈ R\m′ such that aRa′ = 0.
Things, however, get a lot simpler, since we are considering only commutative rings.
In fact we have the following simple lemma:
Lemma 1.2. If R is a commutative Gelfand-ring, then the characterization in Definition
1.1 is equivalent to the following characterization: For each pair of distinct maximal
ideals m and m′, there are ideals I1 and I2 of R such that I1 " m, I2 " m′ and I1I2 = 0.
Proof : Obvious. 
Proposition 1.3. Let R be a commutative ring. Then the following statements are
equivalent:
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a Spec(R) is normal.
b The ring R is Gelfand.
Proof : That is Lemma 1.2 + [SHS, p. 2]. 
More interestingly, the property of being a Gelfand-ring encodes some topological infor-
mation about Specm(R).
Proposition 1.4. Let R be a ring. Then the following statements are equivalent:
a R is a Gelfand-ring.
b If V1, . . . , Vn j Spec(R) are closed with V1∩· · ·∩Vn = ∅, then there are c1, . . . , cn ∈
R with D(c1) ∩ . . . ∩D(cn) = ∅.
c For all a, b ∈ R with V(a) ∩ V(b) = ∅ there are c, d ∈ R with V(a) j D(c),
V(b) j D(d) such that D(c) ∩D(d) = ∅.
Proof : See [NS, Theorem 4.3, p.706]. 
Let R be a semi-primitive commutative ring, i.e the Jacobson radical J(R) equals {0}.
Suppose that R is Gelfand. Then we choose two distinct points m,m′ ∈ Specm(R). By
statement (b) in Proposition 1.4 we can find c1, c2 ∈ R such that VM (m) j DM(c1),
VM(m
′) j DM(c2) and DM(c1) ∩ DM(c2) = ∅. Thus Specm(R) is Hausdorff. Con-
versely suppose that Specm(R) is Hausdorff. Then for any two distinct points m,m′ in
Specm(R) we can find ideals I1 and I2 of R such that m ∈ DM(I1), m
′ ∈ DM(I2) and
DM(I1)∩DM(I2) = ∅. Since R is semi-primitive this can only work if I1I2 = {0}. Hence
R is Gelfand. In fact we proved a well known fact:
Proposition 1.5. Let R be a commutative ring. The maximal spectrum Specm(R) is
Hausdorff if and only if R/J(R) is a Gelfand-ring.
The usefulness of Proposition 1.5 is that all the information is included in the ring R
if R is semi-primitive. Since the ring of continuous functions and the ring of piecewise-
continuous functions is semi-primitive, we do not need to deal with quotients of rings.
In the following all rings that appear will be commutative.
2. Piecewise continous functions
As mentioned before we introduce piecewise continuous functions:
Definition 2.1. Let D j R be a connected set with int(D) 6= ∅ and S $ D. Further-
more let H be a topological space. We define C0b,S(D,H) to be the set of all bounded
function f : D → H such that the discontinuity points of f are contained in S. With
C0b,S,<∞(D,H) we denote the sub-algebra of C
0
b,S(D,H) that consists of all functions
f ∈ C0b,S(D,H) that have only finitely many discontinuity points.
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In the following we will write C0b,S(D) instead of C
0
b,S(D,R). Similiary we write
C0b,S,<∞(D) instead of C
0
b,S,<∞(D,R). The letter b in C
0
b,S(D) resp. C
0
b,S,<∞(D) stands
for bounded, which is of course redudant as long as we consider continuous functions on
some compact space D j R. However, since we consider piecewise continuous function
there is a difference if we consider bounded piecewise functions or just piecewise contin-
uous functions on some compact interval D j R. For example the function f : D → R
defined by f(x) =
{
1
x−z
, ifx 6= z
1, otherwise
for some z ∈ int(D). Then f is a piecewise con-
tinuous function but does not belong to C0b,S,<∞(D). Let C
1
b,S,<∞(D) be the set of all
functions in C0b,S,<∞(D) with the following property:
• The set of all points, where f is not differentiable, is finite.
In the same manner we can define more generally Cnb,D,<∞(D) for n > 1. Let D j R
be an open interval. Consider the R-vectorspace homomorphism d
dx
: C1b,S,<∞(D) →
C0b,S,<∞(D) defined in the following way: For every f ∈ C
0
b,S,<∞(D) let {x1, . . . , xm} be
the set of all points, where f is not differentiable. We define
d
dx
−
f(y) =
{
d
dx
f |D\{x1,...,xm}(y) if y /∈ {x1, . . . , xm}
limx↑y
f(x+y)−f(y)
y−x
, otherwise
and in the same manner
d
dx
+
f(y) =
{
d
dx
f |D\{x1,...,xm}(y) if y /∈ {x1, . . . , xm}
limx↓y
f(x+y)−f(y)
x−y
, otherwise
and set d
dx
f(y) = 1
2
d
dx
−
f(y) + 1
2
d
dx
+
f(y). If D j R is bounded, then one can extend d
dx
onto D by taking the derivative form the left resp. from the right on the boundary. The
aim of this section is to prove the statement in Theorem 2.3.
Definition 2.2. Let X be a topological space. We say that X is almost totally discon-
nected with respect to set D j R, if there is a finite number i ∈ {1, . . . , n} of maps γi
such that:
• Each γi : D\W → 2
X admits a bijection between D\W and some subsets of X
that are connected for some finite subset W of D.
• Let XC j 2
X consist of all connected subsets of X . Then XC =
⊎n
i=1 im(γi).
Theorem 2.3. The spectrum Specm(C0b,D,<∞(D)) is almost totally disconnected with
respect to D and not Hausdorff.
If not otherwise stated, the ring C0b,D,<∞(D) will be denoted with R. Additionally,
for every x ∈ D we define mx to be set of all f ∈ R with f(x) = 0. Obviously, mx is a
maximal ideal.
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Definition 2.4. Let D j R and let f : D → R be a function. Then the subset Z(f) of
D denotes the set of all points x ∈ D where f vanishes.
Definition 2.5. Let P j R. With N(P ) we will denote the set of all functions contained
in {f ∈ R : ∀x ∈ D : f(x) 6= 0, f ∈ P, f /∈ R×}.
Lemma 2.6. Let I j R be a proper ideal with N(I) 6= ∅. There is a point x ∈ D such
that for every function f in N(I) we have f(y) → 0 for y ↓ x or y ↑ x. Furthermore,
there is only a finite amount of such points.
Proof : Take two different functions f, g ∈ N(I). Suppose that there is no point x ∈ D
such that limy↑x f(y) = 0 resp. limy↓x f(y) = 0 and limy↑x g(y) = 0 resp. limy↓x g(y) = 0.
Then there are function a1, a2 ∈ R such that a1f + a2g ∈ R
×: Chose for example a1
and a2 such that a1f and a2f are always positive. It is easy to see that one can achieve
a1(x)f(x) + a2(x)g(x) ≥ ε for all x ∈ D and some ε > 0. Hence, there must be such a
point x. Obviously, there can only exist a finite number of such points. 
Lemma 2.7. Let I be an ideal in R with N(I) = ∅. Then I = R if and only if⋂
f∈I Z(f) = ∅ .
Proof : Let us skip the trivial direction. We have to show that I contains a unit.
By compactness there is a finite number of functions f1, . . . , fm ∈ I, m ∈ N such that⋂m
j=1Z(fj) = ∅. Obviously, we can find functions a1, . . . , am ∈ R such that
∑m
j=1 ajfj
does not vanish. Since N(I) = ∅, the function
∑m
j=1 ajfj must be a unit. 
Remark 2.8. Lemma 2.7 is not true anymore, if we just demand
⋂
f∈I Z(f) = ∅. For
each x ∈ D let φx be defined by
φx(y) =
{
0 ifx 6= y
1 ifx = y
.
Set P = {φx : x ∈ D} and I = 〈P 〉. Then we get
⋂
f∈I Z(f) =
⋂
x∈D Z(φx) =⋂
x∈DD\{x} = ∅. But I 6= R, since 1 /∈ I.
Proposition 2.9. Let R be a ring. The following conditions are equivalent:
a R is a Gelfand-ring and Specm(R) is totally disconnected.
b Each R-algebra S satisfies this condition: Let f1, . . . , fk be polynomials over S in
noncommuting variables x1, . . . , xm, y1, . . . , ym. Let a1, . . . , am ∈ S. Assume that
∀I ∈ Specm(R) there exists b1, . . . , bn ∈ SI such that
fi(a1, . . . , am, b1, . . . , bn) = 0
for all 1 ≤ i ≤ k. Then there exists d1, . . . , dn ∈ S such that
fi(a1, . . . , am, d1, . . . , dn) = 0
for all 1 ≤ i ≤ k.
5
c R is clean, i.e every element of R can be written as a sum of a unit and an
idempotent element of A.
d R is Gelfand and ∀I ∈ Specm(R), 0I is generated by idempotents.
Proof : See [FC, Theorem 1.1]. 
Remark 2.10. Let us revisit the ring C0(D) from the introduction. It is easy to see
that C0(D) does not satisfy condition (c) of Proposition 2.23, i.e C0(D) is not clean.
Suppose that C0(D) is clean. Then every function for every function f ∈ C0(D) with
Z(f) 6= ∅ would satisfy f − 1 ∈ C0(D)×, i.e Z(f − 1) = ∅. But that is absurd. Hence
C0(D) is not clean. That is the main reason why we take C0(D) as a template. The
idea is that the piecewise continuous functions keep this property and that they admit
a totally disconnected spectrum. Now Proposition 2.23 would imply that the ring of
piecewise continuous functions is not Gelfand and by Proposition 1.5 we are done.
Proposition 2.23 tells us another useful information. Namely, Proposition 2.23 implies
that Specm(C0b,D(D)) is Hausdorff. That follows form the fact that C
0
b,D(D) is a clean
ring: Let f ∈ C0b,D(D) be an arbitrary function. We can find a function g ∈ C
0
b,D(D)
such that:
• For every x ∈ D we have either g(x) = 1 or g(x) = 0.
• For every x ∈ Z(f) there is a neighborhood Ux j D such that Ux ∩ Z(f) = {x},
g|Ux = 1, g(y) = 0 for every y /∈
⋃
x∈D Ux and |f(z)− g(z)| > ε for some ε > 0.
Obviously, g is idempotent and f − g is a unit in C0b,D(D). Therefore Specm(C
0
b,D(D))
is totally disconnected and Hausdorff.
Proposition 2.11. For x ∈ int(D) consider all ideals h j R that satisfy:
A For any finite subset J j h we have
⋂
f∈J Z(f) 6= ∅.
B
⋂
f∈h Z(f) = {x} and
⋂
f∈h Z(f) = ∅.
Let H be the set of all such ideals h that are maximal with respect to condition A and
B. For each x ∈ D\∂D there are subsets Hx, H
′
x j H such that
H =
⊎
x∈D\∂D
(Hx ⊎H
′
x) ⊎Hx2 ⊎H
′
x1
,
where {x1, x2} = ∂D and x1 < x2. Furthermore, for each h, h
′ ∈ Hx there is a function
fh ∈ R such that fh ∈ h
′ if and only if h′ = h. The same holds if we replace Hx by H
′
x.
We will call these functions fh distinguished functions.
Before we proceed further, let us give an example of an ideal I that satisfies condition
A and B. For every n ∈ N large enough1 we define fn ∈ R to be a function such that
1in other words, take N ∈ N and demand n ≥ N .
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Z(fn) = [x −
1
n
, x). Set I = 〈fn : n〉. Then condition A is satisfied: Let J j I be a
finite subset. Each element of f ∈ J can be written as f =
∑
j ajfj, for some aj ∈ R.
Hence
⋂
f∈J Z(f) =
⋂
f∈J Z
(∑
j ajfj
)
k
⋂
j Z(fj) 6= ∅. Since
⋂
n[x −
1
n
, x) = ∅,
we get
⋂
f∈I Z(f) = ∅. Finally it is obvious that
⋂
f∈I Z(f) = {x}. At last let us
discuss the meaning of condition A and B in further detail. Condition A is obviously
necessary. If an ideal would I violate A, then it must have a unit. This is clear since
condition A involves just a finite number of functions and all these functions have a finite
amount of discontinuity points. Condition B forces certain functions to have jumps at
x. If all functions would be continuous around some small neighborhood of x, then⋂
f∈I Z(f) = {x} would coincide with
⋂
f∈I Z(f), which would contradict condition B.
Since Z(fn) = [x−
1
n
, x), we see that fn is not continuous and that fn must have a jump at
x. Finally, we have
⋂
f∈I Z(f) =
⋂
n[x−
1
n
, x] = {x} and
⋂
f∈I Z(f) =
⋂
n[x−
1
n
, x) = ∅.
Proof : First let us determine the maximal ideals with respect to the conditions A and
B. For each point we can easily construct two of these maximal ideals. We will denote
these ideals sometimes by hx and h
′
x to emphasize that they are contained in Hx resp
H ′x. Consider for example the functions h(y) =
{
0 if y < x
1 if y ≥ x
and h′(y) =
{
1 if y < x
0 if y ≥ x
.
These two functions cannot be contained in both hx and h
′
x, because h + h
′ = 1 ∈ R×.
Hence, h ∈ hx and h
′ ∈ h′x. Furthermore, each h that is maximal with respect to the two
statements above must contain such a function. By such a function we mean a function
h with one of the two properties:
• There is a ε > 0 such that h vanishes on (x− ε, x) and there is a δ > 0 such that
h does not vanish on [x, x+ δ).
• There is a ε > 0 such that h vanishes on (x, x+ ε) and there is a δ > 0 such that
h does not vanish on (x− δ, x].
Suppose that h does not contain any such function h. Set h˜ = 〈h, h〉. By the maximality
of h we know that the ideal h˜ will not fulfill condition A or condition B. Suppose
that h˜ violates condition A. Let P j h˜ be a finite subset P = {f1, . . . , fm−1, h}. If⋂
f∈P Z(f) = ∅, then there are a1, . . . , am ∈ R such that
∑m−1
i=1 aifi + amh is a unit.
Restricting the sum onto either (x − ε, x) or (x, x + ε) for x ∈ int(D) and a small
ε > 0, we will get that
∑m−1
i=1 aifi does not vanish on those intervals. This implies that
h must have violated condition A, which is a contradiction. Suppose that condition B
is violated. Since x ∈ Z(h) we see that h cannot be the cause for condition B being
violated. Thus h must have violated condition B, which is again a contradiction.
Let us prove the existence of the distinguished functions. If no such functions exist,
then Hx and H
′
x would be singleton sets, which is obviously not true. Let h ∈ Hx.
Suppose that for each f ∈ h there is another h′ ∈ Hx such that f ∈ h
′. We can assume
that Z(f) consists of isolated points and f /∈ h′′ for all h′′ ∈ Hy, H
′
z with y 6= x and
z ∈ int(D). If f ∈ h′, then every function g ∈ h′, for which the set Z(g) consists of
isolated points, must satisfy |Z(f) ∩ Z(g)| = ∞. But then g ∈ h by maximality, since
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〈h, g〉 will not violate conditions A and B. So all g ∈ h′, with the property that each
point in Z(g) is isolated, are contained in h. Furthermore, it is easy to see that all the
functions in g′ ∈ h′x, where Z(g
′) does not entirely consist of isolated points, must also
be contained in h. Hence h = 〈h, h′〉 = h′, which is a contradiction. Using the same
arguments for h ∈ H ′x finishes the proof. 
Remark 2.12. Let X be a topological space. According to [GM, section 4, p. 54] the
ideals I of C0(X) that satisfy
⋂
f∈I Z(f) = ∅ are called free. Otherwise, they are called
fixed. By [GM, Theorem 4.8, p. 57] every ideal of C0(X) is fixed if X is compact. The
same also holds for the R-algebra C0b (X) of bounded continuous functions. By allowing
functions to have jumps, these statements are not true anymore, since C0b,D,<∞(D) admits
free ideals although D is a compact interval.
Remark 2.13. Distinguished functions arise from the following process: Let I be the
ideal generated by all the functions fn that satisfy Z(fn) = [x−
1
n
, x). Let us consider a
sequence of pairwise disjoint sets Dn such that
⋂
nDn = {x}. Furthermore, all connected
components are intervals and there must be an infinite amount of them. Consider a
function f ∈ R such that Z(f) =
⋃
nDn and the ideal 〈I, f〉. Then 〈I, f〉 is still an
ideal that satisfies condition A and B. However, I $ 〈I, f〉. Refining this process leads
to functions f ′, f ′′, . . . , with I $ 〈I, f〉 j 〈I, f, f ′〉 $ 〈I, f, f ′, f ′′〉 $ · · · . At the end
of such a process stands a distinguished function that has only one root in each of the
connected components of Dn for all n ∈ N.
Lemma 2.14. Consider the set of all distinguished functions fh for h ∈ Hx (resp.
h ∈ H ′x). Define the equivalence relation f ∼ g ⇔ Z(f) = Z(g) for f, g ∈ R. Then this
set corresponds up to ∼ to all strictly increasing sequences (sn)n j D (stictly decreasing
sequences) that converge towards x and for any two such sequences (sn) resp. (s
′
n)
there exists a ε > 0 such that sn 6= s
′
m whenever 0 < x − sn, x − s
′
m < ε (whenever
0 > x− sn, x− s
′
m > −ε).
Proof : By definition the ideals in Hx resp. H
′
x depend heavily on the vanishing
points of their functions. As we saw in the proof of Proposition 2.11, the assertion must
be true: In more detail, there is obviously a strictly increasing sequence (sn)n in Z(fh)
that converges towards x. By taking two strictly increasing sequences out of Z(fh) and
Z(fh′) with the same limit point x, we see that there must be a ε < 0 such that sn 6= s
′
m
whenever x−sn, x−sm < ε. In other words, fh and fh′ admit such sequences. Conversely,
each sequence gives rise to a set of destinguished functions fh with Z(fh) = {sn : n}. 
Proposition 2.15. Each h ∈ Hx, h ∈ H
′
x gives rise to a maximal ideal p and therefore
Hx resp. H
′
x gives rise to a set Px resp. P
′
x of maximal ideals. In fact, the ideals contained
in Px and P
′
x are all the maximal ideals aside form mx. Furthermore, Px, P
′
x j Specm(R)
are connected subsets.
Proof : Every hx ∈ Hx, h
′
x ∈ H
′
x is contained in one maximal ideal px, p
′
x. Note, that a
function f ∈ R is a unit, if and only if ∀x ∈ D∃ε > 0 : |f(x)| ≥ ε. We take all functions
f out of N(R) that satisfy limy↑x f(y) = 0 and f(y) 6= 0 resp. limy↓x f(y) = 0 and
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f(y) 6= 0. Now, hx, h
′
x and these functions give rise to the mentioned maximal ideals:
Let f ∈ N(R) have this property above and take one g ∈ hx. Then it is impossible that
a1f+a2g is a unit for any a1, a2 ∈ R, since we have |a1(y)f(y)+a2(y)g(y)| = |a1(y)f(y)|
for any y ∈ Z(g) and |a1(y)f(y)| becomes arbitrary small, as y → x. Furthermore,
the direction from where these functions in px resp. p
′
x converge to zero, is already
determined by hx resp. h
′
x. As before these ideals give rise to the sets Px and P
′
x.
We have to verify that these are all the maximal ideals. Take one ideal I j R with
the property that N(I) = ∅ and suppose that this ideal is not contained in one of the
maximal ideals we mentioned earlier. Without loss of generality, we can assume that
that
⋂
f∈I Z(f) 6= ∅, otherwise we are done with Lemma 2.7. Since I is not contained in
any mx for x ∈ D, we have int
(⋂
f∈I Z(f)
)
= ∅ and
⋂
f∈I Z(f) = ∅. Hence,
⋂
f∈I Z(f)
is discrete. Take a point x ∈
⋂
f∈I Z(f). Since
⋂
f∈I Z(f) = ∅ and
⋂
f∈I Z(f) 6= ∅,
there is a function f ∈ I with x ∈ Z(f) and x /∈ Z(f). Thus f ∈ px or f ∈ p
′
x. Here
px and p
′
x are suitable elements of Px resp P
′
x. But, since I is not contained in px or p
′
x
two things can happen: If f is contained in both ideals px and p
′
x then there must exist
a function f ′ ∈ I that does not vanish in a small neighborhood around x. If f is just
contained in one of these two ideals, then there are functions f ′ and f ′′ in I that do not
vanish in a small neighborhood next to x from the right resp. form the left. Now we can
choose a, a′, a′′ ∈ R such that af +a′f ′+a′′f ′′ does not vanish in a neighborhood around
x and therefore x /∈
⋂
f∈I Z(f), which is a contradiction. Suppose that N(I) 6= ∅. Take
one f ∈ N(I) and consider all points x, where f ∈ N(I) converges to zero from left resp.
right. By Lemma 2.6 there are only finitely many of them. Then for each point x there
must exists another function f ′x ∈ I such that f
′
x /∈ px resp. f
′
x /∈ p
′
x and some interval
U that satisfies x ∈ U and is located next to x from the right resp. left (depending on
the direction form where f converges to zero), where f ′x does not vanish. But that is
impossible, since we can choose a, ax ∈ R such that af +
∑
x axf
′
x ∈ R
×: For example,
let |ax(y)| = 1 if y is in a small, closed, and connected neighborhood U
′ j U with x ∈ U ′.
If y /∈ U ′, then we set ax(y) = 0. Furthermore, we demand that axfx is non-negative. It
is clear that we can find a ∈ R such that the sum above is a unit in R.
It remains to verify that Px resp. P
′
x are closed and connected. It is enough to prove
this statement for Px. First, let us find an ideal I j R with VM(I) = Px. Let ψn be
a function such that ψn(y) = 1 for y ≥ x and ψn(y) = 0 for (x −
1
n
, x) and ψn(y) = 1
for y ≤ x − 1
n
. Set I = 〈ψn : n > k〉 for k ∈ N big enough. Then I fulfills condition A
and B and therefore VM(I) j Px. For every h ∈ Hx we have h = 〈h, I〉 by maximality,
since 〈h, I〉 does not violate condition A and condition B. Thus p = 〈p, I〉 for all p ∈ Px
and therefore VM(I) k Px. We need to show that for any closed subsets V1 and V2 with
Px = V1 ⊎ V2, we already have Px = V1 or Px = V2. According to Lemma 2.14 we know
that all distinguished functions admit a sequence that has one accomulation point x.
Suppose Px = V1⊎V2, where V1, V2 6= ∅. Then either the defining ideal of V1 or V2 must
contain two distinguished functions such their sequences have only a finite number of
common elements. But hence V1 or V2 would be the whole space Specm(R), since their
defining ideals would contain a unit, resulting in a contradiction. 
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Example 2.16. Here is an example for a distinguished function f ∈ R: Let z ∈ int(D)
and define f(x) = sin
(
1
x−z
)
for x 6= z and f(x) = 1 for x = z. Then f ∈ R. The set
Z(f) has sequences that have z as an accomulation point. Thus f ∈ p for some p ∈ Px
resp. p ∈ P ′x. Take a function f˜ ∈ R such that there is a ε > 0 with f˜(x) = f(x) = 0
whenever z − x < ε or x − z < ε and f(x) = 0. Then f˜ belongs to p. However, if f˜
fails to fulfill this condition, then f˜ /∈ p. Let us verify that f and f˜ cannot appear in
the same ideal p. That is clear if Z(f) ∩ Z(f˜) = ∅, which would violate condition A.
Suppose that 〈f, f˜〉 j p and Z(f)∩Z(f˜) 6= ∅. Consider g := f 2+ f˜ 2 ∈ 〈f, f˜〉. Then g is
non-negative and does not vanish near z. But that would violate condition B. Actually
we have 〈f, f˜〉 j my for some suitable point y ∈ D.
In fact in the proof of Proposition 2.15 a stronger statement about Px and P
′
x:
Corollary 2.17. Let V j Specm(R) be a closed set with V j Px resp. V j P
′
x. Then
either V k Px resp. V k P
′
x or V ∩ Px resp. V ∩ P
′
x is finite.
Proof : This is a combination of Lemma 2.14 and the proof in Proposition 2.15. 
Next we want to prove the missing details of Theorem 2.3. In the following we set
T = {mx : x ∈ D}
and
K =
⊎
x∈D\{x1}
Px ⊎
⊎
x∈D\{x2}
P ′x,
where {x1, x2} = ∂D, x1 < x2.
Definition 2.18. For a subset S j Rn we define iso(S) to be the set of isolated points
of S.
Lemma 2.19. Let V = VM(I) be a closed set such that V j T ∪K and N(I) = ∅. Set
ZK(V ) = {x ∈ D : Px ∩ V 6= ∅ orP ′x ∩ V 6= ∅} and ZT (V ) = {x ∈ D : mx ∈ V }. Then
the following statements hold
a Let C be a connected component of ZK(V ) with int(C) 6= ∅. Then for every
x ∈ int(C) we get that Px ∩ V 6= ∅ and P ′x ∩ V 6= ∅.
b Every connected component of ZK(V ) is closed.
c Every connected component C˜ of ZT (V ) with |C˜| > 2 is contained in one connected
component of ZK(V ).
Proof : (a): Suppose that the assertion made in (a) is not true. Without loss of
generality, we can assume that there is a function f ∈ I such that f ∈ p and f /∈ p′ for
px ∈ Px, p
′
x ∈ P
′
x and x ∈ int(C). There must be some ε > 0 such that f |(x,x+ε) does
not vanish and such that f /∈ N(p′x). But for any point y ∈ (x, x + ε) we would get
py, p
′
y /∈ V for all py ∈ Hy and all p
′
y ∈ H
′
y, which results in a contradiction.
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(b): Let C be a connected component of ZK(V ). If C is a point, then there is nothing
to show. Suppose that C is an interval with |C| ≥ 2. We must show that ∂C belongs
to C. Let ∂C = {x1, x2} with x1 < x2. By (a) we know that Px2−ε ∩ V, P
′
x2−ε
∩ V 6= ∅
for ε > 0 small enough. If x2 /∈ ZK(V ), then Px2 ∩ V = ∅ and P
′
x2
∩ V = ∅. But then
we could conclude that there is f ∈ I and a small neighborhood of x2 such that f does
not vanish there. That, however, contradicts Px2−ε ∩ V, P
′
x2−ε
∩ V 6= ∅ for small ε > 0.
The same arguments also work for x1. Thus ∂C j C.
(c): Let C˜ be a connected component of ZT (V ) with |C˜| > 1, i.e C˜ is an interval.
Since all functions f ∈ I vanish on C˜ it is easy to see that C˜ j ZK(V ). By (b) we know
also that C˜ j ZK(V ). Thus C˜ is contained in one connected component of ZK(V ). 
Remark 2.20. The restriction that we consider just ideal I of R with N(I) = ∅ in
Lemma 2.19 is necessary: Let I be an ideal in R such that N(I) 6= ∅. Then by 2.6 we
have that ZK(V ) is just a finite set and ZT (V ) is just empty. Under this circumstances
only statement b makes sense.
The idea how to proceed further is the following: We take a closed set V := VM(I) j
Specm(R). Then we consider all points x ∈ D such that Px ∩ V 6= ∅ or P ′x ∩ V 6= ∅ or
mx ∈ V . If these points have a connected component that is an interval with more than
one element, then we can divide it into two parts. This can be done with two functions
f1 and f2 such that f1 vanished on one part and not on the other part, whereas f2
has the same properties but in the opposite order. By adding these function to the
ideal, we get the desired decomposition. The same argument works also if the number
of such points is higher than 3. Finally, it remains to consider the situation when only
one point x remains. One point could represent any closed set that contains {mx}
the sets Px and P
′
x resp. one of their finite subsets. Proposition 2.15 tells us that Px
and P ′x are connected sets. If a closed set contains either Px or P
′
x, then it cannot be
written as a disjoint union of non-empty closed sets. Closed sets that contain such a
subset are the only closed subsets of Specm(R) that fail to be totally disconnected. Set
X = Specm(R) and define γ1 : int(D) → 2
X , x 7→ {mx}, γ2 : int(D) → 2
X , x 7→ Px,
γ3 : int(D)→ 2
X , x 7→ P ′x, γ4 : int(D)→ 2
X , x 7→ {px} and γ5 : int(D)→ 2
X , x 7→ {p′x}.
By further extending γ1, . . . , γ5, we finally get
XC = im(γ1) ⊎ im(γ2) ⊎ im(γ3) ⊎ im(γ4) ⊎ im(γ5).
Lemma 2.21. The subspace topology of T is discrete and the subspace topology of K
has only Px and P
′
x and the singleton sets as its connected components.
Proof : We will prove the assertion for T . It is enough to verify that each singleton set
{mx}, x ∈ D in T is open-closed. Consider the set T\{mx}. Let φx be the function that
we have defined in Remark 2.8. The ideal I = 〈φx〉 then satisfies VM(I) ∩ T = T\{mx}.
Hence, {mx} is open-closed and T is a discrete topological space. We prove now that
K has exactly the connected components that we have mentioned above. Suppose that
this is not the case, i.e there is a closed set V j K that is neither Px, P
′
x nor a singleton
set. Let V = VM(I) ∩ K, where I is an ideal in R. By Corollary 2.17 we know that
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V contains either the whole connected component Px resp. P
′
x or just contains a finite
subset of it. If V just contains a finite subset, then it cannot be connected. Thus it must
contain Px or P
′
x. Without loss of generality, we can assume that ZK(V ) is an infinite
non-discrete set: If ZK(V ) is discrete and finite, then V is obviously not connected. The
case where ZK(V ) is discrete and infinite cannot occur, since the ideal I would then
contain a function that has infinitely many discontinuity points. The task is to show
that we can find two ideals I1 and I2 such that V = (VM(I1) ∩ K) ⊎ (VM(I2) ∩ K),
where both sets are not empty. Let (Ci)i be the family of connected components of the
set ZK(V ). It is not hard to see that all components must be closed. Furthermore, all
components are in fact closed intervals. Since ZK(V ) is non-discrete, there is at least
one connected component Ck that is an interval. Take a point z ∈ Ck such that there
are points y1, y2 ∈ Ck with y1 < z < y2. Define ψk : Ck → R as follows: If x < z then
we set ψk(x) = 0 and otherwise ψk(x) = 1. On the other hand we define ψ−k : Ck → R
to be the function with the properties ψ−k(x) = 0 if x ≥ z and ψ−k(x) = 1 if x < z. We
extend these functions onto D such that ψk and ψ−k are constant up to the one jump
that occurs. Set I1 = 〈I, ψk〉 and I2 = 〈I, ψ−k〉. Then I1 and I2 are two ideals that
admit a decomposition into two non-empty closed sets: The function ψk terminates all
Px and P
′
x with x > z and preserves all Px and P
′
x with x < z. On the other hand
side ψ−k terminates all Px and P
′
x with x < z and preserves all with x > z. It remains
to consider the situation at x = z. Here ψk will terminate P
′
x and preserve Px, while
ψ−k will terminate Px and preserve P
′
x. Thus there is no information loss and therefore
we get a decomposition of V . But that is a contradiction, since we assumed that V is
connected. 
Remark 2.22. Reconsider Remark 2.8 and the ideal I = 〈φx : x ∈ D〉. Then VM(I) =
K proving that K j Specm(R) is a closed subset. Thus T is an open dense subset of
Specm(R).
Proposition 2.23. Let V = VM(I) be a closed set in Specm(R) with non empty in-
tersections V ∩ K and V ∩ T such that if there is just one x ∈ D with Px j V , then
P ′x j V . Then there are closed sets V1 and V2 in Specm(R) such that
V ∩K = (V1 ∩K) ⊎ (V2 ∩K)
and
V ∩ T = (V1 ∩ T ) ⊎ (V2 ∩ T ),
with V1 ∩K, V2 ∩K, V2 ∩ T, V2 ∩ T 6= ∅.
Proof : We know that all connected components of ZT (V ∩ K) are either closed
intervals or singelton sets. Suppose that ZT (V ∩K) has a connected component C˜i that
is an interval. By Lemma 2.19 (c) there is one connected Ci component of ZK(V ∩K1)
such that C˜i j Ci. Let I1 and I2 be like in the previous Lemma 2.21. Then we have
V ∩K = (VM(〈I, I1〉) ∩K) ⊎ (VM(〈I, I2〉) ∩K),
V ∩ T = (VM(〈I, I1〉) ∩ T ) ⊎ (VM(〈I, I2〉) ∩ T )
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and are therefore done. Consider the case where ZT (V ) = iso(ZT (V )). We are going to
use the following functions to define the necessary ideals:
ψx,ε,−(y) =
{
1, if y ∈ [x− ε, x]
0, otherwise
, ψx,ε,+(y) =
{
1, if y ∈ [x, x+ ε]
0, otherwise
and
φx(y) =
{
0, ifx = y
1, otherwise
.
The following cases can occur:
• The intersection ZK(V )∩ZT (V ) is empty and both sets consist of isolated points.
• The intersection ZK(V ) ∩ ZT (V ) is empty and ZK(V ) contains an interval with
non-empty interior.
• The intersection ZK(V ) ∩ ZT (V ) is not empty.
If the intersection of ZK(V )∩ZT (V ) is not empty, then ZT (V ) must intersect a connected
component of ZK(V ) which has non-empty interior. But in that case, we use the same
arguments as in Lemma 2.21 and we are done. We have to take a closer look at the first
two cases. Let us deal with the first case. We can assume that ZT (V ) and ZK(V ) are both
finite. It is possible that ZT (V ) is infinite, but the argumentation for the infinite case is
just the same. Suppose, that both sets ZT (V ) = {x1, . . . , xn} and ZK(V ) = {y1, . . . , ym}
consist of distinct points, where n,m ≥ 2. Without loss of generality, we can assume
that x1 < · · · < xn < y1 < · · · ym. Choose i 6= 1 or i 6= n resp. k 6= 1 or k 6= m.
Without loss of generality we can assume that i 6= n resp. k 6= m. Then define
I˜1 = 〈ψxj ,ε,− + ψxj ,ε,+ : j ≤ i〉, I˜2 = 〈ψxj ,ε,− + ψxj ,ε,+ : j > i〉 for a sufficient small
ε > 0. For every x ∈ ZK(V ) the ideal 〈ψxj ,ε,− + ψxj ,ε,+〉 obviously is not contained in
any Px, P
′
x with x ∈ (xj − ε, x+ ε). Since ZK(V ) is finite, the closed sets defined by I˜1
and I˜2 will do the job in separating ZK(V ). We have to deal with ZT (V ). Let D be a
compact interval such that D∩ZK(V ) = ∅ and ZT (V ) j int(D). I ′1 = 〈αyj ,εφyj : j ≤ k〉,
I ′2 = 〈αyj ,εφyj : j > k〉, where αx,ε is a function that
• vanishes outside D
• is everywhere 1 on D but on some ε neighborhoods (xi−ε, xi+ε) where it vanishes
for i = 1, . . . , n.
Again we assume that ε > 0 is reasonably small. The ideals generated by αyj ,εφyj
will obviously not exclude any prime ideal in K. Now consider the closed sets V1 =
VM(〈I, I˜1, I
′
1〉) and V1 = VM(〈I, I˜2, I
′
2〉). Then V ∩ K = (V1 ∩ K) ⊎ (V2 ∩ K) resp.
V ∩ K1 = (V ∩ K1) ⊎ (V ∩ K2). Now, suppose that ZK(V ) = {x} is a singleton set.
In this context, one point might represent subsets of Px and P
′
x. But we can eliminate
one such set by considering the ideals 〈I, ψx,ε,−〉 resp. 〈I, ψx,ε,+〉. That concludes the
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proof. The second case is easier. Let C j ZK(V ) be the an interval. Then we separate
C as we did in Lemma 2.21 with the help of the functions ψk and ψ−k. If there are
points x1, x2, x3 ∈ ZT (V ) and y1, y2 ∈ ZK(V ) such that y1 < x1 < x2 < x3 < y2, then
we are already done. Otherwise, we can separate ZT (V ) in the same manner as we did
with ZK(V ). It is now obvious that we can get the decomposition in the assertion and
therefore we are done. 
Proposition 2.24. Let I be an ideal and I ′ = 〈N(I)〉. Then VM(I
′) ∩K is a discrete
set and therefore it can be written as a disjoint unions of closed sets.
Proof : By Lemma 2.6 we have to deal with a finite amount of such points. Using the
functions ψx,ε,−, ψx,ε,+ in the same manner as in Proposition 2.23 concludes the proof.
Proof of Theorem 2.3:
Step 1: Specm(R) is totally disconnected with respect to int(D): Let V = VM(I) for
some ideal. If V ∩K, V ∩T 6= ∅, then we are done with Proposition 2.23. If V ∩K 6= ∅
and V ∩ T = ∅, then Lemma 2.21 tells us that the only connected components of V are
the singleton sets or Px resp. P
′
x. Althogether we have that Specm(R) is almost totally
disconnected with respect to D.
Step 2: Specm(R) is not Hausdorff: This is a concequence of Corollary 2.17: Every
closed set in Spec(R) contains Px or just a finite subset of it. If we take two distinct
points out of Px then they obviously cannot be separated by open neighborhoods. 
Lemma 2.25. Let S be a subset of R such that all points of S are isolated. Then
Specm(C0b,S,<∞(D)) is not almost totally disconnected with respect to int(D).
Proof : Without loss of generality we can assume that S = aZ∩D for a small a > 0.
Set R = C0b,aZ∩D,<∞(D). Consider the compact set D
′ = [an + a
100
, an + 2a
100
] for some
n ∈ N. Let f : D → R be a function that vanishes on D′ and is otherwise a constant
function with value 1. Then the closed set VM(f) is closed and connected. Suppose
that VM(f) is not connected. Therefore there would exists two non-empty closed sets
V1, V2 such that {mx : x ∈ D
′} = V1 ∩ {mx : x ∈ D
′} ⊎ V2 ∩ {mx : x ∈ D
′}, where
both intersections are not empty. Then there must be functions f and g such that
f−1(0)⊎ g−1(0) = [an+ a
100
, an+ 2a
100
]. But that is impossible, since f |[an+ a
100
,an+ 2a
100
] and
g|[an+ a
100
,an+ 2a
100
] are continuous functions [an+
a
100
, an+ 2a
100
]→ R. From there it is easy
to see that Specm(R) is not almost totally disconnected with respect to D. 
Proposition 2.26. Set Y = Specm(C0b,R,<∞(R)). Then Y is almost totally disconnected
with respect to R and non-Hausdorff.
Proof : Since R is homeomorphic to (0, 1) there is an isomorphism C0b,R,<∞(R)
∼−→
C0b,(0,1),<∞((0, 1)) of R-algebras. Since C
0
b,(0,1),<∞((0, 1))
∼= C0b,[0,1],<∞([0, 1])/〈φ0, φ1〉,
we get that Specm(C0b,(0,1),<∞((0, 1))) to the set of all I ∈ Specm(C
0
b,[0,1],<∞([0, 1]))
such that 〈φ0, φ1〉 j I. In other words, Specm(C
0
b,(0,1),<∞((0, 1))) is homeomorphic to
Specm(C0b,[0,1],<∞([0, 1]))\{m0,m1} and the assertion is proven. 
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Set R = C0b,R,<∞(R). Let K be the collection of all compact intervals in R. For
D,D′ ∈ K with D j D′ there is an inclusion map C0b,D,<∞(D) →֒ C
0
b,D′,<∞(D
′) by
mapping a function f : D → R to
f˜(x) =


f(x) ifx ∈ D
f(y2) if∀y ∈ D : x > y
f(y1) if∀y ∈ D : x < y
,
where {y1, y2} = ∂D, y1 < y2 and x ∈ D
′. Hence, we have enough information to
define Rˆ = lim
−→D∈K
C0b,D,<∞(D). One can interpret Rˆ to be the subring of R that consists
of all functions with the property that these functions can only be non-constant on
some compact interval. The next step is to investigate ideals I ∈ Specm(R) that Rˆ
cannot detect. The ones missing are all I ∈ Specm(R) such that for every D ∈ K
there is a function f ∈ I with f |D ∈ C
0
b,D,<∞(D)
× (*). Let us investigate I further.
In the following let us consider function f ∈ R such that rf = limx→∞ |f(x)| and
lf = limx→∞ |f(−x)| exist. If rf = lf = 0, then f is certainly contained in I. However,
I cannot contain functions f, g with rf 6= 0, lf = 0 and rg = 0, lg 6= 0. Let D ∈ K with
∂D = {x1, x2}, x1 < x2 such that there is a small ε > 0 with |f(x)− rf |, |g(x)− rg| < ε
for all x ≥ x2 and |f(x) − lf |, |g(x) − lg| < ε for all x ≤ x1. There is a function
h ∈ I such that h|D ∈ C
0
b,D,<∞(D)
×. Thus one can easily find a1, a2, a3 ∈ R such that
a1f + a2g + a3h ∈ R
×. With the same argument one can also see that every function
f ∈ R with rf 6= 0 and lf 6= 0 can also not be contained in I. Thus all functions
f in I must satisfy rf = 0 resp. lf = 0. Set N1 = {f ∈ R : rf 6= 0, lf = 0} and
N2 = {f ∈ R : rf = 0, lf 6= 0}. For every I ∈ Specm(R) that satisfies condition (*) we
have that either N1 j I or N2 j I. Hence, the set of all maximal ideals that satisfy
condition (*) splits up into to disjoint sets J1 and J2. Let the ideals in J1 be characterized
by the condition that they contain N1. Since VM(〈N1〉) = J1, we get that J1 is closed.
The same is also true for J2. It remains to verify that J1 and J2 are connected. We
will verify this property for J1. Suppose that J1 could be written as a disjoint union of
two non-empty closed sets V1 and V2. Let V1 be defined by an ideal I1 and V2 by an
ideal I2. Since we can assume that at least one of these sets is not a singleton, we know
that at least one of these ideals contains two functions f1, f2 such that Z(f1) ∩ Z(f2) is
bounded. If Z(f1)∩Z(f2) would be unbounded, then it would already fit into one single
maximal ideal. But this would imply that one of these ideals contain a unit, resulting in
a contradiction. Thus we showed that J1 is connected. Like in Corollary 2.17 it is not a
big deal to verify that a closed subset V j J1 contains either J1 or just a finite subset.
The same is also true for J2.
According to [LS, 3.2 pp.3-4] we have Specm(Rˆ) ∼= lim←−D∈K
Specm(C0b,D,<∞(D)) in the
category Top. It is not hard to see that Rˆ preserves all prime ideals in R that are
of the form mx, px or p
′
x for x ∈ R. Putting everything together we get Specm(R) =
Specm(Rˆ) ⊎ J1 ⊎ J2.
Remark 2.27. The sets J1 and J2 in Proposition 2.26 can be viewed as the versions of
Px and P
′
x at infinity P∞ and P
′
−∞.
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One question that may arise concerning Proposition 2.26 is, if we can asumme that
K consists of all bounded, open intervals of R. The difference is that for open in-
tervals D j D′ we cannot embed C0b,D,<∞(D) into C
0
b,D′,<∞(D
′) as we did it before,
when the intervals were compact. However, C0b,D,<∞(D) and C
0
b,D′,<∞(D
′) are isomor-
phic. Thus lim
−→D∈K
C0b,D,<∞(D)
∼= C0b,(0,1),<∞((0, 1)) and Specm(lim−→D∈K
C0b,D,<∞(D))
∼=
Specm(C0b,(0,1),<∞((0, 1))). In the case of open intervals we just get trivial identifications.
All these arguments do not apply to the case, where we deal with the R-algebra
of continuous functions. While we still have C0(R) ∼−→ C0((0, 1)), we cannot embed
C0((0, 1)) into C0([0, 1]), since there are functions in C0((0, 1)) that are unbounded. If
we consider bounded continuous functions C0b ([0, 1]), C
0
b (R) and C
0
b ((0, 1)), then we have
C0b (R)
∼−→ C0b ((0, 1)) and Specm(C
0
b ([0, 1]))
∼= Specm(C0b ((0, 1))).
Remark 2.28. If K is an algebraic closed field and A a K-algebra of finite type then
there is the correspondence
{Spec(K)→ Spec(A)} ∼−→ Specm(A).
Although C0(D), D ∈ K is not an algebra over C nor a R-algebra of finite type, we
still have such an identification. That is because every continuous function f ∈ C0(D)
can be written as f = g + a, where g ∈ mx and a ∈ R. For example, set g = f − f(x)
and a = f(x). Since C0(D)mx/mxC
0(D)mx
∼= C0(D)/mx ∼= R, there is a correspondence
between R-rational points and maximal ideals, which gives us the above identification.
However, that is not true for the R-algebra C0b,D,<∞(D). Each R-morphism Spec(R)→
Spec(C0b,D,<∞(D)) maps R-rational points to R-rational points.
Since p ∈ Px is not a R-rational point, there cannot be a morphism Spec(R) →
Spec(C0b,D,<∞(D)) corresponding to p.
Note, all statements still stay true if we consider the C-algebras C0(D) ⊗ C and
C0b,D,<∞(D)⊗ C.
3. Rings with totally disconnected non Hausdorff
Spectra
The R-algebra C0b,D,<∞(D) admitted a non Hausdorff maximal spectrum for some com-
pact interval D j R. However, the spectrum was not totally disconnected. In fact,
the closed subsets Px and P
′
x behaved much like one would except from points. This
is just a concequence of Corollary 2.17 and the two Propositions 2.24 and 2.23. If we
could shrink down Px and P
′
x to points without loosing the necessary jump functions to
achieve total disconnectedness, we would have found the ring we are searching for. Let
F be the subset of C∞b,D,<∞(D) =
⋂
n∈N C
n
b,D,<∞(D) that contains all functions f such
that Z
(
dn
dxn
f
)
has only finitely many connected components for all n ∈ N. For sake of
simplicity we can assume that D is an interval which is open and bounded. By abuse of
notation we write sin
(
1
x−z
)
for the extension of the function sin
(
1
x−z
)
|D\{z} by assigning
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the value 1 at z. Let R˜ = R
[
F, sin
(
1
x−z
)
: z ∈ D
]
, or in other words, the R-algebra
generated by F and the functions sin
(
1
x−z
)
for z ∈ D. We have the following statement:
Theorem 3.1. The space Specm(R˜) is a totally disconnected non-Hausdorff space.
Proof : The corresponding sets Px, P
′
x in R˜ are now singleton sets, since there is just
one distinguished function for each x ∈ D. That follows from the fact that there is no
way that R[F ] contains a distinguished function f : If f /∈ C∞b,D,<∞(D) we are done. If
f ∈ C∞b,D,<∞(D), then Z(f) and Z(
dn
dxn
f) have infinitely many connected components
for each n ∈ N. Let us assume that we can find h, g ∈ F such that h + g /∈ F .
Then there is a natural number j ∈ N such that Z
(
dj
dxj
(h+ g)
)
has infinitely many
connected components. That is only possible if Z
(
dj+1
dxj+1
h
)
or Z
(
dj+1
dxj+1
g
)
has an infinite
amount of connected components, which contradicts our assumption. Therefore R[F ]
cannot contain any distinguished function. Hence each distinguished function in R˜ must
involve elements out of R
[
sin
(
1
x−z
)
: z ∈ D
]
. Proposition 2.15, Proposition 2.24 and
Proposition 2.23 also remain true, since all the necessary functions to prove them also
appear in F . Hence Specm(R˜) is totally disconnected. Now R˜ is not clean: There
is obviously no idempotent p ∈ R˜ and a unit u ∈ R˜ such that sin( 1
x−z
) = p + u for
some inner point z ∈ D. Now Proposition 2.23 implies that R˜ is not Gelfand. Since
R˜ is semi-primitive, Proposition 1.5 tells us that this is equivalent to Specm(R˜) being
non-Hausdorff. Thus the assertion is proven. 
Remark 3.2. For the Ring R˜ to have this property mentioned in Theorem 3.1, we
needed the condition that every function f ∈ F we have that Z
(
dn
dxn
f
)
has finitely many
connected components for every n ∈ N. This cannot be replaced by the condition that
Z(f) has finitely many components or by considering a finite number of derivatives.
For example, take one point z ∈ D and consider the functions g = sin
(
1
x−z
)
+ 2 and
g′ = sin
(
2
x−z
)
− 2. Clearly both of them have no roots but Z(g + g′) has infinitely
many connected components. If we demand that Z( d
dx
f) has finitely many connected
components, we get rid of such possibilities. Of course, by extending this condition to
all derivatives we can make sure that for any functions f, g ∈ F the sum f + g will not
have too many critical points for high derivatives.
Proposition 3.3. If we set D = R, then Specm(R˜) remains totally disconnected and
non-Hausdorff.
Proof : Using the same arguments as in Proposition 2.26, we conclude that the sets
J1 and J2 are empty. That implies the assertion. 
4. Spectra of direct products of rings
In this section let D be a compact topological space and C0(D) the set of all continuous
functions D → R. In this situation [GM, Theorem 2.3, p. 25] provides us with the
following interesting relationship:
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Theorem 4.1. a If I is an ideal in C0(D), then the family
Z(I) = {Z(f) : f ∈ I}
is a filter.
b If F is a filter, then the family Z(F) = {f : Z(f) ∈ F} is an ideal in C0(D).
Proof : See [GM, Theorem 2.3, p. 25]. 
Corollary 4.2. There is a 1-to-1 correspondence between the ultra-filters of C0(D) and
Specm(C0(D)).
Theorem 4.3. Let I be an infinite index set and S the set of all functions I → {F :
F a finite set of positive prime integers}. In addition let Φ ∈ S denote the blank func-
tion Φ(i) = ∅ for all i ∈ I. If F is an ultrafilter on some σ ∈ S\{Φ}, then the set
Z(F) = {a ∈
∏
I Z : ̺a ∈ F} is a maximal ideal of
∏
I Z, where ̺a is defined by
̺a(i) = {p ∈ σ(i) : p divides ai}. Furthermore, for every maximal prime ideal m of
∏
I Z,
there is an ultrafilter F on some σ ∈ S\{Φ} such that m = Z(F).
Proof : That is [LLS, Theorem 3] and [LLS, Theorem 2]. 
The correspondence of Corollary 4.2 is certainly not true for C0b,D,<∞(D), since the
ultrafilters on D are already exhausted by the maximal ideals mx. However, we can use
the ultrafilters of Theorem 4.3 to find a correspondence.
Theorem 4.4. Let S be the set of all functions D → F2 and let Φ denote the blank
function as in Theorem 4.3. If F is some ultrafilter on some σ ∈ S\{Φ}, then Z(F) =
{f ∈ R : ̺f ∈ F} is a maximal ideal, where ̺f corresponds to the set Z(f) ∈ 2
D = S.
Conversely, every maximal ideal I in R defines an ultrafilter Z(I) = {̺f : f ∈ I}.
Proof : Recall the definition of a ultrafilter F on some function σ:
a We have Φ /∈ F and σ ∈ F .
b For two functions ̺1, ̺2 ∈ F let L1 and L2 be the corresponding sets in 2
D of ̺1
resp. ̺2. Then ̺1 ∧ ̺2 is the function that corresponds to the set L1 ∩ L2 and is
contained in F .
c For two functions ̺1, ̺2 with L1 j L2 we write ̺1 ≤ ̺2. If ̺ ≤ σ, then either
̺ ∈ F or σ\̺ ∈ F , where σ\̺ is the function we get from the complement of the
corresponding sets.
The condition A of Proposition 2.23 is already inscribed in the ultrafilter conditions a and
b. There are now two cases. If
⋂
f∈Z(F) Z(f) 6= ∅, then it is easy to see that Z(F) = my
for some y ∈ D. If
⋂
f∈Z(F) Z(f) = ∅, then we must have
⋂
f∈Z(F) Z(f) = {x} for some
x ∈ D: If
⋂
f∈Z(F) Z(f) = ∅, then F would contain Φ. If
⋂
f∈Z(F) Z(f) 6= ∅ contains
more than one element, then we could enlarge F further, i.e F would violate condition c.
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Let I ∈ Specm(R). It remains to verify that Z(I) is an ultra-filter on some σ ∈ S\{Φ}.
If I = mx for some x ∈ D, then we are done, since there is a function g ∈ mx such that
g(y) = 0 if and only if y = x, which implies that Z(I) is an ultra-filter on σ = ̺g. If
I = px or I = p
′
x we can just take a distinguished function g and set σ = ̺g. Then Z(I)
is an ultra-filter on σ. 
Theorem 4.4 might rise the following question: Does it depend on the fact that the
functions are real valued or is it true if the functions have for example rational values.
The fact that
∏
I Z is a direct product of Z is already discribed in the definition of the
set S in Theorem 4.3, whereas this is not the case in Theorem 4.4. If we consider
∏
I R
instead of
∏
I Z, then things obviously change. The ring
∏
I R is von Neumann regular,
which implies that all prime ideals are maximal (see [CW, Example 2.2.1, p.70]). Thus
every ideal corresponds to some ultra-filter, whereas this is certainly not true for
∏
I Z.
If we compare C0b,D,<∞(D,R) and C
0
b,D,<∞(D,Z), then there is not much change. In fact,
both are semi-primitive rings. By [PC, Proposition 8.3.2, p. 319] ever semi-primitive
ring is a subdirect product of fields. This suggests that the spectrum does not change
much if we interchange these two rings. In the following we will investigate this situation
further. 
Let C0b,D,<∞(D) be the completion of C
0
b,D,<∞(D) under the norm ‖·‖∞. For a sub-
ring H of R endowed with the subspace topology we define analogously C0b,D,<∞(D,H)
to be the completion of C0b,D,<∞(D,H). Then we say that C
0
b,D,<∞(D,H) is dense
in C0b,D,<∞(D) if C
0
b,D,<∞(D) j C
0
b,D,<∞(D,H). More generally, any subring R
′ of
C0b,D,<∞(D) with C
0
b,D,<∞(D) j R
′ will be called dense. As before, let F j C∞b,D,<∞(D)
be the set of all functions f such that Z
(
dn
dxn
f
)
has just a finite number of connected
components for all n ∈ N.
Lemma 4.5. The subring C0b,D,<∞(D,Q) is dense in C
0
b,D,<∞(D)
Proof : Take a function f ∈ C0b,D,<∞(D). Let Q1, . . . , Qk be a cover of D by intervals
such that f |Qi is continuous for all i = 1, . . . , k. It is easy to see that we can find a
sequence (fi,n)n in C
0
b,D,<∞(D,Q) such that ‖f |Qi − fi,n|Qi‖∞ → 0 for n → ∞. The
sequences (fi,n)n, i = 1, . . . , k give rise to a sequence (fn)n, where fn =
∑k
i=1 fi,n|Qi such
that ‖f − fn‖∞ → 0 as n→∞. That proves the first assertion. 
Proposition 4.6. Set R = C0b,D,<∞(D) and let R
′ be a dense subring with R′ =
C0b,D,<∞(D,K), whereK is a field exstension Q j K $ R. Then Specm(R
′) ∼= Specm(R[F ]).
Moreover, any dense subring of R[F ] has a maximal spectrum that is homeomorphic to
Specm(R[F ]).
Proof : The denseness is clear by Lemma 4.5. Furthermore, it is easy to see that
R′ j R[F ]. Consider the map γ : Specm(R[F ])→ Spec(R′), I 7→ I ∩ R′. First we must
prove that the map makes sense. In particular, we will show that for every I ∈ Specm(R)
and every f ∈ I the statement ∀ε > 0∃f˜ ∈ γ(I) :
∥∥∥f − f˜∥∥∥
∞
< ε holds. Suppose we have
such a prime ideal I and an element f ∈ I. It is easy to see that we can find a function
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f˜ ∈ R′ such that Z(f) j Z(f˜) and
∥∥∥f − f˜∥∥∥
∞
< ε. We can define the following function
a ∈ R on D:
• First restrict f and f˜ onto D\int(Z(f˜)). Then define a = f˜
f
on D\int(Z(f˜)). Let
y ∈ ∂Z(f˜ ). Then f˜(x) → 0 for x ↑ y resp. x ↓ y and we set f˜(x)
f(x)
→ my ∈ R for
x ↑ y resp. x ↓ y if the limit exists. We extend a by defining a(y) = my.
• Let C be a connected subset of Z(f) with |C| > 1. We extend a by the function
C → R, x 7→ my on C. Let a denote this extension.
• If the limit does not exist, then we can choose a new f˜ ∈ R′ under the assumption
that f has not a jump at y ∈ ∂Z(f). We take a small neighborhood U of y and
demand f˜ |U = 0. Since f is continuous at y, we can choose U so small that the
inequality
∥∥∥f − f˜∥∥∥
∞
< ε still holds. Now we proceed again with the first step.
• If f has a jump at y, then we consider the limits from the two sides, just like in
the first step. If the limit does not exist in one direction, then we can use the same
argument. In this situation we simply intersect U with an interval (y − κ, y] resp.
[y, y + κ), depending on which side the limit does not exist, for small κ > 0.
One can easily verify that a on D has only finitely many discontinuity points and there-
fore a belongs to R. Thus af ∈ I. Furthermore af = f˜ ∈ γ(I), which proves the
assertion.
Next, we have the following statements:
(i): The map γ maps Specm(R[F ]) onto Specm(R′): We have to show that I ∩ R′
is maximal. By the maximality of I we know that there is an element f ∈ R\I such
that the ideal generated by f and I equals R. Hence we can find a1, . . . , an ∈ R with∑n−1
i=1 aigi + anf = u, where u ∈ R
× and g1, . . . , gn−1 ∈ I. Thus there is some ε > 0
such that
∣∣∑n−1
i=1 ai(x)gi(x) + an(x)f(x)
∣∣ ≥ ε for all x ∈ D. Since I j I ∩R′ resp.
R[F ] j R′ we can approximate the functions a1, . . . , an by sequences (a˜1,k), . . . , (a˜n,k) in
R′, the functions g1, . . . , gn−1 by sequences (g˜1,k), . . . , (g˜n−1,k) in γ(I) and finally f by a
sequence (f˜k) in R
′. For a small 0 < δ << ε we can always find a natural number k
such that ∥∥∥∥∥
n−1∑
i=1
aigi + anf −
n−1∑
i=1
a˜i,kg˜i,k + a˜n,kf˜k
∥∥∥∥∥
∞
< δ.
That shows that the ideal generated by γ(I) and some f˜ ∈ R′\γ(I) is the whole ring R′.
(ii): The map γ : Specm(R[F ]) → Specm(R′), I 7→ I ∩ R′ is surjective and injec-
tive: We have to prove that each I ′ ∈ Specm(R′) uniquely determines an element in
Specm(R[F ]). Let I be the ideal generated in R[F ] by I ′. Then 〈I, f˜〉 will be R[F ] for
all f˜ ∈ R′\I ′. With the same argument as in part (i) we can conclude that 〈I, f〉 = R[F ]
for every f ∈ R′\I ′ ∩ R[F ]. Thus γ is surjective. If two ideals in Specm(R[F ]) have the
same image, then they must coincide: Otherwise, there would be functions h1 and h2 in
these ideals such that h1 + h2 is a unit in R[F ]. This unit could be approximated with
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the image of these ideals in R′ and therefore the image would contain a unit. Hence γ
is injective.
(iii): The map γ is a homeomorphism: This follows form (i) and (ii). 
Remark 4.7. The field extension Q j K $ R must satisfy [R : K] = ∞. Otherwise,
[C : K] <∞ and thus Artin-Schreier would imply R = K.
Corollary 4.8. We have the following homeomorphisms
Specm(R[F ]) ∼−→ Specm(C0b,D,<∞(D,Q))
∼−→ {I ∈ Specm(C0b,D,<∞(D,Z)) : I ∩Z
× = ∅}.
Furthermore, the subset
{I ∈ Specm(C0b,D,<∞(D,Z)) : I ∩ Z
× = ∅}
of Specm(C0b,D,<∞(D,Z)) is dense.
Proof : The fist map comes from Proposition 4.5 and Proposition 4.6. We just have
to deal with the last map. Since C0b,D,<∞(D,Q) ∼= C
0
b,D,<∞(D,Z)⊗ZQ can be viewed as
a localization, we see by [MA, Exercise 4.3, p.29] that the last map is a homeomorphism.

5. Piecewise polynomial functions
In the following let χ denote the characteristic function. Let us consider the following
situation: We have an open bounded interval D j R and a point y ∈ D. The following
map R[x1] × R[x2] → C0b,D,<∞(D,R), (f, g) 7→ χ{x≤y}f + χ{x>y}g defines obviously a
homomorphism between the polynomial ring and the piecewise continuous functions
on D. Furthermore, this homomorphism is also injective. More generally, we that
every decomposition D = U1 ⊎ U2 into two non-empty intervals defines an injection
R[x1] × R[x2] →֒ C0b,D,<∞(D,R). Applying the same arguments for an arbitrary direct
product R[x]n, we get an injection R[x]n →֒ C0b,R,<∞(R) for any decomposition of D =
U1 ⊎ · · · ⊎ Un into non-empty intervals. Thus we get lim−→n
R[x]n →֒ C0b,D,<∞(D). Let Un
be the set of all decompositions into n-parts of D, where we now allow that the sets are
finite. This will just change the fact, that under such decomposition we cannot embed
R[x]n into C0b,D,<∞(D). There is the following identification
Hom
(
R[x]n, C0b,D,<∞(D)
)
∼=
n∏
i=1
Hom(R[x], C0b,D,<∞(D)).
As we have already seen, each element in Hom
(
R[x]n, C0b,D,<∞(D)
)
is given by ele-
ments out of R[x]n and Un. However, on the left side we have a direct product over
Hom
(
R[x], C0b,D,<∞(D)
)
and therefore U1 = {D}. It seems that the decomposition in-
formation is not encoded in the right hand side. But for each polynomial f ∈ R[x]
we have χDf =
∑n
i=1 χUif for all decompositions D = U1 ⊎ · · · ⊎ Un contained in Un.
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Thus the decomposition is already encoded in the right hand side. Take an element
(f1, . . . , fn) ∈
∏n
i=1Hom(R[x], C
0
b,D,<∞(D)). Then we have the map
(f1, . . . , fn) =
(
n∑
i=1
χUif1, . . . ,
n∑
i=1
χUifn
)
7→
n∑
i=1
χUifi = (f1, . . . , fn)


χU1
...
χUn

 .
From this map we see that can always smuggle in the necessary characteristic functions
with related decompositions in Un. There is a homomorphism
Hom
(
R[x]n, C0b,D,<∞(D)
)
× R[x]n → C0b,D,<∞(D),
which can be interpreted as a homomorphism
β :
(
Hom
(
R[x], C0b,D,<∞(D)
)
× R[x]
)n
→ C0b,D,<∞(D).
Next we define the R-algebra
AR = R
[
β(α, f) : (α, f) ∈ lim
−→
n
(
Hom
(
R[x], C0b,D,<∞(D)
)
× R[x]
)n]
.
Furthermore, we have
AR ∼= lim−→
n
R
[
β(α, f) : (α, f) ∈
(
Hom(R[x], C0b,D,<∞(D))× R[x]
)n]
,
where we suppress the set D in the notation. For a field Q j K j R we define define
AK in the same manner as we defined AR. Therefore we have
AK ∼= lim−→
n
K
[
β(α, f) : (α, f) ∈
(
Hom(K[x], C0b,D,<∞(D))×K[x]
)n]
.
There is the following statement involving AK:
Theorem 5.1. The maximal spectrum Specm(AK) is homeomorphic to Specm(R[F ])
for all fields K that fit into the tower Q j K j R.
Proof : Obviously R[F ] j AK and by applying Proposition 4.6 we are done. 
6. The real spectrum
In the following we will discuss the applications of what we have done so far with respect
to the real spectrum Sper(A) of a commutative ring A. For more details about the real
spectrum see [BC, Chapter 7]. In fact, we will not just consider the real spectrum alone,
but also together with a sheaf. In other words, we will consider ringed spaces, where the
information of Section 5 is encoded in the ringed space.
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Definition 6.1.
a Let Sper(A) be the real spectrum of a ring A. A pair (K,OK) consisting of a
constructible subset K of Sper(A) and the sheaf OK of abstract semi-algebraic
functions on K is called a semi-algebraic subspace of Sper(A).
b An abbstract affine semi-algebraic space is a locally ringed space (X,OX) which is
isomorphic, as a locally ringed space, to a semi-algebraic subspace (K,OK) of an
affine real spectrum Sper(A).
c An abstract locally semi-algebraic space is a locally ringed space (X,OX) which has
an open covering (Xi)i such that (Xi,OX|Xi) is an abstract affine semi-algebraic
space for every i ∈ I. Such a covering (Xi)i is called an open affine covering of X .
IfX is in addition quasi-compact, then (X,OX) is called an abstract semi-algebraic
space.
d A locally semi-algebraic map between abstract locally semi-algebraic spaces (X,OX)
and (Y,OY ) is a morphism (f, δ) in the category of locally ringed spaces.
For more details see [HD1, Definition 1, p. 1] and [HD2, Definition 2, p. 110].
Definition 6.2. ([HD1, Definition 2, p.2]) Let (X,OX) be an affine abstract semi-
algebraic space. A subset Y of X is called semi-algebraic of Y is a finite union of sets
of the form
{x ∈ X : f(x) = 0, gj(x) > 0, j = 1, . . . , s} ,
f ∈ Γ(X,OX), gj ∈ Γ(X,OX) (1 ≤ j ≤ r). The set of semi-algebraic subsets of X is
denoted by γ(X).
Definition 6.3. ([HD1, Definition 4, p. 2]) A locally semi-algebraic map f : X → Y is
called semi-algebraic if f−1(A) is a semi-algebraic subset of X for every semi-algebraic
subset A ∈ γ(Y ) of Y .
From now let againR denote the ring C0b,D,<∞(D) and Sperm(A) the maximal elements
of Sper(A) for some commutative ring A. Furthermore, let Sper(A) resp. Sperm(A) be
endowed with the Harrison topology (see [BC, Example 7.1.4, p. 135]).
Proposition 6.4. Every ideal I ∈ Specm(R) is real, i.e Specm(R) = Sperm(R) as sets.
Furthermore Specm(R) = Sperm(R) as topological spaces.
Proof : Suppose I = mx and f
2
1 + · · ·+f
2
n ∈ I. Then f1(x)
2+ · · ·+fn(x)
2 = 0. Since R
is real, we get f1(x) = 0, . . . , fn(x) = 0, implying that f1, . . . , fn ∈ I. Suppose now that
I equals one ideal in Px and f
2
1 + · · ·+ f
2
n ∈ I. We have Z (f
2
1 + · · ·+ f
2
n) =
⋂n
i=1Z(fi)
as we have seen it in the other case before. Thus since 〈I, f 21 + · · · + f
2
n〉 does not
violate condition A, we get that 〈I, f1, . . . , fn〉 does not violate condition A. Similary
this holds also for condition B. Thus 〈I, f1, . . . , fn〉 = I. For I ∈ P
′
x we just use the same
arguments. Proposition [BC, Proposition 7.1.8, p. 136] finishes the proof. 
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Remark 6.5. Let X be a topological space. By [GM, Theorem 5.8, p.71] all maximal
ideals of C0b (X) are real.
We can extend section 5 by the following consideration: We define the following sheaf
C 0: Here we have X = Sper(R[x]) endowed with the constructible topology and C 0 is
the sheaf of piecewise continuous functions, i.e C 0(U) = C0b,U,<∞(U) for all open U j R.
In the same manner, the we get a sheaf AR with AR(U) = AR, where the functions of
AR are defined on U . For each open semi-algebraic subset U of R, let U˜ denote the
corresponding one in Sper(R[x]). For more details see [BC, Proposition 7.2.2, p.143].
Using [BC, Proposition 7.3.2, p.146] we conclude that OX(U˜) consists of semi-algebraic
functions on the semi-algebraic set U j R.
Restricting ourselves just to smooth semi-algebraic functions in OX(U˜), is the same
thing as considering the Nash-sheaf NX on the real spectrum X . For more detail see
[BC, Proposition 8.8.2, p. 192]. We now want to extend AR such that it becomes an
NX-module. Let RX be the sheaf of all polynomial semi-algebraic functions, i.e RX(U˜)
consists of all polynomial semi-algebraic functions of OX(U˜). Then AR is a RX-module
and therefore AR⊗NX is a NX-module. For any open semi-algebraic set U˜ j X with the
property that U j R is bounded and connected, we have that (AR⊗NX)(U˜) corresponds
to a dense R-algebra of R[F ] over the compact set U . Thus Sperm
(
(AR ⊗NX)(U˜)
)
is a totally disconnected non-Haudorff space with respect to the Zariski-topology. The
technical details of this consideration can be formulated as follows:
Lemma 6.6. The object AR is a sheaf over R. Furthermore it lifts to a sheaf on
X = Sper(R[x]).
Proof : To make sense we have to extend the original definition of AR onto open
subsets U j R that are not necessarily connected. Let (Ui)i be a decomposition of U
into its connected components. For each Ui we can have the usual definition of AR.
Since we are dealing with functions that have discontinuities, it is convenient to extend
the definition by considering
∏
iAR on the whole open set U . For every open covering
(Ui) of some open set U j R one can verify that there is the following equalizer:
AR(U)→
∏
i
AR(Ui)
→
→
∏
i,j
AR(Ui ∩ Uj).
For any open semi-algebraic subset U˜ j X , we set AR(U˜) = AR(U). But again, we have
a equalizer, since the open semi-algebraic subsets of X˜ correspond to open subsets of R
that have a finite amount of connected components. 
Lemma 6.7. The sheaf AR⊗OX is a OX-module such that for each open semi-algebraic
set U˜ j X that corresponds to a compact connected open set U j R we have that
Sperm
(
(AR ⊗NX)(U˜)
)
is totally disconnected and not Hausdorff.
Proof : Every such section (AR ⊗NX)(U˜) fits into
AR(U˜) →֒ (AR ⊗NX)(U˜) →֒ R[F ],
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where we consider F with respect to the open connected set U . The rest follows then
from Proposition 6.4, Proposition 4.6 and the exactness of lim
−→
. 
Proposition 6.8. Let X = Sper(R[x]) be endowed with the constructible topology and
consider the semi-algebraic space (X,OX). Then there is an NX-module F such that
the following statement holds: For each open U˜ j X , that corresponds to an open
connected and compact subset of R, we have that Sperm(F (U˜)) is totally disconnected
and not Hausdorff in the Zarski-topology.
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