The paper is concerned with asymptotic stability properties of linear switched systems. Under the hypothesis that all the subsystems share a non strict quadratic Lyapunov function, we provide a large class of switching signals for which a large class of switched systems are asymptotically stable. For this purpose we define what we call non chaotic inputs, which generalize the different notions of inputs with dwell time.
is strict, all the B i 's are Hurwitz and the switched systeṁ
is asymptotically stable for any switching input u (see for instance [10] , and [1] , [3] , [2] , [6] for other approaches).
In this paper we investigate the case where the Lyapunov function is not strict. For each matrix B i the space admits an orthogonal and B i -invariant decomposition V i ⊕V ⊥ i , such that the restriction of B i to V i is skew-symmetric in a suitable basis and its restriction to V ⊥ i is Hurwitz (see Lemma 1 in Section 2). In the very interesting work [13] each matrix B i is assumed to vanish on the subspace V i .
Our aim is to obtain asymptotic stability results without this assumption. For this purpose we introduce two fundamental tools. The first one consists in lifting the problem to the space of matrices M(d; R), as it is often done for the ordinary linear differential equations, and in applying the polar decomposition to the matrix trajectory. This enables us to consider a symmetric matrix S u , defined as a limit (see Section 3) , that depends on the input, and is equal to zero if and only if the switched system is asymptotically stable for that last (Theorem 1). On the other hand we use Ascoli's Theorem to show that the matrix trajectory converges uniformly on some sequences of intervals (Section 4).
Thanks to these tools we define in Section 6 what we call "non chaotic inputs". They generalize the various notions of inputs with dwell-time, or with average dwell-time that can be found in the literature (see for instance [12] , [9] , [13] , or [10] for a general reference).
The main results are in Sections 6, 7, and 8. In Section 6 we state asymptotic stability criterions for regular inputs, that is for non chaotic and in some sense well-distributed inputs (Theorems 3 and 4). Section 7 deals with general, that is possibly chaotic, inputs (Theorems 5 and 6).
A general result of asymptotic stability for pairs of Hurwitz matrices is established in Section 8.
Section 9 is devoted to examples.
2 The systems under consideration
The matrices
As explained in the introduction we deal with a finite collection of d×d matrices, {B 1 , B 2 , . . . , B p }, assumed to share a common, but not strict in general, quadratic Lyapunov function. More accurately there exists a symmetric positive definite matrix P such that the symmetric matrices B T i P + P B i are nonpositive (B T stands for the transpose of B). Since the Lyapunov matrix P is common to the B i 's we can assume without loss of generality that P is the identity matrix, in other words that B T i + B i is non positive for i = 1, ..., p :
Norms. The natural scalar product of R d in this context is the canonical one, defined by < x, y >= x T y (it would be x T P y if the Lyapunov matrix were P ). The norm of R d is consequently chosen to be x = √ x T x and the space M(d, R) of square matrices (or equivalently of endomorphisms of R d ) is endowed with the related operator norm:
The following lemma is known, but fundamental. For this reason we give here a proof, which in our view enlightens the sequel. Proof. First of all notice that the condition B T + B ≤ 0 implies ∀x ∈ R n , ∀t ≥ 0, e tB x ≤ x , so that B is Hurwitz if and only if V = {0}.
Let B = S + A be the decomposition of B into a symmetric part S and a skew-symmetric one A. We have
because B T + B = 2S. This shows that V is a subspace of R d , included in ker(S), and moreover B-invariant, as shown by a second derivation. Let y ∈ V ⊥ . For all x ∈ V, it follows from Sx = 0 that
The subspace V ⊥ is therefore B-invariant, the restriction of B to V ⊥ is Hurwitz (if not the intersection with V would not be {0}), and its restriction to V is skew-symmetric in any orthonormal basis because V is included in the kernel of S.
Assume to finish that e τ B x = x for some τ > 0. Then the equality holds for t ∈ [0, τ ], because x = e τ B x ≤ e tB x ≤ x for such a t, and by analycity for all t ∈ R.
In the sequel, the set {x ∈ R d ; ∀t ∈ R e tB i x = x } is denoted by V i for i = 1, . . . , p.
The switching signal
An input, or switching signal, is a piecewise constant and right-continuous function u from [0, +∞[ into {1, ..., p}. We denote by (a n ) n≥0 the sequence of switching times (of course a 0 = 0 and the sequence is strictly increasing to +∞). Therefore u(t) is constant on each interval [a n , a n+1 [, and u n ∈ {1, ..., p} will stand for this value. The duration a n+1 − a n is denoted by δ n .
As the input is entirely defined by the switching times and the values taken at these instants we can write u = (a n , u n ) n≥0 .
Such a switching signal being given the switched system under consideration is the dynamical system defined in R d bẏ
Its solution is, for the initial condition x and for t ≥ 0,
The ω-limit sets
For x ∈ R d we denote by Ω u (x) the set of ω-limit points of {Φ u (t)x; t ≥ 0}, that is the set of limits of sequences (Φ u (t k )x) k≥0 , where (t k ) k≥0 is strictly increasing to +∞.
Thanks to Condition (2), the norm Φ u (t)x is nonincreasing, and from this fact we can easily deduce the proposition: Proposition 1 For any initial condition x the ω-limit set Ω(x) is a compact and connected subset of a sphere S r = {x ∈ R d ; x = r} for some r ≥ 0.
Proof. The trajectory {Φ u (t)x; t ≥ 0} is bounded by x . It is a general fact that the ω-limit set of a bounded trajectory in a finite dimensional space is compact and connected (see for instance [11] ). Let us prove that this set is contained in a sphere. Pick two limit points,
For any k ≥ 0 there exists j such that t j ≥ t k . But Φ u (t)x being nonincreasing this implies Φ u (t j )x ≤ Φ u (t k )x . We have therefore l ′ ≤ l, and the converse as well.
Remark. Proposition 1 is actually proved in [13] but under an additional assumption of "paracontraction". Let
There exists a increasing sequence (t k ) k≥0 such that l = lim
For all k, the matrix Φ u (t k ) belongs to the compact K, and we can extract a subsequence (Φ u (t k j )) j≥0 that converges to a limit M. We have clearly l = Mx, and the following proposition holds:
The set Ω u is a compact and connected subset of
, and for all x ∈ R d the set Ω u (x) is equal to:
Let us now describe Ω u more accurately. We know by Proposition 1 that the set Ω u x is, for each x ∈ R d , included in a sphere:
Pick two matrices M and N in Ω u . Then
The matrix M T M − N T N being symmetric this equality implies M T M − N T N = 0, and we get
Consider the polar decomposition of M ∈ Ω: there exist an orthogonal matrix O and a symmetric nonnegative one S such that M = OS. Notice that whenever M is not invertible the matrix S is not definite and the matrix O is not unique. However S is well defined because we have
and S is therefore the unique nonnegative, symmetric square root of M T M and does not depend on a particular choice of the matrix M ∈ Ω u . This matrix S is from now on denoted by S u .
We can also apply the polar decomposition to Φ u (t) and write
where O(t) is orthogonal and S(t) symmetric positive definite. The matrix Φ u (t) being a product of exponentials, its determinant is always positive, and O(t) actually belongs to SO d . On the other hand Φ u (t) T Φ u (t) = S 2 (t) decreases to S 2 u as t goes to +∞. Indeed it is a symmetric positive matrix and for all x ∈ R d the norm
is nonincreasing. The convergence of S(t) to S u has the following consequence.
Up to a subsequence, the sequence (O(t k )) k≥0 converges to some O ∈ SO d . The polar decomposition of M can therefore be chosen equal to OS u . In what follows we define by O u the ω-limit set of {O(t); t ≥ 0}, and it is clear that
We can therefore state:
converges when t −→ +∞ to the limit S 2 u where S u is a symmetric nonnegative matrix, and is the common value of the square roots of
The ω-limit set of {O(t); t ≥ 0} is a compact and connected subset of
Moreover the switched system is asymptotically stable for the input under consideration if and only if S u = 0.
Proof. Everything has been proved, except the last assertion, which is obvious.
Remark For a single matrix B, the polar decomposition is e tB = O(t)S(t) and it is clear that B is Hurwitz if and only if S(t) tends to 0 as t −→ +∞.
The matrix S u being the limit of S(t) as t tends to +∞, it can sometimes be computed using a suitable sequence (t k ) k≥0 (see Example 9.2). However it is also useful to write S u as an integral on [0, +∞[. The convergence of this integral is a key point for the proof of Theorem 5 in Section 7.
For t ∈ [a n , a n+1 [ we have
and
Since S(t) decreases to S u , the integral is convergent and
Notice that for any x ∈ R d and for any t ≥ 0 the real number
is therefore absolutely convergent.
Convergence on intervals
This section is devoted to a technical result of uniform convergence of the function Φ u on some sequences of intervals. Let (t k ) k≥0 be an increasing (up to +∞) sequence of positive numbers and s > 0. Consider the sequence
We are going to prove that this sequence of functions satisfies the hypothesis of Ascoli's Theorem. First of all the domain of the functions Φ k 's is [0, s], a compact set. On the second hand they are uniformly bounded. Indeed for i = 1, . . . , p and for all x ∈ R d , the function t −→ e tB i x is non increasing and consequently e tB i ≤ 1. Since for t ∈ [a n , a n+1 [
we have as well ∀t ≥ 0, Φ u (t) ≤ 1. This proves that the Φ k 's are uniformly bounded by 1.
To finish we have to show that the sequence (Φ k ) k≥0 is equicontinuous.
and by the mean value theorem
Consequently the function Φ u is λ-Lipschitzian with λ = max{ B i ; i = 1, . . . , p}. The functions Φ k are as well λ-Lipschitzian, and the family (Φ k ) k≥0 is equicontinuous. We can state:
Proposition 3 For the sequence (Φ k ) k≥0 defined above there exists a subsequence that converges uniformly to a continuous function
This proposition will be used in Sections 6.1 and 8.
5 The sets Ω u and ω u
We define by ω u the set of points of Ω u which are limits of sequences of switching times:
Recall that for each B i the set V i is defined by
and let us state the relation between the sets Ω u , ω u and the V i 's.
Theorem 2
For any x ∈ R d we have
There exists an increasing (up to +∞) sequence (t k ) k≥1 such that (Φ u (t k )x) k≥1 converges to l. Let a n k be the unique switching time such that t k ∈ [a n k , a n k +1 [. Up to a subsequence we can assume that (Φ u (a n k )x) k≥1 is also convergent, and denote its limit by l 0 ∈ ω u x. The set of matrices B i being finite we can moreover assume that u n k is for all k equal to the same index i for some i ∈ {1, ..., p}.
Let us consider the various possibilities:
1. If some subsequence of (t k − a n k ) k≥1 converges to 0 as k → +∞, then the uniform continuity of Φ u implies l = l 0 ∈ ω u x.
2. If no such subsequence converges to 0 then there exist δ > 0 and an integer k 0 such that ∀k ≥ k 0 , t k − a n k ≥ δ. In that case, and for
It follows that e δB i l 0 and l 0 are two ω-limit points for x. Therefore the equality e δB i l 0 = l 0 holds (Proposition 1), and l 0 ∈ V i according to Lemma 1. To finish
The second limit vanishes because Φ u (a n k )x − l 0 converges to 0 and e (t k −an k )B i ≤ 1. Since l 0 ∈ V i and V i is B i -invariant, the point e (t k −an k )B i l 0 belongs to V i for k ≥ k 0 and so does the first limit. This shows that l ∈ V i and completes the proof.
Remark. Let M = lim k →+∞ Φ u (a n k ) ∈ ω u . As noticed in the proof there exists a subsequence (a n k j ) for which the switching signal is constant, equal to some i ∈ {1, ..., p}. Thus ω u is the set of ω-limit points that are obtained by sequences of switching times for which the input takes a unique value.
From the second item of the proof, we can deduce the following proposition.
Proposition 4 Let x ∈ R
d , and let (a n k ) k≥0 be a sequence of switching times such that Φ u (a n k )x converges to l ∈ Ω u x. If
• there exists i ∈ {1, ..., p} such that ∀k ≥ 0, u n k = i,
• there exists δ > 0 such that ∀k ≥ 0, δ n k ≥ δ, then the limit l belongs to V i .
Stability for Regular Switching Signals
The purpose of this section is to state and prove asymptotic stability results for what we call regular inputs (see Section 6.2 for the definition). One of their properties is to satisfy for all
The first task is to show that the inputs which do not verify this property are "chaotic", in the sense defined in the next subsection.
Chaotic inputs
Let us assume that the sequence (Φ(a n k )) k≥0 is convergent, and that the limit l of Φ(a n k )x 0 does not belong to ∪ p i=1 V i for some x 0 . Pick τ > 0 and define for k ≥ 0
By virtue of Proposition 3, and up to a subsequence, we can assume that the sequence (Ψ k ) k≥0 converges uniformly to a continuous function Ψ from
Let us make the hypothesis that there exist a sequence (a n l ) l≥0 and δ > 0 such that one of the following conditions hold:
[a n l , a n l + δ n l ] ⊂ [a n k − τ, a n k + τ ] and δ n l ≥ δ > 0 or a n l < a n k + τ < a n l + δ n l and a n k + τ − a n l ≥ δ > 0.
Up to a subsequence we can assume that u n l is constant equal to i. But in that case, and according to Proposition 4, the limit of the sequence (Φ u (a n l )x 0 ) l≥0 belongs to V i , in contradiction with (7). This discussion motivates the following definition, and proves Proposition 5.
Definition 1 The input u is said to be chaotic if there exists a sequence
[t k , t k + τ ] k≥0 of intervals that satisfies the following conditions
2. For all ǫ > 0 there exists k 0 such that for all k ≥ k 0 , the input u is constant on no subinterval of [t k , t k + τ ] k≥0 of length greater than or equal to ǫ.
An input that does not satisfy these conditions is called a non chaotic input.

Proposition 5 If the input u is non chaotic then for all OS
u ∈ Ω u : Im(OS u ) ⊂ p i=1 V i .
Regular Inputs
Definition 2 The input u is said to satisfy the assumption H(i) if there exist a subsequence (a n k ) k≥0 and δ > 0 such that
From Proposition 4 we deduce at once:
Proposition 6 If the input u satisfies the assumption H(i) then:
We can know define what we call a "regular input", or "regular switching signal": H(i) for i = 1, . . . , p.
Definition 3 An input u is said to be regular if it is non chaotic and satisfies the assumption
Remark. The simplest non chaotic inputs are those for which the durations δ n have a minimum δ > 0 (they are often called "slow switching inputs" in the literature). For these switching signals the hypothesis H(i) is the consequence of one of the following weaker assumptions 1. m{t ≥ 0 u(t) = i} = +∞ (m stands for the Lebesgue measure on the real line);
2. an infinite number of u n take the value i.
The paper [9] considers switching signals with average dwell-time: there exist N 0 > and τ a > such the number N u (T, T + t) of discontinuities of u in the interval [T, T + t] satisfies:
Such inputs are clearly non chaotic.
The stability theorems for regular inputs
Recall that S r stands for the sphere of radius r in R d .
Theorem 3 If the sets V i satisfy the condition:
(C) for r > 0, no connected component of the set (
then for every regular input u the matrix S u is equal to 0, and the switched system is asymptotically stable.
Proof. Let u be a regular input, and let us assume that S u does not vanish. Then there exists x ∈ R d for which
for some r > 0. Consider the two following facts: 1. As u satisfies H(i) for i = 1, . . . , p we know by Proposition 6 that Ω u x V i = ∅;
2. As u is a non chaotic, we know by Proposition 5 that
But Ω u x is connected, and according to the two mentionned facts, it is a connected subset of (
V i ) S r that intersects all the V i . This is in contradiction with Condition (C) hence S u = 0.
The assumption of Theorem 3 implies obviously that
Whenever that last holds we can find nice conditions, that is easy to check conditions, that imply Condition (C).
Theorem 4 Under the hypothesis
the matrix S u is equal to 0, and the switched system is asymptotically stable for every regular input as soon as one of the following conditions hold:
In particular in the plane, that is for d = 2, at least one of these conditions is satisfied as soon as
Proof. We have only to show that the stated conditions imply Condition (C)
as soon as
It is obvious except for the fourth one which can be proved by induction.
Let us assume that a connected component W of (
Let us assume that for some k, 1 ≤ k ≤ p − 1, and some indices i 1 , . . . , i k , the inequality dim( 
The assumption
If not a point x 0 = 0 in this intersection can be in the kernel of B i for all i, hence a fixed point for any input.
In case where Condition (C) does not hold, we cannot conclude to asymptotic stability for regular switching inputs. However the following result holds without that condition.
Proposition 7
1. Let u be a non chaotic input. Then
Let u be a regular input. Then
Proof.
1. Let u be a non chaotic input and M ∈ Ω u . We know by Proposition 5
is a subspace of R n and is therefore included in one of the V i 's.
2. If u satisfies moreover H(i) for all i = 1, . . . , p, then by virtue of Proposition 4
Indeed if M is the limit of (Φ u (a n k )) k≥0 , where ∀k ≥ 0 u n k = i and δ n k ≥ δ > 0, then Mx ∈ V i for all x ∈ R d . But for each M ∈ Ω u there exists O ∈ O u such that M = OS u , and rank (S u ) = rank (M).
Stability for chaotic inputs
In this section we deal with general inputs, that is with inputs which are possibly chaotic. For this purpose, we introduce the subspaces of R
The subspace K i is exactly the set of points x for which the derivative of e tB i x 2 vanishes at t = 0. According to Lemma 1 the subspace
i + B i is negative out of K i , and that given a compact set K that does not intersect K i , there exists a > 0 such that
It is proved in [13] that for all x ∈ R d , the ω-limit set Ω u x is included in the union of the K i 's, under the condition that the input u satisfies: ∀i ∈ {1, . . . , p} m{t ≥ 0; u(t) = i} = +∞.
(In that paper the matrices B i are assumed to vanish on V i but the proof works in our more general case).
However this requirement appears unnecessary: the sets Ω u x are always included in the union of the K i 's, and actually an even better result holds. Let J u be the subset of {1, . . . , p} defined by i ∈ J u ⇐⇒ m{t ≥ 0; u(t) = i} = +∞, and let
Of course J u and F u depend on the input, but F u is always included in the union of the K i 's.
Let us assume that for some sequence (t k ) k≥0 and some
but that l does not belong to F u . This set being closed we can find ǫ > 0 and α > 0 such that
Moreover, there exists η > 0 such that
It is easy to see that the derivative of Φ u (t)x is bounded by λ( l +2ǫ), where λ = max{ B i ; i = 1, . . . , p} is the Lipschitz constant of Φ u (see Section 4), as long as Φ u (t)x belongs to B(l, 2ǫ). The constant η can therefore be chosen equal to ǫ λ( l +2ǫ)
. Now there exists an integer k 0 such that Φ u (t k )x ∈ B(l, ǫ) as soon as k ≥ k 0 . We can also assume that the intervals [t k − η, t k + η] are mutually disjoint. Denoting by χ {u(s)∈Ju} the indicatrix function of the set {u(s) ∈ J u },intersects all the K i 's for i ∈ J u . This condition is verified in the following cases 1. the cardinal of J u is 2;
2. the cardinal q of J u is larger than 2,
In particular for d = 2, at least one of these conditions is satisfied as soon as
Proof. Similar to the one of Theorem 4.
Stability of pairs of Hurwitz matrices
In this section we deal with the case where B 1 and B 2 are Hurwitz. For the seek of generality our result is stated for general Lyapunov matrices, not necessarily equal to the identity. 
where
Proof. Let us first assume that P = Id, and let u be an input. There are two possibilities:
1. Either m{t ≥ 0; u(t) = i} = +∞ for i = 1 and i = 2. According to Theorem 6 the switched system is asymptotically stable.
2. Or the equality m{t ≥ 0; u(t) = i} = +∞ is verified for only one index and we can assume without loss of generality that m{t ≥ 0; u(t) = 2} < +∞. Let l be an ω-limit point for x: l = lim k →+∞ Φ u (t k )x. Up to a subsequence we can choose τ > 0 such that the sequence Φ k defined by Φ k (t) = Φ u (t k + t) converges uniformly to a function Ψ on [0, τ ] (see Section 4). As
we have
The hypothesis m{t ≥ 0; u(t) = 2} < +∞ implies that m{t ∈ [t k , t k + τ ]; u(t) = 2} tends to 0 as k tends to +∞, and up to a subsequence we can assume that m{t
Clearly the Lebesgue measure of this set vanishes. Moreover if t ∈ [0, τ ]\E, then u(t k +t) is equal to 1 for k large enough, and we conclude that B u(t k +t) converges to B 1 for almost all t ∈ [0, τ ]. The Lebesgue Theorem can be applied to the integral (8) , so that we get
This shows that Ψ(t)l = exp(tB 1 )l belongs to Ω u x for all t ∈ [0, τ ]. Therefore l ∈ V 1 by the very definition of this set, but B 1 being Hurwitz, V 1 = {0} and l = 0. The switched system is therefore asymptotically stable.
If P is not the identity matrix, we can replace B 1 and B 2 by B i = P B i P −1 for i = 1, 2.
The identity matrix is clearly a common Lyapunov matrix for B 1 and B 2 .
9 Examples and applications 9.1 The particular case d = 2
Consider a collection B 1 , . . . , B p of 2 × 2 matrices satisfying Condition (2) . In order to apply Theorem 4 we make the additional hypothesis 1. Apart from this particular case the switched system is asymptotically stable for all well distributed inputs, i.e. for inputs that verify m{t ≥ 0; u(t) = i} = +∞ for i = 1, ..., p, even if they are chaotic.
An example of computation of S u
Consider the 3 × 3 matrices Let u = (a n , u n ) n≥0 be the input defined by a n = n π 2 and
We want to compute the matrix S u for this input. We have only to choose a sequence (t k ) k for which the limit of Φ u (t k ) exists and is easy to calculate. A straightforward computation gives 
