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Kapitel 1
Einleitung
”Man verliert die meiste Zeit damit,dass man Zeit gewinnen will.“
John Steinbeck
In der praktischen Entwicklung verteilter Lernanwendungen zeigt sich, dass das Antwortzeit-
verhalten in besonderem Maße im Entwicklungsprozess sowie Betrieb zu beru¨cksichtigen ist.
Der Einsatz von Prefetching stellt eine a¨ußerst vielversprechende Mo¨glichkeit dar, durch vorzei-
tiges sowie vorausschauendes Anfordern von Daten, Verzo¨gerungen wa¨hrend der Benutzerin-
teraktion drastisch zu senken. Mit dem rasanten Wachstum des World Wide Web (WWW) sind
in den letzten acht Jahren vielza¨hlige Verfahren zur Realisierung von Prefetching fu¨r webbasier-
te Anwendungen publiziert worden.1 Die entwickelten Konzepte sind auf allgemein gehaltene,
zumeist anwendungsunabha¨ngige, von den Technologien des WWW gepra¨gten Erfordernisse
zugeschnitten. Sie eignen sich zwar u¨berwiegend auch fu¨r verteilte Lernanwendungen, werden
jedoch den besonderen Erfordernissen nur bedingt gerecht.
Diese Arbeit untersucht erstmalig gezielt den Einsatz des Prefetchings fu¨r verteilte Lernan-
wendungen. Der Fokus der Arbeit liegt dabei auf Lernanwendungen, deren Lerninhalte mittels
Hypermedien dem Lernenden pra¨sentiert werden. In Publikationen Ende der 90er Jahre von
Joachims, Freitag und Mitchell in [JFM97] sowie Kroeger, Long und Mogul in [KL97] werden
neben der elektronischen Gescha¨ftsta¨tigkeit im WWW auch verteilte Lernanwendungen als ein
interessantes Anwendungsfeld fu¨r Prefetching herausgestellt. Spezielle Verfahren, zugeschnit-
ten auf die Erfordernisse verteilter Lernanwendungen, werden aber nicht weiter verfolgt. Beson-
deren Anforderungen an Prefetchingverfahren, sich aus einem bestimmten Anwendungsbereich
ergebend, wird mit den publizierten Verfahren meist nicht entsprochen. Einige Entwicklungen
dieser Art zeichnen sich im Bereich der elektronischen Gescha¨ftsta¨tigkeit im Zusammenhang
mit adaptiven Benutzerschnittstellen der Anwendungssysteme ab. Sie verknu¨pfen Methoden
des Dataminings mit Prefetchingansa¨tzen (vgl. [SOBB03], [YHN03] und [NKM03]).
Das Problemfeld ”Einsatz von Prefetching in verteilten und hypermedialen Lernanwendungen“stellte sich fu¨r mich in der praktischen Entwicklung rechnergestu¨tzter Lernumgebungen im uni-
versita¨ren Bereich dar (vgl. [TKG02] und [TKG03]). Die sich abzeichnende Problematik kann
durch eine Vielzahl von Publikationen der letzten fu¨nf Jahre untermauert werden. Einerseits
1Sehr ausfu¨hrlich stellt Davidson die Entwicklung bis 2002 in seiner Dissertationsschrift [Dav02a] dar.
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steht die Forderung nach qualitativ hochwertiger, visuell und didaktisch ansprechender Soft-
ware, welche u¨ber die Mo¨glichkeiten klassischer Lehrmedien wie Folie, Buch und Film weit
hinausgeht.2 Andererseits werden Lernszenarien spezifiziert, die nicht nur einen Zugriff auf die
Lerninhalte u¨ber zumeist hochschuleigene Breitbandnetze beschreiben, sondern insbesondere
die Mo¨glichkeit des Selbststudiums in privater Lernathmospha¨re zu mo¨glichst kostengu¨nstigen
Konditionen betonen. Vorherrschend ist die Meinung, dass eigensta¨ndiges Lernen, so genann-
te Selbstlernszenarien, besonders effektiv mit Web-Technologien unterstu¨tzt werden ko¨nnen,3
wobei die Beschra¨nkung auf Web-Technologien nur aus der Popularita¨t des WWWs resultiert.
Stellvertretend dafu¨r stehen aktuelle und zuku¨nftige Technologien zur Realisierung von Diens-
ten auf weit verbreiteten, verteilten und heterogenen Rechnernetzen, mit welchen ra¨umliche
und zeitliche Einschra¨nkungen klassischer Lehrformen u¨berwunden werden ko¨nnen. Zusa¨tz-
lich werden die widerspru¨chlichen Anforderungen noch verscha¨rft, indem sich Entwickler fu¨r
ein exploratives, hochgradig interaktives Design zur besseren Unterstu¨tzung der Lernprozesse
entscheiden.4 Zur Realisierung solch hochwertiger, spezialisierter Informationensangebote fu¨r
rechnergestu¨tzte Lehre sind trotz Einsatz moderner Technologien im Regelfall verha¨ltnisma¨ßig
große Datenmengen zwischen den verteilten Komponenten der Lernanwendung zu u¨bertra-
gen (vgl. [LP01] und [CHR00]). Dieses kann zu langen, auf den Lernprozess außerordentlich
sto¨rend wirkenden Wartezeiten fu¨hren und spiegelt sich in einem schlechten Antwortzeitverhal-
ten der Anwendung wider (vgl. [Ro¨l03], S.323ff.).
Allein fu¨r den deutschsprachigen Hochschulbereich wurden in den letzten beiden Jahren knapp
dreihundert Lernprodukte fertig gestellt. U¨berwiegend sind Produkte mit hypermedial struk-
turierten Lerninhalten, aufsetzend auf Web-Technologien, anzutreffen.5 A¨hnliche, jedoch we-
sentlich schneller fortschreitende Entwicklungen lassen sich auf dem nordamerikanischen so-
wie britischen Bildungsmarkt erkennen. Schlagworte wie Distance-Learning, Teleteaching oder
e-Learning, welche vor wenigen Jahren noch unterschiedliche Technologien sowie Lehrszena-
rien beschrieben haben, werden jetzt synonym fu¨r den weltweit rapide wachsenden Bereich der
webbasierten Lernanwendungen verwendet.6
1.1 Problemstellung und Forschungshypothesen
Aus der praktischen Entwicklung verteilter Lernanwendungen heraus ergab sich die Notwen-
digkeit, den Einsatz von Prefetchingverfahren zur gezielten Steuerung des Antwortzeitverhal-
tens verteilter und hypermedialer Lernanwendungen zu pru¨fen.
Dabei war auffa¨llig, dass in der umfangreich gesichteten Literatur der letzten 12 Jahre kei-
2Vgl. [HG97], [BB98], [Har99], [Ale01], [For01], [Gla01] und [UCS03]
3Vgl. [Isk02], [Pet00], [Wil04] und S.25ff. in [Bre04]
4In der Literatur wird die besondere Eignung explorativ angelegter, in hohem Maße interaktiv gestalteter
Lernanwendungen fu¨r das rechnerunterstu¨tzte, selbstgesteuerte Lernen hervorgehoben. Ha¨ufig wird die Einbet-
tung der hochgradig interaktiven Elemente in ein Hypermedium, welches auch als interaktives Medium angesehen
wird, favorisiert (vgl. [UAD+02], S.71ff. in [Ro¨l03], S.149 in [NHHM+04] und S.16ff. in [PMC99] ).
5Eine genaue Auflistung der in Deutschland staatlich gefo¨rderten Entwicklungen mit detaillierten Informa-
tionen sind im Produktkatalog des Bundesministeriums fu¨r Bildung und Forschung zu finden (vgl. [Han04] und
[BMB05]).
6Eine Ausfu¨hrliche Beschreibung der Entwicklung in den letzten Jahren sowie die zunehmende Dominanz von
webbasierten Lo¨sungen und den zugrunde liegenden Ursachen kann in [UCS03] nachgelesen werden.
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ne wissenschaftlichen Arbeiten sich dem Thema des Einsatzes von Prefetching fu¨r verteilte
Lernanwendungen angenommen haben. Im Gegensatz dazu steht ab Mitte der 90er Jahre eine
nahezu unu¨berschaubare Zahl publizierter Prefetchingansa¨tze fu¨r webbasierte Anwendungen
sowie vielza¨hlige weitere empirische Studien, die sich mit den Besonderheiten der Mensch-
Maschine-Interaktion in hypermedialen Lernanwendungen bescha¨ftigen.7
Es wird hier die Idee verfolgt, dass der Prozess des rechnergestu¨tzten Lernens besondere Anfor-
derungen an das Antwortzeitverhalten wa¨hrend der Interaktion des Lernenden mit der Softwa-
reanwendung stellt. Prefetchingverfahren ko¨nnten dann gezielt zur Reduktion von Verzo¨gerun-
gen in der Mensch-Maschine-Interaktion eingesetzt werden, wenn die Besonderheiten in den
Verfahren beru¨cksichtigt wu¨rden.
Daraus ergeben sich direkt zwei Forschungsfragen:
• Welche speziellen Eigenschaften verteilter hypermedialer Lernanwendungen haben Ein-
fluss auf die Wahl eines Prefetchingverfahrens zur gezielten Einflussnahme auf das Ant-
wortzeitverhalten?
Empirische Studien zu beobachteten Lernprozessen in hypermedialen Lernanwendun-
gen verweisen darauf, dass Lernverhalten und Navigationsverhalten eng miteinander ver-
knu¨pft sind. Das Navigationsverhalten hat wiederum drastisch Auswirkungen auf die
Leistung eines Prefetchingverfahrens. Die Forschungsergebnisse sind unbedingt mitein-
ander zu verknu¨pfen. Aufgrund der vielza¨hlig fundierten wissenschaftlichen Arbeiten zur
Erkla¨rung von Lernverhalten und Lernergebnissen sowie den Besonderheiten in der Ent-
wicklung von Lernanwendungen existieren detaillierte Vorstellungen u¨ber das Navigati-
onsverhalten der Lernenden. Die Kenntnisse u¨ber das Navigationsverhalten sind mit einer
professionellen Entwicklung hypermedialer Lernanwendungen zu beru¨cksichtigen. Die-
ser Umstand stellt fu¨r den Einsatz von Prefetchingverfahren eine besondere Chance dar.
Es gilt, diese Erkenntnisse gezielt im Lebenszyklus verteilter Lernanwendungen auszu-
nutzen.
• Ist es mo¨glich, Prefetchingverfahren zu konstruieren, welche den Besonderheiten verteil-
ter hypermedialer Lernanwendungen entsprechen?
Es sind Verfahren gesucht, die den Anforderungen aus Entwicklung wie Betrieb verteilter
hypermedialer Lernanwendungen im Besonderen entsprechen, um die sich abzeichnende
Chance nutzen zu ko¨nnen. Dazu ist eine Betrachtung der existierenden Ansa¨tze sinnvoll.
Sie sind entsprechend der Eignung eingesetzter Methoden zu klassifizieren, so dass kriti-
sche Aussagen u¨ber ihren Einsatz getroffen werden ko¨nnen. Wie bereits angesprochen, ist
zu erwarten, dass existierende Verfahren nur teilweise den Anforderungen gerecht wer-
den.
Kernproblem dieser Arbeit ist es, Optimierungsprobleme zu formulieren, dafu¨r Lo¨sungs-
verfahren in Form von Prefetchingverfahren zu konstruieren sowie deren Optimierungs-
ergebnisse in den praktischen Anwendungszusammenhang zu integrieren, mit dem Ver-
such, den Besonderheiten verteilter hypermedialer Lernanwendungen zu entsprechen und
kritische Nachteile existierender Verfahren aufzugreifen.
7Dazu ausfu¨hrlich mehr im folgenden Kapitel
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Letztendlich wird die Vision verfolgt, existierende, bereits fu¨r webbasierte Anwendungen als
erfolgsversprechend bewertete Verfahren, mit den hier vorgeschlagenen zu kombinieren und so
leistungsfa¨higere Prefetchingverfahren zur gezielten Beeinflussung des Antwortzeitverhaltens
verteilter hypermedialer Lernanwendungen zu schaffen.
Es ist damit zu rechnen, dass Antworten auf die Fragen, insbesondere der zweiten Kernfrage,
nicht allein fu¨r verteilte hypermediale Lernanwendungen von Interesse sein werden.
Es ergeben sich aus den Fragen folgende zu pru¨fende Forschungshypothesen:
• Wa¨hrend Entwurf und Betrieb verteilter hypermedialer Lernanwendungen sind eine Viel-
zahl von Besonderheiten zu beachten, die mit dem Einsatz von Prefetching unbedingt zu
beru¨cksichtigen sind.
• Die nach aktuellem Wissensstand bekannten Prefetchingansa¨tze entsprechen nur teilwei-
se den besonderen Anforderungen von Entwicklung und Betrieb verteilter hypermedialer
Lernanwendungen.
• Es ko¨nnen fu¨r verteilte hypermediale Lernanwendungen entscheidungsunterstu¨tzende,
rechnergestu¨tzte Prefetchingansa¨tze entwickelt werden, welche in besonderem Maße auf
bestimmte Besonderheiten zugeschnitten sind. Sie lassen sich entwicklungsunterstu¨tzend
wie auch im Betrieb einsetzen.
Die ersten beiden Hypothesen sollen anhand des derzeitigen Wissenstands und den eigenen Er-
fahrungen gepru¨ft werden. Sie werden aber nicht als Kern der Arbeit angesehen. Deren Besta¨ti-
gung ist jedoch notwendig, um die dritte Hypothese sinnvoll bearbeiten zu ko¨nnen. Zur Besta¨ti-
gung der dritten Hypothese sind neuartige Verfahren zu konstruieren und deren Eigenschaften
zu diskutieren.
1.2 Untersuchungsziel, Arbeitsaufgaben und
eingesetzte Methoden
Mit dieser Arbeit wird das Ziel verfolgt, Prefetchingansa¨tze zu entwickeln,
• die den speziellen Anforderungen verteilter hypermedialer Lernanwendungen genu¨gen
und
• die sowohl fu¨r den Betrieb als auch fu¨r die Entwicklung verteilter hypermedialer Lernan-
wendungen sinnvoll nutzbar sind.
Dazu wird folgender Weg beschritten:
• Es sind jene Besonderheiten verteilter hypermedialer Lernanwendungen herauszuarbei-
ten, die sich auf die Leistung von Prefetchingverfahren auswirken.
Die bisher nur voneinander getrennt betrachteten Themengebiete ”Verteilte hypermedialeLernanwendungen“ und ”Prefetching“ sind miteinander zu verknu¨pfen, so dass bereitsexistierende Verfahren in Hinblick auf ihre Eignung leicht bewertet werden ko¨nnen. Es
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wird vermutet, dass eine Klassifikation in Hinblick auf die Eignung der existierenden Pre-
fetchingansa¨tze mo¨glich ist. Die wissenschaftliche Literatur der letzten Jahre ist fu¨r beide
Themengebiete zu begutachten und praktische Erfahrung aus Entwicklung und Betrieb
von Lernanwendungen sind bei der Bewertung zu beru¨cksichtigen.
• Es ist ein Modell zu erstellen, auf dessen Grundlage eine exakte Problemstellung formu-
liert, das Anwendungspotential einer mo¨glichen Lo¨sung bewertet und Prefetchingverfah-
ren konstruiert werden ko¨nnen. Das Modell muss hinreichend von den noch zu beschrei-
benden Anwendungssituationen und den eingesetzten Technologien abstrahieren und die
herausgearbeiteten Besonderheiten beru¨cksichtigen.
Kern dieses Modells sollen kombinatorische Optimierungsprobleme sein. Fu¨r diese wer-
den effiziente rechnergestu¨tzte Lo¨sungsverfahren gesucht. Auf Basis der Problemlo¨sun-
gen ko¨nnen optimale Entscheidungen fu¨r die Prefetchingprobleme gefa¨llt werden. Um
den Wert eines solchen Modells und den Wert der die Probleme lo¨senden Verfahren
abscha¨tzen zu ko¨nnen, ist das Anwendungspotential, das soll hier heißen die zu erwarten-
de Leistung bzw. Lo¨sungsgu¨te potentiell mo¨glicher Verfahren, zu bestimmen. Aufgrund
des Online-Charakters und der Unsicherheit in Entscheidungssituationen wird dafu¨r die
kompetitive Analyse eingesetzt.8 Weiterhin ist die Komplexita¨t der formulierten Proble-
me zur Konstruktion von Lo¨sungsverfahren von Interesse. Zu deren Bestimmung werden
Methoden aus der Komplexita¨tstheorie eingesetzt.
• Es sind Verfahren zu entwickeln, die die im Modell formulierten kombinatorischen Opti-
mierungsprobleme effizient lo¨sen bzw. effizient approximieren.
Dazu sind effizient lo¨sbare Probleminstanzmengen zu identifizieren und effiziente Lo¨-
sungsverfahren mit Methoden der Modellierung und Algorithmik zu entwerfen. Es ist zu
kla¨ren, ob verbreitete ”Standardverfahren“ zur Lo¨sung der Optimierungsprobleme bzw.dessen Approximation Anwendung finden ko¨nnen.
Dieses Teilziel ist von immanenter Bedeutung fu¨r das Kernziel der Arbeit. Hier zeigen
sich die Mo¨glichkeiten des Einsatzes von Prefetching fu¨r verteilte hypermediale Lernan-
wendungen. Die vorab zu formulierenden Optimierungsziele und Modellbedingungen
wirken drastisch auf die Erreichbarkeit dieses Ziels. Bekannte Methoden der Algorithmik
und des Entwurfs sowie Beweistechniken zum Nachweis der Korrektheit und der Effizi-
enz sind zwar hilfreich und mu¨ssen gezielt eingesetzt werden, letztendlich ist jedoch die
grundlegende algorithmische Idee, meist resultierend aus einem kreativen Denkprozess,
entscheidend fu¨r den Erfolg.
• Abschließend ist zu kla¨ren, wie die Ergebnisse der Optimierungsverfahren in die Ent-
wicklung und den Betrieb einfließen ko¨nnen.
Die Optimierungsverfahren allein sind nutzlos, wenn deren Ergebnisse nicht praktisch
nutzbar sind. Hier sind fu¨r den praktischen Einsatz der zu entwickelnden Verfahren zwei
Bereiche von Interesse. Einerseits ist das angestrebte Antwortzeitverhalten schon mit dem
Entwurf der Lernanwendung mittels des so genannten Software Performance Engineering
gezielt zu beeinflussen (vgl. [SW02]). Andererseits ist wa¨hrend des Betriebs mittels klas-
sischem Performance Tuning das spezifizierte Antwortzeitverhalten zu sichern. Mit der
8Vgl. zur Kompetitivita¨tsanalyse [PW99]
5
Arbeit soll gezeigt werden, welche Informationen die konstruierten Optimierungsverfah-
ren fu¨r diese beiden Bereiche liefern ko¨nnen, worin dessen Vorzu¨ge und Nachteile zu
anderen Verfahren bestehen und wie sich diese mit anderen vorteilhaften Ansa¨tzen ver-
binden lassen.
1.3 Aufbau der Arbeit
Der zum Beschreiten dieses Weges verfu¨gbare Wissensstand wird ausfu¨hrlich im folgenden
Kapitel dargestellt und diskutiert. Diesen Zielen folgend unterteilt sich die Arbeit neben dieser
Einfu¨hrung und der abschließenden Zusammenfassung in fu¨nf weitere Kapitel:
Das zweite Kapitel bescha¨ftigt sich mit der grundlegenden Verknu¨pfung der Themengebiete
”Prefetching“ und ”verteilte hypermediale Lernanwendungen“. Es werden die notwendigenGrundlagen dargestellt und abgegrenzt. Dazu werden die elementaren Begriffe ”Lernanwen-dung“, ”Hypermedium“, ”Verteilung“ und ”Prefetching“ gekla¨rt und fu¨r den betrachteten Zu-sammenhang konkretisiert. Es werden weiterfu¨hrende U¨berlegungen zu den Besonderheiten der
Lernanwendungen bezu¨glich des Navigationsverhaltens und der Konstruktion von Hypermedi-
en dargestellt und im Zusammenhang mit dem Konzept des Prefetchings diskutiert. Dazu wird
eine Klassifikation fu¨r Prefetchingverfahren entwickelt und die einzelnen Klassen in Hinblick
auf ihre Eignung bewertet, die durch Prefetchingverfahren abzudeckenden Funktionalita¨tsbe-
reiche anhand eines Komponentenmodells herausgearbeitet sowie Risiko und Chancen des Ein-
satzes der Verfahren dargestellt. Zum Schluss des Kapitels werden eigene Erfahrungen mit der
Entwicklung verteilter Lernanwendungen dargestellt, besonders vielversprechende Lehrszena-
rien fu¨r den Einsatz von Prefetching herausgearbeitet und damit die Ziele der folgenden Mo-
dellbildung nochmals pra¨zisiert.
Im dritten Kapitel werden zwei miteinander eng verknu¨pfte Modelle bezu¨glich des Hyperme-
diums und des Zugriffs auf Lerninhalte entwickelt. Es werden ausfu¨hrlich die Vorstellungen zu
drei Entscheidungsfeldern und den sie limitierenden Randbedingungen fu¨r den Einsatz von Pre-
fetching entwickelt. Darauf aufsetzend werden zwei formal dargestellte Modelle pra¨sentiert und
die damit getroffenen Einschra¨nkungen sowie gesetzten Schwerpunkte diskutiert. Kern der Mo-
delle bilden vierzehn, sich teilweise nur marginal in der Zielstellung unterscheidende, kombi-
natorische Optimierungsprobleme. Ausgewa¨hlte, besonders interessante Eigenschaften werden
nach der Diskussion der Annahmen analysiert.
Das vierte Kapitel bescha¨ftigt sich mit Optimierungsproblemen des so genannten Offline-Mo-
dells, mit welchem insbesondere der Entwurf des Hypermediums der Lernanwendung unter-
stu¨tzt werden kann. Das Kapitel unterteilt sich in zwei große Abschnitte. Im ersten Teil werden
fu¨r einige der Optimierungsprobleme effiziente Lo¨sungsverfahren dargestellt. Diese Lo¨sungs-
verfahren vereinen ein gemeinsames Prinzip der Konstruktion einer Lo¨sung, welches vorab
ausfu¨hrlich beschrieben wird. Dann wird die Komplexita¨t der aufgeworfenen Optimierungspro-
bleme diskutiert und aus der Formulierung des Modells als lineares Programm ein effizientes
Approximationsverfahren konstruiert.
Im fu¨nften Kapitel werden Verfahren fu¨r vier Optimierungsziele des so genannten Online-
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Modells entworfen, welche insbesondere im Betrieb der Lernanwendung eingesetzt werden
ko¨nnen. Es wird ein allgemeines Algorithmengeru¨st fu¨r Online-Verfahren des Modells entwor-
fen und darauf aufsetzend ein sehr einfach gehaltenes heuristisches Entscheidungsverfahren
betrachtet, welches nicht gezielt eine Optimierung verfolgt. An diesem wird dann die Gu¨te
anderer Online-Verfahren diskutiert. Dabei handelt es sich um Online-Verfahren, die sich der
fu¨r das Offline-Modell konstruierten Verfahren bedienen. Zum Schluss des Kapitels wird auf
bemerkenswerte Eigenschaften dieser Online-Verfahren eingegangen.
Das sechste Kapitel bescha¨ftigt sich mit dem praktisch mo¨glichen Einsatz der konstruierten
Optimierungsverfahren. Es beschreibt im ersten Teil den Einsatz der Verfahren des Offline-
Modells in der Entwicklung von hypermedialen Lernanwendungen. Schwerpunkt ist der Ent-
wurf von Hypermedien in Abha¨ngigkeit von Optimierungsergebnissen, mit welchen auf das zu
erwartende Antwortzeitverhalten der Lernanwendung unter Einsatz eines Prefetchingverfahrens
geschlossen werden kann. Im zweiten Teil wird der Einsatz der Verfahren des Online-Modells
im Betrieb dargestellt. Es werden Mo¨glichkeiten des Performance Tunings und kritische, auf
die Leistung der konstruierten Verfahren wirkende Annahmen des formulierten Online-Modells
aufgezeigt. Zum Abschluss des Kapitels wird beispielhaft eine von vielen mo¨glichen Verknu¨pf-
ungsmo¨glichkeiten der hier vorgeschlagenen Prefetchingverfahren mit anderen publizierten, als
in der vorliegenden Literatur sehr erfolgsversprechend herausgestellten Ansa¨tzen, diskutiert.
Das siebente Kapitel liefert eine Zusammenfassung und Bewertung der Forschungsergebnisse
sowie einen Ausblick auf weitere offene Fragestellungen.
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Kapitel 2
Grundlagen und weiterfu¨hrende
U¨berlegungen
”Und das Ende all unseres Kundschaftenswird sein, am Ausgangspunkt anzukommen.
Und den Ort zum erstenmal zu erkennen.“
T.S. Eliot, Little Gidding
Zur Bearbeitung des Themas sind hier einige grundlegende begriffliche und sachliche U¨ber-
legungen notwendig. Diese werden detaillierter als in der Einfu¨hrung mo¨glich auf die bereits
formulierte Zielstellung der Arbeit hinfu¨hren.
Es wird zuerst gekla¨rt, was hier unter verteilten hypermedialen Lernanwendungen sowie Pre-
fetching verstanden wird. Dann werden einige Besonderheiten der Entwicklung und des Be-
triebs verteilter hypermedialer Lernanwendungen herausgestellt, welche wesentlichen Einfluss
auf den Einsatz von Prefetching in Kombination mit Lernanwendungen haben. Schwerpunkt
liegt dabei auf dem Navigationsverhalten in diesen Anwendungen. Das Navigationsverhalten
hat unterschiedlich starken Einfluss auf unterschiedliche Kategorien von Prefetchingansa¨tzen.
Eine entsprechende Unterteilung wird in diesem Kapitel angeboten. Darauf aufsetzend werden
fu¨r die Realisierung eines Prefetchingverfahrens die grundsa¨tzlich beno¨tigten Komponenten
dargestellt sowie ausgewa¨hlte Gu¨tekriterien zur Bewertung von Prefetchingverfahren und die
sich daraus ergebenden Anforderungen an Prefetchingkonzepte fu¨r Entwicklung und Betrieb
der Lernanwendungen diskutiert. Zum Schluss wird nochmals die Aktualita¨t der Problemstel-
lung sowie sich aus dem Anwendungszusammenhang ergebende Details an einem realen An-
wendungsszenario erla¨utert.
2.1 Grundbegriffe
Die hier verwendeten Begrifflichkeiten werden in der vorliegenden Literatur teilweise nicht
eindeutig definiert oder in variierender Bedeutung verwendet. Hier soll kein neues Versta¨ndnis
fu¨r die verwendeten Begriffe gebildet werden, jedoch ist eine klare Abgrenzung zu a¨hnlich oder
synonym verwendeten Begrifflichkeiten notwendig.
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2.1.1 Lernanwendung
Definition: Unter dem Begriff Lernanwendung soll hier Anwendungssoftware verstanden wer-
den, welche speziell fu¨r Lern- und Lehrzwecke entwickelt wurde. Das heißt, Lernanwendun-
gen sind Softwareprodukte, welche die Anwendungsaufgabe des Lehrens bzw. Lernens un-
terstu¨tzen. Der Anwendungsbereich fu¨r Lernanwendungen wird rechnergestu¨tztes Lernen bzw.
rechnergestu¨tzte Lehre genannt. Statt rechnergestu¨tzt wird in der sozialwissenschaftlichen Li-
teratur auch ha¨ufig der Begriff computerge- bzw. computerunterstu¨tzt verwendet. 
Dieses Versta¨ndnis u¨ber Lernanwendungen lehnt sich an die von Issing und Klimsa (vgl. [IK02],
S.558) allgemein anerkannte Auffassung zum Begriff Lernsoftware an:
”Software, die speziell fu¨r Lehr- und Lernzwecke konzipiert und programmiert wurde. Die di-daktische Komponente liegt vor allem im Produkt, d.h. in der Software selbst, und zeigt sich im
Programmdesign, in der Gestaltung und Gliederung der Benutzeroberfla¨che, den vorgesehenen
Feedback-Mechanismen und Interaktionsmo¨glichkeiten der BenutzerInnen.“
Mit der oben gewa¨hlten Definition wird der Anwendungscharakter unterstrichen. Bei Lernan-
wendungen handelt es sich um Software, welche der oberen Schicht des TCP/IP Referenz-
modells zuzuordnen ist.1 In der Entwicklung stehen gewo¨hnlich die Modellierung der Benut-
zerschnittstelle und die daraus resultierenden Interaktionsmo¨glichkeiten, einem didaktischen
Konzept folgend, im Vordergrund.
Die Begriffe Lernsoftware und Lernanwendung werden in der Literatur zum Thema rech-
nergestu¨tzte Lehre und rechnergstu¨tztes Lernen ha¨ufig intuitiv verwendet (vgl. zum Beispiel
[IK02], S.231ff.).2 Lernsoftware bzw. Lernanwendungen werden eingesetzt, um rechnergestu¨tz-
te Lernumgebungen zu schaffen. Sie ko¨nnen als ein Teil bzw. Softwaremodul dieser angesehen
werden oder eine rechnergestu¨tzte Lernumgebung vollsta¨ndig abbilden. Unter Lernumgebun-
gen werden jedoch prima¨r die a¨ußeren Umsta¨nde verstanden, welche zu einer Situation des
rechnergestu¨tzten Lehrens und Lernens fu¨hren.
”Der Begriff der Lernumgebung zielt in erster Linie auf die a¨ußeren Bedingungen ab. Im be-sonderen geht es um Lernmaterialien und Lernaufgaben sowie um deren Gestaltung, wodurch
erwu¨nschte Lernprozesse ausgelo¨st werden sollen.“ (vgl. [DS01], S.23)
Kerres verwendet statt rechnergestu¨tzter Lernumgebung auch den allgemeiner gefassten Begriff
der multimedialen und telemedialen Lernumgebung (vgl. [Ker99] und S.25 in [Ker01c]), wo-
bei er mit telemedial auf die ra¨umliche Verteilung einzelner Komponenten der Lernumgebung
abzielt, multimedial die Verwendung unterschiedlicher Medien betont, jedoch nicht explizit
eine Unterstu¨tzung durch Rechentechnik fordert. Im Fokus dieser Arbeit steht nicht die Un-
terstu¨tzung und Gestaltung spezieller a¨ußerer Umsta¨nde, dem so genannten Lernarrangement
oder der Lernsituation3, sondern die Unterstu¨tzung des eigentlichen Lernprozesses, basierend
auf einem starken Maß von Eigenaktivita¨ten der Lernenden.
Anwendungen, welche solche Lernarrangements rechnerunterstu¨tzen, in der Literatur auch vir-
tuelle Lernarrangements genannt, heißen Lernplattformen (vgl. [MS02]). Schulmeister schreibt
Lernplattformen folgende Funktionalita¨ten in [Sch03], S.10 zu:
1Der Verarbeitungsschicht, siehe [Tan03], S. 41ff.
2Tele-, Online- oder eLearning werden immer wieder synonym verwandt und beziehen sich auf Lernangebote,
in welchen Telemedien, insbesondere das Internet, zur Distribution von Lernmaterialien zum Einsatz kommen (vgl.
[KJ01]).
3Vgl. zu Lernarrangement und Lernsituation [Ker00]
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• Benutzerverwaltung
• Kursverwaltung
• Rollen- und Rechtevergabe mit differenzierten Rechten
• Kommunikationsmethoden (Chat, Foren) und Werkzeuge fu¨r das Lernen (Whiteboard,
Notizbuch, Annotationen, Kalender etc.)
• Darstellung der Kursinhalte
Die in dieser Arbeit betrachteten Methoden und Konzepte unterstu¨tzen die zuletzt genannte
Funktionalita¨t der Darstellung von und des Zugriffs auf Lernmaterialien und Lernaufgaben.
Bei Schulmeister werden diese in Form so genannter Kurse themen- und/oder benutzerbezogen
strukturiert. Das heißt, die hier betrachteten Lernanwendungen erfu¨llen alle die wesentliche
Funktionalita¨t der Darstellung von Lerninhalten, Lernmaterialien und Lernaufgaben und reali-
sieren damit auch den Zugriff auf diese.4
Neuere Entwicklungen versuchen, die Darstellung von und den Zugriff auf Lerninhalte personen-
oder auch gruppenbezogen zu gestalten. In Abha¨ngigkeit vom Nutzerprofil sollen die Inhalte
dargestellt werden. In einem Nutzerprofil werden perso¨nlichen Eigenschaften, Pra¨ferenzen des
Nutzers, die Rolle des Nutzers innerhalb der Anwendung und das beobachtbare Nutzerverhal-
ten zusammengefasst. Entsprechenden Lernanwendungen, die dieses beru¨cksichtigen, wird die
Eigenschaft der Adaptivita¨t zugeschrieben. Sie werden adaptive Lernanwendungen genannt.
Grundvoraussetzung, um Adaptivita¨t zu erreichen, ist die Aufzeichnung und Analyse von Nut-
zereigenschaften und -verhalten (vgl. [TVB+04] und [KM04]). Beides ist fu¨r die hier unter-
suchten Ansa¨tze von Bedeutung und wird in diesem Kapitel diskutiert.
Nach der Abgrenzung und Definition des Begriffs Lernanwendung wird in den folgenden bei-
den Abschnitten die Verteilung der Komponenten einer Lernanwendung und die Strukturierung
der Lerninhalte in Form von Hypermedien dargestellt.
Verteilte Lernanwendungen
Definition: Verteilte Lernanwendungen sind Lernanwendungen, welche aus zueinander ra¨um-
lich getrennten Komponenten zusammengesetzt sind. 
Kerres charakterisiert solche Anwendungen wie oben schon erwa¨hnt auch mit dem Begriff tele-
medial bzw. Tele-eLearning. Telemedien, insbesondere das Internet, sind fu¨r ihn Distributions-
wege zur Verteilung von Lernmaterialien (vgl. [KJ01], S. 267). Rechnerunterstu¨tzung fordert er
zwar nicht explizit, alle weiteren Ausfu¨hrungen beziehen sich aber auf rechnergestu¨tzte Lern-
szenarien.
Der Verteilungsbegriff soll hier jedoch im Sinne von verteilten Systemen aufgefasst werden.
Tanenbaum wie auch Coulouris, Dollimore und Kindberg heben die Transparenzeigenschaft
4Es wa¨ren auch Lernanwendungen denkbar, welche nur die Organisation und Verwaltung der Lehre sowie
Kommunikation zwischen den Nutzern unterstu¨tzen. Diese unterstu¨tzen dann jedoch im Regelfall nur sekunda¨r
den eigentlichen Lernprozess des Lernenden. Der systematische Wechsel zwischen rechnergestu¨tztem Lernen und
Pra¨senzlehre wird auch hybrides Lernarrangement genannt (vgl. [KJ99]).
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verteilter Systeme gegenu¨ber Rechnernetzen hervor (vgl. [Tan03], S. 2 und [CDK02], S. 42ff.),
welche hier auch betont werden soll. Die Mo¨glichkeit der ra¨umlichen Verteilung einzelner Kom-
ponenten ist zwar wesentlich, um wichtige Funktionalita¨ten der Lernanwendung zu erfu¨llen,
soll aber fu¨r den Nutzer transparent bleiben, das heißt nicht sichtbar. Informationen u¨ber das
zugrundeliegende Rechnernetz sind fu¨r Lernende und Lehrende normalerweise verborgen.Cou-
louris, Dollimore und Kindberg wie auch Tanenbaum unterscheiden zwischen sieben unter-
schiedlichen Arten der Transparenz (vgl. [CDK02], S. 42 und [Tan02], S. 6ff.). Hier ist die
Zugriffs- und Positionstransparenz, von Tanenbaum als ”location transparency“ bezeichnet, vonbesonderem Interesse. Mit der Transparenzeigenschaft der Lernanwendung ist zu sichern, dass
der Zugriff auf entfernte Ressourcen wie z.B. Lernmaterialien unter Verwendung identischer
Operationen ohne Kenntnis u¨ber deren Position und Ort erfolgt. Auch ist die Dauer zwischen
Anforderung ra¨umlich entfernt gespeicherter Daten und der Auslieferung dieser Daten an den
Nutzer in angemessener Zeitdauer zu gestalten. Im Idealfall unterscheidet sich diese Zeit nicht
von einem Zugriff auf lokal gespeicherte Daten. Es ist wesentlich fu¨r die Benutzbarkeit einer
verteilten Lernanwendung, dass der Nutzer nicht eigensta¨ndig dafu¨r Sorge tragen muss, woher
die fu¨r den Lernprozess notwendigen Informationen kommen und dass diese rechtzeitig in ange-
messener Zeit fu¨r ihn verfu¨gbar sind.5. Diese beiden fu¨r verteilte Lernanwendungen besonders
wichtigen Eigenschaften werden Orts- und Zeittransparenz genannt.6
Lernplattformen sind im Regelfall verteilte Lernanwendungen. Sie dienen prima¨r der Distribu-
tion von Lernmaterialien. Graf betont in [Gra04], S. 72:
”Es macht nur Sinn, mit einer Lernplattform zu kommunizieren, wenn die Mitglieder der Grup-pe geografisch verteilt sind. Sitzen die Lernenden ohnehin am selben Ort, tauschen sie sich
besser, effizienter und lustvoller direkt und perso¨nlich aus und stellen anschließend zuhanden
der Lehrperson oder anderer Gruppen die Resultate ihrer Arbeiten in digitaler Form auf die
Plattform.“
Lernplattformen dienen dazu, ra¨umliche Distanz durch synchrone und asynchrone Kommuni-
kation der Nutzer zu u¨berbru¨cken. Die in dieser Arbeit betrachteten Methoden und Konzepte
unterstu¨tzen die asynchrone Kommunikation von Nutzern. Anwendungen zur Darstellung von
Lerninhalten wie Videokonferenzen oder Chats zur Realisierung synchroner Kommunikation
zwischen den Nutzern soll hier nicht betrachtet werden. In diesen Anwendungsfeldern haben
Prefetchingverfahren keine Bedeutung.7
In der Praxis wie auch in der Literatur sind vorherrschend Architekturen fu¨r verteilter Lernan-
wendungen basierend auf dem WWW, das heißt basierend auf Technologien spezifiziert durch
das World Wide Web Consortium (W3C). Sie werden webbasierte Lernanwendungen genannt
und der Klasse so genannter Web-Anwendungen zugeschrieben.8 Umgesetzt werden diese u¨ber-
5U¨ber das, was angemessen heißt, ist noch zu diskutieren.
6Den zeitlichen Aspekt erwa¨hnen Tanenbaumwie auchCoulouris,Dollimore undKindberg in ihren Ausfu¨hrun-
gen zu unterschiedlichen Arten von Transparenz nicht explizit. Um diesem gerecht zu werden, wa¨re ein zusa¨tzli-
cher Typ von Transparenz, die Zeittransparenz, in ihren Ausfu¨hrungen sinnvoll.
7Durch den bestimmten, angemessen kurzen Zeitabstand zwischen Senden und Empfang einer Nachricht, spie-
len Prefetchingverfahren zur Verku¨rzung der Dauer der Nachrichtenu¨bermittlung, welche spekulativ Daten im
Voraus zum Laden bestimmen, dass heißt vor Empfang der eigentlichen Nachricht vom Empfa¨nger, keine Rolle
zur Verbesserung des Antwortverhaltens. Grundvoraussetzung ist, dass die Daten vor Anforderung dieser durch
den Empfa¨nger auch im System vorhanden sind.
8Eine Darstellung unterschiedlicher Klassen und Anwendungsfelder von Web-Anwendungen hat Murugesan
in [Mur00] vorgenommen.
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wiegend auf Client-Server-Architekturen in Form von Web-Browser- und Web-Server-Techno-
logien. Die Kommunikation erfolgt u¨berwiegend per Hyper-Text-Transfer-Protokoll (HTTP).
Dieses ist auf die weite Verbreitung webbasierter Technologien, Client-Server-Architekturen
und dem HTTP insbesondere zuru¨ckzufu¨hren. Die in dieser Arbeit vorgeschlagenen Methoden
und Konzepte zur Verbesserung des Antwortzeitverhaltens verteilter Lernanwendungen lassen
sich fu¨r solche Anwendungen besonders gut verwenden, sind aber auf die Anwendungsklasse
Web-Anwendungen und Client-Server-Architekturen nicht beschra¨nkt. Andere Architekturva-
rianten wie zum Beispiel die Nutzung von Peer-to-Peer-Architekturen sind denkbar. Wesentlich
jedoch ist, dass diese nicht nur verteilt sind, sondern dass die Lerninhalte hypermedial struktu-
riert vorliegen.
Hypermediale Lernanwendungen
In Anlehnung an Casteleyn und De Troyer, welche Eigenschaften von Hypermedien in [CT02]
beschreiben, wird hier unter einem Hypermedium folgendes verstanden:
Definition: Ein Hypermedium stellt eine Sammlung untereinander verknu¨pfter Informations-
elemente dar. 
Die Verknu¨pfung zweier oder mehrerer Informationselemente wird als Link bezeichnet.
Nach dem sehr allgemein gehaltenen Versta¨ndnis von Casteleyn und De Troyer sind Links Ver-
knu¨pfungen zweier oder mehrerer Informationselemente. Ein Link ist entweder uni- oder bi-
direktional. Ein uni-direktionaler Link verweist von einem Element oder mehreren Elementen,
der Quelle, auf ein oder mehrere andere Elemente, das Ziel bzw. die Ziele. Bi-direktionale Links
verknu¨pfen ein oder mehrere Elemente zu ein oder mehreren Elementen in beide Richtungen.
Die Rolle von Quelle und Ziel ist austauschbar.
Ein uni-direktionaler Link beschreibt dem nach eine Vorga¨nger-Nachfolger-Beziehung zwi-
schen Elementen. Bi-direktionale Links sind hingegen ungerichtet und beschreiben nur die di-
rekte Nachbarschaft zwischen den Informationselementen.
Hier sind Eigenschaften von Hypermedien aus dem Blickwinkel der Navigation von besonde-
rem Interesse. Casteleyn und De Troyer unterscheiden je nach Funktion des Links in einem
Hypermedium zwischen vier unterschiedlichen Linktypen.9 Einer dieser Typen beschreibt na-
vigationsbezogene Links. Dieser Typ wird zur Darstellung der mo¨glichen Navigation durch
ein Hypermedium verwendet. Auf die einzelnen Informationselemente kann in Abha¨ngigkeit
von navigationsbezogenen Links zugegriffen werden. Diese beschreiben die Mo¨glichkeit, aus-
gehend von einem oder mehreren Knoten, auf die in der Regel unterschiedlichen Wege, das
heißt Abfolgen von Informationselementen bzw. Informationselementmengen, welche durch
Links miteinander verbunden sind, auf andere Informationselemente zuzugreifen. Eine solche
Abfolge von Elementen bzw. Elementmengen wird Navigationspfad (vgl. [FW03], S.591), An-
fragemuster10 (vgl. [Dav04]), Zugriffsmuster11 (vgl. [PHMaZ00]) oder auch Nutzmuster12 (vgl.
[CSM97], [BHS02] und [BS00]) genannt. Hier soll der Begriff Nutzmuster bzw. in Bezug auf
Lernanwendungen Lernpfad oder Lernweg verwendet werden.
9Sie unterscheiden zwischen navigationsbezogenen, strukturellen, semantischen und prozessbezogenen Links
(engl. navigational, structural, semantic, process logic links).
10englisch request pattern
11englisch access pattern
12englisch usage pattern
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Die sich aus den Verknu¨pfungen und Elementen ergebende, im Regelfall nicht-lineare Struk-
tur eines Hypermediums kann einfach als Graph dargestellt werden, indem die Informations-
elemente des Mediums als Knoten des Graphen und die Verknu¨pfungen zwischen diesen als
gerichtete (unidirektionale Links) und ungerichtete (bi-direktionale Links) Kanten abgebildet
werden. Werden nur die navigationsbezogenen Links des Mediums betrachtet, dann heißt der
daraus resultierende Graph Navigationsgraph (vgl. [Spi99],[Her02]).
Im Gegensatz zum Hypertext als ein spezieller Typ eines Hypermediums bestehend aus Infor-
mationselementen in Textform, wird mit Verwendung des Begriffs Hypermedium betont, dass
die Informationselemente aus unterschiedlichen Medien bestehen ko¨nnen (vgl. [Jon96], S. 703
sowie [Ker01c]). Es wird zwischen vier Informationstypen unterschieden:
• Text
• Audio
• Einzelbild
• Bewegtbild
Das hier im Folgenden verwendete Modell eines Hypermediums orientiert sich allein an der
Beschreibung mo¨glicher Navigation innerhalb des Mediums. Es modelliert die navigationsbe-
zogenen Links. In der Literatur lassen sich eine Vielzahl Hypermedia-Modelle finden, wel-
che sich hauptsa¨chlich in der Verwendung unterschiedlicher Linktypen, insbesondere in Bezug
auf spezielle Anwendungsfelder, unterscheiden. Auch spielen die unterstu¨tzten Informations-
typen in diesen Modellen ha¨ufig eine pra¨gende Rolle. Alle haben jedoch die nicht-lineare Ver-
knu¨pfung von Informationselementen mit Hilfe von Links gemeinsam. Zudem bieten alle min-
destens einen navigationsbezogenen Linktyp zur Beschreibung von Navigation innerhalb des
Mediums an.13 Neben dem Hypermedium selbst werden auch Handlungen zum Zugriff und zur
Manipulation der darin abgelegten Daten unter Beru¨cksichtigung der vorgegebenen Struktur
beno¨tigt.
Definition: Hypermediale Lernanwendungen sind Lernanwendungen, dessen Lerninhalte u¨ber-
wiegend in Form von Hypermedien so strukturiert sind, dass die Navigation der Nutzer, insbe-
sondere Lernender, mit Hilfe navigationsbezogener Links erfolgt. Sie stellen Funktionalita¨ten
bereit, mit deren Hilfe Nutzer auf die Informationselemente des Hypermediums in Abha¨ngig-
keit der Links zwischen diesen zugreifen ko¨nnen. 
Nach neueren Entwicklungen in den letzten vier Jahren werden die Informationselemente, aus
denen die hypermedial strukturierten Lerninhalte der Lernanwendung zusammengesetzt sind,
mit Hilfe so genannter Lernobjekte beschrieben (vgl. [Fri01], [Bru04] und [SLH04]).14 Hier
soll angenommen werden, dass die Informationselemente in Form von persistenten Objekten
13Neuere Modellentwicklungen sind zum Beispiel WebML, beschrieben in [CFB+03] fu¨r ein Konferenzbe-
gutachtungssystem, Vorschla¨ge von Koch und Kraus in [KK02], basierend auf der Unified Modelling Language,
oder in [GCP00] ein Vorschlag fu¨r ein objektorientiertes Hypermedia-Modell. Schwinger und Koch untersuchen
in [SK04] unterschiedliche Hypermedia-Modelle sowie Vorgehensweisen zur Konstruktion von Hypermedien aus
Sicht des Softwareengineerings.
14Mit diesen Objektbeschreibungen ist jedoch eher eine Klassenbeschreibung im Sinne der Objektorientierung
als eine Objektbeschreibung gemeint. Es handelt sich eigentlich um relativ gut erweiter- und wiederverwendbare
”Lernklassen“. Der Begriff Klasse ist jedoch schon mit einer anderen Bedeutung belegt.
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bzw. Klassenbeschreibungen, aus welchen Objekte instanziiert werden, in der Lernanwendung
als Lernobjekte gespeichert sind. Diese beschreiben im Sinne der objektorienierten Software-
entwicklung eine Einheit aus Daten und Handlungen, die auf diese Daten zugreifen.
Weiterhin sind fu¨r die in der Einleitung umrissene Problemstellung und fu¨r die spa¨ter noch zu
formulierenden Optimierungsprobleme nicht alle Navigationslinks einer hypermedialen Lernan-
wendung von Bedeutung. Es werden die Lernobjekte in so genannten Aufenthaltsknoten zusam-
mengefasst. Sie bestehen jeweils aus genau einem Objekt, in welchem ein oder mehrere Lern-
objekte eines Hypermediums zusammengefasst sind. Die Lernobjekte in einem solchen Objekt
eines Aufenthaltsknotens haben gemeinsam, dass nach der Anforderung dieser bzw. Navigati-
on zu einem dieser, mittels eines navigationsbezogenen Links, ausgehend von einem anderen
Aufenthaltsknoten, alle ab einem bestimmten Zeitpunkt vollsta¨ndig durch die Lernanwendung
dem Nutzer zur Verwendung zur Verfu¨gung gestellt werden. Vollsta¨ndig zum Verwenden fu¨r
den Nutzer verfu¨gbar heißt, dass ab diesem Zeitpunkt auf alle Daten und Schnittstellen der
Handlungen der Lernobjekte ohne zeitliche Verzo¨gerungen zugegriffen werden kann.15
Die Auswahl der Lernobjekte, welche einem Aufenthaltsknoten zugeordnet werden, findet mit
dem Entwurf des Hypermediums statt. Die daraus resultierende Gro¨ße der Knoten, auch Gra-
nularita¨t oder Korngro¨ße genannt (vgl. [Blu98] in Abschnitt 2.1.3.1), hat entscheidenden Ein-
fluss auf die Benutzbarkeit des Mediums zur Unterstu¨tzung von Lernprozessen.16 Mit der Fo-
kussierung auf Aufenthaltsknoten werden die Navigationsmo¨glichkeiten zwischen den Lern-
objekten innerhalb eines Aufenthaltsknotens vernachla¨ssigt. Navigationslinks zwischen Auf-
enthaltsknoten betreffen immer genau ein Paar solcher Knoten und sind uni-direktional. Eine
bi-direktionale Beziehung zwischen zwei Knoten wird durch zwei entgegengesetzt gerichtete
uni-direktionale Links abgebildet. Reflexive Links, das heißt Navigationslinks mit demselben
Aufenthaltsknoten als Quelle und Ziel, werden nicht betrachtet. Mit der Navigation von ei-
nem Aufenthaltsknoten zu einem anderen Aufenthaltsknoten ko¨nnen durch die Dauer des Be-
reitstellens zur Verwendung der Lernobjekte fu¨r den Lernenden unerwu¨nschte Verzo¨gerungen,
so genannte Latenzzeiten, auftreten. Diese ko¨nnen den Lernprozess beeinflussen. Die Dauer
des Bereitstellens, das heißt die Zeitdauer zwischen Anforderung und vollsta¨ndiger Verfu¨gbar-
keit des Objekts eines Aufenthaltsknotens, wird von einer Vielzahl von Faktoren beeinflusst,
insbesondere aber von der mo¨glich entfernten Speicherung der Lernobjekte in einer verteilten
Lernanwendung.17
Aufenthaltsknoten und deren Verknu¨pfungen lassen sich einfach in einem Graph oder Netz
darstellen. Er bzw. es wird in der Literatur Navigationsgraph oder Navigationsnetz genannt und
beschreibt mit seinen Knoten und Kanten die Sicht mo¨glicher, das heißt vom Nutzer wa¨hlbarer,
Navigationpfade bzw. Nutzmuster durch das Hypermedium. Die Aufenthaltsknoten sind Knoten
15Im folgenden Kapitel wird der Aufenthaltsknoten formal mit der Modellbeschreibung des Hypermediums
definiert und noch um zusa¨tzliche zeitbezogene Daten angereichert. Hier ist erst einmal nur das Zusammenfassen
von Lernobjekten von Interesse.
16Feldmann und Wagner gehen in [FW03] ausfu¨hrlich auf den Entwurf von Hypermedien in Hinblick auf Be-
nutzbarkeit ein. Sie entwickeln eine Vielzahl quantitativer Maße zur Bewertung der Benutzbarkeit. Auf den Ent-
wurf von Hypermedien wird noch genauer eingegangen.
17Zum Beispiel ko¨nnen auch komplexe graphische Darstellungen von Bildschirmpra¨sentationen zu zeitlichen
Verzo¨gerungen fu¨hren, spielen aber mit immer ausgefeilteren Methoden der graphischen Darstellung und zu-
nehmender Rechenleistung eine untergeordnete Rolle fu¨r Lernanwendungen. In [RCM+96] wird dieser Aspekt
ausfu¨hrlich diskutiert. In [RS02] und [RS03] erfolgt das auch in Bezug auf Hypermedien, soll aber als ein sehr
spezielles Randthema in Bezug auf die Zielstellung der Arbeit nicht weiter untersucht werden.
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des Graphen. Die Verknu¨pfungen zwischen diesen werden als gerichtete Kanten im Graphen
abgebildet (vgl. [FW03], S.592ff.).
In der so genannten ”eLearning-Literatur“ werden Hypermedien als so genannte interaktiveMedien angesehen. Blumstengel schreibt zum Beispiel in [Blu98], Absatz 2.2.3.6: ”Ein hin-reichender Grad an Interaktivita¨t ist ein konstituierendes Merkmal von Hypermedia.“, wobei
unklar bleibt, was genau sie unter hinreichendem Grad versteht. Die Interaktivita¨t nach Ro¨ll
besteht darin, dass der Lernende einen Weg durch das Hypermedium, den so genannten Navi-
gationsweg, frei wa¨hlen kann, der Lernende erst mit dem Akt des Lernens durch die Wahl eines
Navigationsweges ein eigenes Bild aus den einzelnen Informationselementen zusammensetzt
(vgl. [Ro¨l03], S.74). Ein solcher von Ro¨ll beschriebener Navigationsweg stellt hier ein Nutz-
muster des Hypermediums, beginnend mit einem Startknoten des Navigationsgraphen, dar. We-
sentlich ist, dass dieser Weg der Lernenden durch Mensch-Maschine-Interaktion u¨ber die durch
die Lernanwendung bereitgestellte Benutzerschnittstelle gestaltet werden kann (vgl. [Isk02],
S.29 und [Sch02]). Im Regelfall steht dieser nicht mit Beginn des Lernens, das heißt der Anfor-
derung des ersten Aufenthaltsknotens eines Nutzmusters fest, sondern entwickelt sich erst im
Verlauf der Nutzung und spiegelt in gewisser Weise den Lernprozess des Lernenden wider.
Die Navigation durch das Hypermedium einer Lernanwendung sowie der Entwurf von Hyper-
medien soll mit Prefetchingverfahren unterstu¨tzt werden. Das Konzept Prefetching sowie die
Abgrenzung zu a¨hnlichen Konzepten wird im folgenden Abschnitt vorgenommen.
2.1.2 Prefetching
Das Konzept Prefetching ist eine von vielen Mo¨glichkeiten, das Antwortzeitverhalten in verteil-
ten Systemen zu verbessern. Folgend den Ausfu¨hrungen von Davidson in [Dav02a], S.2 wird
hier unter Prefetching folgendes verstanden:
Definition: Prefetching ist das spekulative Anfragen einer Ressource. Die Antworten auf die
Anfragen werden antizipativ mit einem Cachedienst zwischengespeichert, um an diesen Dienst
zuku¨nftig gestellte Anfragen beantworten zu ko¨nnen. 
Definition: Dementsprechend sind Prefetchingverfahren algorithmisch beschreibare Verfahren,
welche das Konzept Prefetching umsetzen. 
Mit dem Konzept Prefetching wird das Ziel verfolgt, die Latenzzeit18, auch Wartezeit genannt,
zu reduzieren. Unter Wartezeit wird die Zeitdauer verstanden, die zwischen den Zeitpunkten
Beginn des Sendens einer Anfrage und vollsta¨ndigem Empfang der dazugeho¨rigen Antwort
entsteht (vgl. [CDK02], S.71).19 Grundsa¨tzlich kann die Reduktion von zeitlichen Verzo¨ge-
rungen erfolgen, indem die Antworten mit Hilfe von Cachediensten zwischengespeichert wer-
den.20 Das Konzept Prefetching unterscheidet sich aber grundsa¨tzlich von dem des Cachings.
Cachedienste werden dazu eingesetzt, durch eine Komponente wiederholt gestellte Anfragen
mit verku¨rzter Wartezeit zu beantworten. Prefetching hingegen eignet sich dazu, die Wartezeit
auch dann zu reduzieren, wenn die Anfrage durch eine Komponente erstmals gestellt wird,
18englisch latency time
19Auch als ”end-to-end response time“ bezeichnet (vgl. [MA02], S.129).20Verku¨rzen der ”round-trip-time“ oder Erweiterung der zur Verfu¨gung stehenden Bandbreite werden als klassi-sche Alternativen zum Prefetching in [MA02], S.133ff. diskutiert und sollen nicht Gegenstand dieser Arbeit sein.
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indem eine weitere Komponente im Voraus, dass heißt spekulativ, diese Anfrage stellt, das Er-
gebnis zwischenspeichert und im nachhinein zeitnah liefern kann. Neben der Reduktion von
Wartezeiten kann mit dem Einsatz von Prefetching ein weiteres Ziel verfolgt werden: die effi-
ziente Ausnutzung bereitstehender Ressourcen in Form von Rechnernetzen bzw. die Reduktion
der Kosten fu¨r beno¨tigte Ressourcen, um bestimmte Dienste in einer festzulegenden Qualita¨t
anbieten zu ko¨nnen.
Verfahren, die die Konzepte Prefetching wie auch Caching umsetzen, ko¨nnen dazu eingesetzt
werden, die fu¨r verteilte Lernanwendungen als besonders wichtig herausgestellte Eigenschaft
der Zeittransparenz zu verbessern bzw. u¨berhaupt zu gewa¨hrleisten. Ziel ist natu¨rlich nicht,
Wartezeiten nach beliebigen Anfragen im verteilten System zu reduzieren. Vielmehr geht es im-
mer darum, aus Sicht der Konzeption einer Lernanwendung die vom Nutzer wahrgenommenen
Unterbrechungszeiten21 in einem festgelegten, nach Benutzbarkeitsu¨berlegungen ertra¨glichen
Rahmen zu gestalten: im Idealfall genauso, dass der Nutzer nicht unterscheiden kann, ob er
mit seiner Interaktion u¨ber die Benutzerschnittstelle der Lernanwendung eine Anfrage an eine
entfernt oder lokal verfu¨gbare Ressource ausgelo¨st hat.
In Bezug auf verteilte Anwendungen, im Speziellen webbasierte Anwendungen, wird Prefet-
ching als eine Option zur Verbesserung des Antwortzeitverhaltens seit Mitte der 90er Jahre
betrachtet. In Publikationen von Padmanabhan in [Pad95] sowie Dingl und Partl in [DP96] und
weiteren folgenden Vero¨ffentlichungen (vgl. [Bes96], [PM96] und [RCM+96]) wird die Pro-
blematik verzo¨gerter Antwortzeiten und deren Auflo¨sung mit Hilfe von ”verstecktem Laden“
22
der Daten diskutiert.23
In der wissenschaftlichen Literatur wird der Begriff Prefetching und dessen Abgrenzung zu an-
deren Konzepten nicht einheitlich verwendet. Von Tanenbaum wird statt Prefetching der Begriff
”Proactive Caching“ verwendet (vgl. [Tan03], S.658), bezieht jedoch das Konzept nur auf dieVerwendung innerhalb hierarchisch organisierter Caches mit Hilfe so genannter Proxydienste in
Rechnernetzen.24 Das Prefetching verallgemeinernde, auch an das Zwischenspeichern mittels
Cache gebundene Konzept, wird Preloading genannt. Davidson zum Beispiel definiert: ”Pre-loading is the speculative installation of data in a cache in the anticipitation that it will be
needed in the future.“ (vgl. [Dav02a], S.2). Preloading beinhaltet auch das Konzept des Prepu-
shing, welches ha¨ufig zur Konstruktion von Disk-, CPU- oder Server-Caches eingesetzt wird.
Prepushing und Prefetching unterscheiden sich nach Davidson insbesondere dadurch, dass bei
ersterem keine Abfragen u¨ber ein bei einem Cachedienst realisierten Entscheidungsverfahren
initiiert werden. Die Daten werden auch im Voraus in den Speicher des Caches abgelegt, jedoch
von anderen initiiert, von zum lokalen Cache ra¨umlich entfernten Diensten des Rechnernetzes.
Diese Unterscheidung wird in der Literatur jedoch keineswegs einheitlich durchgehalten. So un-
terscheidet Oren in einem U¨berblicksartikel zu Prefetchingtechniken zur verbesserten Prozesso-
rauslastung nicht zwischen den Konzepten Preloading und Prefetching, sondern nutzt nur den
Begriff Prefetching fu¨r das u¨bergeordnete Konzept (vgl. [Ore00]). Bestavros sowie Jacobson
21englisch user-perceived latency, vgl. zum Begriff [BKK03]
22Siehe zu ”verstecktem Laden“ [Pad95]23Eine der ersten bzw. wahrscheinlich die erste Vero¨ffentlichung eines Prefetchingverfahrens fu¨r webbasier-
te Anwendungen ist [Lie95]. Lieberman beschreibt ein Verfahren, welches die vom Web-Browser pra¨sentierten
Dokumente auf darin enthaltene Hyperlinks parst und Dokumente, auf die die Links verweisen, zusa¨tzlich anzeigt.
24Die Funktionsweise von Web-Proxys erkla¨rt Tanenbaum in [Tan03], S. 657ff.. Dieses sind architekturabha¨ngi-
ge Details, die fu¨r das Thema der Arbeit keine Rolle spielen und auf die nicht weiter eingegangen wird.
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undCao beschreiben in [Bes96] und [JC98] serverseitig initiiertes Prepushing fu¨r Client-Server-
Architekturen, nennen dieses aber Prefetching. Wang verwendet im U¨berblicksartikel [Wan99]
zu Prefetching den Begriff Preloading synonym zu Prefetching. Auch in aktuelleren Artikeln
ist eine ungenaue Abgrenzung zwischen Preloading und Prefetching zu finden. Zum Beispiel
Bouras, Koundinaris und Kostoulas schreiben in dem bemerkenswerten Artikel [BKK03] zu
empirischen Messergebissen u¨ber die Effizienz von ihnen entwickelter Prefetchingverfahren,
meinen jedoch ganz allgemein Preloading-Verfahren.
Weiterhin werden in der Literatur teilweise die Konzepte Prefetching bzw. Preloading und die
Vorhersage der im Voraus in den Cache zu ladenden Daten nicht klar voneinander getrennt.
Vorhersageverfahren u¨ber zuku¨nftige Anfragen an den Cache werden im Zusammenhang mit
Preloading aufgrund des spekulativen Charakters des Konzepts ha¨ufig verwendet. Es werden
Daten im Speicher des Caches in der Hoffnung abgelegt, dass diese zuku¨nftig auch angefor-
dert werden. Vorhersagealgorithmen, Predictoren genannt und fu¨r Prefetching beispielsweise in
[Dav02a] und [NKM03] beschrieben, werden dazu verwendet, mo¨glichst zutreffende Vorher-
sagen u¨ber zuku¨nftige Abfragen zu generieren. Dadurch kann die Entscheidungsfindung eines
Prefetchingverfahrens unterstu¨tzt werden. Aber nicht nur die Vorhersage, sondern auch andere
noch zu diskutierende Faktoren sollten in die Entscheidungsfindung eines Prefetchingverfah-
rens eingehen. Aus diesem Grund soll hier klar zwischen dem Konzept des Prefetching und
dem der Vorhersage zuku¨nftiger Anfragen getrennt werden. Steht die Vorhersage als Entschei-
dungsgrundlage eines Prefetchingverfahrens im Vordergrund, dann werden solche Verfahren
auch unter dem Konzept ”Predictive Prefetching“ gefasst (vgl. [NKM03]).
Die Aufgaben eines Prefetchingverfahrens sind grundsa¨tzlich dadurch charakterisiert, dass zu
entscheiden ist,
• welche Daten, Datenobjekte oder Datenobjektbeschreibungen,
• in welchem Umfang,
• zu welchen Zeitpunkten bzw. unter welchen Bedingungen
in den Speicher des Caches abzulegen sind. Je nach Problemlage kann auch noch zu entscheiden
sein,
• welche Daten aufgrund begrenzter Kapazita¨ten aus dem Speicher des Caches zu entfernen
sind und
• von welcher bzw. welchen Ressourcen Daten, Datenobjekte oder Datenobjektbeschrei-
bungen anzufordern sind.
Die Auswahl aus dem Speicher des Caches zu entfernender Daten aufgrund begrenzter Kapa-
zita¨ten wird Prefetchingverfahren im Regelfall nicht zugeschrieben, kann jedoch stark mit den
drei oben genannten Punkten korrespondieren. In dieser Arbeit werden von diesen fu¨nf Punk-
ten nur die ersten drei detailliert betrachtet. Im Rahmen verteilter hypermedialer Lernanwen-
dungen, wie diese in der Praxis ha¨ufig anzutreffen sind, spielen die beiden zuletzt genannten
eine untergeordnete Rolle. Der vierte Punkt wird a¨ußerst selten beru¨cksichtigt. Dieses ha¨ngt
wahrscheinlich auch mit der Komplexita¨t der zugrunde liegenden Problemstellung zusammen.
Auch in dieser Arbeit wird der vierte Punkt kaum eine Rolle spielen. Es sei jedoch auf [CK01b]
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verwiesen. Hingegen fu¨r den fu¨nften Punkt lassen sich in der gesichteten wissenschaftlichen
Literatur keine Ausfu¨hrungen in Bezug auf Prefetching finden.
Aufgrund einiger Ungenauigkeiten in der Literatur soll hier nochmals betont werden, dass
• Prefetching immer an einen Cache gebunden ist und damit auch durch die Eigenschaften
von Cachediensten limitiert ist,
• Prefetching sich nicht auf ein bestimmtes Architekturkonzept wie zum Beispiel Client-
Server-Architekturen bezieht,
• Prefetchingverfahren in Client-Server-Webarchitekturen beim Clienten, Server als auch
beim Proxy ausgefu¨hrt werden ko¨nnen,
• die Auswahl eingesetzter Predictoren zwar im Regelfall wesentlichen Einfluss auch auf
Prefetching hat und damit auch bei der Bewertung von Prefetchingverfahren zu beru¨ck-
sichtigen ist, aber die Vorhersage als ein eigensta¨ndiges, vom Prefetching abzugrenzendes
Konzept bzw. Problemfeld angesehen wird.
Web-Prefetching
Ein Großteil der in der Literatur diskutierten Konzepte und Verfahren zum Prefetching bezie-
hen sich auf den durch das WWW, kurz Web, gegebenen Rahmen und werden in der Regel mit
dem Begriff Web-Prefetching bezeichnet (vgl. [BRS03], S. 235). Nicht alle als Web-Prefetching
dargestellten Konzepte sind auch an das WWW, insbesondere an standardisierte Kommunika-
tionsprotokolle gebunden. Jedoch haben alle gemeinsam, die vom Nutzer eines Clienten (Web-
Browser) erfahrene Wartezeit25 nach Anfrage entfernt gespeicherter Daten, i.d.R. vom Web-
Server verwaltete Web-Seiten, zu reduzieren (vgl. [BKK04], [Dav02b], [FS00] und [JK00]).
Web-Prefetchingverfahren bedienen sich jedoch der durch das World Wide Web Consortium
als Standard festgelegten Technologien und u¨berwiegend der im Web vorherrschenden Client-
Server-Architektur. Eine Vielzahl der Web-Prefetchingverfahren sind auf Besonderheiten des
HTTPs sowie der Hypertext-Markup-Language (HTML) zugeschnitten. Diese nutzen die stan-
dardisierte Struktur von HTML-Dokumenten sowie Besonderheiten des HTTPs, basierend auf
den ebenfalls standardisierten Protokollen der TCP/IP-Familie26. Ausgenutzt werden Besonder-
heiten beim Verbindungsauf- sowie Verbindungsabbau und der inhaltlichen Analyse der u¨bert-
ragenen Daten (vgl. [SDMML03a], [Dav02b], [CK00], [CKR99]) und [Duc99]).
Bemu¨hungen des W3Cs, Prefetching durch Standards zu unterstu¨tzen, spiegeln sich in den
Spezifikationen RFC 2068 fu¨r HTTP Version 1.1 sowie in der fu¨r HTML 4.01 wieder (vgl.
[FGM+97], Abschnitt 19.6.2.4. und [RHJ99]). Ab RFC 2068 ko¨nnen Attribute zur genaueren
Beschreibung von Links zwischen zwei Ressourcen verwendet werden. Auch mit HTML 4.01
ist es mo¨glich, Links in HTML strukturierten Dokumenten als im Voraus ladbar zu markieren.
25englisch user perceived latency
26TCP/IP - transmission control protocol/internet protocol
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So ist der Weg seit 1997 offen, basierend auf Standards des W3Cs fu¨r Web-Dienste Prefetching-
verfahren zu entwickeln.27
DNS-, Connection- und Content-Prefetching
Werden Prefetchingverfahren fu¨r verteilte Anwendungen betrachtet, dann lassen sich die ver-
wendeten Prefetchingkonzepte in die drei Kategorien Connection-, DNS- und Content-Pre-
fetching unterteilen.28 Wartezeiten in Rechnernetzen ergeben sich nicht nur aus der Zeitdauer
zur ”reinen“ U¨bertragung der angeforderten Daten. Zusa¨tzlich wird Zeit beno¨tigt, um Kompo-nenten, welche die Daten liefern ko¨nnen, zu lokalisieren sowie alle beno¨tigten Verbindungen
zur Datenu¨bertragung auf- und abzubauen.29 In [NGBS+97] ist diese Problematik am Beispiel
des HTTPs Version 1.1 ausfu¨hrlich beschrieben worden.
DNS-Prefetching wird eingesetzt, um im Voraus Ressourcennamen in Adress-Namen zu u¨ber-
setzen (vgl. [CK01a]). Connection-Prefetching zielt auf den Verbindungsaufbau im Voraus ge-
gebenenfalls mit Hilfe persistenter Verbindungen ab.30 In [CK00] werden beide Prefetchin-
gansa¨tze fu¨r das HTTP, basierend auf dem TCP/IP, erla¨utert. DNS- und Connection-Prefetching
nutzen spezifische Aspekte der eingesetzten Protokolle der Sitzungs- und Transportschicht aus.
Beide Konzepte wa¨ren grundsa¨tzlich dafu¨r geeignet, als anwendungsunabha¨ngige Dienste in
einem Rechnernetz realisiert zu werden, nach dem OSI-Referenzmodell in der Transport- und
Sitzungsschicht, nach dem TCP/IP-Referenzmodell in der Transport und Anwendungsschicht.
Von Cohen und Kaplan werden in [CK00] beide Ansa¨tze neben weiteren fu¨r das Hypertext-
Transfer-Protokoll dargestellt sowie Vor- und Nachteile auf Basis empirischer Untersuchungen
diskutiert. Die Reduktion der Wartezeiten mittels Connection- bzw. DNS-Prefetching ist ge-
genu¨ber Content-Prefetching eher gering. Sie ist unabha¨ngig vom Umfang der zu u¨bertragen-
den Daten und ha¨ngt von der Anzahl beno¨tigter Verbindungen sowie angefragter Ressourcen
ab. Empirische Untersuchungen haben ergeben, dass sich Wartezeiten fu¨r Web-Anfragen durch-
schnittlich aufgebauter Web-Dokumente um Gro¨ßenordnungen von Milli-, Zehntelsekunden bis
zu wenigen Sekunden je u¨bertragenem Dokument reduzieren lassen (vgl. [CK00], [VYK+02]).
Das Anwendungspotential dieser Konzepte fu¨r das WWW ergibt aus den u¨berdurchschnittlich
ha¨ufig a¨hnlich aufgebauten Dokumenten. Cohen und Kaplan und weitere Studien zur Web-
struktur31 charakterisieren Web-Dokumente in Bezug auf die zu u¨bertragende Datenmenge im
27Einfache Prefetchingverfahren werden zum Beispiel seit 2003 von Browsern der Mozilla-Familie wie Mo-
zilla 1.2 oder Netscape 7.01 realisiert (vgl. [FS03]). Link-Tags in HTML strukturierten Dokumenten sind mit
rel=“prefetch“ zu markieren, werden vom Browser als solche erkannt und ko¨nnen je nach im Browser realisiertem
Prefetchingverfahren behandelt werden.
28Abku¨rzung DNS: Domain Name Service. Der Name ergibt sich aus der Anwendung fu¨r das WWW, in wel-
chem die Auflo¨sung von Namen in Adressebereiche mit Hilfe von DNS erfolgt. Das zugrunde liegende Konzept
ko¨nnte auch Adress-Prefetching genannt werden. In der Literatur lassen sich auch die englischen Schlagworte
pre-connecting und pre-resolving fu¨r die beiden Prefetchingansa¨tze finden (zum Beispiel siehe [CK00]).
29Natu¨rlich werden auch zur Realisierung dieser Dienste Daten u¨bertragen. Genau jene sind aber mit obiger
Formulierung ”reiner U¨bertragung der angeforderten Daten“ nicht gemeint.30Persistente Verbindungen werden nicht nur beim Connection-Prefetching sondern auch beim Caching einge-
setzt. Untersuchungen und umfangreiche Erla¨uterungen dazu und zum Konzept allgemein lassen sich in [CKZ03],
[CDF+98], und [FCD+99] finden.
31Vgl. [DFKM97], [DMF97], [AFJ99], [LWP+01], [BYE03] und [NCO04]. Die Ergebnisse der Studien lassen
keine drastischen A¨nderungen der hier interessierenden Parameter im Zeitablauf erwarten. Zwar a¨ndert sich die
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Durchschnitt als verha¨ltnisma¨ßig klein, bestehend aus vielen kleinen, jeweils zu u¨bertragenden
Text- und Bildelementen mit einer durchschnittlich hohen Anzahl von Links. Damit spielen
diese Konzepte fu¨r verteilte Lernanwendungen als ein spezieller Anwendungstyp nur insofern
eine Rolle, als das sie auch fu¨r jede andere verteilte Anwendung zum Nachrichtenaustausch
eingesetzt werden ko¨nnten.
Content-Prefetching zielt hingegen auf das vorzeitige Anfordern der Daten ab, welche in der
Anwendungsschicht manipuliert bzw. dargestellt werden, wie dieses zum Beispiel die darzu-
stellenden Lerninhalte einer verteilten Lernanwendung sind. Es werden anwendungsspezifische
Aspekte ausgenutzt. Eine Vielzahl von Verfahren basiert auf der Analyse bereits u¨bertragener
Daten (vgl. [Dav02b]). Die Wartezeiten lassen sich nicht nur in Abha¨ngigkeit vom Umfang der
zu u¨bertragenden Daten verku¨rzen. Ein wesentlicher Aspekt ist auch die zur Verfu¨gung stehen-
de Zeitdauer, in welcher Ressourcen zum U¨bertragen von Daten ohne Einsatz von Prefetching
ungenutzt bleiben (vgl. [JK98], [JC98] und [JWS02]). Diese wiederum ergibt sich aus dem
jeweiligen Anwendungskontext - hier das Unterstu¨tzen von Lernprozessen.32
Aufgrund der dargestellten begrifflichen Abgrenzungen soll hier im Gegensatz zu Badach,
Rieger und Schmauch zwischen Prefetching basierend auf Technologien des WWW (Web-
Prefetching) und Content-Prefetching unterschieden werden (vgl. [BRS03], S.235ff.). Ist ein
Content-Prefetching-Konzept bzw. -Verfahren auf Technologien des WWW zugeschnitten, dann
wird dieses als Web-Content-Prefetching-Konzept bzw. -verfahren bezeichnet (vgl. [KPRR04],
S.315).
Die Abgrenzung der das Thema der Arbeit betreffenden Begriffswelt und Konzepte ist abge-
schlossen. In den folgenden Abschnitten werden die Themenbereiche ”Verteilte, hypermedialeLernanwendung“ und ”Prefetching“ in Hinblick auf die Zielstellung der Arbeit miteinanderverknu¨pft. Aus den genannten Gru¨nden ist es sinnvoll, nur Content-Prefetching aus dem Blick-
winkel verteilter hypermedialer Lernanwendungen genauer zu untersuchen. Bevor dieses ge-
schieht, sind die das Konzept Prefetching betreffenden Besonderheiten verteilter hypermedialer
Lernanwendungen herauszuarbeiten und dann folgend die Eignung unterschiedlicher Prefet-
chingansa¨tze fu¨r verteilte hypermediale Lernanwendungen zu hinterfragen.
2.2 Besonderheiten verteilter hypermedialer
Lernanwendungen
Entwicklung und Betrieb verteilter hypermedialer Lernanwendungen unterscheiden sich nicht
grundsa¨tzlich von anderen rechnergestu¨tzten Anwendungen. Jedoch sind einige Aspekte auf-
grund der Verteilung von Komponenten, der Strukturierung der Inhalte als Hypermedium so-
wie des Umstandes, dass durch diese ein multimediales Lernarrangement beschrieben wird, in
Bezug auf das Untersuchungsziel dieser Arbeit zu betonen. Es ergeben sich spezielle Anforde-
rungen, denen teilweise mit dem Einsatz von Prefetchingkonzepten Rechnung getragen werden
kann.
Pauen und Six weisen in [PS99], S. 146 zu Entwicklung und Betrieb multimedialer Lernanwen-
dungen in einer umfangreichen Studie (vgl. [NBW+99]) u¨ber ”Softwaretechnische Anforderun-
Gro¨ße des WWW, jedoch kaum die Eigenschaften und Struktur der Dokumente.
32Dazu ausfu¨hrlich im folgenden Abschnitt mehr
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gen an multimediale Lehr- und Lernsysteme“ ausdru¨cklich darauf hin, dass sich deren Entwick-
lung von der ”konventioneller“ Softwareanwendungen grundsa¨tzlich nicht unterscheidet, jedocheine Vielzahl spezieller Faktoren zu beru¨cksichtigen sind. Sie betonen, dass das Fokussieren auf
Pra¨sentations- und Navigationsfunktionalita¨ten dazu fu¨hrt, dass neuartige Ansa¨tze in Spezifika-
tion und Entwurf fu¨r die Entwicklung notwendig sind. In derselben Studie unterstreicht Wei-
dauer in [Wei99], S. 145, dass im Gegensatz zur Entwicklung konventioneller Software Dyna-
mik und Zeitbehaftung multimedialer Lernanwendungen eine besondere Beru¨cksichtigung von
zeitabha¨ngigen Reaktionsunterschieden zur Laufzeit der verwendeten Medien bedu¨rfen. Es sind
demnach Methoden des Performance-Engineering und -Tuning anzuwenden, worauf noch ein-
gegangen wird. Er schla¨gt ein phasenorientiertes Vorgehensmodell vor (vgl. [Wei99], S.114ff.),
welches sich von anderen Vorgehensmodellen insbesondere durch die Betonung des Entwurfs
der Benutzerschnittstelle, das heißt der Mensch-Maschine-Interaktion, unterscheidet.
Auch Bolchini, Paoline und Randazzo weisen in [BPR03] darauf hin, dass die Entwicklung von
Multimediaanwendungen, insbesondere hypermedial strukturierter Lernanwendungen, Beson-
derheiten unterliegt. Sie charakterisieren den Entwicklungsprozess als nutzerzentriert, ausge-
richtet an Entwicklungsaktivita¨ten, bezogen auf die Navigation und Inhaltserstellung. Dieses
schla¨gt sich schon in der Definition der Anforderungen von solchen Anwendungen nieder (vgl.
[BP02]). Jedoch nicht nur das Requirements Engineering, sondern der gesamte Entwicklungs-
prozess hypermedial strukturierter Anwendungen ist von Aktivita¨ten gekennzeichnet, welche
die
• Strukturierung der Inhalte,
• Pra¨sentation der Inhalte,
• Zugriffsmuster auf die Inhalte und die damit eng verknu¨pfte
• Navigation durch die Anwendung
betreffen (siehe auch [SK04]).
Auch fu¨r hypermedial strukturierte Inhalte von Web-Anwendungen ganz allgemein werden die-
se vier Dimensionen betont und lassen sich in Vorgehensmodellen zur Entwicklung von Hyper-
medien, eingebettet in so genanntes Web-Engineering, wieder finden in [KPRR04], [Lan02] und
[GSV00]. Jedoch unterscheidet sich die Entwicklung von hypermedialen Lernanwendungen in
einem Punkt ganz wesentlich von Web-Anwendungen allgemein. Durch die Ausrichtung einer
Lernanwendung auf den zu unterstu¨tzenden Lernprozess und auf konkrete Zielgruppen sind
meistens bzw. sollten immer detaillierte Vorstellungen u¨ber die zu unterstu¨tzenden kognitiven
Prozesse beim Lernenden innerhalb jeder Phase der Entwicklung, insbesondere Spezifikation
und Entwurf sowie dann auch Betrieb und Wartung vorhanden sein. Je nach kognitivem Stil des
Lernenden ist ein bestimmter Lernstil zu erwarten, von welchem wiederum das Navigationsver-
halten und damit die Art und Weise des Zugriffs auf Lerninhalte einer Lernanwendung gepra¨gt
wird. Es kann angenommen werden, dass Strukturierung und Pra¨sentation der Lerninhalte, Na-
vigationsmo¨glichkeiten durch die Lernanwendung, Lernstil und Pra¨ferenzen fu¨r bestimmten
Medientypen das Navigationsverhalten des Lernenden maßgeblich beeinflussen. Eine Vielzahl
von Ergebnissen empirischer Untersuchungen weisen auf diesen Sachverhalt hin.33
33Siehe folgender Abschnitt ”Navigationsverhalten“
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Im noch folgenden Abschnitt ”Prefetchingverfahren und Konzepte im U¨berblick“, S.29 wirddarauf eingegangen, dass die Vorhersagbarkeit von Navigationsverhalten das Leistungspotential
von Prefetchingverfahren beeinflusst. Hier sei vorweggenommen, dass fu¨r hypermedial struk-
turierte Web-Anwendungen, unabha¨ngig vom konkreten Einsatzbereich, eine Vorhersagbarkeit
des Navigationsverhaltens in einem gewissen Rahmen zu beobachten ist. Die im folgenden
Abschnitt 2.2.1 aufgefu¨hrten Indizien zur Vorhersagbarkeit von Navigationsverhalten der Ler-
nenden in hypermedialen Lernanwendungen weisen darauf hin, dass Navigationsverhalten in
besonderem Maße gut vorhersagbar sein sollte. Die Eignung von Vorhersagekonzepten, spe-
ziell auf den Lernprozess unterstu¨tzt durch hypermediale Lernanwendungen abgestimmt, soll
jedoch in dieser Arbeit nicht weiter diskutiert werden, weil sie fu¨r die in den Kapiteln 4 und 5
vorgestellten Verfahren eine untergeordnete Rolle spielen.34 Aufgrund der fu¨r Prefetchingver-
fahren zentralen Bedeutung des Navigationsverhaltens der Lernenden als Spiegelbild der durch
Lernanwendungen zu unterstu¨tzenden Lernprozesse bescha¨ftigen sich die folgenden zwei Ab-
schnitte mit dem Navigationsverhalten im Speziellen.
2.2.1 Navigationsverhalten
Unter dem Navigationsverhalten eines Nutzers oder einer Nutzergruppe soll hier die Art und
Weise verstanden werden, in welcher auf die Lerninhalte einer Lernanwendung zugegriffen
wird. Das Navigationsverhalten a¨ußert sich in der Reihenfolge und dem zeitlichen Ablauf des
Zugriffs auf die Inhalte sowie in den zum Zugriff genutzten Funktionalita¨ten. In einer Vielzahl
von empirischen Studien zur Abscha¨tzung der Effizienz und des Leistungspotentials von hyper-
medialen Lernanwendungen wurde u¨berwiegend in den 90er Jahren untersucht, von welchen
Faktoren das Navigationsverhalten beeinflusst wird.
Vorhersage
Aufgrund der folgenden Indizien wird angenommen, dass das Navigationsverhalten in hyper-
medialen Lernanwendungen gut vorhergesagt werden kann, zumindest genauso gut wie eine
anwendungsunspezifische Vorhersage des Navigationsverhaltens von Nutzern hypermedialer
Anwendungen des WWW.
Alomyan stellt in dem U¨berblick gebenden Artikel [Alo04] heraus, dass der kognitive Stil eines
Lernenden, das heißt die Art und Weise in welcher Personen Informationen bearbeiten und
auswerten, stark von den individuellen Pra¨ferenzen und Gewohnheiten Wissen zu organisieren
gepra¨gt wird. Der kognitive Stil eines Lernenden wiederum pra¨gt nachhaltig den Lernstil bzw.
die Lernstrategie, das heißt die Art und Weise des Lernens, und damit auch den Lernweg bzw.
das Navigationsverhalten (vgl. [Alo04], S.189). Alomyan verweist in diesem Zusammenhang
nur auf eine einzige empirische Studie von Ford und Chen (vgl. [FC02]), welche aufzeigt, dass
Navigationsverhalten von drei miteinander eng korrespondieren Faktoren abha¨ngig ist:
• dem kognitiven Stil,
• den Pra¨ferenzen und
34Dieses Thema wurde in der gesichteten aktuellen Literatur bis jetzt nicht aufgegriffen. Aus dieser Arbeit
heraus ergeben sich aber einige Ansatzpunkte und die Motivation, ein solches Forschungsthema zu bearbeiten.
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• den Gewohnheiten des Lernenden.
Nach diesen Faktoren werden die Lernenden in einer Vielzahl von Studien zur Bewertung der
Lerneffizienz von Hypermedien in feldabha¨ngige und feldunabha¨ngige Lernende unterteilt. Die
beiden Gruppen sind dadurch charakterisiert, dass feldabha¨ngige Lerner pra¨ferieren in Gruppen
zu arbeiten, auf die Umwelt gerichtetes Verhalten zeigen, leicht von außen beeinflussbar sind,
pra¨sentierte Ideen schnell als gegeben hinnehmen. Feldunabha¨ngige hingegen zeigen ein in-
dividuelles, selbstgesteuertes Verhalten, akzeptieren Ideen durch analytisches Versta¨ndnis(vgl.
[Alo04] und [FC02]).35
Auch Brenstein unterscheidet in [Bre96] zwischen grundsa¨tzlich zwei beobachtbaren Verhal-
tensmustern: dem tiefen- und dem oberfla¨chen-strategischen Vorgehen beim Lernen. Ober-
fla¨chenstrategisches Vorgehen entspricht einem Lernverhalten, welches von den Anreizstruk-
turen der Lernanwendung bzw. von zufa¨lligen Entscheidungen gepra¨gt ist. Tiefenstrategisches
Vorgehen ist hingegen durch die eigensta¨ndige Organisation des Lernprozesses durch den Ler-
nenden gekennzeichnet. Je nach Verhaltensmuster sind lineare oder nichtlineare Zugriffsmuster
zu beobachten. Auch unterscheidet sich die Dauer der Lernprozesse, die Nutzdauer der Lernin-
halte sowie die verwendeten Inhalte von Lernenden, die diesbezu¨glich unterschiedliches Verhal-
ten charakterisieren. Mehrere Studien weisen auf einen signifikant beobachtbaren Unterschied
zwischen diesen zwei Verhaltensmustern hin.36 Offen bleibt jedoch die Frage, anhand welcher
quantitativen Maße Lernende der einen bzw. der anderen Gruppe in Abha¨ngigkeit vom beob-
achteten Verhalten zugeordnet werden ko¨nnen. Fu¨r eine Klassifikation der Lernenden mit Hilfe
algorithmischer Verfahren wa¨ren solche Betrachtungen notwendig. Ansatzpunkt ko¨nnten Ma-
ße sein, welche die abweichende Auswahl von Lernwegen des Lernenden von standardisierten
bzw. vom Lehrenden geplanten Lernwege je Lernstil beschreiben. 37
Andere Studien verweisen auf mehr als zwei beobachtbare Gruppen hin, die ein unterschiedli-
ches Lern- und Navigationsverhalten in hypermedialen Lernanwendungen aufweisen. So wird
von MacGregor der ”sequential“, ”video viewer“ und ”concept connector“ beobachtet (vgl.[Mac99]). Melara sowieOugthon undReed beschreiben den ”Diverger“, ”Accomodator“, ”Con-verger“ und ”Assimilator“ und weisen darauf hin, dass die Gruppenzugeho¨rigkeit auch mit demStudiengang des Lernenden korreliert.38 In [HBD00] sowie [LK98] wird die Aussage getrof-
fen, dass je nach beobachtbarer Gruppenzugeho¨rigkeit unterschiedliche Lerndauern beobachtet
werden ko¨nnen. Die Gruppen unterscheiden sich dadurch, wie lange sie sich mit bestimmten
Lerninhalten bescha¨ftigen sowie welche Inhalte, wie ha¨ufig und in welcher Reihenfolge ange-
fordert werden.
Die Studien [SK99] und [RAL96] zeigen, dass nicht nur die Charakteristik des Lernenden den
Lernprozess nachhaltig beeinflusst, sondern auch das Layout von Lernanwendungen wesentli-
chen Einfluss auf die Dauer von Lernprozessen hat. Die Lerndauer, gemessen als die Zeit, die
35Eine exakte Unterscheidung zwischen beiden Lernertypen wird in [FC02] dargestellt. Erstmals 1977 wird in
[WMGC77] diese Unterscheidung zur Charakterisierung von kognitiven Stilen verwendet (vgl. [Alo04]).
36Vgl. [LH99] , [CF00], [HBD00], [BB01] und [Alo04]
37Vgl. dazu Vorschla¨ge von Berendt und Brenstein, welche solche Maße zur Visualisierung von Lernstilen be-
trachten. Zur algorithmischen, automatisierten Auswertung erscheint der Einsatz von Methoden zur Beschreibung
von Graphen- und Baumstrukturen sinnvoll, wie dies zum Beispiel in [FW03] fu¨r webbasierte Anwendungen all-
gemein dargestellt wird.
38Vgl. dazu die Studien [Mel96] und [OR99] sowie die von Ro¨ll, welcher diese Lerntypen detailliert beschreibt
und auf ein Instrumentarium zur Lernstildiagnose verweist (vgl. [Ro¨l03], S. 135ff.).
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Lernende Inhalte der Anwendung nutzen, kann je nach Layout bei gleich bleibenden Inhalten
stark variieren. In beiden Studien herrscht die Meinung vor, dass die Art und Weise der Struk-
turierung und Aufbereitung der Lerninhalte das Lernverhalten und insbesondere die Zeit der
Nutzung der Lerninhalte wesentlich sta¨rker beeinflusst als die drei oben genannten Faktoren
zur Beschreibung der Charakteristik des Lernenden. In [PRW04] hingegen wird eine bestimmte
Affinita¨t der Lernenden zu bestimmten Medientypen beobachtet, wodurch je nach Aufbereitung
der Lerninhalte fu¨r unterschiedliche Medientypen im Hypermedium, auch ein unterschiedliches
Verhalten beobachtet werden kann.
Es ist unstrittig, dass der zeitliche Ablauf von Lernprozessen sich im Navigationsverhalten der
Lernenden innerhalb hypermedialer Lernanwendungen widerspiegelt (vgl. [Ker01b], S.112).
Jedoch in welchem Maße Lernverhalten und Navigationsverhalten im Zusammenhang stehen,
ist nicht bis in das letzte Detail gekla¨rt und wird weiter Gegenstand der Erforschung menschli-
cher Verhaltensweisen sein.
Erfassung
Auch der Umkehrschluss ist zula¨ssig. Anhand des Navigationsverhaltens kann auf die zu un-
terstu¨tzenden Lernprozesse und damit auf das Lernverhalten teilweise geschlossen werden (vgl.
[Sch99] und [HBD00]). Dazu ist das Navigationsverhalten zu erfassen bzw. zu protokollieren.
Die Verhaltensprotokollierung ist von zentraler Bedeutung in der Entwicklung von Lernanwen-
dungen. Sie ist die Basis fu¨r eine professionelle Evaluation der Lernergebnisse, dem Feedback
fu¨r Lehrende als auch Lernende und kann auch fu¨r Prefetching genutzt werden.
Scholler sieht in [Sch99] zwei durch die Verhaltensprotokollierung zu unterstu¨tzende zentrale
Fragestellungen:
• Wie ist die Lernleistung der Lernenden zu beurteilen?
• In welchem Lernzustand befinden sich die Lernenden?
Rechnergestu¨tzte Lernumgebungen ermo¨glichen eine ”automatische“ Erfassung des Navigati-onsverhaltens. Berendt und Brenstein diskutieren in [BB01] ausfu¨hrlich unterschiedliche Kon-
zepte der Erfassung von Lernverhalten, um diese beiden Fragen beantworten zu ko¨nnen. Zur
rechnergestu¨tzten Erfassung des Navigationsverhaltens wird das so genannte ”Learner-Tracking“angewendet die Speicherung des Zugriffs auf Lerninhalte und der Verweilzeiten des Lernen-
den (vgl. [Ast01], S.4 und [NHHM+04], S.303). Je nach Untersuchungsziel und Mo¨glichkei-
ten wird gespeichert, wer, wann, worauf mit Hilfe welcher Funktionalita¨t der Anwendung zu-
gegriffen hat und welche Benutzereingaben mit dem Zugriff im Zusammenhang stehen. Die
Mo¨glichkeiten der Erfassung ergeben sich aus dem technisch sinnvoll machbaren und dem or-
ganisatorischen Rahmen, welcher nicht zuletzt auch von Aspekten der Datensicherheit und des
Datenschutzes vorgegeben wird.39
• Auf Basis der erhobenen Daten und deren Analyse kann die Evaluation der Lernanwen-
dung unterstu¨tzt werden. Kerres und weitere Autoren betonen, dass eine solche fu¨r ei-
ne professionelle Entwicklung neben den softwaretechnisch ausgerichteten Tests zwin-
gend notwendig ist (vgl. [Ker01a] und [RKFH02], S.130ff. sowie [Pet99], S. 243ff. und
[NHHM+04], S. 291ff.).
39Dazu sei auf [Zai01], [DHNS04] und [SHF03] verwiesen.
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• Weiterhin ist neben der entwicklungsbegleitenden eine fortlaufende Evaluation wa¨hrend
des Betriebs der Lernanwendung zu ermo¨glichen. Lehrende sind ada¨quat zur konventio-
nellen Pra¨senzlehre mit Informationen zur Lernerfolgskontrolle zu versorgen (vgl. [Kel99],
S.19).
• Einige Kernfunktionalita¨ten von rechnergestu¨tzten Lernanwendungen lassen sich mit ei-
ner ”automatisierten“ Erfassung und Analyse von Lernverhalten teilweise unterstu¨tzen.So ist die Erkennung von Anomalien im Lernverhalten sowie das Feedback an Lernende
u¨ber ihr Lernverhalten in der rechnergestu¨tzten Lehre besonders wichtig (vgl. [Kel99],
[Ker00] und [NHHM+04], S.227ff.).
In der Literatur wird u¨berwiegend eine Analyse des Navigationsverhaltens in hypermedial struk-
turierten Lernanwendungen anhand so genannter Lernwege, auch Lernpfade genannt, propa-
giert (vgl. [BB01], [CM02] sowie [Ker01b] auf den Seiten 225 und 232ff.). Das sind Wege,
die eine zeitliche Abfolge des Zugriffs auf die Lerninhalte der Anwendung beschreiben. Dieses
ist sinnvoll, da Hypermedien sich von anderen Medien insbesondere durch die Freiheiten im
Zugriff auf die Lerninhalte unterscheiden. Das Nutzen dieser Freiheit in der Navigation la¨sst
Ru¨ckschlu¨sse in Hinblick auf die beiden oben genannten Fragestellungen zu.
Mechanismen zur Protokollierung des Zugriffs auf entfernte wie lokale Ressourcen in verteil-
ten Rechnernetzen mit dem Ziel der U¨berwachung des Nachrichtenverkehrs sind weit verbreitet.
Die daraus resultierenden Datenmengen, gespeichert in Log-Dateien, eignen sich aber nur be-
dingt zur Erstellung detaillierter Lernwege. Prolli und Pitkow stellen in [PP99] u¨berblicksartig
Techniken zur Erstellung solcher Wege dar. In diesem Zusammenhang sei auch auf [Dav99]
und [JK00] verwiesen, in welchen besonders auf die Qualita¨t von Log-Dateien als Informati-
onsquelle unterschiedlichster Analyseziele eingegangen wird.
Als ein Ergebnis der Analyse der Log-Dateien mittels Methoden der Zugriffsanalyse, auch
”Web-Usage-Mining“ fu¨r webbasierte Anwendungen genannt
40, entstehen die bereits erwa¨hn-
ten Navigations- bzw. Nutzmuster.41 Herder liefert in [Her02] einen U¨berblick, welche Metri-
ken zur Auswertung des Navigationsverhaltens und der zugrunde liegenden Struktur des Hyper-
mediums sinnvoll erscheinen. Er und weitere Autoren pra¨ferieren Nutzmuster sowohl zur qua-
litativen als auch zur quantitativen Analyse von Navigationsverhalten in Hypermedien in Form
von Baumstrukturen darzustellen und zu speichern (vgl. [FW03], [FR04] und [Her02]). Die
in dieser Arbeit entwickelten Prefetchingansa¨tze verwenden solche Nutzmuster in Form vom
Ba¨umen gespeichert, hier Navigationsba¨ume genannt. Sie setzen damit auf ein weit verbreitetes
Vorgehen zur Analyse von Navigationsverhalten in hypermedialen Lernanwendungen und von
Hypermedien auf. Die fu¨r die Methoden beno¨tigten Navigationsba¨ume entstehen sowohl in der
professionellen Entwicklung als auch im Betrieb von Lernanwendungen.42 Zusa¨tzlich ru¨cken
moderne Techniken zur Erfassung und Auswertung von Navigationsverhalten mittels Navigati-
onsmustern aufgrund der wieder lauter werdenden Forderung nach adaptiven Lernanwendungen
in den Mittelpunkt (vgl. [DHNS04] und [KA03]).
40Eine Einfu¨hrung in Web-Usage-Mining fu¨r Lernanwendungen liefern Zaiane und Luo in [ZL02] und [Zai01]
41Vgl. zu Navigations- und Nutzmustern auch [EW04], S. 201ff.
42Auf die in diesen Ba¨umen im Einzelnen enthalten Informationen wird mit der formalen Beschreibung der
Problemstellung im folgenden Kapitel 3 noch genauer eingegangen.
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2.2.2 Beru¨cksichtigung der Lernzeit
Das Abscha¨tzen der Lernzeit bzw. Lerndauer, das heißt der Zeit, in welcher sich der Lernende
mit bestimmten Lerninhalten bescha¨ftigt, spielt fu¨r die Entwicklung von Lernanwendungen
eine herausragende Rolle. Kerres verweist in seiner Diskussion zur Planung von Lernszenarien
explizit darauf (vgl. [Ker01b], S. 142):
”Fu¨r die Planung mediengestu¨tzter Lernangebote besonders wichtig ist die zu erwartende Lern-dauer, d.h. wie viel Zeit die Lerner mit dem Lernmedium arbeiten werden bzw. wollen, auch
wenn diese Variable bisher kaum Gegenstand mediendidaktischer Ero¨rterungen gewesen ist.“
Anhand des Zeitbedarfs zur Wissensaufnahme des Lernenden wird die Effizienz bzw. das Leis-
tungspotential von Lernarrangements bewertet (vgl. [BB96], S.140ff. und [Ker01b], S.112 so-
wie [QB99]). Auch ist der Zeitbedarf fu¨r die Segmentierung43 und Sequenzierung44 der Lernin-
halte ein wichtiger Anhaltspunkt (vgl. [NHHM+04], S. 100ff. und [Ast01], S.9ff. und [RKFH02],
S.65 sowie [BB96], S.141).
Weiterhin ko¨nnen Wartezeiten beim Zugriff auf entfernte Ressourcen wa¨hrend des Lernprozes-
ses vom Lernenden als Sto¨rung empfunden werden (vgl. [Ro¨l03], S. 323 und [Epp99], S. 140).
Scholz weist in [Sch01], S.25 darauf hin, dass Systemantwortzeiten von mehr als zwei Sekun-
den Benutzer besonders anfa¨llig fu¨r exogene Einflu¨sse wie z.B. Sto¨rungen durch La¨rm werden
lassen. Benutzer werden wa¨hrend des Wartens abgelenkt und der Lernprozess wird negativ be-
einflusst. Jedoch nicht nur die anfallende Wartezeit allein erho¨ht die Lerndauer. Die Sto¨rungen
fu¨hren dazu, dass Denkprozesse an die durch das Warten vorgegebene ”Rhythmik des Lernens“anzupassen sind. Die Mo¨glichkeit des Benutzers, die Geschwindigkeit der Informationsauf-
nahme, die ”Rhytmik des Lernens“, selbst zu bestimmen, wird ha¨ufig als ein entscheidenderQualita¨tsfaktor multimedialer Lernanwendungen in der Diskussion um die Vorteile hypermedi-
al strukturierter Lernanwendungen angefu¨hrt (vgl. [Mer99], S.139). Dazu geho¨rt insbesondere,
dass Lernende das Warten oder besser Pausieren selbst bestimmen ko¨nnen.
Scholz beschreibt aber auch, dass Antwortzeiten weit unter einer Sekunde die natu¨rliche Ant-
wortzeit eines menschlichen Interaktionspartners unterschreiten und vermieden werden sollten.
In Tabelle 2.1 sind die in Anlehnung an Scholz beschriebenen Auswirkungen durch mittlere
Antwortzeiten auf Nutzereingaben dargestellt (vgl. [Sch01], S.24ff.). Zusa¨tzlich betont Scholz,
dass nicht nur die Antwortzeit selbst, sondern unbegru¨ndete Abweichungen von den vom Be-
nutzer erwarteten Antwortzeiten oftmals als Fehlfunktion des Systems interpretiert werden. Es
erscheint selbstversta¨ndlich, dass ein gutes Antwortzeitverhalten auf interaktive Eingaben es-
sentiell fu¨r Nutzerzufriedenheit und Produktivita¨t sind (vgl. [DT82], [Bra86] und [Roa98]). Dies
betrifft auch die navigationsbezogene Interaktion in Hypermedien (vgl. [RBP98], [BBK00] und
[KR01], S.130). Nach einer diesbezu¨glichen Studie zu webbasierten Anwendungen, zitiert von
Davidson in [Dav02a], S. 9, ist davon auszugehen, dass aufgrund der schlechten Erfahrungen
mit der Benutzung des WWW la¨ngere Wartezeiten von bis zu 8 Sekunden toleriert werden.45 In
Bezug auf verteilte Lernanwendungen mag dieses jedoch bezweifelt werden, da nicht nur die
43Prozess der Zerlegung der Lerninhalte in Curicula, Kurseinheiten bis hin zur Bildschirmseite und einzelnen
Lernobjekten
44Prozess des Erstellens einer zeitlichen Abfolge der segmententierten Lerninhalte in Form von Lernwegen
45In dieser Studie [Zon99] wird die 8-Sekunden-Regel postuliert. Erst nach 8 Sekunden empfinden WWW-
Nutzer das Warten als sto¨rend.
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Mittlere Antwortzeit Beschreibung Auswirkungen
x in Sekunden
x << 1 unmittelbare Reaktion Stresssituationen mo¨glich
auf Nutzereingaben
1 ≤ x≤ 2 angemessene Antwortzeit notwendig fu¨r alle Aufgaben, die
mehrere zeitnah aufeinander fol-
gende bzw. in ihrer Bedeutung
eng verknu¨pfte Interaktionen
erfordern
2 ≤ x≤ 4 Antwortzeit als Warten kein konzentriertes Arbeiten
wahrgenommen mo¨glich
4 ≤ x≤ 15 als sehr unangenehmes Warten nur nach abgeschlossener Haupt-
wahrgenommen interaktion tolerierbar, Kurz-
zeitgeda¨chtnis u¨berfordert
x > 15 als zu langes Warten nicht tolerierbar
wahrgenommen
Tabelle 2.1: Toleranzgrenzen fu¨r mittlere Antwortzeiten auf Benutzereingaben
Wahrnehmung und daraus resultierende Akzeptanz fu¨r verteilte Lernanwendungen von Bedeu-
tung ist, sondern auch der Lernprozess negativ beeinflusst wird.
Damit ergeben sich aus der Forderung nach zeittransparenten verteilten Lernanwendungen ver-
scha¨rfte Anforderungen an das Antwortzeitverhalten fu¨r verteilte Lernanwendungen, unabha¨ng-
ig davon, ob sie auf Web-Technologien aufsetzen und als so genannte webbasierte Anwendun-
gen vom Lerner wahrgenommen werden oder nicht. Eine mo¨glicherweise gute Vorhersage des
Navigationsverhaltens bietet eine Chance, dieser Forderung mit Prefetchingkonzepten gerecht
zu werden. Diese Konzepte mu¨ssen jedoch dem als wesentlich herausgestellten Aspekt der
Lernzeit gerecht werden. Mit dem Entwurf einer verteilten Lernanwendung ist das Antwortzeit-
verhalten zu beru¨cksichtigen. Entsprechende Methoden lassen sich im Bereich des Software-
Performance-Engineering wiederfinden.
2.2.3 Performance-Engineering und -Tuning
Smith und Williams beschreiben in ihrem als Lehrbuch angelegten Vero¨ffentlichung [SW02]
eine Vielzahl von Methoden, mit welchen die Entwicklung und der Betrieb zeitkritischer An-
wendungen begleitet werden kann. Das Software-Performance-Engineering bezieht sich dabei
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auf Methoden, welche darauf abzielen, Software so zu konstruieren, dass diese den gestellten
leistungsabha¨ngigen Anforderungen genu¨gt (vgl. [SW02], S.16ff.). Dabei ko¨nnen Methoden
der Simulation wie auch analytische Methoden zur Anwendung kommen. Performance-Tuning
hingegen umfasst reaktive Maßnahmen, i.d.R. Aktivita¨ten der Phase Wartung und Betrieb im
Softwarelebenszyklus (vgl. [Sch99], S.3).
Verteilte hypermediale Lernanwendungen sind nach den oben diskutierten Aspekten unbedingt
als zeitkritisch anzusehen, was zwar offensichtlich ist, aber nicht als selbstversta¨ndlich an-
gesehen wird. Das Management von Ressourcen fu¨r die Realisierung zeitkritischer Zugriffe
auf entfernte Lerninhalte ist von entscheidender Bedeutung fu¨r die Qualita¨t der Lernanwen-
dung. Performance-Engineering sowie -Tuning spielen bis heute in Softwareentwicklungspro-
jekten verteilter Lernanwendungen eine eher untergeordnete Rolle. Unterschiedlichste Ursa-
chen fu¨hren dazu, dass Probleme der Projektorganisation, -durchfu¨hrung und Qualita¨tssiche-
rung der Lerninhalte im Vordergrund stehen (vgl. [PS99], [FS02] und [Ale01]). Es ist jedoch
anzunehmen, dass durch die zunehmende Vernetzung der Lehrangebote mittels Internet (vgl.
[UCS03] und [JL04]) der Verteilungsaspekt eine immer wichtigere Rolle spielen wird. Auch
kann angenommen werden, dass die Erwartungen bezu¨glich der technischen Qualita¨t der Leh-
rinhalte und des Grades an Interaktivita¨t zuku¨nftig weiter ansteigen werden. Dies fu¨hrt dazu,
dass sich das Antwortzeitverhalten verteilter Lernanwendungen drastisch verschlechtert, wenn
dem nicht gezielt im Entwicklungsprozess entgegengesteuert wird.
Die in den folgenden Kapiteln dieser Arbeit dargestellten Ansa¨tze lassen sich im Rahmen von
Performance-Engineering als auch -Tuning verteilter hypermedialer Lernanwendungen verwen-
den. Mit ihnen kann der Entwurf von solchen Lernanwendungen unter Beru¨cksichtigung der
mo¨glichen Verwendung vom Prefetching unterstu¨tzt werden. Jedoch die dem Performance-
Engineering und -Tuning zugrunde liegende Vorgehensweise, die Integration in Entwicklungs-
und Wartungsaktivita¨ten, sollen in dieser Arbeit nicht betrachtet werden. Dazu sei auf die sys-
tematischen Betrachtungen von Scholz in [Sch99] sowie Smith und Williams in [SW02] ver-
wiesen, welche jedoch auf die Besonderheiten der Entwicklung und des Betriebs von hyperme-
dialen Lernanwendungen keinen Bezug nehmen. Entsprechende methodisch angelegte, wissen-
schaftliche Arbeiten, bezogen auf die performance-orientierte Entwicklung von Hypermedien
und Lernanwendungen, sind nach heutigem Stand nicht verfu¨gbar.46 Aufgrund dieses Mankos
wird im vorletzten Kapitel der Arbeit (S.167ff.) ein knapp gehaltener Ausblick gegeben, wie die
hier entwickelten Ansa¨tze zur Leistungsbeurteilung und -steigerung wa¨hrend der Entwicklung
und des Betriebs hypermedialer Lernanwendungen eingesetzt werden ko¨nnen.
2.3 Klassifikation von Prefetchingverfahren und -konzepten
Die in der Literatur zu findenden Prefetchingkonzepte eignen sich unterschiedlich gut, Ent-
wicklung und Betrieb verteilter hypermedialer Lernanwendungen zu unterstu¨tzen. Deshalb sind
grundsa¨tzlich verschiedene Konzepte zu identifizieren und diesbezu¨glich zu bewerten.
46Bultermann verweist in [Bul04] auf diesen Mangel und stellt ein Werkzeug dar, welches zur Erkennung von
Performanceproblemen wa¨hrend der Entwicklung von Pra¨sentationssequenzen im Rahmen des Web Engineerings
von Hypermedien Verwendung finden kann. Er beschra¨nkt sich jedoch hauptsa¨chlich auf die Visualisierungsaspek-
te zur Unterstu¨tzung des Entwicklungsprozesses.
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Dazu wird in diesem Abschnitt eine Mo¨glichkeit zur Klassifikation dargestellt, welche sich
von Klassifikationen anderer Autoren in [Wan99], [Dav02a] und [VL96] insbesondere dadurch
unterscheiden, dass nicht die verwendeten Technologien oder die zugrunde liegende Rechner-
netzarchitektur in den Mittelpunkt gestellt werden.47 Eine solche Klassifikation erscheint hier
ungeeignet. So mag zwar letztendlich mit der Realisierung eines konkreten Prefetchingverfah-
rens auch die zugrunde liegende Rechnernetzarchitektur wichtig sein, zur Konstruktion bzw.
Auswahl eines Verfahrens fu¨r architekturunabha¨ngige Anwendungsklassen wie Lernanwendun-
gen spielt diese jedoch eine untergeordnete Rolle. Weiterhin wird in diesem Abschnitt auf das
Zusammenspiel der fu¨r ein Prefetchingverfahren notwendigen Komponenten eingegangen und
dargestellt, wie die Gu¨te eines Prefetchingverfahrens in Hinblick auf Lernanwendungen zu be-
werten ist. So lassen sich unter Beru¨cksichtigung der im vorherigen Abschnitt beschriebenen
Besonderheiten verteilter hypermedialer Lernanwendungen Schlussfolgerungen zur Konzepti-
on von Prefetchingverfahren fu¨r diese ziehen.
2.3.1 Kategorien
Hier werden die Prefetchingverfahren in fu¨nf unterschiedliche Kategorien in Abha¨ngigkeit von
den angewandten Konzepten zur Bestimmung der im Voraus anzufordernden Daten unterteilt.
Es wird unterschieden zwischen
• idealen,
• vorhersagebasierten,
• schwellenbasierten,
• nutzergesteuerten und
• blinden Verfahren.
Die fu¨nf Kategorien wurden gebildet, um Prefetchingverfahren in Hinblick auf ihre Eignung zur
Realisierung von Zeittransparenz fu¨r verteilte Anwendungen unabha¨ngig von konkreten Rech-
nernetzarchitekturen bewerten zu ko¨nnen. Die erste Kategorie ”Ideale Prefetchingverfahren“beinhaltet Verfahren rein theorethischer Natur, welche aus U¨berlegungen entstanden sind, was
mit Hilfe von Prefetching machbar wa¨re.
Die Kategorien vorhersage- und schwellenbasierte Verfahren beinhalten zueinander kontra¨re
Sichtweisen. Verfahren beider Kategorien sind so aufgebaut, dass mit Hilfe von Algorithmen
eine festgelegte Menge im Voraus stellbarer Anfragen bewertet wird. Vorhersagebasierte Ver-
fahren schließen mit Hilfe von Bewertungsverfahren auf zuku¨nftig wahrscheinliche Anfragen
und stellen diese im Voraus. Schwellenbasierte Verfahren hingegen schließen mit Hilfe der Be-
wertung Anfragen aus, welche zuku¨nftig zwar gestellt werden ko¨nnten, jedoch im Voraus nicht
gestellt werden sollten, weil sie sich aufgrund der Bewertung nicht dafu¨r eignen, und stellen
47In der Literatur ist eine Unterteilung der Verfahren in Abha¨ngigkeit von der Rechnernetzarchitektur vorherr-
schend (vgl. [Dav02a], S. 61ff.). So wird zum Beispiel zwischen server-, proxy- und browserbasierten Prefetching-
verfahren unterschieden. Eine solche Unterteilung ist sinnvoll, wenn die verwendeten Technologien im Mittelpunkt
stehen.
30
nicht diese sondern andere Anfragen im Voraus. Nutzergesteuerte Verfahren u¨berlassen es dem
Nutzer einer verteilten Anwendung, interaktiv wa¨hrend der Nutzung u¨ber im Voraus anzufor-
dernde Daten zu entscheiden. Diese Verfahren haben rein entscheidungsunterstu¨tzenden Cha-
rakter. Die Entscheidung ist Gegenstand der Anwendung selbst. Blinde Verfahren bewerten die
im Voraus stellbaren Anfragen nicht. Verfahren aller fu¨nf Klassen setzen voraus, dass eine be-
stimmte Menge im Voraus stellbarer Anfragen bekannt ist. Diese kann mit dem Laden von
Daten in den Cache im Voraus bzw. vom Nutzer initiiert variieren.
Hier sollen die grundlegenden Ideen der Konzepte, auf welchen die Verfahren dieser Katego-
rien beruhen, dargestellt und in Hinblick auf den Einsatz fu¨r verteilte hypermediale Lernan-
wendungen bewertet werden. Es werden Kriterien zur Auswahl und Bewertung entsprechender
Verfahren aufgefu¨hrt.
Ideales Prefetching
Kroeger und Long untersuchen in [KLM97] mit Hilfe empirisch erhobener Daten und Simulati-
onsexperimenten das Anwendungspotential von Prefetchingverfahren unter der Pra¨misse, dass
alle zuku¨nftigen an einen Cache gestellten Anfragen bekannt sind. Prefetchingverfahren erhal-
ten in ihren Untersuchungen idealerweise vollsta¨ndiges Wissen u¨ber alle zuku¨nftigen Anfragen
an den Cache. Sie beschreiben diesen Umstand als den am besten anzunehmenden Fall.
Unter dieser Annahme entsteht fu¨r beliebige Zielstellungen eine theoretische, untere Schranke.
Erha¨lt ein Prefetchingverfahren vollsta¨ndiges Wissen u¨ber zuku¨nftige Anfragen und nutzt es
dieses optimal, dann stellt das Ergebnis der vom Verfahren gelieferten Entscheidungen eine
untere Schranke fu¨r beliebige Prefetchingverfahren dar. Ein solches Verfahren wird als ideales
Prefetchingverfahren bezeichnet.
Bemerkung: Werden spezielle Cachestrategien bezu¨glich der Verwaltung begrenzter Ressour-
cen, insbesondere Speicherplatz, vernachla¨ssigt, dann entscheidet ein ideales Prefetchingver-
fahren mit dem Ziel, die Summe der Wartezeiten auf alle Anfragen bzw. die Wartezeit auf jede
einzelne Anfrage zu minimieren, der Art, dass die Antworten auf die im Voraus gestellten An-
fragen vom Cache genau in der Reihenfolge gespeichert werden, in welcher diese zuku¨nftig bei
diesem Cache angefragt werden.
Dieses bedeutet jedoch nicht, dass die Wartezeit zwangsla¨ufig mit einer korrekten Vorhersage
auf Null sinkt. Vom Cache bzw. von einem Prefetchingverfahren nicht beeinflussbare, aber sich
auch auf die Wartezeit der an den Cache gestellten Anfragen auswirkend, sind
1. die Reihenfolge der Anfragen,
2. die Zeitdauer zwischen den gestellten Anfragen,
3. die ku¨rzeste Zeitdauer, in welcher eine Antwort geliefert werden kann, wenn diese nicht
vom Cache repliziert wurde,
4. die ku¨rzeste Zeitdauer, in welcher eine Antwort geliefert werden kann, wenn diese beim
Cache repliziert wurde.
Punkt 4 kann fu¨r eine Vielzahl von Anwendungen vernachla¨ssigt werden. Die Zeitdauer, die
fu¨r das Ausliefern durch den lokalen Cache beno¨tigt wird, ist ha¨ufig fu¨r Anwendungen ver-
nachla¨ssigbar klein und spielt im Rahmen verteilter Rechnernetze keine Rolle. Die Problematik
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bezieht sich fu¨r verteilte Lernanwendungen insbesondere auf die Bereitstellung der zu pra¨sen-
tierenden Lerninhalte, das Rendern aufwendig darstellbarer Inhalte.48
Die Punkte 1 und 2 werden von den Mo¨glichkeiten nicht deterministischer Programmabla¨ufe in-
nerhalb einer Anwendung beeinflusst. Insbesondere menschliches Verhalten, das heißt Mensch-
Maschine-Interaktion u¨ber Programmschnittstellen, ko¨nnen zu verschiedenen Anfragereihen-
folgen sowie Zeitabsta¨nden zwischen den Anfragen an den Cache fu¨hren. Hier kommt dem
Navigationsverhalten der Nutzer der verteilten Anwendung eine besondere Rolle zu. Die Zeit-
dauer zwischen gestellten Anfragen ist einerseits dazu zu verwenden, die an den Cache gestell-
ten Anfragen durch diesen zu beantworten sowie gegebenenfalls die Antworten von entfernten
Ressourcen zu erfragen. Andererseits kann die Zeitdauer dazu verwendet werden, Anfragen an
entfernte Ressourcen im Voraus zu stellen - Zeit, in welcher ohne Prefetching Netzwerkressour-
cen ungenutzt blieben.
Zu Punkt 3 ist zu bemerken, dass die Zeitdauer zwischen Anfrage an und Antwort von einer
entfernten Ressource von den zur Verfu¨gung stehenden Ressourcen des Rechnernetzes sowie
deren Auslastung beeinflusst wird. Die Zeitdauer kann nur dann von der Entscheidung eines
Prefetchingverfahrens beeinflusst werden, wenn die Wahl einer entfernten Ressource und/oder
eines Nachrichtenu¨bertragungskanals zu dieser zur Entscheidung stehen wu¨rde. Solche Szenari-
en spielen fu¨r verteilte Lernanwendungen eine untergeordnete Rolle. Diese Betrachtungsweise
ist auch in der Literatur zu Prefetchingverfahren fu¨r verteilte Systeme wie webbasierte Anwen-
dungen nicht zu finden.
Fu¨r verteilte Lernanwendungen sind die ersten beiden Punkte von Bedeutung. Diese gestalten
sich in Abha¨ngigkeit vom Navigationsverhalten der Lernenden, so dass diesem eine besondere
Rolle zukommt.
Die vier aufgefu¨hrten Punkte fu¨hren dazu, dass Wartezeiten auftreten ko¨nnen, trotz des Einsat-
zes eines imagina¨ren, idealen Prefetchingverfahrens. Hinzu kommt der Umstand, auf welchen
Davidson in [Dav02a], S.259 und Duchamp in [Duc99] hinweisen, dass nicht alle Anfragen
sich dazu eignen, im Voraus gestellt zu werden und binden die Mo¨glichkeit, dass Anfragen
im Voraus stellbar sind, von ihnen als ”prefetchability“ bezeichnet, an die Eigenschaft, dassdie Antworten beim Cache zwischengespeichert werden ko¨nnten, ”cacheability“ genannt. Sieunterscheiden zwischen ”cache-“ und ”prefetchability“. Jedoch genaue Anmerkungen zu dem,was sie unter ”cacheability“ verstehen, sind nicht in den Ausfu¨hrungen zu finden. Eine Stu-die, 1998 von Feldmann et al. erstellt (vgl. [FCD+99]), belegt, dass nur etwas mehr als 50
% der im WWW anforderbaren Dokumente sich zum Zwischenspeichern im Cache eignen.
Als ”non-cacheable“ werden von Ihnen Anfragen eingestuft, welche auf im WWW verwendeteTechnologien wie Cookies und cgi-Skripte basieren.
Hier soll nochmals betont werden, dass im Voraus stellbare und damit fu¨r Prefetching geeignete
Anfragen
• im Voraus lieferbar sein mu¨ssen,
das heißt lieferbar von der angefragten Ressource genau ab dem Zeitpunkt, ab welchem
die entsprechende im Voraus gestellte Anfrage von der Ressource zu beantworten ist,
48Detaillierte Betrachtungen dazu sind in [RCM+96] und [RS03] zu finden.
32
• bis zum Eintreffen der korrespondierenden Anfrage beim Cache auch noch dieselbe Ant-
wort gu¨ltig zu sein hat. Hier ist die A¨nderungsha¨ufigkeit49 von Bedeutung, welche Da-
vidson und Duchamp sowie Feldmann et al. implizit auch als ein Maß fu¨r ”cacheability“bzw. ”non-cacheability“ von Antworten fassen.
Beide Punkte unterstreichen nochmals den spekulativen Charakter von Prefetching. Damit er-
gibt sich fu¨r ideale Prefetchingverfahren die zusa¨tzliche Forderung, dass diese zu beru¨cksich-
tigen haben, ab welchem Zeitpunkt eine Anfrage mittels Cache im Voraus fru¨hestens gestellt
werden kann, so dass die korrespondierende Antwort auch jene ist, die durch den Cache, fol-
gend auf eventuell an diesen zuku¨nftig gestellte Anfragen, zu liefern ist. Dieses erfolgt in den
oben genannten Betrachtungen zu idealen Prefetchingverfahren nicht. Ein weiterer Punkt sind
die zu beru¨cksichtigenden Cachestrategien. So wird in [Duc99] idealerweise ein beliebig großer
Speicher des Caches fu¨r ideales Prefetching angenommen, so dass Ersetzungsstrategien der im
Speicher verwalteten Daten keine Rolle fu¨r die Ergebnisse des Verfahrens spielen. Andere Au-
toren problematisieren Cachestrategien in ihren Studien nicht (vgl. zum Beispiel [KLM97]).
Deshalb sollen Verfahren, welche die folgenden beiden Punkte zusa¨tzlich beru¨cksichtigen, unter
”streng idealen Prefetchingverfahren“ gefasst werden:
• Der Zeitpunkt wird beru¨cksichtigt, ab wann Daten im Voraus angefragt werden ko¨nnen,
so dass zur korrespondierenden Anfrage an den Cache eine konsistente Antwort geliefert
werden kann, und
• der Speicher des Caches wird als beliebig groß angenommen.50
Kro¨ger und Long vergleichen die Szenarien ”kein Einsatz von Cacheverfahren“, ”Einsatz vonCacheverfahren ohne Prefetching” und ”Einsatz idealer Prefetchingverfahren“. Sie kommenauf Basis von Simulationsexperimenten in Anlehnung an empirisch erhobenes Datenmateri-
al bezu¨glich beobachtbarer Datenstrukturen und Nutzerverhalten im WWW zu dem Ergebnis,
dass mit Hilfe von klassischen Cacheverfahren bzw. idealem Prefetching gegenu¨ber dem Ein-
satz keiner dieser Verfahren von 20 bis zu u¨ber 50% der durchschnittlichen Wartezeiten redu-
ziert werden ko¨nnen. Ideales Prefetching reduziert die Wartezeiten durchschnittlich um mehr
als das Doppelte als die verwendeten klassischen Cacheverfahren. Auch andere empirische Un-
tersuchungen dieser Art kommen zu a¨hnlichen Ergebnissen.51 Dieses unterstreicht das Anwen-
dungspotential von Prefetchingverfahren, wenn eine ”gute“ Vorhersage mo¨glich ist.
Vorhersagebasierte Verfahren
Erstaunlich ist, dass dieses Anwendungspotential auch fu¨r nicht ideale Prefetchingverfahren,
welche kein Wissen u¨ber zuku¨nftige Anfragen besitzen, nachgewiesen wurde. Loon und Bahar-
ghaven nehmen Untersuchungen zur Unterstu¨tzung von Clienten durch so genanntes ”Browsen“durch das WWW im Vergleich zu Szenarien ”kein Einsatz von Cacheverfahren“ und ”Einsatzvon Cacheverfahren ohne Prefetching“ vor. Sie beschreiben eine Reduzierung der Wartezeit
49englisch update frequency
50In der Literatur werden diese beiden Punkte ha¨ufig vernachla¨ssigt und unterschlagen. Es ist deshalb notwendig,
darauf hinzuweisen und diesen Typ von Prefetchingverfahren explizit zu benennen.
51Vgl. [Dav04], [EJM00], [Duc99] und [KL97]
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durch Prefetching um das 3 bis 7-fache, mehr als dieses mit klassischen Cacheverfahren im
Vergleich zu keinem Einsatz von Cacheverfahren mo¨glich ist. Sie verwenden ein Vorhersage-
verfahren, welches sich nur auf Daten der Vergangenheit stu¨tzt. Bemerkenswert an ihren Unter-
suchungsergebnissen in [LB97] sind zwei Aspekte. Der Einsatz von Cacheverfahren ohne Pre-
fetching fu¨hrt kaum zu reduzierten Wartezeiten. Weiterhin beziehen sich ihre Untersuchungen
auf keine speziellen Anwendungen sondern ganz allgemein auf ”Browsen“ durch das WWW, sodass fu¨r das Vorhersageverfahren auch keine speziellen Annahmen u¨ber anwendungsabha¨ngi-
ges Nutzerverhalten getroffen werden konnten. Davidson stellt a¨hnliche Untersuchungen in
[Dav04] an, kommt aber nicht zu so drastischen Ergebnissen. Die von ihm verwendeten Vor-
hersageverfahren basieren auch auf Vergangenheitsdaten und verwenden a¨hnliche Konzepte wie
Loon und Baharghaven.
Die Ursache fu¨r die unterschiedlichen Ergebnisse ist aus den Vero¨ffentlichungen nicht ersicht-
lich. Es kann vermutet werden, dass das den Simulationsexperimenten zugrunde liegende Da-
tenmaterial, auf welches hin ein bestimmtes Anfrageverhalten im WWW simuliert worden ist,
zu unterschiedlichen Ergebnissen mit aber derselben Tendenz fu¨hrte.52 Die zwei oben auf-
gefu¨hrten Untersuchungen kommen jedoch auch fu¨r nicht ideale Prefetchingverfahren zu dem
Ergebnis, dass eine erhebliche Reduktion der Wartezeiten gegenu¨ber Cacheverfahren ohne Pre-
fetching mo¨glich ist. Diese Aussage wird auch von einer Vielzahl anderer Vero¨ffentlichungen
gestu¨tzt.53
In der Literatur lassen sich vielza¨hlige, im Zusammenhang mit Prefetching eingesetzte Vorher-
sageverfahren finden. Ganz allgemein werden Techniken des maschinellen Lernens eingesetzt,
um Nutzerverhalten abzubilden und vorherzusagen. Mitchel liefert in [Mit97] zu diesen Techni-
ken einen umfassenden U¨berblick. Im Zusammenhang mit Prefetching erweisen sich Verfahren
basierend auf der Analyse von Vergangenheitsdaten als besonders effektiv zur Vorhersage von
Anfragen im WWW, welche u¨berwiegend durch Nutzer initiiert werden und damit eng mit
deren Verhalten verknu¨pft sind (vgl. [Dav04]). Diese auf Historien basierenden Verfahren54
ha¨ufig werden Historien bzw. Nutzerprofile auf Grundlage beobachtbaren Verhaltens anhand
von Logdaten erstellt spekulieren mit Hilfe in der Regel einfacher statistischer Verfahren u¨ber
ein oder mehrere zuku¨nftige durch einen Nutzer initiierte Anfragen.
Ein ha¨ufig verwendetet Maß zur Einscha¨tzung der Gu¨te von Vorhersageverfahren ist die Vor-
hersagegenauigkeit55 (vgl. [ZA01], [SOBB03], [DJX02], [EJM00], [CKR99] und [CW99]).
Darunter soll hier in Anlehnung an Zukerman und Albrecht (vgl. [ZA01]) der Anteil aller kor-
rekt vorhergesagten Anfragen, das heißt Anfragen, welche vorhergesagt wurden und dann auch
wie vorhergesagt gestellt wurden, zu allen gestellten Anfragen u¨ber einen festgelegten Zeitraum
verstanden werden.56
Die fu¨r Prefetching eingesetzten Vorhersageverfahren unterscheiden sich durch
52Das stellt die Vergleichbarkeit dieser und anderer Untersuchungen in Frage.
53Nahezu jede Vero¨ffentlichung eines Verfahrens fu¨hrte auch zu einer empirischen Untersuchung der Leis-
tungsfa¨higkeit des Verfahrens. Untersuchungen zur Vergleichbarkeit der Ergebnisse sind leider nicht publiziert
worden. Simulationsstudien bis 1999 wertet Wang in [Wan99] aus. Spa¨tere Studien liefern a¨hnliche Ergebnisse
(vgl. [YK00], [EJM00], [Dav02b], [BKK03] und [LL02]).
54englisch history-based prediction
55
”accuracy“ oder auch ”precision“ genannt56In [ZA01] wird ein U¨berblick zur Evaluation von Vorhersageverfahren mittels unterschiedlicher Metriken
gegeben.
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• verwendete statistische Verfahren
Zuckerman undAlbrecht unterteilen die verwendeten statistischen Verfahren in Abha¨ngig-
keit von den verwendeten Methoden in sieben unterschiedliche Kategorien (vgl. [ZA01]).
In der Literatur beschriebene Ansa¨tze bedienen sich u¨berwiegend empirischer Ha¨ufig-
keitsverteilungen vergangener Anfragen bzw. Anfragefolgen. Diese werden dazu verwen-
det, die zu erwartenden Wahrscheinlichkeiten mo¨glicher zuku¨nftiger Anfragen bzw. An-
fragereihenfolgen zu ermitteln.57
• beru¨cksichtigte Anfragen bzw. Anfragereihenfolgen
Weiterhin unterscheiden sich die Verfahren in der Zahl der beru¨cksichtigten Anfragen aus
der Vergangenheit. Auch spielt die beru¨cksichtigte Anzahl der auf eine Anfrage folgenden
Anfragen und deren Reihenfolge eine wichtige Rolle.
Eine Vielzahl von Verfahren beru¨cksichtigt jeweils nur Anfragereihenfolgen der La¨nge
zwei. Das heißt, sie beru¨cksichtigen mit ihrer Vorhersage jeweils nur die auf in der Ver-
gangenheit gestellte Anfragen jeweils folgende Anfrage. 58 Pirolli und Pitkow, Sen und
Hansen sowie Zukerman, Albrecht und Nicholson haben mit ihren Untersuchungen zu
la¨ngeren Anfragereihenfolgen die nahe liegende Vermutung besta¨tigt, dass die Beru¨ck-
sichtigung la¨ngerer Anfragereihenfolgen von drei und vier zu genaueren Vorhersagen
fu¨hrt (vgl. [PP99], [SH03] und [ZAN99]). Auch ist zu vermuten, dass die Beru¨cksichti-
gung immer la¨ngerer Anfragereihenfolgen nicht immer auch zu genaueren Vorhersage-
ergebnissen fu¨hrt. Je nach Anwendungszusammenhang wird die Zahl der durch Nutzer
initiiert aufeinander folgenden Anfragen, welche sich aufgrund der Anwendung inhaltlich
sowie zeitlich sinnvoll zusammenfassen lassen, unterschiedlich groß sein. So kann zum
Beispiel vermutet werden, dass zwischen zwei zeitlich voneinander weit auseinander lie-
genden aber direkt aufeinander folgenden Anfragen, initiiert durch ein und denselben
Nutzer, in Abha¨ngigkeit von der Anwendungssituation kein Zusammenhang besteht.
Je nach Zahl der zu beru¨cksichtigenden Anfragen und La¨nge der beru¨cksichtigten An-
fragereihenfolgen werden unterschiedliche Datenstrukturen zu deren Speicherung einge-
setzt. Bei großen Datenmengen ist die Speicherung, gegebenenfalls die Aggregierung der
Daten sowie der effiziente Zugriff darauf, ein nicht zu vernachla¨ssigendes Problem. Zum
Vermerken von Anfragereihenfolgen sowie der Ha¨ufigkeit des Auftretens in der Vergan-
genheit werden baumbasierte Datenstrukturen eingesetzt, welche in der Tiefe des Baums
je nach La¨nge der zu beru¨cksichtigenden Anfragereihenfolgen beschra¨nkt sind.
• Vorhersagefenster
Ein wesentliches Problem besteht darin, das so genannte Vorhersagefenster festzulegen,
das heißt, die Zahl vorherzusagender Anfragen bzw. der Zeitraum, fu¨r welches zuku¨nfige
57Verfahren dieser Art, absteigend sortiert nach deren Vero¨ffentlichungsdatum ab Mitte der 90er Jahre, lassen
sich finden in: [BKK04], [CZ03], [BKK03], [SOBB03], [DJX02], [FMK02], [NKM03], [GZ01],[Sar00], [Duc99],
[FCJ99], [HRBA99], [ZAN99], [PM99a], [PM99b], [JC98], [JFM97], [Vit96] und [PM96]. Auffa¨llig ist die ha¨ufige
Verwendung von Markow-Modellen zur Bestimmung zu erwartender Wahrscheinlichkeiten der na¨chsten Anfragen
bzw. Anfragereihenfolgen. Die Verfahren weisen teilweise nur marginale Unterschiede auf.
58Dazu geho¨ren Verfahren aus [LL02], [FS00], [SR00], [LBO99], [Duc99], [CKR99], [NZA98], [JK98],
[Bes96], [PM96] und [Pad95].
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Anfragen vorherzusagen sind. Die Verfahren lassen sich in der Regel entsprechend konfi-
gurieren. Sie enthalten zu konfigurierende Parameter, mit welchen die Anzahl der unmit-
telbar als na¨chstes folgenden Anfragen festgelegt werden kann. Mit der Bewertung von
Vorhersageverfahren wird jedoch ha¨ufig nur die Vorhersage der unmittelbar als na¨chstes
folgenden Anfrage beru¨cksichtigt (vgl. zum Beispiel [DJX02] und [Sar00]).
• Vorhersage von Anfragen einzelner Nutzer oder Nutzergruppen
Davidson unterscheidet zwischen der Mikro- und der Makrosicht bei der Bewertung von
Verfahren (vgl. [Dav04], S. 4). So existieren mikroskopisch angelegte Verfahren, wel-
che darauf zugeschnitten sind, Anfragen aus vergangenen Anfragen einzelner Nutzer zu
generieren. Hier sind in der Regel kleine Datenmengen zu beru¨cksichtigen. Anfragen
aufgrund der Eigenschaften eines einzelnen Nutzers, welche sich in den von ihm in der
Vergangenheit initiierten Anfragen widerspiegeln, sind vorherzusagen. Unter der makro-
skopischen Sicht hingegen sind jene Verfahren zu fassen, welche in der Regel eine große
Zahl vergangener Anfragen, initiiert durch unterschiedliche Nutzer, beru¨cksichtigt. Beim
Erzeugen von Vorhersagen wird nicht explizit beru¨cksichtigt, welcher Nutzer, welche ver-
gangene Anfrage initiiert hat, so dass kein spezifisches Verhalten des Einzelnen Eingang
in der Vorhersage findet. Je nach Problemlage sind die unterschiedlichen Sichten vor-
teilhaft. Praktisch wurden u¨berwiegend Verfahren der makroskopischen Sicht eingesetzt.
Sie eigenen sich insbesondere zur Unterstu¨tzung von Prefetching fu¨r Web-Proxys und
Web-Server. Der Fokus auf makroskopische Verfahren beruht wahrscheinlich auf dem
wissenschaftlichen Arbeitsumfeld der Forschergruppen sowie der Fo¨rderung bestimmter
Zielsetzungen durch die Wirtschaft.
All diese auf Historien basierenden Verfahren besitzen einen gemeinsamen Nachteil: Sie ko¨nnen
nicht Anfragen vorhersagen, welche niemals vorher beobachtet wurden.
So lassen sich einige wenige andere Ansa¨tze finden, welche auf der Analyse der Inhalte der
angeforderten Daten beruhen. So beschreiben zum Beispiel Chinen und Yamaguchi in [CY97]
einen sehr einfach gehaltenen Ansatz, in welchem die Reihenfolge zuku¨nftiger Anfragen aus
der Reihenfolge der zuletzt angeforderten HTML-Dokumente generiert wird. In [Dav02b] und
[ESGS98] werden Ansa¨tze beschrieben, in welchen die inhaltliche A¨hnlichkeit bereits angefor-
derter Web-Dokumente mit noch nicht angeforderten verglichen wird. Anhand eines A¨hnlich-
keitsmaßes wird u¨ber die als na¨chstes im Voraus anzufordernden Web-Dokumente entschieden.
Schwellenbasierte Verfahren
Ein weiterer grundsa¨tzlich von den vorhersagebasierten Verfahren zu unterscheidender An-
satz ist die Bewertung im Voraus anforderbarer Daten mittels so genannter Schwellen, hier
schwellenbasierte Verfahren genannt. Diesen Verfahren liegt die Idee zugrunde, im Voraus an-
forderbare Daten mit Hilfe von unabha¨ngig vom Navigationsverhalten gestalteten Heuristiken
unabha¨ngig vom Navigationsverhalten zu bewerten sowie nur solche Daten im Voraus anzufor-
dern, welche einer oder mehreren Bedingungen bezu¨glich einer Bewertung genu¨gen. Im Voraus
stellbaren Anfragen werden u¨ber ein Bewertungsverfahren zahlenma¨ßige Werte zugeordnet.
Die Bewertung erfolgt aufgrund von Eigenschaften zuku¨nftiger Anfragen, welche nicht mit
dem Navigationsverhalten sondern der Auslastung von Ressourcen im Zusammenhang stehen,
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zum Beispiel dem Umfang der auf eine Anfrage hin zu u¨bertragenden Daten. Unter- bzw. u¨ber-
schreitet59 die Bewertung einer Anfrage eine Schwelle, dann wird diese als nicht sinnvoll im
Voraus zu stellen eingestuft und nicht im Voraus gestellt. Der Wert der Schwelle ist entweder
fix, geht damit als festzulegender Parameter in das schwellenbasierte Verfahren ein, oder er
gestaltet sich variabel in Abha¨ngigkeit von einer Funktion, der Schwellenwertfunktion. Diese
wird dazu verwendet, dynamisch, das heißt abha¨ngig von sich im Zeitablauf vera¨ndernden Para-
metern, einen Schwellenwert zu generieren. Sie dru¨ckt Abha¨ngigkeiten von sich vera¨ndernden
Rahmenbedingungen wa¨hrend des Betriebs aus, wie z.B. Auslastung der Netzwerkressourcen
oder anfallende Kosten fu¨r den Nachrichtentransport.60
Jiang,Wu und Shu beschreiben ein schwellenbasiertes Verfahren, welches im Voraus anforder-
bare Datenobjekte bezu¨glich ihrer Gro¨ße bewertet (vgl. [JWS02]). Daraus la¨sst sich auf beno¨tig-
te Kapazita¨ten fu¨r deren U¨bertragung sowie auf mo¨glicherweise anfallende Wartezeiten in einer
verteilten Anwendung schließen. Sie fu¨hren den Begriff der Kosten fu¨r negative Effekte durch
Prefetching, hier Seiteneffekte genannt, und den Begriff des Benefits zur Beschreibung des
zu erwartenden Nutzens durch Prefetching ein. Sie bewerten Daten in Bezug auf das Verha¨ltnis
zwischen Kosten und Benefit. Es sind nur solche Daten im Voraus anzufordern, deren Verha¨ltnis
einen bestimmten Wert, den Schwellenwert, nicht u¨bersteigt.61 Von Angermann wird ein a¨hnli-
cher Ansatz untersucht in [Ang03]. In diesem werden die anfallenden Kosten durch das Anfor-
dern und U¨bertragen von Daten explizit modelliert. Die in [JWS02] und [Ang03] beschriebene
Reduktion der Wartezeiten entspricht ungefa¨hr den im vorherigen Abschnitt beschriebenen Er-
gebnissen fu¨r Prefetching, unterstu¨tzt mittels Vorhersageverfahren.
Vorhersagebasierte und schwellenbasierte Verfahren sind zwei sich erga¨nzende Ansa¨tze, welche
zwei unterschiedliche Herangehensweisen darstellen. Mit vorhersagebasierten Verfahren wird
aus der Menge im Voraus stellbarer Anfragen die Teilmenge von Anfragen gesucht, welche mit
hoher Wahrscheinlichkeit zuku¨nftig gestellt wird. Die Wahrscheinlichkeit wird hypothetisch in
Abha¨ngigkeit von empirischen Wahrscheinlichkeitsverteilungen der Vergangenheit bestimmt.
Schwellenbasierte Verfahren schließen hingegen aus der Menge im Voraus stellbarer Anfragen
jene Anfragen aus, welche in Bezug auf eine Heuristik nicht im Voraus geladen werden sollten,
da der zu erwartende Benefit in Bezug auf die entstehenden Kosten zu gering ist. Sie bringen im
Gegensatz zu den vorhersagebasierten Verfahren die im Voraus zu stellenden Anfragen in keine
Rangfolge. Eine Kombination aus Schwellen- und Vorhersageverfahren erscheint aufgrund des
sich erga¨nzenden Charakters beider Ansa¨tze sinnvoll. In [AZN99] und [VYK+02] werden Ver-
fahren beschrieben, welche Vorhersagen mit Hilfe schwellenbasierter Verfahren bewerten. Das
fu¨hrt dazu, dass nicht jede als wahrscheinlich zuku¨nftig eintreffend vorhergesagte Anfrage auch
im Voraus gestellt wird. Die zu erwartende Wahrscheinlichkeit, mit der diese auch zuku¨nftig ge-
stellt wird, wird in Relation zu dem zu erwartenden Nutzen durch das vorzeitige Anfordern der
Daten betrachtet.
Die in dieser Arbeit entwickelten Ansa¨tze enstanden in Anlehnung an die Idee der schwellen-
basierten Verfahren. Es wird jedoch keine Schwelle zum Ausschluss von potentiell im Voraus
stellbaren Anfragen verwendet, sondern stattdessen ein Optimalita¨tskriterium eingefu¨hrt. Die
Entscheidung u¨ber im Voraus anzufordernde Daten wird als Optimierungsproblem aufgefasst.
59Je nach Verfahren
60Verfahren dieser Art werden in [JWS02] und [VYK+02] dargestellt. Der allgemein beschriebene Ansatz
schwellenbasierter Verfahren beruht auf den in diesen Publikationen dargestellten Ideen.
61In [FS00] ist ein a¨hnlicher Ansatz zur Verwaltung der im Cache gespeicherten Daten zu finden.
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Es kann in Abha¨ngigkeit von der Probleminstanz des noch zu formulierenden Optimierungs-
problems, die auch aus allen potentiell mo¨glichen Anfragereihenfolgen und bisher gestellten
Anfragen besteht, zwischen Anfragen unterschieden werden, welche zum Erreichen des Opti-
mums zwingend im Voraus gestellt werden mu¨ssten und solchen, fu¨r welche dieses nicht gilt.
Dieser Ansatz kann mit Vorhersageverfahren kombiniert werden. Dazu in den jeweiligen Kapi-
teln mehr.
Nutzergesteuerte Verfahren
Neben der Bewertung im Voraus anforderbarer Daten durch Algorithmen wird in [EJM00] und
[JFM97] ein alternativer Ansatz verfolgt. Die Entscheidung u¨ber die im Voraus anzufordernden
Daten zu bestimmten Zeitpunkten werden dem Nutzer wa¨hrend der Nutzung der Anwendung
u¨berlassen. Die Entscheidung wird durch Aufbereiten von Informationen u¨ber die im Voraus
anforderbaren Daten sowie deren anwendungsbezogene Pra¨sentation unterstu¨tzt.
Eden, Joh und Mudge pra¨ferieren einen simplen Mechanismus fu¨r Hypertext strukturierte Web-
dokumente. Der Nutzer kann mit diesem Mechanismus wa¨hrend der Verwendung eines Do-
kuments Hyperlinks in diesem als im Voraus anzufordern markieren. Ein im Hintergrund ab-
laufender Prozess nimmt diese Markierungen entgegen. Er fordert die sich hinter den markier-
ten Links verbergenden Daten entsprechend an, soweit sie nicht schon im Cache gespeichert
sind. Die Autoren betonen, dass durch solche Mechanismen eine Vorhersagegenauigkeit von
100% erreicht wu¨rde, was zu bezweifeln ist62. Die zu erwartende hohe Genauigkeit der Ver-
fahren, wenn auch nicht bei 100%, stellt einen wesentlichen Vorteil gegenu¨ber Verfahren der
Kategorien der vorhersage- und schwellenbasierten Verfahren dar. Jedoch mit der Zielstellung,
zeittransparente verteilte Lernanwendungen zu realisieren, ist ein solcher Ansatz nur einge-
schra¨nkt verwendbar. Wie stark Lernprozesse in auf diese Weise unterstu¨tzten Anwendungen
durch Erzwingen vorzeitiger Navigationsentscheidungen beeinflusst werden, wa¨re zu untersu-
chen. Spielt die Zeittransparenz eine untergeordnete Rolle oder wird gar der entfernte Zugriff
auf Ressourcen mit der Navigationsschnittstelle absichtlich fu¨r den Nutzer sichtbar dargestellt,
wie zum Beispiel in [ADW01] fu¨r Dienste in drahtlosen Rechnernetzen, kann dieser Ansatz viel
versprechend eingesetzt werden.
Blinde Verfahren
Der Vollsta¨ndigkeit halber ist eine Kategorie notwendig, welche eine Vielzahl von Verfah-
ren beinhaltet, die ohne die im Voraus anforderbaren Daten zu bewerten, relativ wahllos und
willku¨rlich auf diese zugreifen.
So werden in [Lie97], [CY97], [Kle99] und [TX00] Verfahren beschrieben, welche die zuletzt
durch den Nutzer initiiert angeforderten Daten inhaltlich analysieren und die in ihnen enthal-
tenen Links auf entfernte Ressourcen als einzige Informationsquelle zum Generieren der fol-
genden im Voraus zu stellenden Anfragen nutzen. Die Menge der Links sowie der Umfang der
Daten, welche diese referenzieren, kann je nach Anwendungszusammenhang sehr groß sein. Es
ist leicht einzusehen und dementsprechend herrscht in der wissenschaftlichen Literatur nahezu
62Dies wu¨rde bedeuten, dass der Nutzer im Voraus seinen vollsta¨ndigen ”Weg“ durch ein Hypermedium planenko¨nnte. Solch ein zielgerichtetes Navigationsverhalten kann typischerweise nicht beobachtet werden.
38
u¨bereinstimmend die Meinung vor, dass solch aggressive Strategien zu erheblichen Seiteneffek-
ten fu¨hren. Verfahren dieser Art sind nur bedingt einsetzbar und belasten in der Regel entfernte,
vielfach gleichzeitig genutzte Ressourcen erheblich, insbesondere dann, wenn sie systematisch
in großem Umfang eingesetzt werden.
Aus den Betrachtungen der vielza¨hligen, in den letzten 8 Jahren publizierten Prefetchingver-
fahren ergibt sich folgendes Bild. Es ist zwischen informierten und uninformierten Verfahren zu
unterscheiden. Zu den informierten Verfahren sind die schwellenbasierten, vorhersagebasierten,
nutzergesteuerten und idealen Prefetchingverfahren zu za¨hlen, wobei die idealen Prefetching-
verfahren praktisch keine Rolle spielen. Die Entscheidungen dieser Verfahren u¨ber im Voraus
anzufordernde Daten basieren nicht nur auf grundsa¨tzlich notwendigen Informationen, welche
Daten im Voraus angefordert werden ko¨nnten, sondern auch auf weitergehende Bewertung be-
kannter Anfragemo¨glichkeiten. Uninformierte Verfahren hingegen, auch als blinde Verfahren
bezeichnet, treffen Entscheidungen nur auf Basis der bekannten Menge im Voraus anforderba-
rer Daten. Zur sinnvollen Unterstu¨tzung verteilter Lernanwendungen kommen nur schwellen-
sowie vorhersagebasierte Verfahren in die engere Wahl.
2.3.2 Komponenten
Aus den obigen Betrachtungen von Prefetchingverfahren ergibt sich der in Abbildung 2.1 dar-
gestellte Vorschlag fu¨r das grobe Zusammenspiel einzelner Komponenten zur Umsetzung von
Prefetching fu¨r verteilte Anwendungen bzw. Anwendungssysteme auf der Anwendungsschicht
nach dem TCP/IP-Referenzmodell. Die Komponenten haben drei Funktionalita¨tsbereiche zur
Umsetzung eines Prefetchingkonzepts abzudecken:
• Beobachtung und Analyse des Datenstroms zwischen lokalen Anwendungskomponenten
und Transportschicht,
• Bewertung der bekannten im Voraus stellbaren Anfragen (optional) ,
• Selektion und Stellen der Anfragen.
In Abbildung 2.1 sind die drei Komponenten Beobachter, Prefetcher und Bewerter zur Reali-
sierung von Prefetching grau hinterlegt.
• Beobachter
Der Beobachter hat drei Funktionalita¨ten abzudecken.
– Es sind die Eigenschaften der durch die lokalen Anwendungskomponenten initiier-
ten Anfragen an den lokalen Cache sowie die vom lokalen Cache gelieferten Ant-
worten zu vermerken. Die zu registrierenden Eigenschaften sind in Abha¨ngigkeit
von den beno¨tigten Daten des Bewerters und Prefetchers zu wa¨hlen, wie zum Bei-
spiel die Reihefolge oder genauer die Zeitpunkte, in welcher bzw. zu welchen die
Anfragen gestellt wurden.
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Abbildung 2.1: Komponenten zur Realisierung von Prefetching fu¨r verteilte Anwendungen im
Schichtenmodell, links die Sicht auf lokale Komponenten, rechts die Sicht auf entfernte Kom-
ponenten angedeutet
– Es sind alle durch die lokalen Anwendungskomponenten stellbaren Anfragen zu
verwalten und gegebenenfalls zu protokollieren. Prefetcher wie Bewerter erhalten
u¨ber den Beobachter Zugriff auf eine bestimmte Menge durch lokale Anwendungs-
komponenten stellbare Anfragen. Der Beobachter kann diese Informationen durch
Analyse der Antworten des lokalen Caches ermitteln und/oder durch direkten Zu-
griff auf Daten, welche diese Informationen enthalten. So ist denkbar, dass vor Be-
trieb der Anwendung alle im Voraus stellbaren Anfragen bekannt sind und diese an
den lokalen Beobachter u¨bermittelt werden. Dieses kann zum Beispiel sinnvoll mit
dem Beginn der Ausfu¨hrung der lokalen Anwendungskomponenten erfolgen.
– Zur Umsetzung der ersten beiden Funktionalita¨ten ist der Bitstrom zwischen je-
weiliger Anwendungskomponente und Cache zu interpretieren. In ihm enthaltene
Anfragen der Anwendungskomponente sowie Antworten des Caches sind zu iden-
tifizieren. Damit gestaltet sich diese Funktionalita¨t, im Gegensatz zu den anderen
beiden, abha¨ngig von der jeweiligen Anwendungskomponente bzw. vom verwende-
ten Anwendungsprotokoll.
• Bewerter
Der Bewerter liefert dem Prefetcher auf Basis der Daten des Beobachters Bewertungen
der durch die lokalen Anwendungskomponenten an den Cache stellbaren Anfragen. Er
ist einzusetzen, wenn das umgesetzte Prefetchingverfahren eine Bewertung vornimmt.
Die in der Abbildung dargestellte Schichtung erlaubt keine Schnittstelle zwischen An-
wendungskomponenten und Bewerter. Fu¨r verteilte Anwendungen ist dies nicht notwen-
dig. Allein fu¨r nutzergesteuerte Verfahren ist eine Schnittstelle zwischen Anwendungs-
komponente und Bewerter sinnvoll. Mit ihnen werden Teile der Bewertungsfunktiona-
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lita¨ten an die Anwendungskomponente ausgelagert. Jedoch werden nutzergesteuerte Be-
wertungsverfahren hier fu¨r verteilte Lernanwendungen im Rahmen einer guten Zeittrans-
parenz abgelehnt.63 Nur fu¨r solche wa¨re eine Schnittstelle zwischen Anwendungskompo-
nenten und Bewerter sinnvoll.
• Prefetcher
Dem Prefetcher kommt das eigentliche Initiieren der Anfragen im Voraus an den lokalen
Cache zu. Er beinhaltet den eigentlichen Entscheidungsmechanismus, die Realisierung
eines Zielkriteriums, nach welchem zu entscheiden ist, welche Daten, in welchem Um-
fang, zu welchem Zeitpunkt im Voraus anzufordern sind. Das erfolgt auf Basis der vom
Beobachter ermittelten Daten zu den durch lokale Komponenten stellbaren Anfragen, de-
ren Bewertungen durch den Bewerter und den Informationen des Caches daru¨ber, welche
Daten bereits lokal verfu¨gbar sind und welche Antworten zuku¨nftig in ihm abgelegt wer-
den.
Die in Abbildung 2.1 dargestellte Schichtung erzwingt, dass ein Zugriff auf entfernte Anwen-
dungskomponenten nur mittelbar u¨ber den Beobachter zu erfolgen hat. Das ist sinnvoll, um den
Zugriff auf lokale wie entfernte Daten transparent zu gestalten und weil nur so eine genaue
Beobachtung von Anfrageverhalten lokaler Anwendungskomponenten mo¨glich ist. Alleinige
Beobachtung des Zugriffs auf entfernte Komponenten mittels dieser selbst fu¨hrt je nach be-
obachteten Eigenschaften zu drastischen Verfa¨lschungen (vgl. [Dav99]). Sind Beobachtungen
lokaler als auch entfernter Anwendungskomponenten fu¨r Bewerter und/oder Prefetcher von Be-
deutung, dann ist ein Datenaustausch zwischen einzelnen Beobachtern zu realisieren.
Kritisch zu beurteilen ist die Trennung zwischen Prefetcher und Cache. Auswirkungen von
Entscheidungen des Prefetchers als auch des Caches sind in der Regel voneinander abha¨ngig.
Deshalb ist dem Cache mit einer Anfrage zu u¨bermitteln, ob diese durch lokale Anwendungs-
komponenten oder durch den Prefetcher initiiert wurde. So sind Cachestrategien, welche dieses
beru¨cksichtigen, zur Verwaltung der knappen Ressourcen des Caches, insbesondere Speicher-
platz, mo¨glich. Aus diesem Grund ist auch der lokale Speicher des Caches fu¨r im Voraus ange-
forderte Daten des Prefetchers zu nutzen. Eine Trennung der Daten in im Voraus angeforderte
und von der Anwendung initiiert angeforderte Daten erscheint nicht, wie in [Zha01] und [JC98]
dargestellt, sinnvoll; im Gegenteil, in [CK01b] werden diebezu¨glich spezielle Strategien zum
Cache-Speichermanagement unter Beru¨cksichtigung vom Prefetching diskutiert.
Das vorgeschlagene Modell erzwingt im Gegensatz zu anderen Vorschla¨gen keine konkrete An-
wendungsarchitektur sowie Verwendung bestimmter Prefetchingverfahren.64 Die lokalen An-
wendungskomponenten ko¨nnen beliebige Komponenten einer verteilten Anwendung wie Web-
Server oder Browser in einer Client-Server-Architektur sein. Beobachter, Bewerter und Prefet-
cher ko¨nnen informierte als auch uninformierte Prefetchingverfahren realisieren.
2.3.3 Gu¨temaße
Zum Abschluss dieses U¨berblicks zu Prefetching sollen kurz Metriken zur Beurteilung der Gu¨te
erwa¨hnt werden. Die Gu¨te von Prefetchingverfahren soll hier prima¨r an deren Leistung gemes-
63Siehe Diskussion der Zeittransparenz fu¨r verteilte Lernanwendungen, Abschnitt 2.1.1, S.11
64Andere Architekturvorschla¨ge sind zu finden in [Wan99], [Duc99], [ESGS98] und [LB97].
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sen werden. Als Indikator fu¨r die Leistung soll die durch Einsatz des zu bewertenden Prefet-
chingverfahrens reduzierte Wartezeit dienen. Neben der Leistung werden weitere Kriterien zur
Bewertung der durch ein Prefetchingverfahren erzeugten und keinesfalls zu vernachla¨ssigen-
den, negativen Seiteneffekte herangezogen (vgl. [ESGS98] und [JC98]). Neben der Beurteilung
der Leistung und Seiteneffekte sind weitere Eigenschaften, insbesondere mit der Realisierung
im Zuge einer konkreten zugrunde liegenden Architektur, wichtig. Diese sollen hier nicht Ge-
genstand sein, werden aber von Wang in [Wan99] ganz allgemein in Bezug auf Cacheverfahren
und -Architekturen diskutiert.65
Leistung
Das Antwortzeitverhalten einer Anwendung kann als Indikator dafu¨r herangezogen werden,
was eine Anwendung oder deren Komponenten entsprechend der Spezifikation leisten (vgl.
[SW02], S.3ff.). Genauso heben Coulouris, Dollimore und Kindberg die Latenz als eine we-
sentliche Leistungseigenschaft fu¨r die Kommunikation in verteilten Rechnernetzen hervor (vgl.
[CDK02], S.71). Mit dem Einsatz von Prefetching wird prima¨r das Ziel verfolgt, die Warte-
zeit bzw. Antwortzeit auf an den Cache gestellte Anfragen zu reduzieren. So liegt es nahe, die
Leistung von Prefetchingverfahren anhand der Wartezeit zu beurteilen. Eine Vielzahl von Simu-
lationsexperimenten folgen diesem Ansatz und beurteilen Prefetchingverfahren mit Hilfe von
Maßen, welche sich auf die Wartezeiten einer festgelegten Menge von Anfragen an den Cache
beziehen.
Sinnvoll erscheinen je nach zu unterstu¨tzender Anwendung zum Beispiel
• die durchschnittliche Wartezeit,66
• die maximal auftretende Wartezeit und
• die Summe der Wartezeiten.
Werden in der Literatur auf die Wartezeit bezogene Maße verwendet, dann beziehen sich die
Autoren nahezu ausschließlich auf die durchschnittliche Wartezeit (vgl. [Bes96], [PM96], [Duc99],
[LB97] und [ADW01]).
Zur eigentlichen Bewertung spielen die absoluten Gro¨ßen der Maßzahlen eine untergeordnete
Rolle. Wichtig ist der Vergleich zu anderen Prefetchingverfahren bzw. zu keinem Einsatz ei-
nes solchen. Um relative Maße zum besseren Vergleich zwischen den Verfahren zu erhalten,
werden die Ergebnisse zweier Szenarien, der Einsatz des zu bewertenden Verfahrens mit einem
Vergleichsverfahren, in Relation zueinander gesetzt. In der Literatur werden als Vergleichsver-
fahren nahezu ausschließlich klassische Cacheverfahren ohne Prefetching verwendet67.
Bezogen auf die Wartezeit wird z.B. von Jacobson und Cao die relative Wartezeitreduktion68
verwendet. Sie definieren diese wie folgt:
65Dazu geho¨ren typische auch in [Tan03] und [CDK02] diskutierte Eigenschaften verteilter Anwendungen und
Rechnernetze: Stabilita¨t, Robustheit, Skalierbarkeit, Transparenz, Effizienz etc.
66z.B. als arithmetisches Mittel
67Siehe zum Beispiel [JC98] und [FCD+99]
68Von ihnen ”latency reduction“ genannt
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relative Wartezeitreduktion=
(
1−
Wartezeit mit Prefetching
Wartezeit ohne Prefetching
)
(2.1)
Sie beschreibt, um welchen Anteil die aus dem Vergleichsverfahren resultierende Wartezeit re-
duziert werden kann, wenn stattdessen das zu bewertende Pretching-Verfahren eingesetzt wird.
Jacobson und Cao verwenden in obiger Formel fu¨r die Wartezeit die durschnittlichen Warte-
zeiten, genauer das arithmetische Mittel u¨ber die Wartezeiten aller Anfragen. Da die verwende-
ten Vergleichsverfahren sich jedoch voneinander unterscheiden bzw. unzureichend dargestellt
werden, ist ein Vergleich der in den Studien angegebenen relativen Maßzahlen ha¨ufig genau-
so fragwu¨rdig wie der Vergleich der Absolutwerte. Davidson beschreibt zwar in [Dav02a] ein
umfassendes Framework zur Evaluation von Cacheverfahren, greift dieses Problem aber nicht
auf.
Die Wartezeit als alleiniger Indikator zur Bewertung der Leistung eines Prefetchingverfahrens
ist unzureichend. In der Wartezeit, relativ oder absolut, stecken keine Informationen u¨ber die zur
Verfu¨gung stehenden Ressourcen, welche verwendet wurden oder verwendet werden konnten,
um das Ziel zu erreichen. Die Nutzzeit, die Zeit, in welcher von verteilten Anwendungskompo-
nenten angeforderte Daten bearbeitet bzw. genutzt und keine Anfragen an den Cache generiert
werden, darf nicht vernachla¨ssigt werden. Wa¨hrend der Nutzung ko¨nnen Ressourcen, welche
außerhalb der Nutzung zum Beantworten der von Anwendungskomponenten initiierten Anfra-
gen bereitgestellt werden, ausschließlich fu¨r im Voraus gestellte Anfragen verwendet werden.
Loon und Bharghavan sowie Khan und Tao beru¨cksichtigen deshalb die Nutzzeit69 in ihren
Untersuchungen [LB97] und [KT01]. Ein Beurteilungskriterium aus Nutz- und demgegenu¨ber
stehender Wartezeit ist fu¨r Lernanwendungen zwingend notwendig.
Aus diesem Grund erscheint als weiteres Kriterium zur Leistungsbeurteilung die Gesamtzeit
einer Anfrage als Summe aus der zu einer Anfrage korrespondieren Wartezeit und Nutzzeit der
durch diese angeforderten Daten sinnvoll.
Jeweils bezogen auf eine bestimmte Menge von Anfragen kann auch hier
• die durchschnittliche Gesamtzeit,
• die maximal auftretende Gesamtzeit bzw.
• die Summe der Gesamtzeiten
zur Beurteilung herangezogen werden.
Hier sei nochmals bemerkt, dass insbesondere fu¨r den Entwurf und Betrieb von Lernanwen-
dungen die Gesamtzeit, die ein Nutzer der Anwendung aufbringen muss, um eine bestimmte
Menge von Daten, das heißt Lerninhalte, zu bearbeiten, zu beru¨cksichtigen ist.
Neben direkt auf die Wartezeit bezogene Maße werden u¨berwiegend indirekte Maße verwendet.
Dies sind Cache-Treffer- und Cache-Fehler-Rate70, die auch zur Beurteilung von Cacheverfah-
ren ohne Prefetching in [DMF97] und [KV98] Anwendung finden.71
69englisch usage time
70englisch cache hit rate bzw. cache miss rate
71Andere verwendete Bezeichnungen fu¨r dieselben Maße sind: Treffgenauigkeit (accuracy, vgl. [EJM00] und
[LD97]), sichere Anfragen (request savings, vgl. [JC98]) und Prefetching Effektivita¨t (vgl. [BKK03]).
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Die Raten ergeben sich aus folgenden relativen Ha¨ufigkeiten nach [ESGS98]:
Trefferrate=
Zahl der Treffer
Zahl aller Anfragen
(2.2)
Fehlerrate=
Zahl der Fehler
Zahl aller Anfragen
(2.3)
Eine Anfrage an den Cache ist ein Treffer, falls die korrespondierende Antwort ohne Zugriff
auf entfernte Ressourcen geliefert werden kann, und ein Fehler, wenn mindestens ein entfernter
Zugriff notwendig ist. Alle anderen Anfragen sind Fehler (Trefferrate+Fehlerrate= 1).72 Mit
Hilfe dieser Maße kann die Leistung bezu¨glich der oben genannten prima¨ren Zielstellung nur
bedingt bewertet werden. Zusa¨tzliche Informationen, um auf die Wartezeit schließen zu ko¨nnen,
sind zwingend notwendig. Zum Beispiel Informationen u¨ber den Umfang der angeforderten
Daten und die genutzte Bandbreite verwendeter U¨bertragungskana¨le lassen Ru¨ckschlu¨sse auf
die Wartezeit zu.
Seiteneffekte
Durch den spekulativen Charakter von Prefetching werden zusa¨tzliche Ressourcen genutzt, wel-
che ohne Prefetching ungenutzt blieben. Die daraus resultierenden Effekte werden negative
Seiteneffekte oder auch nur Seiteneffekte genannt. Die Leistung eines Prefetchingverfahrens
darf nicht losgelo¨st von den Seiteneffekten durch den Einsatz von Prefetching betrachtet wer-
den (vgl. [CB98]). Wie schon angesprochen, ist die Leistung in Bezug auf die dafu¨r zusa¨tzlich
beno¨tigten Ressourcen zu beurteilen.
Seiteneffekte lassen sich anhand der Kriterien
• Anstieg des Nachrichtenverkehrs (vgl. [JC98], [BKK04], [JWS02], [JLC00] und
[FCD+99])
• Anstieg des Speicherbedarfs des Caches (vgl. [CZ03])
• Anstieg des Rechenzeitaufwands (vgl. [Duc99])
beurteilen. Nicht vergessen werden darf, dass nicht nur Mehraufwand durch U¨bertragen zusa¨tz-
licher Daten sowie Speicherplatz- und Rechenzeitaufwand beim Cache- wie auch Prefetching-
verfahren selbst entstehen, sondern auch Mehraufwand bei entfernten Ressourcen, die zusa¨tz-
liche Anfragen beantworten. Mit dieser Problematik bescha¨ftigen sich Kroeger und Long und
Mogul sehen Prefetching in [KL97] auch als eine Mo¨glichkeit, auftretende Lastspitzen entfern-
ter Ressourcen zu senken bzw. zu gla¨tten.
Herauszuheben ist die relativ fru¨he Vero¨ffentlichung von Bestavros mit [Bes96], die nicht die
Leistung eines Prefetchingverfahrens, wie oben vorgeschlagen, zum Optimierungsgegenstand
macht. Stattdessen wird versucht, fu¨r ein vorgegebenes Leistungsniveau, festgelegt als durch-
schnittliche Wartezeit pro Anfrage, die Seiteneffekte mo¨glichst klein zu gestalten. Eine Vielzahl
72Ein ideales Prefetchingverfahren liefert nicht zwangsla¨ufig eine Trefferrate von Eins fu¨r beliebige Problemin-
stanzen.
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von Problemstellungen sind denkbar, welche dieser anderen Sichtweise auf Prefetching entspre-
chen. Betrachtungen dieser Art sind jedoch sehr selten anzutreffen. Bemerkenswert ist unter
diesem Gesichtspunkt die Arbeit von Venkataramani et al., welche analytische Gleichgewichts-
betrachtungen in Hinblick auf den Wert der zu erwartenden Leistung und die Kosten erzeugter
Seiteneffekte eines Verfahrens, angewendet u¨ber einen sehr langen Zeitraum auf große Nutzer-
zahlen, anstellen. Sie ermitteln einen Gleichgewichtszustand, in welchem der Wert zusa¨tzlicher
Leistung durch Prefetching die Kosten fu¨r zusa¨tzlich beno¨tigte Bandbreite innerhalb eines ver-
teilten Rechnernetzes aufwiegen (vgl. [VYK+02]).
Letztendlich sind Prefetchingverfahren nur dann sinnvoll einzusetzen, wenn der Nutzen, sich
aus der vorzeitigen lokalen Verfu¨gbarkeit von Daten ergebend, den Mehraufwand, resultierend
aus den spekulativen Anfragen, u¨bersteigt.
Es liegt die Vermutung nahe, dass dieses fu¨r Prefetchingverfahren insbesondere dann der Fall
ist, wenn
• vom Benutzer wahrgenommene Wartezeiten als besonders Nutzen mindernd bzw. die
vom Benutzer aufgebrachte Zeit zur Bedienung der Anwendung als besonders wertvoll
anzusehen ist,
• zur Spekulation aufgewendete U¨bertragungs-, Rechenzeit- sowie Speicherplatzkapazita¨ten
als besonders gu¨nstig anzusehen sind, was insbesondere dann der Fall ist, wenn zusa¨tzlich
zu erbringende Leistung der Rechnernetzressourcen (verursacht durch spekulative Anfra-
gen) keine Kapazita¨tserweiterung dieser nach sich zieht, wie dieses zum Beispiel mit der
Ausnutzung von zwangsla¨ufig anfallenden Leerlaufzeiten der Fall wa¨re.
2.4 Erfahrungen aus dem Projekt ”Methodenlehre Baukas-
ten“
Nach der Darstellung und Anna¨hrung der Themengebiete Prefetching sowie Betrieb und Ent-
wicklung verteilter hypermedialer Lernanwendungen werden eigene praktische Erfahrungen
des Autors in Bezug auf die Problemstellung der Arbeit beschrieben. Im Rahmen eines staatlich
gefo¨rderten Softwareentwicklungsprojekts ”Methodenlehre Baukasten“ (vgl. [Han04], S.106)ist die rechnergestu¨tzte Lernanwendung ”Anwendung statistischer Methoden in der klinischexperimentellen Forschung“ entstanden. Mit deren Entwicklung wurde das in der Einleitung
der vorliegenden Arbeit beschriebene Untersuchungsziel aufgeworfen. Anhand der Entwick-
lung dieser Lernanwendung sollen einige ausgewa¨hlte Aspekte die Problematik des Einsatzes
von Prefetching fu¨r verteilte hypermediale Lernanwendungen illustrieren.
2.4.1 Zielgruppe und unterstu¨tzte Lernszenarien
Spezielle Themengebiete der Statistikgrundlagenausbildung von Medizinstudenten des 6. Se-
mesters an der Universita¨t Rostock sind in der Pra¨senzlehre im klassischen Vorlesungs- und
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Seminarstil vernachla¨ssigt worden.73 So entstand die Zielstellung, fu¨r zwei Themenbereiche,
”Randomisierungsverfahren“ und ”Validierung diagnostischer Verfahren“, ein rechnergestu¨tz-tes Lernangebot zum Selbststudium der Studierenden zu entwickeln.74
Mit der Spezifikation wurde festgelegt, dass ein rechnergestu¨tztes explorativ angelegtes Lernar-
rangement auf Basis eines in sich relativ geschlossenen Hypermediums zu schaffen ist.75 Die
Wahl fu¨r exploratives Lernen mittels Hypermedium fiel aufgrund didaktischer U¨berlegungen
zu Zielgruppe und Lernstoff (vgl. [TKG02]). Zu unterstu¨tzen waren einerseits das Lernszena-
rio Lernen innerhalb der Bildungseinrichtung in den dafu¨r vorgesehenen Rechnerlaboren und
andererseits der entfernte Zugriff auf die Lerninhalte von außerhalb der Universita¨t, wie zum
Beispiel der Wohnung des Studierenden. Mit der Spezifikation wurde eine Umsetzung mittels
webbasierter Technologien festgelegt. Das Abrufen der Inhalte sollte per Web-Browser, das
Anbieten der Inhalte u¨ber einen u¨blichen Web-Server erfolgen. Mit der Spezifikation zeichnete
sich schon die Problematik des entfernten Zugriffs auf die Inhalte bei schlechter Netzanbindung
zum Web-Server u¨ber einen Internetserviceprovider (ISP) ab.
ISP
Gateway
Webserver
Browser
LAN
Internet
LAN
Kostenpflichtiger
Dienst
Abbildung 2.2: Stark vereinfachte Darstellung des Zusammenspiels von Web-Browser und
Web-Server u¨ber einen je nach genutztem Dienst fu¨r Lernende kostenpflichtigen Internet Ser-
vice Provider (ISP)
Der mo¨gliche Zugriff u¨ber das universita¨tsinterne, breitbandige, lokale Rechnernetz, also die
73Ursache hierfu¨r war eine so weit gestraffte Lehre in der Grundlagenausbildung, dass spezielle, aber fu¨r Medi-
ziner a¨ußerst wichtige Themen, ausgespart blieben – Erkla¨rungen dazu in [KT04] und [TKG03].
74Eine genau Beschreibung der Ziele und der aktuelle Stand des Entwicklungsprojekts sind in [KTS05] zu
finden.
75Geschlossen heißt ohne Einbeziehen extern bereitgestellter Lerninhalte, welche außerhalb der zu schaffenden
Lernanwendung verfu¨gbar wa¨ren.
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Transportmo¨glichkeit großer Datenmengen in ku¨rzester Zeit, stand in starkem Gegensatz zum
entfernten Zugriff u¨ber besonders schmale U¨bertragungskana¨le zum lokalen Rechnernetz. Im
schlechtesten Fall war mit einer Netzanbindung der Studierenden mit 56KBit-Modem zu kalku-
lieren. In Abbildung 2.3 ist diese Rechnernetzstruktur und Anbindung der Dienste stark verein-
facht dargestellt. Der Anbieter des Internetzugangs fungiert als Gateway zu entfernten Ressour-
cen des Internets. Fu¨r die von ihm bereitgestellten Dienste fallen Kosten je nach u¨bertragenem
Datenvolumen und/oder verfu¨gbarer Bandbreite an.
Erste prototypische Tests ergaben, dass der Umfang zu u¨bertragender, bereits komprimierter
und inhaltlich auf das notwendige beschra¨nkter Datenobjekte, welche die Inhalte und inter-
aktiven Funktionalita¨ten einer Bildschirmseite umfassen, damit auch in ihrer Bedeutung eng
zusammenha¨ngende Lerninhalte realisieren, in den Gro¨ßenordnungen von 30-120 KByte lagen
- im arithmetischen Mittel ca. 45 KByte. Daraus ergaben sich bei schlechter Netzanbindung per
56KBit/s Bandbreite je nach Auslastung der Verbindung vom Clienten zum ISP und zu u¨bertra-
genden zusa¨tzlichen Protokollinformationen erhebliche Wartezeiten beim Zugriff auf die Daten-
objekte von mindestens 5 bis u¨ber 20 Sekunden. Auch bei besserer Netzanbindung u¨ber einen
ISP per ISDN-Verbindung oder DSL-Anschluss war noch mit drastischen Einschra¨nkungen zu
rechnen.76 Demgegenu¨ber standen prognostizierte Nutzzeiten der Datenobjekte von 120 bis
360 Sekunden je Datenobjekt, welche im Betrieb der Anwendung auch weitestgehend besta¨tigt
wurden. Im Vergleich dazu sind hypermediale Webseiten im WWW eher klein (10-15 KByte)
und die Nutzzeit der Seiten ist durchschnittlich unter 3 Sekunden aufgrund der starken Tendenz
der Nutzer zum ”U¨berfliegen“ der Seiten, welches auch Scannen genannt wird.
77
Die parallele Entwicklung zweier Lo¨sungen zur Pra¨sentation je nach verfu¨gbarer Bandbreite
kam aufgrund beschra¨nkter Entwicklungsressourcen nicht in Frage. Auch war davon auszuge-
hen, dass die Pra¨sentationsqualita¨t der Inhalte sich drastisch voneinander unterscheiden wu¨rde
schlimmstenfalls einige Lerninhalte fu¨r Lernende mit schlechter Netzanbindung technisch nicht
sinnvoll realisierbar wa¨ren. In diesem Zusammenhang wird in der wissenschaftlichen Literatur
ha¨ufig die erreichbare Qualita¨t der Pra¨sentation von Einzelbildern oder Bewegtbildern disku-
tiert. Bis zu einem gewissen Maße sind Qualita¨tseinbußen hinnehmbar (vgl. [Epp99], S.130ff.).
In diesem Entwicklungsprojekt stand jedoch die Entwicklung interaktiver Lerninhalte im Vor-
dergrund. Komplexe Mensch-Maschine-Interaktion erfordert entsprechend umfangreichen Pro-
grammcode, welcher zwar komprimiert als vorcompilierter Objektcode u¨bertragen werden und
clientenseitig dekomprimiert und interpretiert werden kann, qualitative Abstriche mit der U¨ber-
tragung sind jedoch unmo¨glich. Sie ha¨tten die Kernfunktionalita¨ten der Lernanwendung getrof-
fen. Einschra¨nkungen ha¨tten massive Einbußen in der Interaktivita¨t nach sich gezogen oder den
Entwicklungsaufwand erheblich gesteigert.78
Diese abzusehenden technischen Probleme fu¨hrten dazu, dass das Lernszenario ”Lernen be-quem von Zuhause“:
• von Zuhause aus, in vertrauter Umgebung lernen ko¨nnen,
• bei relativ schmalbandiger aber kostengu¨nstiger Netzanbindung
76ISDN (Integrated Services Digital Network) mit 64Kbit/s, DSL(Digital Subscriber Line) mit variabel wa¨hlba-
ren Netzverbindungen (Up-/Downstream) 1024-3072 KBit/s.
77Vgl. dazu Studien zur Gro¨ße der Datenobjekte und Webseiten als auch zum Navigationsverhalten im WWW
(vgl. [CH03], [AJ00], [Pit99], [AFJ99] sowie S.16ff. von [Abd98]).
78In [TKG04] wird diese Problematik in Bezug auf das Entwicklungsprojekt nochmals ausfu¨hrlicher diskutiert.
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als verteilte Lernanwendung vorerst nicht realisierbar war. Durch die sehr fru¨hzeitige Entwick-
lung von Prototypen in der Spezifikationsphase war dies rechtzeitig erkennbar.
Es wurde mit allen daraus resultierenden Nachteilen entschieden, eine ”Offline-Lo¨sung“ alsklassisch nicht verteiltes Lernprogramm verfu¨gbar auf einen Datentra¨ger zu entwickeln und
parallel dazu eine ”Online-Lo¨sung“ fu¨r das Selbststudium im Rechner-Labor. Der Mehraufwandin der Entwicklung war vertretbar gering.79 Diese Entscheidung wurde wa¨hrend des Entwurfs
nochmals angepasst.
Der Verlauf dieses Projekts bis zu diesem Zeitpunkt erscheint typisch fu¨r Softwareentwick-
lungsprojekte verteilter Lernanwendungen. Astleitner verweist bereits 2001 auf die folgenden
zwei Punkte zur Entwicklung von so genannten Online-Studienangeboten (vgl. [Ast01], S. 7):
”Die Online-Nutzung von Lernmaterialien ist stark von Internet-Netzwerku¨berlastungen gesto¨rt.Sehr viel mehr Anklang findet deshalb die Offline-Nutzung von download-baren Lehrmateria-
lien oder Lehrmaterialien auf CDROM.“
und bewertet in einem folgenden Abschnitt den Entwicklungsprozess:
”In der Regel wird nicht bei spezifischen Problemen der Betroffenen (Studierenden, Hochschul-lehrer) angesetzt, sondern bei dem, was technisch machbar ist und nur unter bestimmten opti-
malen Bedingungen (z.B. hoher Datenu¨bertragungsgeschwindigkeit) auch tatsa¨chlich funktio-
niert.“
Es ist zu bezweifeln, dass nach fu¨nf Jahren grundsa¨tzlich A¨nderungen im Denken der Entwick-
ler stattgefunden haben. Das Problem wird zwar immer wieder benannt, doch das Angebot von
Methoden zur Auflo¨sung der Problematik, insbesondere in der Entwicklung von Hypermedien,
ist eher du¨rftig (vgl. [BL01] und [Lan04]).
2.4.2 Entwurf und technische Umsetzung der Lektionen
Mit dem Entwurf wurden die per Spezifikation inhaltlich ausgearbeitet gelieferten Lerninhal-
te in Abha¨ngigkeit von den zwei Themengebieten und der zu erwartenden Lernzeit klassisch
hierarchisch strukturiert. Es entstanden zwei Lektionen, herunter gebrochen bis hin zu ca. 10-
minu¨tigen Lerneinheiten. Fu¨r jede Lektion wurde eine Lernzeit von ca. 2 Stunden veranschlagt.
Das Zusammenfassen von Lerninhalten zu einer Lerneinheit erfolgte anhand der Lernziele, der
veranschlagten Lernzeit zum Erreichen der Ziele und der Abgrenzung zu anderen Lerneinhei-
ten. Darauf aufsetzend wurden einzelne Lerneinheiten in bis zu drei Bildschirmseiten in Form
von Drehbu¨chern80 zerlegt und alle Bildschirmseiten einer Lektion u¨ber navigationsbezogene
Links anhand von Empfehlungen des Lehrenden zu sinnvollen Lernwegen miteinander ver-
knu¨pft.
Das resultierende Navigationsmodell ergab sich letztendlich aus
• der Vorgabe ein Hypermedium zu nutzen sowie den Lernzielen und Lerninhalten,
79Die ”Offline-Lo¨sung“ enthielt letztendlich optional verwendbare Softwarekomponenten, die auf entfernte Res-sourcen zugreifen.
80Fu¨r multimediale Anwendungen ist in der Regel eine Entwicklung eines Feinkonzepts in enger Anlehnung an
ein zu erstellendes Drehbuch und an dem sich daraus ergebenden Bildschirmlayout zu orientieren (vgl. [Thi02], S.
122ff. und [RKFH02], S. 94ff.).
48
• der gegebenen hierarchischen Unterteilung der Lerninhalte,
• deren Zerlegung in 10-minu¨tige Lerneinheiten,
• der Zerlegung von Lerninhalten in Bildschirmseiten in Form von Drehbu¨chern,
• den Verknu¨pfungen zwischen den Bildschirmseiten in Abha¨ngigkeit von sinnvollen Lern-
wegen sowie semantischen Abha¨ngigkeiten.
Im Entwurfsprozess hat sich gezeigt, dass die drei zuletzt genannten Punkte sehr eng mitein-
ander korrespondieren. Entscheidungen bezu¨glich des Bildschirmlayouts ko¨nnen bis hin zur
vorab festgelegten Unterteilung in Lerneinheiten durchschlagen und eine A¨nderung notwendig
machen.
Aus der technischen Umsetzung der Drehbu¨cher in Medieninstanzen, platziert auf Bildschirm-
seiten, ergibt sich mit deren Zugriffsmo¨glichkeiten durch die entworfenen Navigationslinks
von einer Bildschirmseite auf eine andere direkt das an die Anwendungskomponenten, hier
den Web-Browser, zu u¨bertragende Datenvolumen. Je nach Platzierung der Datenobjekte, lokal
bzw. entfernt, kann daraus das resultierend aus entfernten Zugriffen zu u¨bertragende Datenvo-
lumen, je nach gewa¨hltem Navigationsmuster ermittelt werden. Datenobjekte einer Bildschirm-
seite wurden im Entwurf gezielt zu einem Datenobjekt zusammengefasst.81
Vom Lehrenden wurden Lernwege durch die so segmentierten Lerninhalte vorgeschlagen. Die-
se zeigten, dass mehrfaches Benutzen von Bildschirmseiten und damit klassisches Cachen zur
Reduktion der Wartezeiten kaum eine Rolle spielen wu¨rde. Aufgrund des explorativen Lernar-
rangements ist aber trotzdem, insbesondere bei Lernenden mit tiefenstrategischem Navigati-
onsverhalten, eine starke Abweichung von den Lernwegen zu erwarten und so wiederholtes
Nutzen von Bildschirmseiten ein Thema. Weiterhin zeigte sich, dass in der Menge empfohlener
Lernwege die Zahl der Alternativwege gering ist. Auf einer Bildschirmseite wurde aufgrund
didaktischer U¨berlegungen festgelegt, nie mehr als fu¨nf navigationsbezogene Links zu platzie-
ren, welche sich auf die Entscheidungsfreiheit des Lernenden fu¨r einen bestimmten Lernweg
beziehen.82 Dies a¨ußerte sich in der Struktur des sich aus der Verlinkung ergebenden Navigati-
onsbaums mit allen mo¨glichen Lernwegen.
Ha¨tte der Einsatz von Prefetchingverfahren zu diesem Zeitpunkt zur Wahl gestanden, um das
Lernzenario ”Lernen bequem von Zuhause“ mittels verteilter Anwendung zu stu¨tzen, wa¨rensolche U¨berlegungungen gezielt im Rahmen des Performance-Engineering zur Beeinflussung
des Entwurfs anzustellen gewesen.
Nach Abschluss der Entwicklung eines Großteils der Bildschirmseiten wurde die mo¨gliche Rea-
lisierung des oben angegefu¨hrten Lernszenarios ”Lernen bequem Zuhause“ sowie im Rechner-Labor in Form einer verteilten Anwendung nochmals gepru¨ft. Der aus dem Blickwinkel ei-
nes methodisch fundierten Performance-Engineerings eher zufa¨llig entstandene Entwurf ließ
81Dadurch ergaben sich Vorteile bezu¨glich der ”cache-“ und ”prefetchability“. Handlungen der Datenobjektewurden, soweit wie mo¨glich, clientenseitig beim Browser ausgefu¨hrt. So konnte die Zahl der Nachrichten zwischen
Web-Browser und Web-Server, initiiert aufgrund interaktiver Eingaben des Lernenden, mo¨glichst klein gehalten
werden. Letztendlich wurden fast ausschließlich nur noch Zugriffe auf entfernte Ressourcen durch das Verwenden
navigationsbezogener Links des Lernenden notwendig.
82Dazu geho¨ren nicht Links, welche generell verfu¨gbare Funktionalita¨ten der Lernanwendung referenzieren wie
zum Beispiel Such-, Glossar-, Hilfe-, Druckfunktionalita¨ten oder der Aufruf von Menu¨strukturen.
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erahnen, dass Prefetchingverfahren eine technische Lo¨sung darstellen ko¨nnten. Aufgrund der
den Wartezeiten gegenu¨berstehenden hohen Nutzzeiten der Bildschirmseiten und dem geringen
Verzweigungsgrad des Navigationsbaums wurde der Einsatz von Prefetchingmethoden nun ge-
pru¨ft. Als Prototyp wurde ein sehr einfach zu implementierendes blindes Pretching-Verfahren
realisiert. Dieses erstellt aus einem das entworfene Hypermedium beschreibenden Navigations-
graphen einen ku¨rzesten Wegebaum.83 Dessen Knoten sind die Bildschirmseiten und dessen
Kanten sind die navigationsbezogenen Links, welche mit Eins gewichtet sind. Der Wurzelkno-
ten des Baums ist die aktuell genutzte Bildschirmseite des Lernenden. Mittels diesem wird u¨ber
die wa¨hrend der Nutzzeit der aktuellen Bildschirmseite im Voraus anzufordernden Datenobjekte
mit Beginn der Nutzung einer Seite entschieden.
Nacheinander werden all jene Datenobjekte der Bildschirmseiten mit zunehmendem Niveau im
Baum angefordert, welche nicht im Cache hinterlegt sind (Abbildung 2.3, S.50). Nacheinander
heißt, dass eine Anfrage erst dann gestellt wird, wenn die Antwort des vorher angeforderten
Datenobjekts eingetroffen ist. Die Auswahl von Datenobjekten eines Niveaus erfolgt zufa¨llig.
Die Dauer der Nutzung der Bildschirmseite sowie die Dauer des Auslieferns der einzelnen
Datenobjekte an den lokalen Cache beschra¨nkt die Anzahl im Voraus stellbarer Anfragen.
Abbildung 2.3: Sich aus einem Navigationsbaum ergebende Anfragereihenfolge, ausgehend
vom aktuell genutzten Datenobjekt bzw. Bildschirmseite, repra¨sentiert durch den schwarzen
Knoten. Graue Knoten sind nicht erreichbar und werden in die Entscheidung nicht einbezogen.
Alle weißen Knoten sind, ausgehend vom schwarzen, erreichbar und werden in der durch die
gestrichelte Linie symbolisierten Reihenfolge im Voraus geladen, wenn sie nicht lokal beim
Cache verfu¨gbar sind.
83Einen entsprechenden ku¨rzesten Wegebaum liefert Dijkstras ”shortest path“ Algorithmus effizient (vgl.[CLR98], S.527ff.).
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Das sehr einfach gehaltene Entscheidungsverfahren ist ein typisches Online-Verfahren84, wel-
ches Entscheidungen der Gegenwart trifft, ohne vollsta¨ndige Informationen u¨ber die Zukunft
zu besitzen. Das heißt Informationen, die zuku¨nftige Navigationsentscheidungen des Nutzers
entsprechend der Wahl seines Lernweges durch das Hypermedium betreffen.
Wu¨nschenswert wa¨re eine Prognose, wie sich die Wartezeiten aufgrund entfernter Zugriffe
durch Einsatz eines solchen Verfahrens a¨ndern wu¨rden, das heißt mit welchen maximalen War-
tezeiten auf unterschiedlichen Lernwegen zu rechnen wa¨re, um eventuelle Ausstiegspunkte des
Lernenden aus dem Lernprozess ursa¨chlich la¨ngerer Wartezeiten identifizieren zu ko¨nnen. Des
Weiteren wa¨re eine Abscha¨tzung der Lernzeit dringend notwendig gewesen, da sich die zu er-
wartende Lernzeit eines Lernenden in Abha¨ngigkeit vom gewa¨hlten Navigationsweg aus den
Nutzzeiten der Lerninhalte und den Wartezeiten auf deren Verfu¨gbarkeit zusammensetzt. Dras-
tische U¨berschreitungen der spezifizierten zwei Stunden ha¨tten wiederum Entwurfsentschei-
dungen in Frage gestellt und wa¨ren zu diskutieren gewesen.
2.4.3 Evaluation und Betrieb
Die Lernanwendung wurde neben klassischen Softwaretests im Rahmen einer systematischen
Evaluation zum Lernerfolg bewertet. Dazu wurde der Lernerfolg von u¨ber 100 Lernenden be-
urteilt. Ergebnisse dieser Evaluation sowie eine Beschreibung des Evaluationsprozesses sind in
[KT04] beschrieben und sind fu¨r die Arbeit nicht weiter von Bedeutung. Im Rahmen dieser
Evaluation wurden mittels einer in die Anwendung integrierten Lerner-Tracking-Funktionalita¨t
alle Nutzereingaben der Lernenden protokolliert. Anhand dieser ließen sich Navigationsmuster
bestimmen. Diese wiederum ließen Ru¨ckschlu¨sse auf die Leistung des eingesetzten Prefetching-
verfahrens zu.85
Dabei ergab sich folgende qualitative Bewertung des Verfahrens:86
• Das konstruierte Verfahren erzeugt in erheblichem Maße negative Seiteneffekte.
Schlimmstenfalls werden alle von einem Teilbaum repra¨sentierten Datenobjekte, dessen
Wurzel die aktuell genutzte Seite darstellt, im Voraus geladen. Dadurch ist je nach Struk-
tur des Baums, das heißt der durch die Knoten verko¨rperten Datenobjekte und der Rei-
henfolge auf den Pfaden des Baums, davon auszugehen, dass eine Vielzahl von Daten im
Voraus geladen werden, ohne dass diese dann genutzt werden. Dieser Fall ist insbesondere
dann kritisch, wenn die Nutzzeiten in Bezug auf die aus entfernten Zugriffen resultierende
84Zu Verfahren dieser Art in den Kapiteln 3 und 5.
85Die Evaluation wurde in einem Rechner-Labor der Universita¨t durchgefu¨hrt, so dass das lokale Rechner-
netz auf die Lerninhalte zugriff. Jedoch konnte anhand der Zugriffe auf ein imagina¨res Antwortzeitverhalten bei
schlechter Netzanbindung geschlossen werden. Als kritisch zu bewerten ist dieses Vorgehen der Prognose, weil
mit den so angenommenen, teilweise sehr hohen Wartezeiten auch Ru¨ckkopplungen auf das Lernverhalten zu
erwarten sind. Das wurde nicht beru¨cksichtigt, weil nie zur Disposition stand, die Lernenden bewusst mit einer
”schlechteren“ Lernanwendung als verfu¨gbar zu exponieren.86Auf die Darstellung der detaillierten statistischen Auswertung auf Basis quantitativer Kennziffern wird hier
verzichtet, weil einerseits die Vergleichbarkeit zu anderen Studien dieser Art nicht gewa¨hrleistet werden kann
(siehe zur Gu¨te Vergleichbarkeit der Leistung von Prefetchingverfahren Abschnitt 2.3.3, S.41) und vorab schon
erkennbar war, dass dieses Verfahren nicht von herausragender Gu¨te ist und damit die Ausfu¨hrungen kaum Aussa-
gekraft besitzen wu¨rden.
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Wartezeit verha¨ltnisma¨ßig groß sind. Hier wa¨re ein Mechanismus wu¨nschenswert, wel-
cher pru¨ft, welche Datenobjekte wa¨hrend der Nutzung zwingend geladen werden mu¨ssen,
um zuku¨nftige Wartezeiten in einem festzulegenden Maße reduzieren zu ko¨nnen.
Des Weiteren ist damit zu rechnen, dass mit dem Beginn der Nutzung der Lernanwendung
durch das Verfahren erhebliche Last auf lokalen Anwendungskomponenten, genutzten
U¨bertragungskana¨len und Web-Servern erzeugt wird. Die erzeugte Last auf dem Web-
Server eines einzelnen Lernenden mit Netzanbindung geringer Bandbreite ist zwar ver-
nachla¨ssigbar klein, aber der Fall, dass viele Lernende mit einem zeitlich nahe liegenden
Nutzungsbeginn, beispielsweise kurz nach Ende einer gemeinsamen Lehrveranstaltung,
auf Inhalte zugreifen, darf nicht unterscha¨tzt werden.87
• Schwankende Wartezeiten
Durch das Verfahren ko¨nnen zwar die Wartezeiten reduziert werden, jedoch liefert der
Mechanismus keine Mo¨glichkeiten bestimmte zu erwartende Wartezeiten gezielt zu re-
duzieren. Es wa¨re zum Beispiel wu¨nschenswert, zu erwartende, wenige, sehr lange War-
tezeiten gezielt zu reduzieren. Viele kleine Wartezeiten von ein bis zwei Sekunden wa¨ren
demgegenu¨ber hinnehmbar.
• Gezielte Reduktion der Lerndauer
Das Verfahren kann nicht dazu verwendet werden, die sich aufgrund von Wartezeiten
verla¨ngernde Lerndauer gezielt zu verku¨rzen, weil sich die einzelnen Lernwege des Na-
vigationsbaums in der sie umfassenden Lernzeit stark voneinander unterscheiden. Mittels
Spezifikation wurde eine maximale Lerndauer von 2 Stunden je Lektion veranschlagt.
Wu¨nschenswert wa¨re ein Mechansimus, welcher gezielt Lernwege mit langer Lernzeit
beru¨cksichtigt und die Wartezeiten auf diesen Wegen im besonderen reduziert.
Prefetchingverfahren sollten neben dem ersten Punkt gezielt die zweiten beiden Kritikpunk-
te beru¨cksichtigen. Dieses ergibt sich aus den Diskussionen der vorherigen Abschnitte 2.2.1
und 2.2.2 (S.23 bzw. S.27) zum Navigationsverhalten sowie zur Lerndauer. Weiterhin ist zu
beachten, dass das personenabha¨ngige Navigationsverhalten nachhaltig auf A¨nderungen in der
Lernumgebung reagiert. Zum Beispiel kann eine ansteigende Intensita¨t des Beu¨bens von Lern-
inhalten in korrespondierenden Pra¨senzveranstaltungen zur Folge haben, dass die Dauer der
Nutzung einzelner Lerninhalte sich erheblich vera¨ndert. Daraus ergibt sich der Wunsch, Na-
vigationsba¨ume und Nutzzeiten der Lerninhalte dynamisch an sich vera¨ndernde Bedingungen
wa¨hrend des Betriebs anpassen zu ko¨nnen. Hierfu¨r ko¨nnten algorithmische Verfahren zur Aus-
wertung von Nutzerverhalten Verwendung finden. Eine Erfassung des Verhaltens ist in profes-
sionellen Lernanwendungen als Kernfunktionalita¨t anzusehen und stellt damit die Grundlage
dar.88
87In Extremfa¨llen wu¨rde das Verfahren kontraproduktiv wirken. Es wa¨re eine Steigerung der Wartezeiten statt ei-
ner Reduktion mit stark ansteigender Last durch den zahlenma¨ßigen Anstieg der zeitlich eng zusammen liegenden
Lesezugriffe beim Web-Server zu erwarten.
88Siehe Abschnitt 2.2.1, S.25 zur rechnergestu¨tzten Erfassung von Lernverhalten.
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2.4.4 Fazit
Aus den Erfahrungen zu Entwicklung und Betrieb verteilter hypermedialer Lernanwendungen
ergeben sich mehrere offene Fragestellungen:
• Wie sind die Entwicklung und der Betrieb von verteilten Lernanwendungen unter der
Forderung von angemessener Zeittransparenz zu gestalten?
• Wann ist der Einsatz von Prefetchingverfahren fu¨r verteilte Lernanwendungen sinnvoll?
• Wie ko¨nnen Prefetchingkonzepte aussehen, welche sowohl die Nutzzeit der Lerninhalte
als auch Wartezeiten bei entferntem Zugriff, gezielt abgestimmt auf den Lernprozess,
beru¨cksichtigen?
• Wie sehen dazugeho¨rige rechnergestu¨tzte Entscheidungsverfahren aus?
• Wie lassen sich diese in Entwicklung und Betrieb integrieren?
Auf diese Fragen sind in der umfangreichen, gesichteten Literatur, dargestellt in den vorhe-
rigen Abschnitten, keine befriedigenden Antworten zu finden. Nahe liegend ist ein Vergleich
zu solch weit verbreiteten webbasierten Anwendungen, deren Kernfunktionalita¨t auch in der
Pra¨sentation hypermedial aufbereiteter Inhalte liegt. Es ergeben sich jedoch tendenziell gravie-
rende Unterschiede zwischen verteilten hypermedialen Lernanwendungen und dem Querschnitt
webbasierter hypermedialer Anwendungen, fu¨r welche aufgrund deren stark anwachsender Ver-
breitung in den letzten 10 Jahren nahezu alle Prefetchingverfahren entworfen wurden.
Verteilte hypermediale Lernanwendungen unterscheiden sich von webbasierten hypermedialen
Anwendungen im allgemeinen dadurch, dass:
• die Aufzeichnung von Nutzerverhalten zur Realisierung von Kernfunktionalita¨ten beno¨tigt
wird,
• die einer Bildschirmseite zuordnenbaren Datenobjekte tendenziell gro¨ßer sind,
• die Nutzdauer der einer Bildschirmseite zuordnenbaren Datenobjekte tendenziell gro¨ßer
ist,
• den vom Anwender aufgebrachten Nutz- und Wartezeiten eine zentrale Bedeutung mit
der Bewertung des durch die Anwendung gestifteten Nutzens beigemessen wird,
• stark variierende Wartezeiten besonders stark das Nutzerverhalten beeinflussen,
• in sich relativ abgeschlossene Hypermedien ha¨ufiger Verwendung finden und damit deren
Datenobjekte und Verknu¨pfungen vor der Laufzeit bekannt sind.
Natu¨rlich la¨sst sich eine Vielzahl von Beispielen konstruieren, die dieser Tendenz scheinbar wi-
derspricht. Auch lassen sich Anwendungsfelder verteilter hypermedialer Anwendungen finden,
wie zum Beispiel im Bereich des eCommerce elektronische Verkaufsplattformen, in welchen
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mehrere dieser Punkte eine genauso wichtige Rolle spielen. Jedoch beruhen diese Aspekte in ih-
rer Gesamtheit auf dem Kern einer Lernanwendung: der Rechnerunterstu¨tzung von Lernprozes-
sen durch nutzerada¨quate Pra¨sentation von Lerninhalten. Aus den umfangreichen Diskussionen
dieses Kapitels ist deutlich geworden, dass mit einem Fokus auf die Unterstu¨tzung von Lern-
prozessen durch rechnergestu¨tzte, interaktionsreiche Pra¨sentation von Lerninhalten gegenu¨ber
dem durchschnittlich im WWW Beobachtbarem, tendenziell mit den oben beschrieben Zusam-
menha¨ngen zu rechnen ist. Es erscheint sinnvoll, Prefetchingansa¨tze in Hinblick auf verteilte
Lernanwendungen und auf Anwendungen mit a¨hnlichen hier betonten Eigenschaften zu u¨ber-
denken und weiterzuentwickeln.
Zusa¨tzlich sei noch bemerkt, dass ein effizienter Umgang mit Ressourcen in der Lehre erwartet
werden kann insbesondere dann, wenn Lernende mit gutem Willen zusa¨tzlich Ressourcen zur
Verfu¨gung stellen bzw. finanzieren, wie dieses zunehmend von ihnen erwartet wird.
2.5 ZusammenfassendeWu¨rdigung der Grundlagen
Die dargestellte Unterteilung von Prefetchingansa¨tzen nach dem Bewertungsansatz der im Vor-
aus stellbaren Anfragen ermo¨glicht es, die vielza¨hligen Verfahren so zu unterteilen, dass nur
zwei der fu¨nf Klassen fu¨r die Unterstu¨tzung von Pra¨sentationsfunktionalita¨ten verteilter hyper-
medialer Lernanwendungen von Bedeutung sind. Die Pra¨sentation von Lerninhalten stellt eine
Kernfunktionalita¨t von Lernanwendungen bei der unmittelbaren Unterstu¨tzung von Lernprozes-
sen dar. Die Strukturierung der Lerninhalte in Hypermedien ermo¨glicht eine interaktionsreiche
Nutzernavigation mit hohen Freiheitsgraden, welche sich dazu eignet, unterschiedliche Lernsti-
le in nahezu gleicher Weise effizient zu unterstu¨tzen. Detaillierte Studien belegen, dass Naviga-
tionsverhalten der Lernenden nicht willku¨rlich, rein zufa¨llig stattfindet, sondern eine Vorhersage
zuku¨nftigen Verhaltens gut mo¨glich sein mu¨sste. Dieses ist fu¨r den erfolgreichen Einsatz eines
Prefetchingverfahrens zur Verbesserung des Antwortzeitverhaltens bei Zugriffen auf entfernte
Ressourcen von immenser Bedeutung. Studien mit dem origina¨ren Untersuchungsziel der Vor-
hersage von Navigationsverhalten in hypermedialen Lernanwendungen existieren aber nicht.
Mit dem Einsatz von Prefetchingverfahren wird prima¨r die Verku¨rzung der Wartezeiten beim
Zugriff auf entfernte Ressourcen unter zu begrenzenden negativen Seiteneffekten verfolgt. Vari-
ierende, ha¨ufig zu lange Wartezeiten sind aber nur ein Teilproblem bei der Betrachtung des Ant-
wortzeitverhaltens verteilter Lernanwendungen im Zeitablauf. Hinzu kommt das Abscha¨tzen
der Lerndauer, welche eng mit den anfallenden Wartezeiten und den Nutzzeiten segmentierter
Lerninhalte verknu¨pft ist. Je nach angestrebtem Lernszenario und sich damit ergebendem tech-
nischen Rahmen konkurrieren zu spezifizierende Nutzzeiten mit zu erwartenden Wartezeiten
innerhalb einer maximalen Lerndauer.
Es erscheint offensichtlich, verteilte Lernanwendungen als zeitkritische Anwendungen unter
dem Gesichtspunkt der unbedingt zu gewa¨hrleistenden Zeittransparenz einzustufen. Der kri-
tische Bereich fu¨r zeitliche Verzo¨gerungen wird von der Mensch-Maschine-Interaktion vor-
gegeben und liegt im Bereich weniger Sekunden. Die Zeitdauer zwischen Anfordern entfernt
gespeicherter Daten bis zu deren Pra¨sentation kann je nach Rechnernetz, vorgegeben durch das
Lernszenario, um ein Vielfaches das Zumutbare u¨bersteigen. Genaue nutzerspezifische Vorstel-
lungen u¨ber Nutzzeiten und Verknu¨pfung der pra¨sentierten Inhalte ermo¨glichen es, sehr pra¨zise
Entscheidungen daru¨ber zu fa¨llen, wie ungenutzte und zumeist kostenfrei bzw. verha¨ltnisma¨ßig
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gu¨nstig verfu¨gbare Ressourcen dazu genutzt werden ko¨nnten, dieses Missverha¨ltnis aufzulo¨sen.
Dieses wa¨re zu pru¨fen. Hier erscheint der in der Literatur vorherrschende Schwerpunkt auf vor-
hersagebasierte Prefetchingverfahrens zwar auch wichtig, aber nicht entscheidend. Khan und
Tao weisen in [KT01] schon darauf hin, dass die Segmentierung eines navigationsabha¨ngigen
Datenstroms im Zeitablauf unter Beru¨cksichtigung der Nutzzeiten der Segmente nachhaltigen
Einfluss auf die Entscheidung u¨ber im Voraus anzufragenden, entfernten Ressourcen haben
muss, vo¨llig unabha¨ngig von einer vorausplanenden Bewertung. In der Literatur zu Prefetching-
verfahren existieren unza¨hlige, sich teilweise nur marginal unterscheidende Bewertungskonzep-
te. Die eigentliche Entscheidung auf Basis struktureller und zeitlicher Verknu¨pfung der entfernt
gespeicherten Daten nach einem konkreten Optimierungsziel wird von ihnen jedoch nicht als
zentrales Problem angesehen.
Die dargestellte Zerlegung eines Prefetchingverfahrens in Komponenten, welche zwingend be-
no¨tigte Funktionalita¨ten zur Realisierung von Prefetching umsetzen, macht es mo¨glich, Beob-
achtungs- und Bewertungsfunktionalita¨ten vom eigentlichen Entscheidungsverfahren loszulo¨-
sen. In dieser Arbeit werden auf Basis einer formalen Problemformulierung Algorithmen dis-
kutiert, die losgelo¨st von Bewertung und Beobachtung den Entscheidungsprozess unterstu¨tzen
sollen.
Von besonderem Interesse sind dabei Lernszenarien, in welchen die Zeit als besonders kri-
tisch anzusehen ist und die mittels Prefetching nutzbaren Ressourcen kostenfrei wa¨hrend der
Nutzung der Lerninhalte zur Verfu¨gung stehen. Dieses zielt insbesondere auf Lernszenarien
ab, welche eine Netzanbindung relativ niedriger Bandbreite des Lernenden an das verteilte
Rechnernetz implizieren und Kosten fu¨r die Verbindungen zwischen verteilten Anwendungs-
komponenten abha¨ngig von der Lerndauer unabha¨ngig vom zwischen den verteilten Kompo-
nenten u¨bertragendem Datenvolumen anfallen. Darunter fa¨llt insbesondere das im vorherigen
Abschnitt erwa¨hnte, klassische Lernszenario ”Lernen bequem von Zuhause“. Der Zeitaufwandder Replikation entfernt gespeicherter Daten steht in einem besonderen Missverha¨ltnis zur Ka-
pazita¨t des Nachrichtenu¨bertragungskanals.
Zum Abschluss sei noch bemerkt, dass der Bereich des Datenschutzes und der Datensicher-
heit fu¨r Prefetchingverfahren, insbesondere fu¨r Bewertung- und Beobachtungsfunktionalita¨ten,
von herausragender Bedeutung ist. Daraus resultieren Restriktionen, die das Anwendungsfeld
von Prefetching erheblich einschra¨nken ko¨nnen und deshalb keinesfalls mit Entwicklung und
Betrieb verteilter hypermedialer Lernanwendungen bei eventuellem Einsatz von Prefetching-
verfahren vernachla¨ssigt werden du¨rfen. Da der Bereich aber fu¨r die im weiteren diskutierten
Ansa¨tze keine unmittelbaren Auswirkungen vermuten la¨sst, ist dieser in der Arbeit vollsta¨ndig
ausgespart worden.
Thema der folgenden Kapitel dieser Arbeit sind im Rahmen des Konzepts Prefetching spezielle
Optimierungsverfahren zur Entscheidungsunterstu¨tzung unter Ausnutzung ungenutzter U¨ber-
tragungskapazita¨ten verteilter Rechnernetze mit Beru¨cksichtigung des Zeitaspekts und einer
besonders schlechten Netzanbindung.
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Kapitel 3
Modellformulierung und grundlegende
Modellanalyse
”Alles, was die Menschen in Bewegung setzt,muss durch ihren Kopf hindurch;
aber welche Gestalt es in diesem Kopf annimmt,
ha¨ngt sehr von den Umsta¨nden ab.“
Friedrich Engels
Aus der umfangreichen Darstellung des Problemfelds im vorigen Kapitel ist eine genaue Pro-
blembeschreibung zu extrahieren. Ziel ist es, das Problemfeld soweit einzugrenzen, dass Opti-
mierungsprobleme, deren Lo¨sungen sich entscheidungsunterstu¨tzend verwenden lassen, formal
in einem Modell beschrieben werden ko¨nnen. Dabei ist ein Gleichgewicht zwischen dem Rea-
lita¨tsbezug des formalen Modells und der voraussichtlichen algorithmischen Lo¨sbarkeit der aus
dem Problemfeld zu extrahierenden Problemstellungen zu wahren. Letztendlich erscheint ein
Modell bzw. die Formulierung des dazugeho¨rigen Entscheidungs- bzw. Optimierungsproblems
vo¨llig wertlos, wenn zwar die praktisch anzutreffende Problemstellung a¨ußerst detailliert darge-
stellt wird, aber aufgrund der Komplexita¨t die Lo¨sbarkeit in solchem Maße leidet, dass ein in das
praktische Anwendungsgebiet sinnvoll integrierbares Lo¨sungsverfahren unmo¨glich konstruiert
werden kann.
In diesem Kapitel wird auf das formale Modell hingefu¨hrt. Es wird festgelegt, welche Frage-
stellungen zu entscheiden sind und welche Informationen zu deren Entscheidung zur Verfu¨gung
stehen. Daraus schlussfolgernd wird dann ein Modell formuliert und die Modellannahmen und
grundlegende Eigenschaften des Modells ausfu¨hrlich diskutiert. Es stehen der Realita¨tsbezug
sowie das Anwendungspotential der auf dem Modell basierenden algorithmischen Lo¨sungsver-
fahren zur Diskussion. Die Lo¨sung der durch das Modell formulierten Optimierungsprobleme
ist dann Thema der folgenden beiden Kapitel.
3.1 Entscheidungsfelder
In Bezug auf die Verwendung und Gestaltung von Prefetchingverfahren fu¨r verteilte hyperme-
diale Lernanwendungen sind hier die folgenden drei voneinander zu trennenden Entscheidungs-
felder von Interesse:
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Verwendungsentscheidung
Mit dem Entwurf der Lernanwendung und der Wahl einzusetzender Technologien ist u¨ber
den Einsatz eines Prefetchingverfahrens zur Reduktion der Wartezeiten bzw. zur Begren-
zung der Lerndauer zu entscheiden.
Es stellen sich zwei Entscheidungsfragen: Sollte ein Prefetchingverfahren zur Verbes-
serung des Antwortzeitverhaltens eingesetzt werden? Welche Gu¨te im Hinblick auf die
spezifizierten Rahmenbedingungen ist von einem Prefetchingverfahren zu erwarten?
Entwurfsentscheidungen
Ist die Entscheidung fu¨r den Einsatz eines Prefetchingverfahrens gefallen, ist das Ant-
wortzeitverhalten, das heißt die zu erwartenden Wartezeiten sowie Lerndauer bei Einsatz
des Verfahrens, zu pru¨fen. Gegebenenfalls sind Entscheidungen betreffend der Segmen-
tierung und Sequenzierung, aus welchen das Hypermedium resultiert, zu u¨berarbeiten.
Es ergeben sich fu¨r jeden Navigationslink des Hypermediums, welcher eine im Voraus
stellbare Anfrage an eine entfernte Ressource repra¨sentiert, die Entscheidungsfragen:
Sind die Eigenschaften des Hypermediums so beschaffen, dass die durch die zum Link
korrespondierende Anfrage verursachte Wartezeit nicht akzeptabel ist, obwohl ein Pre-
fetchingverfahren eingesetzt wird?
Sind die Eigenschaften des Hypermediums so beschaffen, dass die Lerndauer der durch
das Hypermedium repra¨sentierten Lernwege nicht akzeptabel ist, obwohl ein Prefetching-
verfahren eingesetzt wird?
Aus beiden Fragen ergibt sich direkt das Problemfeld, wie der Entwurf des Hypermedi-
ums zu vera¨ndern wa¨re, falls denn ein ”ja“ auf eine der Fragen zu geben ist.
Prefetchingentscheidung
Im weiteren Verlauf dieser Arbeit wird sichtbar, dass die beiden bisher aufgefu¨hrten Ent-
scheidungsfelder teilweise auch ohne die Kenntnis eines konkreten Prefetchingverfahrens
beantwortet werden ko¨nnen. Auf Grundlage der im Folgenden formulierten Ausgangsin-
formationen ist jedoch die origina¨re Entscheidung eines konkreten Prefetchingverfahrens,
bezogen auf das Optimierungsziel, von besonderem Interesse. Sind Entscheidungsverfah-
ren und Optimierungsziel festgelegt, dann stellt sich die Frage:
Welche der im Voraus stellbaren Anfragen sind wann im Voraus zu stellen?
Es ist daru¨ber zu entscheiden, wie der unter den gegebenen Rahmenbedingungen auszu-
gestaltende Entscheidungsspielraum eines Prefetchingverfahrens zu nutzen ist.
Alle drei Entscheidungsfelder umfassen Entscheidungen unter Unsicherheit. Wesentlicher Un-
sicherheitsfaktor ist die Vorhersage des Navigationsverhaltens und damit die Gu¨te des jeweils
eingesetzten Prefetchingverfahrens. Mit Hilfe der Vorhersage zuku¨nftiger Anfragen ist es vor-
hersagebasierten Verfahren mo¨glich, die Gu¨te innerhalb natu¨rlicher Grenzen zu beeinflussen,
aufgespannt durch die Szenarien ”kein Einsatz eines Prefetchingverfahrens“ und ”Einsatz einesidealen Prefetchingverfahrens“. Es ist mit dem Einsatz der verwendeten statistischen Metho-
den vorhersagebasierter Verfahren jedoch unmo¨glich, eine bestimmte Gu¨te in enger gesteckten
Grenzen als den natu¨rlich vorgegebenen zuzusichern. Deshalb ist es unter dem Gesichtspunkt
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mo¨glichst kurzer Lerndauern und Wartezeiten sinnvoll zu pru¨fen, wie das Hypermedium in Hin-
blick auf zu erwartende Lerndauern und Wartezeiten unterschiedlicher, auf alternativem Navi-
gationsverhalten basierender Lernwege, zu gestalten ist, so dass herausragend lange Wartezeiten
und Lerndauern mo¨glichst kurz sind.
Das dritte Entscheidungssfeld ”Prefetchingentscheidung“ unterscheidet sich von den beidenerstgenannten dadurch, dass die Entscheidungen im Zeitablauf des Betriebs der Lernanwen-
dung zu sehen sind. Es handelt sich, im Gegensatz zu den anderen beiden Offline-Problemen,
um ein Online-Problem.1 Aufgrund des dritten Entscheidungsfeldes beeinflusst die zu erwar-
tende Gu¨te des Prefetchingverfahrens die anderen beiden nachhaltig.
3.2 Annahmen
Die im Folgenden getroffenen Annahmen sowie deren Unterteilung in unterschiedliche Gliede-
rungspunkte folgt der Zielstellung der Arbeit, den dargestellten Grundlagen sowie den vielza¨hli-
gen sich unterscheidenden Prefetchingansa¨tzen. Zur Entscheidungsfindung werden folgende auf
dem Entwurf des Hypermediums basierende Informationen als bekannt vorausgesetzt:
• Geschlossenes Hypermedium inklusive Navigationslinks
Die Menge aller von einer lokalen Anwendungskomponente an den lokalen Cache
stellbaren Anfragen sowie alle potenziell mo¨glichen Abfolgen, in welcher diese,
initiiert von der lokalen Anwendungskomponente, an den ihr zugeordneten lokalen
Cache gestellt werden ko¨nnen, ist bekannt.
• Nutzzeiten
Die Nutzzeit, die nach einer Antwort des lokalen Caches verstreicht, ohne dass in-
nerhalb dieser Zeit eine weitere von der lokalen Anwendungskomponente initiierte
Anfrage gestellt wird, ist bekannt.
• Ladezeiten
Die feststehende zeitliche Verzo¨gerung, genannt Ladezeit, die zwischen dem Stel-
len einer Anfrage an eine entfernten Ressource und der vollsta¨ndiger Auslieferung
der korrespondierenden Antwort an den lokalen Cache auftritt, ist bekannt.
• Ein Nutzer
Die Benutzerschnittstelle der lokalen Anwendungskomponente wird von genau ei-
nem Nutzer bedient. Damit resultieren die von der lokalen Anwendungskomponen-
te initiierten Anfragen aus dem Navigationsverhalten genau eines Nutzers und nicht
einer Nutzergruppe.
1Auf die Unterscheidung von On- und Offlineproblemen wird noch detailliert eingegangen.
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Wa¨hrend des Betriebs sind die folgenden zusa¨tzlichen Informationen in Abha¨ngigkeit vom je-
weils betrachteten Zeitpunkts bekannt:
• Nutzerspezifisches Navigationsverhalten
Die Abfolge der bis zum betrachteten Zeitpunkt von der lokalen Anwendung initi-
ierten, an den lokalen Cache gestellten Anfragen ist bekannt.
• Zustand des Caches
Die an den lokalen Cache gelieferten Antworten, die bis zu diesem Zeitpunkt auf-
grund der vom Prefetchingverfahren und der lokalen Anwendung initiierten Anfra-
gen abgelegt wurden, sind bekannt.
Im Gegensatz zu anderen Prefetchingverfahren werden folgende Informationen nicht Gegen-
stand der Entscheidungsfindung sein bzw. nur als Konstanten einfließen:
• Pra¨sentationsverzo¨gerung
Es wird angenommen, dass der Prozess des Auslieferns und Darstellens lokal
verfu¨gbarer Daten keine zeitliche Verzo¨gerungen verursacht.
• Prefetchability
Es wird davon ausgegangen, dass unabha¨ngig vom Zeitpunkt, zu dem eine Anfrage
an eine entfernte Ressource zu stellen ist, immer dieselbe Antwort geliefert wird.
• Ressourcenauswahl
Es wird angenommen, dass eine Anfrage immer von ho¨chstens zwei Ressourcen
des verteilten Rechnernetzes beantwortet werden kann: vom lokalen Cache, falls
eine korrespondierende Antwort bei diesem repliziert wurde, und von genau einer
zum lokalen Cache entfernten Ressource.
• Variierende U¨bertragungskapazita¨ten
Es wird angenommen, dass dieselbe Anfrage an die entfernte Ressource, un-
nabha¨ngig vom Zeitpunkt des Stellens, immer mit derselben zeitlichen Verzo¨gerung
geliefert wird.
• Parallele Anfragen
Es wird angenommen, dass eine Anfrage nur dann gestellt werden kann, wenn vor-
her keine Anfrage gestellt wurde oder die Antwort der vorher gestellten Anfrage
vollsta¨ndig beim Cache gespeichert wurde.
• Cachekapazita¨ten
Der Cachespeicher wird ada¨quat zu streng idealen Prefetchingverfahren als beliebig
groß angenommen.
• Nutzkosten von Leerlaufkapzita¨ten
Es wird angenommen, dass fu¨r das Stellen von Anfragen und Liefern der korres-
pondierenden Antworten innerhalb der Nutzzeit keine Kosten bzw. Aufwendungen
anfallen.
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Die hier getroffenen Annahmen werden in Abschnitt 3.4, S.71ff. im Zusammenhang mit dem
folgenden, formalen Modell diskutiert. Dieses wird unter Maßgabe der zu modellierenden An-
nahmen und Fragestellungen der Entscheidungsfelder als ein Modell des Hypermediums, Na-
vigationsverhaltens, Datenzugriffs und Nachrichtentransports in Form eines Navigationsbaums
und der entscheidungsunterstu¨tzend wirkenden Optimierungsziele dargestellt.
3.3 Modell
Aus diesen Annahmen wird das folgende Modell entwickelt. Dabei muss zwischen zwei Pro-
blemtypen differenziert werden den Offline- und Onlineproblemen. Da die Unterscheidung
eine zentrale Rolle in der Modellformulierung sowie in der weiteren Diskussion und Konstruk-
tion von Lo¨sungsverfahren spielt, wird zuerst kurz auf diese beiden eingegangen.
In Anlehnung an Atallah in [Ata99], S.10-18 wird zwischen Off- sowie Online-Problemen und
den diese lo¨senden Verfahren, den On- (ON) und Offline-Algorithmen (OFF), unterschieden.
Die in die Entscheidungsfindung eingehenden Informationen werden mittels einer Inputsequenz
seq modelliert.
Unter einem Offline-Problem werden solche Probleme verstanden, bei welchen zu einem fest-
gelegten Zeitpunkt einmalig Entscheidungen auf Basis der zu diesem Zeitpunkt verfu¨gbaren
Informationen, der Inputsequenz, zu treffen sind. Der dazugeho¨rige Algorithmus OFF heißt
Offline-Algorithmus. Das Entscheidungsergebnis wird mit OFF(Iˆ(seq)) beschrieben. Optimale
Offline-Algorithmen OPT sind spezielle Offline-Algorithmen, welchen zur Entscheidungsfin-
dung alle Informationen u¨ber seq zur Verfu¨gung gestellt werden, ihre Entscheidungen auf deren
Basis treffen und ein optimales Entscheidungsergebnis OPT (I(seq)) liefern. Das unterschied-
lich verfu¨gbare Wissen u¨ber die Inputsequenz seq wird durch die Funktionen I(seq), Iˆ(seq)
ausgedru¨ckt. Iˆ(seq) liefert im Gegensatz zu I(seq) nur einen Ausschnitt von seq.
Dem gegenu¨ber stehen Online-Probleme. Der das Online-Problem lo¨sende Algorithmus ON
mit dem Ergebnis ON(Iˆ(seq)) empfa¨ngt wie der Offline-Algorithmus eine Inputsequenz seq,
jedoch erfolgt dies nur schrittweise Input fu¨r Input u¨ber den Zeitablauf. Mit jedem Schritt sind
zum jeweiligen Zeitpunkt Entscheidungen ohne Kenntnis zuku¨nftiger Inputs zu treffen.
Bemerkung: Wird dieselbe aus Optimierungsziel und Inputsequenz bestehende Problemstel-
lung betrachtet, kann ein entsprechender Online-Algorithmus nie ein besseres Optimierungs-
ergebnis erreichen als der dazugeho¨rige optimale Offline-Algorithmus. Wird der zahlenma¨ßi-
ge Wert eines Minimierungs- bzw. Maximierungsproblems als Optimierungsergebnis angenom-
men, dann gilt:
ON(Iˆ(seq))≥OPT (I(seq)) bzw. ON(Iˆ(seq))≤OPT (seq) (3.1)
Bemerkung:Werden die einzelnen Entscheidungsschritte eines Online-Algorithmus betrachtet,
indem die Inputsequenz, bestehend aus n Entscheidungsschritten, in ihre Elemente
seq= (seq1, . . . ,seqn) zerlegt wird, dann kann jeder Entscheidungsschritt wiederum als Offline-
Problem aufgefasst werden, wobei jedoch die vorangegangenen Entscheidungen zu beru¨cksich-
tigen sind. Werden als Optimierungsergebnis die jeweiligen Entscheidungen des verwendeten
Offline-Verfahrens angenommen, dann fließen in die in n Schritten zu treffenden Entscheidungen
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nicht nur die jeweiligen Sequenzelemente sondern auch die vorangegangenen Entscheidungen
mit ein. Die Entscheidungsergebnisse der einzelnen Schritte ergeben sich wie folgt:
1. OFF( I(seq1) ),
2. OFF( I( seq1,seq2, OFF(I(seq1)) ) )
...
...
n. OFF( I( seq1,seq2, . . . ,seqn, OFF(I(seq1)), . . . ,OFF(I(seqn−1)) ) )
(3.2)
Das Entscheidungsergebnis des Online-Algorithmus ergibt sich aus der Abfolge aller einzelnen
Entscheidungsschritte:
OFF( I( seq1,seq2, . . . ,seqn, OFF(I(seq1)), . . . ,OFF(I(seqn−1)) ) ) = ON(Iˆ(seq)) (3.3)
Auch wenn die jeweiligen Offline-Probleme optimal gelo¨st wu¨rden, muss nicht gelten
ON(Iˆ(seq)) = OPT (I(seq)). Jeder Entscheidungsschritt, auch der letzte, setzt auf den vorher
getroffenen Entscheidungen auf und unterliegt damit den Beschra¨nkungen der Online-Situation.
Fu¨r das hier zu lo¨sende Prefetchingproblem bestehen die Elemente der Inputsequenz aus einem
Navigationsgraphen bzw. aus diesem resultierenden Navigationsbaum sowie zusa¨tzlich, falls
eine Online-Situation abzubilden ist, einem Pfad des Graphen bzw. Baums, welcher einen Na-
vigationsweg eines Nutzers durch das Hypermedium abbildet. In diesem Kapitel wird die Ent-
scheidungsfindung fu¨r einzelne Entscheidungsschritte, das heißt Elemente der Inputsequenz, als
Offline-Probleme formuliert.
3.3.1 Das Offline-Modell
Als Entscheidungsgrundlage dient ein Navigationsbaum B, bestehend aus Aufenthaltsknoten
(den Knoten) und den navigationsbezogenen Links (den gerichteten Kanten), welche die Inhalte
des Hypermediums referenzieren, die durch die Knoten beschrieben werden. Das aus der jewei-
ligen Zielfunktion resultierende Optimierungsergebnis wird mit OFF(I(B)) bzw. entsprechend
der noch folgenden Definitionen der Zielfunktionen beschrieben.2 Im folgenden werden die
Eigenschaften des Navigationsbaums beschrieben. Dessen zusammenha¨ngende Kantenfolgen
stellen mo¨gliche Navigationswege des Nutzers durch das Hypermedium dar. Ein Weg von der
Wurzel zu einem Blatt eines Baumes entspricht einer Abfolge von so genannten Aufenthalts-
knoten, die ein Nutzer sequentiell wa¨hrend der Navigation durch das Hypermedium durchla¨uft.
Aufenthaltsknoten
Definition: Ein Aufenthaltsknoten ai ∈ A, i = 1 . . .n ist ein Tripel (op,ui, i). Die Para-
meter stehen fu¨r die engl. Ausdru¨cke (object, usage time, loading time). Das Objekt
op, p = 1 . . . ≤ n von ai wird genau ui Zeiteinheiten genutzt. Vor Beginn der Nutzung
muss es jedoch i Zeiteinheiten geladen werden, so dass es an die lokale Anwendungs-
komponente ausgeliefert werden kann. 
2Zielname(I(B))
62
Ein Objekt muss nicht zwingend nur einem Knoten ai zugeordnet sein, sondern kann in
mehreren Knoten enthalten sein.3
Jedem Knoten kann eine Dauer di zugeordnet werden, die sich aus der Differenz zwi-
schen Endzeitpunkt der Nutzung von Objekt op ∈ ai und Ende der Nutzung des vor op
genutzten Objekts oq in einer Sequenz von Aufenthaltsknoten ergibt. Es wird angenom-
men, dass gleichzeitig mit der Beendigung der Nutzung von oq das na¨chste Objekt op,
initiiert von der lokalen Anwendungskomponente, angefragt wird. Dieser Zeitpunkt soll
Anforderungszeitpunkt des Aufenthaltsknotens heißen. Existiert kein vor op genutztes
Objekt, dann fa¨llt der Anforderungszeitpunkt von ai mit dem Beginn des Ladens von op
zusammen. Weiterhin wird angenommen, dass nur ein Objekt gleichzeitig geladen wer-
den kann. Das erfolgt entweder wa¨hrend der Nutzung eines anderen Objekts oder direkt
nach deren Anfrage durch die lokale Anwendungskomponente.
Deshalb gilt:
di ≤ i+ui (3.4)
Der Zeitraum zwischen den Anforderungszeitpunkten einer Folge von Knoten wird auch
jeweils als Aufenthalt bezeichnet. Der Nutzer ha¨lt sich di Zeiteinheiten in bzw. mit Knoten
ai auf. Die Aufenthaltsdauer bzw. der Aufenthalt in einem Knoten kann dadurch reduziert
werden, dass wa¨hrend der Nutzung anderer Objekte vor dem Anforderungszeitpunkts von
ai das Objekt op geladen wird. Ist zum Beispiel op zum Anforderungszeitpunkt schon
vollsta¨ndig in den lokalen Cache geladen, fa¨llt der Anforderungszeitpunkt von ai mit
dem Beginn der Nutzung von op zusammen. Die Aufenthaltsdauer di entspricht idealer
Weise der Nutzzeit ui.
Objekte ko¨nnen wa¨hrend der Nutzung anderer Objekte in beliebig kleinen, aber ganzzah-
ligen Zeitabschnitten geladen werden.
Jeder Navigationsbaum besteht aus einer Menge Aufenthaltsknoten A.
Redundante Aufenthaltsknoten
Es wird zwischen zueinander redundanten und nicht redundanten Aufenthaltsknoten un-
terschieden.
Definition: Zwei Aufenthaltsknoten sind genau dann redundant zueinander, wenn diese
dasselbe Objekt enthalten. Die Ladezeiten solcher Knoten stimmen im Gegensatz zu den
Nutzzeiten immer miteinander u¨berein.
Ein Knotenpaar (ai,a j) ist redundant zueinander, wenn folgende Funktion red(ai,a j)
wahr liefert:
red(ai,a j) =
{
wahr, f alls op = oq
f alsch, sonst
ai = (op,ui, i)
a j = (oq,u j,  j)
(3.5)

3Dazu unter der gleich folgenden Definition redundanter Knotenmengen mehr
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So la¨sst sich die Menge aller Aufenthaltsknoten A in knotendisjunkte Knotengruppen
A =G1∪ . . .∪Gm,m≤ n mit jeweils allen zueinander redundanten Knoten zerlegen:
∀(ai,a j) ∈ Gk : red(ai,a j) = wahr
∀(Gh,Gk) ∈ A|∀ai ∈Gh|∀a j ∈ Gk|Gh 	= Gk : red(ai,a j) = f alsch
(3.6)
Navigationsbaum
Der Navigationsbaum setzt sich aus n Knoten (der Menge aller Aufenthaltsknoten A) und
den navigationsbezogenen Links (den gerichteten Kanten zwischen diesen) zusammen.
Ein Navigationsbaum B repra¨sentiert alle fu¨r den Entwurfsprozess bzw. fu¨r die Verwen-
dung eines Hypermediums relevanten Aufenthaltssequenzen. Er beschreibt mit seinen
Kanten, in welcher Art und Weise ein Nutzer innerhalb des Hypermediums navigieren
kann.4
Definition: Ein Navigationsbaum ist entweder leer und entha¨lt keine Aufenthaltsknoten
(B = /0) oder er besteht aus dem Wurzelknoten ar und seinen Teilba¨umen Ti, i= 1 . . .k,
welche wiederum Navigationsba¨ume sind (B = {ar,T1, . . . ,Tk},k < n). 
Besteht ein Baum aus dem Wurzelknoten und leeren Teilba¨umen, dann wird dieser auch
Blatt genannt (B = {ar}= ♦). Es wird zwischen redundanten und nicht redundanten Na-
vigationsba¨umen unterschieden. Die Aufenthaltsknoten nicht redundanter Ba¨ume lassen
sich in n einelementige Gruppen nach Bedingung 3.6 aufteilen. Im Gegensatz dazu ent-
halten redundante Navigationsba¨ume mindestens eine Gruppe mit zwei Aufenthaltskno-
ten. Fu¨r jeden beliebigen Navigationsbaum gilt, dass auf einem beliebigen Weg von der
Wurzel hin zu einem Blatt des Baumes keine zueinander redundanten Knotenpaare exis-
tieren.5
Jeder der n Teilba¨ume Ti = {ai,T1, . . . ,Tk} besteht wiederum aus einer Knotenmenge, wel-
che sich in Knotengruppen je nach Gruppenzugeho¨rigkeit zerlegen la¨sst. So beschreibt
die Menge der Aufenthaltsknoten Gki alle zueinander redundanten Aufenthaltsknoten der
Gruppe k im jeweiligen Teilbaum mit Wurzel ai exklusive des Wurzelknotens ai. Wird
ein Teil eines Objekts eines Knotens der Teilgruppe Gki in einer Zeiteinheit wa¨hrend der
Nutzung von ai geladen, dann werden zwangsla¨ufig auch alle anderen Knoten der Gruppe
im selben Umfang im lokalen Cache gespeichert.
Sequenz
Definition: Eine Sequenz σm1 = {a0,a1, ...,am−1} beschreibt eine Abfolge von m Aufent-
haltsknoten eines gu¨ltigen Weges des Navigationsbaums von der Wurzel zu einem Blatt.

Ein Navigationsbaum symbolisiert genau so viele Sequenzen wie dieser Bla¨tter besitzt.
Jeder durch das Hypermedium mo¨gliche Navigationsweg wird durch genau eine Sequenz
ausgedru¨ckt.
Innerhalb einer Sequenz des Navigationsbaumes du¨rfen keine zueinander redundanten
Aufenthaltsknoten enthalten sein. Fu¨r jede Sequenz gilt:
4Navigationsba¨ume sind zyklenfrei.
5Siehe auch 3.7
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∀(ai,a j) ∈ σ, i 	= j : red(ai,a j) = f alsch (3.7)
Entscheidungsvariablen
Definition: Eine Entscheidungsvariable xi j ∈Z+0 beschreibt, wie viele Zeiteinheiten zum
Laden eines Teils oder des gesamten Objekts des Aufenthaltsknotens a j wa¨hrend der
Nutzzeit ui des Aufenthaltknotens ai verwendet werden. 
Die Entscheidungsmatrix X mit den Elementen xi j (i, j= 1 . . .n) entha¨lt n×n solche Ent-
scheidungsvariablen. Damit repra¨sentiert jeweils ein Wert einer Entscheidungsvariablen
der Matrix X mit xi j > 0 genau eine im Voraus zu stellende Anfrage an eine entfernte
Ressource, deren Antwort vollsta¨ndig in der Zeitdauer xi j Zeiteinheiten im Speicher des
lokalen Cache zwischen zu speichern ist.
Es gelten fu¨r alle Entscheidungsvariablen xi j ∈X die folgenden Bedingungen 3.8 bis 3.12:
xii = 0,∀i= 1..n (3.8)
Wa¨hrend der Nutzzeit des Knotens ai ko¨nnen keine Zeiteinheiten zum Laden des Objekts
desselben Knotens aufgewendet werden.6
Weiterhin du¨rfen wa¨hrend der Nutzung des Objekts op aus Aufenthaltsknoten ai nicht
la¨nger andere Objekte geladen werden, als Nutzzeit ui zur Verfu¨gung steht.
Fu¨r die Entscheidungsvariablen xi j muss entsprechend der Knotengruppenzugeho¨rigkeit
der Knoten a j einer Gruppe Gki eines jeden Teilbaums Ti ∈ B mit jeweiligem Wurzelkno-
ten ai gelten, wobei eine Entscheidungsvariable yik eingefu¨hrt wird, welche entsprechend
der xi j eines Knotens ai beschreibt, Knoten welcher Gruppen Gki des Teilbaums Ti mit
Wurzel ai in welcher Zeitdauer im Voraus geladen werden:7∑
∀Gki∈Ti
yik ≤ ui
yik =
⎧⎨
⎩
xi j, f alls ∃(a j ∈Gki und a j ∈ Ti und i 	= j)
0, sonst
(3.9)
Der Wert einer Entscheidungsvariablen yik beschreibt die Anzahl der Zeiteinheiten, die
darauf verwendet werden, alle Objekte einer Gruppe k zu laden, die im Teilbaum Ti ent-
halten sind. Fu¨r ai und alle Knoten, die zwar zur Gruppe geho¨ren, jedoch nicht im Teil-
baum enthalten sind, ist dieser Wert Null.
6Ein Objekt kann erst dann genutzt werden, wenn dieses auch vollsta¨ndig in den Hauptspeicher geladen ist, so
dass die Nutzzeit eines Knotens nicht zum Laden seines Objekts verwendet werden darf.
7Die Entscheidungsvariablen y sind notwendig, um auch Entscheidungen fu¨r redundante Navigationsba¨ume
darstellen zu ko¨nnen. Sie sind eine Verallgemeinerung der Entscheidungsmatrix X . Da jedoch deren Verwendung
ha¨ufig verwirrend erscheint, werden diese nur dann genutzt, wenn explizit Eigenschaften redundanter Knoten-
mengen zu modellieren sind. In [Tam05] ist das hier vorgeschlagene Modell weiterentwickelt worden. Es wird
nicht mehr explizit zwischen Entscheidungsvariablen fu¨r redundante und nicht redundante Navigationsba¨ume un-
terschieden. Da die in den folgenden Kapiteln vorgeschlagenen Algorithmen und Nachweise zur Korrektheit und
Effizienz auf dieser Unterscheidung basieren, wurde kurzfristig keine Anpassung hin zu einer Vereinfachung des
Modells vorgenommen.
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Die Ladeentscheidungen xi j fu¨r zueinander redundante Aufenthaltsknoten a j, welche ei-
ner Teilgruppe Gki angeho¨ren, sind von selbem Wert. Zum Laden all dieser Objekte
wa¨hrend der Nutzzeit von ai werden nur einmal xi j Zeiteinheiten beno¨tigt. Existieren
keine Knoten der Gruppe Gk im Teilbaum Ti, dann ist yik Null. Es ist sinnvoll, nur solche
Objekte zu laden, welche sich auch im jeweiligen Teilbaum befinden, das heißt im weite-
ren Verlauf einer Sequenz enthalten sein ko¨nnten. Fu¨r die Knotengruppe Gki, welche den
Wurzelnknoten des Teilbaums ai entha¨lt, muss yik immer Null sein, denn es kann kein
weiterer zum Wurzelknoten redundanter Knoten (Bedingung 3.7) im Teilbaum enthalten
sein und wa¨hrend der Nutzung von ai kann das Objekt aus ai nicht im Voraus geladen
werden (Bedingung 3.8).
Fu¨r nicht redundante Teilba¨ume ergibt sich aus Bedingung 3.9 folgender einfacher Zu-
sammenhang, wobei alle xi j Null sind, wenn a j 	∈ Ti:
n∑
j=1
xi j ≤ ui (3.10)
Genauso wie die verwendbare Nutzzeit eines Aufenthaltsknotens nicht u¨berschritten wer-
den darf, kann nicht la¨nger geladen werden, als die Ladezeit des jeweiligen Knotens be-
tra¨gt.
∀ j = 1 . . .n :
n∑
i=1
xi j ≤  j (3.11)
Wa¨hrend der Nutzung anderer Objekte vor oq ∈ a j du¨rfen nicht mehr Zeiteinheiten als  j
aufgewendet werden, um Objekt oq mit einer Ladezeit  j in den Hauptspeicher zu laden.
Wie oben bereits erwa¨hnt, soll die Nutzzeit von ai zum Laden in den Hauptspeicher nur
fu¨r Objekte solcher Knoten a j verwendet werden, welche sich in einem der Teilba¨ume
des Baumes finden, dessen Wurzel ai selbst ist. Es gilt:
xi j :
⎧⎨
⎩
xi j > 0, f alls ∃(Ti = {ai,T1..Tk} ∈ B und a j ∈ {T1..Tk})
xi j = 0, sonst
(3.12)
Aufenthaltsdauer und Restladezeit
In Abha¨ngigkeit von den Entscheidungen xi j ∈ X aller Objekte entstehen so genannte
Restladezeiten r j, auch Warte- oder Latenzzeit eines Aufenthaltsknotens a j genannt.
0 ≥ r j ≥  j (3.13)
Fu¨r jede Restladezeit eines Knotens a j gilt:
r j =  j−
n∑
i=1
xi j,∀ j = 1..n (3.14)
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Definition: Die Restladenzeit r j eines Aufenthaltsknotens a j gibt an, wie viele Zeitein-
heiten zum Laden des Objekts des Knotens nicht wa¨hrend der Nutzzeit anderer Aufent-
haltsknoten verwendet werden. 
Gilt r j = 0,∀ j = 1 . . .n , dann tritt in keinem Aufenthaltsknoten des Baums Wartezeit
durch Laden von Objekten in den Hauptspeicher auf. Ein latenzfreies Abarbeiten aller
durch den Navigationsbaum beschriebener Sequenzen wa¨re mo¨glich.
Definition: Die Aufenthaltsdauer di eines Knotens ai ergibt sich daraus wie folgt:
di = ri+ui (3.15)

Die folgenden Ziele beziehen sich auf die Optimierung der Restladezeiten der Aufenthaltskno-
ten des Baums.
Baumbasierte Optimierungsziele
Es sollen zwei Optimierungsziele betrachtet werden, die sich auf alle Aufenthaltsknoten
des Navigationsbaums beziehen:
2MLB Minimierung der maximalen Latenzzeit aller Knoten des Baums
Gesucht ist eine bestmo¨gliche Belegung der Entscheidungsvariablen xi j fu¨r einen
nicht redundanten Navigationsbaum unter folgender Zielstellung:
min⇒ maxi=1..n(ri) (3.16)
Das heißt, die maximal auftretende Restladezeit aller Knoten des Baums ist zu mi-
nimieren.
MSLB (Minimierung der Summe der Latenzzeiten aller Knoten des Baums)
Gesucht ist eine bestmo¨gliche Belegung der Entscheidungsvariablen xi j fu¨r einen
nicht redundanten Baum unter folgender Zielstellung:
min⇒
n∑
i=1
ri (3.17)
Das heißt, die Summe der Restladezeiten aller Aufenthaltsknoten ist zu minimieren.
Sequenzbasierte Optimierungsziele
Es werden drei Optimierungsziele bezu¨glich der durch einen Baum repra¨sentierten Se-
quenzen untersucht.
2MLS Minimierung der maximalen Latenzzeit aller Knoten einer beliebigen Sequenz
Gesucht ist eine bestmo¨gliche Belegung der Entscheidungsvariablen xi j fu¨r einen
nicht redundanten Navigationsbaum unter folgender Zielstellung:
min⇒ max∀σ∈B,∀ai∈σ(ri) (3.18)
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Das heißt, die maximal auftretende Restladezeit der Aufenthaltsknoten einer belie-
bigen Sequenz ist zu minimieren.8
2MSLS Minimierung der maximal auftretenden Summe aller Latenzzeiten der Aufent-
haltsknoten einer beliebigen Sequenz
Gesucht ist eine bestmo¨gliche Belegung der Entscheidungsvariablen xi j fu¨r einen
nicht redundanten Navigationsbaum unter folgender Zielstellung:
min⇒ max∀σ∈B
⎛
⎝∑
∀ai∈σ
ri
⎞
⎠ (3.19)
Das heißt, die maximale Summe aller Restladezeiten einer beliebigen Sequenz des
Navigationsbaumes ist zu minimieren.
MSLS Minimierung der Summe allerLatenzzeiten aller Aufenthaltsknoten u¨ber alle mo¨gli-
chen Sequenzen
Gesucht ist eine bestmo¨gliche Belegung der Entscheidungsvariablen xi j fu¨r einen
nicht redundanten Navigationsbaum unter folgender Zielstellung:9
min⇒
∑
∀σ∈B
∑
∀ai∈σ
ri (3.20)
Optimierungsziele fu¨r redundante Navigationsba¨ume
2MLB∗, MSLB∗, 2MLS∗, 2MSLS∗, MSLS∗
Die ∗-Zielstellungen entsprechen den jeweilig vorher formulierten Zielen. Jedoch ist je-
weils eine optimale Belegung der Entscheidungsmatrix X statt eines nicht redundanten
fu¨r einen redundanten Navigationsbaum gesucht.
Wie spa¨ter sichtbar wird, a¨ndert sich die Schwierigkeit der algorithmischen Lo¨sung der mit ∗
gekennzeichneten Problemstellungen drastisch gegenu¨ber dem jeweiligen Ausgangsproblem.
Deshalb werden die Optimierungsprobleme nicht redundanter Ba¨ume losgelo¨st von denen red-
undanter Ba¨ume betrachtet.
Zur Illustration der Ziele werden im Anhang in Abschnitt A.1, S.197ff. fu¨r Beispielinstanzen
eines nicht redundanten Navigationsbaums optimale Auspra¨gungen der Entscheidungsmatrix in
Abha¨ngigkeit von der Zielstellung dargestellt.
8Dem Leser fa¨llt vielleicht jetzt schon auf, dass 2MLS und 2MLB sowie die noch im Folgenden beschriebe-
nen dazugeho¨rigen ∗-Zielstellungen fu¨r redundante Ba¨ume trotz des unterschiedlichen Bezugs auf Sequenz bzw.
vollsta¨ndigen Baum identisch sind. Darauf wird noch genauer in Abschnitt ”Offline-Verfahren fu¨r nicht redundanteBa¨ume“ 4.1, S.101ff. eingegangen.
9Auch hier fa¨llt dem Leser vielleicht auf, dass die Zielstellungen MSLS und MSLB sowie die dazugeho¨ri-
gen im Folgenden dargestellten ∗-Zielstellungen einander stark a¨hneln. Im Abschnitt ”Offline-Verfahren fu¨r nichtredundante Ba¨ume“ 4.1, S.101ff. wird darauf genauer eingegangen. Es zeigt sich, dass MSLB bzw. MSLB∗ eine
Spezialisierung von MSLS bzw. MSLS∗ ist. Optimale Lo¨sungen von MSLS bzw. MSLS∗ sind auch optimal fu¨r
MSLB bzw. MSLB∗. Jedoch kann MSLB mit wesentlich weniger Aufwand als MSLS gelo¨st werden und die appro-
ximative Lo¨sung fu¨r MSLS∗ ist von erheblich schlechterer Gu¨te als MSLB∗, so dass eine Unterscheidung sinnvoll
erscheint.
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3.3.2 Das Online-Modell
Das in Abschnitt 3.3.1 dargestellte Offline-Modell wird zur Modellierung des Online-Entschei-
dungsproblems erweitert. Zu den schon bekannten Modellelementen des Offline-Modells Na-
vigationsbaum, Aufenthaltsknoten, Sequenz und Entscheidungsvariablen wird zusa¨tzlich die
Session s eingefu¨hrt. Das Optimierungsergebnis des Online-Verfahrens entsprechend der jewei-
ligen Zielfunktion wird durch ON(Iˆ(B,s)) symbolisiert bzw. entsprechend der noch folgenden
Definitionen der Zielfunktionen angegeben. Das Online-Verfahren erha¨lt nur Informationen der
Gegenwart und Vergangenheit u¨ber die Session und dem daraus resultierenden Navigations-
baum.
Session
Definition: Eine Session repra¨sentiert eine Folge von m Knoten des Navigationsbaums.
Die Knoten enthalten vom Nutzer u¨ber einen Zeitraum in einer bestimmten Reihenfolge
angeforderte Menge von Objekten. Die den Objekten durch den Navigationsbaum zuge-
ordneten Aufenthaltsknoten werden Session sm1 = {a1,a2, . . . ,am}, kurz s, genannt. Eine
Session ist identisch zu genau einer der mittels Navigationsbaum B definierten mo¨glichen
Sequenzen σ ∈ B. Es gilt fu¨r jede Session:
∃σm1 ∈ B : s
m
1 = σ
m
1 (3.21)

Ein Bereichsausschnitt der Session wird durch s ji = {ai−1, . . . ,a j−1} dargestellt. Fu¨r einen
einzelnen Aufenthaltsknoten an der i-ten Position der Session steht sii.
Sessioneigenschaften
Die Dauer einer Session D(s) ergibt sich aus einem Zeitraum, welcher begrenzt ist durch
den Zeitpunkt des Beginns der Session, das heißt der Zeitpunkt des Beginns des La-
dens des Objekts im ersten Aufenthaltsknoten, und durch dem Zeitpunkt des Endes der
Session, das heißt dem Zeitpunkt der Beendigung der Nutzung des Objekts im letzten
Aufenthaltsknoten der Session. Damit ergibt sich die Dauer aus der Summe der einzelnen
Nutz- und Wartezeiten aller Knoten der Session, das heißt den Aufenthaltsdauern eines
jeden Knotens. Die Wartezeit W (ai, t) eines Knotens ai ab einem bestimmten Zeitpunkt
t entspricht genau der Restladezeit ri des Knotens zu diesem Zeitpunkt. Erst mit Warte-
zeit bzw. Restladezeit von Null kann das Objekt des Knotens vom Nutzer auch benutzt
werden.
Wa¨hrend einer Session, das heißt online, sind zu bestimmten Zeitpunkten Entscheidungen
daru¨ber zu treffen, welche Objekte welcher Aufenthaltsknoten in welchen Zeitra¨umen zu
laden sind, so dass deren Restladezeiten entsprechend der Zielstellung minimal sind.
Die Funktion D(s ji ) liefert als Zeitdauer die Differenz zwischen Anforderungszeitpunkt
des Objekts im j-ten Aufenthaltsknoten und dem Anforderungszeitpunkt des Objekts im
i-ten Knoten der Session s. Der i-te Knoten wird genau zum Zeitpunkt t(sii) angefordert.
Der Endzeitpunkt einer Session wird mit t(sm+1m+1) definiert und ist genau der Zeitpunkt, in
welchem die Nutzung des letzten Objekts smm der Sequenz beendet wird.
Es gilt fu¨r jeden Ausschnitt des i bis j-ten Knotens einer jeden Session:
69
D(s ji ) = t(s
j+1
j+1)− t(s
i
i)
= W (sii, t(sii))+ui+ . . .+W (s
j
j, t(s
j
j))+u j
= di+ . . .+d j
D(s) = t(sm+1m+1)− t(s
1
1)
(3.22)
Baumsession
Definition: Unter einer Baumsession wird eine spezielle Session verstanden, welche eine
Sequenz des Navigationsbaums ist, in welcher aus jeder Knotengruppe des Baums ein
Knoten enthalten ist.
Bemerkung: Existiert in einem nicht redundanten Navigationsbaum eine solche Sequenz,
dann besteht dieser Baum ausschließlich aus dieser einen Sequenz von Knoten.
Er beschreibt genau eine Abfolge von zueinander nicht redundanten Aufenthaltsknoten.
Entscheidungsvariablen
Die Entscheidungsmatrix X des Offline-Modells wird um die Dimension der Entschei-
dungszeitpunkte erweitert. Zu jeder Session sm1 mit m Entscheidungszeitpunkten
{t(s11), . . . , t(smm)}, den Anforderungszeitpunkten der Aufenthaltsknoten, existiert genau
eine Entscheidungsmatrix X , wie diese mit dem Offline-Modell beschrieben wurde.
Definition: Fu¨r jeden Entscheidungszeitpunkt t(sii),1 ≤ i ≤ m ist u¨ber die Werte einer
Entscheidungsmatrix Xi mit den Entscheidungsvariablen entsprechend der Matrix X des
Offline-Modells zu entscheiden, wobei der Index i einer fortlaufenden Nummerierung der
Zeitpunkte t(sii) entspricht.
Sessionbasierte Optimierungsziele
Folgende zwei Zielstellungen sollen untersucht werden. Es gilt fu¨r jedes Ziel, dass erst
zum Zeitpunkt der Anfrage eines Objekts durch die lokale Anwendungskomponente be-
kannt ist, welches Objekt welches Aufenthaltknotens angefragt wird. Gegenu¨ber dem
Offline-Modell ist hier unter eingeschra¨nkter Information zu entscheiden.
MDS Minimierung der Dauer einer Session
Gesucht ist die bestmo¨gliche Belegung der Entscheidungsvariablen
Xi, i = t(s11), . . . , t(smm) einer beliebigen Session s = σ ∈ B eines nicht redundanten
Navigationsbaums unter folgender Zielstellung.
min⇒ D(s) bzw. min⇒
∑
∀ai∈s
di (3.23)
2MDS Minimierung der maximalen Dauer eines beliebigen Knotens aller Knoten einer
Session
Gesucht ist die bestmo¨gliche Belegung der Entscheidungsvariablen
Xi, i = t(s11), . . . , t(smm) einer beliebigen Session s = σ ∈ B eines nicht redundanten
Navigationsbaums unter folgender Zielstellung.
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min⇒max∀sii∈sdi (3.24)
Das heißt, es ist die Dauer einer Session zu minimieren, welche die Objekte aller Aufent-
haltsknoten des Navigationsbaums entha¨lt.
Optimierungsziele fu¨r redundante Navigationsba¨ume
MDS∗ und 2MDS∗ entsprechen den obigen Zielstellungen, jedoch sind diese auf redun-
dante Navigationsba¨ume bezogen.
3.4 Diskussion der Modellannahmen
Mit dem vorgeschlagenen Modell werden die bereits getroffenen Annahmen in Form von Op-
timierungsproblemen modelliert und teilweise weiter verfeinert. In diesem Abschnitt wird ge-
kla¨rt, in welchem Maße die formal dargestellten Optimierungsprobleme dem im vorherigen
Kapitel geschilderten Anwendungsbezug entsprechen.
Das beschriebene Modell umfasst Annahmen bezu¨glich Hypermedium, Navigation, Zugriff auf
sowie Speicherung von Daten.
3.4.1 Hypermedium
Die mit dem Modell beschriebenen Objekte o der Aufenthaltsknoten und die Verknu¨pfung der
Knoten beschreiben ein Hypermedium in Form einer Baumstruktur. Die Objekte fassen eine
Menge von Daten bzw. wiederum Objekte oder Objektbeschreibungen, zum Beispiel Lernob-
jekte, zu einer Einheit zusammen. Dabei handelt es sich je Objekt eines Aufenthaltsknotens
um eine Menge von Daten, welche folgend auf eine von der lokalen Anwendungskomponen-
te initiierten Anfrage zusammenha¨ngend zu pra¨sentieren ist. Solch eine Pra¨sentationseinheit
ko¨nnte zum Beispiel alle Daten zur Darstellung einer Bildschirmseite enthalten. Das Zusam-
menfassen der Daten in solchen Pra¨sentationseinheiten erfolgt mit dem Entwurf, genauer mit
der Entwicklung des Layouts der einzelnen Seiten, die dem Nutzer u¨ber die lokale Anwen-
dungskomponente pra¨sentiert werden. Die Verknu¨pfung der Aufenthaltsknoten entspricht den
Navigationsmo¨glichkeiten zwischen den so zusammengefassten, im Voraus anforderbaren Da-
ten. Damit modellieren die Kanten des Baums nur genau jene navigationsbezogenen Links des
Hypermediums, welche die Navigation zwischen solchen Pra¨sentationseinheiten symbolisieren.
Navigationselemente innerhalb einer Pra¨sentationseinheit werden nicht modelliert.
Navigationsmo¨glichkeiten in Hypermedien werden im Regelfall, falls keine streng hierarchi-
sche Struktur vorausgesetzt wird, in gerichteten Graphen oder auch Multi-Trees abgebildet
(vgl. [FW03]). Die hier vorgenommene Strukturierung der Informationen in Form eines Baums
schra¨nkt jedoch nicht die Ausdruckskraft des Modells ein. Graphen wie auch Multi-Trees las-
sen sich mit einem redundanten Navigationsbaum beschreiben. Jeder Weg des Baums von der
Wurzel zu einem Blatt beschreibt genau einen Navigationsweg des Hypermediums. Voraus-
setzung dafu¨r ist, dass jeder dieser Wege endlich ist. Eine Begrenzung der zu betrachtenden
Wege wa¨re zum Beispiel u¨ber die kumulierten Nutzzeiten der Aufenthaltsknoten eines Weges
mo¨glich. Es erscheint sinnvoll, nur Wege zu betrachten, die zwingend nicht la¨nger sind als die
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spezifizierte Lerndauer bzw. die kumulierten Nutzzeiten der Objekte eines solchen Weges. In
Graphen treten im Gegensatz zu Ba¨umen Zyklen auf. Solche zyklusbildenden Kantenzu¨ge des
Graphen lassen sich auch im Baum durch die Begrenzung der Wegla¨nge abbilden. Zyklusbil-
dende Kantenzu¨ge sind entsprechend der Anzahl der jeweils modellierten Zyklen mehrfach in
den Navigationsbaum aufzunehmen.10 In Abbildung 3.1 ist ein solches Beispiel dargestellt.
Knoten mit derselben Bezeichnung sind im Sinne des Modells zueinander redundant. Knoten
A’ und B’ symbolisieren eine mo¨gliche wiederholte Nutzung der Objekte aus Knoten A und B.
C
C D
D
C
A
B
D
B
A
A’
B’
Abbildung 3.1: Ein ho¨chstens zweimal zu durchlaufender Zyklus des Navigationsgraphen
(links) wird im Navigationsbaum (rechts) modelliert.
Weiterhin erscheint die Modellierung des Hypermediums mit einem Baum ku¨nstlich, weil alle
Wege des Baums den selben Anfangsknoten gemeinsam haben, Hypermedien jedoch mehrere
so genannte Einstiegspunkte fu¨r den Nutzer bereitstellen ko¨nnen. Dieser Fall kann modelliert
werden, indem ein zusa¨tzlicher Knoten mit Wert Null fu¨r Nutz- und Ladezeit als Wurzel ange-
nommen wird und weiterhin Kanten von diesem Knoten zu allen Anfangsknoten der mo¨glichen
Navigationswege durch das Mediums hinzugefu¨gt werden. Abbildung 3.2 zeigt einen solchen
Fall mit drei Einstiegspunkten, modelliert durch die Aufenhaltsknoten A,B und C. Eingefu¨hrt
wird ein imagina¨rer Einstiegsknoten, mit ∗ markiert, mit einer Nutz- und Ladezeit von Null
sowie drei weiteren Kanten jeweils von ∗ nach A, B und C.
D D D
A B C
*
A B C
D
Abbildung 3.2: Drei Einstiegpunkte in das Hypermedium werden von einem zusa¨tzlichen Kno-
ten referenziert.
10Im Abschnitt ”Speicher und Zugriffsmodell“ wird sichtbar, dass dieses nicht dazu fu¨hrt, dass ein Objekt auchmehrfach auf einem solchen zyklusdarstellenden Weg enthalten ist.
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Eine ”echte“ Einschra¨nkung ist die Begrenzung des Problems auf eine fixe Menge von Objek-ten. Mit dem Zeitpunkt der Anfrage des ersten Objekts einer Sequenz bzw. Session werden
alle folgenden Objekte als im Voraus ladbar bekannt angenommen. Viele Prefetchingverfahren
nehmen diese Menge der im Voraus ladbaren Daten als im Zeitablauf variabel an. Die hier be-
trachtete Problemsituation bezieht sich jedoch auf einen eng begrenzten, durch die Anwendung
selbst vorgegebenen Datenraum. Lernanwendungen bedienen sich u¨berwiegend eines in sich
relativ geschlossenen Hypermediums. Das ”Verlassen“ des Hypermediums wird zwar ha¨ufigdurch Links auf anwendungsfremde Datenra¨ume unterstu¨tzt und ist in explorativen Lernumge-
bungen auch erwu¨nscht, die Navigation in anwendungsfremden Datenra¨umen unterliegt aber
nicht mehr Entwicklungsentscheidungen bezu¨glich der Anwendung selbst.
3.4.2 Navigationsmodell
Ausschließlich mit Hilfe der an die Aufenthaltsknoten gebunden festgelegten Nutzzeiten und
der Verknu¨pfungen von Aufenthaltsknoten wird das mo¨gliche Navigationsverhalten eines Nut-
zers stark vereinfacht abgebildet. Ein konkreter Navigationsweg eines Nutzers wird u¨ber einen
im Baum enthaltenen Weg von der Wurzel bis zu einem Blatt, inklusive der Nutzzeiten aller
Aufenthaltsknoten auf diesem Weg, repra¨sentiert.
Trotzdem genaue Vorstellungen u¨ber das Navigationsverhalten innerhalb der Lernanwendung
existieren sollten, erscheint es nahezu unmo¨glich, pra¨zise Aussagen u¨ber die Nutzzeiten der
Lerninhalte im Voraus treffen zu ko¨nnen. Die Beschreibung mit Hilfe von statistischen Vertei-
lungen erscheint glaubwu¨rdiger. Die pra¨zise Angabe von fixen Nutzzeiten erscheint im Rahmen
der folgenden Betrachtungen jedoch sinnvoll, weil fu¨r die algorithmengestu¨tzte Abscha¨tzung
von Lerndauer und Wartezeiten das Eintreten besonders schlechter Fa¨lle wichtig ist. Das Hy-
permedium ist so zu entwerfen, dass auch noch bei denkbar ungu¨nstigen Gegebenheiten11 die
Spezifikation bezu¨glich des Antwortzeitverhaltens zu erreichen ist. Letztendlich vereinfachen
die vorab festgelegten Nutzzeiten drastisch das Entscheidungsproblem.
Auch ist zu kritisieren, dass jeder mo¨gliche Navigationsweg in gleichem Maße, das heißt ohne
Modellierung von Pra¨ferenzen des Nutzers oder Entwicklers, in das Modell einfließt. Es ist
davon auszugehen, dass bestimmte Wege durch eine Nutzergruppe besonders ha¨ufig und andere
sehr selten beschritten werden. Das Modell la¨sst nur zu, bestimmte, scheinbar unbedeutende
Inhalte bzw. das Warten auf Verfu¨gbarkeit derer, gezielt nicht in das Modell aufzunehmen und
so nicht Gegenstand der Entscheidung werden zu lassen. Auch hier sei darauf verwiesen, dass
angenommen wird, dass die Spezifikation bezu¨glich aller durch den Baum dargestellten Wege
einzuhalten ist, damit die Ha¨ufigkeit deren Verwendung als unerheblich angesehen wird.
Beide Auffassungen sind strittig. Sie werden im Kapitel 6 nochmals aufgegriffen. Hier wer-
den diese beiden kritischen Punkte ausgeglichen, indem eine Methode zur Verknu¨pfung der
auf den hier dargestellten Optimierungsproblemen basierenden Verfahren mit herko¨mmlichen
schwellen- und/bzw. vorhersagebasierten Prefetchingverfahren, die diese Punkte beru¨cksichti-
gen, noch vorgeschlagen wird. Dadurch ko¨nnen diese beiden wesentlichen Kritikpunkte abge-
mildert werden.
11Baumstruktur, Lade-, Nutzzeiten sowie vom Nutzer gewa¨hlte Sequenz
73
3.4.3 Datenspeicherung, -zugriff und Nachrichtentransport
Mit dem vorgelegten Modell wird zwischen zwei Varianten der Anfrage je nach Initiator unter-
schieden. Das sind jeweils von der lokalen Anwendungskomponente und vom Prefetchingver-
fahren initiierte Anfragen. Anfragen der lokalen Anwendungskomponente werden im Modell
nicht explizit modelliert. Sie werden aus dem Speicher des lokalen Caches und/bzw. von einer
entfernten Ressource bedient und ergeben sich aus dem Zustand des Caches zum jeweiligen
Anfragezeitpunkt. Nur die Anfragen an entfernte Ressourcen, initiiert durch das Prefetching-
verfahren, basieren auf den Werten der Entscheidungsmatrix X bzw. Matrizen Xi, wobei ein
Wert dieser xi j genau eine Anfrage an eine entfernte Ressource wa¨hrend der Nutzzeiten des
Objekts im Aufenthaltsknoten i symbolisiert. Die entfernte Ressource liefert einen Teil des Ob-
jekts im Knoten a j aus. Angefragt wird eine Nachricht bestimmter La¨nge. Die La¨nge ergibt
sich aus der Zeit, die zur Verfu¨gung steht, um diese vollsta¨ndig im Speicher des lokalen Caches
abzulegen. Entschieden wird daru¨ber, welche Zeitdauer zur U¨bertragung der Nachricht bei fest-
gelegter Bandbreite zwischen entfernter Ressource und lokalem Cache zu nutzen ist, um einen
Teil des Objekts im Cache zu replizieren. Aus dieser Entscheidung ergibt sich die La¨nge der
Nachricht.
Nur wa¨hrend der Nutzzeit eines Objekts ko¨nnen mehrere unterschiedliche Objekte bzw. Tei-
le davon bei unterschiedlichen, entfernten Ressourcen angefragt werden. Die Reihenfolge der
Anfragen bzw. ob die Anfragen auch parallel zu stellen wa¨ren, ist unerheblich. Es wird davon
ausgegangen, dass jede Antwort auf eine solche Anfrage sich immer mit derselben Verzo¨gerung
in Abha¨ngigkeit von der jeweiligen La¨nge der Nachricht gestaltet.
Die Einschra¨nkung, dass Objekte nur dann außerhalb des Zeitraums der Nutzung eines anderen
Objekts geladen werden du¨rfen, wenn sie unmittelbar von der lokalen Anwendungskomponente
angefragt wurden, stellt eine massive Einschra¨nkung des Optimierungspotentials der so genann-
ten Mini-Max-Zielstellungen12 dar. Diese Einschra¨nkung ist jedoch aufgrund des spekulativen
Charakters von Prefetchingverfahren sinnvoll. Durch die Einschra¨nkung ist es unmo¨glich, dass
ein Optimierungsverfahren zu einem Navigationsbaum eine Entscheidungsmatrix liefert, wel-
che fu¨r eine ausgewa¨hlte Sequenz zu einer ho¨heren Summe der Aufenthaltsdauern der Knoten
bzw. zu einer ho¨heren Aufenthaltsdauer eines Knotens dieser Sequenz fu¨hrt als dies fu¨r eine
Entscheidungsmatrix belegt nur mit Nullwerten, das heißt ohne Prefetching, der Fall wa¨re. Da-
durch wird abgesichert, dass ein Prefetchingverfahren, basierend auf diesem Modell, nie eine
schlechtere Lo¨sung liefern kann, als dies der Fall wa¨re, wenn kein Prefetching zur Anwendung
ka¨me.
In Abbildung 3.3 ist eine aus vier Aufenthaltsknoten bestehende Session dargestellt. Sie setzt
sich aus den von der lokalen Anwendungskomponente initiierten wechselnden Nutz- und La-
deaktivita¨ten zusammen. Die einzelnen Entscheidungszeitpunkte sind mit grauen Kreisfla¨chen
markiert. Zu diesen Zeitpunkten ist jeweils zusa¨tzliches Wissen im Gegensatz zum vorheri-
gen Zeitraum verfu¨gbar, weil zu genau diesen Zeitpunkten eine durch die lokale Anwendung
initiierte Anfrage eines Objekts bekannt wird. Die grau hinterlegten Fla¨chen stellen den exis-
tierenden Entscheidungsspielraum dar. In diesem ko¨nnen Objekte bzw. Teile davon im Vor-
aus geladen werden. Der Entscheidungsspielraum wird durch die feststehende Bandbreite des
Nachrichtentransportkanals und der Nutzzeit des jeweils genutzten Objekts begrenzt. Die mit
weißen Kreisen markierte Zeitpunkte symbolisieren auch Zustandsu¨berga¨nge, insbesondere der
122MLB und 2MLS sowie die equivalenten ∗-Zielstellungen fu¨r redundante Navigationsba¨ume.
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Abbildung 3.3: Entscheidungszeitpunkte und -spielraum in einer Session bestehend aus vier
verschiedenen Aufenthalten
im Zeitablauf vorletzte Kreis auch einen Wissenszuwachs, jedoch ziehen diese Zeitpunkte im
Rahmen der verfolgten Optimierungsziele keine Entscheidungen u¨ber im Voraus zu stellende
Anfragen nach sich.13
Mit diesem Modell ist nur die Verwendung einer fixen Bandbreite des logischen Nachrich-
tentransportkanals zwischen lokaler Anwendung und entfernten Ressourcen entscheidungsrele-
vant. Das ist typisch fu¨r Content-Prefetchingverfahren. Verzo¨gerungen, unabha¨ngig von an-
gefragter Gro¨ße eines Objektteils wie zum Beispiel in DNS-Prefetching- oder Connection-
Prefetchingverfahren beru¨cksichtigt, werden vernachla¨ssigt. Der Einfluss solcher Entscheidun-
gen liegt wie bereits erwa¨hnt in Gro¨ßenordnungen von maximal 100-500 Millisekunden14 und
spielt hier eine unbedeutende Rolle. Einflu¨sse dieser Art lassen sich zudem reduzieren, indem
schon im Entwurf sowie spa¨testens mit der Implementation des Hypermediums darauf geachtet
wird, dass Daten eines Knotens nicht in Form vieler Objekte kleiner Datenmengen auf unter-
schiedlichen entfernten Ressourcen abgelegt sind. Fu¨r die Nutzung von Ressourcen wa¨hrend
der Nutzung eines Objekts werden keine Kosten bzw. Aufwa¨nde modelliert. Auch wird die
Gro¨ße des Cachespeichers als beliebig groß angenommen.
Diese Annahmen folgen insbesondere dem Szenario einer ”schlechten“ Netzanbindung, dasheißt Verbindungen niedriger Bandbreite (56KBit/s 128KBit/s) zwischen den verteilten An-
wendungskomponenten.15 Der Verbindungsaufbau zwischen diesen erfolgt mit Beginn des Lern-
prozesses durch Anfordern der Daten des ersten Aufenthaltsknotens der Session. Der Verbin-
dungsabbau kommt spa¨testens mit dem Ende der Nutzung der Daten des letzten Aufenthaltskno-
tens der Session zustande. Der Verbindung wird ein maximales Datenvolumen zugeschrieben,
welches in der Zeitdauer, begrenzt durch Auf- und Abbau, u¨bertragen werden kann. Kosten
sollen nur zeitabha¨ngig und nicht in Abha¨ngigkeit von der u¨bertragenen Datenmenge anfallen.
Die Cachegro¨ße spielt im Regelfall keine Rolle, da die im sinnvollen Zeitrahmen u¨bertragba-
13Dieser Sachverhalt wird in der weiteren Diskussion der modellimmanenten Eigenschaften in Abschnitt 3.5.2,
S.86ff. noch sichtbar.
14Vgl. dazu [PD03], S.43 und [CDK02], S.97
15Vgl. Kapitel ”Grundlagen und weiterfu¨hrende U¨berlegungen“, Abschnitt 2.4.1, S.45ff.
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ren Datenmengen bei weitem nicht sinnvollen Gro¨ßen des lokalen Caches entsprechen. Um ein
MByte per Bandbreite von 56KBit/Sekunde zu u¨bertragen, ist ein Zeitraum von knapp 212 Minu-
ten zu veranschlagen. Die Anschaffungskosten von Festplattenkapazita¨t liegen bei ca. 1Euro per
GByte.16 Damit ergibt sich ein Wert von unter 0,1 Cent per zu speicherndem MByte bei einer
beno¨tigten Speicherkapazita¨t entsprechend eines Datenstroms, unterbrechungsfrei u¨ber einen
Zeitraum von 80 Tagen empfangen. Ungefa¨hr das Zehnfache wa¨re fu¨r eine 56 K/Bit-Modem-
Verbindung zur U¨bertragung eines MBytes zu zahlen, wenn dadurch die Zeitdauer zwischen
Verbindungsauf- und -abbau verla¨ngert wird.
Weiterhin ist die gewa¨hlte Granularita¨t der ganzzahligen Entscheidungsvariablen von 1 und
deren Verha¨ltnis zu den Nutz- und Ladezeiten zu diskutieren. Nicht mehr entscheidungsrela-
vant sind Verzo¨gerungen unter 1 bis 2 Sekunden. Damit ergibt sich eine sinnvolle Fragmen-
tierung der Objekte aus der festgelegten Bandbreite (ca. 4 - 30 KByte/Sekunde) je nach Ver-
bindung zwischen lokaler Anwendungskomponente und entfernten Ressourcen von 4 bis 30
KByte. Antworten dieser Nachrichtenla¨nge entsprechen ungefa¨hr Gro¨ßenordnungen der ma-
ximal mo¨glichen Nachrichtenla¨nge eines Pakets (MTU)17 von 1.5KByte bis 4.5KByte (vgl.
[PD03], S.243), die je nach Protokoll der Vermittlungsschicht mit einem Paket u¨bertragen wer-
den kann. Das Internet-Protokoll unterstu¨tzt eine MTU-Gro¨ße von bis zu 64KByte. Praktisch
wird jedoch das Internet-Protokoll mit einer maximalen Paketla¨nge von 8KByte konfiguriert
(vgl. [CDK02], S.105). Anfragen unter einer Nachrichtenla¨nge von 4KByte erscheinen im Rah-
men von akzeptablen Verzo¨gerungen unter einer Sekunde sinnlos. Eine Fragmentierung von
Nachrichtenla¨ngen u¨ber MTU-Gro¨ße erfolgt u¨ber die Vermittlungsschicht. Der damit verbun-
dene zusa¨tzliche Zeitaufwand ist weit unter einer Sekunde und kann vernachla¨ssigt werden.
Extrem kleine Nachrichtenla¨ngen von wenigen Bits spielen hier keine Rolle, so dass die mit
jedem Paket zu u¨bertragenden Verwaltungsdaten vernachla¨ssigt werden ko¨nnen.18
Dies gilt nicht unter der Annahme reellwertiger Entscheidungsvariablen. Die Aufhebung der
Ganzzahligkeit der Entscheidungsvariablen fu¨hrt dazu, dass mit beliebig kleinen angefragten
Nachrichtenla¨ngen mehr Nutzzeit zum Transfer der Daten in Anspruch genommen werden
muss, als durch das Entscheidungsverfahren zugebilligt wird, weil von den zu u¨bertragenden
Verwaltungsinformationen im Modell abstrahiert wird. Die Menge der zu u¨bertragenden Ver-
waltungsdaten je Anfrage wa¨ren zusa¨tzlich zu beru¨cksichtigen, ganz abgesehen davon, dass
Nachrichtenla¨ngen unter einem Bit auszuschließen sind.
Die U¨berfu¨hrung des Navigationsgraphen in einen zyklenfreien Graphen in Form des Navigati-
onsbaums und die Forderung nach Wegen zwischen Wurzel und Blatt, auf welchen redundante
Knotenpaare existieren du¨rfen, ist keine Vereinfachung des Sachverhalts. Die Annahmen eines
beliebig großen lokalen Cachespeichers und einer verzo¨gerungsfreien Pra¨sentation der im lo-
kalen Cache verfu¨gbaren Objekte fu¨hrt dazu, dass fu¨r in einer Session wiederholt angefragte
Objekte die Ladezeit Null angenommen werden kann. Deren Nutzzeit kann insbesondere auf-
grund der wiederholten Nutzung gegenu¨ber dem identischen, bereits genutzten Objekt stark
divergieren. Aus diesem Grund werden spezielle Aufenthaltsknoten, die die Nutzung von Ob-
jekten repra¨sentieren, die wiederholt in einer Sequenz genutzt wurden, eingefu¨hrt. Ein solcher
ist zu keinem anderen Knoten des Baums redundant und besitzt eine Ladezeit von Null. Die
16Stand Sommer 2005, Tendenz stark sinkend
17Englisch: maximum transmission unit (MTU)
18Die minimal mit jedem Paket zu u¨bertragende Datenmenge liegt in Gro¨ßenordnungen von wenigen Byte.
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Nutzzeit ergibt sich aus der Dauer der wiederholten Nutzung des Objekts.
Eine Vereinfachung hingegen stellt die angenommene fixe Bandbreite der Verbindung zwischen
lokalen Anwendungskomponenten und entfernten Ressourcen mittels der als fest vorgegeben
angenommenen Ladezeiten der Objekte dar. Von geringfu¨gigen Schwankungen wa¨hrend der
Laufzeit der Anwendung wird abstrahiert. Gegebenenfalls sind die Ladezeiten so zu wa¨hlen,
dass diese einer in Bezug auf mo¨gliche Schwankungen eher niedrigeren zur Verfu¨gung stehen-
den Bandbreite entsprechen.19
3.4.4 Optimierungsziele
Die Optimierungsziele des Offline- und des Online-Modells sind allein auf die Zeit bezogen.
Zusa¨tzlicher Aufwand durch Seiteneffekte wird nicht beru¨cksichtigt.
Als prima¨re Zielstellung fu¨r Lernanwendungen wird die optimale Gestaltung des Lernprozes-
ses angesehen. Wie bereits herausgestellt, spielt die Zeit hier eine zentrale Rolle. Zielstellungen
bezu¨glich der im vorherigen Kapitel aufgefu¨hrten Seiteneffekte konkurrieren direkt mit den
hier auf das Antwortzeitverhalten bezogenen Optimierungszielen. Auch wenn sie nicht Gegen-
stand der Optimierung sind, ko¨nnen sie auf Grundlage der Optimierungsergebnisse abgescha¨tzt
werden. Modellformulierungen wa¨ren in Erwa¨gung zu ziehen, die Seiteneffekte in Form von
zusa¨tzlichen Bedingungen im Modell beru¨cksichtigen zum Beispiel der Art, dass eine opti-
male Lo¨sung innerhalb eines festgelegten Rahmens des durch Prefetching verursachten Mehr-
aufwands gesucht wird. Solche Betrachtungen werden mit dieser Arbeit nicht durchgefu¨hrt.
Seiteneffekte werden hier aber keinesfalls als zu unterscha¨tzendes Randthema angesehen. Sie
werden immer wieder mit der Diskussion u¨ber die Gu¨te der im Folgenden dargestellten Verfah-
ren aufgegriffen.
Durch den Fokus auf zeitbasierte Ziele werden auch kostenbezogene Zielstellungen, sofern
nicht die Zeit selbst als Kostenmaß interpretiert wird, vernachla¨ssigt. Die Verwendung der Nutz-
zeit wird als alleiniger Entscheidungsgegenstand angesehen. Allein die Werte der so genannten
Ladeentscheidungen sind Entscheidungsgegenstand. Lade- sowie Nutzzeiten selbst werden als
Konstante angesehen, trotzdem das Entscheidungsfeld ”Entwurfsentscheidungen“ gerade jenezum Entscheidungsgegenstand macht. Hier wird die Meinung vertreten, dass Entscheidungen,
die Segmentierung und Sequenzierung der Lerninhalte betreffen, prima¨r inhaltlich didaktischen
Richtlinien zu folgen haben. Das sind Richtlinien, welche sich formal nur sehr begrenzt sinn-
voll beschreiben lassen. Lo¨sungen der hier dargestellten Optimierungsprobleme sind als reine
Entscheidungshilfen innerhalb dieses von menschlichen Entscheidungen gepra¨gten Entwick-
lungsprozesses zu sehen. Ziel muss es sein, Entscheidungen des Entwurfs eines Hypermediums
zeitnah auch in Hinblick auf das zu erwartende Antwortzeitverhalten pru¨fen zu ko¨nnen insbe-
sondere dann, wenn schon der Einsatz eines Prefetchingverfahrens in Erwa¨gung gezogen wird.
Die Auswahl eines Optimierungsziel20 ha¨ngt letztendlich von den Pra¨ferenzen des Entscheiden-
den und dem Sachzusammenhang ab. Die einzelnen Optimierungsziele sollen hier in Hinblick
auf Lernanwendungen nicht detailliert diskutiert werden. Eine grundsa¨tzliche Motivation fu¨r
die mit den Modellen getroffene Auswahl wurde im vorherigen Kapitel gegeben.
19Schwankungen entstehen beispielsweise durch eine variierende Belastung der Komponenten des Rechnernetz-
tes und/oder bzw. gerade deshalb variierenden Nachrichtentransportwegen.
20Neben dem hier gezielt ausgesuchten Spektrum sind viele weitere denkbar.
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Weiterhin fa¨llt auf, dass innerhalb des Offline-Modells allein die Wartezeiten in Form von Rest-
ladezeiten der Aufenthaltsknoten Optimierungsgegenstand sind, Optimierungsziele des Online-
Modells sich aber jeweils auf die Zeitdauer der Aufenthalte bezogen. Der Unterschied ist nicht
in der Zielstellung selbst begru¨ndet. Nutzzeiten gehen als Konstanten in das Modell ein, so dass
aus Restladezeiten auf Aufenthaltsdauern geschlossen werden kann und umgekehrt. Alleiniger
Grund fu¨r diese oberfla¨chliche Divergenz ist die unterschiedliche Schwerpunktsetzung der in
diesem und in den beiden weiteren Kapiteln folgenden Analysen. Die Analyse der Eigenschaf-
ten und der zur Lo¨sung der Online-Problemstellungen vorgeschlagenen Algorithmen beziehen
sich auf die Aufenthaltsdauer. Schwerpunkt ist die Analyse des sich direkt aus den Nutzzeiten
ergebenden Anwendungspotentials. Die Betrachtung optimaler Lo¨sungen steht aufgrund des
Online-Charakters erst an zweiter Stelle. Schwerpunkt der folgenden Analyse und Algorithmen
des Offline-Modells ist hingegen die optimale Gestaltung der Restladezeiten.
3.4.5 Zusammenfassung der Annahmen
Die Modellierung mittels Navigationsbaum statt eines Graphen stellt keine Einschra¨nkung dar.
Dies beruht auch darauf, dass die Bedingungen fu¨r Zugriff, Speicherung und Transport von
Daten so gestaltet sind, dass prima¨r Szenarien ”schlechter“ Netzanbindung unterstu¨tzt werden.Gerade solche Szenarien unterliegen schwerwiegenden kapazitiven Restriktionen, die zu einem
schlechten Antwortzeitverhalten der Lernanwendung fu¨hren ko¨nnen. Sie sind deshalb von be-
sonderem Interesse.
Ganz bewusst wird nicht die Segmentierung und Sequenzierung der Objekte zum Optimierungs-
gegenstand des Modells gemacht. Diese Entscheidungen sind Voraussetzungen des Modells und
mittels der Optimierungsergebnisse zu pru¨fen und gegebenenfalls anzupassen.
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Abbildung 3.4: Iterativer Prozess der Segmentierung und Sequenzierung darzustellender Inhalte
unter Beru¨cksichtigung der Performance
Wie mit dem in Abbildung 3.4 angedeuteten Zusammenspiel der Entwurfsaktivita¨ten Segmen-
tierung, Sequenzierung und Analyse der Performance im Rahmen des Performance Enginee-
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rings als Ausschnitt des Entwurfsprozesses eines Hypermediums, werden Entscheidungen der
Segmentierung und Sequenzierung von Inhalten des Hypermediums von Betrachtungen zur
Performance des Systems indirekt u¨ber Ru¨ckkopplungen beeinflusst. Grundlage fu¨r die Ent-
scheidungen sind die spezifizierten Rahmenbedingungen, insbesondere das Navigationsverhal-
ten und der technische Rahmen21, sowie zur Performanceabscha¨tzung ein auszuwa¨hlendes Pre-
fetchingverfahren, falls beno¨tigt. Ergebnis ist das Hypermedium, hier inklusive der im Voraus
getroffenen Ladeentscheidungen des Prefetchingverfahrens in Form eines Navigationsbaums.
Nutz- wie Ladezeiten des Hypermediums stellen im Gegensatz zur Modellannahme in der Pra-
xis variierende Gro¨ßen dar. Nutzerabha¨ngige Schwankungen lassen sich mit jeweils nutzerbezo-
genen Navigationsba¨umen darstellen. Jedoch unterliegen die Gro¨ßen auch fu¨r einen einzelnen
Nutzer Schwankungen. Hier wird sich bewusst von in der Literatur u¨berwiegend verwendeten
stochastischen Modellen gelo¨st, die explizit die Varianz der Gro¨ßen mit Hilfe von parametri-
sierten Verteilungskurven darstellen. Die Vereinfachung reduziert die Komplexita¨t der Problem-
stellungen. Damit werden die Modelle aus algorithmischer Sicht wesentlich einfacher fassbar
und sind im Rahmen des Untersuchungsziels sinnvoll. Nutz- und Ladezeiten ko¨nnen so gewa¨hlt
werden, dass sie Extreme des zu erwartenden Antwortzeitverhaltens darstellen.
Die Diskussion der gewa¨hlten Bedingungen und Zielstellungen ist damit abgeschlossen.
3.5 Diskussion grundlegender Modelleigenschaften
Aus den getroffenen Modellannahmen ergeben sich fu¨r Offline- und Online-Modell grundlegen-
de Modelleigenschaften. Als grundlegend werden hier solche Modelleigenschaften angesehen,
welche wesentlich auf die Konstruktion mo¨glicher Lo¨sungsverfahren fu¨r die formulierten Opti-
mierungsprobleme wirken.
Fu¨r Optimierungsprobleme des Offline-Modells redundanter Navigationsba¨ume wird die Kom-
plexita¨t untersucht, um die Rechenbarkeit potenziell mo¨glicher Optimierungsverfahren zu be-
werten.22 Aus den Ergebnissen folgend werden zwei Mo¨glichkeiten zur Relaxation aufgezeigt.
Aus der jeweiligen Relaxation sich ergebende Lo¨sungsverfahren sind dann Gegenstand des
na¨chsten Kapitels 4.
Die Untersuchungsergebnisse zur Rechenbarkeit und Relaxation wirken auch auf die Kon-
struktion von Lo¨sungsverfahren fu¨r Optimierungsprobleme des Online-Modells. Jedoch von
besonderem Interesse sind fu¨r Lo¨sungsverfahren des Online-Modells die Auswirkungen der
angenommenen unsicheren Informationen. Deshalb wird fu¨r das Spektrum sinnvoll mo¨glicher
Lo¨sungsverfahren des Online-Modells eine komperative Analyse in Form einer Kompetitivita¨ts-
analyse vorgenommen. Es wird die Situation der Entscheidung bei Unsicherheit u¨ber zuku¨nf-
tige Informationen mit der Situation der Entscheidung bei vollsta¨ndiger Information u¨ber die
Zukunft verglichen. Dadurch lassen sich Aussagen u¨ber die Gu¨te etwaiger Lo¨sungsverfahren
im Vergleich zum Bestmo¨glichen treffen.
21Rechnernetzstrukur und -kapazita¨ten
22Da redundante Navigationsba¨ume eine Verallgemeinerung nicht redundanter Ba¨ume darstellen, ist in einem
ersten Schritt die Untersuchung des Modells allein fu¨r redundante Ba¨ume ausreichend.
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3.5.1 Komplexita¨t der Optimierungsprobleme des Offline-Modells
fu¨r redundante Navigationsba¨ume
In diesem Abschnitt wird gezeigt, dass die Optimierungsprobleme des Offline-Modells fu¨r red-
undante Navigationsba¨ume mindestens genauso schwer lo¨sbar sind wie Probleme der Klasse
NPC und damit fu¨r beliebig große Probleminstanzen als schwer rechenbar einzustufen sind.23
Es sei angenommen, dass das Optimierungsproblem oP Probleminstanzen der fu¨nf Optimie-
rungsprobleme des Offline-Modells fu¨r redundante Navigationsba¨ume beschreibt:
oP ∈ {2MLB∗,MSLB∗,2MLS∗,2MSLS∗,MSLS∗}, (3.25)
wobei oP dann folgende Struktur besitzt:
Optimierungsproblem oP
Probleminstanz: Gegeben ist eine Probleminstanz bestehend aus
redundantem Navigationsbaum, Nebenbedingungen des Offline-
Modells und Zielfunktion eines der fu¨nf Optimierungsprobleme
2MLB∗,MSLB∗,2MLS∗,2MSLS∗ und MSLS∗.
Gesucht ist entsprechend der Zielfunktion der Zielfunktionswert fu¨r die
gegebene Probleminstanz.
Es wird gezeigt, dass folgender Satz gilt:
Satz 3.1 oP ∈ NP−hart,
wobei ein NP− hartes Optimierungsproblem mindestens so schwer lo¨sbar ist, wie ein NP-
vollsta¨ndiges Entscheidungsproblem (vgl. [Weg93], S. 45). Der Satz besta¨tigt die zu Beginn
dieses Abschnitts aufgestellte Behauptung.
Beweis von Satz 3.1: Um den Satz besta¨tigen zu ko¨nnen, wird ein zum Optimierungsproblem
oP korrespondierendes Entscheidungsproblem eP formuliert, fu¨r welches gezeigt werden soll:
eP≤p oP und eP ∈ NPC (3.26)
Das Optimierungsproblem oP ist NP-hart, wenn ein NP-vollsta¨ndiges Problem, hier eP, poly-
nomiell auf oP reduzierbar ist. Das heißt, es existiert eine polynomielle Transformation fu¨r alle
Probleminstanzen des eP nach Instanzen des oP.24
Das Entscheidungsproblem eP sieht wie folgt aus:
23NPC umschreibt die Menge der nichtdeterministisch polynomial vollsta¨ndig (engl. complete) lo¨sbaren Ent-
scheidungsprobleme (vgl. [Weg93], S. 45).
24Vgl. zur polynomiellen Reduktion [Weg93], S.43.
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Entscheidungsproblem eP
Probleminstanz: Gegeben ist eine Probleminstanz des Optimierungs-
problems oP und ein Wert z.
Gesucht ist eine Antwort auf die Frage: Existiert fu¨r die gegebene Pro-
bleminstanz ein Lo¨sungswert kleiner als z?
um zu zeigen, dass 3.26 gilt, ist zu zeigen, dass folgende Lemma gelten:
Lemma 3.2 eP≤p oP
sowie zum Nachweis von eP ∈ NPC
Lemma 3.3 eP ∈ NP
und
Lemma 3.4 3DM ≤p eP,
wobei 3DM das NP-vollsta¨ndige Entscheidungsproblem 3-Dimensionales Matching ist und
noch beschrieben wird.25
Beweis von Lemma 3.2: Der Nachweis ist trivial, denn fu¨r eine gegebene Probleminstanz des
Entscheidungsproblems des eP kann ein Optimalwert mit einem Lo¨sungsverfahren fu¨r oP be-
stimmt werden. Ist dieser Wert gro¨ßer als z aus eP, dann ist eP mit ”nein“ und sonst mit ”ja“ zubeantworten.
Lemma 3.2 kann besta¨tigt werden. 
Beweis von Lemma 3.3: Das Entscheidungsproblem eP geho¨rt genau dann der Klasse NP
an, wenn ein Zeuge, der die Antwort ”ja“ auf die obige Frage besta¨tigen kann, als ein sol-cher auch mit polynomial begrenztem Rechenzeit- und Speicherplatzaufwand, soll hier heißen
effizient, verifiziert werden kann (vgl. [Weg93], S.39). Hier ist der Zeuge fu¨r eine gegebene
Probleminstanz die Wertebelegung einer n×n großen Entscheidungsmatrix X , wie sie mit dem
Offline-Modell definiert wurde.26
Es ist leicht zu erkennen und soll deshalb nicht weiter diskutiert werden, dass in Abha¨ngig-
keit von der Anzahl der Knoten des Baums fu¨r einen gegebenen redundanten Navigationsbaum
gepru¨ft werden kann, ob die n×n Entscheidungsvariablen xi j der Entscheidungsmatrix X den
Nebenbedingungen 3.8 bis 3.12, S.65ff. des Offline-Modells genu¨gen.27 Aus einer Entschei-
dungsmatrix und den Ladezeiten der Knoten des Baums lassen sich mit einem Aufwand von
25Lemma 3.3 und 3.4 beschreiben die beiden Eigenschaften NP-vollsta¨ndiger Probleme. Zum Beispiel sind in
[ALR99] oder [GJ79] theoretische Grundlagen eines Nachweises der NP-Vollsta¨ndigkeit eines Problems ausfu¨hr-
lich dargestellt.
26Siehe S.3.3.1
27Jede dieser Bedingungen kann fu¨r beliebige Probleminstanzen mit einem Rechenzeit- wie Speicherplatzauf-
wand je Entscheidungsvariable von O(n2) gepru¨ft werden.
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O(n2) die Restladezeiten der Knoten und damit auch der jeweils optimale Zielfunktionswert
effizient ermitteln.28
Damit ist Lemma 3.3 zu besta¨tigen. 
Beweis von Lemma 3.4: Zum Nachweis wird zuerst das Problem 3-Dimensionales-Matching
(3DM) in Anlehnung an die Beschreibung in [ALR99] dargestellt. Dann werden spezielle Pro-
bleminstanzen aus eP durch Formulieren eines weiteren Entscheidungsproblems ERL zusam-
mengefasst. Deren optimale Lo¨sung kann dazu verwendet werden, beliebige Probleminstanzen
von 3DM mit einem polynomiellen Transformationsverfahren optimal zu lo¨sen. Zum endgu¨lti-
gen Nachweis der NP-Vollsta¨ndigkeit von eP ist zu zeigen, dass beliebe Probleminstanzen von
3DM polynomiell in Probleminstanzen von ERL transformiert werden ko¨nnen sowie deren op-
timale Lo¨sungen polynomiell in optimale Lo¨sungen des 3DM transformierbar sind.
Entscheidungsproblem 3-Dimensionales Matching
Probleminstanz: Gegeben sind die Mengen W,X ,Y mit jeweils
q = |W |= |X |= |Y | Elementen und die Menge S⊆W ×X ×Y .
Gesucht ist eine Antwort auf die Frage: Entha¨lt S ein Matching, d.h.
eine Untermenge S′ ⊆ S, so dass |S′| = q und keine zwei Tripel in S′ in
irgendeiner Koordinate u¨bereinstimmen?
Das Problem 3DM ist NP-vollsta¨ndig (vgl. [ALR99], S.28-7).
Die folgende Problemstellung beschreibt spezielle Probleminstanzen von eP.
28Zum Ermitteln des Werts ko¨nnen die im folgenden Kapitel angegebenen, jeweils effizienten Funktionen  
	
 fu¨r die Zielstellungen fu¨r nicht redundante Navigationsba¨ume verwendet werden.
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Entscheidungsproblem Einfaches ”redundantes“ Ladeproblem (ERL)
Probleminstanz: Gegeben ist eine Zielfunktion Z aus eP und ein redun-
danter Navigationsbaum B mit den folgenden speziellen Eigenschaften
sowie den Gruppen G der Knoten entsprechend der Gruppenzugeho¨rig-
keit Gk eines jeden Knotens.
• Die Ladezeit aller Knoten, exklusive der Wurzel des Baums, ist
1.
• Das Objekt des Wurzelknotens ar wird 3q+ q Zeiteinheiten ge-
nutzt. Die Ladezeit des Wurzelknotens betra¨gt Null.
• Der Baum besteht aus 3q = |W |+ |X |+ |Y | Teilba¨umen Ti 	= B,
dessen Wurzelknoten direkte Kinder von ar sind, wobei die Men-
gen W,X ,Y aus den Elementen wj,x j,y j, j = 1 . . .q bestehen.
• Zu jedem Element der Mengen W,X ,Y existiert genau ein Teil-
baum Ti mit jeweiligem Wurzelknoten ai = wj, ai = x j oder
ai = y j mit jeweils speziell gewa¨hlten Nutzzeiten uˆi der Art
ai = {o, uˆi, i = 1}. Jeder dieser Wurzelknoten ai solch eines Teil-
baums Ti ist ein nicht redundanter Knoten:
∀wj ∈ B ∃Gk ∈ B : Gk = {wj}
∀x j ∈ B ∃Gk ∈ B : Gk = {x j}
∀y j ∈ B ∃Gk ∈ B : Gk = {y j}
(3.27)
• Jeder dieser Wurzelknoten wj,x j,y j eines Teilbaums hat genau uˆi
Kindknoten, welche Bla¨tter sind.
• Alle Knoten der Teilba¨ume mit den Wurzelknoten genau einer
Menge W , X oder Y enthalten nur zueinander nicht redundante
Knotenpaare. Damit gilt fu¨r jede Gruppe zueinander redundanter
Knoten:
∀Gk ∈ B : |Gk| ≤ 3 (3.28)
Gesucht ist eine Antwort auf die Frage: Existiert eine Lo¨sung mit dem
Zielfunktionswert Null auch dann, wenn die Nutzzeiten der Objekte in
den Knoten wj,x j,y j, j = 1 . . .q nicht uˆi sondern uˆ∗i = uˆi−1 betra¨gt?
Es entsteht ein Baum aus dem ersten bis dritten Knotenniveau: Wurzelknoten, alle direkten
Kinder der Wurzel und alle Blattknoten. Der Baum ist in Abbildung 3.5 dargestellt. Fu¨r jedes der
fu¨nf Ziele muss ein optimaler Lo¨sungswert von Null fu¨r beliebige Probleminstanzen von ERL
existieren, weil der Baum entsprechend der Knotenniveaus 1,2 und 3 folgende Knotenanzahl
|A| entha¨lt
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Abbildung 3.5: Baumstruktur beliebiger Probleminstanzen aus ERL
|A|= N1 +N2 +N3
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(3.29)
und die Ladezeit aller Knoten, außer der Wurzel, 1 betra¨gt sowie die Nutzzeiten ermo¨glichen,
dass die Knoten des Niveaus 2 und 3 vollsta¨ndig geladen werden ko¨nnen. Die Objekte der
jeweiligen Elternknoten des daru¨ber liegenden Niveaus werden mindestens so lange genutzt,
wie das Laden aller Objekte der jeweiligen direkten Kindknoten des darunter liegenden Niveaus
in Anspruch nimmt.
Der Zielfunktionswert muss jedoch nicht Null sein, wenn die Nutzzeiten der Objekte in den
Knoten des zweiten Niveaus um 1 auf uˆ∗i gesenkt werden. Genau dann ko¨nnen 2q Knoten nicht
geladen werden, wenn der Baum nur nicht redundante Knoten enthalten wu¨rde.
Als na¨chstes wird eine fu¨r den Nachweis des Lemmas interessante Eigenschaft von optimalen
Lo¨sungen des ERL mit der folgenden Bemerkung betrachtet. Dazu sind sogenannte redundante
Knotentripel von Interesse.
Definition: Redundante Knotentripel sind zueinander redundante Knoten, welche genau einer
Gruppe Gk ∈ B angeho¨ren. Die Knoten eines solchen Tripels einer Probleminstanz von ERL mit
Ladezeit 1 enthalten alle ein Objekt, welches laut Modelldefinition fu¨r zueinander redundante
Knoten in einer Einheit Nutzzeit eines Aufenthaltsknotens a∗ geladen werden kann, wenn alle
Knoten dieser Objekte sich im selben Teilbaum mit Wurzel a∗ befinden.29 
29Siehe Modellbedingung 3.9, S.65
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Bemerkung: Nur wenn in der Menge aller Blattknoten A∗ ⊂A genau q redundante Knotentripel
S∗ existieren, wobei jeder Knoten der Tripel auch nur genau einmal in genau einem Tripel
enthalten ist, dann ist der optimale Zielfunktionswert auch dann Null, wenn die Nutzzeiten der
Knoten des zweiten Niveaus nicht jeweils uˆi sondern uˆ∗i = (uˆi−1) betragen.
Dazu die folgenden Erkla¨rungen:
Um alle Objekte der nicht redundanten Knoten des zweiten Niveaus zu laden, muss 3q Nutzzeit
der Wurzel verwendet werden. Das heißt, 3q Zeiteinheiten der Nutzzeit des Wurzelknotens
mu¨ssen zum Laden aller Objekte aus Knoten des zweiten Niveaus verwendet werden, wenn der
Zielfunktionswert Null betra¨gt. Es verbleiben q Zeiteinheiten Nutzzeit des Wurzelknotens zum
Laden von Objekten von Blattknoten.
Die jeweils uˆ∗i Einheiten Nutzzeit der 3q Wurzelknoten des zweiten Niveaus reichen jeweils
genau dazu aus, um alle Objekte bis auf eines der Blattknoten eines Teilbaums vollsta¨ndig
zu laden, weil alle Knoten jedes Teilbaums mit Wurzel im zweiten Niveau zueinander nicht
redundant sind.
Es verbleiben damit genau 3q Knoten, jeweils ein Kindknoten zu jedem Knoten des zweiten
Niveaus, deren Objekte nicht geladen werden ko¨nnen. Diese 3q Knoten ko¨nnen genau dann in
den restlichen q Zeiteinheiten Nutzzeit der Wurzel geladen werden, wenn diese q zueinander
redundante Knotentripel bilden.
Existieren nur q−1 zueinander redundante Knotentripel, dann mu¨ssen mindestens drei Knoten
existieren, welche mindestens zwei Gruppen angeho¨ren und damit nur in zwei Zeiteinheiten
vollsta¨ndig geladen werden ko¨nnen. Somit sind zum Laden der verbleibenden 3q Blattknoten
nicht q sondern q+1 Zeiteinheiten Nutzzeit der Wurzel notwendig. Da jedoch nur q Zeiteinhei-
ten zum Laden der Objekte dieser Menge Blattknoten zur Verfu¨gung stehen, muss mindestens
ein Knoten im Baum existieren, dessen Restladezeit gro¨ßer Null ist. Dann ist der Zielfunktions-
wert fu¨r alle Funktionen aus Z gro¨ßer Null.
Die obige Bemerkung ist nachvollzogen worden.
Um nun die Gu¨ltigkeit von Lemma 3.4 nachzuweisen, soll mit Hilfe oben erla¨uterter Bemerkung
gezeigt werden, dass jede beliebe Probleminstanz aus 3DM mit polynomiell in Abha¨ngigkeit
von |S| und q in eine Probleminstanz von ERL transformiert werden kann. Weiterhin wird ge-
zeigt, wie aus der optimalen Lo¨sung einer Probleminstanz von ERL auf eine optimale Lo¨sung
fu¨r 3DM mit polynomiell beschra¨nktem Aufwand geschlossen werden kann.
Dazu wird jedes Tripel (wh ∈W,xi ∈ X ,y j ∈ Y ) aus S in 3DM nach ERL u¨berfu¨hrt, indem zu
jedem Element des Tripels genau ein Blattknoten existiert, welcher dem Teilbaum mit Wurzel
wh, xi oder y j angeho¨rt. Diese Blattknoten bilden jeweils ein redundantes Knotentripel. Sie
geho¨ren genau einer Gruppe an, welche auch nicht mehr Knoten entha¨lt. So entsteht zu jedem
Tripel in S genau eine Gruppe, das heißt insgesamt |S| Gruppen.
Der Baum entha¨lt damit 3 · |S| Blattknoten, 3q Knoten des zweiten Niveaus und den Wurzel-
knoten: insgesamt 3|S|+3q+1 Knoten und um eins weniger Kanten sowie |S|+3q+1 Kno-
tengruppen. Die Objekte der Knoten ai des zweiten Niveaus werden uˆ∗i Zeiteinheiten genutzt.
Existiert eine optimale Lo¨sung gleich Null fu¨r jede so generierte Probleminstanz, dann mu¨ssen
in ihr laut obiger Bemerkung q redundante, aus Blattknoten des Baums bestehende Knotentri-
pel mit S∗ enthalten sein. Jedes dieser Tripel geho¨rt zu genau einer Knotengruppe, welche ein
bestimmtes Tripel aus S repra¨sentiert. Jede Knotengruppe ist genau so konstruiert, dass zu ihr
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jeweils genau ein Blattknoten existiert, der einem Element aus W , einem aus X und einem aus
Y entspricht. Auch ko¨nnen keine zwei Blattknoten in S∗ enthalten sein, welche dasselbe Ele-
ment aus W , X oder Y symbolisieren, weil in S∗ jeweils nur ein Blattknoten jedes Teilbaums
mit Wurzel des zweiten Niveaus enthalten sein kann, wenn der Zielfunktionswert Null ist.
Die q Gruppen der 3q Blattknoten aus S∗ repra¨sentieren das gesuchte Matching S′ fu¨r 3DM
bei einem Optimalwert Null. Die gesuchte Antwort fu¨r die Probleminstanz aus 3DM ist dann
”ja“. Ist der optimale Wert gro¨ßer Null, dann kann eine solche Menge von q Tripeln, die denEigenschaften von S′ aus 3DM entspricht, nach der obigen Bemerkung fu¨r S nicht existieren.
3DM ist mit ”nein“ zu beantworten.
Demnach ist Lemma 3.4 zu besta¨tigen, weil die Menge aller mit ERL definierten Problemin-
stanzen eine Teilmenge der Probleminstanzen von eP ist. 
Lemma 3.2, 3.3 und 3.4 sind besta¨tigt worden. Somit ist auch Satz 3.1 korrekt.30 
Die NP-Ha¨rte der Optimierungsprobleme des Offline-Modells basierend auf redundanten Navi-
gationsba¨umen hat zur Folge, dass nicht erwartet werden kann, dass ein fu¨r deren Lo¨sung effizi-
entes, das heißt mit polynomiell begrenztem Aufwand rechenbares, Verfahren existiert, welches
auch fu¨r große Problemumfa¨nge praktikabel einsetzbar optimale Lo¨sungen berechnet. Deshalb
ist es sinnvoll, Relaxationen der Optimierungsprobleme zu betrachten, die zu effizient rechen-
baren Optimierungsverfahren fu¨hren. In dieser Arbeit werden zwei Relaxationen betrachtet. Es
wird die Nebenbedingung der Ganzzahligkeit fu¨r die Entscheidungsvariablen relaxiert31, indem
reellwertige Entscheidungsvariablen angenommen werden, und es werden Optimierungsziele
allein fu¨r nicht redundante Navigationsba¨ume, wie mit den Zielstellungen ohne ”
∗ “ bereits
formuliert32, betrachtet. Lo¨sungsverfahren unter beiden Relaxationen werden im na¨chsten Ka-
pitel 4 betrachtet. Vorausblickend sei kurz erwa¨hnt, dass unter der Bedingung nicht redundanter
Navigationsba¨ume alle Zielstellungen, dass heißt ohne ”
∗ “ markiert, effizient optimal gelo¨st
werden ko¨nnen und dass unter der Bedingung reellwertiger Entscheidungsvariablen ein effizi-
entes Approximationsverfahren fu¨r alle Ziele des Offline-Modells angegeben werden kann, aber
dessen Gu¨te polynomiell abha¨ngig von der Ho¨he des Navigationsbaums ist.
Damit ist die grundlegende Eigenschaft des Offline-Modells herausgearbeitet worden. Im Fol-
genden wird das Online-Modell betrachtet.
3.5.2 Komparative Analyse des Online-Modells
Fu¨r das Online-Modell ist zu kla¨ren, wie der spekulative Charakter eines Prefetchingverfahrens,
modelliert durch eingeschra¨nkt verfu¨gbare Informationen, die zu erwartende Gu¨te von Lo¨sungs-
verfahren der beiden Optimierungsprobleme beeinflusst. Da eine optimale Lo¨sung nicht erwar-
tet werden kann, spielen die Abscha¨tzung von Rechenzeit- sowie Speicherplatzaufwand zur
Konstruktion einer solchen eine untergeordnete Rolle. Als viel bedeutender ist einzuscha¨tzen,
welcher Wert dem Einsatz eines Prefetchingverfahrens sowie den von diesem beno¨tigten Infor-
mationen beizumessen ist.
30Die NP-Ha¨rte von oP, fu¨r Probleminstanzen, in welchen Knotengruppen mit zwei zueinander redundanten
Knoten enthalten sind, ist bis jetzt nicht gelungen. Jedoch vermutet der Autor, dass auch diese schon NP-hart sind.
Es wurde versucht, entsprechende Problemstellungen in Form von effizient lo¨sbaren Flussproblemen zu formulie-
ren. Dies ist jedoch nicht gelungen.
31Vgl. Definition ”Entscheidungsvariablen“, S.6532Vgl. Optimierungsziele 3.16-3.20, S.67ff.
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Dazu wird die Kompetitivita¨tsanalyse als eine Methode der vergleichenden Analyse des Outputs
eines Online-Algorithmus im Verha¨ltnis zum Output eines Referenz-Algorithmus, i.d.R. eines
korrespondierenden optimalen Offline-Algorithmus, gewa¨hlt.33
Hier soll diese Analysetechnik dazu verwendet werden, das Anwendungspotential von mo¨gli-
chen Algorithmen zur Lo¨sung der ProblemstellungenMDS bzw. MDS∗ und 2MDS bzw. 2MDS∗
abzuscha¨tzen. Dazu werden jeweils zwei Algorithmen ALG und OPT verwendet, welche die
gesamte Bandbreite sinnvoller Lo¨sungsverfahren zur Lo¨sung des Optimierungsproblems auf-
spannen. Die beiden Algorithmen stellen eine untere (OPT ) und eine obere Schranke (ALG)
bezu¨glich der Optimierungsergebnisse sinnvoller Lo¨sungsverfahren dar. OPT stellt den be-
reits erwa¨hnten optimalen Offline-Algorithmus mit vollsta¨ndigem Wissen u¨ber die Inputse-
quenz bzw. u¨ber zuku¨nftiges Wissen dar. ALG ist hier ein Verfahren, welches in Bezug auf
die obere Schranke gerade noch als sinnvoll anzunehmen ist. Es werden Optimierungsentschei-
dungen ohne Kenntnis u¨ber die Zukunft betreffende Informationen gefa¨llt. ALG erha¨lt damit
nur eingeschra¨nkt Kenntnis u¨ber die Inputsequenz. ALG muss nicht zwangsla¨ufig innerhalb ei-
ner solchen Analyse ein Online-Verfahren sein, deshalb die Benennung mit ”ALG“, stellt aberhier als Repra¨sentant fu¨r Lo¨sungsverfahren von MDS, MDS∗ und 2MDS, 2MDS∗ jeweils ein
solches dar. Die vier Problemstellungen sind Online-Probleme, so dass ALG in dieser Arbeit
ein Online-Probleme lo¨sendes Verfahren ist und deshalb im weiteren Verlauf mit ”ON“ be-zeichnet wird. Die Kompetitivita¨tsanalyse wird hier eingesetzt, um zu kla¨ren, welcher Wert der
Kenntnis von Informationen u¨ber die Zukunft im Vergleich zu deren Unkenntnis beizumes-
sen ist, die fu¨r die angestrebte optimale Lo¨sung des jeweiligen Online-Optimierungsproblems
notwendig wa¨ren.34 Im Gegensatz zur klassischen Analyse durchschnittlicher Fa¨lle von Prefet-
chingverfahren, modelliert mittels stochastischer Modelle, welche Kenntnisse bzw. Hypothesen
zur Definition durchschnittlicher Fa¨lle voraussetzt35, wird mit der Kompetitivita¨tsanalyse eines
Prefetchingverfahrens im Vergleich zum Referenzverfahren gepru¨ft, um welche Gro¨ßenordnung
sich die Optimierungsergebnisse beider Verfahren maximal voneinander unterscheiden ko¨nnen.
Es handelt sich dabei um die Analyse der schlechtesten Fa¨lle des Online-Verfahrens in Relation
zum Referenzverfahren. Als Referenzverfahren wird hier ein streng ideales Prefetchingverfah-
ren angenommen.
Zur kompetitiven Analyse sind vorab einige Definitionen notwendig.
Definition: Der Online-Algorithmus ON ist fu¨r alle mo¨glichen endlichen Inputsequenzen S c-
kompetitiv, wenn zwei Konstanten c und α fu¨r jede dieser Inputsequenzen seq ∈ S existieren,
fu¨r die gilt:
ON(Iˆ(seq))≤ c ·OPT(I(seq))+α (3.30)

Algorithmus OPT ist ein Offline-Algorithmus, welcher fu¨r ein gegebenes Minimierungspro-
blem eine optimale Lo¨sung mit dem Wert OPT (I(seq)) bei vollsta¨ndiger Information I u¨ber die
33Diese Analysetechnik zur Abscha¨tzung der Lo¨sungsgu¨te von Online-Algorithmen im Vergleich zu Offline-
Algorithmen wurde von Slator und Tarjan erstmals in [ST85] systematisch zur Diskussion des ”List AccessingProblem“ genutzt. Eine ausfu¨hrliche Einfu¨hrung in diese Analysetechnik von Allan Borodin und Ran El-Yaniv ist
in [BE98] zu finden.
34Mit dem Wissen u¨ber den Wert der Informationen la¨sst sich gegebenenfalls auch der Wert eines optimalen
Offline-Verfahrens relativieren, wenn dieses praktisch nicht einsetzbar wa¨re.
35Vgl. beispielsweise die Ausfu¨hrungen von Khan und Tao in [KT01], welche Verzo¨gerungsdauern wa¨hrend ei-
ner Session hochrechnen, indem sie Eintrittswahrscheinlichkeiten fu¨r das Stellen bestimmter Anfragen und Wahr-
scheinlichkeitsverteilungen fu¨r die Dauer der Nutzung der angefragten Daten annehmen.
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Inputsequenz seq ermittelt.36 Dem gegenu¨ber lo¨st ON dasselbe Minimierungsproblem mit dem
Wert ON(Iˆ(seq)), jedoch bei eingeschra¨nkter Information Iˆ u¨ber seq.
Definition: Existieren ein c und ein α = 0, welche Ungleichung 3.30 erfu¨llen, wird Algorithmus
ON auch strikt c-kompetitiv genannt (vgl. [BE98], S.3). 
Ein Online-Algorithmus wie ON besitzt keine Informationen u¨ber die Zukunft. Seine zu be-
stimmten Zeitpunkten getroffenen Entscheidungen basieren gegenu¨ber einem Offline-Algorith-
mus jeweils nur auf Informationen der Vergangenheit und Gegenwart.
Satz 3.5 Fu¨r die Optimierungsprobleme der Ziele MDS und MDS∗ gilt, dass jedes sinnvolle
Online-Lo¨sungsverfahren strikt 2-kompetitiv ist.
Innerhalb des folgenden Beweises wird genauer darauf eingegangen, was unter einem noch
sinnvollen bzw. einem nicht sinnvollen Lo¨sungsverfahren verstanden wird. Zuvor werden zur
Kompetitivita¨tsanalyse die einzelnen Komponenten fu¨r die vorgegebene Problemstellung zu-
sammengefasst:
seq ∈ S: Die Inputsequenz seq der beiden Algorithmen setzt sich aus der Session sm1 und dem
Navigationsbaum B zusammen.
Iˆ(sm1 ,B) und I(s
m
1 ,B): Die beiden Funktionen modellieren die jeweils fu¨r ON und OPT zur
Verfu¨gung stehenden Informationen u¨ber s und B.
Die Informationsfunktion I(sm1 ,B) liefert OPT alle Informationen u¨ber s
m
1 und B, um eine
optimale Lo¨sung finden zu ko¨nnen. Das sind Informationen u¨ber:
• die Menge aller anforderbaren Objekte mit deren Lade- und Nutzzeiten, dass heißt
alle in B enthaltenen Aufenthaltsknoten (A) und deren Verknu¨pfung sowie
• die Reihenfolge, in der die m Objekte zur Nutzung angefordert werden (sm1 ).
Demgegenu¨ber liefert Iˆ(sm1 ,B) dem Verfahren ON nur eingeschra¨nkte Informationen u¨ber
s. Das sind Informationen u¨ber:
• die Menge aller potentiell in s enthaltenen Knoten (A) mit deren Ladezeiten, deren
mo¨gliche Reihenfolgen innerhalb einer Session sowie
• alle bis zum Zeitpunkt t(sii) an den lokalen Cache gelieferten Antworten.
Damit besitzt ON keine Informationen u¨ber die von der lokalen Anwendungskom-
ponente initiierten und auf den gegenwa¨rtigen Zeitpunkt t(sii) folgenden Anfragen
der Session, das heißt u¨ber die Menge aller in smi+1 enthaltenen Aufenthaltsknoten.
Der Zeitpunkt t(sii), das heißt wann das i-te Objekt der Session angefragt wird, ergibt
sich aus der Sessiondauer bis zu diesem Zeitpunkt D(si−11 ), welche sich wiederum
aus den vom Lo¨sungsverfahren getroffenen Entscheidungen, den daraus folgenden
Restladezeiten und der Reihenfolge der Knoten in si−11 ergibt. Der Anforderungs-
zeitpunkt des ersten Objekts der Session steht fest.
36Ebenso ko¨nnen Maximierungsprobleme betrachtet werden. Das c-fache von OPT (I(seq)) und einer additiven
Konstante α darf nicht unterschritten werden (ON(Iˆ(seq))≥ c ·OPT(I(seq))−α).
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OPT (I(sm1 ,B)) und ON(Iˆ(s
m
1 ,B)): Der Offline- sowie der Online-Algorithmus erzeugen fu¨r ei-
ne Inputsequenz eine im Regelfall voneinander verschiedene Folge von Ladeentscheidun-
gen Xi, i= t(sii) fu¨r die Entscheidungszeitpunkte t(s11) . . .t(sii) . . .t(smm).
Die gewa¨hlten Zeitpunkte werden deshalb als sinnvoll erachtet, weil ON zwischen zwei
Zeitpunkten t(sii) und t(s
i+1
i+1) keine zusa¨tzlichen Informationen erha¨lt, so dass fu¨r diesen
Zeitraum zum Zeitpunkt t(sii) alle Entscheidungen getroffen werden ko¨nnen. Das Ver-
fahren ON wird so fu¨r jeden Zeitpunkt eine Entscheidungsmatrix in diesem Zeitpunkt
generieren. Auch OPT generiert fu¨r jeden Zeitpunkt eine solche Matrix, jedoch kann die-
ses einmalig schon zum ersten Entscheidungszeitpunkt passieren. Beno¨tigte Rechenzeit
zur Entscheidungsfindung wird hier vernachla¨ssigt.
In Abbildung 3.6 ist eine Beispielsession mit drei zueinander nicht redundanten Knoten in der
Reihenfolge a1, a2, a3 sowie deren Lade- und Nutzzeiten dargestellt. Die Abbildungen 3.7
und 3.8 sowie die dazugeho¨rigen Entscheidungsmatrizen in Tabelle 3.1 stellen zwei mo¨gliche
Abfolgen von Laden und Nutzen der Objekte dieser Knoten dar.
a2
a1
a3
. . .
. . .
Knoten
a1 a2 a3
 2 2 2
u 1 2 1
Abbildung 3.6: Beispielsession bestehend aus drei Knoten (links) und Lade- sowie Nutzzeiten
(rechts)
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Abbildung 3.7: Zeitliche Abfolge ohne Laden wa¨hrend des Nutzens von Objekten
Abbildung 3.7 illustriert die Lo¨sung eines Verfahrens, welches wa¨hrend des Nutzens eines Ob-
jektes keines der zuku¨nftig zu nutzenden Objekte anfragt. Demgegenu¨ber ist in Abbildung 3.8
eine mo¨gliche Abfolge von Laden und Nutzen dargestellt, mit dem Ziel, die Sessiondauer zu mi-
nimieren. Das Objekt aus Knoten a3 kann fru¨hestens nach 6 Zeiteinheiten genutzt werden, weil
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Abbildung 3.8: Zeitliche Abfolge bei ho¨chst mo¨glicher Parallelisierung von Laden und Nutzen
der Objekte nach Probleminstanz aus Abb. 3.6
erst dann das Laden aller Objekte der Vorga¨ngerknoten (a1,a2) abgeschlossen ist. Alle Objekte
der Knoten aus s31 werden ununterbrochen geladen, so dass keine Abfolge von Entscheidungen
bei ku¨rzerer Sessiondauer existieren kann. Damit ist die ku¨rzest mo¨gliche Sessiondauer dieser
Session 7 Zeiteinheiten.
Fu¨r die angegebenen Lo¨sungen der Instanz ergeben sich die Entscheidungsmatrizen aus Tabelle
3.1.
Bemerkung: Ist zu einem beliebigen Zeitpunkt einer Session die Restladezeit eines Aufent-
haltsknotens gro¨ßer Null und dessen Objekt wurde bereits bzw. wird zu diesem Zeitpunkt von
der lokalen Anwendungskomponente angefragt, dann ist dieses Objekt ab dem Zeitpunkt von
der Dauer des Werts der Restladezeit in den lokalen Cache zu laden.
Das ergibt sich direkt aus der Forderung, dass nicht von lokalen Anwendungskomponenten an-
gefragte Objekte ausschließlich wa¨hrend der Nutzzeit anderer Objekte geladen werden du¨rfen.37
Weiterhin sind die Matrizen Xi so strukturiert, dass alle Entscheidungen der Vorga¨ngermatrix
jeweils erhalten bleiben. Eine Matrix Xi bildet so jeweils die Summe aller Entscheidungen aus
Vergangenheit und Gegenwart ab. Die Matrizen der einzelnen Zeitpunkte, von OPT erzeugt,
unterscheiden sich nicht, da zu jedem Zeitpunkt dieselben Informationen zur Verfu¨gung stehen.
Jedoch differieren die Restladezeiten der Entscheidungszeitpunkte, weil bis zu jedem Zeitpunkt
unterschiedlich viel Nutzzeit zur Verfu¨gung stand.
Beweis von Satz 3.5: In den folgenden Ausfu¨hrungen wird die Summe der Zeiteinheiten aller
Nutz- und Ladezeiten passend zu einer Session s mit ν(s) und λ(s) zusammengefasst:
ν(s) =
∑
∀ai∈s
ui (3.31)
λ(s) =
∑
∀ai∈s
i (3.32)
Auch Bereichsausschnitte von s ko¨nnen so angegeben werden. So beschreibt zum Beispiel λ(si1)
die Summe aller Ladezeiten der ersten i Aufenthaltsknoten einer Session sm1 . Es sind mindestens
37Vgl. Definition der Aufenthaltsknoten, S.62
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ON Restladezeiten
Entscheidungsmatrizen Xi, i = 1,2,3 in t(sii)
x11 x12 x13 x21 x22 x23 x31 x32 x33 r1 r2 r3
Xt(s11) 0 0 0 0 0 0 0 0 0 2 2 2
Xt(s22) 0 0 0 0 0 0 0 0 0 0 2 2
Xt(s33) 0 0 0 0 0 0 0 0 0 0 0 2
OPT Restladezeiten
Entscheidungsmatrizen Xi, i = 1,2,3 in t(sii)
x11 x12 x13 x21 x22 x23 x31 x32 x33 r1 r2 r3
Xt(s11) 0 1 0 0 0 2 0 0 0 2 2 2
Xt(s22) 0 1 0 0 0 2 0 0 0 0 1 2
Xt(s33) 0 1 0 0 0 2 0 0 0 0 0 0
Tabelle 3.1: Entscheidungsmatrizen des Beispiels aus Abb. 3.7, S.90 fu¨r ON und OPT
λ(si1) Zeiteinheiten notwendig, um alle Objekte dieser Knoten zu laden, welche zur Nutzung in
den Zeitpunkten t(s11), . . . , t(sii) angefordert werden. Ein Prefetchingverfahren kann innerhalb
dieses Zeitraums, im Rahmen der sich aus der Summe aller Nutzzeiten dieser Knoten (ν(si1))
ergebenden Zeitdauer, Objekte jener Knoten anfordern, welche zuku¨nftig ab Zeitpunkt t(si+1i+1)
durch die lokale Anwendungskomponente angefragt werden.
Bemerkung: Die Summe aller Nutz- und Ladezeiten fu¨r eine Session sm1 mit m Knoten ist
fu¨r einen denkbar schlechten jedoch noch sinnvollen Algorithmus somit eine natu¨rliche obe-
re Schranke (So).
ON(Iˆ(sm1 ,B)) =
∑
∀ai∈sm1
di ≤ λ(sm1 )+ν(sm1 ) = So (3.33)
Es handelt sich um ein Entscheidungsverfahren, welches Objekte der Aufenthaltsknoten nicht
im Voraus anfordert bzw. nur solche Objekte ”blind“ la¨dt, welche zuku¨nftig ungenutzt bleiben.
Algorithmen mit Ergebnissen ho¨her als diese obere Schranke werden als nicht sinnvoll angese-
hen und nicht weiter betrachtet. Eine ununterbrochene Sequenz von abwechselnden Lade- und
Nutzvorga¨ngen einzelner Objekte, in der durch s vorgegebenen Reihenfolge, fu¨hrt immer zu
einer Sessiondauer in Ho¨he der oberen Schranke, wie im Beispiel in Abb.3.7, S.89 dargestellt.
Ebenso existiert eine untere Schranke Su fu¨r die Sessiondauer. Jeder beliebige Algorithmus
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kann auch mit vollsta¨ndiger Information u¨ber zuku¨nftige Anforderungen aller zu nutzender
Aufenthaltsknoten nicht besser sein als die Summe aller Lade- bzw. Nutzzeiten einer beliebigen
Session:
Su =max(λ(sm1 ),ν(sm1 ))≤ OPT (I(sm1 ,B))≤ ON(Iˆ(sm1 ,B))
∀sii ∈ sm1 : λ(sii)≥ 0 und ν(sii) > 0,
(3.34)
wobei λ(sii) und ν(sii) die beno¨tigte Zeit fu¨r das vollsta¨ndige Laden und Nutzen des Objekts des
i-ten Aufenthaltsknotens in der Session sm1 beschreiben.
Die untere Schranke la¨sst sich pra¨zisieren, falls die Ladezeit des Objekts im ersten Aufenthalts-
knoten und die Nutzzeit des letzten Aufenthaltsknotens einer Session gro¨ßer Null sind:
Su = max(λ(sm1 )+ν(smm),λ(s11)+ν(sm1 ))≤OPT (I(sm1 ,B))≤ON(Iˆ(sm1 ,B))≤ So (3.35)
Jeder Algorithmus muss vor Beginn der Nutzzeit des Objekts im ersten Knotens dieses geladen
haben. Die Dauer des Ladevorgangs ist λ(s11). Auch muss jeder Algorithmus mit dem Nutzvor-
gang des Objekts im letzten Knoten enden. Dessen Dauer betra¨gt ν(smm).
Aus den Ungleichungen 3.33, 3.34 und 3.35 sowie 3.30 kann geschlossen werden:
ON(Iˆ(sm1 ,B))≤ So < 2 ·OPT(I(s
m
1 ,B))≤ 2 ·Su (3.36)
Die untere sowie obere Schranke 3.34 und 3.35 schließen alle Lo¨sungen von OPT und ON ein.
Deshalb kann das Verha¨ltnis aus beiden zum Nachweis der Kompetitivita¨t von ON gegenu¨ber
OPT genutzt werden. Es gilt:
So
Su
=
λ(sm1 )+ν(sm1 )
max(λ(sm1 ),ν(sm1 ))
≤ 2 (3.37)
Mit Ungleichung 3.30, S.87 wurde die Eigenschaft kompetitiver und folgend strikt kompetitiver
Verfahren definiert. Es ergibt sich fu¨r diese Ungleichung nach 3.37 ein c = 2 und α = 0. Be-
liebige, aber noch sinnvolle Prefetchingverfahren sind damit strikt 2-kompetitiv. Satz 3.5 kann
besta¨tigt werden. 
Somit kann ein Prefetchingverfahren auch bei Wahl einer denkbar gu¨nstigen Reihenfolge der
Ladevorga¨nge die Dauer einer Session gegenu¨ber einem denkbar schlechten Algorithmus nicht
mehr als halbieren. Es handelt sich um eine obere Schranke, die sich nicht aus der Wahl eines
guten Algorithmus, sondern sich aus der Problemstellung selbst ergibt.
Jedoch wird der Faktor c = 2 fu¨r das Verha¨ltnis aus oberer und unterer Schranke nur dann er-
reicht, wenn die Lade- λ(s11) und Nutzzeit ν(smm) Null betragen. Eine solche Session hat folgende
Eigenschaften:
λ(s11) = ν(smm) = 0
∀i = 1 . . .m :
i∑
j=1
ν(s jj) =
i+1∑
j=1
λ(s jj)
(3.38)
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Zu diesen Annahmen sei bemerkt, dass eine Ladezeit von Null in der praktischen Anwendung
noch motiviert werden kann, jedoch eine Nutzzeit von Null eines Objekts dem Sachverhalt ent-
spricht, dass dieses nicht genutzt wird und somit auch nicht zu laden ist. Zur Vereinfachung wei-
terer Ausfu¨hrungen soll trotzdem angenommen werden, dass die Nutzzeit des letzten Objekts
der Session Null betragen kann, so dass das Zweifache des Bestmo¨glichen durch das Online-
Verfahren erreichbar ist. Diese Vereinfachung ist im Rahmen der hier vorgenommenen theo-
retischen U¨berlegungen zum Nachweis der Kompetitivita¨t unproblematisch, da dadurch ON
gegenu¨ber OPT schlechter gestellt wird, als praktisch sinnvoll ist.
Es soll damit gelten:
So
Su
≤
ON(Iˆ(sm1 ,B))
OPT (I(sm1 ,B))
≤ c = 2 (3.39)
Die obere Schranke So soll weiter pra¨zisiert werden, indem das Verha¨ltnis β aus Lade- und
Nutzzeiten aller Knoten einer Session betrachtet wird. Es wird gezeigt, dass dieses Verha¨ltnis
den Kompetitivita¨tsfaktor c beeinflusst:
β = λ(s
m
1 )
ν(sm1 )
,ν(sm1 ) > 0 (3.40)
Satz 3.6 Die c-Kompetitivita¨t eines denkbar schlechten Prefetchingverfahrens ON ist abha¨ngig
vom Faktor β. Fu¨r c gilt:
c≤
⎧⎪⎨
⎪⎪⎩
β+1 f alls 0≤ β≤ 1
1+
1
β sonst β≥ 1
(3.41)
Beweis von Satz 3.6: Es werden die beiden Fa¨lle 0 ≤ β≤ 1 und β≥ 1 betrachtet.
Fall 1: 0 ≤ β≤ 1
Aus dieser Bedingung, Ungleichung 3.33 sowie 3.34 ergibt sich zwingend, dass λ(sm1 )≤ ν(sm1 )
ist und damit die obere Schranke fu¨r ON wie folgt formuliert werden kann:
ON(sm1 )≤ βν(sm1 )+ν(sm1 ) (3.42)
Die Ho¨he der unteren Schranke gestaltet sich abha¨ngig von ν(sm1 ) und β folgend Ungleichung
3.35 und Gleichung 3.38.
Deshalb gilt fu¨r 0 ≤ β≤ 1:
So
Su
=
β ν(sm1 )+ν(sm1 )
ν(sm1 )
≤ β+1 (3.43)
Damit ist fu¨r Fall 1 c = β+1.
Fall 2: β≥ 1
Ist das Verha¨ltnis β mindestens 1, dann ist ν(sm1 )≤ λ(sm1 ) und die Ho¨he der oberen Schranke fu¨r
ON la¨sst sich ada¨quat zu Fall 1 aus 3.34 formulieren.
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Abbildung 3.9: Obere Schranke des Kompetitivita¨tsfaktors in Abha¨ngigkeit von β
ON(sm1 )≤ λ(sm1 )+
1
βλ(s
m
1 ) (3.44)
Es ergibt sich fu¨r den Kompetitivita¨tsfaktor c folgende Ungleichung:
So
Su
=
λ(sm1 )+ 1βλ(sm1 )
λ(sm1 )
≤ 1+
1
β (3.45)
Damit ist fu¨r Fall 2 c = 1+ 1β .
Die in Fall 1 und 2 bestimmten Auspra¨gungen fu¨r c beschreiben die in Satz 3.6 formulierte
Abha¨ngigkeit des Kompetitivita¨tsfaktors c von β. Der Satz ist zu besta¨tigen. 
Ein β = 1 fu¨hrt zu einem gro¨ßtmo¨glichen Kompetitivita¨tsfaktor zwischen ON und OPT . Das
heißt, fu¨r Inputsequenzen mit β = 1 kann das Einsparungspotential eines guten Prefetchingal-
gorithmus am gro¨ßten sein.
Jedoch ha¨ngt das Einsparungspotential, das heißt die Differenz aus oberer und unterer Schranke
fu¨r eine gegebene Sequenz und einen Baum nicht nur von β ab. Die Reihenfolge der Nutzanfor-
derungen ist genauso zu beru¨cksichtigen. Zur Illustration dieses Sachverhalts sind im Anhang,
S.199 dazu drei Beispielinstanzen mit β = 1 und jeweils mo¨gliche Lo¨sungen dafu¨r angegeben.
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Je nach Reihenfolge spannen obere und untere Schranke die angegebene maximale Differenz
der Lo¨sungswerte fu¨r ON und OPT auf bzw. fallen obere und untere Schranke zusammen.
Probleminstanzen mit der folgenden Struktur ko¨nnen dazu fu¨hren, dass das Ergebnis des Online-
Verfahrens das 2-fache des optimalen Offline-Verfahrens erreicht:
∀i,1≤ i≤m−1 : ν(si1))≥ λ(si+12 ) und
λ(s11) = ν(smm) = 0 und
ν(sm1 ) = λ(sm1 )
(3.46)
Mit der Session wird eine Reihenfolge vorgegeben, die es ermo¨glicht, ein Objekt wa¨hrend der
Aufenthaltsdauer vorheriger Knoten vollsta¨ndig zu laden, bevor sie genutzt werden.
Im Anhang, S.199ff. werden dazu drei Beispiele dargestellt. Die Beispiele 1 und 2 entspre-
chen der Struktur nach Bedingung 3.46, wobei aber mit Beispiel 1 folgende spezielle Struktur
dargestellt wird:
∀i,1 ≤ i≤ n−1 : ν(sii) = λ(si+1i+1) und
λ(s11) = ν(smm) = 0 und
ν(sm1 ) = λ(sm1 ))
(3.47)
Die Nutzzeit des Objekts im i-ten Knoten stimmt mit der Ladezeit des i+1-ten Knotens u¨berein.
ON erreicht das 2-fache von OPT , wenn angenommen wird, dass Nutzzeit des Objekts im
letzten Knoten und Ladezeit des ersten Knotens aus σ Null sind.
Dagegen fallen obere und untere Schranke eines Online-Verfahrens genau dann zusammen bzw.
ON wie OPT liefern dasselbe Optimierungsergebnis, wenn die Nutzzeit keines der Objekte ei-
ner Session dazu verwendet werden kann, mindestens ein Teil eines anderen Objekts der Session
zu laden. Dieses ist genau dann der Fall, wenn gilt:
∀sii ∈ sm1 :
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ν(si1) = 0
oder
λ(smi+1) = 0
(3.48)
So strukturierte Session sind praktisch sinnlos. Im Anhang, S.199ff. ist mit Beispiel 3 eine
solche Session angegeben.
Das Ergebnis dieser Analyse erscheint nahezu trivial, denn β = 1 symbolisiert genau solche
Inputsequenzen, in welchen die Summe der Nutzzeiten zum Laden der Objekte aller Aufent-
haltsknoten der Sequenz verwendet werden kann, wenn die Reihenfolge der Aufenthaltsknoten
dies erlaubt.
Ein Spezialfall ist, dass die Nutz- und Ladezeiten nahezu gleich sind. Diese Eigenschaft einer
Inputsequenz la¨sst eine gro¨ßtmo¨gliche Reduktion der Sessiondauer durch Anwendung eines
Prefetchingverfahrens unabha¨ngig von der Reihenfolge der Knoten zu.
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Navigationsba¨ume, deren Nutz- und Ladezeiten der Knoten weitestgehend miteinander u¨ber-
einstimmen, bergen das gro¨ßte Potential, um die Sessiondauer mit einem Prefetchingverfahren
zu senken. Dieses Potential kann jedoch nur mit einer guten Vorhersage entsprechend dem op-
timalen Offline-Algorithmus erreicht werden.
Bemerkung: Kann fu¨r die Knoten eines Navigationsbaums oder seiner einzelnen Sequenzen
ein besonders großer bzw. kleiner Faktor β ausgemacht werden, dann spielen in der Regel Pre-
fetchingverfahren in Bezug auf die Minimierung der Sessiondauer eine untergeordnete Rolle.
Mit einem großen β u¨bersteigt die Summe der Nutzzeiten die Summe der Ladezeiten weit.
Durch Prefetchingverfahren sollte es mo¨glich sein, viele Objekte wa¨hrend der zur Verfu¨gung
stehenden Nutzzeit auch zu laden. Jedoch muss damit gerechnet werden, dass in Einzelfa¨llen
durch eine ungu¨nstige Reihenfolge der zur Nutzung angeforderten Objekte auch fu¨r den Nutzer
inakzeptable Wartezeiten entstehen ko¨nnen. Ein kleines β beschreibt, dass die Ladezeiten die
Nutzzeiten immens u¨bersteigen. Auch mit idealen Prefetchingverfahren ist eine Reduktion der
Sessiondauer kaum mo¨glich.
Handelt es sich beim betrachteten Navigationsbaum um einen speziellen Baum, welcher nur Se-
quenzen entha¨lt, die die Eigenschaft einer Baumsession erfu¨llen, dann kann die obere Schranke
fu¨r die Zielstellung MDS weiter pra¨zisiert werden.
Satz 3.7 Sind alle Sequenzen des Navigationsbaums der Gestalt, dass sie jeweils genau einen
Knoten jeder Knotengruppe des Baums enthalten, dann ist jede Lo¨sung eines sinnvollen Online-
Algorithmus fu¨r MDS 1-kompetitiv und fu¨r MDS∗
3
2
-kompetitiv.
Es wird ein Spezialfall von MDS bzw. MDS∗ betrachtet. Die Summe der Ladezeiten aller Kno-
ten einer jeden Sequenz des Baums entspricht genau der Zeitdauer, die notwendig ist, um die
Objekte aller Knoten des Baums zu laden. Damit ist ON zusa¨tzlich bekannt, welche Objekte der
Aufenthaltsknoten zuku¨nftig zu laden sind, jedoch nicht, in welcher Reihenfolge dies im Opti-
malfall zu geschehen hat. Dieses Wissen fu¨hrt zu einer Reduktion des Kompetitivita¨tsfaktors.38
In den folgenden Betrachtungen wird angenommen, dass die Session sm1 eine Baumsession ist.
Das heißt, die Knoten des Baums lassen sich in genau m zueinander disjunkte, nicht redundante
Knotengruppen zerlegen und in jeder durch den Baum beschriebenen Sequenz ist genau ein
Knoten jeder Gruppe enthalten, wie zum Beispiel in Abb. 3.10.
Definition: Eine Baumsession sm1 eines redundanten wie auch nicht redundanten Navigations-
baums hat folgende Eigenschaft:
sm1 = {a1, . . . ,am}
und
a1 ∈G1, . . . ,am ∈Gm
und
|A|=G1∪ . . .∪Gm
(3.49)

38Diese Anwendungen ko¨nnen so aufgebaut sein, dass ein Teil der Menge aller Objekte vollsta¨ndig durch Be-
nutzer bearbeitet werden muss, um eine bestimmte Grundfunktionalita¨t zu gewa¨hrleisten. Wird ein Objekt eines
Knotens angefordert, kann so davon ausgegangen werden, dass auch eine bestimmte Menge von Aufenthaltskno-
ten durchlaufen wird. Wird nur die Teilsequenz bzw. Teilmenge betrachtet, dann kann der Faktor c um 12 gesenkt
werden.
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Abbildung 3.10: Ein redundanter Navigationsbaum mit drei Baumsession
Ist das Objekt genau eines beliebigen Knotens einer jeden Knotengruppe geladen worden, z.B.
alle Objekte der Knoten aus sm1 , dann betra¨gt die Restladezeit fu¨r alle Knoten des Baums Null.
Beweis von Satz 3.7: Der Nachweis der 1-Kompetitivita¨t eines beliebigen sinnvollen Online-
Algorithmus fu¨r MDS unter der getroffenen Annahme ist trivial. Entha¨lt der Navigationsbaum
keine redundanten Knotenpaare und existiert eine Sequenz, welche eine Baumsession ist, wird
vom Navigationsbaum genau eine ganz bestimmte Abfolge von Aufenthaltsknoten beschrieben,
welche dann auch zu jedem Entscheidungszeitpunkt ON bekannt ist.
Sinnvoll kann nur ein Verfahren sein, welches jeweils zum Zeitpunkt t(sii) entscheidet, Objekte
bzw. Objektteile genau der Knoten in smi+1 wa¨hrend der Nutzung von sii zu laden, deren Restla-
dezeit gro¨ßer Null ist und die in der Folge am na¨chsten zu sii sind.
Um den Nachweis fu¨r MDS∗ zu fu¨hren, wird die Knotenabfolge einer Baumsession in zwei
Teile durch den Zeitpunkt t(s11)≤ t∗ ≤ t(smm) zerlegt. Im Zeitpunkt t∗ gilt, dass die bis zu diesem
Zeitpunkt angefallene Nutzzeit N∗ genau der Summe der Ladezeiten aller ab diesem Zeitpunkt
noch zu nutzenden Objekte bzw. Objektteile L∗ entspricht. Weiterhin wird davon ausgegangen,
dass ein zur Lo¨sung von MDS sinnvolles Prefetchingverfahren wa¨hrend der gesamten Nutzzeit
N∗ ununterbrochen Objekte der Aufenthaltsknoten aus sm1 la¨dt.
Im ungu¨nstigsten Fall, unter der Zielstellung Minimierung der Sessiondauer, sind dies genau
die Objekte bzw. Objektteile, welche ab dem Zeitpunkt t∗ genutzt werden, so dass die Summe
der anfallenden Restladezeiten vor dem Zeitpunkt t∗ maximal ist und nach t∗ Null betra¨gt, so
dass ab t∗ keine Nutzzeit mehr fu¨r das Laden verwendet wird.
Eine solche Zerlegung soll deshalb fu¨r genau diesen Fall betrachtet werden.
Im Zeitraum (t∗, t(sm+1m+1)) sind die Objekte aller Aufenthaltsknoten aus s
m
1 beim lokalen Cache
verfu¨gbar und ko¨nnen ab t∗ unterbrechungsfrei genutzt werden.39 Demgegenu¨ber werden im
Zeitraum (t(s11), t∗) ununterbrochen alle Objekte aus sm1 geladen und einige auch genutzt.
Die Funktionen ν und λ sollen die entsprechende Summe aus anfallenden Nutz- und Ladezeiten
fu¨r die Zeitabschnitte liefern.
39Zur Erinnerung: Laut Definition der Sessioneigenschaften (S.69ff.) ist t(sm+1m+1) genau der Zeitpunkt, in wel-
chem die Nutzung des Objekts des letzten Aufenthaltsknotens in s beendet wird.
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Es gelten folgende Eigenschaften der zu betrachtenden Baumsession:
λ(t∗, t(sm+1m+1)) = 0
λ(sm1 ) = λ(t(s11, t∗))
(3.50)
Spa¨testens mit der Anfrage des i+ 1-ten Objekts durch die lokale Anwendungskomponente
sind alle Objekte der Knoten aus si1 und s
m
i+1 im Speicher des lokalen Caches verfu¨gbar. Dieser
Zeitpunkt t(smi+1) ist fu¨r die folgenden Betrachtungen von besonderem Interesse.
Damit ergeben sich fu¨r ON(Iˆ(s,B)) folgende identische obere Schranken:
ON(Iˆ(sm1 ,B)) ≤ λ(t(s11), t∗)+ν(t(s11), t∗)+ν(t∗, t(sm+1m+1))
≤ λ(sm1 )+ν(t∗, t(sm+1m+1))
(3.51)
Betrachtet werden nun im Weiteren nur solche Session s, fu¨r welche ein gro¨ßtmo¨glicher Kom-
petitivita¨tsfaktor zwischen ON und OPT zu erwarten ist. Das heißt, dass β = 1 ist (siehe Satz
3.6). Die beno¨tigte Summe der Ladezeiten aller Aufenthaltsknoten ist identisch mit der Summe
aller Nutzzeiten ihrer Objekte.
λ(sm1 ) = ν(sm1 ) (3.52)
Zusa¨tzlich gelten die beiden folgenden Gleichungen, wobei Δν die Summe der Nutzzeiten ist,
welche nach t∗ anfa¨llt und Δλ die Summe von Ladezeiten genau der Objekte, welche bis zu t∗
auch genutzt werden:
Δν = ν(sm1 )−ν(t(s11), t∗)
ν(t(s11), t∗) = λ(sm1 )−Δλ
(3.53)
Aus 3.52 und 3.53 folgt:
ν(t(s11), t∗) = Δλ = Δν = ν(t∗, t(sm+1m+1)) (3.54)
Damit ergibt sich fu¨r ON aus 3.51 folgende obere Schranke,
ON(Iˆ(s,B))≤ 3 ·ν(t(s11), t∗) = 3 ·Δλ = 3 ·Δν = 3 ·ν(t∗, t(sm+1m+1)) (3.55)
aus welcher der Kompetitivita¨tsfaktor abgeleitet werden kann, weil fu¨rOPT weiterhin dieselben
unteren Schranken λ(sm1 )) und ν(sm1 ) bestehen:
c≤=
ν(t(s11), t∗)+2 ·ν(t∗, t(s
m+1
m+1)
ν(sm1 )
=
ν(t∗, t(sm+1m+1)+2 ·ν(t(s
1
1), t∗)
ν(sm1 )
=
3
2
(3.56)
Es kann die strikte 32-Kompetitivita¨t und damit Satz 3.7 besta¨tigt werden:
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ON(Iˆ(sm1 ,B))
OPT (I(sm1 ,B))
≤ c=
3
2
(3.57)

Ein entsprechend konstruiertes Beispiel, in welchem obere sowie untere Schranke durch Ent-
scheidungen eines Online- und optimalen Offline-Verfahrens erreicht werden, ist im Anhang in
Abschnitt A.2.2, S.201 dargestellt.
Der Zusammenhang zeigt: Ist die Menge der Objekte aller zuku¨nftigen Aufenthaltsknoten be-
kannt, dann steigt, unabha¨ngig von einer guten Vorhersage zuku¨nftiger Anfragen, das Anwen-
dungspotential, gemessen als Kompetitivita¨t eines Prefetchingalgorithmus, drastisch gegenu¨ber
einem optimalen Offline-Algorithmus an. Der Prefetchingalgorithmus verwendet den zeitlichen
Umfang aller Nutzvorga¨nge soweit wie mo¨glich zum sinnvollen Laden im Voraus, so dass mit
diesem Wissen die obere Schranke fu¨r die Sessiondauer vom 2-fachen auf das 32-fache des
Offline-Algorithmus fa¨llt.
Bemerkung : Im Gegensatz zu MDS bzw. MDS∗ ist nicht jeder beliebige, aber noch sinnvolle
Online-Algorithmen zur Lo¨sung der Optimierungsprobleme mit den Zielen 2MDS und 2MDS∗
c-kompetitiv.
Die Nutz- und Restladezeiten einzelner Knoten einer Session ko¨nnen sich im Gegensatz zu
MDS und MDS∗ vo¨llig unabha¨ngig voneinander entwickeln. Das ist an einem einfachen Bei-
spiel erkennbar. Es ist eine Sequenz sm1 gegeben. Die Nutzzeiten und Ladezeiten aller Knoten
außer der des letzten Knotens sind 1. Wird nun angenommen, dass die Ladezeit m des letzten
Knotens m−1 betra¨gt, dann ist eine optimale Lo¨sung vom Wert 1 mo¨glich. Hingegen kann ein
Online-Algorithmus, welcher ununterbrochen Objekte der Knoten in der Sequenz wa¨hrend der
Aufenthalte im Voraus la¨dt, eine Lo¨sung vom Wert m−1 liefern.
Bemerkung: Fu¨r Zielstellungen, welche nur die Restladezeit eines Knotens oder einer Kno-
tenmenge minimieren, kann kein kompetitives Online-Verfahren ohne Wissen u¨ber zuku¨nftige
Anfragen konstruiert werden.
Es kann einfach eine Session konstruiert werden, deren Summe der Restladezeiten aller Knoten
nur dann Null betragen kann, wenn Wissen u¨ber zuku¨nftige Anforderungen existiert. Fu¨r eine
solchen Session sm1 = a1, . . . ,am gilt:
l1 = 0
und
∀(ai ∈ sm2 , i = 2 . . .m) : ui−1 = i
(3.58)
Nur mit vollsta¨ndigem Wissen u¨ber den jeweiligen na¨chsten Aufenthaltsknoten, der zum Zeit-
punkt t(sii) angefordert wird, kann ein Verfahren konstruiert werden, welches einen optimalen
Wert bezu¨glich der Restladezeiten von Null liefert. Wird zu irgendeinem Zeitpunkt zwischen
t(si−1i−1) und t(s
i
i) nicht das Objekt op ∈ ai fu¨r beliebige i,1 < i ≤ m geladen, dann muss der
Zielfunktionswert der Lo¨sung gro¨ßer Null sein. 
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Dieser Umstand resultiert daraus, dass nicht die Nutzzeit in die Zielfunktion eingeht. Die Beru¨ck-
sichtigung der Nutzzeit mit MDS und 2MDS fu¨hrt dazu, dass fu¨r den optimalen Offline-Algo-
rithmus immer eine natu¨rliche untere Schranke gro¨ßer Null existent ist.
Basierend auf diesen Ergebnissen muss die Aussage des vorherigen Kapitels, dass die Gu¨te
der Vorhersage zuku¨nftiger Anfragen, initiiert von der lokalen Anwendung, entscheidend die
Gu¨te des Prefetchingverfahrens beeinflusst, relativiert werden. Eine gute Vorhersage allein ist
nicht ausreichend. Das Leistungspotential wird auch maßgeblich von den Eigenschaften des
Navigationsbaums beeinflusst. Damit ist der Wert des Wissens u¨ber zuku¨nftige Anfragen und
der Einsatz von Verfahren, solches Wissen zu generieren, abha¨ngig von der Reihenfolge und den
Eigenschaften der zuku¨nftig gestellten Anfragen. Sind die zuku¨nftig mo¨glichen Anfragen sowie
deren mo¨gliche Reihenfolgen bekannt, kann das Leistungspotential eines Prefetchingverfahrens
auf Basis dieser Informationen abgescha¨tzt werden.
3.6 Zusammenfassung der Diskussionen von Modell-
annahmen und der grundlegenden Modelleigenschaften
Mit dem vorgelegten Modell la¨sst sich besonders gut das Szenario einer Netzanbindung nied-
riger Bandbreite abbilden. Damit wird das Lernszenario ”Lernen von Zuhause aus“ unter denbeschriebenen Bedingungen modelliert. Das Modell setzt auf dem sich aus Entwurfsentschei-
dungen der Sequenzierung und Segmentierung von Lerninhalten ergebenden Navigationsbaum
als Modell des Navigationsverhaltens auf. Vorraussetzung fu¨r das Treffen von Entscheidungen
sind Kenntnisse u¨ber Nutz- und Ladezeiten der segmentierten Lerninhalte. Auf Basis dieser In-
formationen lassen sich die drei beschriebenen Entscheidungsfelder von Lo¨sungsverfahren fu¨r
die mit den Modellen beschriebenen Optimierungsprobleme unterstu¨tzen.
Mittels des Modells kann Prefetching losgelo¨st von Vorhersage- bzw. Schwellenwertverfahren
betrachtet werden. Das Anwendungspotential mo¨glicher Optimierungsverfahren la¨sst sich in
Abha¨ngigkeit von wichtigen Eigenschaften des Navigationsbaums abscha¨tzen.
Die mit dem Offline-Modell beschriebenen Optimierungsprobleme fu¨r redundante Navigati-
onsba¨ume sind NP-hart. Damit ist eine praktikable Lo¨sung nur fu¨r kleine Probleminstanzen
zu erwarten. Fu¨r Lo¨sungsverfahren der Optimierungsprobleme des Online-Modells konnte eine
problemimmanente obere wie untere Schranke angegeben werden. Aus diesen Schranken kann
auf den Wert von Informationen u¨ber die Zukunft geschlossen werden und Auswirkung der
Unsicherheit auf die Lo¨sungsgu¨te bewertet werden.
Beide grundlegenden Eigenschaften sind bei der Konstruktion von Lo¨sungsverfahren fu¨r das
Off- und Online-Modell im folgenden Kapitel zu beru¨cksichtigen. Fu¨r das Offline-Modell steht
im Vordergrund, effiziente Lo¨sungsverfahren bzw., falls nicht mo¨glich, effiziente Approximie-
rungsverfahren zu den Optimierungsproblemen zu finden. Fu¨r das Online-Modell ist zwar auch
eine optimale Lo¨sung wu¨nschenswert, erscheint jedoch praktisch unmo¨glich bzw. nur rein zu-
fa¨llig mo¨glich, so dass hier das Ziel sein muss, solche Verfahren zu konstruieren, die das An-
wendungspotential mo¨glichst weit ausscho¨pfen und die negativen Seiteneffekte so weit wie
mo¨glich unterdru¨cken.
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Kapitel 4
Offline-Verfahren
”Events that start in different places and different timesall bear down on that one tiny point in space-time,
which is the perfect moment.“
Terry Pratchet, Thief of Time
Dieses Kapitel ist in zwei Hauptteile unterteilt: in die Betrachtung optimierender Verfahren
fu¨r nicht redundante Navigationsba¨ume und redundante Navigationsba¨ume. Die Unterteilung
resultiert aus der sich jeweils unterscheidenden Komplexita¨t der Optimierungsprobleme.
Zuerst werden fu¨r alle Zielstellungen des nicht redundanten Navigationsbaums effiziente Op-
timierungsverfahren konstruiert. Dann wird die schwere Rechenbarkeit der Optimierungspro-
bleme fu¨r Zielstellungen redundanter Navigationsba¨ume nachgewiesen und ein Approximati-
onsverfahren, basierend auf den bereits getroffenen U¨berlegungen zur Modellformulierung, als
lineares Programm vorgeschlagen.
4.1 Offline-Verfahren nicht redundanter Navigationsba¨ume
In diesem Abschnitt werden effiziente Lo¨sungsverfahren fu¨r die Optimierungsziele 2MLB,
MSLB, 2MLS, MSLB und 2MSLS diskutiert. Alle fu¨nf in den folgenden Abschnitten vorge-
stellten Optimierungsverfahren basieren auf demselben Lo¨sungsansatz. Zuerst wird ein Basis-
algorithmus zur Umsetzung dieses Lo¨sungsansatzes konstruiert und ausfu¨hrlich Eigenschaften
des fu¨r die fu¨nf Ziele grundlegenden Lo¨sungsverfahrens betrachtet.
4.1.1 Basisverfahren
Alle fu¨nf Optimierungsziele fu¨r nicht redundante Navigationsba¨ume werden nach demselben
Prinzip der Zerlegung des Gesamtproblems in genau n Teilprobleme gelo¨st. Der Navigations-
baum B mit n Knoten wird in genau n unterschiedliche Teilba¨ume zerlegt. Die Wurzelknoten
dieser Teilba¨ume sind disjunkt zueinander und in einem Teilbaum sind alle die Knoten, wel-
che auf dem Weg von der jeweiligen Wurzel zu allen erreichbaren Bla¨ttern des Gesamtbaums
enthalten sind. Eine solche Zerlegung ist in Abbildung 4.1 dargestellt.
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Abbildung 4.1: Ein Navigationsbaum wird in seine Teilba¨ume zerlegt. Jeder dieser Teilba¨ume
stellt ein zu lo¨sendes Teilproblem dar.
Die einzelnen Teilprobleme sind in einer festgelegten Reihenfolge zu lo¨sen und werden wie-
der miteinander verschmolzen, so dass eine Lo¨sung des Gesamtproblems entsteht. Es wird das
klassische Prinzip des Divide & Conquer1 umgesetzt. Die unterschiedlichen Optimierungsver-
fahren sind dadurch gekennzeichnet, wie eine Lo¨sung fu¨r die einzelnen Teilprobleme erzeugt
wird und wie letztendlich der Optimalwert aus der Gesamtlo¨sung zu bestimmen ist.
Dieses Prinzip wird mit folgendem iterativ, imperativ beschriebenen Basisalgorithmus und den
dazugeho¨rigen Datenstrukturen umgesetzt.2 Die Datenstrukturen sind in Anlehnung an das obi-
ge Modell inklusive der Parameterbenennung entworfen worden.
1Dieses Prinzip wird fu¨r eine Vielzahl von algorithmischen Lo¨sungsverfahren erfolgreich angewendet, z.B. fu¨r
worst-case-effiziente Sortierverfahren wie merge-sort (vgl. [OW02], S.9ff.).
2Die Beschreibung erfolgt in Anlehnung an die Entwurfssprache Anton, verwendet zur studentischen Ausbil-
dung, in [Ro¨c05] beschrieben.
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Verwendete Datenstrukturen:
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Die Datenstruktur   wird zum Speichern der
Ladezeit (), der Restladezeit () und der Nutzzeit
(	) des Objekts des Aufenthaltsknotens verwendet.
Alle Entscheidungen bezu¨glich der Verwendung der
Nutzzeit des Objekts im jeweiligen Knoten zum La-
den anderer Objekte werden im Vektor 
 in Form der
Zeitdauer vermerkt, in welcher ein Objekt des jewei-
ligen Aufenthaltknotens im Voraus zu laden ist. So-
mit stellt 
 eine der n Komponenten der Entschei-
dungsmatrix X dar. Jeder Knoten erha¨lt einen eindeu-
tigen Index  sowie eine Liste () der Indizes aller
Knoten, welche zur selben Gruppe redundanter Kno-
ten geho¨ren. Diese Liste ist fu¨r die hier betrachteten
nicht redundanten Navigationsba¨ume leer.
Die Datenstruktur 	 ermo¨glicht es, alle Informa-
tionen eines Navigationsbaumes entsprechend dem
Offline-Modell zu speichern.
Zusa¨tzlich werden Verwaltungsstrukturen zur Problembearbeitung beno¨tigt. Mit der Daten-
struktur  werden Informationen u¨ber die Reihenfolge der Abarbeitung einzelner Op-
timierungsschritte des Verfahrens verwaltet. Jedes Element der Priorita¨tsschlange besteht aus
dem Index eines Knotens und der Anzahl der Knoten auf dem Weg zu diesem, ausgehend vom
Wurzelknoten des Baums. Die Priorita¨tsschlange ist absteigend nach der Komponente  sor-
tiert. Mit der Handlung   kann das Element mit dem ho¨chsten Wert von  der Schlange
entnommen werden.
Der Algorithmus  stellt die Basis fu¨r alle folgenden Lo¨sungsverfahren dar. Er ermittelt
je nach Zielstellung eine optimale Entscheidungsmatrix. Die Aktion  ist fu¨r jede ein-
zelne Zielstellung zu entwerfen. Mit ihr werden die Restladezeiten der einzelnen Knoten der
Teilba¨ume bestimmt.
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Alg. 4.1 
1  * +,,-./  ! -. %$%& '
2 %%(! " !
3 '
4 %  	
5 3	 4#	   "

#
 ! "   '
6 %  " 
7 %   42'   " 
8 
#
 ' %%
9 " 	" 
10   " 5
11  * 	 !"
12 (
13 (
Alg. 4.2 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Verwendete Elementarhandlungen der beiden Algorithmen sind in der Tabelle B.1, S.202 im
Anhang inklusive des jeweils angenommen Rechenzeit- und Speicherplatzaufwands zusam-
mengefasst.
Das Basisverfahren   besteht aus drei Schritten:
1 Der Initialisierung (Zeile 4) der Entscheidungs- () und der Hilfsvariablen (), den Rest-
ladezeiten, welche als Komponenten der Knoten des Baums gespeichert werden, sowie
die Initialisierung der Priorita¨tsschlange (siehe Algorithmus 4.2),
2 der Berechnung der Entscheidungs- und Hilfsvariablen aller n Teilba¨ume des Navi-
gationsbaums (Zeilen 5 bis 11), wobei die Handlung  u¨ber die Verwendung der Nutzzeit
des jeweiligen Objekts eines Knotens zum Laden anderer Objekte des Teilbaums mit
Wurzelknoten  entscheidet, und
3 dem Ermitteln des Optimalwerts aus der Menge aller getroffenen Entscheidungen, wel-
cher sich aus allen in Schritt 2 berechneten Restladezeiten  direkt ergibt (Zeile 12).
Schritt 2 wird weiter verfeinert durch folgende Schritte:
2.1 Ermitteln des na¨chsten zu lo¨senden Teilproblems (Zeilen 7 und 8),
2.2 Berechnung der Entscheidungs- und Hilfsvariablen zur Lo¨sung des Teilproblems
(Zeile 9)
2.3 Zusammenfu¨hren der Entscheidungen bereits gelo¨ster Teilprobleme, vermerkt in 	, mit
den in dieser Iteration ermittelten Entscheidungen, vermerkt in , in das Datenobjekt 	.
Mit Hilfe der Priorita¨tsschlange 
 wird die Wahl des in einer Iteration als na¨chstes zu lo¨sen-
den Teilproblems gesteuert. Es ergibt sich eine Reihenfolge der Abarbeitung der Teilprobleme
P(Ti), i = 1 . . .n zur Lo¨sung des Gesamtproblems P(B), wobei Ti ein Teilbaum des Gesamt-
baums B mit Wurzelknoten ar und ai der Wurzelknoten des Teilbaums ist.
P(Ti) wird vor P(Tj) genau dann gelo¨st, wenn gilt:
KnotenAu fWeg(ar,ai,B) > KnotenAu fWeg(ar,a j,B),
wobei die Funktion KnotenAu fWeg(ax,ay,B) die Zahl der Knoten auf dem Weg im Gesamt-
baum B von ax nach ay liefert.
Diese Reihenfolge hat wesentlichen Einfluss auf die Korrektheit der Optimierungsverfahren,
weil Lo¨sungen eines Teilproblems Lo¨sungen eines anderen Teilproblems beeinflussen ko¨nnen
und zwar in unterschiedlicher Weise, je nachdem ob die Knoten der den Teilproblemen zugrun-
deliegenden Teilba¨ume zueinander disjunkt oder nicht disjunkt sind.
Mit der Initialisierung der Datenobjekte (siehe Algorithmus 4.2) wird nicht nur die Schlan-
ge mit Indizes der Knoten und den Werten des Parameters , nach welchem diese sortiert
ist, gefu¨llt. Außerdem werden auch alle Restladezeiten der Knoten auf den Wert der Ladezeit
des jeweiligen Knotens und alle Entscheidungsvariablen auf den Wert Null gesetzt. Fu¨r den
Gesamtbaum mit seiner Entscheidungsmatrix entsteht so eine korrekte, im Regelfall nicht opti-
male Ausgangslo¨sung, welche genau den Fall darstellt, dass die Nutzzeit keines Objekts eines
Knotens dazu verwendet wird, andere Objekte im Voraus zu laden.
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Abbildung 4.2: Die Lo¨sung des Gesamtproblems aus Abb. 4.1, S.102 wird wie abgebildet ab-
gearbeitet. Teilprobleme mit ho¨herer Markierung werden vor Teilproblemen mit niedrigerer
Markierung gelo¨st.
Im Folgenden wird der Rechenzeit- und Speicherplatzaufwand fu¨r   vorerst unabha¨ngig
vom Optimierungsziel, dass heißt ausschließlich fu¨r das zielunabha¨ngige Zerlegen in Teilpro-
bleme und Zusammenfu¨hren von Teillo¨sungen abgescha¨tzt. Dazu wird fu¨r das Unterprogramm
 zuna¨chst Rechenzeit- und Speicherplatzaufwand unabha¨ngig von der Problemgro¨ße ange-
nommen. Danach wird der zielabha¨ngige Aufwand sukzessive je Zielstellung diskutiert und der
jeweilige Gesamtaufwand ermittelt.
Satz 4.1 Rechenzeit- sowie Speicherplatzaufwand fu¨r   wachsen asymptotisch mit O(n2),
wenn diese fu¨r  mit O(1) angenommen werden.
Beweis von 4.1: Der Aufwand fu¨r   betra¨gt O(n2) und soll nicht weiter untersucht
werden. Die 	
-Schleife von   wird genau n-mal durchlaufen, weil in der Schlange 
genau die n Indizes aller Knoten des Baumes  enthalten sind. Kritisch ist die Betrachtung der
Handlungen 
 und 
, weil diese auf den ersten Blick einen Aufwand
von O(n2) verlangen, welches zu einem Gesamtaufwand von O(n3) fu¨hren wu¨rde.
Statt  kann  auch  mit Index des Wurzelknotens des zu betrachtenden Teilbaums u¨bergeben
werden. Aufgrund der im Folgenden diskutierten Eigenschaften von  beeinflusst dieses nicht
die Funktionalita¨t von , so dass  auch als Zeiger auf einen konkreten Knoten in  implemen-
tiert werden ko¨nnte. Damit erga¨be sich dann fu¨r 
 ein Rechenzeitaufwand von O(n)
fu¨r die Suche des Knotens mit Index  in  sowie ein Speicherplatzaufwand der gesamten
Handlung   von O(n2).
Damit wa¨re auch eine Aktualisierung des Baums  durch 
 u¨berflu¨ssig, weil
 als Alias auf einen Teil von  an  u¨bergeben wu¨rde.3 Daraus ergibt sich fu¨r den n-mal
zu durchlaufenden Schleifenrumpf der 	
-Schleife von   ein Rechenzeitaufwand von
O(n). Satz 4.1 ist zu besta¨tigen. 
3Es wa¨re eine Implementierung zu wa¨hlen, mit welcher nicht eine Kopie sondern ein Zeiger auf den entspre-
chenden Abschnitt im Hauptspeicher u¨bergeben wu¨rde.
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Um die Korrektheit der folgenden Entwu¨rfe von   nachzuweisen, ist zu zeigen, dass:
• die durch  vorgenommene Zerlegung sinnvoll ist,
• die jeweilige Aktion   eine Teillo¨sung erzeugt, welche mit Hilfe anderer Teillo¨sungen zu
einer Gesamtlo¨sung zusammengesetzt werden kann,
• die Reihenfolge der Zusammenfu¨hrung der Teilprobleme zur optimalen Gesamtlo¨sung
fu¨hrt,
• der Optimalwert aus der Gesamtlo¨sung einfach bestimmt werden kann.
Weiterhin macht das beschriebene Vorgehen nur Sinn, wenn alle Teilschritte effizient rechenbar
sind.
Optimal und R-optimal gelo¨ste Teilprobleme
Zum Nachweis der Korrektheit und zur Pru¨fung der Effizienz von  bzw. des Unterpro-
gramms   (Aufruf Zeile 9 in  ) in Abha¨ngigkeit vom jeweils verfolgten Optimierungsziel
werden zwei Funktionen R und R∗ eingefu¨hrt. Sie liefern eine Belegung der Entscheidungsma-
trix X , wobei die Funktion R dasselbe Ergebnis liefern soll, welches auch mit dem Aufruf aus
Zeile 9 in  berechnet wird.4 R und R∗ werden definiert und grundlegende Mo¨glichkeiten
der Konstruktion einer optimalen Lo¨sung diskutiert. Dadurch ist es mo¨glich, die Untersuchun-
gen der fu¨r   je Zielstellung noch folgenden Optimierungsverfahren drastisch zu vereinfachen.
Zum Nachweis der Korrektheit ist nur noch ein Bezug zur Funktion R und zur Zielstellung her-
zustellen. Grundsa¨tzlich ist zu kla¨ren, unter welchen Eigenschaften von   ein Verfahren 
optimale Lo¨sungen fu¨r die fu¨nf Zielstellungen liefern kann.
Definition: X = R∗(B) liefert eine Entscheidungsmatrix X entsprechend dem Offline-Modell
fu¨r eine der fu¨nf Zielstellungen. Die FunktionWert(X) liefert den zu einer Entscheidungsmatrix
geho¨rigen Zielfunktionswert, wobei dieser fu¨r Wert(R∗(B)) der optimale Wert ist.5 
Definition: Die Funktion X = R(B) liefert eine Entscheidungsmatrix. Es handelt sich dabei
um jene, welche durch das jeweilige Verfahren   aus  fu¨r die jeweilige Probleminstanz B
erzeugt wird. 
Die Funktion R ist entsprechend der iterativen Beschreibung von  rekursiv definiert. Es gilt
folgender Zusammenhang, bei u¨berlagerter Schnittstelle von R:
X = R(B) = R(ur,R(T1), . . . ,R(Tk))
B = {ar,T1, . . . ,Tk}
(4.1)
Die vom Verfahren   erzeugte Entscheidungsmatrix ergibt sich aus den von   erzeugten Ent-
scheidungsmatrizen fu¨r die Teilprobleme, basierend auf allen k Teilba¨umen des Gesamtbaums
4Das ”R“ steht fu¨r ”Rest“ und ”R-optimal“ fu¨r ”Rest-optimal“. Die Wahl der Begrifflichkeiten wird in denfolgenden Absa¨tzen deutlich.
5Auf die exakte Parametrisierung der Art Wert(X ,B,Ziel) wurde zugunsten einer besseren Lesbarkeit verzich-
tet. Der gelieferte ZielfunktionswertWert(X) bzw.Wert(R∗(X)) bezieht sich immer auf den Baum und die jeweils
betrachtete Zielstellung, aus welchen heraus X bestimmt wurde.
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sowie aus der Nutzzeit des Objekts des Wurzelknotens ar des Baums B. Jeder Teilbaum kann
wiederum als Gesamtbaum aufgefasst werden, fu¨r den mittels   eine Lo¨sung generiert werden
kann.
Falls ein Teilbaum Ti ein Blatt (♦) ist, dann ist die zugeho¨rige Matrix X , welche durch R erzeugt
wird, eine Nullmatrix:
∀Ti ∈ B :
⎧⎪⎨
⎪⎩ R(Ti) =
0 . . . 0
...
...
0 . . . 0
, f alls Ti = ♦ (4.2)
Nach dem durch  beschriebenen schrittweisen Vorgehen zur Problemlo¨sung werden Teil-
probleme P(Ti) erst dann gelo¨st, wenn entweder Ti selbst ein Blatt ist oder die Teilprobleme des
Teilproblems P(Ti) gelo¨st sind. Die Nutzzeit von Blattknoten kann nicht sinnvoll zum Laden
anderer Objekte verwendet werden. Die Entscheidungsmatrix fu¨r R(♦) muss eine Nullmatrix
sein (siehe Abb. 4.2, S.105).
  in  wa¨re genau dann korrekt, wenn nachgewiesen werden kann, dass gilt:
Wert(R(B)) =Wert(R∗(B)) (4.3)
Es muss aber nicht gelten:
R(B) = R∗(B) (4.4)
Fu¨r die folgenden Abschnitte soll deshalb zwischen optimalen und R-optimal gelo¨sten Teilpro-
blemen unterschieden und diese miteinander verglichen werden.
Definition: Es wird angenommen, dass die Entscheidungsmatrizen R(T1), . . . ,R(Tk) der Teil-
probleme P(T1), . . . ,P(Tk), auf Basis welcher die Matrix R(B) mit Verfahren   erzeugt wird,
folgende Eigenschaft haben:
Wert(R(T1)) = Wert(R∗(T1))
...
Wert(R(Tk)) = Wert(R∗(Tk))
(4.5)

Solche Entscheidungsmatrizen sind optimale Entscheidungsmatrizen bzw. eine optimale Lo¨sung
fu¨r den jeweiligen Teilbaum.
Definition: Zur Beschreibung der Konstruktion solch optimaler Entscheidungsmatrizen wird
noch eine weitere Funktion R∗(x,B) definiert, welche eine optimale Entscheidungsmatrix unter
der Pra¨misse liefert, dass die Nutzzeit des Objekts op der Wurzel ar von B nicht ur sondern x
ist. 
Eigenschaften R-optimal gelo¨ster Teilprobleme
Insbesondere aufgrund der Ganzzahligkeit der Entscheidungsvariablen muss nicht zwangsla¨ufig
gelten R(B) = R∗(B), obwohl beide Matrizen fu¨r den jeweiligen Baum bzw. Teilbaum optimal
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sind. Deshalb wird die strengere Eigenschaft der R-Optimalita¨t definiert. Diese ermo¨glicht es,
R-optimale Teillo¨sungen einfach miteinander zu einer optimalen Gesamtlo¨sung zu verschmel-
zen.
Definition: Eine optimale EntscheidungsmatrixR(B) ist genau dann R-optimal, wenn zur verfu¨g-
baren Nutzzeit ur der Wurzel des Baums B entweder nur ein minimaler Wert w∗ hinzuaddiert
werden muss, so dass der Zielfunktionswert um 1 sinkt, oder Wert(R∗(B)) = 0 ist.
Der Wert w∗ fu¨r eine Entscheidungsmatrix X ist minimal, wenn fu¨r ein gegebenes Paar (w∗,X)
Bedingung 4.6 erfu¨llt ist, wobei zwei n× n große Entscheidungsmatrizen Y und Y ∗ mit Ent-
scheidungsvariablen y ∈ Y und y∗ ∈ Y ∗ und (X +Y ) sowie (X +Y ∗) Lo¨sungen in Form von
Entscheidungsmatrizen fu¨r denselben Baum B beschreiben.
Fu¨r ein gegebenes Paar (w∗,X) gilt:
	 ∃(w,Y) :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
w < w∗ und Wert(X) > 0 und
Wert(X)−1 = Wert(X +Y ∗) und
Wert(X +Y ) = Wert(X +Y ∗) und
⎛
⎝∑
∀y∈Y
y
⎞
⎠= w und
⎛
⎝ ∑
∀y∗∈Y ∗
y∗
⎞
⎠= w∗ und
w ∈ Z+0 und w
∗ ∈ Z+0
(4.6)
Das heißt, w∗ ist fu¨r eine gegebene Matrix X minimal, wenn gilt:
Wird zu Matrix X die MatrixY ∗ hinzuaddiert, deren Werte aufsummiert w∗ ergeben, so dass der
Zielfunktionwert Wert(X +Y ∗) um 1 sinkt, und keine andere Matrix Y existieren kann, deren
Werte aufsummiert w ergeben, welches kleiner als w∗ wa¨re, sowieWert(X +Y ) auch einen um
1 gesenkten Zielfunktionwert liefern wu¨rde, dann ist w∗ minimal.
Eine Matrix X ist R-optimal, falls entweder
Wert(X) = 0 (4.7)
ist oder fu¨r das Paar (w∗1,X) kein weiteres Paar (w∗2,X2) des Baums existiert, welches auch 4.6
erfu¨llt:
	 ∃(w∗2,X2) : w∗2 < w∗1 und Wert(X) =Wert(X2) und X 	= X2 (4.8)

Bedingung 4.6 kann umgeformt werden, wenn angenommen wird, dass X von R(B) entschieden
wurde (X = R(B), B = {ar,T1 . . .Tk}) und der Wert der Nutzzeit des Objekts der Wurzel ur ist:
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	 ∃(w,Y) :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
w < w∗ und Wert(X) > 0 und
Wert(R∗(B))−1 = Wert(R(ur+w∗,T1, . . . ,Tk)) und
Wert(R∗(ur +w,B)) = Wert(R(ur+w∗,T1, . . . ,Tk)) und⎛
⎝∑
∀y∈Y
y
⎞
⎠= w und
⎛
⎝ ∑
∀y∗∈Y ∗
y∗
⎞
⎠= w∗ und
w ∈ Z+0 und w
∗ ∈ Z+0
(4.9)
Somit ergeben sich fu¨r R-optimal gelo¨ste Problemstellungen einige fu¨r den weiteren Verlauf
der Arbeit interessante Eigenschaften.
Bemerkung: Zu einem Zielfunktionswert kann es mehrere R-optimale Entscheidungsmatrizen
geben.
Aus der obigen Definition R-optimaler Entscheidungsmatrizen folgt nicht zwangsla¨ufig, dass
zu jedem optimalen Zielfunktionswert auch genau eine R-optimale Matrix existiert. Unter be-
stimmten zusa¨tzlichen Umsta¨nden ist dies jedoch so.
Bemerkung: Ist w∗ = 1 aus Bedingung 4.9 fu¨r eine R-optimale Entscheidungsmatrix X, dann
sinkt ein Zielfunktionswert Wert(X) gro¨ßer Null mit jedem Anstieg der Summe der Entschei-
dungswerte in der Entscheidungsmatrix X.
Ist die Problemstellung so angelegt, dass sich mit jedem zusa¨tzlichen Entscheidungswert gro¨ßer
Null in X bzw. mit jeder zusa¨tzlich verwendeten Einheit Nutzzeit des Objekts der Wurzel
auch der optimale Zielfunktionswert a¨ndert, dann ist jede optimale Entscheidungsmatrix auch
zwangsla¨ufig R-optimal. Das ergibt sich direkt aus 4.9.
Bemerkung: Eine R-optimale Entscheidungsmatrix fu¨r einen Baum B hat die Eigenschaft, dass
fu¨r jeden beliebigen Teilbaum Ti des Baums B mit jeweiligem Wurzelknoten ai mindestens eine
der beiden folgenden Bedingungen gilt:
1) Die gesamte Nutzzeit ui der Wurzel des jeweiligen Teilbaums Ti = {ai,T ′1, . . . ,T ′k} wird
zum Laden von Objekten aus Knoten a j der Teilba¨ume T ′1 . . .T ′k verwendet.
ui =
n∑
j=1
yi j, yi j =
{
xi j, f alls a j ∈ {T ′1, . . . ,T ′k}
0, sonst (4.10)
2) Alle Restladezeiten, außer der der Wurzel des Teilbaums, sind Null.
∀a j ∈ {T ′1, . . . ,T ′k} : r j = 0 (4.11)
Aus der R-Optimalita¨t einer Entscheidungsmatrix folgt zwingend, dass entweder die Nutzzeit
der Wurzel des betreffenden Baumes vollsta¨ndig zum Laden von Objekten anderer Knoten ver-
wendet wird oder die Restladezeiten aller Knoten des Teilbaums exklusive Wurzel Null betra-
gen mu¨ssen. Ist dem nicht so, dann mu¨sste eine Matrix R∗(B) verschieden von der R-optimalen
Matrix existieren, welche Bedingung 4.8 widerlegen wu¨rde.
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Das Verfahren   erzeugt solche R-optimalen Entscheidungsmatrizen entsprechend der jeweili-
gen Zielfunktion fu¨r alle Teilprobleme und vermerkt diese im Datenobjekt  in der durch 
vorgegebenen Reihenfolge.
Kann die R-Optimalita¨t fu¨r jede dieser Lo¨sungen nachgewiesen werden, dann muss auch die
Gesamtlo¨sung R-optimal und damit optimal sein.
Verschmelzen R-optimal gelo¨ster Teilprobleme
Zum Schluss sei darauf hingewiesen, dass die Entscheidungsmatrizen R-optimal gelo¨ster Teil-
probleme einfach durch Addition der Matrizen miteinander verschmolzen werden ko¨nnen, weil
die Objekte in den Knotenmengen der Teilprobleme in nicht redundanten Ba¨umen zueinander
disjunkt sind.
Satz 4.2 Es gilt fu¨r R-optimal gelo¨ste Teilprobleme eines Baums B= {ar,T1 . . . ,Tk}, dass durch
Addition der Entscheidungsmatrizen {R(T1) . . .R(Tk)} eine R-optimale Entscheidungsmatrix
R(0,R(T1), . . . ,R(Tk)) bei einer Nutzzeit ur der Wurzel von Null entsteht.
Und existiert ein Verfahren R, welches u¨ber die Verwendung der Nutzzeit der Wurzel in Ho¨he
von x R-optimal entscheidet, das heißt, die Entscheidungen R(x,B)− R(0,R(T1), . . . ,R(Tk))
sind wiederum R-optimal, dann ist die Lo¨sung R(x,B) R-optimal sowie dann auch optimal.
Es gilt:
Wert(R∗(x,B)) = Wert(R(x,B))
= Wert
⎛
⎜⎝
⎛
⎜⎝
0 . . . 0
...
...
...
0 . . . 0
⎞
⎟⎠+R(T1)+ . . .+R∗(Tk)) +
(R(x,B)−R(0,R(T1), . . . ,R(Tk))
⎞
⎠
(4.12)
Beweis von 4.2: Die Objekte der Knotenmengen in den Teilba¨umen T1 . . .Tk sind zueinander
disjunkt, weil B ein nicht redundanter Navigationsbaum ist.
Damit ko¨nnen Ladeentscheidungen xi j > 0 der in den Matrizen enthaltenen Entscheidungsva-
riablen R(T1) . . .R(Tk) voneinander unabha¨ngig getroffen werden.
Es muss fu¨r die Entscheidungsvariablen zweier beliebiger, voneinander verschiedener Teilba¨ume
Tp und Tq eines Baums B
B = {ar,T1, . . . ,Tk},
Tp ∈ {T1, . . . ,Tk},Tq ∈ {T1, . . . ,Tk},
p 	= q, p = 1 . . .k,q = 1 . . .k
(4.13)
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gelten:
∀xi j ∈ {R(T1) . . .R(Tk)} : xi j = 0 und xi j ∈ R(Tq), f alls ∃xi j > 0 und xi j ∈ R(Tp) (4.14)
unter der Annahme:
∀Th ∈ {T1 . . .Tk} : (∀ j = 1 . . .n : xi j = 0, f alls ai 	∈ Th), (4.15)
welche fu¨r jedes gelo¨ste Teilproblem mit der Initialisierung aller Entscheidungsvariablen durch
  mit Null (S.103) sowie der Zuweisung der Nullmatrix den Entscheidungsvariablen
eines Baums, welcher ein Blatt ist (Bedingung 4.2, S.107), zugesichert wird.
So kann die Entscheidungsmatrix zweier gelo¨ster, zueinander disjunkter Teilprobleme mitein-
ander addiert werden und es entsteht eine R-optimale Entscheidungsmatrix mit der Lo¨sung
beider Teilprobleme.
Da dann R(0,B) = R(T1) + . . .+ R(Tk) R-optimal ist und laut Annahme ein Verfahren exis-
tiert, welches R(0,B) nach R(x,B) so u¨berfu¨hrt, dass auch R(x,B) R-optimal ist, muss auch die
Gesamtlo¨sung R(x,B) R-optimal und damit optimal sein.
Entspricht der Wert von x der Nutzzeit der Wurzel von B, dann gilt auch R(x,B) = R(B), womit
eine R-optimale Lo¨sung fu¨r den Baum B gefunden wa¨re. 
Aus Satz 4.2 folgt, dass die folgenden Verfahren  fu¨r die einzelnen Problemstellungen nur
noch auf R-Optimalita¨t bezu¨glich der Entscheidungen R(B)−R(0,B) zu pru¨fen sind. Dadurch
wird die Beweisfu¨hrung der Korrektheit der Verfahren maßgeblich vereinfacht.
Die betrachteten Eigenschaften werden nun zur Konstruktion einer R-optimalen Handlung 
fu¨r  je Zielstellungen genutzt.
4.1.2 2MLB - Minimierung der maximalen Latenzzeit aller Knoten des
Baums
Zur Lo¨sung von 2MLB wird fu¨r  ein Verfahren vorgeschlagen, welches sukzessive die Rest-
ladezeiten der im Teilbaum  enthaltenen Knoten, außer die der Wurzel selbst, absenkt. Das
Ergebnis ist allein abha¨ngig vom Wert der Nutzzeit des Objekts der Wurzel sowie den Werten
der Restladezeiten aller anderen Knoten des Teilbaums, welche nicht mit den Ladezeiten der
Objekte u¨bereinstimmen mu¨ssen, sondern sich aus bereits gelo¨sten R-optimalen Teilproblemen
ergeben.
Die fu¨r  fu¨r 2MLB zusa¨tzlich beno¨tigten elementaren Handlungen sind in Tabelle B.2 im An-
hang, S.203 zusammengefasst.
Das in Algorithmus 4.3, S.112 dargestellte Verfahren arbeitet wie folgt. In jeder Iteration der
	


-Schleife S1 (Zeilen 6 bis 19) wird das Maximum der Restladezeit aller Knoten des
Baums, exklusive der Wurzel, um genau den Wert  subtrahiert. Es werden in einer Iteration
die Restladezeiten von  unterschiedlichen Knoten gesenkt, welche alle zusammen den
Maximalwert fu¨r die Restladezeit des Teilbaums in dieser Iteration repra¨sentieren (siehe innere
Schleife, Zeilen 13 bis 18). S1 wird genau dann abgebrochen, wenn die Nutzzeit des Objekts der
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Wurzel vollsta¨ndig zum Laden von Objekten der Knoten der Teilba¨ume verwendet worden ist
( ) bzw. die verbleibende ungenutzte Nutzzeit nicht ausreicht, um den Maximalwert
weiter zu reduzieren, weil die Restladezeit von mehr Knoten maximal ist, als der Wert der rest-
lichen Nutzzeit betra¨gt (	

) oder die Restladezeiten aller Knoten, außer die der Wurzel,
Null betragen (	

).
Mit Schleife S2 (Zeilen 21 bis 25), aufgerufen wenn die Restladezeit mindestens eines Knotens
exklusive Wurzelknoten gro¨ßer Null ist (Zeile 20), wird die Restladezeit von genau solchen
Knoten um 1 reduziert, deren Restladezeit des Teilbaums maximal ist.
Mit jeder Reduktion der Restladezeit wird eine Entscheidung u¨ber die Verwendung der Nutzzeit
des Objekts der Wurzel getroffen. Diese Entscheidung wird in der Komponente  ver-
merkt (siehe Zeilen 15, 23), um die so genannten Ladeentscheidungen als Summe  dieser
Entscheidungen zum Laden eines Objekts des Aufenthaltsknotens ai, die zur optimalen Ge-
samtlo¨sung fu¨hren, nachvollziehen zu ko¨nnen.
1   {fu¨r 2MLB}	
 
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Alg. 4.3   zur Lo¨sung von 2MLB
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  4
4 #
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 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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Alg. 4.4 
zur Lo¨sung von 2MLB
Die obige Funktion liefert den Optimal-
wert, nachdem alle Teillo¨sungen durch
  erzeugt und wieder zusammengefu¨hrt
wurden. Dieser ergibt sich aus den
endgu¨ltigen Restladezeiten aller Knoten,
wobei die Restladezeit der Wurzel des
Gesamtbaums immer deren Ladezeit ent-
sprechen muss. Die Restladezeiten erge-
ben sich aus den Ladezeiten der Knoten
sowie den Entscheidungsvariablen. Diese
werden von   fu¨r 2MLB mit jeder getrof-
fenen Ladeentscheidung aktualisiert (sie-
he Zeile 14 und 22, links).
Ein Beispiel fu¨r die von   erzeugt Lo¨sung ist in Abb. 4.3, S.113 illustriert.
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Abbildung 4.3: Funktion der Restladezeit fu¨r 2MLB, links sind die Restladezeiten der Knoten
eines Teilproblems dargestellt, rechts die dazugeho¨rige Treppenfunktion zur Reduktion der ma-
ximalen Restladezeit. Um den Zielfunktionswert r∗ zu erreichen, muss die Nutzzeit der Wurzel
im Umfang der grau schattierten Fla¨che zum Laden verwendet werden.
Satz 4.3 Das mit  {fu¨r 2MLB} und  beschriebene Verfahren ermittelt fu¨r das Pro-
blem 2MLB eine optimale Lo¨sung sowie die dazugeho¨rige Belegung der Entscheidungsmatrix
X.
Beweis von 4.3: Die Entscheidungen von   fu¨r den Baum B = {ar,T1, . . . ,Tk} basieren auf
Lo¨sungen der Teilprobleme nach den Teilba¨umen T1 . . .Tk. Es wird angenommen, dass diese
Teilprobleme R-optimal gelo¨st sind. Die R-optimale Lo¨sung eines Teilproblems, welche auf ei-
nem Blattknoten basiert, muss, wie schon mit Bedingung 4.2, S.107 angemerkt, die Nullmatrix
sein (siehe Alg. 4.3, Zeile 5).
Damit muss Gleichung 4.12, S.110 fu¨r Verfahren   gelten.
Weiterhin gilt, dass S1 eine R-optimale Lo¨sung
R(ur−w,R(T1), . . . ,R(Tk)) (4.16)
erzeugt, wobei w den Wert des Datenobjekts  	
	 nach Beendigen von Schleife S1 entha¨lt
und ur der Nutzzeit des Objekts des Wurzelknotens im Baum des jeweils zu lo¨senden Teilpro-
blems P(Ti) entspricht.
Wenn S1 mindestens einmal durchlaufen wurde, gilt:
Wert(R∗(ur−w−1)) <Wert(R∗(ur−w)) (4.17)
S2 reduziert die Restladezeit genau der Knoten, deren Restladezeit nach Beendigen von S1 auf
Grundlage der Matrix R(ur −w,R(T1, . . . ,Tk)) maximal ist. Das mu¨ssen mehr als w Knoten
sein, weil sonst nicht 4.17 gelten wu¨rde. Die Restladezeit von genau w Knoten mit maximaler
Restladezeit wird mit S2 um den Wert 1 gesenkt. Mit dem Absenken maximaler Restladezeiten
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einzelner Knoten in S2 um den Wert 1 wird der durch die Matrix repra¨sentierte Zielfunkti-
onswert nicht weiter reduziert, denn dieser ist bereits vorher optimal, jedoch wird dadurch die
R-Optimalita¨t der Matrix gewa¨hrleistet.
Wird S1 nicht durchlaufen, dann gilt w = ur. Aufgrund von Bedingung 4.12, S.110 und der
Forderung der R-Optimalita¨t der Teillo¨sungen muss die Matrix aus 4.16 R-optimal sein und
damit auch R(B).
Wird nicht die innere Schleife von S1 und nicht S2 durchlaufen, dann ist die Nutzzeit der Wurzel
Null bzw. die aus R(T1)+ . . .+R(Tk) resultierenden Restladezeiten mu¨ssen Null sein. Mit der
Addition der Teillo¨sungen entsteht wiederum eine R-optimale Lo¨sung R(B).6
Damit kann besta¨tigt werden, dass das Verfahren   fu¨r 2MLB R-optimale Teillo¨sungen und
damit auf deren Basis auch eine optimale Lo¨sung fu¨r den Gesamtbaum erzeugt. Aus der R-
optimalen Entscheidungsmatrix kann einfach der optimale Wert ermittelt werden (siehe Alg.
4.4). 
Satz 4.4 Das Verfahren  unter Verwendung von   fu¨r 2MLB ist effizient in O(n3) re-
chenbar.
Beweis von 4.4 Zum Nachweis soll zuerst der Aufwand von   abgescha¨tzt werden und dann
der daraus resultierende Aufwand fu¨r .
Lemma 4.5 Das Verfahren   fu¨r 2MLB ist effizient in O(n2) rechenbar.
Beweis von 4.5:   setzt sich aus zwei Schleifen S1 (Zeilen 6-19) und S2 (Zeilen 21-25) zu-
sammen. S1 wird ho¨chstens n-mal durchlaufen, weil mit jedem Schleifendurchlauf die Anzahl
der maximalen Restladezeiten, welche sich aus dem aktuellen Zustand der Entscheidungsma-
trix nach jeder Iteration von S1 ergibt, um mindestens 1 steigt. Deshalb muss nach dem n-ten
Durchlauf das Maximum den Wert 0 besitzen und die Schleife wird abgebrochen.7
Nach Durchlauf der Schleife S1 kann der Wert von  	
	 ho¨chstens n−1 betragen, so dass
sich fu¨r S2 ho¨chstens O(n) Schleifendurchla¨ufe wie fu¨r S1 ergeben.
Zur Bestimmung der Anzahl der Maxima sowie zur Reduktion eines maximalen Wertes um
einen konstanten Betrag aus einer Menge von n Werten (
,  	

	) wird ein Aufwand von O(n) angenommen, jedoch ist eine effizientere Implementierung
mit erho¨htem Verwaltungsaufwand mo¨glich. Daraus wu¨rde sich dann eine effizientere Variante
fu¨r das Gesamtverfahren ergeben.8
Der Rechenzeit- wie Speichplatzaufwand fu¨r S1 und S2 entwickelt sich asymptotisch mit O(n2)
Damit kann Lemma 4.5 besta¨tigt werden. 
Weil fu¨r   in Satz 4.1, S.105 zur Aufwandabscha¨tzung von  ein Aufwand von O(1) anstatt
von O(n2) angenommen wurde sowie die solange-Schleife von  n-mal durchlaufen wird
6Siehe Diskussion spezielle Eigenschaften R-optimaler Entscheidungsmatrizen, S.109ff.
7
  ist dann Null, weil die Funktion 	
	 den Wert Null liefert und damit Bedingung
Zeile 19 erfu¨llt ist.
8Von dieser Variante wird hier Abstand genommen, um die Versta¨ndlichkeit des Gesamtverfahrens nicht
unno¨tig zu erschweren. Im Vordergrund steht hier der Nachweis, dass u¨berhaupt eine effiziente und korrekte
Lo¨sung des Problems mo¨glich ist.
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und   nur mit einem Aufwand von O(n2) arbeitet, ergibt sich fu¨r das Gesamtverfahren,
bestehend aus  und  fu¨r 2MLB, ein asymptotischer Aufwand von O(n3). Satz 4.4 kann
besta¨tigt werden. 
4.1.3 MSLB - Minimierung der Summe aller Latenzzeiten des Baums
Fu¨r das Problem MSLB kann ein effizientes Lo¨sungsverfahren angegeben werden. Es wird ge-
zeigt, dass die Probleme 2MLB und MSLB einander sehr a¨hnlich sind. So a¨hnlich, dass das
fu¨r 2MLB angegebene Verfahren zur Lo¨sung von MSLB verwendet werden kann. Vorab jedoch
wird ein einfacheres Verfahren angegeben, welches auf den im Folgenden beschriebenen Pro-
blemeigenschaften basiert.
Satz 4.6 Jede optimale Lo¨sung fu¨r MSLB ist auch R-optimal.
Fu¨r jede optimale Lo¨sung sowie auch optimale Teillo¨sung gilt die in der Bemerkung mit den
Bedingungen 4.10 und 4.11 auf S.109 beschriebene Eigenschaft fu¨r R-optimale Lo¨sungen.
Ist dem nicht so, kann die Nutzzeit mindestens eines Objekts eines Aufenthaltsknotens dazu
verwendet werden, einen Teil eines anderen Objekts zu laden, so dass der Zielfunktionswert fu¨r
die entsprechende Entscheidungsmatrix sinkt, weil fu¨r jede beliebige optimale Matrix R(B) mit
w ∈ Z+0 ,
⎛
⎝ ∑
∀xi j∈R(B)
R(B)
⎞
⎠−w ≥ 0 und der Nutzzeit ur des Objekts der Wurzel ar des Baums
B gilt:
Wert(R∗(B))+w=Wert(R(ur−w,R(T1), . . . ,R(Tk))) (4.18)

Die Bestimmung einer optimalen Entscheidungsmatrix soll analog zu den U¨berlegungen fu¨r
2MLB des vorherigen Abschnitts erfolgen.
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Alg. 4.5   zur Lo¨sung von MSLB
Es wird ein Verfahren   angegeben (links),
welches u¨ber die Verwendung der Nutzzeit,
entsprechend dem obigen Satz und der in
4.18 angegebenen Eigenschaft, entscheidet.
Das Verfahren bedient sich einer zusa¨tzli-
chen Verwaltungsstruktur 	
, welche in
den Teilba¨umen enthaltene Knoten verwal-
tet, deren Restladezeiten gro¨ßer Null sind.
Der Algorithmus   berechnet fu¨r einen ge-
gebenen Baum auf Basis der optimalen Ent-
scheidungsmatrizen der Teilprobleme eine
optimale Entscheidungsmatrix fu¨r den Ge-
samtbaum, so dass die Bedingungen 4.10
und 4.11, Basis zum Nachweis des obigen
Satzes 4.6, erfu¨llt sind. Die verwendeten
elementaren Handlungen sind im Anhang in
Tabelle B.3, S.204 beschrieben.
Mit jedem Aufruf von Zeile 12 wird der Zielfunktionswert um genau  verringert, solange
bis das Abbruchkriterium in Zeile 14 der 


-Schleife erfu¨llt ist. Ist dieses erfu¨llt, kann
der Zielfunktionswert der Matrix nicht weiter gesenkt werden, denn es wird solange die Rest-
ladezeit eines Knotens aus  außer die der Wurzel reduziert, bis entweder alle Restladezeiten
Null sind (

) oder die Nutzzeit des Objekts der Wurzel vollsta¨ndig zum Laden anderer
Objekte im Voraus verwendet wird ( 
	
	).
1 +

 +

(&{fu¨rMSLB}
2   
3 , 	 


4 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Alg. 4.6 	
	 fu¨r MSLB
Die Funktion 	
	 fu¨r MSLB (links)
liefert den zu einer Entscheidungsmatrix geho¨ri-
gen Zielfunktionswert, indem die aus der Ent-
scheidungsmatrix resultierenden Restladezeiten
aller Knoten aufsummiert werden. Asymptoti-
scher Rechenzeit- und Speicherplatzaufwand der
Funktion entwickelt sich mit O(n) und O(n2).
Aufgrund der Gu¨ltigkeit von 4.18 muss das angegebene Verfahren   fu¨r MSLB eine R-optimale
Lo¨sung und damit eine optimale Lo¨sung liefern.
Satz 4.7 Das mit Alg. 4.5 angegebene Verfahren fu¨r   unter Verwendung von  liefert eine
optimale Lo¨sung fu¨r MSLB.
Der Nachweis des Satzes stu¨tzt sich auf die vorherigen U¨berlegungen und soll nicht weiter
diskutiert werden.
116
MSLB(B)
ri
r3
r4
r2
r1
ri
r4r3r2r1
0
Knoten
a1 a 04
Abbildung 4.4: Links die Verteilung der Restladezeiten von vier Knoten, Rechts die
gleichfo¨rmige Entwicklung des Zielfunktionswert von MSLB je nach verwendeter Nutzzeit der
Wurzel, jedem Wert verwendeter Nutzzeit kann genau ein Zielfunktionswert zugeordnet werden
Weiterhin gilt folgender interessanter Zusammenhang zwischen 2MLB und MSLB.
Satz 4.8 Wird zur Lo¨sung von MSLB fu¨r   der Algorithmus 4.3, S.112   fu¨r 2MLB verwen-
det, dann liefert  genauso eine optimale Lo¨sung bezu¨glich des Problems MSLB wie bei
Verwendung von Algorithmus 4.5.
Beweis von 4.8: Kann fu¨r jede der durch die Schleifen S1 und S2 des Algorithmus 4.3 generier-
ten Lo¨sung einer jeden Iteration nachgewiesen werden, dass die jeweils verwendete Nutzzeit
w =   	
	 des Objekts der Wurzel R-optimal bezu¨glich der Zielstellung von MSLB
verwendet wird, dann liefert   fu¨r MSLB auch eine R-optimale Teillo¨sung.
Da der Wert w mit jeder Iteration von S1 bzw. von S2 um mindestens 1 sinkt und nach dem
Verlassen von S2 entweder w den Wert 0 oder die Restladezeiten alle Objekte der Teilba¨ume
Null sind, muss die von   fu¨r 2MLB erzeugte Lo¨sungsmatrix R(B) fu¨r MSLB R-optimal sein,
wenn auch die Teillo¨sungen R(T1) . . .R(Tk) R-optimal sind. 
Jedoch arbeitet Algorithmus 4.5 effizienter als 4.3 fu¨r 2MLB.9
Satz 4.9 Das Verfahren  unter Verwendung von   fu¨r MSLB (Alg. 4.5) findet mit einem
asymptotischen Aufwand von O(n2) eine optimale Lo¨sung.
9Effizienter nur entsprechend dem hier konkret entworfenen Verfahren. Letztendlich kann, wie bereits ange-
merkt, 2MLB auch mit einem Aufwand von O(n2) gelo¨st werden (siehe na¨chster Satz).
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Beweis von 4.9: Es ist leicht zu erkennen, dass   fu¨r MSLB mit einem Speicherplatz- sowie
Rechenzeitaufwand von O(n) arbeitet. Die 	-Schleife wird ho¨chstens n-mal durch-
laufen, denn mit jedem Durchlauf wird genau einer der maximal n durch 
		 in die Liste
 eingefu¨gten Knoten entnommen. Die Schleife wird spa¨testens dann abgebrochen, wenn die
Liste leer ist.
Damit ergibt sich fu¨r die 	-Schleife von  ein asymptotischer Aufwand von O(n2),
welcher dem Aufwand von  entspricht. 
4.1.4 2MLS - Minimierung der maximalen Latenzzeit
einer beliebigen Sequenz
Fu¨r das Problem 2MLS - Minimierung der maximalen Latenzzeit in einer beliebigen Sequenz
des Navigationsbaums - kann  als ein Lo¨sungsverfahren angegeben werden. Es zeigt sich,
dass fu¨r die Probleme 2MLB und 2MLS die Mengen optimaler Lo¨sungen fu¨r jede beliebige
Probleminstanz B identisch sind.
Satz 4.10 Das Problem 2MLS kann mit Hilfe des oben beschriebenen Verfahrens  effi-
zient gelo¨st werden.
Beweis von 4.10 Jeder Weg von der Wurzel hin zu einem Blattknoten stellt genau eine mo¨gli-
che Sequenz σ ∈ B dar. Da die Sequenz, welcher der Nutzer wa¨hrend des Navigationsvorgangs
erzeugt, unbekannt ist, ist u¨ber alle mo¨glichen Sequenzen das Optimum zu bestimmen. Die
Menge aller mo¨glichen Sequenzen kann mittels eines Navigationsbaums B dargestellt werden.
Fu¨r diesen Baum wird mit Hilfe von  eine optimale Lo¨sung erzeugt. Aus dieser Lo¨sung
heraus kann der Wert des Optimums bestimmt werden. Auch ko¨nnen all jene Sequenzen be-
stimmt werden, die Knoten enthalten, dessen minimale Restladezeit maximal ist und somit das
Optimum bilden. Der Nachweis u¨ber effiziente Verwendung von Rechenzeit und Speicherplatz
von  wurde bereits gefu¨hrt. 
4.1.5 2MSLS - Minimierung der maximalen Summe der Latenzzeiten
aller Knoten einer Sequenz u¨ber alle Sequenzen
Das Problem 2MSLS hat zum Ziel, die maximale Summe aller Restladezeiten der Knoten einer
Sequenz u¨ber alle mo¨glichen Sequenzen des Baums zu minimieren.
Die Aktion   wird nach der Zielstellung in Anlehnung an   fu¨r 2MLB wie folgt modifiziert. Die
genutzten Elementarhandlungen sind in der Tabelle B.4 im Anhang, S.205 beschrieben.
Da die Benennung der Unterprogrammaufrufe nicht immer selbstsprechend gewa¨hlt werden
konnte, werden diese im Gegensatz zu den anderen Verfahren nicht nur im Anhang ausfu¨hr-
lich mit Schnittstellen, Rechenzeit- und Speicherplatzaufwand dargestellt, sondern zur besseren
Versta¨ndlichkeit nachfolgend kurz erla¨utert.
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Alg. 4.7   zur Lo¨sung von 2MSLS
	
  liefert den Wert der maximalen Summe aller Restladezeiten je Se-
quenz u¨ber alle Sequenzen des Baums , das heißt den aktuellen Zielfunktionswert in Abha¨ngig-
keit von der Entscheidungsmatrix.
	
  liefert in einer Liste alle Sequenzen, die den Maximalwert von
	
  erreichen. Die Knoten jeder dieser Sequenzen, außer der Wurzelkno-
ten, werden entsprechend ihrer Reihenfolge in  auf dem Weg von der Wurzel zum Zielknoten
in einer Liste vermerkt.
  liefert je Sequenz in  ho¨chstens einen Knoten. Dieser Knoten ist
der Knoten einer Sequenz, welcher von den Knoten, deren Restladzeit gro¨ßer Null ist, sich auf
dem niedrigsten Niveau des Baums  befindet, das heißt dessen Anzahl Vorga¨ngerknoten in der
Sequenz am kleinsten ist.
	 liefert eine Knotenliste, in welcher jeder Knoten aus  nur genau ein-
mal vorkommt.
  liefert den Wert der kleinsten Restladezeit eines Knotens aus .
	
   liefert den Maximalwert wie 	
 , je-
doch nur der Sequenzen in , welche nicht Knoten aus  enthalten.


 liefert ein beliebiges Element aus  und entfernt dieses aus der Liste.
	    subtrahiert den Wert Diff von der Restladezeit des Knotens
mit Index  in  und aktualisiert die Entscheidungsvariable des Wurzelknotens entsprechend
(!"#!"$).
Die Funktionsweise von   wird kurz beschrieben.
Die Aktion   setzt wie schon die bekannten Verfahren auf die Summe der R-optimal gewa¨hl-
ten Entscheidungsvariablen aus den gelo¨sten Problemen der Teilba¨ume auf. Unter Beru¨cksich-
tigung dieser Restladezeiten soll eine R-optimale Verwendung der Nutzzeit des Objekts der
Wurzel bestimmt werden, so dass die maximale Summe der Restladezeiten aller Knoten einer
beliebigen Sequenz des Baums minimal ist.
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Je Iteration wird der Zielfunktionswert aus den Restladezeiten der Sequenzen ermittelt. Ist die-
ser oder die   gro¨ßer Null, ist die Lo¨sung fu¨r die gegebene Nutzzeit des Wurzelkno-
tens nicht R-optimal und eine Iteration der a¨ußeren Schleife ist vollsta¨ndig zu durchlaufen. Es
werden mit jeder Iteration alle maximumbildenden Sequenzen ermittelt, das heißt jene, deren
Summe u¨ber die Restladezeiten ihrer Knoten maximal ist. Fu¨r jede dieser Sequenzen wird unter
allen Knoten, deren Restladezeit gro¨ßer Null ist, genau der Knoten ermittelt, welcher sich am
dichtesten zur Wurzel all dieser Knoten der Sequenz befindet. Wu¨rde die Restladezeit all dieser
so ermittelten Knoten je Sequenz jeweils um 1 gesenkt werden, dann wu¨rde auch das Maximum
um 1 sinken. Es sind dafu¨r nie mehr Zeiteinheiten Nutzzeit des Wurzelknotens aufzuwenden als
die Anzahl dieser Knoten. Warum genau die Knoten am dichtesten zur Wurzel fu¨r die Redukti-
on der Restladezeit zu wa¨hlen sind, ist noch zu kla¨ren. Nachdem diese Knotenmenge ermittelt
wurde, folgen Schritte, welche den Betrag berechnen, um welchen die Restladezeiten dieser
Knoten zu reduzieren sind, denn eine Reduktion jeweils nur um den Wert 1 wu¨rde zu keinem
effizienten Verfahren fu¨hren.
Die Restladezeiten der Knoten in der Knotenmenge  werden um einen der Wert, in den fol-
genden vier Fa¨llen beschrieben, reduziert. Jede Iteration der a¨ußeren Schleife kann genau einem
Fall zugeordnet werden, wobei entweder Fall 1 oder 2 eintreten und in den letzten Iterationen
entweder Fall 3 und 4 oder Fall 3 oder Fall 4 oder keiner der beiden.
Der sich aus den im Baum 	 vermerkten Ladeentscheidungen ergebende Zielfunktionswert wird
von Iteration zu Iteration um folgenden Wert gemindert:
1. die Differenz aus dem Maximalwert und dem maximalen Zielfunktionswert der Sequen-
zen, deren Summe Restladezeiten in dieser Iteration nicht gemindert wird. Existieren
solche nicht, dann um den Maximalwert.
2. genau den kleinsten Wert der Restladezeit der Knoten aus .
Die Restladezeiten aller Knoten aus  werden um diesen Wert reduziert.
3. den Wert, der mittels verfu¨gbarer   (Nutzzeit des Wurzelknotens) mo¨glich ist, um
die Restladezeit all dieser Knoten um denselben Wert zu senken.
4. den Wert 1 bei genau   vielen Knoten aus , falls der Wert von   kleiner
als die Anzahl der Knoten der Liste ist.
Mit der inneren 
-Schleife werden die Restladezeiten der Knoten entsprechend dem Wert
einer der vier Fa¨lle gesenkt und die Entscheidungsvariablen aktualisiert.
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Alg. 4.8  	
 fu¨r 2MSLS
Der Algorithmus links ermittelt den Zielfunk-
tionswert, resultierend aus den Entscheidungen
in  vermerkt. Dazu werden alle in  enthalte-
nen Sequenzen von der Wurzel bis zu den je-
weiligen Bla¨ttern betrachtet. U¨ber die Menge
aller Knoten einer jeden Sequenz werden die
aus der optimalen Entscheidungsmatrix resul-
tierenden Restladezeiten der Knoten summiert.
Das Maximum dieser Summen wird als Ziel-
funktionswert zuru¨ckgeliefert. Der asymptoti-
sche Rechenzeitaufwand O(n2) von  
	
{fu¨r 2MSLS} ist geringer als die beno¨tigte
Rechenzeit zum Erzeugen einer optimalen Ent-
scheidungsmatrix (siehe Satz 4.13, S.124).
Satz 4.11 Das angegebene Verfahren zur Lo¨sung von 2MSLS findet eine optimale Lo¨sung.
Beweis von 4.11: Zum Nachweis wird wieder angenommen, dass die Teillo¨sungen von
R(B): R(T1) . . .R(Tk) R-optimal bestimmt wurden und zur Lo¨sung von R(B) verwendet wer-
den.
Es ist zu zeigen, dass die durch Verfahren  generierten Entscheidungen Y = R(B)− (R(T1)+
. . .+R(Tk)) wiederum zu einer R-optimalen Matrix R(B) = Y +(R(T1)+ . . .+R(Tk)) fu¨hren.
Das konstruierte Lo¨sungsverfahren fu¨r 2MSLS funktioniert grundsa¨tzlich wie 2MLS. Es wird in
jeder Iteration der Maximalwert identifiziert und, falls mit der verfu¨gbaren 

 mo¨glich,
auf den jeweils zweitho¨chsten Wert oder einen ho¨heren Wert, aber nicht ho¨her als der Zielfunk-
tionswert zu Beginn der Iteration, reduziert.
Δ j soll genau der Wert sein, um welchen 

 in der j-ten Iteration der a¨ußeren Schleife
verringert wurde. Das heißt, Δ j ist die Differenz aus den beiden Werten von 

 vor und
nach der j-ten Iteration bzw. nach der j−1-ten und j-ten Iteration. Kann nachgewiesen werden,
dass die Matrix nach der j-ten Iteration
R
(( j∑
i=0
Δi
)
,R(T1), . . . ,R(Tk)
)
Δ0 = 0
(4.19)
R-optimal ist, wenn die Matrix der j−1-ten Iteration R-optimal war, dann muss der Algorith-
mus  nach beliebig vielen Iterationen fu¨r den Baum B = {ar,T1, . . . ,Tk} R-optimal sein. Dem
ist genau dann so, wenn ur =
∑
∀Δ j Δ j erreicht ist bzw. die Summe der Restladezeiten entspre-
chend der erzeugten Entscheidungsmatrix Null ist, weil  eine Lo¨sung unter der Voraussetzung
erzeugt, dass R(0,R(T1), . . . ,R(Tk)) als R-optimal gegeben war.
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Die Wahl der Knoten in der Liste   sowie der Wert, um welchen deren Restladezeiten mit jeder
Iteration reduziert werden, soll jetzt fu¨r jeden der bereits aufgefu¨hrten 4 Fa¨lle in Hinblick auf
R-Optimalita¨t gepru¨ft werden.
Dazu jedoch vorab folgende Bemerkung, die auch fu¨r das na¨chste Lo¨sungsverfahren von Be-
deutung ist.
Bemerkung: Wird die Restladezeit eines Knotens a reduziert, dann wird ebenfalls die Summe
der Restladezeiten genau so vieler Sequenzen abgesenkt, wie der Teilbaum mit Wurzel a Bla¨tter
besitzt.
Daraus ergibt sich: Desto kleiner das Niveau von a im Gesamtbaum, desto ho¨her die Anzahl
der Sequenzen, deren Summe Restladezeiten durch die Reduktion auch gemindert wird.
Daraus ergibt sich wiederum folgender Zusammenhang, welcher in {fu¨r 2MSLS} ausgenutzt
wird.
Lemma 4.12 Fu¨r einen gegebenen Baum B und R-optimal gewa¨hlte Entscheidungsmatrix X
sei S∗ die Menge der Sequenzen, deren Summe Restladezeiten jeweils maximal ist, S die Menge
aller anderen Sequenzen des Baums und x die zur Verfu¨gung stehende Nutzzeit, mittels welcher
der Maximalwert gro¨ßer 1 um 1 reduziert werden soll. Es sind dann keinesfalls mehr als |S∗|
Zeiteinheiten Nutzzeit notwendig, um die Summe der Restladezeiten in S∗ um 1 zu reduzieren.
Es sei zusa¨tzlich angenommen, A∗ ist eine knotendisjunkte Menge, bestehend aus Knoten, mit
jeweils ho¨chstens einem Knoten jeder Sequenz aus S∗. Dieser Knoten soll jeweils genau der
Knoten sein, welcher exklusive des Wurzelknotens des Baums unter allen Knoten einer Sequenz
mit einer Restladezeit gro¨ßer Null das niedrigste Niveau in B besitzt. (Ist der Zielfunktionswert
des Baums exklusive Wurzel gro¨ßer Null, dann existiert in jeder Sequenz aus S∗ genau ein
solcher Knoten, der auch in A∗ enhalten ist.) Unter diesen Annahmen sind dann genau |A∗|
Zeiteinheiten Nutzzeit notwendig, um den Maximalwert des Baums B (ohne Wurzel) bei aus X
resultierenden Restladezeiten um 1 zu reduzieren.
Beweis von 4.12: Wird die Restladezeit jedes einzelnen Knotens in A∗ um jeweils 1 gesenkt,
dann wird auch die Summe der Restladezeiten aller Sequenzen aus S∗ um 1 auf einen Ziel-
funktionswert z gesenkt. Entsprechend vorangegangener Bemerkung sind die Knoten in A∗ so
gewa¨hlt, dass die Restzeit mo¨glichst weniger Knoten um 1 gemindert werden muss, um den
Zielfunktionswert z fu¨r alle Sequenzen aus S∗ zu erreichen, denn es existiert fu¨r jeden Knoten
a∗ ∈ A∗ kein anderer Knoten dichter zum Wurzelknoten, mittels welchem der Zielfunktionswert
der jeweilig a∗ enthaltenden Sequenzen um 1 reduziert werden kann.
Weiterhin kann die Summe der Restladezeiten aller Sequenzen S′, welche keinen Knoten aus
A∗ enthalten, ho¨chstens z sein. Damit ist der Zielfunktionswert der resultierenden Gesamtmatrix
von B nach der Reduktion der Restladezeiten z. 
In Abb. 4.5, S.123 ist ein Beispiel fu¨r eine Zerlegung der Sequenzen in die Mengen S′ und S∗
dargestellt.
Ein iteratives Vorgehen dieser Art zur Berechnung des Zielfunktionswertes bei Reduktion der
Restladezeiten um jeweils 1 unter durch  gegebener Nutzzeit fu¨hrt zu einer R-optimalen
Matrix, falls auch dann die Restladezeiten genau  vieler beliebiger Knoten aus A∗ um
1 reduziert werden, wenn < |A∗|.
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Knoten der 
Sequenzen S*
Knoten der
Seqenzen S’
Im Beispiel links sind die Knoten eines
Navigationsbaums in die Sequenzmengen
S′ und S∗ zerlegt. Die Restladezeit aller
grauen Knoten ist Null. Die schwarzen
Knoten, deren Restladezeit gro¨ßer Null
ist, entsprechen der Knotenmenge A∗. Es
existiert fu¨r jeden Knoten aus A∗ min-
destens eine Sequenz in S∗, die diesen
entha¨lt und deren Summe Restladezeiten
maximal ist. S′ besteht hingegen aus der
Menge aller Sequenzen, die keinen der
schwarz markierten Knoten enthalten. S′
und S∗ sind zueinander disjunkt.
Abbildung 4.5: Knotensplitt nach Eigenschaften der Sequenzmengen S∗ und S′
Genau das wird mit Fall 4, insbesondere mittels Zeile 19, gesichert. Es gilt fu¨r Fall 4, wobei Δi
dem Wert von   zu Beginn der i-ten Iteration entspricht:
Wert
⎛
⎝R
⎛
⎝
⎛
⎝ j−1∑
i=0
Δi
⎞
⎠ ,R(T1), . . . ,R(Tk)
⎞
⎠
⎞
⎠=Wert
(
R
(( j∑
i=0
Δi
)
,R(T1), . . . ,R(Tk)
))
(4.20)
Fu¨r alle anderen drei Fa¨lle gilt:
Wert
⎛
⎝R
⎛
⎝
⎛
⎝ j−1∑
i=0
Δi
⎞
⎠ ,R(T1), . . . ,R(Tk)
⎞
⎠
⎞
⎠
=Wert
(
R
(( j∑
i=0
Δi
)
,R(T1), . . . ,R(Tk)
))
− (Δ j div x),
(4.21)
wobei x= |A∗| der jeweiligen Iteration bzw. der Anzahl Knoten in Datenobjekt  nach Entfer-
nen der Duplikate in Zeile 12 entspricht.
Da Δ j aus Effizienzgru¨nden nicht nur 1 betragen kann, sind die Fa¨lle 1 bis 3 zu untersuchen.
Es ist jeweils zu pru¨fen, ob fu¨r jeden Fall, unter Annahme einer Reduktion der Restladezeiten
der Knoten im Baum um Δ j Zeiteinheiten in der j-ten Iteration, nach der j-ten Iteration eine
R-optimale Matrix entsprechend 4.19 geliefert wird.
Fall 1: tritt ein, wenn mit dem Wert von   mindestens so viele Zeiteinheiten zur Ver-
fu¨gung stehen, dass die Summe der Restladezeiten aller Sequenzen aus S∗ auf den Wert
der maximalen Summe der Restladezeiten aller Sequenzen S′ gesenkt werden kann und
das Minimum der Restladezeiten der Knoten aus A∗ den Differenzwert der jeweiligen
maximalen Summen von Restladezeiten der Sequenzen aus S∗ und S′ nicht unterschreitet,
wobei S′ die Menge all jener Sequenzen ist, die nicht Knoten aus A∗ enthalten.10
10Gilt die Bedingung, aber der Differenzwert der maximalen Summen ist kleiner als die minimale Restladezeit
aller Knoten aus A∗, tritt Fall 2 ein (Zeilen 13–15). Die Bedingung in Zeile 15 ist fu¨r Fall 1 erfu¨llt.
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Die Summe der Restladezeiten jeder Sequenz aus S∗ wird auf das Maximum der Sum-
me aller Restladezeiten u¨ber alle Sequenzen aus S′ reduziert, indem die Restladezeiten
aller Knoten A∗ genau um diesen Differenzwert gesenkt werden. Δ j ergibt sich aus dem
Differenzwert multipliziert mit |A∗|.
Die daraus resultierende Entscheidungsmatrix muss R-optimal sein, weil es laut Lemma
4.12 nicht mo¨glich ist, die Summe der Restladezeiten der Knoten aller Sequenzen S∗ um
einen kleineren Wert als Δ j zu reduzieren, und dabei denselben Maximalwert fu¨r den
Gesamtbaum gleich dem Maximalwert der Sequenzen aus S′ zu erreichen.
Fall 2: entspricht nahezu Fall 1, jedoch unterschreitet die Restladezeit mindestens eines Kno-
tens ai aus A∗ die Differenz der Maxima aus S∗ und S′, so dass das Maximum der Sequen-
zen aus S∗ durch Reduktion der Restladezeiten der Knoten aus A∗ nicht auf das Maximum
aus S′ reduziert werden kann. Es wird entsprechend die Summe der Restladezeiten jeder
Sequenz nur um die Restladezeit ri abgesenkt, indem die Restladezeiten aller Knoten
aus A∗ um den Wert ri reduziert werden. Mindestens die Restladezeit von ai sinkt dabei
auf Null. Die daraus resultierende Entscheidungsmatrix muss wiederum aufgrund obigem
Lemma 4.12 R-optimal sein, weil der Zielfunktionswert u¨ber alle Sequenzen S∗ und S′
gro¨ßer ist, als der Wert allein fu¨r Sequenzen aus S′ betrachtet.
Fall 3: tritt genau dann ein, wenn in der j-ten Iteration nicht ausreichend   Zeiteinhei-
ten zur Verfu¨gung stehen, um das Maximum der Sequenzen S∗ entsprechend Fall 1 oder
2 zu reduzieren.
Dementsprechend kann die Summe der Restladezeiten je Sequenz aus S∗ nur jeweils um
  div |A∗| reduziert werden, indem die Restladezeiten der Knoten aus A∗ genau
um diesen Wert reduziert werden. Δ j = |A∗| · (  div |A∗|). Aufgrund Lemma 4.12
muss die daraus resultierende Entscheidungsmatrix wiederum R-optimal sein.
Nach einer Iteration des Falls 3 ist der optimale Wert fu¨r den Baum bestimmt. In der
letzten, folgenden Iteration tritt Fall 4 ein, wenn Δ j kleiner als der Wert von   zu
Beginn der j-ten Iteration war und die Summe der Restladezeiten nach der j-ten Itera-
tion gro¨ßer Null ist. Ein Δ j gleich der   fu¨hrt dazu, dass die mit dieser Iteration
erzeugte Entscheidungsmatrix auch fu¨r den Baum und die Nutzzeit des Wurzelobjekts
R-optimal ist.
Daraus resultiert, dass das Gesamtverfahren fu¨r jede Iteration eine R-optimale Matrix aus 4.19,
S.121 liefert, somit auch als Endergebnis eine R-optimale Matrix fu¨r die Nutzzeit der Wurzel,
ur =
∑ j
i=0 Δi, falls die Summe der Restladezeiten aller Knoten des Baums ur nicht unterschrei-
tet. Sonst wird eine Nullmatrix als R-optimale Matrix geliefert. Satz 4.11 kann besta¨tigt werden.

Satz 4.13 Mittels   fu¨r 2MSLS kann mit asymptotischem Rechenzeit- und Speicherplatzauf-
wand von O(n4) eine optimale Lo¨sung berechnet werden.
Beweis von 4.13 Zur asymptotischen Aufwandsabscha¨tzung ist die Anzahl der Durchla¨ufe der
a¨ußeren Schleife (Zeilen 7 - 27) von besonderer Bedeutung. Der Rechenzeitaufwand der inneren
Schleife (Zeilen 20 - 25) ist je Schleifendurchlauf der a¨ußeren Schleife abha¨ngig von
|A∗|= 	
	≤ n−1 und betra¨gt O(n).
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Mit jedem Schleifendurchlauf der a¨ußeren Schleife steigt entweder die Anzahl Maxima (Fall 1)
oder die Restladezeit mindestens eines Knotens sinkt auf Null (Fall 2) und es treten ho¨chstens
einmal Fall 3 und einmal Fall 4 ein. Damit steigt die Anzahl der Schleifendurchla¨ufe in Gro¨ßen-
ordnung O(n). Fu¨r die einzelnen Rechenschritte wird nicht mehr Rechenzeitaufwand als O(n2)
beno¨tigt, so dass der Rechenzeitaufwand fu¨r   sich mit O(n3) entwickelt und daraus folgend
fu¨r  unter Verwendung von  {fu¨r 2MSLS} in O(n4) wa¨chst.

4.1.6 MSLS - Minimierung der Summe aller Latenzzeiten
der Knoten einer Sequenz u¨ber alle Sequenzen
Als letzte Bewertungsfunktion fu¨r nicht redundante Navigationsba¨ume wird die Summe aller
Latenzzeiten u¨ber alle Sequenzen untersucht.
Das Verfahren   fu¨r 2MSLS kann ohne Modifikation nicht zur Optimierung genutzt werden. Mit
der Diskussion der beiden baumbasierten Verfahren hatte sich gezeigt, dass die Probleme 2MLB
und MSLB so eng miteinander verknu¨pft sind, dass das Verfahren fu¨r 2MLB ohne Modifikation
auch zur Lo¨sung von MSLB eingesetzt werden kann. Die einander a¨hnlichen Zielstellungen
2MLB und 2MLS sowie MSLB und MSLS lassen denselben Zusammenhang vermuten. Jedoch
gilt, dass die Anzahl der zu beru¨cksichtigenden Sequenzen direkt proportional zur Anzahl der
Bla¨tter des Baums ist. So genannte Sequenzabbru¨che, das heißt der Nutzer verwendet nur einen
Teil der Objekte auf dem Weg zwischen Wurzel und Blatt, sollen nach Definition 3.7, S.65
unberu¨cksichtigt bleiben. Daraus ergibt sich folgende Umformung der Zielfunktion 3.20, S.68,
welche fu¨r das folgende Optimierungsverfahren genutzt werden soll, wobei die Funktion b(a,B)
die Anzahl der Bla¨tter des Teilbaums aus B liefert, dessen Wurzel der Knoten a ist:
∑
∀σ∈B
∑
∀ai∈σ
ri =
∑
∀ai∈B
(ri ·b(ai,B)) (4.22)
Durch das Verfahren fu¨r MSLS wird zwar wie gefordert die Summe der Restladezeiten in Be-
zug auf die zur Verfu¨gung stehende Nutzzeit eines Teilbaums minimiert, jedoch bleibt dieser
Zusammenhang unberu¨cksichtigt.
Entsprechend wird ein weiteres Verfahren   fu¨r MSLS vorgeschlagen.
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Die rechts mit den zusa¨tzlichen Datenobjekt-
typen vorgeschlagene Aktion   ist auf Basis
von   fu¨r MSLB entstanden. Wesentlicher Un-
terschied zu MSLB ist, dass alle Knoten eines
Teilbaums exklusive Wurzel, deren Restladezeit
gro¨ßer Null ist, absteigend nach dem Wert der
Funktion b(a,B) sortiert in einer Priorita¨tswar-
teschlange verwaltet werden.
Einmalig werden mit dem Aufruf von 
	
    
 al-
le Knoten des Baums  sortiert in die Priorita¨ts-
warteschlange eingefu¨gt. a
aDer asymptotische Rechenzeitaufwand wa¨chst mit
O(n log n).
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Alg. 4.9   zur Lo¨sung von MSLS
Satz 4.14 Das angegebene Verfahren zur Lo¨sung von MSLS findet eine optimale Lo¨sung.
Beweis von 4.14 Das mit   beschriebene Verfahren berechnet, wie die schon vorher beschrie-
benen Verfahren, fu¨r einen Teilbaum die optimale Verwendung der Nutzzeit des Objekts der
Wurzel bei gegebenen R-optimalen Entscheidungsmatrizen der Teilba¨ume und den daraus re-
sultierenden Restladezeiten.
Mit jedem Durchlauf der 	-Schleife, exklusive dem letzten, wird die Summe der
Restladezeiten des Gesamtbaums um genau den Wert der Restladezeit eines Knotens abge-
senkt.11 Jedoch jeder Wert der Nutzzeit w, welcher zum Laden eines Objekts eines Knotens a
der Teilba¨ume verwendet wird, senkt im Gegensatz zur Problemstellung MSLB hier den Ziel-
funktionswert um w · b(a,B), so dass jeder Knoten in Abha¨ngigkeit von der Funktion b direkt
in eine Rangfolge eingeordnet werden kann, wobei Knoten ax bis ay eine sortierte Folge aller
Knoten der Teilba¨ume darstellt:
rangfolge(T1, . . . ,Tk) = ax, . . . ,ay,{ax, . . . ,ay}= {T1, . . . ,Tk},{ax, . . . ,ay} ∈ B (4.23)
Die Funktion rang liefert die Position eines Knotens in der Rangfolge. Die Funktion rangfolge
liefert die sortierte Knotenmenge als Folge.
Es gilt fu¨r zwei beliebige, voneinander verschiedene Knoten ax, ay einer beliebigen Folge in
Abha¨ngigkeit von der Struktur des Baums:
rang(ax,B) < rang(ay,B), f alls b(ax,B) > b(ay,B)
rang(ax,B)≥ rang(ay,B), sonst
(4.24)
11Im letzten Durchlauf kann es sein, dass weniger   zur Verfu¨gung steht, als die Restladezeit des Kno-
tens betra¨gt. Entsprechend wurde nur noch um den Wert von   zu Beginn des letzten Schleifendurchlaufs
reduziert.
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Weiterhin gilt fu¨r jede Entscheidung u¨ber die Verwendung der Nutzzeit ur des Objekts der
Wurzel zum Laden eines Objekts des Knotens a von der Dauer x:
Wert(ur− x,R(T1), . . . ,R(Tk)) =Wert(ur,R(T1), . . . ,R(Tk))−b(a,B) · x, x ∈ Z+0 (4.25)
Somit muss jede optimale Lo¨sung R∗(B) auch R-optimal sein.
Das Verfahren   bestimmt in jeder Iteration, in der noch genau Rest Zeiteinheiten der Nutzzeit
des Objekts der Wurzel zur Verfu¨gung stehen, um wie viele Einheiten der Zielfunktionswert
sinkt, wenn die Restladezeit von ai um x Einheiten gesenkt wird:
Wert(Rest− x,R(T1), . . . ,R(Tk))−b(ai,B) · x
ai ∈ {T1 . . .Tk}, x = ri
max⇒
1
x
(Wert(Rest,R(T1), . . . ,R(Tk))−Wert(Rest− x,R(T1), . . . ,R(Tk)))
(4.26)
Ziel ist es, den Zielfunktionswert je Zeiteinheit von x ho¨chstmo¨glich zu senken. Um das zu
erreichen, kann die obige Rangfolge verwendet werden, weil der zu maximierende Wert genau
dann bei gegebener, bereits verwendeter Nutzzeit (Rest−x) des Objekts der Wurzel und daraus
resultierender Entscheidungsmatrix maximal ist, wenn der Knoten ai mit gro¨ßtmo¨glichem Wert
b(ai,B) und ri > 0 verwendet wird.
Damit muss jede aus einer Iteration resultierende Entscheidungsmatrix im Sinne der Zielstel-
lung von MSLS R-optimal sein. 
Satz 4.15 Das angegebene Verfahren zur Lo¨sung von MSLS arbeitet effizient mit einem asymp-
totischen Rechenzeit- und Speicherplatzaufwand von O(n3).
Beweis von 4.15 Dazu muss der Rechenzeitaufwand von   fu¨r MSLS betrachtet werden.
Das Fu¨llen und das sortierte Einfu¨gen in die Priorita¨tsschlange beno¨tigt, wie schon angespro-
chen, O(n log n) Rechenschritte.12
Die 	-Schleife wird ho¨chstens (n− 1)-mal durchlaufen. Dieses erfolgt genau dann,
wenn die Restladezeit aller Knoten der Teilba¨ume gro¨ßer Null ist. Jeder Knoten, außer der
Wurzel, wird mit 
			 genau einmal in die Schlange eingefu¨gt. Mit jedem Schleifen-
durchlauf wird genau ein Knoten aus dieser entfernt.
Somit ergibt sich fu¨r   ein Aufwand fu¨r Rechenzeit- und Speicherplatz von O(n2), woraus fu¨r
das Gesamtverfahren  eine obere Schranke fu¨r asymptotischen Rechenzeit- und Speicher-
platzaufwand von O(n3) folgt. 
Zum Schluss soll der Vollsta¨ndigkeit halber noch das Verfahren zum Ermitteln des Zielfunkti-
onswerts fu¨r MSLS angegeben werden.
12Sukzessive, rekursiv im Baum aufsteigend kann die Anzahl der Bla¨tter zu jedem Knoten ermittelt werden, so
dass ein Knoten nur genau zweimal betrachtet werden muss. Das sortierte Einfu¨gen eines jeden Knotens, dessen
Restladezeit gro¨ßer Null ist, kann in die Schlange worst-case-effizient mit log n erfolgen, so dass sich fu¨r das
Fu¨llen eine Gesamtkomplexita¨t von O(n log n) ergibt.
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Alg. 4.10  	
 fu¨r MSLS
Der links dargestellte Algorithmus zur Bestimmung
des Zielfunktionswerts fu¨r MSLS aus einer Ent-
scheidungsmatrix iteriert u¨ber alle Knoten inklusive
Wurzel eines Baums und summiert u¨ber das Pro-
dukt der Restladezeit eines jeden Knotens und der
Anzahl der Bla¨tter des jeweiligen Teilbaums, des-
sen Wurzel dieser Knoten ist.
4.1.7 U¨berblick zu den Optimierungsverfahren
nicht redundanter Navigationsba¨ume
In Tabelle B.6 sind die Ergebnisse der fu¨nf vorgestellten Optimierungsverfahren fu¨r nicht redun-
dante Navigationsba¨ume dargestellt. Fu¨r jede Problemstellung konnte ein effizientes Verfahren
angegeben werden. Der Rechenzeitaufwand wa¨chst asymptotisch nie schneller als O(n4). Der
Speicherplatzaufwand, dessen exakte Betrachtung in einigen Abschnitten vernachla¨ssigt wurde,
entwickelt sich in jedem Fall unter der jeweiligen oberen Schranke fu¨r den Rechenzeitaufwand,
so dass die Gesamtkomplexita¨t der Problemstellung die jeweilige Schranke nicht u¨berschreitet.
Bemerkenswert ist, dass sich das Aufwandswachstum unabha¨ngig von den Problemparametern
Lade- und Nutzzeit der Knoten entwickelt.
Ein asymptotisches Wachstum von O(n4) bei hinreichend großen n sollte in der Praxis, insbe-
sondere bei der Unterstu¨tzung echtzeitkritischer Entscheidungen, nicht vernachla¨ssigt werden.
Werden die vorgestellten Offline-Verfahren zur Lo¨sung von Teilen der Problemstellungen des
Online-Modells in Echtzeit verwendet, ist dies unbedingt zu beachten.
Werden jedoch die Offline-Verfahren zur Unterstu¨tzung von Entwurfsentscheidungen eines Hy-
permediums genutzt, ko¨nnen die ermittelten Aufwa¨nde als unkritisch bezu¨glich der praktischen
Entscheidbarkeit der Problemstellungen fu¨r nahezu beliebige Probleminstanzen angesehen wer-
den.13
Fu¨r die Zielstellung Minimierung der Summe aller Latenzzeiten eines Baums ist dem Autor,
neben dem hier aufgefu¨hrten, auch ein alternatives Verfahren bekannt, welches auf der Lo¨sung
eines Maximalflussproblems, formuliert in Anlehnung an ein Transportproblem, basiert.14 Fu¨r
die anderen Zielstellungen konnte eine solche Formulierung jedoch nicht gefunden werden.
Auch kann durch die Art der Lo¨sung kein effizienteres Verfahren als das bereits beschriebene
angegeben werden. Das war auch nicht zu erwarten, weil der Aufwand zur Speicherung der Ent-
scheidungsmatrix dem asymptotischen Rechenzeitaufwand entspricht. Das Lo¨sungsverfahren
13Ist dem nicht so, fehlt dem Autor wahrscheinlich die Fantasie, sich praktische Problemstellungen im Entwurf
von Hypermedien in solchen Gro¨ßenordnung von n vorzustellen, dass der Entwurfsprozess nennenswert verzo¨gert
wu¨rde.
14Die Grundidee dabei ist, dass die verwendeten Nutzzeiteinheiten der Wurzelknoten eines jeden Teilbaums zu
genau den Knoten zu transportieren, welche diese zum Laden eines Objekts verwenden ko¨nnen.
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Problemstellung Zielfunktion Rechenzeit- lo¨sbar
aufwand mit
2MLB: Minimierung der maximalen min⇒ maxi=1..n(ri) O(n3)  
Latenzzeit aller Objekte des Baums
MSLB: Minimierung der Summe der min⇒
n∑
i=1
ri O(n2) ,
Latenzzeit aller Objekte des Baums
 
2MLS: Minimierung der maximalen min⇒ max∀σ∈B(
∑
∀ai∈σ
ri) O(n3)  
Latenzzeit der Objekte der durch
den Baum repra¨sentierten
Sequenzen
2MSLS: Minimierung der maximalen min⇒ max∀σ∈B(
∑
∀ai∈σ
ri) O(n4)  
Summe aller Latenzzeiten einer
beliebigen durch den Baum
repra¨sentierten Sequenz
MSLS: Minimierung der Summe aller min⇒
∑
∀σ∈B
∑
∀ai∈σ
ri O(n3) 
Latenzzeiten der Objekte aller durch
den Baum repra¨sentierten Sequenzen
Tabelle 4.1: Optimierungsverfahren des Offline-Modells im U¨berblick
fu¨r MSLB ist spa¨testens dann worst-case effizient, wenn als Lo¨sung nicht nur der Optimalwert,
sondern auch die dazugeho¨rige Entscheidungsmatrix gefordert wird.
Weiterhin ist schon mit der Modellformulierung sichtbar, dass fu¨r jede der aufgefu¨hrten Ziel-
stellungen ein Großteil mo¨glicher Probleminstanzen mehr als eine optimale Lo¨sung zulassen.
Hier ist zusa¨tzliches Optimierungspotential fu¨r sekunda¨re Ziele vorhanden, welche im Modell
nicht formuliert sind.
Die vorgestellten Verfahren ko¨nnen nicht fu¨r redundante Navigationsba¨ume genutzt werden.
Das ha¨ngt mit den speziellen Eigenschaften R-optimaler Entscheidungsmatrizen zusammen,
welche sich nur auf nicht redundante Ba¨ume anwenden lassen. 15
15Siehe Abschnitt 4.1.1, S.107ff.
129
4.2 Approximierende Offline-Verfahren fu¨r redundante Na-
vigationsba¨ume
Nachdem fu¨r die fu¨nf Optimierungsprobleme nicht redundanter Navigationsba¨ume effiziente
Lo¨sungsverfahren gefunden werden konnten, werden in diesem Abschnitt Lo¨sungsverfahren
fu¨r die Optimierungsprobleme redundanter Navigationsba¨ume der ∗-Zielstellungen konstruiert.
Bereits in Kapitel 3, Abschnitt 3.5, S. 79ff. zur Diskussion grundlegender Modelleigenschaften
des Offline-Modells wurden die Optimierungsprobleme als NP-hart eingestuft. Damit ko¨nnen
ho¨chstwahrscheinlich keine effizient rechenbaren Lo¨sungsverfahren konstruiert werden, wel-
che eine optimale Lo¨sung liefern. Deshalb wird in diesem Abschnitt ein effizient rechenbares
Approximationsverfahren basierend auf der Relaxation der Ganzzahligkeitsbedingung der Ent-
scheidungsvariablen vorgeschlagen und die Gu¨te der approximierten Lo¨sung betrachtet.
Dazu wird zuerst das Online-Modell fu¨r redundante als auch nicht redundante Navigationsba¨ume
unter der Bedingung reellwertiger Entscheidungsvariablen als lineares Programm formuliert.
Dann wird ein Approximationsverfahren dargestellt, welches sowohl fu¨r redundante und nicht
redundante Navigationsba¨ume genutzt werden kann, und die Gu¨te des Approximationsver-
fahrens bewertet. Zur Bewertung wird die approximierte Lo¨sung mit der optimalen Lo¨sung
in Abha¨ngigkeit von den Zielfunktionen verglichen und die Komplexita¨t eines Approximati-
onsproblems, welches eine Lo¨sung nicht schlechter als das Optimum zuzu¨glich einer beliebig
großen additiven Konstante fordert, bestimmt.
4.2.1 Relaxation der Ganzzahligkeit
Unter der Pra¨misse reellwertiger Entscheidungsvariablen wird das Offline-Modell aus Kapitel
3, S. 62ff. als lineares Programm formuliert.16 Im na¨chsten Abschnitt kann das hier formulierte
lineare Programm, dessen optimale Lo¨sung effizient berechenbar ist (vgl. [CM99], S.31-8), zur
Konstruktion eines effizienten Approximationsverfahrens verwendet werden.
Satz 4.16 Werden fu¨r das Offline-Modell an statt ganzzahliger Entscheidungsvariablen reell-
wertige Entscheidungsvariablen angenommen, dann kann das Offline-Modell als lineares Pro-
gramm formuliert werden.
Beweis von 4.16: Zum Nachweis des Satzes sind die Nebenbedingungen des Offline-Modells
und die Zielfunktionen in Form eines linearen Programms zu formulieren. Dazu wird die im
Kapitel 3, S.65 definierte Entscheidungsmatrix X mit den Entscheidungsvariablen yik fu¨r re-
dundante Navigationsba¨ume inklusive der definierten Knotengruppen Gk genutzt.17
Begonnen wird mit der Formulierung der Nebenbedingungen.
Fu¨r jeden der n voneinander verschiedenen Teilba¨ume Ti des Gesamtbaums B mit jeweils Wur-
zelknoten ai werden die Nebenbedingungen 4.27 4.30 formuliert18, wobei Nebenbedingung
16Konzept und Eigenschaften linearer Programme sowie Lo¨sungsverfahren dafu¨r werden u¨berblickartig in
[CM99] dargestellt.
17Nicht redundante Navigationsba¨ume lassen sich als Spezialfall der redundanten navigationsba¨ume auffassen
und ko¨nnen deshalb auf die selbe Art und Weise formal beschrieben werden.
18Diese gelten nicht nur fu¨r jeden Teilbaum sondern auch fu¨r den Gesamtbaum, welcher laut Definition des
Navigationsbaums auch als Teilbaum seiner selbst angesehen wird.
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4.28 nur eine Verknu¨pfung der beiden Bedingungen 4.27 und 4.29 mit einer Hilfsvariable wi j
in Abha¨ngigkeit vom Wert der Entscheidungsvariablen yik und der Gruppenzugeho¨rigkeit eines
Knotens a j darstellt. Sie resultieren aus den die Entscheidungsvariablen betreffenden Bedin-
gungen 3.8 bis 3.12, S.65ff. des Offline-Modells.
∀Ti ∈ B : ui ≥
⎛
⎝ ∑
∀Gk∈B
{
yik, f alls |Gki|> 0
0, sonst
⎞
⎠ (4.27)
wi j =
⎧⎨
⎩
yik, f alls a j ∈Gki
0, sonst
(4.28)
i ≥
⎛
⎝∑
∀a j∈B
{
wji, f alls a j ∈Weg(ar,ai,B) und (i 	= j)
0, sonst
}⎞⎠ (4.29)
∀Gk ∈ B,∀Ti ∈ B : yik ≥ 0 (4.30)
Die FunktionWeg(x,y,B) liefert eine Menge von Knoten inklusive x und y, welche sich auf dem
Weg des Baums B von x nach y befinden.
Die ersten n Ungleichungen aus 4.27 sichern, dass alle Entscheidungen u¨ber die Verwendung
der Nutzzeit des jeweiligen Objekts der Wurzel eines Teilbaums diese nicht u¨berschreiten. Wei-
terhin wird gesichert, dass der Wert der Entscheidung fu¨r das Laden aller Objekte einer Teil-
gruppeGki ho¨chstens einmal in jede der n Ungleichungen eingeht. Und zwar genau dann einmal,
wenn mindestens ein Element der Gruppe Gk auch in der Teilmenge enthalten ist19.
Die Gleichungen aus 4.28 sichern, dass die Werte der Entscheidungen aller Objekte einer Grup-
pe in den Teilba¨umen des jeweiligen Baums Ti identisch sind.
Alle Ungleichungen aus 4.29 sichern, dass ein Objekt eines Knotens nicht la¨nger geladen wird,
als dieses mit seiner Ladezeit spezifiziert wurde.
Die letzten n Ungleichungen aus 4.30 sichern, dass die Entscheidungsvariablen entsprechend
der Modelldefinition positiv sind.
4.28 und 4.29 ko¨nnen zusammengefasst werden, indem alle die wi j > 0 in 4.29 nach Bedingung
4.28 in 4.29 durch die entsprechenden yik ersetzt werden.
Damit entstehen 2(n−1) Ungleichungen mit jeweils ho¨chstens n−1 Variablen yik sowie bis zu
n2 Ungleichungen aus 4.30.
Bis zu (n− 1) Variablen werden dann fu¨r eine der 2(n− 1) Ungleichungen beno¨tigt, wenn n
unterschiedliche Knotengruppen existieren, das heißt ein nicht redundanter Navigationsbaum
vorliegt.20
19Es gilt dann Gki ⊂ Gk und‖Gki|> 0)
20n−1 und nicht n, weil der Wurzelknoten ai eines Teilbaums nicht zur jeweiligen Teilgruppe Gki geho¨rt.
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Das Gleichungssystem bildet die mit dem Offline-Modell formulierten Nebenbedingungen 3.8
bis 3.12 ab, wenn ganzzahlige yik angenommen wu¨rden. Es gilt:
∀xi j ∈ X : xi j =
{
yik, f alls a j ∈ Gki
0 sonst
yik ∈ Z+0
(4.31)
Entspricht zum Beispiel ein nicht redundanter Navigationsbaum dem Sonderfall einer linearen
Liste und die Indizes sind entsprechend der Reihenfolge der Objekte in dieser Liste vergeben
sowie sind die Indizes der einelementigen Knotengruppen gleich den Indizes der Knoten in
diesen wie in Abbildung 4.6 angegeben, dann entsteht folgendes Gleichungssystem nach dem
Muster eines linearen Programms:
a a2 na1
Abbildung 4.6: Navigationsbaum als Liste mit Knoten, indiziert nach Reihenfolge
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
u1 ≥ 0 + y12 + y13 + y14 + . . . + y1n
u2 ≥ 0 + 0 + y23 + y24 + . . . + y2n
u3 ≥ 0 + 0 + 0 + y34 + . . . + y3n
...
...
un−1 ≥ 0 + 0 + 0 + 0 + . . . + ynn
2 ≥ y12 + . . . + 0 + 0 + 0 + 0
...
...
n−2 ≥ y1(n−2) + . . . + y(n−3)(n−2) + 0 + 0 + 0
n−1 ≥ y1(n−1) + . . . + y(n−3)(n−1) + y(n−2)(n−1) + 0 + 0
n ≥ y1n + . . . + y(n−3)n + y(n−2)n + y(n−1)n + 0
y11 ≥ 0 . . . . . . . . . y1n ≥ 0
...
...
...
...
...
y1n ≥ 0 . . . . . . . . . ynn ≥ 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Das Gleichungssystem entha¨lt mindestens eine Lo¨sung. Diese triviale Lo¨sung besteht darin,
dass alle yik den Wert Null erhalten. Die Lo¨sung entspricht dem Umstand, dass keine Objekte
wa¨hrend der Nutzzeit irgendeines Aufenthaltsknotens geladen werden.
Je nach Optimierungsziel ergeben sich unterschiedliche Zielfunktionen und zusa¨tzliche Neben-
bedingungen:
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2MLB, 2MLB∗ ko¨nnen mit Hilfe von 4.32 abgebildet werden.
Es wird eine Hilfsvariable zmax eingefu¨hrt, welche zu minimieren ist.
∀a j ∈ A : zmax ≥
(
 j−
n∑
i=1
yik
)
, a j ∈Gk
min⇒ zmax
(4.32)
Die Differenz
(
 j−
n∑
i=1
yik
)
entspricht der Restladezeit des Knotens a j, welcher der
Knotengruppe Gk angeho¨rt.
MSLB, MSLB∗ ko¨nnen mit Hilfe von 4.33 gelo¨st werden.
min⇒
( n∑
i=1
i
)
−
∑
∀Gk∈B
n∑
i=1
yik (4.33)
Die Restladezeiten aller n Knoten aller Teilgruppen in den einzelnen Teilba¨umen werden auf-
summiert.
Zur Abbildung der sessionbasierten Zielstellungen wird eine zusa¨tzliche Dimension mit Index
h fu¨r eine dreidimensionale Matrix mit konstanten Elementen Chik eingefu¨hrt. Die Matrix wird
dazu verwendet, alle Knoten des Baums jeweils genau einer der ho¨chstens n− 1 mo¨glichen
Sequenzen zuzuordnen21, so dass mit jeder der zusa¨tzlichen Nebenbedingungen immer genau
eine Sequenz beru¨cksichtigt wird. Jede einzelne Sequenz σ wird mit h indiziert und entha¨lt
maximal n Objekte.22
Die Werte der in Abha¨ngigkeit von der Struktur des Baums konstanten Elemente Chik ergeben
sich wie folgt:
Chik =
⎧⎨
⎩
1, f alls ∃(a j ∈ Gk und a j ∈ σh)
0, sonst
(4.34)
Da im Regelfall nicht n−1 unterschiedliche Sequenzen durch den Baum dargestellt werden,23
gilt fu¨r solche Indizes h, welche keiner Sequenz zugeordnet sind, dass fu¨r die entsprechenden
Sequenzen mit diesen Indizes gilt: sh = /0 und damit folgend der obigen Gleichung alleChik mit
demselben Index h auch Null sind.
Auf Basis dieser Matrix werden die sequenzbasierten Zielstellungen als lineares Programm
dargestellt.
21Ein nicht redundanter Navigationsbaum mit n−1 direkten Kindern des Wurzelknotens.
22Es gilt n > 1. Der triviale Fall fu¨r n = 1 wird nicht betrachtet.
23Dies ist nur der Fall, wenn jede Sequenz des Baums aus genau 2 Knoten besteht.
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2MLS, 2MLS∗ ko¨nnen mit Hilfe von 4.35 abgebildet werden.
∀a j ∈ A,∀σh ∈ B,a j ∈Gk : zmax ≥
(
 j−
( n∑
i=1
Chik · yik
))
min⇒ zmax
(4.35)
2MSLS, 2MSLS∗ ko¨nnen mit Hilfe von 4.36 abgebildet werden. Dabei wird auch hier die
zusa¨tzliche Matrix mit den konstanten Elementen Chik verwendet.
∀σh ∈ B : zmax ≥
⎛
⎝
⎛
⎝ ∑
∀ai∈σh
i
⎞
⎠− ∑
∀Gk∈B
n∑
i=1
(Chik · yik)
⎞
⎠
min⇒ zmax
(4.36)
MSLS, MSLS∗ ko¨nnen im Gegensatz zu den anderen beiden sessionbasierten Zielstellungen
ohne die zusa¨tzliche Dimension mit Index h abgebildet werden.
Es kann eine der unter 4.33 angegebenen Zielfunktionen a¨hnliche Zielstellung, erweitert
um die Faktoren Di, verwendet werden. Dabei ist der Wert der Di genau so zu wa¨hlen,
dass dieser der Anzahl der Bla¨tter des Teilbaums mit Wurzel ai entspricht.
Die mo¨gliche vereinfachte Darstellung ergibt sich aus folgendem, spa¨ter in Abschnitt
4.1.6 noch genauer dargestelltem Zusammenhang:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
min⇒
∑
∀σh∈B
⎛
⎝
⎛
⎝ ∑
∀ai∈σh
i
⎞
⎠− ∑
∀Gk∈B
n∑
i=1
(Chik · yik)
⎞
⎠
Chik = {0,1}
⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
=
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
min⇒
⎛
⎝ ∑
∀ai∈σh
i
⎞
⎠− ∑
∀Gk∈B
n∑
i=1
(Di · yik)
Di =
∑
∀σh∈B
∑
∀Gk∈B
Chik
⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
(4.37)
Aus der Formulierung der Nebenbedingungen sowie der Zielstellungen in Form eines linearen
Programms kann Satz 4.16 besta¨tigt werden. 
So entsteht mit der Lo¨sung des linearen Programms eine Entscheidungsmatrix, welche alle yik
entha¨lt und einfach in die Entscheidungsmatrix X mit ganzzahligen Entscheidungsvariablen
nach Bedingung 3.9, S.65 des Offline-Modells u¨berfu¨hrt werden kann.
Die Gro¨ße der mit 4.27 4.30 beschriebenen Matrizen, die je Zielfunktion zusa¨tzlich beno¨tig-
ten Gleichungen und die La¨nge der Zielfunktionen entwickeln sich polynomial in Abha¨ngigkeit
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von der Anzahl der Knoten des Navigationsbaums. Lade- und Nutzzeiten der Knoten gestalten
sich unabha¨ngig von der Anzahl der Knoten und der Struktur, das heißt der Anzahl Bla¨tter,
des Baums. Sie durch den Anwendungszusammenhang des Modells vernachla¨ssigbar klein.24
Zur Lo¨sung der vorgeschlagenen linearen Programme stehen eine Vielzahl von Verfahren zur
Verfu¨gung. Hier kann z.B. die in der Praxis ha¨ufig verwendete, im Regelfall sehr schnell ar-
beitende Simplex-Methode eingesetzt werden. Die Simplex-Methode zeigt zwar ein schlechtes
worst-case-Verhalten, jedoch tritt exponentieller Aufwand nur fu¨r spezielle Probleminstanzen
auf, so genannte Artefakte, welche bei Problemstellungen aus der Praxis nur a¨ußerst selten an-
zutreffen sind.25 Die Diskussion des Auftretens solcher Artefakte fu¨r die hier vorgeschlagenen
linearen Programme soll nicht Gegenstand dieser Arbeit sein. Es sind weitere, im strengen Sin-
ne effiziente Methoden zur Lo¨sung bekannt, die jedoch in ihrer praktischen Anwendung i.d.R.
dem Simplexverfahren unterlegen sind.26 Mit diesen Verfahren ko¨nnen die hier vorgeschlage-
nen linearen Programme effizient gelo¨st werden.
4.2.2 Approximationsverfahren fu¨r redundante und nicht redundante Na-
vigationsba¨ume
Es werden die im vorherigen Abschnitt fu¨r die Optimierungsprobleme formulierten, effizient
lo¨sbaren, linearen Programme dazu verwendet, ein effizientes Approximationsverfahren anzu-
geben. Die linearen Programme liefern als Lo¨sung eine Entscheidungsmatrix Y mit den reell-
wertigen Entscheidungsvariablen yik ∈ Y . Der Wert der relaxierten Lo¨sung stellt eine untere
Schranke fu¨r jede der Zielstellungen des Offline-Modells dar. Durch Abrunden der Entschei-
dungsvariablen yik auf den na¨chsten ganzzahligen Wert, kann eine Na¨hrungslo¨sung konstruiert
werden. Die Gu¨te dieser Lo¨sung in Bezug auf den Optimalwert entwickelt sich jedoch polyno-
mial in Abha¨ngigkeit von der Ho¨he des Navigationsbaums. Die je nach Zielstellung ermittelte
EntscheidungsmatrixY wird nach den Bedingungen des Offline-Modells in eine gu¨ltige Lo¨sung
mit ganzzahligen Entscheidungsvariablen xi j ∈X fu¨r nicht redundante sowie redundante Ba¨ume
u¨berfu¨hrt:
∀xi j ∈ X : xi j =
{
yik , f alls a j ∈ Gki
0, sonst (4.38)
Der Anteil Nutzzeit yik des Knotens ai, welcher dazu verwendet wird, um Knoten der Gruppe
Gki des Teilbaums Ti mit Wurzel ai zu laden, wird auf den na¨chsten ganzzahligen Wert abge-
24Eine Nutz- und Ladezeit eines Pra¨sentationsobjekts von mehreren Stunden sind bereits ungewo¨hnlich. Werden
Nutz- und Ladezeiten in Sekunden angegeben und auf zwei Stunden begrenzt, dann ist der Ho¨chstwert 7200
Sekunden.
25Die Konstruktion solcher Artefakte, welche zu einem exponentiellen Rechenzeitaufwand fu¨r die Simplex-
Methode fu¨hren, werden ausfu¨hrlich von Klee und Minty in [KM72] und nochmals in [Sch00] von Schrijver auf-
gegriffen diskutiert.
26Von Chandru und Rao werden diese Aspekte in [CM99], S.31-32 eingehend diskutiert. Sie untersuchen Ver-
fahren zur Lo¨sung linearer Programme mit reellwertigen Entscheidungsvariablen in Hinblick auf ihre Eignung
fu¨r unterschiedliche Probleminstanzen. Die Autoren verweisen darauf, dass in Abha¨ngigkeit von der Gro¨ße der
Inputvariablen, das heißt der Anzahl der Nebenbedingungen, der Anzahl der Entscheidungsvariablen in Nebenbe-
dingungen, der Zielfunktion und der bina¨ren Kodierung der Entscheidungsvariablen, im strengen Sinne effiziente
Verfahren wie z.B. die Elipsoid-Methode (siehe Bland, Goldfarb und Todd in [BGT81]) existieren.
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rundet (yik). Er muss jedoch fu¨r die xi j Null betragen, fu¨r welche a j nicht in Gki enthalten ist
und damit auch kein Knoten des Teilbaums Ti ist.
Durch das Abrunden der reellwertigen Entscheidungsvariablen wird eine ganzzahlige Lo¨sung
erzeugt, welche fu¨r das Offline-Modell unter ganzzahligen Entscheidungsvariablen nicht opti-
mal sein muss, aber immer den Modellbedingungen genu¨gt. Der daraus resultierende Fehler ist
abha¨ngig von der Ho¨he H(B) des Baums,27 weil das Objekt eines Knotens a∗ nur wa¨hrend der
Nutzung genau so vieler Objekte anderer Knoten geladen werden kann, wie sich auf dem Weg
von der Wurzel des Baums zu a∗ befinden. Das sind maximal H(B)− 1. Deshalb entsteht mit
jeder Restladezeit eines Knotens, die in den Zielfunktionswert eingeht, ein kleinerer Fehler als
H(B)−1. Dieser Sachverhalt ist in Abb. 4.7 dargestellt.
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Abbildung 4.7: Entwicklung der
Restladezeit eines Knotens a∗, wel-
cher Knotengruppe Gk angeho¨rt
Die in die Zielfunktionen eingehen-
de Restladezeit eines jeden Knotens
setzt sich aus den Ladeentschei-
dungen der Knoten auf dem Weg
von der Wurzel zu diesem Knoten
zusammen. Die La¨nge des Weges
ist durch die Ho¨he des Baums be-
grenzt. Die Restladezeit eines Blatt-
knotens a∗, angeho¨rig der Gruppe
Gk, in Abb. 4.7 links dargestellt, er-
gibt sich aus ho¨chstens um eins we-
niger als der Ho¨he des Baums ent-
sprechend vielen yik gro¨ßer Null ei-
nes Teilsbaums Ti.
Indirekt hat auch die Anzahl der Knotengruppen sowie die Anzahl der Knoten in den einzelnen
Gruppen eines Baums Einfluss auf den Fehler, denn es gilt, dass der Baum nicht ho¨her sein kann,
als die maximal mo¨gliche Anzahl nicht redundanter Knoten bzw. die Anzahl q unterschiedlicher
Knotengruppen Gk auf einem Weg von der Wurzel hin zu einem Blatt. Da jeder Knoten des
Baums in jeder Gruppe genau einmal vermerkt ist, gilt folgende Ungleichung fu¨r die Ho¨he des
Baums:
H(B)≤ q≤ n+q−
⎛
⎝ ∑
∀Gk∈B
|Gk|
⎞
⎠≤ n (4.39)
27Die Ho¨he des Baums entspricht der maximalen Anzahl der Knoten auf einem beliebigen Weg von der Wurzel
zu einem Blatt (vgl. z.B.[OW02], S.253).
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Problemstellung f
2MLB,2MLB∗ H(B)−1
MSLB,MSLB∗ (H(B)−1)(n−1)
2MLS,2MLS∗ H(B)−1
2MSLS,2MSLS∗ (H(B)−1)2
MSLS,MSLS∗ H(B)(H(B)−1)2
Tabelle 4.2: Fehlerwert f je nach Optimierungsziel in Abha¨ngigkeit von der Ho¨he H(B) und
der Anzahl Knoten n des Navigationsbaums
Fu¨r jede der fu¨nf Optimierungsprobleme fu¨r redundante sowie fu¨r nicht redundante Navigations-
ba¨ume soll nun gepru¨ft werden, wie sich der Fehler in Abha¨ngigkeit von der Ho¨he des Baums
entwickelt.
Satz 4.17 Der Lo¨sungswert LZ(B) des ganzzahligen Programms fu¨r den Navigationsbaum B
kann nicht besser sein als der Lo¨sungswert der korrespondierenden reellwertigen Lo¨sung LR(B)
des linearen Programms. Durch Abrunden der reellwertigen Lo¨sung entsteht ein Fehlerwert f ,
um welchen LR(B) ansteigt, wobei f je nach Optimierungsziel die Werte der folgenden Tabelle
4.17 annimmt. Es gilt:
LR(B)≤ LZ(B) < LR(B)+ f (4.40)
Die reellwertige Lo¨sung liefert eine untere Schranke, die Lo¨sung des linearen Programms, und
eine obere Schranke, welche sich aus der unteren Schranke zuzu¨glich des von der Zielfunktion
abha¨ngigen Rundungsfehlers ergibt.
Beweis von 4.17 : Zum Nachweis ist die Gu¨ltigkeit aller mit dem Satz beschriebenen Unglei-
chungen zu pru¨fen.
2MLB, 2MLB∗, 2MLS, 2MLS∗ Fu¨r alle vier Zielstellungen existiert mindestens ein Knoten a∗ ∈
B mit Index i= ∗, dessen Differenz aus Ladezeit ∗ und Summe aller Entscheidungen fu¨r
das Laden des Objekts in a∗ den optimalen Zielfunktionswert z∗ bildet. Dieser minimale
Maximalwert ergibt sich aus der folgenden Differenz, wobei Tj ein Teilbaum aus B mit
Wurzelknoten a j ist28:
28Siehe Abschnitt 4.2.1 ”Modellformulierung als lineares Programm“, Nebenbedingungen 4.27 - 4.29, S.131sowie 4.32, S.133 bzw. 4.35, S.134
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z∗ = r∗ = ∗ −
n∑
j=1
y′j, y′j =
⎧⎨
⎩
y jk, f alls a∗ ∈ Tj
0, sonst
⎫⎬
⎭ , a∗ ∈Gk
f =
⎛
⎝ n∑
j=1
y′j
⎞
⎠−
⎛
⎝ n∑
j=1
y′j
⎞
⎠< H(B)−1
(4.41)
Entsprechend der Ho¨he des Baums sind bis zu H(B)− 1 viele y′j gro¨ßer Null mo¨glich,
aus welchen sich der optimale Funktionswert r∗ zusammensetzt. Damit entsteht durch
das Abrunden all dieser y′j je y′j > 0 ein sich kumulierender Fehlerbeitrag von jeweils
kleiner 1. Das heißt, f ist kleiner als (H(B)−1).
MSLB, MSLB∗ Der Zielfunktionswert z∗ fu¨r MSLB sowie MSLB∗ setzt sich wie folgt zusam-
men:29
z∗ =
( n∑
i=1
i
)
−
∑
∀Gk∈B
n∑
i=1
yik
f =
⎛
⎝ ∑
∀Gk∈B
n∑
j=1
yik
⎞
⎠−
⎛
⎝ ∑
∀Gk∈B
n∑
j=1
yik
⎞
⎠< (H(B)−1)(n−1)
(4.42)
Der Optimalwert ist die Differenz aus der Summe aller Restladezeiten der Knoten und
der Summe aller Entscheidungsvariablen yik bzw. Restladezeiten.
Jeder Knoten ai, welcher kein Blattknoten ist, kann bis zu H(B)− 1 Entscheidungsva-
riablen yik > 0 enthalten. Das sind um 1 weniger als H(B), weil wa¨hrend der Nutzzeit
des Knotens keine Knoten derselben Gruppe zu laden sind.30 Fu¨r Blattknoten ai = ♦ gilt,
dass alle yik Null sind. Es ergibt sich der mit 4.42 angegebene Wert fu¨r f .
2MSLS, 2MSLS∗ Folgender Fehler ergibt sich fu¨r 2MSLS und 2MSLS∗, wobei mindestens eine
Sequenz σ∗ ∈ B existieren muss, deren Summe Restladezeiten aller Knoten der Sequenz
den minimalen Ho¨chstwert z∗ bildet. Der Optimalwert der reellwertigen Lo¨sung setzt sich
wie folgt zusammen:31
29Siehe Nebenbedingungen 4.27 - 4.29, S.131 sowie 4.33, S.133
30Laut Modellbedingung du¨rfen auf jedem Weg von der Wurzel bis zu einem Blatt keine zwei Knoten der selben
Gruppe enthalten sein (Forderung nach Zyklenfreiheit des Navigationsbaums).
31Siehe Nebenbedingungen 4.27 - 4.29, S.131 sowie 4.36, S.134
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z∗ =
⎛
⎝ ∑
∀ai∈σh
i
⎞
⎠−
⎛
⎝ ∑
∀Gk∈B
n∑
i=1
Chik · y′ik
⎞
⎠ ,Chik = {0,1}, σh = σ∗
y′ik =
{
yik, f alls ∃a j : (a j ∈Gk und a j ∈ σh und a j ∈ Ti )
0, sonst
}
f =
⎛
⎝ ∑
∀Gk∈B
n∑
i=1
Chik · y′ik
⎞
⎠−
⎛
⎝ ∑
∀Gk∈B
n∑
i=1
Chki · y′ik
⎞
⎠< (H(B)−1)2
(4.43)
Ein Entscheidungswert yik wird nur dann zur Summe der Restladezeiten einer Sequenz
addiert, wenn sich ein Knoten der Gruppe Gk in der Sequenz sowie im Teilbaum mit
Wurzel ai befindet.
Eine Sequenz kann nicht mehr als H(B) Knoten enthalten. Da die Restladezeit des Blatt-
knotens immer ganzzahlig sein muss, ergibt sich der Zielfunktionswert aus ho¨chstens
(H(B)−1) nicht ganzzahligen Restladezeiten. Diese resultieren wiederum aus ho¨chstens
(H(B)−1) Entscheidungsvariablen gro¨ßer Null. Es ergibt sich der mit 4.43 angegebene
Fehler.
MSLS, MSLS∗ Der Zielfunktionswert setzt sich aus der Summe der Restladezeiten aller Se-
quenzen des Baums zusammen. Ein Baum kann nach Modelldefinition nicht mehr als
H(B) verschiedene Sequenzen enthalten. Der Fehler fu¨r 2MSLS und 2MSLS∗ erho¨ht sich
so um das H(B)-fache. Es ergibt sich der Fehler:
f = H(B)
⎛
⎝
⎛
⎝ ∑
∀Gk∈B
n∑
i=1
Chik · y′ik
⎞
⎠−
⎛
⎝ ∑
∀Gk∈B
n∑
i=1
Chik · y′ik
⎞
⎠
⎞
⎠< H(B)(H(B)−1)2
(4.44)
Alle in Satz 4.17 angegebenen Fehlerwerte konnten nachgewiesen werden. 
Mit dem angegebenen, sehr einfachen Verfahren kann eine Approximationsgu¨te fu¨r die Op-
timierungsziele, abha¨ngig von der Knotenanzahl des Baums, angegeben werden. Zwar lassen
sich die so erzeugten Na¨herungslo¨sungen durch ”Umverteilung“ der abgerundeten Nutzzeitender Entscheidungsvariablen noch verbessern, jedoch ist dem Autor kein Verfahren bekannt,
welches zu einer Approximationsgu¨te unabha¨ngig von der Knotenanzahl fu¨hrt. Aber:
Bemerkung: Der Fehler f ist nicht allein durch die Ho¨he des Baums sondern auch durch die
Summe der Nutzzeiten aller Knoten begrenzt. Außer fu¨r MSLS und MSLS∗ gilt:
f <
∑
∀ai∈B
ui (4.45)
Fu¨r MSLS und MSLS∗ gilt hingegen:
f <
∑
∀ai∈B
(
u2i
)
(4.46)
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Die Summe der Ladeentscheidungen yik der Lo¨sung des linearen Programms kann nicht gro¨ßer
als die Summe bzw. das Quadrat der Summe aller Nutzzeiten des Baums sein. Das heißt, wu¨rden
Zielstellungen betrachtet, in welchen neben der Restladezeit auch die Nutzzeiten der Knoten
Bestandteil des Optimums sind, zum Beispiel die Minimierung der Summe aller Aufenthalts-
dauern der Knoten eines Baums (entsprechend MLB) oder die Minimierung der ho¨chsten Sum-
me Aufenthaltsdauern einer Sequenz des Baums u¨ber alle Sequenzen (entsprechend 2MSLS),
dann wu¨rde das Approximationsverfahren 2-approximative Lo¨sungen liefern:
APP(B) < 2 OPT (B), (4.47)
wobei APP(B) den Lo¨sungswert des oben beschriebenen Approximationsverfahren und OPT (B)
den dazugeho¨rigen Optimalwert liefern. Es erscheint sinnvoll, die Lo¨sungsgu¨te des Approxima-
tionsverfahrens nicht nur losgelo¨st von den Nutzzeiten zu betrachten, denn Restladezeiten sind
als um so gravierender einzustufen, je kleiner die Nutzzeiten im Verha¨ltnis dazu sind.
Zum Abschluss dieses Abschnitts soll die Komplexita¨t des folgenden Approximationsproblems
APP+ betrachtet werden, in welchem ein Approximat fu¨r die Optimierungsprobleme des Offline-
Modells nicht schlechter als das jeweilige Optimum zuzu¨glich einer beliebig großen, additiven
Konstante gesucht wird. Es kann gezeigt werden, dass APP+ mindestens genauso schwer zu
lo¨sen ist, wie das NP-vollsta¨ndige Entscheidungsproblem 3-Dimensionales Matching (3DM).32
Das Approximationsproblem APP+ hat folgende Struktur:
Optimierungsproblem APP+
Probleminstanz: Gegeben ist eine Probleminstanz bestehend aus re-
dundantem Navigationsbaum, Bedingungen des Offline-Modells und
Zielfunktion eines der fu¨nf Optimierungsprobleme {2MLB∗,MSLB∗,
2MLS∗,2MSLS∗,MSLS∗} und ein beliebig großer, ganzzahliger und po-
sitiver Wert Δ ∈ Z+1 .
Gesucht ist ein Lo¨sungswert z, fu¨r welchen gilt:
z≤ z∗+Δ, (4.48)
wobei z∗ der optimale Zielfunktionswert entsprechend der Zielfunktion
ist.
Es wird gezeigt, dass folgender Satz gilt:
Satz 4.18 3DM ≤p APP+
Aus Satz 4.18 folgt dann direkt, dass wenn P 	= NP gilt, fu¨r APP+ kein Lo¨sungsverfahren
existieren kann, welches Lo¨sungen mit polynomialem Aufwand berechnet.
32Vgl. zum 3DM Kapitel 3, S.82
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Beweis von Satz 4.18: Zum Nachweis wird die Lo¨sung spezieller Probleminstanzen von APP+
betrachtet. Diese Probleminstanzen werden mit folgendem Optimierungsproblem ”Modifizier-tes einfaches redundante Ladeproblem“ (MERL) zusammengefasst. Es wird gezeigt, dass belie-
bige Probleminstanzen des Entscheidungsproblems 3DM mit polynomiellem Aufwand in Pro-
bleminstanzen des Optimierungsproblems MERL u¨berfu¨hrt werden ko¨nnen und aus der Lo¨sung
dieser Instanzen mit polynomiellem Aufwand auf eine Lo¨sung fu¨r das 3DM geschlossen werden
kann.
MERL ist eine Modifikation des ”Einfachen redundanten Ladeproblems“ (ERL), auf S.83 an-gegeben.
Entscheidungsproblem MERL
Probleminstanzen von MERL stimmen mit Probleminstanzen von ERL
außer folgenden Vera¨nderungen u¨berein:
• Zusa¨tzlich gegeben ist eine Zielfunktion eines der fu¨nf Optimie-
rungsprobleme {2MLB∗,MSLB∗, 2MLS∗,2MSLS∗,MSLS∗} und
ein beliebig großer, ganzzahliger und positiver Wert Δ ∈ Z+1 .
• Das Objekt des Wurzelknotens wird nicht 3q+ q sondern (3q+
q)(1+Δ)c Zeiteinheiten genutzt, wobei c∈ Z+1 eine von der Ziel-
funktion Z abha¨ngig zu wa¨hlende Konstante ist.
• Die Nutzzeiten (uˆ∗i ) der Knoten des zweiten Niveaus
wj,x j,y j, j = 1 . . .q entspricht nicht um 1 weniger als die
Anzahl der Kindknoten des jeweiligen Knotens ai, sondern dem
(1+Δ)c− f achen dessen.
• Die Ladezeiten der Knoten des zweiten und dritten Niveaus sind
nicht 1 sondern c(1+Δ).
Gesucht ist ein Lo¨sungswert z, fu¨r welchen gilt:
z≤ z∗+Δ, (4.49)
wobei z∗ der optimale Zielfunktionswert entsprechend der Zielfunktion
ist.
Bemerkung: Alle Probleminstanzen von MERL sind auch Probleminstanzen von APP+.
Probleminstanzen des Entscheidungsproblems 3DM lassen sich auf nahezu identische Weise in
Instanzen fu¨r MERL u¨berfu¨hren, wie Instanzen von 3DM nach Instanzen von ERL.33 Einziger
Unterschied besteht in den vera¨nderten Nutz- und Ladezeiten der Knoten des Baums. Sie sind
33Vgl. Problembeschreibung von ERL, S.83
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abha¨ngig von den Parametern q, gegeben durch die Instanz des 3DM, Δ, welches beliebig groß
sein kann34, und c, welches jeweils abha¨ngig von der betrachteten Zielfunktion gewa¨hlt wird.
Um von einer Lo¨sung einer Instanz von MERL auf eine Lo¨sung einer Instanz von 3DM schlie-
ßen zu ko¨nnen, soll gezeigt werden, dass folgende Aussage fu¨r jede der fu¨nf Zielfunktionen bei
einem bestimmten c zutrifft:
Ist der Lo¨sungswert z kleiner oder gleich Δ, dann existieren in der Probleminstanz von MERL
q redundante Knotentripel. Ist der Lo¨sungswert z gro¨ßer Δ, dann ko¨nnen ho¨chsten q−1 redun-
dante Knotentripel existieren.
Wie bereits definiert, besteht ein redundantes Knotentripel aus drei Knoten, welche einer Kno-
tengruppe angeho¨ren. Die Objekte aller drei Knoten ko¨nnen wa¨hrend der Nutzdauer einer ge-
meinsamen Wurzel vollsta¨ndig geladen werden, wenn mindestens genau so viel Nutzzeit zur
Verfu¨gung steht, wie die Ladezeit nur eines Knotens des Tripels betra¨gt.35 Auch wurde bereits
gezeigt, dass aufgrund der Existenz bzw. nicht Existenz von q solchen redundanten Tripeln auf
die Antwort ”ja“ bzw. ”nein“ fu¨r 3DM geschlossen werden kann.
36
Fu¨r ein beliebig großes c gilt unabha¨ngig von der Zielfunktion: Existieren q redundante Kno-
tentripel fu¨r eine Instanz von MERL, dann ist der optimale Lo¨sungswert z∗ = 0. Fu¨r die Lo¨sung
von MERL muss gelten: z≤ Δ.
Im Folgenden wird je Zielstellung gezeigt, dass ein c so gewa¨hlt werden kann, dass wenn ho¨chs-
ten q−1 redundante Knotentripel einer Instanz MERL existieren, der optimale Zielfunktions-
wert Δ+1 sein muss. Ein Lo¨sungsverfahren fu¨r MERL muss dann ein z gro¨ßer Δ liefern, wenn
keine q redundanten Knotentripel existieren. 3DM kann anhand des Werts z gelo¨st werden.
2MLB∗, c = |S|+q , wobei S eine mit der Probleminstanz aus 3DM definierte Menge ist, aus
welcher die Instanz fu¨r MERL konstruiert wird.
Existieren nur q−1 redundante Knotentripel, dann ist die Summe der Restladezeiten aller
Knoten des Baums fu¨r eine optimale Lo¨sung mindestens (Δ+1)(|S|+q) und zwar dann
genau (Δ+1)(|S|+q), wenn das q-te Knotentripel zwei zueinander redundante und einen
zu diesen beiden Knoten nicht redundanten Knoten entha¨lt.37 Unter der gegebenen Ziel-
funktion muss der Opimalwert deshalb mindestens Δ+1 sein, weil der Baum exklusive
Wurzel genau |S|+ q Knoten entha¨lt. Das heißt, dass eine Lo¨sung von MERL gro¨ßer Δ
sein muss, wenn q−1 oder weniger redundante Knotentripel existieren.
MSLB∗, c = 1
Existieren nur q− 1 redundante Knotentripel, dann ist die Summe der Restladezeiten
aller Knoten des Baums fu¨r eine optimale Lo¨sung mindestens Δ+1 und zwar dann genau
Δ+1, wenn das q-te Knotentripel zwei zueinander redundante und einen zu diesen beiden
Knoten nicht redundanten Knoten entha¨lt. Der Zielfunktionswert ist identisch zur Summe
der Restladezeiten aller Knoten des Baums. Der Opimalwert ist deshalb mindestens Δ+1.
Das heißt, dass das eine Lo¨sung von MERL gro¨ßer Δ sein muss, wenn q−1 oder weniger
redundante Knotentripel existieren.
34Vgl. die Beschreibung von APP+
35Vgl. S.84
36Vgl. S.3.5.1ff.
37Werden (Δ+1)(|S|+q) Zeiteinheiten auf jeden der |S|+q Knoten gleichma¨ßig verteilt, werden jedem einzel-
nen Knoten genau Δ+1 Zeiteinheiten zugeordnet.
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MLS∗, c = |S|+q
Der Nachweis ist identisch zum Nachweis fu¨r 2MLB∗.
2MSLS∗, c= |S|+q
Existieren nur q−1 redundante Knotentripel, dann ist die Summe der Restladezeiten al-
ler Knoten des Baums fu¨r eine optimale Lo¨sung mindestens (Δ+ 1)(|S|+ q) und zwar
dann genau (Δ+1)(|S|+q), wenn das q-te Knotentripel zwei zueinander redundante und
einen zu diesen beiden Knoten nicht redundanten Knoten entha¨lt. Unter der gegebenen
Zielfunktion muss der Opimalwert deshalb mindestens 2(Δ+1) sein, weil der Baum ex-
klusive Wurzel genau |S|+ q Knoten entha¨lt.38 Das heißt, dass eine Lo¨sung von MERL
gro¨ßer Δ sein muss, wenn q−1 oder weniger redundante Knotentripel existieren.
MSLS∗, c= 1
Existieren nur q−1 redundante Knotentripel, dann ist die Summe der Restladezeiten aller
Knoten des Baums fu¨r eine optimale Lo¨sung mindestens Δ+1 und zwar dann genau (Δ+
1), wenn das q-te Knotentripel zwei zueinander redundante und einen zu diesen beiden
Knoten nicht redundanten Knoten entha¨lt. Weil jeder Knoten mindestens in einer Session
enthalten ist, muss der Optimalwert fu¨r Summe der Restladezeiten u¨ber alle Session des
Baums mindestens Δ+1 betragen. Das heißt, dass das eine Lo¨sung von MERL gro¨ßer Δ
sein muss, wenn q−1 oder weniger redundante Knotentripel existieren.
Fu¨r alle fu¨nf Zielstellungen konnte gezeigt werden, dass mit Hilfe der Lo¨sung von MERL auf
die Existenz bzw. nicht Existenz von q redundanten Knotentripeln geschlossen werden kann.
Aus diesem Wissen kann direkt eine Antwort fu¨r 3DM abgeleitet werden.
Weil MERL nur Probleminstanzen aus APP+ entha¨lt, ist der Satz 4.18 zu besta¨tigen. 
4.3 Diskussion der Ergebnisse
Alle im vorherigen Kapitel aufgefu¨hrten Optimierungsprobleme des Offline-Modells lassen sich
jeweils als ganzzahliges lineares Programm formulieren. Die Gro¨ße des Programms, das heißt
die Anzahl der Entscheidungsvariablen der Ungleichungen und Zielfunktionen, wa¨chst jeweils
mit O(n2).
In Abha¨ngigkeit von der Anzahl Knoten in den knotendisjunkten Knotengruppen Gk des Na-
vigationsbaums zeichnet sich folgendes Bild fu¨r die Rechenbarkeit der Optimierungsprobleme
ab:
∀Gk ∈ B : |Gk|= 1
Diese Probleminstanzen sind effizient rechenbar. Je nach Zielstellung gestaltet sich der
Aufwand ho¨chstens in der Gro¨ßenordnung O(n4).
38Werden (Δ+ 1)(|S|+ q) Zeiteinheiten auf jeden der |S|+ q Knoten gleichma¨ßig verteilt, werden jedem ein-
zelnen Knoten genau Δ+1 Zeiteinheiten zugeordnet. Damit muss die maximale Summe der Restladezeiten einer
beliebigen Sequenz des Baums mindestens 2(Δ+1) betragen.
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(∀Gk ∈ B : |Gk| ≤ 2) und (∃Gk ∈ B : |Gk|= 2)
Fu¨r beliebige Probleminstanzen dieser Art konnte kein Nachweis fu¨r die effiziente Re-
chenbarkeit oder die NP-Vollsta¨ndigkeit erbracht werden. Es ist zu vermuten, dass diese
nicht effizient rechenbar sind.
∃Gk ∈ B : |Gk| ≥ 3
Optimierungsprobleme der ∗-Zielstellungen dieser Art sind NP-schwierig. Eine Lo¨sung
ist nur fu¨r ausgewa¨hlte Probleminstanzen praktikabel rechenbar, insbesondere abha¨ngig
von der Problemgro¨ße n.
Beliebige Probleminstanzen der Optimierungsprobleme lassen sich mit Hilfe des vorgestellten
Verfahrens approximieren. Der Fehler der approximierten Lo¨sung entwickelt sich jedoch in
Abha¨ngigkeit von der maximalen Tiefe H(B) des Navigationsbaums in Gro¨ßenordnungen von
bis zu O(H(B)3) bzw. O(n3). Die Gu¨te der approximierten Lo¨sung ist abha¨ngig von der Ho¨he
des Baums.
Es konnte kein Verfahren gefunden werden, welches approximative Lo¨sungen fu¨r eine der ∗-
Zielstellungen generiert, deren Gu¨te sich in Relation zur optimalen Lo¨sung, unabha¨ngig von
der Zahl der Knoten des Baums, entwickelt. Es ergeben sich zwei interessante weiter zu verfol-
gende Ansa¨tze, um zu einem solchen Verfahren zu kommen. Einerseits wa¨re zu pru¨fen, inwie-
weit approximierte Lo¨sungen postum durch Anpassen der Ladeentscheidungen zu einer bes-
seren Lo¨sung fu¨hren ko¨nnen.39 Andererseits wa¨re zu pru¨fen, inwieweit die gezielte Selektion
bestimmter Sequenzen bzw. Sequenzausschnitte aus einem redundanten Navigationsbaum zu
gestalten wa¨re, so dass dieser in einen nicht redundanten Navigationsbaum u¨berfu¨hrt werden
ko¨nnte und auf diesem basierend optimale Lo¨sungen als approximierte Lo¨sungen bestimmter
Gu¨te fu¨r Optimierungsprobleme des redundanten Navigationsbaums Verwendung finden ko¨nn-
ten.
Alle vorgeschlagenen Verfahren werden als einfach zu realisieren eingescha¨tzt. Zur Approxi-
mation ko¨nnen frei verfu¨gbare Werkzeuge zur Lo¨sung der linearen Programme, basierend auf
standardisierten Modellsprachen, eingesetzt werden.40 Die Programme selbst lassen sich aus
dem jeweiligen Navigationsbaum bzw. -graphen generieren. Die effizient rechenbaren Verfah-
ren fu¨r nicht redundante Navigationsba¨ume werden in ihrer Realisierung auf einer konkreten
Maschine als nicht u¨berma¨ßig kompliziert eingescha¨tzt. Auf eine Implementation der Verfah-
ren wurde verzichtet, weil deren praktische Anwendung nicht Thema dieser Arbeit ist.
Der Einsatz dieser Verfahren zur Unterstu¨tzung der beiden Entscheidungsfelder der Entwurfs-
phase eines Hypermediums wird im u¨berna¨chsten Kapitel dargestellt. Der Einsatz der Offline-
Verfahren im Rahmen des Online-Modells wurde schon angesprochen und wird im folgenden
Kapitel auch untersucht.
39Solch eine Diskussion wird in Bezug auf Seiteneffekte der Online-Verfahren, losgelo¨st von einer zu garantie-
renden Gu¨te, im na¨chsten Kapitel noch erfolgen.
40Dazu sei auf die standardisierte Modellierungssprache Opl und darauf aufsetzende Werkzeuge verwiesen
(vgl. [HL99]) sowie auf die schon a¨lteren, jedoch u¨berblicksartig gestalteten Artikel [Gre93] und [Fou96], wel-
che ausfu¨hrlich die Werkzeugauswahl und Modellierungsaspekte besprechen.
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Kapitel 5
Online-Verfahren
”Die zwei gro¨ßten Tyrannen der Erde: der Zufall und die Zeit.“Johann Gottfried von Herder
In diesem Kapitel werden die Zielstellungen MDS und 2MDS sowie die entsprechenden ∗-Ziele
fu¨r redundante Navigationsba¨ume untersucht. Zuerst wird ein fu¨r die Untersuchungen notwen-
diges, allgemein gehaltenes Algorithmengeru¨st zur Lo¨sung von Problemstellungen des Online-
Modells vorgeschlagen. Auf dessen Basis wird ein einfaches Lo¨sungsverfahren konstruiert und
dessen Gu¨te untersucht. Dann werden im Vergleich zu diesem spezielle Online-Verfahren un-
tersucht, welche sich Lo¨sungsverfahren der Offline-Problemstellungen bedienen.
Die Gu¨te der untersuchten Online-Verfahren wird wiederum mittels Kompetitivita¨tsanalyse ge-
messen. Dies erscheint sinnvoll, weil zu den jeweiligen Entscheidungszeitpunkten der Problem-
stellungen keine Informationen u¨ber zuku¨nftige, mo¨glicherweise im Voraus zu stellenden An-
fragen verfu¨gbar sind. Es werden nur solche Lo¨sungsverfahren fu¨r die vier Zielstellungen als
sinnvoll angesehen und in diesem Kapitel betrachtet, welche die in Abschnitt 3.5.2, S.86ff. per
Kompetitivita¨tsanalyse aufgezeigten problemimmanent oberen Schranken nicht u¨berschreiten.
Weiterhin ist der beno¨tigte Rechenzeit- und Speicherplatzaufwand der Verfahren von wichti-
gerer Bedeutung als im Rahmen des Offline-Modells. Die Online-Verfahren werden dafu¨r ein-
gesetzt, zu bestimmten Zeitpunkten wa¨hrend des Betriebs Ladeentscheidungen zu treffen. Im
bereits dargestellten Online-Modell wird jedoch die fu¨r eine Ladeentscheidung zur Verfu¨gung
stehende Zeitdauer nicht modelliert. Es wird angenommen, dass Entscheidungen in einem Zeit-
raum von ein bis zwei Sekunden mo¨glich sind, welche mit ineffizienten Verfahren u¨berschrit-
ten werden wu¨rde, wenn fu¨r die Problemstellung angemessene Problemumfa¨nge angenommen
werden. Damit ist Grundbedingung die Effizienz der Lo¨sungsverfahren.1
1Gemeint ist Effizienz im Sinne eines asymptotisch wachsenden Rechenzeit- und Speicherplatzaufwands nach
oben beschra¨nkt in Abha¨ngigkeit von der Gro¨ße des Navigationsbaums durch ein Polynom. Das garantiert zwar
noch nicht eine Entscheidung im vorgegebenen Zeitraum, ist jedoch Grundlage dafu¨r. Die Modellierung von zeit-
kritischen Entscheidungen in Echtzeit ist nicht Gegenstand dieser Arbeit sein.
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5.1 Allgemeiner Lo¨sungsansatz
Mit dem folgenden Verfahren wird ein Grobalgorithmus fu¨r die zu untersuchenden Online-
Algorithmen sowie deren mit der Kompetitivita¨tsanalyse betrachteten Gegenspielern, den zu-
geho¨rigen optimalen Offline-Algorithmen, vorgeschlagen. Den einzelnen Zustandsu¨berga¨ngen
zwischen den nach Modelldefinition festgelegten Entscheidungszeitpunkten sowie den in un-
terschiedlichem Umfang zur Verfu¨gung stehenden Informationen wird mit dem folgenden Ver-
fahren entsprochen.
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Alg. 5.1  
Algorithmengeru¨st zur Online-Entscheidungsfindung2
Oben ist das allgemein gehaltene Algorithmengeru¨st mit Datentypen und Schnittstelle (links)
sowie Anweisungsteil (rechts) zur Ermittlung des Optimierungsergebnisses des Online-Ent-
scheidungsprozesses dargestellt.
Fu¨r die Entscheidungen der 	
 Entscheidungsschritte liegen folgende Informationen vor.
U¨ber:
• den 
Dieser ergibt sich aus den bereits vor dem Entscheidungsschritt 
 getroffenen Entschei-
dungen bzw. aus dem Initialzustand vor der ersten zu treffenden Entscheidung.
Zum Beispiel fu¨r ein 
 und  werden die Entscheidungen der ersten drei Entschei-
dungszeitpunkte ausgefu¨hrt. Als Ergebnis wird das Optimierungsergebnis vom Typ  gelie-
fert.
2Die Definition der Datenstruktur  ist identisch zu der bereits im Offline-Modell verwendeten (siehe S.
103, Abschnitt 4.1 ”Offline-Verfahren nicht redundanter Navigationsba¨ume“).
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• die  	
Sie entha¨lt die von Entscheidungsschritt zu Entscheidungsschritt zusa¨tzlich verfu¨gbaren
Informationen, jeweils in einem Element der Sequenz vermerkt.
• die Funktion 


Sie liefert die je Entscheidungsschritt aus der Inputsequenz bereitzustellenden Elemente
in Abha¨ngigkeit vom Datenobjekt 
. Mit der Funktion 

 wird das ein-
geschra¨nkt verfu¨gbare Wissen u¨ber die Elemente der Inputsequenz je nach aktuellem
Entscheidungsschritt 
 modelliert.
 liefert das Optimierungsergebnis der Online-Entscheidungen fu¨r einen gegeben Sequenzaus-
schnitt des -ten bis 
-ten Elements der Inputsequenz, resultierend aus dem Endzustand.
Die Funktion 

 ermittelt aus diesem Zustand entsprechend der Zielstellung das
Endergebnis. Resultiert dieses nicht nur aus dem Endzustand nach der zuletzt getroffenen Ent-
scheidungen, sondern auch aus dem Ablauf der Entscheidungsfindung, dann ist das im Rahmen
der den Zustand beschreibenden Datenobjekten entsprechend zu beru¨cksichtigen.
Wann eine Entscheidung zu treffen ist bzw. zu welchem Zeitpunkt A¨nderungen des Wissens
u¨ber die Elemente der Sequenz auftreten, wird nicht explizit modelliert. Dies erfolgt u¨ber die
Inhalte der Elemente der Sequenz. Entscheidungszeitpunkte sind entweder fix, mit jeder Input-
sequenz vorgegeben, oder gestalten sich variabel, indem vorher getroffene Entscheidungen sich
auf den Zeitpunkt der jeweils folgenden, zu treffenden Entscheidungen auswirken.
In dem hier zu diskutierenden Online-Modell sind nur der Zeitpunkt des Beginns einer Sessi-
on t(s11) und der folgende Entscheidungszeitpunkt t(s22)) bekannt, denn es wird angenommen,
dass zeitgleich mit Beginn einer Session auch die erste gestellte Anfrage bzw. das erste Ele-
ment der Inputsequenz und damit auch die Nutz- und Ladezeit des ersten Aufenthaltknotens
bekannt sind.3 Zu jedem dieser Entscheidungszeitpunkte t(sii),1 ≤ i ≤ m ist zusa¨tzliches Wis-
sen u¨ber die Inputsequenz gegenu¨ber allen vorherigen Entscheidungszeitpunkten t(s jj), j < i
verfu¨gbar.4 Das Verfahren  trifft fu¨r jeden dieser Entscheidungszeitpunkte Entscheidungen.
Dies ist der Entscheidungsschritt, welcher hier auf die Dauer eines Zeitpunkts, dass heißt auf
einen Zeitraum der La¨nge Null, festgelegt wird. Aus den in einem Zeitpunkt t(sii) getroffenen
Entscheidungen resultiert der Zustand Zt(sii) eines Entscheidungsschritts. In  wird dieser im
Datenobjekt  vermerkt, welches das Ergebnis der getroffenen Entscheidungen bzw. die
Entscheidungen selbst beinhaltet.
Um das Ergebnis des Online-Verfahrens u¨ber einen Entscheidungszeitraum t(sii) bis t(s
j
j) gelie-
fert zu bekommen, sind
• der Ausgangszustand Zt(si−1i−1) bzw. der Initialzustand Z0 vor der ersten Entscheidung,
• der Entscheidungszeitraum durch Angabe der Position der jeweiligen Elemente der In-
putsequenz i bis j sowie
3Vgl. zur Definition einer Session und der verwendeten Notation Abschnitt 3.3.2 ”Das Online-Modell“, S. 69ff..4Es erscheint sinnvoll nur jene Entscheidungszeitpunkte zu modellieren, zu welchen auch zusa¨tzliches Wissen
bekannt wird.
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• eine Abbildung u¨ber die zum jeweiligen Zeitpunkt verfu¨gbaren Informationen mit
in f ormiere( Inputsequenz, Zeitpunkt, Inputsequenzausschnitt)
zu u¨bergeben.
Wird das Ergebnis jedes einzelnen Entscheidungsschritts gewu¨nscht, ist   fu¨r alle i = 1 . . .m
wie folgt aufzurufen:
 Zi−1 sm1  i−1 i 	
	s
m
1 , i,s
j
h Zi,
wobei 	
	 in den hier interessierenden Problemstellungen genau den Ausschnitt s jh mit
h = 1 und j = i der Inputsequenz sm1 fu¨r jeden Entscheidungsschritt i liefert.
Zur Lo¨sung der hier beschriebenen Online-Problemstellungen wird der Zustand Zi mittels des
Datenobjekts vom Typ 
 modelliert, welches den Navigationsbaum B sowie die Entschei-
dungsmatrix X der vorher getroffenen Ladeentscheidungen und daraus resultierenden Restla-
dezeiten entha¨lt. Die Elemente der Inputsequenz und deren Reihenfolge entsprechen den ein-
zelnen wa¨hrend einer Session durch die lokale Anwendungskomponente gestellten Anfragen.
Die Sequenz entha¨lt damit die Indizes der Aufenthaltsknoten aller in dieser Session angefrag-
ten Objekte ∀ai ∈ sm1 . Das jeweilige Ergebnis der Online-Verfahren kann aus dem Ergebnis der
letzten Entscheidungen, vermerkt im Baum mit Xt(smm), mit den bereits bekannten Funktionen
	{fu¨r ...}  
 der Offline-Algorithmen durch Auswerten der Restla-
dezeiten ermittelt werden.
Entscheidend ist die Wahl bzw. Konstruktion eines Verfahrens fu¨r  aus  . Es sollen hier
zwei Mo¨glichkeiten untersucht werden: Die Konstruktion eines ”neuen“, sehr einfach gehal-tenen Verfahrens und die Verwendung von Verfahren, welche schon fu¨r das Offline-Modell
entworfen worden sind. Jeder einzelne Entscheidungsschritt soll wiederum als Offline-Problem
aufgefasst werden. Von Interesse ist jedoch nicht die Gu¨te der einzelnen Entscheidungsschritte,
sondern die Gu¨te des Endergebnisses im letzten Entscheidungsschritt bzw. Betrachtungen aller
Entscheidungsschritte im zeitlichen Ablauf.
5.2 Ein einfaches Online-Verfahren zur Reduktion von
Sessiondauer und Aufenthaltsdauer je Knoten
In diesem Abschnitt wird in Anlehnung an das Verfahren {fu¨r MSLB} ein Entscheidungsver-
fahren fu¨r  entworfen, welches je Entscheidungszeitpunkt t(s11), . . . , t(smm) einer Session sm1
die Nutzzeit des jeweiligen Wurzelknotens ai eines Teilbaums fu¨r alle Knoten ai ∈ sm1 dazu
verwendet, Objekte der innerhalb des Teilbaums direkten Nachbarknoten zu ai im Voraus zu
laden.
Folgendes Entscheidungsverfahren fu¨r die einzelnen Entscheidungsschritte wird vorgeschlagen:
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Alg. 5.2   fu¨r Alg. 5.1
Einfache Ladestrategie
 %	/'0
%1
Fu¨r   beno¨tigte Datenobjekttypen sind oben,
das von  aufzurufende Verfahren links und
verwendete Handlungen im Anhang, S.207 dar-
gestellt.
Aus dem Navigationsbaum , welcher die Rest-
ladezeiten der Knoten entha¨lt, wird genau der
Teilbaum  mit Wurzelknoten des letzten Ele-
ments der Historie, das heißt dem aktuell ange-
fragten Knoten, extrahiert, zu welchem der Weg
aus 	
	 im Gesamtbaum  fu¨hrt. Fu¨r die
Dauer der Nutzung des Wurzelknotens von 
sind die Ladeentscheidungen zu treffen. Das er-
folgt, indem die Nutzzeit zu gleichen Teilen da-
zu verwendet wird, die direkten Nachbarknoten
des Wurzelknotens von  im Voraus zu laden.
Mittels 		 (Zeile 10) wird die Dau-
er des zum Laden im Voraus verfu¨gbaren Zeit-
raums je Knoten aus  ermittelt. Die Restlade-
zeit der direkten Nachbarknoten wird entspre-
chend gemindert.
Mit jeder Iteration der 	-Schleife wird genau eine Ladeentscheidung fu¨r einen direk-
ten Kindknoten der Wurzel des Teilbaums getroffen und im Teilbaum vermerkt. Nach Beenden
der Schleife werden alle Ladeentscheidungen und Restladezeiten des Teilbaums mit 	

	  im Gesamtbaum vermerkt. Rechenzeit- wie Speicherplatzaufwand des Verfahrens
u¨bersteigen nicht O(n2).
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Alg. 5.3 

	 fu¨r   5.2
Fu¨r dieses Verfahren wurde 

	 (links)
so konstruiert, dass je Knoten aus  dieselbe
Zeitdauer zum Laden im Voraus zur Verfu¨gung
steht. In  sind all jene direkten Kindknoten
des Wurzelknoten des Teilbaums aus   ent-
halten, fu¨r welche in der aktuellen Iteration der
	-Schleife noch keine Ladeentschei-
dungen getroffen wurden.
Dieses Verfahren wird in Hinblick auf die Zielstellungen MDS bzw. MDS∗ und 2MDS bzw.
2MDS∗ untersucht.5 Es wird gepru¨ft, wie sich der bereits ermittelte Kompetitivita¨tsfaktor von
2 als problemimmanente Schranke der Optimierungsprobleme vera¨ndert.
In den folgenden beiden Abschnitten wird das Ergebnis der ”Einfachen Ladestrategie“ in Hin-
5MDS,MDS∗: Minimierung der Dauer einer Session, 2MDS,2MDS∗: Minimierung der maximalen Dauer u¨ber
alle Aufenthalte einer Session (siehe Abschnitt 3.3.2, S.69ff.)
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blick auf die Ziele des Online-Modells untersucht. Zur vereinfachten Darstellung wird ange-
nommen, dass die Indizes der Knoten des Baums, welche in der Session sm1 zur Nutzung ange-
fordert werden, genau der Reihenfolge entsprechen, in welcher diese in sm1 auftreten:
s11 = a1, . . . ,sii = ai, . . . ,sm1 = am.
5.2.1 MDS und MDS∗
Fu¨r die ZielstellungMDS (”Minimierung der Dauer einer Session eines nicht redundanten Navi-gationsbaums“) wird jetzt gepru¨ft, um wie viel die in Abschnitt 3.5.2, S.86ff. fu¨r die Zielstellung
MDS nachgewiesene problemimmanent obere Schranke bei Einsatz sinnvoller Prefetchingver-
fahren bzw. ohne deren Einsatz abgesenkt werden kann, wenn die oben beschriebene ”EinfacheLadestrategie“ in   zur Entscheidungsfindung eingesetzt wird.
Bei Anwendung der einfachen Ladestrategie muss die obere Schranke der Sessiondauer um
genau jenen Teil verringert werden, um welchen garantiert immer, unabha¨ngig von sm1 ein Teil
der direkten Kindknoten im Voraus geladen wird. Es ergibt sich folgender Satz:
Satz 5.1 Die problemimmanent obere Schranke des Online-Optimierungsproblems MDS, be-
schrieben durch den Kompetitivita¨tsfaktor c
c≤
⎧⎪⎪⎨
⎪⎩
β≥ 1 : 1+ 1β
β≤ 1 : 1+β
sinkt auf den folgendenWert, abha¨ngig vom bereits bekannten Parameter β∈R> 0 als Quotient
der Summe aus Lade- und Nutzzeiten aller Knoten der Session sm1 :
c≤
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
β≥ 1 : 1β kmax
β≤ 1 : z2(kmax,β), 0 < z2(kmax,β)≤ β,z2(kmax,β)≈ 1kmax ,
wobei z2 konstant ist, sich z2 abha¨ngig von den Konstanten β und kmax ∈ Z+1 entwickelt, kmax
die maximale Anzahl direkter Kindknoten aller Knoten der Session angibt sowie β wie bereits
bekannt definiert ist:
β =
m∑
i=1
i
m∑
i=1
ui
(5.1)
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Beweis von Satz 5.1:
Durch die Anwendung der einfachen Ladestrategie ergibt sich die folgende Restladezeit ri des
i-ten, in der Session angeforderten Knotens ai in Abha¨ngigkeit von der Lade- (i) und Nutzzeit
(ui):
ri =
⎧⎨
⎩
1 f alls i = 1
i−
⌊
ui−1
1
ki−1
⌋
sonst i > 1 (5.2)
ki bzw. ki−1 ist die Anzahl direkter Nachbarknoten des Knotens ai bzw. des Vorga¨ngerknotens
von ai, das heißt ai−1, im Navigationsbaum.
Daraus ergibt sich folgende Dauer des i-ten Aufenthaltsknotens di bzw. DON(sii) einer Session
mit insgesamt m Knoten und demzufolge auch m zueinander nicht redundanten Knoten des
Online-Verfahrens:
∀i = 2 . . .m : DON(sii) = ui+ i−ui−1
⌊
1
ki−1
⌋
∀i = 2 . . .m : DON(sii)≤ ui+ i−ui−1
⌊
1
kmax
⌋
,
(5.3)
wobei ki die Anzahl der Teilba¨ume des Teilbaums mit Wurzelknoten ai ausdru¨ckt (s.o.) und
kmax den maximalen Wert u¨ber alle ki, i = 1 . . .m des gesamten Navigationsbaums.
Damit ergibt sich unter folgender Nebenbedingung
∀i≥ 2 : i−
⌊
ui−1
1
kmax
⌋
≥ 0 (5.4)
die folgende obere Schranke fu¨r die Sessiondauer des Online-Verfahrens, welche mit der Ses-
siondauer des zugeho¨rigen optimalen Offline-Verfahrens verglichen werden soll.
DON(sm1 )≤
m∑
i=2
(
ui+ i−
⌊
ui−1
1
kmax
⌋)
+ 1 +u1, i−
⌊
ui−1
1
kmax
⌋
> 0 (5.5)
Zur Vereinfachung der folgenden Analyseschritte erfolgt die Einschra¨nkung auf Probleminstan-
zen der Session, die Bedingung 5.4 genu¨gen. Sie hat keine Auswirkung auf das Ergebnis der
folgende Kompetitivita¨tsanalyse, weil alle Probleminstanzen, fu¨r welche diese Bedingung nicht
zu trifft, ko¨nnen in Probleminstanzen transformiert werden, die die Bedingung erfu¨llen, ohne
ein Absenken der oberen Schranke fu¨r ON bzw. ein Anheben der unteren Schranke fu¨r OPT .
Die Transformation erfolgt, indem die Nutzzeit ui−1 auf genau den Wert i−
⌊
ui−1
1
kmax
⌋
des
die Bedingung verletzenden Knotens ai−1 reduziert wird.
Die untere Schranke wird durch Reduzieren der Nutzzeit nicht angehoben, weil ui−1 in jedem
Falle ausreicht, um das jeweils folgende Objekt der Session aus ai vollsta¨ndig im Voraus zu
laden. Die obere Schranke fu¨r den Online-Algorithmus wird nicht abgesenkt, weil die einfache
Ladestrategie in jedem Fall nur Objekte der direkten Nachbarknoten des Baums im Voraus la¨dt.
So bleiben obere und untere Schranke des Online- und optimalen Offline-Algorithmus trotz der
Transformation erhalten.
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Ein Online-Verfahren kann die Sessiondauer eines optimalen Offline-Verfahrens fu¨r MDS, wie
bereits diskutiert,6 nicht unterschreiten:
DOPT (sm1 ) = max
[
(
m∑
i=1
ui)+ 1,(
m∑
i=1
i)+um
]
(5.6)
Es ergibt sich durch Umformung von DON , im Anhang auf S.209 dargestellt, folgende Unglei-
chung:
DON(sm1 )
DOPT (sm1 )
≤
(1+β)
m∑
i=1
ui−
⌊
1
kmax
m−1∑
i=1
ui
⌋
max
[( m∑
i=1
ui
)
+ 1,β
( m∑
i=1
ui
)
+um
] ,
⌊
1
kmax
m−1∑
i=1
ui
⌋
≤
m∑
i=2
i (5.7)
Die rechts aufgefu¨hrte Nebenbedingung ergibt sich aus dem Sachverhalt, dass nicht mehr als
das vollsta¨ndige Objekt wa¨hrend der Nutzzeit des Objekts der Wurzel geladen werden kann7.
Es ist zu erkennen, dass nicht nur β, wie schon mit den vorherigen Untersuchungen besta¨tigt,
sondern auch kmax in die Kompetitivita¨t des Online-Verfahrens eingeht.
Zur weiteren Vereinfachung wird angenommen, dass die Nutzzeit um und die Ladezeit 1 Null
betragen.8
DON(sm1 )
DOPT (sm1 )
≤
(1+β)
m−1∑
i=1
ui−
⌊
1
kmax
m−1∑
i=1
ui
⌋
max
(m−1∑
i=1
ui,β
m−1∑
i=1
ui
) ,
⌊
1
kmax
m−1∑
i=1
ui
⌋
≤
m∑
i=2
i (5.8)
Im Folgenden wird das Verhalten des Quotienten fu¨r die zwei Fa¨lle β > 1 und β≤ 1 untersucht.
Fall 1: β≥ 1
Durch Umformung der obigen Gleichung 5.8, im Anhang auf S.210 dargestellt, wird
folgender Zusammenhang sichtbar, wobei z1, abha¨ngig von β, kmax und der Summe der
Nutzzeiten vernachla¨ssigbar klein ist, das heißt wesentlich kleiner als 1βkmax , ist.
9
DON(sm1 )
DOPT (sm1 )
≤
1
β +1−
1
βkmax + z1 >>
1
β +1−
1
βkmax ≤ 2 (5.9)
6Siehe Abschnitt 3.5.2 ”Komparative Analyse des Online-Modells“, S.86ff. bzw. Gleichung 3.34, S.927Siehe Bedingung 5.4, S.151
8Auch diese Annahme hat nicht zur Folge, dass die obere Schranke des Online-Verfahrens sinkt. Die Zula¨ssig-
keit dieser Annahme wurde im Rahmen der Kompetitivita¨tsanalyse von MDS und 2MDS bereits diskutiert (Ab-
schnitt 3.5.2, S.86ff.).
9Vgl. dazu die Umformung im Anhang auf S. 210.
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Fall 2: β≤ 1
Wird Gleichung 5.8 auch fu¨r Fall 2 umgeformt10, indem β≤ 1 und eine Korrekturfunktion
z2(kmax,β) in die Gleichung eingesetzt wird, ergibt sich folgender Zusammenhang:
DON(sm1 )
DOPT (sm1 )
≤ 1+β− z2(kmax,β),z2(kmax,β)≤ β≤ 1,z2 ≈ 1kmax , (5.10)
wobei gilt: z2(kmax,β)≤ β.11
Es ergibt sich folgendes Gesamtbild fu¨r die Gu¨te des Online-Verfahrens:
DON(sm1 )
DOPT (sm1 )
≤ c
c =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
β≥ 1 : 1+ 1β −
1
β kmax
β≤ 1 : 1+β− z2(kmax,β),0 < z2(kmax,β)≤ β,z2(kmax,β)≈ 1kmax
(5.11)
Somit kann Satz 5.1 besta¨tigt werden. 
Bemerkung: Das Ergebnis gilt fu¨r nicht redundante sowie redundante Navigationsba¨ume.
Wu¨rden zu einem Knoten ai Kindknoten existieren, die zueinander redundant wa¨ren, dann kann
ki entsprechend um die Anzahl der zueinander redundanten Knotenpaare der Kindknoten re-
duziert werden bzw. der Wert ki dru¨ckt nicht die Anzahl der direkten Kindknoten, sondern die
Anzahl der unterschiedlichen Knotengruppen, zu welchen die Kindknoten geho¨ren, aus.
Ein Navigationsbaum, in welchem zu einem Knoten ai Kindknoten der selben Knotengruppe
enthalten sind, kann einfach in einen Baum umgewandelt werden, in welchem alle direkten
Kindknoten eines jeden Knotens keine zueinander redundanten Knotenpaare bilden, so dass
sich die beiden Probleminstanzen in Bezug auf das Optimierungsergebnis nicht unterscheiden:
Angenommen a j und ai sind redundant zueinander und die Wurzelknoten der Teilba¨ume Tj =
{a j,Tj1, . . . ,Tjk} und Ti = {ai,Ti1, . . . ,Tik} sowie Tj und Ti sind Teilba¨ume des Baums B =
{ar,Tj,Ti, . . .}, dann ko¨nnen die Teilba¨ume Tj und Ti in einem Teilbaum T ′ = {a j,Tj1, . . . ,
Tjk,Ti1, . . . ,Tik} zusammengefasst werden, wobei es unerheblich ist, ob a j oder ai Wurzelkno-
ten von T ′ ist, denn ai und a j mit selbem Wurzelknoten beschreiben denselben Aufenthalt im
Navigationsbaum.
Die obere Schranke ließe sich so fu¨r redundante Navigationsba¨ume weiter durch die genauere
Beschreibung von kmax pra¨zisieren.
10Siehe Anhang, S.153ff.
11Das Ergebnis erscheint plausibel, weil DONDOPT ≥ 1 laut Definition gelten muss. Dies kann aufgrund der Neben-
bedingung
⌊
1
kmax
m−1∑
i=1
ui
⌋
≤
m∑
i=2
i = β
m∑
i=2
ui auch gezeigt werden: z2(kmax,β)≤
β
m∑
i=2
ui
m−1∑
i=1
ui
= β
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c
1 2 3 kmax
c=
⎧⎨
⎩
β≥ 1 : 1+ 1β − 1β kmax
β≤ 1 : 1+β− 1kmax
β = 1
β = 12
β = 2
β = 4
Abbildung 5.1: Funktionaler Zusammenhang zwischen kmax und ho¨chstmo¨glichem Kompeti-
tivita¨tsfaktor c, bei angenommenen β-Werten 12 ,1,2,4, wobei in der Darstellung die diskret
ganzzahligen Auspra¨gungen von kmax nicht beru¨cksichtigt wurden.
Das mit Ungleichung 5.11 erreichte Ergebnis ist nicht u¨berraschend. Im Vergleich zur problem-
immanent oberen Schranke des Kompetitivita¨tsfaktors in Abha¨ngigkeit von β in Ungleichung
3.6, S.93 zeigt sich, dass der dort dargestellte Faktor durch Anwenden der ”Einfachen Ladestra-tegie“ in Abha¨ngigkeit von kmax sinkt.
Es erscheint klar, dass ki bzw. kmax wesentlichen Einfluss auf das Anwendungspotential eines
solchen Online-Verfahrens haben mu¨ssen. Fu¨r kmax = 1 erreicht dieses Verfahren natu¨rlich na-
hezu dieselben Resultate, wie ein optimales Offline-Verfahren.12
Es liegt nahe, zu vermuten, dass der problemimmanente Kompetitivita¨tsfaktor einer Baum-
session von 112 bei Anwendung der ”Einfachen Ladestrategie“ auch um den Term des besta¨tigten
Satzes 5.1, S.150 sinkt.13 Auf einen Nachweis wird hier jedoch verzichtet.
Jeder Session des Baums kann ein sessionabha¨ngiger Quotient β sowie ein kmax zugeordnet
werden. Je nach Auspra¨gung dieser Parameter kann fu¨r die jeweils zu betrachtende Session
mit unterschiedlichem Anwendungspotential des Online-Verfahrens gerechnet werden (siehe
12Die Einschra¨nkung ”nahezu“ ist notwendig, weil fu¨r Probleminstanzen, welche die Nebenbedingung fu¨r 5.5,S.151 verletzen, nicht immer bei kmax = 1 auch die optimale Offline-Lo¨sung erreicht werden kann, weil nur Objekte
direkter Nachbarknoten im Voraus geladen werden.
13Der Nachweis der 1 12 -Kompetitivita¨t vonMDS
∗ fu¨r Baumsession ist auf den Seiten 96ff. (Lemma 3.7) erbracht
worden. Grundidee des darauf aufsetzenden Beweises fu¨r eine weitere Reduktion des Kompetitivita¨tsfaktors unter
Verwendung der ”Einfachen Ladestrategie“ ist, die zu betrachtende Session wiederum in zwei Knotenmengen zuzerlegen, so dass im ersten Teil der Session alle Knoten des zweiten Teils der Session vollsta¨ndig geladen werden.
Die Dauer des ersten Sessionteils als Summe aus Nutz- und Ladezeiten der Knoten muss sich um den Faktor
1
kmax reduzieren, weil wa¨hrend der Nutzdauer der Knoten des ersten Sessionteils mindestens der Anteil
1
kmax dieser
Nutzzeit dazu verwendet wird, Objekte der Knoten des ersten Sessionteils auch im Voraus zu laden.
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Abbildung 5.1). Je kleiner kmax und je gro¨ßer |1−β| sind, desto dichter ist die obere Schranke
des Online-Verfahrens am bestmo¨glichen Optimierungsresultat unter Kenntnis der Zukunft.
5.2.2 2MDS und 2MDS∗
Das dargestellte Ergebnis mit der Betrachtung der Sessiondauer kann nun einfach auf die zweite
zu betrachtende Zielstellung u¨bertragen werden.
Die Nutzzeit des Objekts eines Knotens wird allein zum Laden der jeweiligen direkten Kind-
knoten verwendet. Die Restladezeit eines Knotens kann gegenu¨ber seiner Ladezeit nur um ge-
nau diesen, jeweils zum Laden im Voraus verwendeten Anteil Nutzzeit kleiner sein. Damit kann
je Knoten der Session die Sessiondauer eines Ausschnitts der Session, bestehend aus jeweils
zwei aufeinander folgenden Entscheidungspunkten i− 1 und i, betrachtet werden. In Anleh-
nung an die Gleichung 5.3 und 5.5 des vorherigen Abschnitts entstehen folgende Gleichungen
dON(sm1 ) =max
[
maxmi=2
(
ui+ i−ui−1
⌊
1
ki−1
⌋)
, l1 +u1
]
unter der Bedingung
∀i = 2 . . .m : i−
⌊
ui−1 1ki−1
⌋
> 0
(5.12)
Im Gegensatz zu MDS und MDS∗ kann jedoch der von einem optimalen Offline-Algorithmus
gelieferte Optimalwert fu¨r 2MDS und 2MDS∗ genau der Nutzzeit eines Knotens entsprechen.14
Damit ergibt sich folgende obere Schranke fu¨r das Verha¨ltnis des Ergebnisses der einfachen
Ladestrategie und eines optimalen Offline-Algorithmus:
dON(sii)
dOPT (sii)
≤max
⎡
⎣maxmi=2
⎛
⎝1+ i−ui−1
⌊
1
ki
⌋
ui
⎞
⎠ , l1
⎤
⎦
unter der Bedingung
∀i = 2 . . .m : i−
⌊
ui−1 1ki−1
⌋
> 0
(5.13)
Da das Verha¨ltnis liui beliebig groß werden kann, ist die einfache Ladestrategie nicht c-kompetitiv
fu¨r die Zielstellungen 2MDS und 2MDS∗. Dies war nach der Diskussion zur problemimmanen-
ten Schranke der Ziele in Kapitel 3 auch nicht zu erwarten. Dem Autor ist kein Online-Verfahren
bekannt, welches eine c-kompetitive Lo¨sung liefert. Es liegt die Vermutung sehr nahe, dass ein
Verfahren ohne Kenntnis u¨ber zuku¨nftige Anfragen nicht existieren kann.15
14Vgl. Kompetitivita¨tsanalyse zu 2MDS/2MDS∗, Bemerkung S.99.
15Mit der Diskussion u¨ber problemimmanente Schranken wurden bereits Probleminstanzen aufgefu¨hrt, welche
zu beliebig schlechten Lo¨sungen ohne Kenntnis u¨ber zuku¨nfte Anfragen fu¨hren. Es stellt sich die Frage, welche
zusa¨tzlichen Modellannahmen getroffen werden mu¨ssten, um eine kompetitive Lo¨sung erreichen zu ko¨nnen, ohne
sich zu weit von den realen Gegebenheiten zu entfernen.
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5.3 Einsatz der Offline-Verfahren im Online-Modell
In diesem Abschnitt wird die Verwendung der im vorherigen Kapitel entwickelten Optimie-
rungsverfahren fu¨r die sequenzbasierten Zielstellungen des Offline-Modells (2MLS/2MLS∗,
2MSLS/2MSLS∗ und MSLS/MSLS∗) diskutiert. Zu beru¨cksichtigen ist, dass fu¨r die ∗-Ziel-
stellungen keine effizienten Optimierungsverfahren konstruiert werden konnten. Jedoch wird
erst einmal angenommen, dass solche auch fu¨r diese Verfahren existieren und spa¨ter auf die
Problematik noch genauer eingegangen.
Die die Offline-Zielstellungen optimal lo¨senden Verfahren sollen zur Entscheidungsfindung in
den einzelnen Entscheidungsschritten der Online-Situation eingesetzt werden. Diese treten an
die Stelle von   in dem fu¨r  beschriebenen Algorithmengeru¨st S.146. Jeder einzelne Ent-
scheidungsschritt wird als ein separates Offline-Optimierungsproblem aufgefasst. Der Navigati-
onsbaum mit den einzelnen Ladezeiten der Knoten ergibt sich aus dem jeweils zu betrachtenden
Teilbaum Ti des Gesamtbaums B, dessen Wurzel der im Entscheidungsschritt aktuell angefor-
derte Knoten ist. Die Ladezeiten aller Knoten des Teilbaums sind gleich den Restladezeiten,
sich ergebend aus bereits getroffenen Entscheidungen. Der Teilbaum ist, wie schon mit der ein-
fachen Ladestrategie angesprochen (S.149), aus dem Gesamtbaum zu extrahieren. Fu¨r jeden
einzelnen Entscheidungsschritt ergeben sich so durch das Offline-Verfahren erzeugte Entschei-
dungsmatrizen X1, . . . ,Xm fu¨r eine Session sm1 .
Es soll der Einsatz eines optimalen Lo¨sungsverfahrens fu¨r die Ziele 2MLS und 2MLS∗ sowie fu¨r
2MSLS und 2MSLS∗ zur Lo¨sung von 2MDS und 2MDS∗ untersucht werden sowie der Einsatz
eines optimalen Verfahrens fu¨r MSLS und MSLS∗ fu¨r MDS und MDS∗.16
Vorweg genommen sei, dass sich aus den Nachweisen der beiden na¨chsten Abschnitte folgendes
Bild ergibt:
Satz 5.2 Fu¨r jedes der oben genannten Verwendungsszenarien der optimalen Offline-Verfahren
zur Lo¨sung der Online-Problemstellungen ko¨nnen jeweils Probleminstanzen konstruiert wer-
den, welche zeigen, dass trotz Einsatz der Verfahren in jedem Entscheidungsschritt der Session
die jeweils problemimmanent vorhandene, obere Schranke erreicht wird.
Damit sind die entsprechenden Online-Verfahren unter Verwendung der Offline-Verfahren fu¨r
die Zielstellungen 2MDS und 2MDS∗ nicht kompetitiv und fu¨r MDS und MDS∗ strikt 2-kom-
petitiv. Sie sind aus Sicht einer kompetitiven Analyse, fu¨r ein kmax > 1 einer Session schlechter
zu bewerten als die vorher diskutierte einfache Ladestrategie.
Beweis von Satz 5.2: Der Satz wird mit den beiden folgenden Abschnitten nachgewiesen.
5.3.1 2MDS und 2MDS∗
Kann fu¨r die beiden Ziele 2MDS und 2MDS∗ jeweils in Abha¨ngigkeit vom eingesetzten, op-
timalen Offline-Verfahren gezeigt werden, dass Session existieren, in welcher die Restladezeit
16Letztendlich ko¨nnte der Einsatz aller die Offline-Ziele optimal lo¨senden Verfahren fu¨r alle Online-
Zielstellungen untersucht werden. Die Anzahl mo¨glicher Kombinationen wu¨rde jedoch den Umfang der Arbeit
sprengen. So hat sich der Autor auf die Verknu¨pfung von Zielen beschra¨nkt, welche in ihrer Semantik zueinander
nahe liegen.
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aller Knoten der Session deren Ladezeit entspricht, dann gilt Satz 5.2 fu¨r die beiden Ziele.17
Zuerst wird der Einsatz von 2MLS und 2MLS∗ lo¨senden Verfahren untersucht.
Lemma 5.3 Es lassen sich Probleminstanzen fu¨r 2MDS und 2MDS∗ konstruieren, welche fu¨r
den Einsatz optimal lo¨sender Verfahren von 2MLS bzw. 2MLS∗ fu¨r   in  zeigen, dass die
problemimmanent obere Schranke erreicht wird.
Beweis von Lemma 5.3: Die Probleminstanzen haben folgende Struktur:
Fu¨r jeden Teilbaum Tj = {a j, . . .} des Gesamtbaums B einer solchen Probleminstanz, dessen
Wurzelknoten a j auch in Session sm1 ∈ B,s
m
1 = {a1, . . . ,am} enthalten ist, sowie fu¨r die Session
selbst und den Navigationsbaum B gilt:
∃sm1 ∈ B :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ai = sm−1m−1 und ∃a j ∈ Ti = {ai,T1, . . . Tk} und a j 	∈ s
m
1
und
	 ∃ah ∈ sm−11 : red(a j,ah) = wahr
und
∀ah ∈ sm−11 : h ≤  j−
∑
∀ak∈sm−11
uk
und
l1 = 0 und um = 0
(5.14)
Es existiert ein Knoten a j, dessen Ladezeit so groß ist, dass die Restladezeit dieses Knotens
die Ladezeiten aller Knoten der Session u¨bersteigt, trotzdem die Nutzzeiten aller Knoten der
Session exklusive des letzten Knotens dafu¨r verwendet werden, Teile des Objekts aus a j zu
laden.
Optimale Entscheidungsmatrizen X1, . . .Xm fu¨r 2MLS bzw. 2MLS∗ haben unter den in 5.14 ge-
troffenen Annahmen zur Folge, dass die Restladezeit aller Knoten der Session sm1 zu jedem
beliebigen Entscheidungszeitpunkt auch deren jeweiliger Ladezeit entspricht. Die Ladezeit ei-
nes anderen, nicht in der Session enthaltenen Knotens, dessen Objekt zu jedem Entscheidungs-
zeitpunkt geladen werden kann, ist so groß, dass kein Teil eines Objekts der Knoten aus der
Session zu irgendeinem Entscheidungszeitpunkt geladen wird. Weil die Ladezeit des ersten und
die Nutzzeit des letzten Knotens der Session von Null gewa¨hlt wurden, ergibt sich eine Ses-
siondauer entsprechend dem Doppelten des Bestmo¨glichen eines optimalen Offline-Verfahrens.

17Die problemimmanent obere Schranke fu¨r 2MDS und 2MDS∗ wurde in Kapitel 3, Abschnitt ”KomparativeAnalyse des Online-Modells“, S.99 diskutiert. Es wurde gezeigt, dass Probleminstanzen existieren, in welchen die
Restladezeit eines beliebigen Knotens einer Session, auch nach deren Beendigung, gleich der Ladezeit des Knotens
sein kann, wobei Restladezeiten von Null optimal mo¨glich wa¨ren.
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Auch fu¨r 2MSLS bzw. 2MSLS∗ zur Lo¨sung von MDS bzw. MDS∗ kann folgendes ada¨quate
Lemma formuliert werden:
Lemma 5.4 Es lassen sich Probleminstanzen fu¨r 2MDS und 2MDS∗ konstruieren, welche fu¨r
den Einsatz optimal lo¨sender Verfahren von 2MSLS bzw. 2MSLS∗ fu¨r   in  zeigen, dass
die problemimmanent obere Schranke erreicht wird.
Beweis von Lemma 5.4: Die Probleminstanzen haben die folgende Struktur.
Fu¨r jeden Teilbaum Ti = {ai,T1, . . . ,Tk} einer solchen Probleminstanz, dessen Wurzelknoten ai
auch in Session sm1 ∈ B,s
m
1 = {a1, . . . ,am} enthalten ist, sowie fu¨r die Session selbst und den
Navigationsbaum B gilt:
∃σq2 ∈ Ti :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
σq2 	= s
m
i
und
∑
∀a j∈smi+1
l j ≤
⎛
⎝ ∑
∀a j∈σ
q
2
l j
⎞
⎠−ui
und
∀(ai,a j),ai ∈ σq2,a j ∈ s
m
i+1 : red(ai,a j) = f alsch
und
l1 = 0 und um = 0
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(5.15)
In jedem dieser Teilba¨ume Ti existiert neben dem im Teilbaum enthaltenen Teilabschnitt smi der
Session sm1 eine weitere Teilsequenz σ
q
2. Die Summe der Ladezeiten aller Knoten dieser Teilse-
quenz ist jeweils so groß, dass die Summe der Ladezeiten abzu¨glich der Nutzzeit des Objekts
im Wurzelknoten, die Summe der Ladezeiten aller Knoten im Teilabschnitt smi+1 u¨bersteigt.
18
Die von Lo¨sungsverfahren fu¨r 2MSLS bzw. 2MSLS∗ getroffenen Entscheidungen sind der Art,
dass die Nutzzeit der Objekte aus Knoten des Sessionausschnitts sm−11 nur zum Laden von
Objekten verwendet wird, die in Knoten enthalten sind, welche nicht der Session sm1 angeho¨ren.
So unterscheidet sich zu keinem Entscheidungszeitpunkt der Wert der Restladezeit vom Wert
der Ladezeit eines jeden Knotens der Session.
Weil Ladezeit des ersten und Nutzzeit des letzten Knotens der Session Null sind, ergibt sich
eine Sessiondauer entsprechend dem Doppelten des Bestmo¨glichen eines optimalen Offline-
Verfahrens. 
18Die Ladezeit des Wurzelknotens ist nicht zu beru¨cksichtigen, weil laut Modellannahmen mit Beginn dessen
Nutzung, die Restladezeit Null betragen muss. Zusa¨tzlich betra¨gt die Ladezeit des ersten Knotens der Session Null.
Damit werden nur σq2 und smi+1 betrachtet.
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5.3.2 MDS und MDS∗
Auch fu¨r ein Lo¨sungsverfahren MSLS bzw. MSLS∗ zur Lo¨sung von MDS bzw. MDS∗ ko¨nnen
Probleminstanzen formuliert werden, die die problemimmanent obere Schranke erreichen. Die-
se Schranke ist jedoch 2-kompetitiv.
Lemma 5.5 Es lassen sich Probleminstanzen fu¨r MDS und MDS∗ konstruieren, welche fu¨r den
Einsatz optimal lo¨sender Verfahren von MSLS bzw. MSLS∗ fu¨r   in  zeigen, dass die
problemimmanent obere Schranke, entsprechend einem Kompetitivita¨tsfaktor von 2, erreicht
wird.
Beweis von Lemma 5.5: Die Probleminstanzen haben die folgende Struktur.
Fu¨r einen Navigationsbaum B, bestehend aus den Teilba¨umen Ti = {ai,T1, . . . ,Tk} gilt:
∀ai ∈ sm−11 = {a1, . . . ,am−1} :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Ti = {ai,Th, . . . ,Tj} und ah ∈ Th und a j ∈ Tj = {a j, . . .}
und
ah = si+1i+1
und
∀ai ∈ sm1 : red(ai,a j) = f alsch
und
l j ≥ ui
und
AnzahlKnoten(Tj) > AnzahlKnoten(Th)
l1 = 0 und um = 0
,
(5.16)
wobei die Funktion AnzahlKnoten(Ti) die Anzahl der in einem Teilbaum enthaltenen Knoten
liefert.
Die Probleminstanzen entsprechen genau der Struktur, dass in jedem Teilbaum Ti mit Wurzel-
knoten ai eines Knotens aus der Session sm1 jeweils ein spezieller Teilbaum Tj existiert, der
mehr Knoten entha¨lt, als ein anderer auch in Ti enthaltener Teilbaum Th. Zusa¨tzlich ist die La-
dezeit des Wurzelknotens des Baums Tj so groß, dass die Nutzzeit des Wurzelknotens von Ti
vollsta¨ndig zum Laden des Objekts dieses Wurzelknotens von Tj verwendet wird. Das jeweils
in der Nutzzeit des Wurzelknotens von Ti im Voraus geladene Objekt ist in keinem der Knoten
der Sequenz sm1 enthalten. Daraus folgt, dass ein Lo¨sungsverfahren fu¨r MSLS bzw. MSLS
∗ zu
keinem der Entscheidungsschritte t(s11), . . . .t(smm) optimale Entscheidungsmatrizen X1, . . . ,Xm
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generiert, welche dazu fu¨hren, dass die Restladezeit eines der Knoten aus sm1 zum Zeitpunkt der
Anfrage kleiner als seine Ladezeit ist.
Weil Ladezeit des ersten und Nutzzeit des letzten Knotens der Session Null sind, ergibt sich
eine Sessiondauer entsprechend dem Doppelten des Bestmo¨glichen eines optimalen Offline-
Verfahrens.
Mit der Besta¨tigung des dritten Lemmas ist auch Satz 5.2, S.156 zu besta¨tigen. 
5.3.3 Ergebnisse der Analyse
Hier zeigen sich die Grenzen der kompetitiven Analyse sowie der Offline-Verfahren. Es ist zu
vermuten, dass der Einsatz anderer, die Ziele des Offline-Modells optimal lo¨sender Verfahren,
zum selben Ergebnis fu¨hrt. Ursache hierfu¨r ist die Annahme von Unkenntnis u¨ber das Eintreten
zuku¨nftiger Anfragen. Mit der Kompetitivita¨tsanalyse wird genau die Unkenntnis bzw. Kenntnis
von Informationen bezu¨glich zuku¨nftiger Anfragen bewertet, indem solche Probleminstanzen in
die Wertung einfließen, welche durch die Unkenntnis dazu fu¨hren, dass das Optimierungsergeb-
nis in Bezug auf das Bestmo¨gliche besonders schlecht ist. Es wird vermutet, dass fu¨r jedes hier
vorgeschlagene Verfahren des Offline-Modells, eingesetzt in der Online-Situation, eine Proble-
minstanz konstruiert werden kann, die zur Folge hat, dass die Restladezeiten einer Sequenz von
Knoten bzw. eines Knotens genau deren Ladezeit entsprechen, trotzdem ein in dem jeweiligen
Entscheidungszeitpunkt optimales Offline-Verfahren eingesetzt wurde.19
Die einfache Ladestrategie ist zwar den Offline-Verfahren im Einsatz des Online-Modells u¨ber-
legen, das wird aber durch folgenden Sachverhalt relativiert.
Die einzelnen Entscheidungsschritte des Online-Modells beziehen sich jeweils immer nur auf
Informationen eines Teilbaums des gesamten Navigationsbaums B= {ar, . . .}. Diese Teilba¨ume
Ti haben fu¨r jeden Knoten ai ∈ sm1 = {a1, . . . ,am} folgende Eigenschaften:
• Ti = {ai, . . .}
• Ti ∈ B
• ∃(si1 ∈ B und s
1
1 = ar und sii = ai)
Wird nun angenommen, dass die Entscheidungen in jedem einzelnen Entscheidungsschritt t(sii)
des Online-Modells fu¨r Ti und X1, . . . ,Xi−1 fu¨r eine Session sm1 = {a1, . . . ,am} mittels eines
Verfahrens getroffen werden, welches eine der Zielstellungen des Offline-Modells optimal lo¨st,
dann gilt:
OPT (T1,X1)≥ OPT (T2,X1,X2)≥ . . .≥ OPT (Tm,X1, . . . ,Xm) (5.17)
Da T1 = B ist, muss auch gelten:
OPT (B)≥ OPT (Tm,X1, . . . ,Xm) (5.18)
19Weil es sich um ein rein deterministische Verfahren handelt, ist es besonders einfach, solche Probleminstanzen
zu konstruieren.
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Das heißt, bei Einsatz eines der optimalen Offline-Verfahren fu¨r   in  wird keinesfalls
das Ergebnis der optimalen Offline-Lo¨sung fu¨r den Gesamtbaum u¨berschritten. Dies kann die
einfache Ladestrategie nicht garantieren.
Unter Beru¨cksichtigung der Entwurfsentscheidungen fu¨r Navigationsbaum bzw. Hypermedium
ist das als besonders interessanter Umstand zu bewerten, denn Entwurfsentscheidungen ko¨nnen
deshalb aus Optimierungsergebnissen der vorgestellten Offline-Verfahren abgeleitet werden.20
Die durch die Offline-Verfahren ermittelten Restladezeiten fu¨r die Knoten werden jedoch nur
dann erreicht, wenn entweder die von den Verfahren festgelegten Ladeentscheidungen auch im
Betrieb getroffen werden oder wenn ein Online-Verfahren eingesetzt wird, welches trotz Ab-
weichen von den Ladeentscheidungen des Offline-Verfahrens diese Restladezeiten garantieren
kann und bestenfalls niedrigere Restladezeiten erreicht.21
Aufgrund der prognostizierbaren Ergebnisse der einfachen Ladestrategie ko¨nnen zwar auch
Entwurfsentscheidungen des Navigationsbaums unterstu¨tzt werden, aber Ziele wie die Mini-
mierung der maximalen Dauer einer Session oder eines Aufenthaltknotens fließen nicht in die
Entscheidung ein, spielen jedoch fu¨r Lernanwendungen eine herausragende Rolle. Eine große
Zahl von inhaltsbasierten Prefetchingverfahren bedienen sich dem mit der ”Einfachen Lade-strategie“ verfolgten Ansatz, jeweils immer nur solche Datenobjekte im Voraus zu laden, auf
welche Links der aktuell genutzten Datenobjekte des Hypermediums verweisen.22 Diese Ver-
fahren sind fu¨r Lernanwendungen nur bedingt einsetzbar.
Zusa¨tzlich muss bedacht werden, dass fu¨r redundante Navigationsba¨ume nur approximierende
Verfahren bezu¨glich der Zielstellungen des Offline-Modells verfu¨gbar sind. Da die Approxima-
tionsgu¨te erheblich von der Zahl der Knoten des Baums beeinflusst wird, ist fu¨r besonders hohe
Navigationsba¨ume damit zu rechnen, dass die Lo¨sung erheblich vom Bestmo¨glichen abweicht.
5.3.4 Eigenschaft des ”Spa¨ten Ladens“
Zum Schluss dieses Kapitels sei noch auf eine Eigenschaft der Offline-Verfahren fu¨r nicht
redundante Navigationsba¨ume hingewiesen, welche den Einsatz dieser Verfahren im Rahmen
der Online-Zielstellungen besonders interessant macht. Diese Eigenschaft des so genannten
”Spa¨ten Ladens“ hebt die aus den Offline-Verfahren konstruierten Online-Verfahren von einerVielzahl anderer, in der Literatur vorgestellter Prefetchingverfahren ab. Sie resultiert aus der
R-Optimalita¨t der Verfahren und hat positive Auswirkungen auf die zu erwartenden, negativen
Seiteneffekte des Prefetchingverfahrens, welches sich in den einzelnen Entscheidungsschritten
der R-optimalen Offline-Lo¨sungen bedient.
Definition: Einem Verfahren des Offline-Modells, welches eine EntscheidungsmatrixX mit fol-
gender Eigenschaft erzeugt, kann die Eigenschaft des ”Spa¨ten Ladens“ zugeschrieben werden:
Fu¨r die Ladeentscheidungen x ∈ X aller Knoten a1, . . . ,am einer beliebigen Sequenz σm1 des
Navigationsbaums B gilt:
20Hierzu genauer im folgenden Kapitel, welches sich mit der Auswertung der Entscheidungsmatrizen fu¨r Ent-
scheidungen in der Phase des Entwurfs und Betriebs des Hypermediums bescha¨ftigt.
21Ein solches Verfahren konnte nicht konstruiert werden.
22Diese Verfahren laden die Datenobjekte vollsta¨ndig im Voraus, so dass sie damit auch den hier nachgewiesenen
Kompetitivita¨tsfaktor fu¨r die ”Einfache Ladestrategie“ u¨berschreiten. Solche Verfahren werden zum Beispiel in[Kle99] und [IX00] dargestellt und im Gegensatz zu den Erkenntnissen des Autors als sehr effektiv fu¨r WWW-
Anwendungen beschrieben.
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∀σ ∈ B : ∀(ai,a j, i< j) ∈ σm1 :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
n∑
h=1
xih = ui
oder
j−1∑
h=i
xh j = l j
(5.19)
Entweder die Nutzzeit des Knotens ai wird vollsta¨ndig zum Laden von Objekten im Voraus
verwendet oder das Objekt aus Knoten a j wird wa¨hrend der Nutzzeiten aller Knoten des Weges
von ai nach a j vollsta¨ndig im Voraus geladen.
Bemerkung: Die einzelnen Offline-Verfahren zur Konstruktion R-optimaler Entscheidungsma-
trizen nicht redundanter Navigationsba¨ume liefern Entscheidungsmatrizen, die der Eigenschaft
des ”Spa¨ten Ladens“ entsprechen.
Die einzelnen Ladeentscheidungen xh j,h= 1, . . . ,m ko¨nnen jeweils als Ladeentscheidungen im
Zeitablauf einer Session sm1 fu¨r das Objekt des Knotens ah und die einzelnen Entscheidungs-
schritte zu den Zeitpunkten t(shh),h = 1 . . .m betrachtet werden. In diesem Zeitablauf wird mit
den R-optimal bestimmten Entscheidungsmatrizen der Teilba¨ume erst dann und nicht fru¨her
(also spa¨t) ein Objekt der Sequenz bzw. ein Teil dessen im Voraus geladen, wenn es in den
jeweils folgenden Entscheidungsschritten (t(sh+1h+1), . . . , t(s
m
m)) unmo¨glich wa¨re, die Restladezeit
dieses und aller anderen Knoten entsprechend der R-optimalen Entscheidungsmatrix zu errei-
chen, ohne dass die Ladeentscheidungen in t(shh) getroffen worden wa¨ren.
Trotz der Unsicherheitssituation, welche Sequenz des Baums jeweils eine Session eines Nutzers
abbildet, kann mittels R-optimaler Entscheidungsmatrizen der Anteil im Voraus geladener, aber
im Nachhinein nicht genutzter Daten drastisch gesenkt und die angestrebten Restladezeiten der
Offline-Lo¨sung garantiert werden. Diese Eigenschaft des ”Spa¨ten Ladens“ ist fu¨r die Online-Verfahren von besonderer Bedeutung. Die Nutzzeit der Knoten wird nicht ”blind“ zum Ladenim Voraus verwendet. ”Blind“ heißt, dass diese jeweils vollsta¨ndig dazu verwendet wird, allesdas zu laden, was in dieser Zeit mo¨glich wa¨re und verfu¨gbar ist, jedoch zum Erreichen der
Zielstellung nicht unbedingt no¨tig ist.23 Zwar ist es aufgrund der Unsicherheit in der Online-
Situation nahezu unmo¨glich, zu keinem Zeitpunkt Objekte zu laden, welche zuku¨nftig nicht
genutzt werden, jedoch sollten zu diesem Zeitpunkt nur Ladeentscheidungen fu¨r solche Objekte
getroffen werden, welche auch zwingend notwendig sind, um die festgelegten Verzo¨gerungen
nicht zu u¨berschreiten.
Bemerkung: Die ”Einfache Ladestrategie“ setzt auch die Eigenschaft des ”Spa¨ten Ladens“um.
Zwar wird, wie bereits angemerkt, mit der ”Einfachen Ladestrategie“ in keiner Weise eines derOptimierungsziele des Off- oder Online-Modells angestrebt, jedoch wird ein Teil eines Objekts
eines Knotens ai der Session erst dann geladen, wenn das zwingend erforderlich ist, um dessen
Restladezeiten jeweils in Ho¨he von ri ≤ li−ui−1
1
ki−1
 nicht zu u¨berschreiten, wobei ai−1 der
jeweilige Vorga¨ngerknoten der Session ist.
23Siehe Diskussion blinder Prefetchingverfahren S.38ff..
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Bemerkung: Die erzeugten Entscheidungsmatrizen des in Abschnitt 4.2.2, S.135ff. angegebe-
nen Verfahrens zur Approximation optimaler Lo¨sungen fu¨r redundante sowie nicht redundante
Navigationsba¨ume entsprechen nicht der Eigenschaft des ”Spa¨ten Ladens“.
Mit der Formulierung der linearen Programme des Offline-Modells wurde diese Eigenschaft
nicht beru¨cksichtigt. Sie ist nicht Gegenstand der Optimierung und ergab sich als ”Nebenpro-dukt“ der effizienten Offline-Verfahren. Um den vorgestellten Approximationsansatz sinnvoll
fu¨r Online-Verfahren einsetzen zu ko¨nnen, ist ein effizientes Verfahren zu konstruieren, wel-
ches eine gegebene, approximierende Entscheidungsmatrix so umformt, dass die Eigenschaft
des ”Spa¨ten Laden“ erfu¨llt ist.
Satz 5.6 Je nach angestrebter Restladezeit eines jeden Knotens kann auf Basis einer gegebe-
nen Entscheidungsmatrix und der damit festgelegten Restladezeiten aller Knoten eine Entschei-
dungsmatrix konstruiert werden, die die Eigenschaft des ”Spa¨ten Ladens“ erfu¨llt.
Ein solches Verfahren wird im Folgenden kurz skizziert. Auf einen ausfu¨hrlichen Nachweis der
Korrektheit und Effizienz und damit dem Nachweis der Gu¨ltigkeit des Satzes, wird aufgrund
der untergeordneten Bedeutung verzichtet.
Die Restladezeiten der einzelnen Knoten ergeben sich aus der vorgegebenen Entscheidungs-
matrix, welche in eine Matrix umzuwandeln ist, die der Eigenschaft des ”Spa¨ten Ladens“ ent-spricht. Die Transformation einer Entscheidungsmatrix ist nicht trivial, weil die mo¨glichen La-
deentscheidungen der Knoten durch die begrenzten Nutzzeiten und festgelegte Verknu¨pfung
mittels Navigationsbaum limitiert werden.
Folgendes effiziente Verfahren liefert fu¨r einen redundanten wie nicht redundanten Baum B und
dessen Entscheidungsmatrix X in Form der Datenstruktur   eine Entscheidungsmatrix, die
die Eigenschaft des ”Spa¨ten Ladens“ erfu¨llt:
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Die Schnittstellen und Funktionalita¨ten der genutzten Handlungen werden im Folgenden kurz
umrissen und sind im Anhang, S.207 aufgefu¨hrt.
Das dargestellte Verfahren  	

 	 ermittelt fu¨r alle jeweils in  enthaltenen zu-
einander redundanten Knoten, deren Objekte wa¨hrend der Nutzzeit des Wurzelknotens geladen
werden, eine Zeitdauer (	). Das ist genau die Zeitdauer, wa¨hrend welcher die zueinander
redundanten Knoten in der bisher nicht verwendeten Nutzzeit anderer, in  enthaltener Knoten
im Voraus geladen werden ko¨nnen. Sie wird ermittelt, indem alle Wege vom Wurzelknoten zu
den jeweiligen betreffenden Knoten betrachtet werden und die Summe der nicht verwendeten
Nutzzeiten der auf den Wegen befindlichen Knoten bestimmt wird (Zeile 9). Das Minimum
dieser Summen entspricht genau der Zeitdauer, um welche diese Knotenmenge nicht wa¨hrend
der Nutzung des Wurzelknotens von  im Voraus geladen wurden muss. Auf den ermittelten
Wegen zwischen Wurzel und diesen Knoten ist ausreichend bisher nicht zum Laden im Voraus
verwendete Nutzzeit verfu¨gbar. Die Ladeentscheidungen auf diesen Wegen sowie des Wurzel-
knotens werden aufgrund des ermittelten Werts mit den Zeilen 10-13 modifiziert. 
 
	

nimmt diese Modifikation fu¨r alle diese Wege vor, indem rekursiv die Ladeentscheidungen der
Wurzelknoten in den Teilba¨umen von , in welchen Knoten aus der Knotenmenge existieren,
angepasst werden.
Das Verfahren  	

 	 wird rekursiv, beginnend mit dem Wurzelknoten des Ge-
samtbaums, absteigend fu¨r alle Teilba¨ume folgend den Niveaus der jeweiligen Wurzelknoten
der Teilba¨ume aufgerufen, so dass letztendlich eine Entscheidungsmatrix geliefert werden kann,
deren Ladeentscheidungen die Eigenschaft des ”Spa¨ten Ladens“ erfu¨llen.
Auf einen Korrektheitsnachweis sowie die Bestimmung von Rechenzeit- und Speicherplatzauf-
wand sei hier verzichtet, da das Verfahren ”nur“ eine bekannte Lo¨sung in Hinblick auf Ziele,die so nicht im On- wie Offline-Modell verfolgt werden, anpasst.
Das Verfahren arbeitet mit einem Rechenzeitaufwand von O(n4), wobei 
 
	
 einen Re-
chenzeitaufwand von O(n3) verursacht und O(n)-mal durch  	

 	 aufgerufen
wird. Die Funktion 	


	

  
	  kann mit einem Rechenzeitaufwand von
O(n2) realisiert werden.
Die Eigenschaft des ”Spa¨ten Ladens“ ist wesentlich schwa¨cher als die Forderung nach einerR-optimalen Entscheidungsmatrix. Sie garantiert keine optimale Verwendung der Nutzzeiten
in Hinblick auf die jeweilige Zielstellung. Es existiert wahrscheinlich kein Verfahren, mit wel-
chem effizient gepru¨ft werden kann, ob fu¨r eine Menge vorgegebener Restladezeiten eine Ent-
scheidungsmatrix existiert, die diese Restladezeiten unter den gegebenen Nebenbedingungen
realisiert. Mit einem solchen Verfahren wa¨ren die als NP-vollsta¨ndig klassifizierten Optimie-
rungsprobleme effizient lo¨sbar.
Die zu erwartenden Seiteneffekte resultieren aus Entscheidungsmatrizen, die der Eigenschaft
des ”Spa¨ten Ladens“ genu¨gen. Sie sind jedoch wesentlich geringer, als wenn scheinbar will-ku¨rlich Ladeentscheidungen in Hinblick auf die Zielstellung getroffen werden wu¨rden.
5.4 Diskussion der Online-Verfahren
Die konstruierten Offline-Verfahren lassen sich auch zur Konstruktion von Online-Algorithmen
sinnvoll einsetzen. Jedoch allein unter Gesichtspunkten der vergleichenden Analyse mittels
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Kompetitivita¨tsanalyse sind die so erzeugten Optimierungsergebnisse schlechter als die einer
”Einfachen Ladestrategie“, ein sehr einfaches und leicht zu implementierendes Verfahren, zubewerten.
Hinzu kommt die Problematik, dass fu¨r redundante Navigationsba¨ume nur approximierende
Offline-Verfahren zur Verfu¨gung stehen. Die approximierte Lo¨sung ko¨nnte mittels Heuristiken
weiter verbessert werden, jedoch ist die verfu¨gbare Rechenzeit stark begrenzt. Die Rechenzeit
ist in der Online-Situation durch die Restladezeit des durch die lokale Anwendungskomponen-
te angeforderten Objekts, u¨ber dessen Verwendung der Nutzzeit zu entscheiden ist, beschra¨nkt.
Wird die fu¨r die Berechnung der Entscheidung zur Verfu¨gung stehende Restladezeit u¨berschrit-
ten, steigt zwangsla¨ufig die Aufenthaltsdauer eines Knotens u¨ber ri+ui, weil in der Zeitdauer
ri nicht u¨ber die Verwendung von ui entschieden werden konnte. In Abha¨ngigkeit vom ver-
wendeten Approximationsverfahren, der Gro¨ße des Navigationsbaums sowie der verfu¨gbaren
Rechenzeit ist die beno¨tigte Zeit zur Entscheidung u¨ber die Verwendung der Nutzzeit zu beru¨ck-
sichtigen. In diesem Kapitel wurde die Dauer der Entscheidung auf einen Zeitpunkt reduziert.
Weitere experimentell angelegte Arbeiten sind zur Abscha¨tzung der beno¨tigten Zeitdauer not-
wendig.24 Innerhalb des Modells kann notwendige Entscheidungszeit einfach beru¨cksichtigt
werden, indem die Nutzzeiten der Knoten um den entsprechend beno¨tigten Wert reduziert wer-
den. U¨bersteigt die von einem Entscheidungsverfahren beno¨tigte Rechenzeit die Nutzzeit eines
Knotens, dann ko¨nnen vom Verfahren Entscheidungen geliefert werden, denen nicht oder nur
teilweise sinnvoll fu¨r diesen Knoten entsprochen werden kann. Verfahren zur Abscha¨tzung der
ho¨chstens beno¨tigten Rechenzeit je Knoten im Baum sind wu¨nschenswert.
Alles in allem sind diese Ergebnisse des Kapitels ernu¨chternd. Eine wesentliche Hoffnung des
Autors in der Modellformulierung bestand darin, nicht ”nur“ die besonderen Anforderungenverteilter Lernanwendungen im Entwurf unterstu¨tzen zu ko¨nnen,25 sondern auch Verfahren un-
ter Beru¨cksichtigung der Nutzzeiten in den Aufenthaltsknoten fu¨r den Betrieb von Lernanwen-
dungen zu finden, deren Kompetitivita¨t sich wesentlich gu¨nstiger entwickelt, als das mit den
schon diskutierten problemimmanent oberen Schranken basierend auf der Modellformulierung
gegeben ist. Solche Verfahren konnten nicht konstruiert werden. Die ”Einfache Ladestrategie“senkt zwar die problemimmanent obere Schranke fu¨r die Online-Ziele, aber nur in Abha¨ngigkeit
vom Parameter kmax in relativ geringem Umfang. Es erscheint so, dass die Offline-Verfahren
nur allein in Offline-Situationen sinnvoll einsetzbar sind. Jedoch muss bedacht werden, dass
mit dem Einsatz der in dieser Arbeit entworfenen Offline-Verfahren in der Online-Situation
im voraus bekannte Restladezeiten garantiert werden ko¨nnen. Diese Restladezeiten sind vor
dem Betrieb der Anwendung bekannt. Sie ko¨nnen im Entwurf beru¨cksichtigt werden und mit
der Spezifikation verglichen werden. Gegebenenfalls ist der Entwurf zu u¨berarbeiten bzw. die
Umsetzbarkeit der Spezifikation zu diskutieren. Ein niedriger Kompetitivita¨tsfaktor ist zwar
wu¨nschenswert, jedoch nicht zwingend kritisch fu¨r das Anwendungsverhalten. Viel wichtiger
ist die Kenntnis bereits in der Entwurfsphase u¨ber das Antwortzeitverhalten bei Einsatz von
Prefetching-Verfahren.
Es zeigt sich, dass mit der komparativen Analyse auf Basis der Betrachtungen der Kompetiti-
24Allein eine Betrachtung der asymptotischen Wachstumsordnungen fu¨r Rechenzeitaufwa¨nde erscheint nicht
ausreichend. Fu¨r eine sekundengenaue Abscha¨tzung ist eine wesentlich exaktere Betrachtung unter zusa¨tzlichen
Einflussfaktoren notwendig, welche das Off- wie Online-Modell nicht beru¨cksichtigen. Asymptotische Rechen-
zeitaufwa¨nde in Gro¨ßenordnungen von bis zu O(n4) sind hier nicht zu vernachla¨ssigen.
25Dazu im na¨chsten Teil der Arbeit mehr.
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vita¨tsfaktoren, sich ergebend aus Online- und optimalen Offline-Verfahren, fu¨r die dargestellte
Problemsituation nur begrenzt sinnvolle Aussagen treffen lassen. Andere Analysetechniken, wie
zum Beispiel die Betrachtung durchschnittlicher Fa¨lle oder in der Literatur ha¨ufig betrachteter
Fa¨lle, basierend auf empirisch Untersuchungen, sind aufgrund der Unkenntnis u¨ber die Vertei-
lung zuku¨nftiger Anfragen hier nicht oder nur geringfu¨gig hilfreich. Auch ha¨tten die Aussagen
solcher Ansa¨tze nur begrenzten Wert auf die ganz konkret beobachtbare Anwendungssituati-
on.26
Der durch die ”Einfache Ladestrategie“ erreichte Kompetitivita¨tsfaktor war zu erwarten. Dieserentspricht einem Verfahren, welches keine Kenntnis u¨ber die Zukunft hat, außer dass es alle,
jeweils als na¨chstes stellbaren Anfragen der lokalen Anwendungskomponente kennt, wie es fu¨r
inhaltsbasierte Prefetchingverfahren typisch ist.
Als Nebenprodukt der Analysen wird die fu¨r die Online-Situation interessante Eigenschaft des
”Spa¨ten Ladens“ betrachtet. Von weiterem Interesse wa¨re eine Abscha¨tzung der Minderungvon negativen Seiteneffekten durch die Eigenschaft des ”Spa¨ten Ladens“. In Abha¨ngigkeit vomOptimierungsziel sind Entscheidungsmatrizen, die der Eigenschaft des ”Spa¨ten Ladens“ ent-sprechen, mit solchen zu vergleichen, die der Eigenschaft nicht entsprechen.
26Dieses Problem wurde schon im Grundlagenkapitel, Kapitel 2 in Abschnitt 2.3.3, S.41ff. zur Bewertung der
Gu¨te von Prefetchingverfahren diskutiert.
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Kapitel 6
Entscheidungsunterstu¨tzung
”Wenn ein Kapita¨n nicht weiß,welches Ufer er ansteuern soll,
dann ist kein Wind der richtige.“
Lucius Annaeus Seneca
In diesem Kapitel wird ein Ausblick u¨ber den mo¨glichen Einsatz der vorgestellten Verfahren in
Entwicklung und Betrieb verteilter hypermedialer Lernanwendungen gegeben. Ziel dieses Ka-
pitels ist es, Vorstellungen zu entwickeln, wie die Ansa¨tze in die leistungsorientierte Entwick-
lung und den Betrieb von zeitkritischen Lernanwendungen einfließen ko¨nnten, und welche wei-
teren Forschungsarbeiten diesbezu¨glich von Interesse sind. Die Notwendigkeit des leistungsori-
entierten Vorgehens im Sinne des Software-Performance-Engineering und -Tuning wurde be-
reits im Kapitel 2, S.21ff. mit den Besonderheiten verteilter Lernanwendungen und S.28ff. mit
den speziellen Erfordernissen einer leistungsorientierten Entwicklung ausfu¨hrlich diskutiert.
Mit dieser Arbeit wird nicht das Ziel verfolgt, die konstruierten Ansa¨tze in die Menge der
vielza¨hlig vorgeschlagenen, teilweise sehr stark je nach Anwendungsbezug differierenden Vor-
gehensmodelle im Rahmen des Web Engineerings bzw. der Entwicklung von Lernsoftware fu¨r
Hypermedien einzubetten. Hier sei dazu nur kritisch angemerkt, dass ein gezielt leistungsorien-
tierter Entwurf von jenen Modellen nicht explizit unterstu¨tzt wird. Das klassische Vorgehen, das
Performance-Tuning wa¨hrend der Testaktivita¨ten und des Betriebs einzusetzen, ist dominant
(vgl. [ELW04], S.242ff.). Fru¨hzeitige Ausrichtung der Entwicklungsaktivita¨ten an Leistungs-
kriterien der Anwendungen spielt keine bzw. eine stark untergeordnete Rolle. Lang erkennt
fu¨r die Entwicklung von Hypermedien, dass aufgrund der u¨berwiegend evolutiona¨r getriebenen
Entwicklung ein Mangel an entscheidungsunterstu¨tzenden Werkzeugen existiert; insbesondere
in der Entwurfsphase besteht ein Mangel an Werkzeugen, welche zeitnah Konsequenzen der
Entwurfsentscheidungen sowie Einstellungen von Betriebsparametern darstellen und auch vor-
zeitig abscha¨tzen ko¨nnen (vgl. [Lan02]). Aufwa¨ndige Simulationen und analytische Betrach-
tungen sind zwar in Hinblick auf die zu erwartende Qualita¨t wu¨nschenswert, aber aufgrund der
schlechten Handhabbarkeit solcher Methoden in der praktischen Entwicklungsarbeit nicht sehr
erfolgsversprechend (vgl. [Lan04] und [GM01]).
Bulterman beschreibt einen fu¨r die vorliegende Arbeit sehr interessant erscheinenden und sehr
einfach gehaltenen Ansatz zur Visualisierung der zu erwartenden Performance-Probleme fu¨r
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den rechnergestu¨tzten Entwurf linear strukturierter Pra¨sentationssequenzen, deren darzustellen-
de Inhalte u¨ber ein verteiltes Rechnernetz ausgeliefert werden. Abha¨ngig von der zur Verfu¨gung
stehenden Bandbreite der Verbindung zwischen Pra¨sentationskomponente und Datenquelle wer-
den Verzo¨gerungen wa¨hrend der Pra¨sentation kalkuliert und fu¨r den Entwickler visuell mittels
eines so genannten ”timeline interface“ aufbereitet dargestellt (vgl. [Bul04]). U¨ber diese Benut-zerschnittstelle kann der Entwickler auch einmal getroffene Segmentierungsentscheidungen der
Pra¨sentationsinhalte schnell u¨berarbeiten und bekommt zeitnah eine Ru¨ckkopplung zu seinen
Entwurfsentscheidungen bezu¨glich zu erwartender zeitlicher Verzo¨gerungen geliefert.1
Die in dieser Arbeit vorgestellte Problematik stellt sich jedoch wesentlich komplizierter dar als
das Abscha¨tzen von Verzo¨gerungen in einer verteilt realisierten, linear strukturierten Pra¨senta-
tion. Die Interpretation der von den Optimierungsverfahren gelieferten Entscheidungsmatrizen
und daraus ableitbaren Prefetchingentscheidungen sowie Verzo¨gerungen ist komplexer. Von den
Ergebnissen ist nicht nur die Segmentierung, sondern auch die Sequenzierung der Lerninhalte
betroffen. Technisch orientierte Anforderungen an den Entwurfsprozess von zu pra¨sentieren-
den Lerninhalten spielen im Regelfall eine untergeordnete Rolle.2 Fu¨r den Entwurf verteilter
Lernanwendungen sind unbedingt Kompromissentscheidungen zwischen dem nach der didak-
tischen Konzeption noch Sinnvollen und dem technisch Machbaren zu unterstu¨tzen.
Dieses Kapitel bescha¨ftigt sich mit der Interpretation der Optimierungsergebnisse zur Steue-
rung des Entwurfsprozesses sowie mit der Einbettung eines Online-Prefetchingverfahrens in
eine Lernanwendung zu deren Betrieb. Die Ergebnisse ko¨nnten in einem a¨hnlichen wie von
Bulterman beschriebenen Werkzeug mu¨nden, welches nicht nur entwurfs- sondern auch be-
triebsbedingte Entscheidungen stu¨tzt. Das Kapitel ist entsprechend in zwei Teile gegliedert.
6.1 Entwurf
Fu¨r den Entwurf des Hypermediums werden mit Kapitel 3 zur ”Modellformulierung“ zweiEntscheidungsfelder dargestellt. Die Entscheidung u¨ber den notwendigen Einsatz eines Pre-
fetchingverfahrens, die so genannte ”Verwendungsentscheidung“, und die Entscheidung u¨bergezielte Anpassung von Eigenschaften des Hypermediums, welche laut den hier dargestellten
Modellen Beru¨cksichtigung in den Prefetchingverfahren finden - die so genannten ”Entwurfs-entscheidungen“ bezu¨glich des Hypermediums unter Beru¨cksichtigung des angewendeten Pre-
fetchingverfahrens.
Der Entwurf wird von zwei Aktivita¨ten gepra¨gt: der Segmentierung und der Sequenzierung.
Die Segmentierung der rechnergestu¨tzt zu pra¨sentierenden Lerninhalte liefert Pra¨sentationsein-
heiten, das heißt die Objekte der Aufenthaltsknoten des Navigationsbaums. Die Sequenzierung
liefert die Reihenfolge, in welcher die Pra¨sentationseinheiten angefragt werden ko¨nnen. Beide
Aktivita¨ten wirken auf Lade- und Nutzzeiten der Aufenthaltsknoten sowie auf die im Navigati-
1Dieses Werkzeug wurde zur Unterstu¨tzung der Bearbeitung von Video-, Audio- und/oder Bildsequenzen
fu¨r SMIL-Pra¨sentationen entwickelt (SMIL - Synchronized Multimedia Integration Language, vgl. zu SMIL
[BGJ+05]).
2Beispielsweise beschreiben Niegemann und weitere Autoren in [NHHM+04], S.51ff. ausfu¨hrlich Vorgehens-
weisen zur Entwicklung von Lernanwendungen. Technische Probleme in Hinblick auf die Antwortzeiten werden
erkannt, aber nur am Rande benannt und fließen in keiner Weise in das Vorgehensmodell mit ein.
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onsbaum enthaltenen Knotensequenzen.3
In Abb. 6.1 ist die Wirkung von Segmentierung und Sequenzierung auf die Eigenschaften des
Navigationsbaums zusammengefasst. Die Ladezeiten der Objekte werden nicht von Sequenzie-
rungsentscheidungen betroffen. Sie ergeben sich aus der Segmentierung der Lerninhalte sowie
den technischen Rahmenbedingungen, insbesondere der zur Verfu¨gung stehenden Verbindung
zur U¨bertragung der Daten zwischen den verteilten Anwendungskomponenten. Die Nutzzeiten
hingegen resultieren einerseits aus den Segmentierungsentscheidungen sowie andererseits auch
aus der Reihenfolge, in welcher die Objekte angefordert werden, den Sequenzierungsentschei-
dungen.
Entscheidungs−
grundlage
Nutzzeiten Ladezeiten
Segmentierung
technisches
Umfeld
Optimierung
Optimierungs−
ziel
Sequenzierung
Bewertung
parameter
verfahren
Prefetchingentscheidungen
Ergebnisgüte
Reihenfolge
Modell−
Optimierungs−
Abbildung 6.1: Wirkung von Segmentierungs- und Sequenzierungsentscheidungen der zu
pra¨sentierenden Lerninhalte. Die Aktivita¨ten wirken auf die wesentlichen Parameter des Off-
und Onlinemodells. Sie bestimmen die Eigenschaften des Navigationsbaums.
Segmentierung und Sequenzierung wirken damit je nach verfolgtem Optimierungsziel auf das
Bestmo¨gliche sowie im schlechtesten Fall zu Erwartende Optimierungsergebnis der in den
vorangegangenen Kapiteln vorgestellten Offline- und Online-Verfahren.4 Das Ergebnis ist be-
zu¨glich der getroffenen Segmentierungs- und Sequenzierungsentscheidungen zu bewerten. Die
3In Kapitel 2, S.27ff. sowie Kapitel 3, S.78 und S.57 ff. wurde bereits auf die Segmentierung und Sequenzierung
von Lerninhalten als Resultat der navigationsbezogenen und didaktischen Anforderungen eingegangen.
4Wie im vorherigen Kapitel ausfu¨hrlich nachgewiesen, haben Nutz-, Ladezeiten sowie die Struktur des Navi-
gationsbaums wesentlichen Einfluss, auf Optimierungsergebnis in der Online-Entscheidungssituation. Der fu¨r eine
bestimmte Instanz eines Navigationsbaums geltende Kompetitivita¨tsfakor der in der vorliegenden Arbeit unter-
suchten Optimierungsziele, wird von allen drei Parametern maßgeblich beeinflusst.
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genauere Betrachtung des Zusammenspiels von Segmentierungs- und Sequenzierungsentschei-
dungen mit Prefetching wird in den folgenden beiden Abschnitten dargestellt.
6.1.1 Entscheidung fu¨r bzw. gegen Prefetching
In einem ersten Schritt ist u¨ber den Einsatz eines Prefetchingverfahrens zu entscheiden. Dabei
ist vordergru¨ndig das Antwortzeitverhalten der Lernanwendung ohne Einsatz eines Prefetching-
verfahrens zu bewerten. Bevor der Einsatz eines Prefetchingverfahrens in Erwa¨gung gezogen
wird, ist folgende Frage zu beantworten:
Kann das spezifizierte Antwortzeitverhalten der Anwendung auch ohne Einsatz eines Prefet-
chingverfahrens erreicht werden?
Unter der Annahme, dass kein Prefetchingverfahren eingesetzt wird, ist der Navigationsbaum
zu pru¨fen auf:
• die zu erwartenden Ladezeiten der einzelnen Aufenthaltsknoten des Navigationsbaums.
Gegebenenfalls sind Segmentierungsentscheidungen zu u¨berarbeiten.
• die zu erwartende Lerndauer je Sequenz aller Sequenzen des Navigationsbaums.
Gegebenenfalls sind Sequenzierungsentscheidungen zu u¨berarbeiten.
Sind die erreichten Resultate nicht zufriedenstellend, ist der Einsatz eines Prefetchingverfah-
rens in Erwa¨gung zu ziehen. Dabei ist jedoch in einem ersten Schritt das Risiko des Einsatzes
eines solchen Verfahrens, insbesondere bezogen auf den zu erwartenden Entwicklungs- und
Betriebsaufwand der gesamten Lernanwendung, abzuscha¨tzen. Bei erho¨htem Risiko ist auch
eine Anpassung der spezifizierten Anforderungen bzw. der Abbruch der Entwicklung sinnvoll.5
Ist der Einsatz eines Verfahrens zur Verbesserung der Antwortzeit der Lernanwendung notwen-
dig, sind aus den Anforderungen der Spezifikation heraus die Ziele eines solchen Verfahrens
festzulegen.
Im Weiteren sollen die in dieser Arbeit entwickelten Online-Verfahren betrachtet werden, die
sich auf die Offline-Verfahren zur Entscheidungsfindung in den einzelnen Entscheidungsschrit-
ten stu¨tzen. Sie sind dadurch gekennzeichnet, dass fu¨r jedes dieser Verfahren und gegebenen
Navigationsbaum eine obere Schranke fu¨r das Optimierungsergebnis mit Hilfe des zum Online-
Verfahren korrespondierenden Offline-Verfahrens angegeben werden kann.6 Diese wird im Re-
gelfall die mit der Kompetitivita¨tsanalyse ermittelte, problemimmanente, von der Struktur des
Navigationsbaums abha¨ngige, obere Schranke unterschreiten. Aus der oberen Schranke ergibt
sich eine Mindestleistung des gewa¨hlten Prefetchingverfahrens bzw. ein garantiertes Antwort-
zeitverhalten der Lernanwendung. Diese Schranke ist mit den spezifizierten Anforderungen an
das Antwortzeitverhalten abzugleichen. Wird dem nicht entsprochen, ist zu pru¨fen, ob im Rah-
men der Sequenzierung und Segmentierung das Optimierungsergebnis beeinflusst werden kann,
5Spa¨testens hier hat ein gezieltes Risikomanagement zu greifen. Performance-Risiken sind mit dem Entwick-
lungsaufwand abzuwa¨gen und zu kontrollieren.
6Siehe Diskussion Einsatz Offline-Verfahren zur Abscha¨tzung der Gu¨te von Online-Verfahren S.160.
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so dass die Spezifikation des Antwortzeitverhaltens7 unter den Anforderungen an die Struktur
der Lerninhalte gema¨ß dem didaktischen Konzept erfu¨llt werden kann.
Mit der Beurteilung des Anwendungspotentials eines Prefetchingverfahrens ist jedoch nicht nur
die bestimmbare obere Schranke, sondern auch deren Na¨he zur unteren Schranke von Interesse.
Diese kann einfach mit Hilfe des Ergebnisses des zum Online-Verfahren korrespondieren opti-
malen Offline-Verfahrens bestimmt werden. Eine große Differenz zwischen oberer und unterer
Schranke la¨sst vermuten, dass das Prefetchingverfahren im praktischen Betrieb wahrscheinlich
wesentlich bessere Ergebnisse liefern wird, als das nach der Mindestleistung zu erwarten ist.
Aus dieser Sachlage ergibt sich, dass u¨ber die Verwendung eines bestimmten Prefetchingverfah-
rens ohne weiteres entschieden werden kann. Segmentierung und Sequenzierung beeinflussen
das Optimierungsergebnis nachhaltig. Es ist in einen entsprechenden Entwurfsprozess einzu-
treten, in welchem Segmentierungs- als auch Sequenzierungsentscheidungen je nach Optimie-
rungsergebnis des entsprechend der verfolgten Zielstellung verwendeten Prefetchingverfahrens
zu u¨berarbeiten sind.
6.1.2 Performance Engineering
Ist ein Prefetchingverfahren des Online-Modells zu bewerten, welches sich in den einzelnen
Entscheidungsschritten eines Offline-Verfahrens bedient, dann ko¨nnen anhand der Entschei-
dungsmatrix des Offline-Verfahrens fu¨r den gesamten Navigationsbaum, das heißt anhand des
Ergebnisses des ersten Entscheidungsschritts der Online-Situation, die Eigenschaften des Navi-
gationsbaums schon in der Entwurfsphase gepru¨ft werden.
Dabei soll hier zwischen zwei mo¨glichen Problemstellungen unterschieden werden:
• die Restladezeit einzelner Knoten des Navigationsbaums entspricht nicht den Anforde-
rungen oder
• der durch die gesamte Entscheidungsmatrix repra¨sentierte Zielfunktionswert entspricht
nicht den Anforderungen an das Antwortzeitverhalten.
Ziel ist es, den Navigationsbaum so anzupassen, dass die durch das Optimierungsverfahren
gelieferte Entscheidungsmatrix den Anforderungen entspricht.
Eine Unterscheidung zwischen diesen beiden Problemstellungen erscheint sinnvoll, weil mit
den bisher hier modellierten Zielfunktionen des Off- wie Online-Modells jeweils nur das zweit-
genannte Problem verfolgt werden kann. Praktisch ist aber davon auszugehen, dass Aufent-
haltsdauern von Sequenzen wie auch einzelner Knoten von Interesse sind und die Minimierung
maximal mo¨glicher Latenzzeiten nicht kompromisslos u¨ber Latenzzeiten einzelner Aufenthalts-
knoten gestellt werden kann. Es sind zum Beispiel spezifizierte Anforderungen der Art denkbar,
dass zwar die Minimierung der maximal mo¨glichen Restladezeit (2MLB/2MLB∗) prima¨r ver-
folgtes Ziel ist, diese jedoch unter der Maßgabe erreicht werden soll, dass die Restladezeit bei
keinem Knotens einen vorgegebenen Wert u¨berschreiten darf. Das nach 2MLB∗ optimale bzw.
approximierte Ergebnis wa¨re anzupassen.
7Anforderungen an Lerndauer und Latenzzeiten einzelner Aufenthaltsknoten
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Nachtra¨gliche Anpassungen der Eigenschaften des Navigationsbaums bzw. vom Entwickler
festgelegte Vorgaben fu¨r Ladeentscheidungen ko¨nnen erheblich den praktischen Nutzen des
Optimierungsergebnisses erho¨hen. Es zeigt sich jedoch in den folgenden Abschnitten, dass sich
eine Modifikation des Baums mit dem Ziel, einen bestimmten Optimalwert zu erreichen, a¨ußerst
komplex gestalten kann. Das Festlegen einzelner Ladeentscheidungen zum Mindern der Rest-
ladezeit einzelner Knoten erweist sich hingegen als verha¨ltnisma¨ßig einfach.
Reduktion der Restladezeit eines Knotens
Eine typische Aufgabe in der Entwurfsphase ko¨nnte sein, die Eigenschaften eines Navigations-
baums in Hinblick auf das zu erwartende Antwortzeitverhalten bei Einsatz eines bestimmten
Prefetchingverfahrens anzupassen: Es sei das zu erwartende Antwortzeitverhalten fu¨r einen Na-
vigationsbaum als Ergebnis eines der Offline-Optimierungsverfahren gegeben. Es liegt in Form
einer Entscheidungsmatrix Y mit den Entscheidungen yik ∈ Y fu¨r einen redundanten oder auch
nicht redundanten Navigationsbaum entsprechend der Definition des Offline-Modells in Kapitel
3, Abschnitt 3.3.1 ”Das Offline-Modell“, S. 65 vor. Die Restladezeit ri eines Knotens ai dieserMatrix, angeho¨rig der Knotengruppe Gk aller zu ai redundanten Knoten des Gesamtbaums, ist
auf einen vorgegeben Wert r∗ zu reduzieren, weil fu¨r diesen Knoten die Restladezeit des Opti-
mierungsergebnisses nicht die Spezifikation erfu¨llt.
Grundsa¨tzlich existieren fu¨nf, sich in ihrer Schwierigkeit unterscheidende Ansa¨tze zur Bewa¨lti-
gung dieser Aufgabe:
• Knotensplitt
Der Aufenthaltsknoten ai ko¨nnte in zwei oder mehr Knoten zerlegt und miteinander ver-
bunden werden, so dass die Lade- bzw. Restladezeit eines jeden der fu¨r ai neuen Knoten
den Wert r∗ nicht u¨berschreitet.
Diese Entscheidung betrifft die Segmentierung des Hypermediums. Pra¨sentationseinhei-
ten werden in kleinere, miteinander linear verknu¨pfte Einheiten zerlegt. Dabei ist jedoch
zu beachten, dass die daraus resultierenden Knoten nicht mehr redundant zu Knoten aus
Gk sind. Damit kann sich das Optimierungsergebnis des modifizierten Baums verschlech-
tern.8
• Knoten einfu¨gen
Ein oder mehrere Knoten mit hohen Nutzzeiten und niedrigen Ladezeiten werden in die
Teilsequenz des Navigationsbaums, bestehend aus Knoten auf dem Weg von der Wurzel
bis zu ai, eingefu¨gt. Im Extremfall handelt es sich um Knoten mit einer Ladezeit von
anna¨hrend Null. Die Nutzzeit dieser Knoten wird dazu verwendet, Teile des Objekts aus
ai zu laden. Es handelt sich dabei um Knoten, deren Hauptfunktionalita¨t darin besteht, die
auf diese folgenden Objekte zu laden, so genannte Preloader, wie sie ha¨ufig in webbasier-
ten Anwendungen zum Einsatz kommen. Die Nutzzeit dieser Knoten ist als Lernpause
bzw. gezielte Unterbrechung des Lernprozesses anzusehen.
8Das Off- wie Online-Modell bildet eine solche Art der Redundanz, dass Objekte eines Knotens nur teilweise
redundant zu einem anderen Knoten sind, nicht ab.
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• Festlegen einer Menge von Ladeentscheidungen durch den Entwerfenden
Der Entwerfende kann vor der Optimierung eine Menge von Ladeentscheidungen y jk ∈Y
”manuell“ festlegen. Das betrifft jedoch nur solche Knoten a j, welche sich auf dem Weg
der Teilsequenz σi−11 zwischen Wurzelknoten a1 des Gesamtbaums und ai befinden.
9
Um den angestrebten Wert r∗ zu erreichen, muss dann gelten:
r∗ =
⎛
⎜⎝ ∑
∀a j∈σi−11
y jk
⎞
⎟⎠ ,
ai ∈Gk
(6.1)
Fu¨r eine Optimierung auf Basis dieser festgelegten Prefetchingentscheidungen ist der Na-
vigationsbaum so zu modifizieren, dass die Nebenbedingungen des Modells eingehalten
werden ko¨nnen. Es sind Nutzzeiten entsprechend anzuheben bzw. Ladezeiten entspre-
chend zu senken:
Fu¨r jedes y jk der Summe aus obiger Gleichung ist die Nutzzeit des Knotens a j um genau
den Wert y jk zu senken und die Ladezeit von li ist genau mit r∗ festzusetzen. In jedem
Fall liefert ein Optimierungsverfahren fu¨r den so modifizierten Navigationsbaum keine
Entscheidungsmatrix Y ∗, mit welcher ri > r∗ ist, weil li = r∗ nach der Modifikation gilt.
Zu beru¨cksichtigen ist, dass fu¨r den Optimalwert des modifizierten Baums (Wert(Y ∗)) im
Vergleich zum Optimalwert vor der Modifikation (Wert(Y)) gilt:
Wert(Y)≤Wert(Y ∗) (6.2)
Durch Mindern der Nutzzeiten wird der Entscheidungsspielraum eingeschra¨nkt. Es ist
leicht einzusehen, dass das Optimierungsergebnis Wert(Y ∗) keinesfalls besser sein kann
als das Ergebnis Wert(Y) vor der Modifikation. Grundsa¨tzlich gilt aber, dass der Ent-
scheidungsspielraum umso geringfu¨giger eingeschra¨nkt wird und damit die Differenz aus
Wert(Y ∗)−Wert(Y ) tendenziell kleiner sein wird, je kleiner die Anzahl aller Kanten auf
den Wegen von den Knoten a j nach ai im Navigationsbaum ist. Dabei sind die Knoten
a j all jene Knoten, deren Nutzzeit durch die Modifikation reduziert wurde. Dieser Zu-
sammenhang entsteht aus dem Sachverhalt, dass die Nutzzeit eines Knotens zum Laden
von um so mehr Knoten des Baums verwendet werden kann, je kleiner das Niveau dieses
Knotens im Baum ist, das heißt je na¨her der Knoten sich an der Wurzel befindet.
Bemerkung: Soll das selbe Optimierungsergebnis vor wie nach der Modifikation erreicht
werden (Wert(Y) =Wert(Y ∗)), dann stehen zwei einfache Mo¨glichkeiten zur Anpassung
der Segmentierung des Baums zur Verfu¨gung:
– Die Nutzzeit all jener Knoten a j, deren Nutzzeit mit der Modifikation reduziert wur-
de, ist wieder auf den Wert vor der Modifikation anzuheben bzw. die Nutzzeit von
Knoten dichter zur Wurzel als a j ko¨nnen im selben Maß, das heißt um die Differenz
zum Wert vor der Modifikation angehoben werden.
9Zur vereinfachten Darstellung wird wiederum angenommen, dass die Indizes der Knoten in der Sequenz ent-
sprechend in deren auftretenden Reihenfolge vergeben sind.
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– Weiterhin ko¨nnen die Ladezeiten all jener Knoten, welche mit Y wa¨hrend der Nut-
zung von a j jeweils im Voraus geladen werden, in der Summe um jene yik reduziert
werden.
Beide Mo¨glichkeiten ko¨nnen auch kombiniert angewendet werden. Sie bewirken densel-
ben Optimalwert.
• Modifizieren der Lade- und Nutzzeiten von Knoten des Baums, so dass das Optimie-
rungsverfahren fu¨r den Knoten die angestrebte Restladezeit ermittelt.
• Modifizieren der Reihefolge der Aufenthaltsknoten des Baums, so dass das Optimie-
rungsverfahren fu¨r den Knoten die angestrebte Restladezeit ermittelt
Zur Diskussion der letzten beiden von den fu¨nf Ansa¨tzen zum Senken der Restladezeit eines
Knotens ist folgender Satz von Bedeutung:
Satz 6.1 Es existiert kein effizientes Verfahren, welches angibt, in welcher Ho¨he Nutz- bzw. La-
dezeiten wie auch Reihenfolge der Knoten eines redundanten Navigationsbaums zu vera¨ndern
wa¨ren, so dass ein bestimmter Optimalwert x von einem der Optimierungsverfahren des Offline-
Modells fu¨r den modifizierten Navigationsbaum geliefert wird, wenn gilt P /∈ NP.
Gilt dieser Satz, kann kein effizientes Verfahren fu¨r die beiden zuletzt genannten Ansa¨tze kon-
struiert werden, denn die jeweils durch die Vera¨nderungen zu erreichende Restladezeit des Kno-
tens ko¨nnte auch der Optimalwert fu¨r Optimierungsprobleme der Zielstellungen 2MLB∗ oder
2MLS∗ sein bzw. die Restladezeit ko¨nnte neben anderen in die Summe des optimalen Zielfunk-
tionswerte eingehen.
Beweis von Satz 6.1: Zum Nachweis des Satzes wird folgendes Entscheidungsproblem formu-
liert:
Entscheidungsproblem ”Modifikation mo¨glich?“
Probleminstanz: Gegeben ist ein redundanter Navigationsbaum mit
mindestens einer Knotengruppe Gk ≥ 3 sowie Modifikationen folgen-
der Art:
• Die Lade- oder Nutzzeiten eines oder mehrerer Aufenthaltskno-
ten des Baums werden vera¨ndert.
• Die Reihenfolge der Knoten in einer oder mehreren Sequenzen
des Baums werden vera¨ndert.
Fragestellung:
Existieren Modifikationen des redundanten Navigationsbaums, so dass
ein Optimierungsverfahren fu¨r die ∗-Ziele des Offline-Modells eine
Entscheidungsmatrix Y ∗ mit dem Lo¨sungswert x = Wert(Y ∗) liefern
kann?
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Wu¨rde ein Verfahren existieren, welches effizient in Abha¨ngigkeit von der Anzahl der Kno-
ten des Navigationsbaums B eine Antwort auf das beschriebene Entscheidungsproblem liefern
ko¨nnte, dann wa¨re auch eine effiziente Lo¨sung fu¨r die bereits als NP-vollsta¨ndig eingestuften
Problemstellungen der ∗-Ziele des Offline-Modells mo¨glich, weil:
Je nach Zielstellung umfasst der Lo¨sungsraum fu¨r die optimalen Werte weniger als max∀ai∈B(li)
(2MLB∗, 2MLS∗) bis n2 ·max∀ai∈B(li) (MSLS∗) unterschiedliche Ergebniswerte. Absteigend
kann fu¨r jeden Wert x in diesem Bereich das imagina¨r effiziente Verfahren iterativ zur Beant-
wortung des Entscheidungsproblems verwendet werden.10 Liefert das Verfahren die Antwort
”nein“ im i-ten Iterationsschritt und im i+1-ten Schritt ”ja“, dann ist das optimale Ergebnis fu¨rden gegebenen Navigationsbaum der Wert von x der i-ten Iteration.
Wu¨rde ein effizientes Verfahren existieren, welches eine Antwort auf das Entscheidungspro-
blem liefert, dann muss gelten P = NP. Im Umkehrschluss muss unter der Vorraussetzung
P /∈ NP gelten (siehe Satz), dass kein solches Verfahren existiert. Der Satz ist zu besta¨tigen.

Dieses Ergebnis hat zur Folge, dass es unmo¨glich erscheint, fu¨r die beiden Ansa¨tze zur Reduk-
tion der Restladezeit eines Knotens unter der Maßgabe eines Zielfunktionswerts ein effizien-
tes Verfahren zu konstruieren. Es werden spezielle Na¨herungsverfahren zur Entscheidungsun-
terstu¨tzung beno¨tigt. Diese sollen nicht Gegenstand dieser Arbeit sein. Es ist weiter zu vermu-
ten, dass diese aus den bereits diskutierten Approximationsverfahren abgeleitet werden ko¨nnen.
Es ko¨nnen einfache Heuristiken in Form von Faustregeln fu¨r den Entwerfenden angegeben wer-
den, um die Restladezeit eines Knotens durch Modifikation des Navigationsbaums zu senken.
Aus folgenden Heuristiken ko¨nnen Entscheidungen zur Segmentierung und Sequenzierung ab-
geleitet werden. Sie verfolgen das Ziel, den Navigationsbaums so zu modifizieren, dass die
Restladezeit eines Knotens ai gesenkt wird.
Segmentierungsentscheidungen
• Ein oder mehrere Knoten auf dem Weg vom Wurzelknoten des Baums nach ai
einfu¨gen, deren Ladezeit wesentlich geringer ist als die Ladezeit von ai und wel-
che eine verha¨ltnisma¨ßig große Nutzzeit besitzen
• Die Nutzzeit eines oder mehrerer Knoten auf dem Weg zwischen Wurzelknoten des
Baums und ai erho¨hen
• Die Ladezeit eines oder mehrerer Knoten des Teilbaums mit Wurzel ai verringern
• Die Ladezeit eines oder mehrerer Knoten, welche vor der Modifikation des Baums
im Voraus wa¨hrend der Nutzung von Knoten auf dem Weg zwischen Wurzel und ai
geladen werden, reduzieren
Sequenzierungsentscheidungen
Die Platzierung zweier Knoten ax und ay einer Sequenz, welche die Knoten ai,ax,ay
entha¨lt, kann getauscht werden, wenn
10Effizienter noch mittels bina¨rer Suche im Ergebnisraum
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• die Ladezeit von ay kleiner oder gleich sowie die Nutzzeit gro¨ßer ist als die von ax
oder
• die Ladezeit von ay kleiner sowie die Nutzzeit gro¨ßer oder gleich ist als die von ax,
wobei ax in der Sequenz vor ai und ay nach ai platziert sind. Ein solcher Tausch ist in
Abbildung 6.2 dargestellt.
ax ai ay ama1
Abbildung 6.2: Die Sequenzierungsentscheidung ”Knoten ax tritt an Stelle des Knotens ay undumgekehrt“ kann Wirkung auf die Restladezeit von ai haben.
Werden die Entscheidungsmatrizen der optimalen Ergebnisse vor und nach der Anwendung
dieser Heuristiken betrachtet, dann sinkt zwar nicht zwangsla¨ufig die Restladezeit des Knotens
ai, jedoch wird die Restladezeit von ai keines Falls ansteigen. Die Heuristiken ko¨nnen keine
Garantie fu¨r ein Sinken der Restladezeit liefern. Sie sind aber trotzdem hilfreich, um effizient
rechnergestu¨tzte Lo¨sungsvorschla¨ge zur Hilfestellung fu¨r Segmentierungs- und Sequenzierun-
gentscheidungen des Entwerfenden zur Reduktion der Restladezeit eines Knotens zu generie-
ren.
Bemerkung: Die Restladezeit eines Knotens ai kann nur dann zwingend mittels zusa¨tzlich
verfu¨gbarer Nutzzeit gesenkt werden, wenn alle Entscheidungen zum Laden im Voraus des Ob-
jekts aus Knoten ai explizit durch den Entwerfenden fixiert werden. Das heißt, es sind nicht nur
Ladeentscheidungen zum Laden von ai festzulegen, welche vor der Modifikation vom Optimie-
rungsverfahren vorgeschlagen wurden, sondern es sind weitere zusa¨tzlich notwendige Ladeent-
scheidungen festzulegen, um nach der Modifikation zusa¨tzlich verfu¨gbare Nutzzeit zum Laden
im Voraus auf ai zu verwenden.
Reduktion der Restladezeit mehrerer Knoten zur Verbesserung des Optimalwerts
Als zweiter großer Problembereich stellt sich die Modifikation von Eigenschaften des Gesamt-
baums dar, um eine angestrebte Lo¨sung mit Hilfe des eingesetzten Prefetchingverfahrens errei-
chen zu ko¨nnen.
Um den Entwurfsprozess gezielt stu¨tzen zu ko¨nnen, wa¨ren effiziente Verfahren wu¨nschenswert,
welche fu¨r gegebenen Navigationsbaum, Zielfunktion und Entscheidungsmatrix sowie ange-
strebten Optimalwert Modifikationsvorschla¨ge fu¨r Eigenschaften des Gesamtbaums generieren.
So kann der Entwerfende erkennen, welche Kompromisse er mit den Eigenschaften des Hyper-
mediums eingehen mu¨sste, um ein bestimmtes, anzustrebendes Antwortzeitverhalten erreichen
zu ko¨nnen. Da die Konstruktion solcher Verfahren fu¨r die Modifikation des Baums mit der Ziel-
stellung, eine bestimmte Restladezeit eines Einzelknotens zu erreichen, unmo¨glich erscheint,
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ist der Wunsch nach einem solchen Verfahren zwar legitim, aber als reine Illusion anzusehen.
Wie schon im vorherigen Abschnitt angedeutet, ist zu vermuten, dass Approximationsverfah-
ren konstruiert werden ko¨nnen, die den Entscheidungsprozess teilweise unterstu¨tzen ko¨nnen.
Solche Verfahren wurden im Rahmen dieser Arbeit jedoch nicht entwickelt. Die Konstruktion
der Verfahren sollte auch nicht Gegenstand dieser Arbeit sein. Nach jetzigem Stand ko¨nnen nur
die optimalen bzw. approximierten Ergebnisse fu¨r einen Navigationsbaum entsprechend der
gelieferten Entscheidungsmatrix vor und nach Modifikationen ermittelt und miteinander ver-
glichen werden. Empfehlungen fu¨r die Art und Weise der Modifikationen ko¨nnen nur mittels
einfacher Heuristiken und durch den Vergleich derer Ergebnisse generiert werden. Hier spielen
menschliche Intuition und analytisches Denken des Entwerfenden eine wichtige Rolle. Damit
der Entwerfende gezielt Entscheidungen im Rahmen des angestrebten Optimierungsziels tref-
fen kann, ist jedoch detailliertes Wissen u¨ber Funktions- und Wirkungsweise des jeweiligen
Prefetchingverfahrens notwendig. Davon ist aber grundsa¨tzlich nicht auszugehen.
Um den Entwurfsprozess besser rechnerunterstu¨tzen zu ko¨nnen, sind weitere Arbeiten notwen-
dig. Der hier vorgestellte Ansatz zur Reduktion der Restladezeiten eines oder mehrerer Knoten
ist aufgrund der Komplexita¨t der Optimierungsprobleme fu¨r redundante Navigationsba¨ume nur
bedingt nutzbar. Weiterhin vermutet der Autor, dass fu¨r die dargestellten Entwurfsprobleme
nicht redundanter Ba¨ume effiziente Verfahren konstruiert werden ko¨nnen. Das wa¨re in wei-
terfu¨hrenden Arbeiten zu pru¨fen.
6.2 Laufzeit
Mit den Prefetchingverfahren des Online-Modells werden Entscheidungsmechanismen fu¨r die
Laufzeit der Lernanwendung unter Beru¨cksichtigung der Entwurfsentscheidungen geliefert. Die
Online-Modelle bilden aber nur zum Teil die realen Gegebenheiten wa¨hrend der Laufzeit nach.
Aufgrund der Abstraktion von vielza¨hligen Einflussfaktoren auf die Leistung des Prefetching-
verfahrens ist mit Abweichungen von der im Entwurf erwarteten Leistung zu erwarten. Die im
Entwurf angenommene, eher theoretisch betrachtete Leistungsfa¨higkeit ist deshalb zu relativie-
ren. In diesem Abschnitt wird auf diese Problematik eingegangen, indem ein kurzer U¨berblick
zur Erfassung von Leistungsabweichungen, mo¨glichen Anpassungen des Modells sowie auf die
Leistungssteigerung durch Kombination mit anderen Prefetchingansa¨tzen eingegangen wird.
Die Entwurfsentscheidungen des vorherigen Kapitels zielen darauf ab, dass unter Einsatz eines
bestimmten Online-Verfahrens ein bestimmtes, zur Spezifikation passendes Antwortzeitverhal-
ten garantiert wird. Da jedoch von den realen Bedingungen wa¨hrend der Laufzeit abstrahiert
wurde, das heißt nur ausgewa¨hlten Gegebenheiten mit den Modellannahmen und Parameter-
einstellungen entsprochen wurde, ist unbedingt mit Abweichungen vom im Entwurf angenom-
menen Verhalten zu rechnen. Solche Abweichungen sind mit dem dynamischen Verhalten der
Lernanwendung zu erkennen, zu bewerten und, falls notwendig, entsprechende Maßnahmen in
Form des Performance-Tunings einzuleiten.11
Negativ auf die Leistung im Betrieb der Anwendung wirken neben weiteren noch zu diskutie-
renden Faktoren:
11Vgl. dazu die Einbettung des Performance Tunings in den Rahmenprozess zum leistungsorientierten Betrieb,
bestehend aus den Teilprozessen Performanceu¨berwachung, Performance Tuning und Performance Validierung
(vgl. [RS99]).
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• ku¨rzere Nutzzeiten sowie
• la¨ngere Ladezeiten der Aufenthaltsknoten als im Entwurf angenommen und
• mit dem Navigationsbaum nicht beru¨cksichtigte Anfragefolgen der lokalen Anwendungs-
komponenten.
An diese Abweichungen kann das Modell durch eine vera¨nderte Parametereinstellung, das heißt
durch einen modifizierten Navigationsbaum, angepasst werden. Deshalb sind diese Abweichun-
gen mit der Laufzeit im Betrieb oder schon in der Testphase der Lernanwendung zu identifizie-
ren und gegebenenfalls Tuningmaßnahmen aufgrund vera¨nderter Modellparameter und daraus
resultierender Leistungsfa¨higkeit des Prefetchingverfahrens einzuleiten.
6.2.1 Erfassung von Abweichungen zu den Modellparametern
Die Erfassung der Nutz-, Ladezeiten und Anfragefolgen erfolgt mit dem Ziel, aus den erfassten
Daten Informationen zur Modifikation des Navigationsbaums abzuleiten. Fu¨r Lernanwendun-
gen ist damit eine sekundengenaue Erfassung der Nutz- und Ladezeiten notwendig. Nutzzeiten
und Reihenfolge der angefragten Aufenthaltsknoten variieren je nach Navigationsverhalten der
Lernenden. Ladezeiten schwanken in Abha¨ngigkeit von der verfu¨gbaren Bandbreite der Netz-
verbindung zwischen entfernten Ressourcen und lokalen Anwendungskomponenten. Damit ist
einerseits das Navigationsverhalten, andererseits die verfu¨gbare Bandbreite der Verbindungen
zwischen den verteilten Anwendungskomponenten zu erfassen. Zur automatisierten Erfassung
der beno¨tigten Daten eignen sich Logmechanismen, installiert bei der lokalen Anwendungs-
komponente. Diese protokollieren aus Sicht der Komponente Anfragezeitpunkt und Lieferzeit-
punkt eines Objekts. Daraus ko¨nnen unmittelbar Nutz- und Ladezeiten der Aufenthaltsknoten
abgeleitet werden. Durch die lokale Na¨he eines Logmechansimus zur lokalen Anwendungs-
komponente wird eine systematisch verfa¨lschte Erfassung der Daten bezu¨glich Anfragezeit-
punkte und Dauer bis zur Lieferung der Objekte ausgeschlossen. Zur genauen Erfassung des
Navigationsverhaltens des Lernenden wurde bereits im Kapitel 2, Abschnitt ”Architekturkom-ponenten“, S.39 der lokale Beobachter vorgeschlagen. Die Erfassung der cachebezogenen Da-
ten ist allein bei diesem zu realisieren. Sie lassen sich verwenden, um Ru¨ckschlu¨sse auf die
Qualita¨t der Verbindungen zu entfernten Ressourcen zu gewinnen.
Die Erfassung von Navigationsverhalten, das so genannte Lerner-Tracking, geho¨rt zu den Funk-
tionalita¨ten moderner Lernplattformen. Sie kann jedoch nur eingeschra¨nkt zur Erfassung der
beno¨tigten Daten eingesetzt werden. Lerner-Tracking wird durchgefu¨hrt, um Lernerfolg und
Lerneffizienz zu beurteilen. Dazu ist jedoch eine sekundengenaue Erfassung der Nutzzeiten
nicht notwendig. Im Vordergrund steht die Bewertung von Lernpfaden und die Protokollierung
von Aufgabenlo¨sungen (vgl. [SHF03] und [Ker01b], S.212). Deshalb werden zur Umsetzung
des Lerner-Trackings Logmechanismen angewendet, die ”nur“ Zugriffe auf entfernte Ressour-cen direkt bei den entfernten Ressourcen protokollieren.12
12Vergleiche dazu die Diskussion von Zaiane, welcher ausfu¨hrlich die Grenzen der Informationsgewinnung aus
Logdateien in Bezug auf die Auswertung des Navigationsverhaltens in Lernanwendungen darstellt (vgl. [Zai01]),
sowie den detaillierten, sehr kritisch angelegten U¨berblick von Davidson in [Dav99] u¨ber die Grenzen der Informa-
tionsgewinnung aus Logdaten aus dem Blickwinkel von Prefetching, sowie A. Joshi, K. Joshi und Krishnapruram
in [JK00] mit der Diskussion von Dataminingtechniken zur Informationsgewinnung aus Logdaten fu¨r webbasierte
Anwendungen.
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Die Vor- und Nachteile einzelner Mechanismen zum Protokollieren sollen hier nicht disku-
tiert werden. Spezielle Anforderungen sind nur bezu¨glich zeitlicher Genauigkeit der Daten zu
erfu¨llen. Um Entscheidungen des Entwurfs anpassen zu ko¨nnen, sind die protokollierten Daten
aller lokalen Anwendungskomponenten und Caches aggregiert zentral zur Verfu¨gung zu stellen.
Dies kann erfolgen, indem mit dem Verbindungsaufbau zwischen lokalen Anwendungskompo-
nenten und entfernten Ressourcen auch die protokollierten Daten an einen Erfassungsdienst
ausgeliefert werden. Es ist nicht sinnvoll, die Daten erst dann vom lokalen Beobachter und Ca-
che anzufordern, wenn sie der Analyse unterzogen werden sollen. Die mo¨gliche zeitlich diver-
gierende Nutzung der Lernanwendung durch die Lernenden verhindert einen zeitunabha¨ngigen
Zugriff auf die lokal gesammelten Daten.
6.2.2 Anpassung des Navigationsbaums
Fu¨r die Anpassung des Navigationsbaums sind zwei Bereiche von Interesse, die ”automatische“,das heißt rein durch Algorithmen gesteuerte, Modifikation der Modellparameter wa¨hrend der
Laufzeit, welches zu einem adaptiven Prefetchingverfahren fu¨hren wu¨rde, und die Anpassung
durch U¨berarbeitung der Entwurfsentscheidungen, das eigentliche Performance-Tuning durch
reaktive Maßnahmen zur Leistungsanpassung.
Performance-Tuning
Aus den protokollierten Daten kann fu¨r jeden Aufenthaltsknoten die mit dem Entwurf unter-
stellte Hypothese u¨ber mindestens anfallende Nutz- und ho¨chstens anfallende Ladezeit eines
jeden Knotens gepru¨ft werden. Ein ha¨ufiges Unter- bzw. U¨berschreiten der Nutz- bzw. Ladezei-
ten muss eine entsprechende Anpassung der Nutz- und Ladezeiten im Navigationsbaum nach
sich ziehen, weil dadurch die mit dem Entwurf unterstellte Leistung des Prefetchingverfahrens
nicht mehr erreicht werden ko¨nnte. Das ist am entsprechend durch Anpassung der Nutz- und
Ladezeiten modifizierten Navigationsbaum zu pru¨fen.
Weiterhin ko¨nnen mit den erfassten Daten von den Lernenden angeforderte Knotensequenzen,
die einzelnen Session eines Lernprozesses, rekonstruiert werden. Bei der Rekonstruktion ist auf
Besonderheiten der Lernenden gegenu¨ber allgemein u¨blichem, durchschnittlichem Verhalten
im WWW zu achten. Zaiane streicht insbesondere la¨ngere Zeitra¨ume zwischen Datenanfragen
und sehr lange Session der Lernenden u¨ber Tage und Monate heraus.13 Hier ist zur Pru¨fung kor-
rekter Modellannahmen von Interesse, ob das Hypermedium Sequenzen zula¨sst, welche nicht
mit dem Navigationsbaum beru¨cksichtigt wurden. Um diese ist der Navigationsbaum zu erwei-
tern. Genauso sind ungenutzte Sequenzen zu entfernen. Sie reduzieren sonst das zu erwartende
Leistungspotential. Dadurch ist eine kleinere, sich aus dem Navigationsbaum ergebende obere
Schranke fu¨r den Optimalwert des Prefetchingverfahrens zu erwarten.
Kann aus den Anpassungen auf eine kritische Leistungsdifferenz geschlossen werden, sind die
Entwurfsentscheidungen des Hypermediums zu u¨berarbeiten. Die Parameterabweichungen so-
wie A¨nderungen in der Struktur des Hypermediums sind beim Prefetchingverfahren der jewei-
13In Bezug auf das WWW wird mit einer Session eher eine Menge von Anfragen in einem zeitlich eng gesteckten
Rahmen von wenigen Sekunden bis zu wenigen Stunden, in der Regel initiiert durch einen Nutzer, beschrieben
(vgl. [HG00]).
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ligen lokalen Anwendungskomponente abzugleichen. Dazu ist eine softwaretechnische Um-
setzung der lokalen Prefetchingkomponente notwendig, die Schnittstellen zu Anpassung des
Navigationsbaums zur Verfu¨gung stellt.14
Adaption
Eine Leistungssteigerung der Prefetchingverfahren ist auch mo¨glich, indem der Navigations-
baum nicht nur an die sich a¨ndernden Gesamtbedingungen mittels Performance-Tuning ange-
passt wird, sondern indem je nach Rahmenbedingungen unterschiedliche Navigationsba¨ume
konstruiert werden bzw. Transformationsregeln entwickelt werden, welche eine laufzeitnahe
Anpassung des Baums ermo¨glichen.
Eine Adaption des Navigationsbaums ist aber nur dann sinnvoll mo¨glich, wenn fru¨hzeitig wa¨h-
rend einer Session aus dem erkennbaren Verhalten und Eigenschaften des Lernenden sowie den
technischen Rahmenbedingungen, in welchen die lokale Anwendungskomponente betrieben
wird, auf zuku¨nftiges Navigationsverhalten und Ladezeiten geschlossen werden kann. Anhalts-
punkte dafu¨r kann der gezielte Einsatz von statistischen Verfahren im Rahmen des Dataminings
in den erfassten Daten zum Nutzerverhalten und zu den Ladezeiten liefern.15 Durch die detail-
lierten Vorstellungen u¨ber die Zusammenha¨nge zwischen Perso¨nlichkeitseigenschaften, Lern-
stile, -strategien und Navigationsverhalten der Lernenden16 sowie eine unmittelbare Korrelation
der Ladezeiten mit der verfu¨gbaren Bandbreite von Netzanbindungen zu den entfernten Res-
sourcen erscheinen dynamische als auch statische Adaptionstechniken fu¨r Prefetchingverfahren
in Lernanwendungen besonders viel versprechend zur Leistungssteigerung.17 Untersuchungen
hierzu existieren jedoch noch nicht. Die Vermutung des Autors resultiert aus den vielza¨hligen,
in den letzten Jahren entstandenen Vero¨ffentlichungen zur Personalisierung und Adaption von
Lernanwendungen. Diese zielen aber nicht auf die Anpassung von Antwortzeitverhalten beein-
flussenden Parametern ab, sondern auf die Anpassung von Navigationfunktionalita¨ten, Pra¨sen-
tation der Lerninhalte und Verfu¨gbarkeit von Funktionalita¨ten. Die Adaption erfolgt mit dem
Ziel, die Lerneffizienz zu steigern (vgl. [KA03] und [SCB04]). Der Umstand, dass scheinbar
eine sinnvolle Adaption u¨berhaupt mo¨glich ist, la¨sst durch die enge Verknu¨pfung von Lernstil
und Navigationsverhalten vermuten, dass auch fu¨r Prefetchingverfahren Adaptionsmechanis-
men sinnvoll eingesetzt werden ko¨nnen. Kern der Konzepte zur Adaption ist die Betrachtung
des Nutzerverhaltens und ein Zuschnitt der Anwendungseigenschaften auf einzelne Personen
oder Personengruppen mit Hilfe verschiedener Adaptionsdienste (vgl. [DHNS04]). Hier ist ein
Zuschnitt des Prefetchingverfahrens auf die Nutzer und Rahmenbedingungen der jeweiligen lo-
kalen Anwendungskomponente notwendig. Fu¨r die hier betrachteten Prefetchingverfahren wa¨re
14Gegebenfalls ist nicht nur eine kleine Modifikation, sondern ein kompletter Wechsel von einem Verfahren zu
einem anderen notwendig. Hierfu¨r sind Techniken zum Einsatz variierender Prefetching- und Cachestrategien in
der Betriebsphase notwendig. In [SDMML03b] und [BP99] werden dazu verwendbare Konzepte fu¨r variierende
Cache- und Prefetchingstrategien dargestellt.
15Vgl. dazu [Zai01] und [SCB04], die Dataminingtechniken zur Beurteilung von Lernverhalten und darauf ba-
sierende Anpassung von Lernanwendungen nutzen. Auf die einzelnen statistischen Methoden, das Vorgehen und
Architekturanpassungen zur mo¨glichen Adaption wird hier nicht weiter eingegangen.
16Vgl. Kapitel 2 Abschnitt ”Navigationsverhalten“, S.23ff..17Statisch und dynamisch adaptierende Verfahren unterscheiden sich durch den Zeitpunkt der Erstellung unter-
schiedlicher Auspra¨gungsvarianten dessen, was zu adaptieren ist (vor bzw. wa¨hrend der Laufzeit). Dynamische
Adaption erfolgt nahezu ausschließlich mit algorithmisch realisierten Transformationen einer Auspra¨gung der An-
wendung in weitere, angepasste Varianten (vgl. [KPRR04], S.65ff.).
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neben einer Adaption an das Nutzerverhalten auch eine Adaption an die Netzanbindung der lo-
kalen Anwendungskomponente notwendig.
Es erscheinen beispielsweise folgende, einfach realisierbare Anpassungen mo¨glich:
• Anpassen der Nutzzeiten an die Lerngeschwindigkeit des Lernenden durch einen variie-
renden linearen Faktor
Je nach Dauer des Lernprozesses kann zwischen ”langsamen“ und ”schnellen“ Lernernunterschieden werden. Auf die Lerngeschwindigkeit kann anhand der Nutzzeit bereits
besuchter Aufenthaltsknoten geschlossen werden.
• Anpassen der Ladezeiten an die jeweils aktuell verfu¨gbare Bandbreite zum Beispiel durch
einen variierenden linearen Faktor
Die Bandbreite kann aus der Ladedauer und dem Umfang der bereits an den Cache u¨ber-
tragenen Daten abgeleitet werden.
• Anpassen der mit dem Navigationsbaum fu¨r das Prefetchingverfahren betrachteten, navi-
gationsbezogenen Links
Der Baum ko¨nnte beispielsweise in seiner Ho¨he variabel gestaltet werden. Anhand der
Nutzzeiten sowie Reihenfolge besuchter Aufenthaltsknoten kann auf ein tiefen- oder
oberfla¨chenstrategisches Vorgehen beim Lernen geschlossen werden.18
Die drei einfach gehaltenen Ansa¨tze ko¨nnen leicht algorithmisch beschrieben werden und eig-
nen sich damit fu¨r eine dynamische wie auch statische Adaption in Form der Anpassung des
Navigationsbaums.
Im Rahmen weiterer Forschungsarbeiten wa¨ren eine systematische Untersuchung von Anpas-
sungsmo¨glichkeiten der hier konstruierten Prefetchingverfahren und deren Realisierung mittels
dynamischer und statischer Adaption sowie die Beurteilung von Lo¨sungsvarianten notwendig.
6.2.3 Kritische Modellannahmen
Ein weiteres Problem sind Leistungsabweichungen durch drastische Abweichungen der modell-
immanenten Annahmen von den realen Gegebenheiten. Dabei handelt es sich um Annahmen,
welche nicht oder nur in sehr geringem Maß mit angepassten Parameterauspra¨gungen entspro-
chen werden kann.19 Sie sind bei der Leistungsbewertung im Betrieb der Anwendung unbedingt
zu beru¨cksichtigen und, falls technisch wie organisatorisch machbar, zu protokollieren, um dem
Betreiber der Lernanwendung Ru¨ckkopplung u¨ber ein etwaig bestehendes Missverha¨ltnis zwi-
schen Modellannahmen und realen Gegebenheiten liefern zu ko¨nnen.
Folgende, durch das Modell nicht beru¨cksichtigte Faktoren wirken drastisch auf die Leistung
des Prefetchingverfahrens, wobei unterschieden wird in tendenziell gut und schlecht durch Ent-
wickler und Anbieter der Lerninhalte beeinflussbare Faktoren.
18Siehe Kapitel 2, Abschnitt ”Navigationsverhalten“, S.2319In Kapitel 3 wurden mit den Abschnitten ”Modellannahmen“, S.59ff. und ”Diskussion der Modellannahmen“,S.71ff. die mit dem On- und Offline-Modell getroffenen restriktiv wirkenden Einschra¨nkungen ausfu¨hrlich disku-
tiert.
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• Tendenziell gut beeinflussbare Faktoren:
Prefetchability der entfernt gespeicherten Lerninhalte
Es ist auf den verbreiteten Einsatz von Technologien und Funktionalita¨ten zu ver-
zichten, die zu großen, entfernt gespeicherten, schlecht im Voraus ladbaren Daten-
mengen fu¨hren.
Ju¨ngere Forschungsarbeiten bescha¨ftigen sich damit, scheinbar schlecht im Voraus
ladbare Daten wie zum Beispiel Anfrageergebnisse von Suchmaschinen auf kom-
plexe Anfragemuster vorherzusagen (vgl. zum Beispiel [LM03]). Eine Hoffnung
fu¨r einen breiter mo¨glichen Einsatz von Prefetching besteht darin, dass heute als
nicht oder nur schlecht im Voraus ladbar geltende Daten durch weiterentwickelte,
spezialisierte Vorhersagemethoden, bezogen auf Anwendungsgebiete wie hier die
Unterstu¨tzung von Lernprozessen, zuku¨nftig als gut ”prefetchable“ gelten.
Geschlossenes Hypermedium
Es ist auf den exzessiven Einsatz von navigationsbezogenen Links zu anwendungs-
extern gespeicherten Lerninhalten zu verzichten. Das heißt, wenn mo¨glich, ein Ver-
zicht auf Lerninhalte, welche sich einer Modellierung mittels Navigationsbaum ent-
ziehen.
Die Funktionalita¨t des Prefetchings von Daten hat einerseits Middleware-Charakter,
sie wirkt anwendungsu¨bergreifend. Mit Prefetchingverfahren, realisiert auf der
Transportschicht eines verteilten Rechnernetzes, zum Beispiel verbunden mit Proxy-
diensten, wird versucht, diesem Charakter gerecht zu werden (vgl. [AFJ99], [CZB00],
[LL02] und [SP03]). Andererseits wirken eine Vielzahl von anwendungsspezifi-
schen Faktoren auf Prefetchingverfahren. Diesen kann mit einer alleinigen Realisie-
rung als Middleware-Komponente nicht entsprochen werden. Das wurde besonders
in dieser Arbeit bei der Betrachtung von Prefetchingverfahren fu¨r Lernanwendungen
sichtbar. Eine Vielzahl von Forschungsarbeiten bescha¨ftigt sich damit, den anwen-
dungsbezogenen wie auch anwendungsu¨bergreifenden Charakter durch spezielle
Architekturen fu¨r Prefetchingverfahren gerecht zu werden. Zielrichtung ist die Iden-
tifikation und Realisierung von Basisfunktionalita¨ten fu¨r Middleware-Komponenten
in Kombination mit austauschbaren Prefetchingstrategien auf Anwendungsebene.
Zuku¨nftige Entwicklungen dieser Art werden jedoch durch fehlende, standardisierte
Schnittstellen fu¨r Cache- und Prefetchingtechnologien behindert. Erste Entwicklun-
gen in diese Richtung zeichneten sich mit der Standardisierung von Schnittstellen
fu¨r Prefetchingverfahren durch das W3C-Konsortium ab.20
Mit einer Vielzahl kleiner Vera¨nderungen der Inhalte u¨ber den Lebenszyklus der Lernan-
wendung ist unbedingt darauf zu achten, dass die Leistungsfa¨higkeit des Prefetching-
verfahrens nicht sukzessive und dadurch unbemerkt eingeschra¨nkt wird. Hier ist, wie
schon mit dem Entwurf diskutiert, ein gu¨nstiger Kompromiss zwischen Anpassung der
Lerninhalte und Einschra¨nkung der Leistung zu finden. Der Kompromiss ist gepra¨gt
durch das technisch und methodisch zurzeit Mo¨gliche an realisierbarer Leistung und
machbaren Freiheitsgraden in der Entwicklung und Pra¨sentation von Lerninhalten. Mit
vielza¨hligen marginalen Vera¨nderungen u¨ber la¨ngere Zeitra¨ume besteht die Gefahr, die
20Siehe Kapitel 2, Abschnitt ”Web-Prefetching“, S.19
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Leistungsfa¨higkeit zu vernachla¨ssigen insbesondere dann, wenn die Autoren der Lern-
inhalte, vo¨llig versta¨ndlich und nachvollziehbar, aus rein technischer Sicht, anwendungs-
kritischen Aspekten wie dem Antwortzeitverhalten nur eine untergeordnete Bedeutung
beimessen. Im Betriebsprozess werden Autoren ha¨ufig auch mit softwaretechnisch ge-
richteten Entscheidungen wie zum Beispiel der Pra¨sentationsqualita¨t von Daten konfron-
tiert, ohne explizite Beratung durch Experten. Deshalb sind Kontrollmechanismen in die
Lernanwendung bzw. das Prefetchingverfahren zu integrieren, welche die Resultate die-
ser Entscheidungen abscha¨tzen ko¨nnen und gegebenenfalls alarmierend wirken.
• Tendenziell schlecht beeinflussbare Faktoren, die im Regelfall der Kontrolle des Lernen-
den oder Dritten unterliegen:
Verfu¨gbare Cachekapazita¨t Mit den hier entworfenen Verfahren wird ein beliebig gro-
ßer Cache angenommen. Eine Einschra¨nkung der Cachegro¨ße, kleiner als der Spei-
cherplatzumfang aller von entfernten Ressourcen angeforderten Daten, kann negativ
auf das Antwortzeitverhalten wirken.
Die von der lokalen Anwendungskomponente nutzbare Cachegro¨ße ist von der Kon-
figuration des Anwendungssystems, auf welchem die lokale Anwendungskompo-
nente betrieben wird, als auch von weiteren Anwendungen, welche denselben Cache
nutzen, abha¨ngig. Eine Mindestcachegro¨ße sowie Folgen bestimmter Cachestrategi-
en zur Verwaltung des limitierten Speichers sind an den Anwender zu kommunizie-
ren.
Verfu¨gbare Bandbreite Die Verbindung zwischen lokaler Anwendungskomponente und
entfernten Ressourcen unterliegt nur teilweise dem Betreiber der Lernanwendung.
Ha¨ufig wird der Fall anzutreffen sein, dass die Entscheidung fu¨r oder gegen eine
bestimmte Bandbreite der Verbindung zwischen lokaler Anwendungskomponente
und entfernter Ressource vom Lernenden getroffen wird. Kostenaspekte spielen ei-
ne dominante Rolle. Auch muss beru¨cksichtigt werden, dass die nutzbare Band-
breite von der vorherrschenden Netzlast auf der Verbindung beeinflusst wird. Die
Netzlast und damit auch die verfu¨gbare Bandbreite ko¨nnen starken Schwankungen
unterliegen, die sich der Kontrolle des Lernenden und genauso des Betreibers der
Lernanwendung entziehen. Eine minimale Bandbreite ist trotz Einsatz von Prefet-
ching zu gewa¨hrleisten. Deren Unterschreitung ist mit den daraus resultierenden
Einschra¨nkungen an den Lernenden zu kommunizieren.
Verbindungskosten Je nach gewa¨hltem Kostenmodell fu¨r die Rechnernetzverbindun-
gen zwischen entfernten Ressourcen und lokalen Anwendungskomponenten ko¨nnen
die hier entwickelten Prefetchingverfahren erhebliche Kosten verursachen, die oh-
ne Einsatz dieser Verfahren nicht anfallen wu¨rden. Optimierungsentscheidungen
der Verfahren werden vo¨llig losgelo¨st von Kostenaspekten getroffen. Die Garan-
tie fu¨r ein bestimmtes Antwortzeitverhalten hat aufgrund der Unsicherheit u¨ber den
gewa¨hlten Lernpfad des Lernenden durch das Hypermedium zur Folge, dass die
Mo¨glichkeit besteht, eine große Menge von Daten anzufordern, ohne dass diese
zuku¨nftig durch den Lernenden genutzt werden. Sind die Kosten an das u¨bertragene
Datenvolumen gekoppelt, entstehen mit jeder Ladeentscheidung fu¨r das Laden im
Voraus Kosten, welche sich nicht zwangsla¨ufig amortisieren mu¨ssen. An den Ler-
nenden sind diese Folgen von Prefetching zu kommunizieren. Hier sind Verfahren
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wu¨nschenswert, welche Kosten- und Vorhersagemodelle mit den hier dargestellten,
zeitbezogen optimierenden Verfahren verbinden.
Faktoren, die aus der Gestaltung des Hypermediums resultieren, ko¨nnen durch Entwickler bzw.
Betreiber der Lernanwendung tendenziell gut beeinflusst werden, andere Faktoren sind hinge-
gen schlecht beeinflussbar. Sie unterliegen der Kontrolle der Lernenden oder Dritten. Indirekter
Einfluss darauf ist nur durch Kommunizieren der Bedeutung dieser Faktoren auf das Antwort-
zeitverhalten mo¨glich. Gegebenenfalls sind die hier konstruierten Prefetchingverfahren nur op-
tional je nach Rahmenbedingungen anzuwenden. Auch dem Lernenden kann die Entscheidung
u¨ber das Verwenden eines Prefetchingverfahrens u¨berlassen werden. Das wu¨rde aber die Trans-
parenz der verteilten Lernanwendung negativ beeinflussen.
6.2.4 Kombinationsmo¨glichkeiten mit anderen
Prefetchingansa¨tzen
Die hier konstruierten Verfahren unterliegen einer Vielzahl von Einschra¨nkungen. Sie liefern
aber eine wichtige Eigenschaft, die sie von anderen Prefetchingverfahren unterscheidet. Sie
ko¨nnen auf Grundlage der getroffenen Entscheidungen und des Anwendungspotentials eines
Verfahrens fu¨r einen bestimmten Navigationsbaum ein Antwortzeitverhalten im schlechtesten
Fall garantieren. Die verbreiteten vorhersage- oder schwellenwertbasierten Verfahren begnu¨gen
sich damit, das Antwortzeitverhalten in durchschnittlichen Fa¨llen zu betrachten.21 Sie unterlie-
gen damit nicht der Annahme, vollsta¨ndige Kenntnis u¨ber die im Navigationsbaum modellierten
Informationen zu besitzen.
So lassen sich kostenorientierte, meist in Form von schwellenbasierten Verfahren realisiert, vor-
hersagebasierte und die hier dargestellten Verfahren zur Garantie eines Antwortzeitverhaltens
miteinander kombinieren.22 Zur Illustration der Kombinationsmo¨glichkeiten sei angenommen,
dass die Ergebnisse folgender drei VerfahrenVOR(T,si1), SCH(T,s
i
1) und GAR(T,S,s
i
1) mitein-
ander ”verschmolzen“ werden sollen, um Ladeentscheidungen, basierend auf allen drei Verfah-ren, einem vorhersage-, einem schwellenbasierten und einem der hier konstruierten Verfahren,
zu generieren. Die Verfahren erzeugen ihre Ergebnisse fu¨r einen Entscheidungszeitpunkt auf
Basis der bereits durch die lokale Anwendungskomponente angeforderten Aufenthaltsknoten
σi1 und unter Kenntnis eines Ausschnitts des Navigationsbaums B in Form des Baumausschnitts
T . Es sind Ladeentscheidungen zum Laden im Voraus wa¨hrend der Nutzung des angeforderten
Knotens ai zu treffen (der letzten Knoten in si1).
• VOR(T,si1) liefert die Rangfolge V aller Knoten aus T
VOR ist ein vorhersagebasiertes Verfahren, welches unter der Kenntnis bereits angefor-
derter Objekte der Aufenthaltsknoten si1 sowie Kenntnis u¨ber zuku¨nftig mo¨gliche An-
fragen T die Wahrscheinlichkeit je Knoten vorhersagt, mit welcher das Ereignis eintritt,
21Es besteht in der Literatur teilweise der Irrglaube, dass unter der Annahme schlechtester Fa¨lle fu¨r das Pre-
fetchingergebnis die gelieferte Leistung dem Einsatz keines Prefetchingverfahrens gleich kommt. Fu¨r bestimmte
Zielstellungen mag das zutreffen, kann aber nicht fu¨r beliebige Zielstellungen verallgemeinert werden.
22Vorhersage- und schwellenbasierte Verfahren wurden in Kapitel 2 im Abschnitt ”Prefetchingverfahren undPrefetchingkonzepte im U¨berblick“, S.29 vorgestellt und eine Vielzahl von Publikationen mit konkreten Verfahren
angegeben.
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dass dieser Knoten zuku¨nftig angefragt wird. Entsprechend dieser Wahrscheinlichkeiten
werden die Knoten in eine Rangfolge gebracht.
• SCH(T,si1) liefert ausgewa¨hlte Knoten S aus T .
Dabei handelt es sich um jene Aufenthaltsknoten des bekannten Ausschnitts T aus dem
Gesamtbaum B, fu¨r welche es abha¨ngig von der Bewertung mittels einer Schwellenfunk-
tion sinnvoll erscheint, die in diesen enthaltenen Objekte im Voraus zu laden.
• GAR(T,S,si1) liefert mit G fu¨r alle Knoten aus S unter Beru¨cksichtigung von T die Zeit,
mit welcher die Objekte der Knoten im Voraus zu laden sind, um ein verfolgtes, das Ant-
wortzeitverhalten betreffendes Optimierungsziel erreichen zu ko¨nnen. Knoten, die nicht
in S aber in T sind, werden nicht zum Gegenstand der Optimierung gemacht. Sie sind
nicht ”prefetchable“. Solche Aufenthaltsknoten erhalten eine Ladezeit von Null, so dassfu¨r diese keine Prefetchingentscheidungen generiert werden.
Es sei ein weiteres Verfahren angenommen, welches die Ergebnisse V , S und G der drei me-
thodisch unterschiedlich ansetzenden Verfahren miteinander vereint. Dieses Verfahren la¨dt in
der Nutzzeit von ai Objekte aus Knoten von S in der mit V gelieferten Reihenfolge und in der
mit G angegebenen Zeitdauer im Voraus. Das Resultat sind Ladeentscheidungen im durch T
gesteckten Rahmen, welche dazu fu¨hren, dass nur solche Objekte bzw. Teile davon im Voraus
geladen werden, die
• zwingend zum Erreichen des angestrebten Antwortzeitverhaltens notwendig sind,
• unter der Schwellenbedingung nicht zu laden sind, weil sie sich zum im Voraus Laden
nicht eignen,
• als am wahrscheinlichsten in ihrer zuku¨nftigen Anfrage eingestuft wurden.23
Der Ausschnitt T des gesamten Baums kann je nach Kenntnis der Verfahren u¨ber den Ge-
samtbaum eingeschra¨nkt werden. Sinnvoll erscheint fu¨r besonders tiefe Navigationsba¨ume eine
Einschra¨nkung der Ho¨he fu¨r T vorzunehmen. Dies ist auch dann sinnvoll, wenn der Baum sehr
breit ist und damit die Wahrscheinlichkeit der Anfrage eines einzelnen Knotens aus T , geliefert
von VOR, mit zunehmender Tiefe drastisch abnimmt.
Durch die Kombination der drei Ansa¨tze zum Fa¨llen von Prefetchingentscheidungen fu¨r die
Lernanwendung steigt der Schwierigkeitsgrad der Entwicklung eines Gesamtverfahrens. In Ka-
pitel 2, Abschnitt ”Komponenten“, S.39 wird bereits ein grobes Schichtenmodell zur Modu-larisierung der einzelnen Funktionalita¨tsbereiche in notwendige Komponenten fu¨r eine verein-
fachte Entwicklung eines solch komplexen Verfahrens vorgeschlagen. Forschungsarbeiten zur
sinnvollen Umsetzung, zur Gesamtgu¨te, resultierend aus den Synergien der Ansa¨tze, zu Aus-
wirkungen auf Seiteneffekte im realen Betrieb sind durchzufu¨hren. Weiterfu¨hrende Arbeiten
zur Kombination der in dieser Arbeit vorgestellten optimierenden Ansa¨tze mit vorhersage- und
schwellenbasierten Verfahren erscheinen sehr viel versprechend.
23Der letzte Punkt ist insbesondere dann interessant, wenn die angenommenen Nutzzeiten des Navigationsbaums
im realen Betrieb unterschritten werden.
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Kapitel 7
Resu¨mee
”Es gibt eine Theorie, die besagt, wenn jemals irgendwer genau herausfindet,wozu das Universum da ist und warum es da ist, dann verschwindet es auf der Stelle
und wird durch noch etwas Bizarreres und Unbegreiflicheres ersetzt.
Es gibt eine andere Theorie, nach der das schon passiert ist.“
Douglas Adams
Zum Abschluss der vorliegenden Arbeit sind die vorgelegten Ergebnisse zu bewerten. Dazu
werden die erzielten Ergebnisse im U¨berblick beschrieben, anhand der im ersten Kapitel dar-
gestellten Fragestellungen und Hypothesen sowie der Vorgehensweise der Untersuchungen be-
wertet, die U¨bertragbarkeit der Ergebnisse auf andere Anwendungsbereiche umrissen sowie ein
vorausschauender Ausblick fu¨r weitere Forschungsta¨tigkeiten gegeben.
7.1 Diskussion der Ergebnisse
Im Folgenden werden die Ergebnisse kurz aufgelistet, dann kritisiert und deren Bedeutung dis-
kutiert.
7.1.1 Ergebnisse im U¨berblick
Erstmalig werden die Themen Lernverhalten in Lernanwendungen, leistungsorientierter Ent-
wurf und Betrieb verteilter hypermedialer Lernanwendungen und Prefetching gezielt miteinan-
der verknu¨pft und deren Wechselwirkungen zueinander betrachtet.
Die vorgestellte Klassifikation von Prefetchingverfahren liefert Ansatzpunkte zur Auswahl sinn-
voll verwendbarer Prefetchingkonzepte fu¨r verteilte Lernanwendungen. Es wird herausgearbei-
tet, dass der aus dem Einsatz eines Prefetchingverfahrens zu erwartende Nutzen differenziert zu
bewerten ist. Es bestehen zu beru¨cksichtigende Interdependenzen zu den durch das Lernszena-
rio gegebenen technischen Rahmenbedingungen, zur Struktur des Hypermediums und zu den
Eigenschaften der Lernobjekte.
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Es wird ein formaler Rahmen entwickelt, welcher den Erfordernissen in der Entwicklung und
dem Betrieb verteilter hypermedialer Lernanwendungen im Besonderen entspricht und gleich-
zeitig den Entscheidungsspielraum mo¨glicher Prefetchingverfahren modelliert.
Dazu werden drei grundlegende Entscheidungsfelder in Entwurf und Betrieb aufgezeigt. Die-
se werden, basierend auf einem Navigationsbaum, beschrieben, welcher sich direkt aus Ent-
wurfsentscheidungen zur Struktur des Hypermediums sowie aus Eigenschaften der Lernobjekte
ergibt. Die Darstellung von Navigationsmo¨glichkeiten in Form eines Baums ist in der Litera-
tur ha¨ufig anzutreffen, jedoch mit der Unterscheidung von redundanten und nicht redundan-
ten Ba¨umen, um die Problematik der zyklenbehafteten Navigationswege differenziert betrach-
ten zu ko¨nnen, wird ein neuartiger Ansatz verfolgt. Mit dem vorgeschlagenen Modell ist es
mo¨glich, Entscheidungen der Entwurfsphase an Prefetchingentscheidungen des Betriebs sowie
umgekehrt Prefetchingentscheidungen an Entwurfsentscheidungen zu koppeln. Das ermo¨glicht,
Maßnahmen des Performance Engineerings und Tunings fu¨r Hypermedien in Hinblick auf Pre-
fetching als eine Einheit zu betrachten. Weiterhin kann mit dem Modell die rechnergestu¨tzte
Entscheidungsfindung bzw. die Darstellung des Entscheidungsspielraums vo¨llig losgelo¨st von
speziellen Technologien untersucht werden.
Es werden verschiedene Zielstellungen zur Beeinflussung des Antwortzeitverhaltens verteilter
hypermedialer Lernanwendungen mittels Prefetching betrachtet.
Allein Kenntnisse von Navigationswegen durch das Hypermedium sowie von Lade- und Nutz-
zeiten der Objekte des Mediums reichen aus, um sinnvolle Aussagen u¨ber die Leistungsfa¨hig-
keit von Prefetchingverfahren treffen zu ko¨nnen. Die Aussagen betreffen unterschiedliche Ziele
zur Beeinflussung des Antwortzeitverhaltens. Es sind Ziele gewa¨hlt worden, die den Besonder-
heiten in der Entwicklung verteilter Lernanwendungen besonders entsprechen.
Mit der angewendeten komparativen Analysetechnik zur Untersuchung der Problemeigenschaf-
ten und Verfahren wird insbesondere dem spekulativen Charakter von Prefetching und der Ent-
scheidung unter Unsicherheit im Entwurf und Betrieb entsprochen. Neu ist hier die konsequente
Betrachtung der Leistungsfa¨higkeit, entkoppelt von ha¨ufig nur ungenau bzw. nicht sinnvoll fest-
legbaren stochastischen Parametern bezu¨glich des Navigationsverhaltens. Auch wird eine Beur-
teilung der Leistungsfa¨higkeit in Abha¨ngigkeit von der Gesamtdauer einer Session bzw. eines
Lernprozesses als wesentlich herausgearbeitet. Es ergeben sich dadurch je nach Zielstellung
allein von der Problemstellung abha¨ngige obere Schranken fu¨r potentielle Optimierungsverfah-
ren, die zwingend zu strikt kompetitiven Verfahren fu¨hren.
Erstmalig wird ein Optimierungsmodell zur Konstruktion von Prefetchingverfahren formuliert,
welches allein auf das Antwortzeitverhalten im ”worst-case“ abzielt. Die Minimierung der Wir-kung von schlechtest mo¨glichen Verhaltensweisen ist wiederum eine Konsequenz der Unsicher-
heitssituation im Entscheidungsprozess von Entwurf und Betrieb.
Es werden praktisch sinnvoll einsetzbare Prefetchingverfahren zur Entscheidungsunterstu¨tzung
fu¨r alle modellierten Optimierungsziele entwickelt, welche je nach Modelleigenschaften eine
optimale bzw. approximierte Lo¨sung liefern.
Es wird ein allgemeiner Lo¨sungsansatz fu¨r alle fu¨nf Zielstellungen des Offline-Modells fu¨r
nicht redundante Navigationsba¨ume zum Finden einer optimalen Lo¨sung entwickelt. Der An-
satz ermo¨glicht es, effiziente Entscheidungsverfahren fu¨r alle fu¨nf Zielstellungen zu entwickeln.
Fu¨r die fu¨nf Ziele des Offline-Modells, beruhend auf redundanten Navigationsba¨umen, konnte
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gezeigt werden, dass es als nahezu unmo¨glich gilt, effiziente Verfahren zur optimalen Lo¨sung
anzugeben.
Hingegen sind Approximationsverfahren, basierend auf effizient lo¨sbaren linearen Program-
men, entwickelt worden, welche Na¨herungslo¨sungen mit einer von der Anzahl der Knoten des
Baums abha¨ngigen Gu¨te liefern. Mit dem entwickelten Na¨herungsverfahren ko¨nnen sinnvoll
Entwurf und Betrieb verteilter hypermedialer Lernanwendungen unterstu¨tzt werden. Es lassen
sich Entwurfswerkzeuge entwickeln, mit welchen eine Bewertung der Entwurfsentscheidungen
rechnerunterstu¨tzt werden kann. Auch ist es durch dynamische Anpassung der Modellparame-
ter mo¨glich, Lo¨sungsergebnisse an sich sta¨ndig a¨ndernde Gegebenheiten anzupassen. Es lassen
sich ”adaptive“ Prefetchingverfahren konstruieren, welche Entscheidungen abha¨ngig von vari-ierenden technischen Rahmenbedingungen und vom Lernverhalten generieren.
Die Verfahren des Online-Modells lassen sich sinnvoll mit herko¨mmlichen Prefetchingansa¨tzen
kombinieren.
Diese Arbeit entstand aus der Vision heraus, optimierende Verfahren zu entwickeln, die einer-
seits allein auf Basis eines Optimalita¨tskriteriums zwischen im Voraus zu ladenden und nicht im
Voraus zu ladenden Daten unterscheiden, andererseits aber die Menge der im Voraus zu laden-
den Daten mit Hilfe bereits erfolgreich eingesetzter Prefetchingansa¨tze zusa¨tzlich bewerten. Es
ist gelungen, einen Prefetchingansatz zu entwickeln, der einerseits der Unsicherheitssituation
besonders gerecht wird, andererseits mit stochastischen Ansa¨tzen in Form von vorhersage- und
schwellenbasierten Verfahren kombiniert werden kann und dadurch auch Entscheidungen unter
Risiko anstatt allein unter Unsicherheit beru¨cksichtigt. Das ermo¨glicht die Vielzahl herko¨mmli-
cher, bereits fu¨r webbasierte Anwendungen erfolgreich eingesetzten Ansa¨tze auf die Besonder-
heiten verteilter hypermedialer Lernanwendungen zuzuschneiden. Damit wird in Kombination
mit dem hier pra¨sentierten Ansatz eine Vielzahl von Prefetchingansa¨tzen auch fu¨r verteilte hy-
permediale Lernanwendungen gut nutzbar.
7.1.2 Bewertung der Ergebnisse
Mit den gelieferten Ergebnissen ko¨nnen die drei formulierten Hypothesen besta¨tigt werden:
Mit Entwurf und Betrieb verteilter hypermedialer Lernanwendungen sind bei Einsatz von Pre-
fetching eine Vielzahl von Besonderheiten zu beachten. Bisher publizierte Prefetchingkonzepte
entsprechen diesen Besonderheiten nur in begrenztem Maß. Mit den hier pra¨sentierten Ansa¨tzen
sind die Besonderheiten aufgegriffen worden und konnten zum großen Teil beru¨cksichtigt wer-
den.1 Die beiden Untersuchungsziele der Arbeit sind weitestgehend erreicht worden: Es konn-
ten Prefetchingansa¨tze entwickelt werden, die den Besonderheiten entsprechen und die im Ent-
wurf sowie Betrieb sinnvoll Verwendung finden ko¨nnen.2 Die Ergebnisse sind aber unbedingt
kritisch zu reflektieren. Eine Vielzahl von Teilproblemen musste offen bleiben. Deren Lo¨sung
erwies sich als a¨ußerst kompliziert bzw. umfangreich. Deshalb sollen einige kritische Anmer-
kungen zu den Betrachtungen des Lern- und Navigationsverhaltens, zur vorgeschlagenen Klas-
sifikation existierender Prefetchingansa¨tze, zu gewa¨hlten Modellannahmen, zur Komplexita¨t
der formulierten Optimierungsprobleme, zu den konstruierten Entscheidungsverfahren sowie
zur rechnergestu¨tzten Entscheidung im Entwurfsprozess folgen:
1Vgl. Abschnitt 1.1, S.4
2Vgl. Abschnitt 1.2, S.4
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Verknu¨pfung von Lern- und Navigationsverhalten
Es zeigt sich bei der Betrachtung vielza¨hliger empirischer Untersuchungen zum Lernverhal-
ten in hypermedialen Lernanwendungen, dass sie nur teilweise Ru¨ckschlu¨sse auf das Navigati-
onsverhalten und damit auch auf die Leistungsfa¨higkeit von Prefetchingverfahren in verteilten
hypermedialen Lernanwendungen zulassen. Die Arbeit ist bewusst nicht als empirische Studie
angelegt, um gezielt auf das Navigationsverhalten bezu¨glich Prefetching schließen zu ko¨nnen.
Es sind ”nur“ gezielt bereits existierende empirische Studien u¨ber das Lernverhalten, Lerneffizi-enz und Lerneffekte ausgewa¨hlt worden, um tendenziell vorhandene Zusammenha¨nge zwischen
Lern- und Navigationsverhalten aufzuzeigen und diskutieren zu ko¨nnen. Die betrachteten Stu-
dien lassen nur teilweise Schlussfolgerungen zu plausibel erscheinenden Zusammenha¨ngen zu.
Sie wurden nicht dazu konzipiert, Zusammenha¨nge zwischen der Dauer von Lernprozessen,
Sto¨rungen wa¨hrend Lernprozessen und nichtlinearem Navigationsverhalten derart zu erkla¨ren,
dass gezielt Effekte von und auf die Leistung von Prefetchingverfahren abgeleitet werden ko¨nn-
ten.
Klassifikation der Prefetchingverfahren
Um die große Zahl vero¨ffentlichter Prefetchingansa¨tze in Bezug auf die Verwendbarkeit fu¨r die
hier beschriebene Problemstellung untersuchen zu ko¨nnen, war es unbedingt notwendig, eine
Einteilung der vielza¨hligen Ansa¨tze nach deren zu erwartenden Eigenschaften zu finden. Auf-
grund der Vielfalt war es im Rahmen der Arbeit nahezu unmo¨glich und auch nicht gewollt,
alle publizierten Verfahren und deren teilweise nur marginalen Unterschiede zu erfassen. Des-
halb konnte hier nur eine grobe Unterteilung geliefert werden, welche aber fu¨r die vorgegebene
Problemstellung vo¨llig ausreichend erscheint. Es konnte nicht gepru¨ft werden, ob jedes belie-
bige Prefetchingverfahren bzw. alle publizierten Verfahren in die vorgeschlagene Klassifikation
eingeordnet werden ko¨nnen. Ein Klassifizieren der hier entwickelten, neuartigen Ansa¨tze nach
diesem Schema erscheint problematisch.
Modellannahmen und -parametrisierung
Die hier angenommenen Modellrestriktionen sind hauptsa¨chlich aus praktischen Problemstel-
lungen heraus, das heißt mit dem Blickwinkel auf bestimmte Lernszenarien, entstanden. Um das
zu motivieren, sind Besonderheiten der Entwicklung hypermedialer Lernanwendungen zusa¨tz-
lich, ausfu¨hrlich in Form eines der Praxis entnommenen Anwendungsszenarios dargestellt wor-
den. Mo¨gliche Restriktionen wurden nur teilweise systematisiert betrachtet. Wu¨nschenswert
ist eine Systematik mo¨glicher Modellannahmen, das heißt eine Systematik zu sinnvollen Mo-
dellkonstanten, -parametern und Entscheidungsvariablen fu¨r Prefetchingverfahren. Eine solche
konnte mit dieser Arbeit nicht geliefert werden. In der Arbeit wird jedoch eine ausfu¨hrliche,
aber allein nach der hier unterstellten Problemsituation bewertete Liste von mo¨glichen Modell-
annahmen pra¨sentiert.3
Einige Modellannahmen sind, wie bereits diskutiert, als a¨ußert streitbar einzustufen. Dazu geho¨rt
insbesondere die Annahme u¨ber bekannte, fixe Nutzdauern der Lerninhalte als eine der zentra-
len Annahmen des Modells, welche die beschriebene Art und Weise der Optimierung ermo¨glicht.
3Allein eine solche umfangreiche Liste stellt schon einen Forschritt dar.
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Daran streitbar ist, dass zwar einerseits von einer Unsicherheit u¨ber verwendete Navigations-
wege ausgegangen wird das betrifft insbesondere die Entwurfsphase andererseits aber sehr
detaillierte Vorstellungen u¨ber die Nutzdauern der segmentierten Lerninhalte bestehen.4
Komplexita¨t der Optimierungsprobleme
Durch den neuartigen Ansatz des Unterscheidens zwischen redundanten und nicht redundanten
Navigationsba¨umen kann die Komplexita¨t der Optimierungsprobleme differenziert betrachtet
werden. Sie entwickelt sich nicht abha¨ngig von den fu¨nf sich unterscheidenden Zielfunktio-
nen des Offline-Modells, sondern ist abha¨ngig von der Struktur des angenommenen Navigati-
onsbaums. In der Praxis sind nicht redundante Navigationsba¨ume die Ausnahme, so dass im
Regelfall mit schwer lo¨sbaren Optimierungsproblemen zu rechnen ist. Wu¨nschenswert ist eine
Methode, mit welcher redundante Ba¨ume in nicht redundante Ba¨ume u¨berfu¨hrt werden ko¨nnen,
ohne dass fu¨r den Optimierungsprozess wesentliche Informationen verloren gehen bzw. auf ei-
ne Na¨herungslo¨sung mit unabha¨ngig von der Baumtiefe garantierter Gu¨te geschlossen werden
kann. Hierfu¨r wurde in der Arbeit kein Ansatz gefunden.
Konstruierte Verfahren
Erstmalig wird mit der Arbeit gezielt zwischen Offline-Entscheidungssituationen in der Ent-
wurfsphase und der Online-Entscheidungssituationen wa¨hrend des Betriebs der Prefetching-
verfahren unterschieden. Die konstruierten Offline-Verfahren lassen sich in der Online-Situation
so wieder verwenden, dass die gelieferten Optimalwerte der Offline-Lo¨sungen zwar nicht dem
bestmo¨glichen Wert der Online-Situation entsprechen, aber Ru¨ckschlu¨sse auf die Leistungsfa¨h-
igkeit sowie die zu erwartenden Seiteneffekte zulassen. Die vorgeschlagene Verflechtung von
On- und Offline-Entscheidungssituationen ermo¨glicht es, Probleme des Performance Enginee-
rings im Entwurf und des Performance Tunings im Test und Betrieb miteinander zu verknu¨pfen.
Bemerkenswert ist, dass die Verfahren mit schwellen- und vorhersagebasierten Ansa¨tzen ein-
fach kombiniert werden ko¨nnen. Durch die Kombination mit anderen Verfahren ist es einfach
mo¨glich, die wa¨hrend der Online-Entscheidungssituation in den einzelnen Entscheidungszeit-
punkten generierten Offline-Lo¨sungen einer Session u¨ber das mit den Offline-Verfahren garan-
tierte Maß hinaus zu verbessern. Die Dauer fu¨r eine Entscheidungsfindung zu einem Entschei-
dungszeitpunkt wurde nicht explizit modelliert und nur a¨ußerst knapp bei der Analyse der Ver-
fahren diskutiert. Dafu¨r sind zwingend zusa¨tzliche Betrachtungen des Rechenzeitaufwands und
-speicherplatzes, korrespondierend zu speziellen Implementierungsdetails, wie zum Beispiel
den verwendeten Standardverfahren fu¨r die Lo¨sung linearer Programme, notwendig. Auf eine
konkrete Implementierung der vorgeschlagenen Verfahren sowie auf praktische Erprobungen
zur Beurteilung der Leistungsfa¨higkeit und der beno¨tigten Ressourcen wurde hier verzichtet.
Entta¨uschend ist die Lo¨sungsgu¨te der konstruierten Online-Verfahren in Bezug auf das je-
weils Bestmo¨gliche. Mit der Arbeit konnten keine Optimierungsverfahren fu¨r die Online-Ent-
scheidungssituation gefunden werden, welche Lo¨sungen garantieren, die wesentlich besser sind
als schon durch die problemimmanenten Schranken vorgegeben. Aber gerade hier liegt der
prima¨re Anwendungsbereich der Prefetchingverfahren.
4Genau dieser Umstand entspricht der ga¨ngigen Praxis. Es ist eigentlich nicht die vorgeschlagene Methodik,
sondern das u¨bliche praktische Vorgehen in der Entwicklung strittig.
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Entscheidungsunterstu¨tzung im Entwurf
Die Mo¨glichkeiten der Entscheidungsunterstu¨tzung in der Entwurfsphase wurden nur umrissen.
Es wurde allein gezeigt, dass der Prozess zur Strukturierung eines Hypermediums fu¨r verteil-
te Lernanwendungen mit den konstruierten Verfahren sinnvoll unterstu¨tzt werden kann. Die
unterschiedlichen Varianten der Unterstu¨tzung wurden aber keinesfalls systematisch betrach-
tet. Wu¨nschenswert sind Verfahren, welche gezielt Vorschla¨ge zum Aba¨ndern eines bestehen-
den Entwurfs unter bestimmten Zielstellungen liefern. In der Arbeit konnten nur heuristische
Ansa¨tze, die keine optimalen oder approximierten Lo¨sungen bezu¨glich der Zielkriterien lie-
fern, pra¨sentiert werden. Es handelt sich dabei allein um Ansa¨tze, die innerhalb eines durch
eine Lo¨sung gegebenen Rahmens gewu¨nschte Vera¨nderungen unter Einhalten bestimmter Ei-
genschaften der Lo¨sung ermo¨glichen.
Ein weiterer Schwerpunkt in der Entscheidungsunterstu¨tzung des Entwurfs ist die Visualisie-
rung von Konsequenzen von Entwurfsentscheidungen. Der ganze Bereich der sinnvollen Visua-
lisierung von Optimierungsergebnissen wurde hier vo¨llig außen vor gelassen, stellt aber einen
wesentlichen Erfolgsfaktor fu¨r ein zuku¨nftiges Werkzeug zur Entwurfsunterstu¨tzung dar.
Auch wurde die Anpassung von Navigationsba¨umen in variierende Rahmenbedingungen nur
umrissen. Die Konstruktion adaptiver Navigationsba¨ume, welche dann zu ”adaptiven Optimie-rungsergebnissen“ fu¨hren, ist von wichtiger Bedeutung fu¨r den zuku¨nftigen Einsatz der vorge-
schlagenen Prefetchingverfahren.
Die vielza¨hligen Kritikpunkte ergeben sich insbesondere aus der Facettenvielfalt des Themas.
Mit Beginn dieser Arbeit wurde der Umfang der Problemstellung unterscha¨tzt, welches teilwei-
se nur zu einem Ausblick auf und Anreißen von bestimmten Problemlo¨sungen gefu¨hrt hat.5 Der
Kern der Arbeit wird davon aber nicht beru¨hrt.
7.2 Ausblick
Zum Abschluss der Arbeit wird diskutiert, inwieweit die Ergebnisse auf andere Anwendungs-
bereiche u¨bertragen werden ko¨nnen und welche zuku¨nftigen Forschungsarbeiten als sinnvoll
erachtet werden.
7.2.1 U¨bertragbarkeit der Ergebnisse auf andere Anwendungsbereiche
Die pra¨sentierten Ergebnisse sind nicht allein fu¨r verteilte, hypermediale Lernanwendungen von
Interesse. Sie sind insbesondere auf rechnergestu¨tzte Anwendungen u¨bertragbar, fu¨r welche
folgende Punkte zutreffen:
• Die dem Benutzer zu pra¨sentierenden Daten sind verteilt gespeichert.
5Da die Arbeit mehrere Wissenschaftsgebiete bedient, ist das nicht verwunderlich. Das zeigt sich insbesondere
in den Kapiteln 2 und 6.
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• Mindestens eines der hier betrachteten Optimierungsziele des Offline- bzw. Online-Mo-
dells zur Gestaltung des Antwortzeitverhalten in der Anwendungsentwicklung und -betrieb
ist sinnvoll.
• Die Daten bzw. deren Eigenschaften lassen sich in Form des hier beschriebenen Naviga-
tionsbaums modellieren. Dazu ist es notwendig, dass
– die verteilt gespeicherten Daten mittels eines Hypermediums verknu¨pft sind,
– die zu pra¨sentierenden Daten sich in Form von Pra¨sentationseinheiten zusammen-
fassen lassen,6
– die Nutzdauer je Pra¨sentationseinheit aufgrund des zu erwartenden bzw. beobacht-
baren Navigationsverhaltens der Nutzer sinnvoll abgescha¨tzt werden kann,
– die voraussichtliche Ladedauer der Pra¨sentationseinheiten abgescha¨tzt werden kann
und sie nicht starken Schwankungen innerhalb verha¨ltnisma¨ßig kurzer Zeitintervalle
wa¨hrend des Betriebs unterliegt sowie
– die Pra¨sentationseinheiten mittels navigationsbezogenen Links sinnvoll verknu¨pft
werden ko¨nnen.
Damit sind die Ergebnisse auch auf solche Anwendungsbereiche u¨bertragbar, in welchen:
• verteilte Datenspeicherung zu sto¨renden Verzo¨gerungen wa¨hrend der Navigation fu¨hrt,
• solchen Sto¨rungen mittels Prefetching sinnvoll begegnet werden kann,
• Navigationsmo¨glichkeiten mit Hilfe eines Hypermediums abgebildet werden7 und
• schon mit der Anwendungsentwicklung genaue Vorstellungen u¨ber das Navigationsver-
halten der Nutzer existieren.
Die Pra¨sentation von Informationen in Form hypermedial strukturierter Daten findet weite Ver-
breitung auch in anderen Anwendungsbereichen verteilter Anwendungen. Genaue Vorstellun-
gen u¨ber das Navigationsverhalten existieren ha¨ufig, wenn detaillierte Informationen u¨ber Nut-
zergruppen vorhanden sind bzw. erhoben werden ko¨nnen. Die Vorhersagbarkeit von Verhal-
ten wird aber je nach konkreter Anwendungssituationen divergieren. Zum Beispiel die Un-
terstu¨tzung einer allgemein gehaltenen, webbasierten Firmenpra¨sentation erscheint aufgrund
der schlecht bestimmbaren bzw. sehr heterogenen Zielgruppe ungeeignet. Dagegen sind im
elektronischen Verkauf im Consumer-to-Consumer Bereich wie auch Business-to-Business Be-
reich eine Vielzahl geeignete Anwendungsszenarien denkbar.
6Zur Erinnerung: Ein Objekt eines Knotens des Navigationsbaums umfasst jeweils genau eine solche Pra¨sen-
tationseinheit.
7Sind nur lineare Verknu¨pfungen zum Beispiel in Form einer Filmsequenz charakteristisch fu¨r die Anwendung,
dann ist der hier betriebene Aufwand nicht vertretbar. Andere Konzepte sind nutzbar.
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7.2.2 Zuku¨nftige Forschungsschwerpunkte
Aus der Kritik der vorgelegten Ergebnisse lassen sich Schwerpunkte fu¨r Zielsetzungen zur Be-
arbeitung des Themas ableiten. Folgende Untersuchungsgegensta¨nde werden, in Reihenfolge
nach ihrer Bedeutung fu¨r den zuku¨nftig praktischen Einsatz der Ansa¨tze, vorgeschlagen:
• Entwicklung eines Werkzeugs zum Entwurf von Hypermedien fu¨r verteilte Lernanwen-
dungen
Es werden Ansa¨tze der Visualisierung von Entscheidungsspielra¨umen und aus Entschei-
dungen resultierenden Konsequenzen fu¨r den rechnergestu¨tzten Entwurf beno¨tigt. Wei-
terhin sind die hier pra¨sentierten Prefetchingansa¨tze so zu modifizieren, dass Entwurfs-
entscheidungen je nach Entwurfsziel gezielt und automatisiert generiert werden ko¨nnen.
• Abscha¨tzen der Leistung im Betrieb, abha¨ngig von den softwaretechnischen Rahmenbe-
dingungen
Die vorgeschlagenen Verfahren sind auf einer konkreten Maschine zu implementieren.
Es sind detaillierte Abscha¨tzungen u¨ber Leistungsfa¨higkeit und Aufwand u¨ber die hier
pra¨sentierten rein asymptotischen Aufwandsabscha¨tzungen hinaus notwendig. Das Echt-
zeitverhalten wa¨hrend der Laufzeit ist zu untersuchen.
• Rechnergestu¨tzte Konstruktion des Navigationsbaums
Mit dem Entwurf des Hypermediums entstehen eine Vielzahl zusa¨tzlicher, maschinell
auswertbarer Informationen. Es ist zu untersuchen, ob und wie es mo¨glich ist, aus Lern-
inhalten, Lernverhalten und die Lernende beschreibenden Daten8 rechnergestu¨tzt einen
Navigationsbaum derart zu erzeugen, wie er hier zur Entscheidungsfindung beno¨tigt wird.
• Kombination mit anderen Verfahren
Es ist zu pru¨fen, welche Kombinationen mit anderen bereits publizierten Prefetchingver-
fahren sinnvoll sind und wie dadurch die Leistungsfa¨higkeit beeinflusst wird.
• Verfeinerung der Approximationsansa¨tze
Die hier dargestellten Approximationsverfahren bedienen sich einer sehr einfachen Me-
thode. Es wird vermutet, dass Na¨herungslo¨sungen einer besseren, von der Knotenan-
zahl des Baums unabha¨ngigen Gu¨te fu¨r bestimmte Optimierungsziele konstruiert werden
ko¨nnen. Auch wird angenommen, wie bereits teilweise nachgewiesen, dass in Abha¨ngig-
keit von der geforderten Gu¨te auch von einer schweren Lo¨sbarkeit des Approximations-
problems auszugehen ist. Das ist zu untersuchen und entsprechende Approximationsver-
fahren mit besserer als der hier angegebenen Gu¨te sind zu konstruieren.
• Modellerweiterungen
Die hier getroffenen Modellannahmen ko¨nnen vielfa¨ltig variiert werden. Je nach Anwen-
dungsszenario erscheinen andere Annahmen wesentlich sinnvoller. Es ist zu pru¨fen, in-
wieweit die hier konstruierten Verfahren auch fu¨r andere Modellannahmen korrekt ar-
beiten bzw. welche Modifikationen einfach mo¨glich sind, um anderen Modellannahmen
8Zum Beispiel aus im Entwurf erfassten Metadaten zu den einzelnen Lernobjekten oder Logdateien
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gerecht zu werden. Von besonderem Interesse ist die Annahme eines beliebig großen lo-
kalen Cachespeichers.
Fazit
Grundsa¨tzlich sind wir als Anbieter von Lerninhalten und Entwickler von verteilten Lernanwen-
dungen dazu verpflichtet, von uns, den Betreibern und den Lernenden bereitgestellte Ressourcen
so effizient zu nutzen, wie es mit den gegeben Methoden und technischen Rahmenbedingungen
zu einem vertretbaren Aufwand mo¨glich ist. Die Option Prefetching einzusetzen, sollte in der
professionellen Entwicklung verteilter hypermedialer Lernanwendungen eine zentralere Rolle
einnehmen als das bisher der Fall ist. Diese Arbeit liefert dafu¨r einen Beitrag.
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Anhang A
Beispiele
A.1 Offline-Modell
Knoten
1F
1
1
2
A
1 1
3
4
B C 2
1
5
1
D E 2
1
G
1
H
1
Ladezeit
Nutzzeitname
Abbildung A.1: Instanz eines nicht redundanten Navigationsbaums
Zu jedem Knoten existieren Informationen u¨ber Nutz- und Ladezeit
Aus der Probleminstanz in Abbildung A.1 ergeben sich entsprechend den Bedingungen des
Offline-Modells1 fu¨r die Optimierungsziele 2MLB, MSLB, 2MLS, 2MSLS und MSLS die fol-
genden im Baum dargestellten Restladezeiten, basierend auf den jeweils links daneben angege-
benen Entscheidungsmatrizen. In den Matrizen sind nur Entscheidungswerte fu¨r xi j > 0 angege-
ben. Entscheidungsoptionen mit ”-“ markiert, stellen keine ”echten“ Entscheidungsmo¨glichkei-ten dar, weil die entsprechenden Objekte vorher schon genutzt wurden und im lokalen Speicher
verfu¨gbar sind.
Die Zielstellungen 2MLB und 2MLS fu¨hren zum selben Ergebnis. Auch stellt die hier ange-
gebene Lo¨sungsmenge eine von mehreren mo¨glichen dieser Probleminstanz dar. Hier wurden
aus der Menge optimaler Lo¨sungen jene angegeben, mit welchen die verwendete Nutzzeit zum
Laden von Objekten mo¨glichst klein ist.2 Dieses ist jedoch rein zufa¨llig, weil der Aspekt nicht
Optimierungsgegenstand des Modells ist.
1Vgl. Abschnitt 3.3.1, S.62ff.
2Trotzdem ist nicht immer nur eine Lo¨sung mo¨glich.
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2MLB und 2MLS
1 1
1
2
2
2
2 1
OPT (B) = 2
X i
xi j A B C D E F G H
A - - - - - - - -
B 1 - - -
C - - - -
D 3 -j
E -
F -
G -
H -
MSLB
1 1
1
23
0 1 0
OPT (B) = 7
X i
xi j A B C D E F G H
A - - - - - - - -
B - - -
C - - - -
D 2 3 -j
E 1 -
F 1 -
G -
H -
2MSLS
1 1
1
2 2
1 1 1
OPT (B) = 4
X i
xi j A B C D E F G H
A - - - - - - - -
B 1 - - -
C - - - -
D 1 3 -j
E 1 -
F -
G -
H -
MSLS
1 1
1
1
03
2 0
OPT (B) = 15
X i
xi j A B C D E F G H
A - - - - - - - -
B - - -
C 2 - - - -
D 4 -j
E -
F 1 -
G -
H -
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A.2 Kompetitivita¨tsanalyse
A.2.1 Drei Beispiele im Rahmen des Nachweises der 2-Kompetitivita¨t
Zur Illustration der Entwicklung oberer und unterer Schranken eines Online-Verfahrens seien
fu¨r die folgenden drei Probleminstanzen Lo¨sungen eines optimalen Offline-Verfahrens (OPT )
denen eines Online-Verfahrens, welches keine Objekte im voraus anfragt, gegenu¨bergestellt.
Knoten in Reihenfolge der
Indizierung dieser angefragt
Bsp. 1 Bsp. 2 Bsp. 3
a1 a2 a3 a1 a2 a3 a1 a2 a3
 0 1 1 0 1 4 4 1 0
u 1 1 0 3 2 0 0 2 3
angefragte
Knotensequenz
a2
a1
a3
. . .
. . .
Abbildung A.2: Drei Session mit jeweils drei zueinander nicht redundanten Knoten a1,a2,a3
unterschiedlicher Auspra¨gung der Nutz- und Ladezeit
Die Beispiele unterscheiden sich wie folgt voneinander:
Beispiel 1 Identische Nutz- und Ladezeiten gro¨ßer Null, ausgenommen Ladezeit des ersten und
Nutzzeit des letzten Knotens der Session.
Beispiel 2 Sich unterscheidende Lade- und Nutzzeiten. Die Nutzzeit und Ladezeiten der Vor-
ga¨ngerknoten ermo¨glichen es, jedes Objekt eines Knotens mit einer Restladezeit von Null
auszuliefern.
Beispiel 3 Beispiel drei in umgekehrter Reihefolge. Wa¨hrend keiner Nutzung eines Objekts
kann ein anderes angefordert werden.
Die Ergebnisse der ”Optimierungsverfahren“ fu¨r OPT und ON auf derfolgenden Seite:
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Beispiel 1 OPT ALG
1
1
t(s  ) 3
3
t(s  )
3
2
1
0 41
2
2
t(s  )
2 3 t
Nutzen
Laden
a
a
a
1
1
t(s  ) 3
3
t(s  )
3
2
1
0 41
2
2
t(s  )
2 3 t
Nutzen
Laden
a
a
a
Beispiel 2
3
2
1
1
1
t(s  ) 2
2
t(s  ) 3
3
t(s  )
0 3 t51
a
a
a 3
2
1
1
1
t(s  ) 2
2
t(s  )
0 3 6
3
3
t(s  )
10t
a
a
a
Beispiel 3
3
2
1
1
1
t(s  ) 2
2
t(s  ) 3
3
t(s  )
0 10t4 75
a
a
a 3
2
1
1
1
t(s  ) 2
2
t(s  ) 3
3
t(s  )
0 10t4 75
a
a
a
Abbildung A.3: Drei Beispiele fu¨r die Abfolge von Laden und Nutzen, OPT (links), ALG oh-
ne paralleles Laden und Nutzen (rechts) fu¨r in Abb. A.2 vorgegebene Lade-, Nutzzeiten und
Reihenfolge
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A.2.2 Ein Beispiel im Rahmen des Nachweises der 1.5-Kompetitivita¨t
Wird eine Baumsession angenommen, dann kann fu¨r ON die 1.5. Kompetitivita¨t nachgewiesen
werden. Das folgende Beispiel steht fu¨r die Ausnutzung der unteren und oberen Schranke durch
OPT und ON.
Folgende Probleminstanz sei gegeben, wobei die Anfragereihenfolge der Knoten der aufstei-
genden Indizierung dieser entspricht:
a1 a2 a3 a4 a5
 0 1 1 1 3
u 1 1 1 3 0
Entscheidungen des OPT
1
2 30 9
2
3
4
5
41 65 t
a
Nutzen
Laden
a
a
a
a
Entscheidungen des ON
1
2 30 9
2
3
4
5
41 65 t
a
Nutzen
Laden
a
a
a
a
Abbildung A.4: Entscheidungen des ON im Vergleich zu OPT , die zum 1.5-fachen der Session-
dauer fu¨hren.
Im obigen Beispiel wird nochmals sichtbar, dass die Schranken nur unter Annahme von Lade-
und Nutzzeiten von Null erreicht werden ko¨nnen.
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Anhang B
Elementarhandlungen
Im Folgenden werden als elementar eingestufte Handlungen zum Umgang mit Aufenthaltskno-
ten und Navigationsbaum aufgelistet. Der asymptotische Speicherplatzaufwand des Navigati-
onsbaums inklusive Entscheidungsmatrix (Datenobjekttyp  ) wa¨chst mit O(n2).
B.1 Handlungen fu¨r Algorithmen OFF und InitOFF
Beschreibung der Algorithmen auf S.103
Schnittstelle Funktionalita¨t Zeit, Speicher
   			
 Liefert , falls kein Element im O(1), O(n2)
Aggregat enthalten ist, sonst 	
.
 Entfernt und liefert das erste Element O(1), O(n)
  
	 der sortierten Schlange.



	 Ha¨ngt ein Element an die sortierte O(1), O(n)
  
	   Schlange an.
 
 Liefert einen Teilbaum aus  , dessen O(n2), O(n2)
  
   !":Baum Wurzelknoten Index  hat. Dieser
entha¨lt alle Kindknoten, auch in-
direkte Kinder, des Knotens mit Index
 im Baum  .

#
 $
 U¨berschreibt den Teilbaum in   mit O(n2), O(n2)
 
  
 den Werten aus , welcher den selben
Wurzelknoten entha¨lt.
%&	 Liefert die Anzahl der Knoten des O(n), O(n2)
  
  ' !"(


  Baums, welche sich auf dem Weg
zwischen Knoten mit Index  und 
befinden.
Tabelle B.1: Elementarhandlungen fu¨r 
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B.2 Handlungen fu¨r Algorithmen zur Lo¨sung von 2MLB
Beschreibung des Algorithmus auf S.112
Schnittstelle Funktionalita¨t Zeit, Speicher
  Liefert die Anzahl der in   O(n), O(n2)
	
	


 enthaltenen Teilba¨ume.
  Ermittelt, wie viele Knoten in der O(n), O(n2)
  	
	


 Baumliste mit dem selben maximalen
Wert der Komponente  enthalten sind.
 Liefert den Wert der gro¨ßten Restlade- O(log n),O(n2)
  

 zeit aller in   enthaltenen Knoten.
 Liefert den Wert der gro¨ßten Restlade- O(log n),O(n2)
  	
	
 zeit aller in der Baumliste enthaltenen
Knoten.
 Liefert den Wert der zweitgro¨ßten O(log n),O(n2)
  

 Restladezeit aller in   enthaltenen
Knoten. Falls dieser Wert nicht exis-
tiert, wird Null geliefert.
 Ermittelt einen Knoten  des Baums O(log n),O(n2)
 
 
 mit der gro¨ßten Komponente , subtra-
hiert von dieser  und liefert den
Index dieses Knotens zuru¨ck sowie
aktualisiert die Entscheidungs-
variable 	
	.
Tabelle B.2: Zusa¨tzliche Elementarhandlungen fu¨r  fu¨r 2MLB
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B.3 Handlungen zur Lo¨sung vonMSLB
Beschreibung des Algorithmus auf S.116
Schnittstelle Funktionalita¨t Zeit, Speicher
 	 Fu¨gt in eine leere Liste alle die O(n), O(n)

 	
	   Knoten des Baums   ein,
deren Restladezeit > 0 ist.

  	
	 Liefert , falls kein Element O(1), O(n)
in der Liste enthalten ist,
sonst 	.
		 Reduziert die Restladezeit des O(1), O(n)

 
   !"  #	 Knotens mit Index 
 um den Wert
 sowie aktualisiert die Entschei-
dungsvariablen entsprechend
fu¨r 
.
Tabelle B.3: Elementarhandlungen fu¨r  zur Lo¨sung von MSLB
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B.4 Handlungen zur Lo¨sung von 2MSLS
Beschreibung des Algorithmus auf S.119
Schnittstelle Funktionalita¨t Zeit, Speicher
 	

 Liefert den Wert der gro¨ßten Summe O(n), O(n)
  
 aller Restladezeiten je Sequenz
aller Sequenzen des Baums.
 	

 Liefert alle Sequenzen in einer Liste, O(n2), O(n2)
   die den Maximalwert erreichen. Die
	
	

 Knoten, exklusive der Wurzel von  ,
jeder dieser Sequenzen werden in einer
Liste, entsprechend ihrer Reihenfolge, in
dieser Reihenfolge jeweils vermerkt.

 	
 Liefert je Liste in  ho¨chstens einen O(n2), O(n2)
  		
	

 Knoten. Dieser Knoten ist der Knoten einer
	

 Sequenz, welcher von den Knoten, deren
Restladzeit gro¨ßer Null ist, sich in der Liste
am ”weitesten vorn“ befindet. Die Knotenjeder Liste in  sind nach der
Reihenfolge ihres Auftretens in der
Sequenz angeordnet.

 !
 Liefert eine Knotenliste, in welcher jeder O(n log n),
" 	

 Knoten aus  nur genau einmal vorkommt. O(n)
 	

 Liefert den Wert der kleinsten Restladezeit O(n), O(n)
" 	

 eines Knotens aus .
 	

#$ Liefert den Maximalwert entsprechend O(n2), O(n)
  	

% 	
, jedoch nur fu¨r
 
 Sequenzen aus  , welche nicht Knoten
aus  enthalten.

 Liefert ein beliebiges Element aus  O(n), O(n)
" 	
&
&
 und entfernt dieses aus .
	

 Reduziert die Restladezeit des O(1), O(n)
" '% Knotens mit Index  um den Wert
 ()%  
 	 sowie aktualisiert die Entschei-
dungsvariablen entsprechend
fu¨r .
Tabelle B.4: Elementarhandlungen fu¨r 
 zur Lo¨sung von 2MSLS
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B.5 Handlungen zur Lo¨sung vonMSLS
Beschreibung des Algorithmus auf S.126
Schnittstelle Funktionalita¨t Zeit, Speicher
 	
 Fu¨gt sortiert in eine leere Schlange O(n log n), O(n)
 	

 Elemente fu¨r alle Knoten des Baums  
 	 mit einer Restladezeit gro¨ßer Null ein,
wobei jedes Element den Index eines
Knotens sowie sein Niveau im Baum
entha¨lt. Sortiert sind die Elemente
absteigend nach ihrem Niveau in  .
  	

 Liefert , falls kein Element O(1), O(n)
in der Schlange enthalten ist,
sonst 	.
	 Reduziert die Restladezeit des O(1), O(n)
 	 Knotens mit Index 
 um den Wert
  !
"  #  sowie aktualisiert die Entschei-
dungsvariablen entsprechend
fu¨r 
.


	  	#	 Liefert die Anzahl der Bla¨tter O(n), O(n)
eines Baums.
Tabelle B.5: Elementarhandlungen fu¨r  zur Lo¨sung von MSLS
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B.6 Handlungen fu¨r ALG und trans f ormiereMatrix des
Online-Verfahrens
Beschreibungen der Algorithmen sind auf S.149 (”Einfache Ladestrategie“) und S.163  
	
 
 zu finden.
Schnittstelle Funktionalita¨t Zeit, Speicher
  	
	 Liefert einen Teilbaum aus  mit genau dem O(n2), O(n2)
  	
 Wurzelknoten, zu welchem der Weg  in
 	
 , beginnend mit der Wurzel aus , fu¨hrt.
  Liefert die Indizes der direkten Nachbar- O(n), O(n2)
  	
 knoten des Knotens mit Index 
 von Baum .
 


 Entfernt ein beliebiges Element aus der Liste O(1), O(n)
   und liefert dieses zuru¨ck.
	  Reduziert die Restladezeit des Knotens O(1), O(n)
 	
 mit Index  um den Wert 	 sowie
    	
! aktualisiert die Entscheidungsvariablen
entsprechend fu¨r .
	 	
 U¨berschreibt den Teilbaum in  mit O(n2), O(n2)
 	
  	
 den Werten aus , welcher den selben
Wurzelknoten entha¨lt.
 	" Liefert die Indizes aller zu Knoten mit O(n), O(n2)
    Index  redundanten sowie in 
 	
 enthaltenen Knoten inklusive .
 #$	

	 Ermittelt jeweils die Summe der Restlade- O(n2), O(n2)
   	 
	 zeiten auf allen Wegen von der Wurzel aus
 	   bis zu jedem Knoten mit Index aus 
und liefert den kleinsten Wert der
Summen zuru¨ck.
			 Liefert die Anzahl der Elemente von O(1), O(n)
   		 		 Reihe .
		   	 		 Liefert , falls kein Element O(1), O(n)
in  ist, ansonsten falsch zuru¨ck.
Tabelle B.6: Elementarhandlungen fu¨r  und 	
	
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Anhang C
Umformungen
C.1 Umformen von DON durch Einsetzen von β
Umformung verwendet auf S.152
β =
m∑
i=1
i
m∑
i=1
ui
DON(sm1 ) ≤
m∑
i=2
(
ui+ i−
⌊
ui−1
1
kmax
⌋)
+ 1 +u1
≤
m∑
i=1
ui+
m∑
i=1
i−
m−1∑
i=1
(⌊
ui
1
kmax
⌋)
≤
( m∑
i=1
ui
)
+β
( m∑
i=1
ui
)
−
⌊
1
kmax
m−1∑
i=1
ui
⌋
|
m∑
i=1
i = β
m∑
i=1
ui
≤ (1+β)
m∑
i=1
ui−
⌊
1
kmax
m−1∑
i=1
ui
⌋
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C.2 Umformung von DON(s
m
1 )
DOPT(sm1 )
fu¨r Fall 1
Folgende Umformung wird auf 152ff. verwendet.
Zur Umformung wird ein Korrekturfaktor f eingefu¨hrt: f =
1
kmax
m−1∑
i=1
ui−
⌊
1
kmax
m−1∑
i=1
ui
⌋
Folgende Umformungsschritte wurden durchgefu¨hrt:
⌊
1
kmax
m−1∑
i=1
ui
⌋
=
1
kmax
m−1∑
i=1
ui− f
Weil β≥ 1 fu¨r Fall 1 gilt:
DON(sm1 )
DOPT (sm1 )
≤
m−1∑
i=1
ui+β
m−1∑
i=1
ui−
[
1
kmax
m−1∑
i=1
ui− f
]
β
m−1∑
i=1
ui
=
1
β +1−
1
βkmax +
f
β
m−1∑
i=1
ui
z1 =
f
β
m−1∑
i=1
ui
=
1
kmax
m−1∑
i=1
ui−
⌊
1
kmax
m−1∑
i=1
ui
⌋
m−1∑
i=1
ui
lim
m−1∑
i=1
ui → ∞
(z1) = lim
kmax → ∞
(z1) = 0
DON(sm1 )
DOPT (sm1 )
≤ 1β +1− 1βkmax + z1 ≈
1β +1− 1βkmax ≤ 2
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C.3 Umformung von DON(s
m
1 )
DOPT(sm1 )
fu¨r Fall 2
Folgende Umformung wird auf S.153 verwendet.
Weil β≤ 1 fu¨r Fall 2 gilt:
DON(sm1 )
DOPT (sm1 )
≤
(1+β)
m−1∑
i=1
ui−
⌊
1
kmax
m−1∑
i=1
ui
⌋
m−1∑
i=1
ui
,
⌊
1
kmax
m−1∑
i=1
ui
⌋
≤ β
m∑
i=2
ui (C.1)
Diese Gleichung kann wie folgt umgeformt werden, so dass die Abha¨ngigkeit des Quotienten
von β und kmax sichtbar wird:
DON(sm1 )
DOPT (sm1 )
= 1+β−
⌊
1
kmax
m−1∑
i=1
ui
⌋
m−1∑
i=1
ui
= 1+β−
1
kmax
m−1∑
i=1
ui− f
m−1∑
i=1
ui
= 1+β− 1
kmax
+
f
m−1∑
i=1
ui
(C.2)
Zur Vereinfachung wird zu eine Korrekturfunktion in Abha¨ngigkeit von kmax und β eingefu¨hrt:
z2(kmax,β) = 1kmax −
f
m−1∑
i=1
ui
= 1kmax −
1
kmax
m−1∑
i=1
ui−
⌊
1
kmax
m−1∑
i=1
ui
⌋
m−1∑
i=1
ui
=
⌊
1
kmax
m−1∑
i=1
ui
⌋
m−1∑
i=1
ui
≤ 1
(C.3)
lim
m−1∑
i=1
ui → ∞
⎛
⎜⎜⎜⎜⎜⎝
⌊
1
kmax
m−1∑
i=1
ui
⌋
m−1∑
i=1
ui
⎞
⎟⎟⎟⎟⎟⎠=
1
kmax
(C.4)
und in C.2 eingesetzt:
DON(sm1 )
DOPT (sm1 )
≤ 1+β− z2(kmax,β),z2(kmax,β)≤ β≤ 1,z2 ≈ 1kmax
z2(kmax,β)≤ β
(C.5)
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