) is said to be m -m disconjugate in D if n-2m and no (nontrivial) solution of (1.1) has two zeros of order m in D.
In § 2 we consider the effect of a linear Mobius transformation of the independent variable z on the form of equation (1.1) . Modifying a result of Wilczynski [10] , we assert (Theorem 1) the existence of certain combinations of the coefficients of equation (1.1) which remain invariant under the group of linear Mobius transformations. These invariants, which we denote by Ij(z), j = 2, , n, play an important role in our study of disconjugacy properties of equation (1.1) .
Making use of Theorem 1, we obtain in § 3 bounds for all the coefficients of the disconjugate equation (1.1) and all its invariants. Thus, we prove (Theorem 2) that if equation (1.1) is disconjugate in \z < 1, then (1.2) I and (1.3) |Py(*)|^ """'"' , |*|<l,i = 2 f ...,*,
where A(j, n) and B(j, n) are constants which depend only on j and n. Theorem 2 extends a former result [7, Th. 5] , where a bound was given only for the first nonvanishing coefficient of the disconjugate equation (1.1).
436
MEIRA LA VIE By a procedure essentially due to Fano [3] , we obtain in §4 a differential equation of the type (1.1) , such that this n-th order equation and the second order equation w"(z) + s(z)w(z) = 0 are simultaneously disconjugate or not disconjugate in D. Using then a result of Hille [4] , we show that (1.2) and (1.3) are of the correct order of growth.
Finally, in § 5, we generalize a recent result of Kim [6, Th. 2.1] , and give (Theorem 3) sufficient conditions for m -m disconjugacy of self-adjoint differential equations of order 2m. This is done by utilizing again the existence of the invariants (Theorem 1) as well as a sharp integral inequality obtained by Kim [6, Th. 3.3] .
2* Linear invariants associated with equation (1.1)* We start with a remark concerning the form of equation (1.1) (1.1) , that the coefficient of y {n~l) {z) is identically zero. Moreover, it is sufficient to consider disconjugacy properties of equation (1.1) in the unit disk. This will be done in §'s3 and 5.
Suppose now that ζ(z) is regular and one to one in D, and set
Equation (1.1) is transformed by the substitution (2.4) into equation (2.3) , and we are concerned now with the relations between the coefficients of these equations. For second order differential equations (n = 2) it is well known (e.g. see [5, p. 394 ζ'(z) 2 ζ() is the Schwarzian derivative. For higher order differential equations (n > 2), a similar relation holds [10, p. 24] ; namely,
Ό (2.5') can be verified directly; see also [7, Ths. 3 and 4] . As is well known, the Schwarzian derivative (2.6) vanishes identically, if and only if ζ(s) is a linear transformation of the form
In this case, (2.5') is reduced to (2. The coefficients a j}S are given by
, j, j = 2, , n , and are uniquely determined up to a multiplicative constant.
Thus, Theorem 1 asserts the existence of invariants of weights 2,3, ••-,% of equation (1.1) when subject to a transformation (2.7) .
Invariants associated with linear differential equations were studied by Brioschi, Forsyth, Fano, Wilczynski and others. In [2] , Brioschi considered general transformations ζ(z) and established the existence of nonlinear invariants of weights 3, 4, , 7 . These invariants may be reduced to linear invariants of the form (2.9), if ζ(z) is assumed to be a linear transformation of the form (2.7). As we have already seen, (2.8) also holds only for ζ(z) of the type (2.7). Wilczynski [10, p. 26-32] considers linear transformations ζ(z), but he assumes that p 2 (z) ΞΞ 0. However, by applying slight modifications to Wilczynski's proof, one can show that it actually works even if p 2 (z) ^ 0, and thus establish Theorem 1.
REMARK. We note that the coefficients p 3 (z), j = 2, , n, of equation (1.1) not only determine the invariants I j (z),j = 2, 9 n, but are also uniquely determined by them. Indeed, if I 3 (z),j = 2, •••, n, are given regular functions in the domain D, it follows from the very form of (2.9) that
Thus, successive elimination of p 2 (z), " 9 Pj(z) from (2.9) leads us to
where the constants b jtS , s = 2, , j, j = 2, , n, are uniquely determined by (2.11) . More specifically, if we complete the schemes of constants a jfS and δ i>s , s = 2, , j, j -2, , n, given by (2.11) and (2.12) respectively, by setting a j>s = 0, Expressing pf(z) in terms of p { r~r ) (z), r = 2, , ί -1, by means of (2.15) and substituting in /*(ί), we obtain a linear combination of which is an invariant of weight j. Since by Theorem 1 the linear invariant of weight j is uniquely determined up to a constant factor, it follows that If(z) = k 3 J, (z) 
, n, are determined by the coefficient of [10, p. 46] 
If equation (1.1) is self-adjoint then (2.16) follows from (2.14). Conversely, if (2.16) holds then the differential equation is selfad joint. Indeed, by (2.16) and (2.14) the invariants of the given equation coincide with the respective invariants of the adjoint equation. Since the coefficients p s (z) are uniquely determined by the invariants, (see the remark following the proof of Theorem 1) it follows that the differential equation coincides with its adjoint. COROLLARY 
// ζ(z) is given by (2.7), then the substitution (2.4) transforms adjoint equations into adjoint equations. In particular, equation (2.3) is self-adjoint if and only if equation (1.1) is.
Theorem 1 and its corollaries play an important role in our study of disconjugacy of equation (1.1) in the unit disk. We note that the most general one-to-one analytic transformation which maps | z \ < 1 onto I ζ I < 1 is given by (2.17) ζ
For every choice of the parameters z 0 and θ in (2.17), equation (1.1) is transformed by the substitution (2.4) into a differential equation of the type (2.3). Since disconjugacy is preserved by this transformation, both equations are either disconjugate or not disconjugate in the unit disk. Finally since (2.17) is of the type (2.7), Theorem 1 can be applied to yield the relations between the coefficients of equations (1.1) and (2.3) . Furthermore, any necessary condition for disconjugacy should be satisfied not only by the coefficients of equation (1.1) but by the coefficients of equation (2.3) as well. Hence, as will become apparent in the following sections, it seems more intrinsic to express disconjugacy conditions in terms of the invariants Ij(z) rather than in terms of the coefficients p 3 {z).
3* Necessary conditions for disconjugacy* We apply now The-orem 1 in order to obtain necessary conditions for disconjugacy of equation (1.1) w.±;
In particular
and this result is sharp. Moreover, for j = 3, •••, n, (3.1) and (3.2) are of the correct order.
We remark that the necessary conditions for disfocality of equation (1.1) in \z\ < 1, obtained in [8, Th. 7] , are of the same order as (3.2) .
The following lemma will be required in the proof of Theorem 2. Lemma 1 can be proved by applying the Cauchy integral formula for the derivatives. While in general we shall be concerned only with the existence of the constants C(s, k) and not with their magnitude, it is worth noting that better estimates for the constants C(s, k) are obtained by a method given in [8, Lemma 4] . 
where Q t and Q t are polynomials of the arguments
Since equation (1.1) is disconjugate in | z \ < 1, it follows from [7, Th. 1] that the function
This assertion can easily be confirmed. Indeed, suppose that ffa) -f(z 2 ) = α6~S where | ^ |, | ^21 < 1, then the non-trivial solution ay^z) -by 2 (z) has (n -2) zeros at the origin (this follows readily from (3.6) and (3.7)) and two zeros at z γ and z 2 . But this contradicts our assumption that equation (1.1) is disconjugate in According to (3.9) where jP t is a polynomial of the specified arguments. Insertion of (3.8) and (3.8') in (3.10) and (3.10') leads us to
where G t is a polynomial of the arguments
, t -j. Having established the relations between the coefficients y t of the function f(z) and the coefficients p ά (z) of the differential equation (1.1), we are ready to proceed with our proof. As has already been mentioned, disconjugacy of equation (1.1) in the unit disk implies the univalence of the function (3.9) there. Applying now the area-theorem to the coefficients of the univalent function (3.9), we obtain (3.12) Σ (ί -1) I 7* | 2 ^ 1 . Utilizing then Theorem 1 and Lemma 1, (3.1) and (3.2) will be established by an induction on j. We proceed now with the details. Setting t = 2 in (3.13), it follows by (3.11) that (3.14)
Applying now the transformation (2.17), equation (1.1) 
Since disconjugacy is preserved by a transformation of the type (2.17), equation (2.3) is disconjugate in | ζ | < 1. Hence, according to (3.14)
(3.14') I ?2 (0) \t*(n + ΐ).
In view of the fact that for transformations of the type (2.17)
it follows from (3.14') and (3.16) that (3.18) (1 -
Since (3.18) holds for every | z 0 | < 1, this completes the proof for j -2. Next, we consider j = 3. For t = 3, (3.11) and (3.13) yield
By the Cauchy inequality, it follows from (3.18) that The general step in the induction is similar to the proof of the case j = 3. We assume now that (3.1) and (3. Setting t = m + 1 in (3.13), it follows from (3.11), the induction as- (1 Combining (3.25') with (3.24), we conclude that (3.2) holds for j = m + 1 ^ 1. This completes the proof of the main statement of the theorem.
Starpness of Theorem 2 will be discussed in the following section by means of an example.
Example* Let u(z)
and v{z) be linearly independent solutions of the second order differential equation where c x , •••,<?" are arbitrary complex constant. We now apply a process given by Fano [3, p. 531-532 ] to obtain the explicit form of the differential equation satisfied by (4.2) . Let
and set
It is easily verified by induction that if y(z) is given by (4.2), then
and
Here the summation is over all possible sequences ε^ , ε ίi _ 1 , ε t = 0, 1, such that Σ^^^i 1 s< -k; and ^l 0) -^, wi 1] = w\. Thus,
nd by (4.5) it follows now that (4.6)
On the other hand, according to (4.4) and (4.5) (cf. [2, p. 236] , [3, p. 531] then according to a result of Hille [4] , equation (4.1) is disconjugate in I z I < 1, if and only if aeC, where C denotes the interior and the boundary of the cardioid given by a = -2e iφ -e 2iφ . This cardioid goes through the points a = +1 and a = -3, contains \a\ ^ 1 and is contained in | a | ^ 3. By the assertion made above, it follows now that (4.8) is disconjugate in | z | < 1, if s(z) is given by (4.9) and aeC. Substitution of (4.9) in (4.8) leads us to a differential equation of the form (1.1), whose first coefficients are given by 
Fo = y 9 F, = y', F 2 = F[ + (n -l)sF 0 = y" + (n -l)sy ,
F z -Fi + 2(n -2)sF x = y m + (Zn -5)sy' + (n -l)sy ,(n + l)α 3(1 -zγ ' _ _2(n + l)az
z->l
Since the coefficient p 3 (z) in (4.8) We assert now that equation (4.8) is self-adjoint. To verify this assertion we note that according to (4.3) In order to obtain from (4.12) and (4.13) the differential equation satisfied by y(z), we proceed as follows, (cf. [10, p. 46-47] , [2, p. 235-237] .) Without loss of generality we may assume that the Wronskian u\z)v(z) -u{z)v\z) of equation (4.1) is identically equal to 1. Hence, (4 14) y± ±.*±) and therefore
Combining (4.12), (4.13) and (4.15), it follows that y(z) satisfies the n-th order differential equation
In order to normalize (4.16) so that the coefficient of y {n) will be equal to 1, we multiply by [v{z)\~n~ι and obtain (4.8) can be expressed in terms of a solution v(z) of (4.1) in the form (4.16'). The symmetric form of equation (4.16') implies now (see [5, p. 126] ) that equation (4.8) is self-ad joint whether n is even or odd.
We conclude our discussion of equation (4.8) We generalize now Kim's result to self-ad joint differential equations of the form As in [6] , we require the following integral inequality. LEMMA [ -p, p] where K(2s) are given by (5.3) .
Let U(x) be a real function with s continuous derivatives in the interval
Inequality (5.6) was established by Nehari [9] for s = 1 and by Beesack [1] for s = 2. Kim proved (5.6) for any natural number s [6, Th. 3.3] .
Proof of Theorem 3. We first prove that if (5.5) which by (5.7) yields the desired contradiction.
We turn now to the general case and we assume that (5.5) is satisfied. We shall prove that if the positive constants R(2k, 2m), k = 1, •••, m, are taken small enough, then equation (5.4) is m -m disconjugate in | z \ < 1. Suppose to the contrary, that there exists a solution y(z) of equation (5.4) with two zeros of order m at z ι and z 2 , where z t and z 2 are two (not necessarily symmetric) points in the unit disk. We apply now a transformation of the type (2.17) . It is well known [9] that by a suitable choice of the parameters z 0 and θ in (2.17) , it is possible to map | z | < 1 onto | ζ | < 1 in such a way that z ι and z z are mapped on two symmetric points of the real axes ±p, 0 < p < 1. By Corollary 4 of Theorem 1 the self-adjoint differential equation (5.4) It follows now from our hypothesis that equation ( , m, are small enough, it is possible to guarantee that S(2k, 2m) will satisfy (5.7') Σ However, if the coefficients s 2Λ (ζ) satisfy (5.12) and (5.7') it follows from the first part of our proof that no (nontrivial) solution of equation (5.11) has two zeros of order m at ±p,0<\p\<l; and this contradicts our hypothesis. Consequently, no solution of equation (5.4) has two zeros of order m at z ι at z 21 where | z λ |, | z 2 \ < 1.
We now give the details. Since equation (5.4) is self-adjoint, it follows from Corollary 3 of Theorem 1 that the invariants of odd weight vanish identically; i.e., (5.13 )
By comparing the forms of equations (5.4) and (1.1) it follows from (2.9) that (5.14)
where [a 2k>2t ]?, is a triangular constant matrix whose elements are determined by the constants (2.11) and by the order 2m. In particular 
