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WEAK CONTACT EQUATIONS FOR MAPPINGS INTO HEISENBERG
GROUPS
ZOLTA´N M. BALOGH, PIOTR HAJ LASZ, AND KEVIN WILDRICK
Abstract. Let k > n be positive integers. We consider mappings from a subset of Rk
to the Heisenberg group Hn with a variety of metric properties, each of which imply that
the mapping in question satisfies some weak form of the contact equation arising from
the sub-Riemannian structure of the Heisenberg group. We illustrate a new geometric
technique that shows directly how the weak contact equation greatly restricts the behavior
of the mappings. In particular, we provide a new and elementary proof of the fact that
the Heisenberg group Hn is purely k-unrectifiable. We also prove that for an open set
Ω ⊂ Rk, the rank of the weak derivative of a weakly contact mapping in the Sobolev space
W 1,1
loc
(Ω;R2n+1) is bounded by n almost everywhere, answering a question of Magnani.
Finally we prove that if f : Ω→ Hn is α-Ho¨lder continuous, α > 1/2, and locally Lipschitz
when considered as a mapping into R2n+1, then f cannot be injective. This result is related
to a conjecture of Gromov.
1. Introduction
Let n be a positive integer. The Heisenberg group Hn is a non-commutative Lie group
structure on Cn × R = R2n+1 that plays an important role in a variety of areas, including
mathematical physics, complex analysis, hyperbolic geometry, and control theory. It is
also a key example in the theory of analysis on metric spaces. Using the notation
p = (z, t) = (z1, . . . , zn, t) = (x, y, t) = (x1, y1, . . . , xn, yn, t)
for a point of Hn, the Lie algebra of Hn is defined by the basis of left-invariant vector fields
(1.1) Xj =
∂
∂xj
+ 2yj
∂
∂t
, Yj =
∂
∂yj
− 2xj
∂
∂t
, j = 1, . . . , n, and T =
∂
∂t
.
The Heisenberg group is equipped with the non-integrable horizontal distribution HHn,
which is defined at every point p ∈ Hn by
HpH
n = span {X1(p), . . . , Xn(p), Y1(p), . . . , Yn(p)}.
This distribution coincides with the kernel at p of the standard contact form
(1.2) α = dt+ 2
n∑
j=1
(xj dyj − yj dxj)
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on R2n+1. The horizontal distribution naturally induces a length metric on Hn, called the
Carnot-Carathe´odory metric, by considering only curves that are almost everywhere tan-
gent to the distribution; see Section 3 for a more precise description. While its topological
dimension is 2n+1, the Heisenberg group has Hausdorff dimension 2n+2 when equipped
with this metric.
In this paper, we consider mappings from subsets of the Euclidean space Rk to the
Heisenberg group Hn satisfying a variety of metric conditions. Each of these conditions
implies that such a mapping f is tangent in some sense to the horizontal distribution, i.e.,
that in some sense f satisfies the contact equation
f ∗α = 0.
We use a new and geometric argument to prove that the contact equation greatly restricts
the mapping’s behavior. To illustrate this method, our main focus in this paper is a new
proof of the pure k-unrectifiability of the Heisenberg group Hn, when k > n:
Theorem 1.1. Let k > n be positive integers. Let E ⊂ Rk be a measurable set, and let
f : E → Hn be a Lipschitz mapping. Then Hk
Hn
(f(E)) = 0.
Here Hk
Hn
denotes the Hausdorff measure with respect to the Carnot-Carathe´odory met-
ric in the Heisenberg group. This powerful result was proved by Ambrosio and Kirch-
heim [1, Theorem 7.2] in the case n = 1. They derived it by combining their general
results on metric differentiation, the area formula for mappings into metric spaces, and
the Pansu differentiability of Lipschitz mappings from a subset of Rk into Hn. In the case
that k = 2n + 2, the result was proved earlier by David and Semmes [6, Section 11.5].
In [21] and [23], Magnani expanded on the ideas of [26] and [1] to prove a very general
theorem about Lipschitz mappings between Carnot groups that includes Theorem 1.1 as a
special case. These proofs are rather involved, and do not show in a straightforward way
how basic geometric properties of the Heisenberg group are responsible for the validity of
Theorem 1.1. Our proof does not use any of the machinery employed by Ambrosio and
Kirchheim.
Instead, we employ the approximate derivative of f , denoted at a point x ∈ E by ap dfx.
Denote by Hk the Hausdorff measure in Rk, which coincides with the Lebesgue measure.
To prove Theorem 1.1, we first show that a mapping f as in the statement of the theorem
satisfies a weak contact equation in the following sense: at Hk-almost every x ∈ E, the
image of the approximate derivative of f at x is contained in the horizontal distribution
at f(x), i.e.,
(1.3) im ap dfx ⊂ kerα(f(x)) at H
k-almost every x ∈ E.
See Lemma 3.3 below.
The proof continues by exploiting the geometric implications of the weak contact equa-
tion (1.3), and shows directly how the geometry of the Heisenberg group affects the be-
havior of Lipschitz mappings from Euclidean spaces. As an important step in this process,
we prove:
Theorem 1.2. Let k > n and let E ⊂ Rk be a measurable set. If f : E → Hn is locally
Lipschitz, then for Hk-almost every point x ∈ E,
rank ap dfx ≤ n.
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Remark 1.3. We will actually prove a stronger result: the image of ap d(π ◦ f)x is an
isotropic subspace of R2n for almost all x ∈ E, where π : R2n+1 → R2n is the orthogonal
projection defined in (5.1).
In the case when E is open, the proof of Theorem 1.2 is much easier and well known,
see e.g. [17, Proposition 1.1], [22]. Namely, the mapping f is locally Lipschitz continuous
as a mapping into R2n+1 and it satisfies the contact equation almost everywhere in the
standard sense of differential forms. Taking the exterior derivative of this equation in the
distributional sense then easily leads to the result.
When E is only assumed to be measurable, the mapping is still locally Lipschitz con-
tinuous as a mapping from E to R2n+1, and can be extended to a Lipschitz mapping from
Rk to R2n+1. However, the validity of the contact equation can be guaranteed only on the
set E, preventing the straightforward use of distributional derivatives. We overcome this
substantial difficulty by replacing analytic methods with geometric arguments.
Finally Theorem 1.1 is deduced from Theorem 1.2 by arguments related to the proof of
the Sard theorem and adapted to the metric structure of the Heisenberg group. Connection
to the Sard theorem should not be surprising: Theorem 1.2 implies that almost all points
are critical with a strong estimate for the rank of the derivative.
The methods demonstrated in our proof of Theorem 1.2 have other applications as well.
In particular, they work well in the Sobolev category, and allow us to prove the following
Theorem:
Theorem 1.4. Let k > n, and let Ω be an open subset of Rk. If f ∈ W 1,1loc (Ω;R
2n+1)
satisfies the weak contact equation
(1.4) imwk dfx ⊂ kerα(f(x)) for H
k-almost every x ∈ Ω,
then for Hk-almost every x ∈ Ω,
rank wk dfx ≤ n.
Here W 1,1loc (Ω;R
2n+1) denotes the Sobolev space of locally integrable mappings f : Ω →
R
2n+1 with a locally integrable weak derivative wk df . Magnani, [22], proved Theorem 1.4
in the case n = 1, k = 2, and f ∈ W 1,p(Ω;R3) for some p ≥ 4/3. His argument based
on the notion of distributional Jacobian cannot be applied in the case 1 ≤ p < 4/3. This
range was left as an open problem. Recently and independently, Theorem 1.4 was also
proved by Magnani, Maly´, and Mongodi in [24], using analytic methods.
Remark 1.3 applies to Theorem 1.4 as well. Moreover, the assumption of Sobolev regu-
larity cannot be reduced to bounded variation, as shown in [4].
We will also present yet another proof of Theorem 1.4. Since Theorem 1.4 is local in
nature, we may assume that Ω is an open ball, and that f and wk df are integrable on this
ball. Thus, Theorem 1.4 follows directly from Theorem 1.2 and the following result.
Theorem 1.5. Let Ω be a bounded domain in Rk with smooth boundary. If f ∈
W 1,1(Ω;R2n+1) satisfies the weak contact equation (1.4), then for any ε > 0 there is is
a set Eε such that H
k(Ω \ Eε) < ε and f |Eε : Eε → H
n is Lipschitz continuous.
Here we do not require k > n. The proof of this result is based on the methods of
analysis on metric spaces and is very different in nature from other proofs presented in
this paper. Combined with Theorem 1.1, it also has the following corollary:
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Corollary 1.6. Assume the notation and hypotheses of Theorem 1.4. If in addition, the
mapping f satisfies the Lusin condition
(1.5) if Z ⊆ Ω and Hk
Rk
(Z) = 0, then Hk
Hn
(f(Z)) = 0,
then Hk
Hn
(f(Ω)) = 0.
On the other hand, the following can be deduced from [18] and [7, Proposition 6.8]:
Example 1.7. For each integer k ≥ 2, there is a bounded and continuous mapping f ∈
W 1,k(BRk(0, 1);R
2n+1) that satisfies the weak contact equation (1.4) and whose image
contains an open set in Hn.
Corollary 1.6 implies that when k ≤ 2n + 2, a mapping as in Example 1.7 cannot
satisfy the Lusin condition (1.5). However, in the presence of even slightly better Sobolev
regularity, the condition (1.5) is guaranteed; see, e.g., [28]. This implies the following
result, which can be considered as a Sobolev version of Theorem 1.1:
Corollary 1.8. Let k > n, and let Ω be an open subset of Rk. If p > k and f ∈
W 1,ploc (Ω;R
2n+1) satisfies the weak contact equation (1.4), then
Hk
Hn
(f(Ω)) = 0.
In Corollary 1.8, it is important that the weak contact condition hold almost everywhere
in the open set Ω, as the following example from [3] shows:
Example 1.9. There is a continuously differentiable mapping f : R2 → R3 and a set
E ⊆ R2 such that
im dfx ⊆ kerα(f(x)) for all x ∈ E
and H2
H1
(f(E)) > 0.
As a final application of our method, we prove a result related to the following theorem
of Gromov, proven in [11, Corollary 3.1.A].
Theorem 1.10. Let 0 < α ≤ 1, and let k > n. Every α-Ho¨lder continuous embedding
f : Rk → Hn satisfies α ≤ n+1
n+2
.
A well-known conjecture attributed to Gromov states that in the above theorem, it is
actually the case that α ≤ 1/2. A number of tools for attacking this problem have recently
been introduced to the literature, such as [30] and [20].
Using Theorem 1.1, we confirm this conjecture for mappings that are additionally as-
sumed to be locally Lipschitz with respect to the Euclidean metric in R2n+1, as we now
describe.
Let 0 < α < 1. We say that a mapping f : X → Y between metric spaces is in the class
C0,α+(X ; Y ) if there is a non-decreasing continuous function β : [0,∞)→ [0,∞) satisfying
β(0) = 0 such that for all x, y ∈ X ,
dY (f(x), f(y)) ≤ dX(x, y)
αβ(dX(x, y)).
Theorem 1.11. Let k > n be positive integers, and let Ω be an open subset of Rk. Then
there is no injective mapping in the class C0,
1
2
+(Ω;Hn) that is also locally Lipschitz when
considered as a map into R2n+1.
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This result is also related to an example constructed in [16]. A brief sketch of the proof
of Theorem 1.11 is as follows; we postpone the full proof to Section 8. Theorem 1.11 fol-
lows from Theorem 1.1, Rademacher’s theorem, and two elementary facts. Rademacher’s
theorem states that a locally Lipschitz mapping between open subsets of Euclidean spaces
is classically differentiable almost everywhere. The first elementary fact needed, Propo-
sition 8.1 below, implies that if a map f ∈ C0,(1/2)+(Ω;Hn) is also locally Lipschitz as a
map into R2n+1, then for Hk-almost every point x ∈ Ω, the image of the classical deriva-
tive dfx is contained in the horizontal tangent space Hf(x)H
n, i.e., f satisfies the classical
contact equation almost everywhere. The second fact, Proposition 8.2 below, shows that
this property implies that f : Ω → Hn is locally Lipschitz. Theorem 1.1 now yields that
Hk
Hn
(f(Ω)) = 0, from which it follows that f cannot be an embedding.
The paper is organized as follows. In Section 2 we provide basic definitions and results
about approximate differentiability. Section 3 is an introduction to the geometry of the
Heisenberg group and contains all the basic definitions and results that are used in the
sequel. We also prove here that Lipschitz mappings into the Heisenberg group satisfy the
weak contact equation (1.3). In Section 4 we study elementary symplectic linear algebra
as it relates to the Heisenberg group, and construct isometries of the Heisenberg group
generated by Euclidean isometries between isotropic subspaces. Section 5 contains the
proofs of Theorems 1.2 and 1.4, which are similar in nature. In Section 6, we prove
Theorem 1.5, giving a second proof of Theorem 1.4. We also prove here Corollaries 1.6
and 1.8. Section 7 contains the proof of Theorem 1.1. The arguments used here are
closely related to the proof of Sard’s theorem. The final Section 8 contains the proof of
Theorem 1.11.
Our notation throughout is fairly standard. By C will denote a positive constant whose
value may change in a single string of estimates. The integral average will be denoted by∫
E
f dµ = µ(E)−1
∫
E
f dµ.
The α-dimensional Hausdorff measure in Rk and Hn will be denoted by Hα and Hα
Hn
respectively. However, in order to avoid confusion, the Hausdorff measure in R2n+1 with
respect to the Euclidean metric will occasionally also be denoted by Hα
R2n+1
to clearly
distinguish it from Hα
Hn
. Other notation will be explained as it arises.
2. Approximate differentiability
Let E ⊂ Rk be a measurable set. We say that a function f : E → R is approximately
differentiable at almost every point of E if for every ε > 0, there is a set K ⊂ E such that
Hk(E \K) < ε and g ∈ C1(Rk) that agrees with f on K. At any Hk-density point x of
the set K, we define the approximate derivative of f at x by
ap dfx = dgx.
Note that ap dfx is independent of the choice of the function g and set K used to define it.
A mapping f : E → Rm is approximately differentiable a.e. in E if its coordinate functions
are approximately differentiable a.e. in E.
It is a theorem of Whitney [29] that this definition of approximate differentiability at
almost every point coincides with the almost-everywhere validity of the usual pointwise
definition of approximate differentiability given, for example, in [9, Section 6]. In particular
if f is differentiable a.e. in an open set Ω ⊂ Rk, then it is approximately differentiable a.e.
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in Ω in the sense described above. If f : E → R, E ⊂ Rk is Lipshitz continuous, then it
can be extended to a Lipschitz function F : Rk → R. This can be done using the McShane
extension [10, 2.10.44]. According to Rademacher’s theorem, F is differentiable a.e., which
in turn implies that f is approximately differentiable a.e. in E.
A Sobolev function f ∈ W 1,1loc (Ω) is approximately differentiable a.e. in Ω, and at almost
every such point x, it holds that
ap dfx = wk dfx,
where wk dfx denotes the weak derivative of f [9, Section 6]. Indeed, Sobolev functions
f ∈ W 1,1(Rk) satisfy the pointwise inequality
|f(x)− f(y)| ≤ C(k)|x− y|(M|∇f |(x) +M|∇f(y)|) a.e.
where Mg denotes the Hardy-Littlewood maximal function. Hence f is Lipschitz continu-
ous on the set {x : M|∇f |(x) ≤ t}, the complement of which has measure bounded above
by a constant multiple of t−1. Now the result follows from the fact that Lipschitz functions
are approximately differentiable a.e. For more details see [14].
In the next section we will discuss the approximate differentiability of mappings into the
Heisenberg group.
3. The Heisenberg group
For more details and references to the results stated here without proof, see, e.g., [5].
We retain the notation of the introduction.
As mentioned in the introduction, the Heisenberg group is a Lie group Hn = Cn × R =
R2n+1 equipped with the group law
(z, t) ∗ (z′, t′) =
(
z + z′, t+ t′ + 2 Im
(
n∑
j=1
zjz′j
))
.
We recall that the basis of left invariant vector fields X1, . . . , Xn, Y1, . . . , Yn, T and the
horizontal distribution HHn were defined in the introduction. An absolutely continuous
curve
γ = (γx1, γy1, . . . , γxn, γyn , γt) : [a, b]→ R2n+1
is called horizontal if γ′(s) ∈ Hγ(s)H
n for almost every s. This condition is equivalent to
the contact equation γ∗α = 0, and hence it is also equivalent to
2
n∑
j=1
γxjdγyj − γyjdγxi = −dγt.
Thus if the curve γ is closed,
(3.1)
1
2
n∑
j=1
∫
γ
γxjdγyj − γyjdγxi = −
1
4
∫
γ
dγt = 0.
If n = 1, according to Stokes’ theorem the integral on the left hand side equals the oriented
area enclosed by the projection of γ on the x1y1 plane, and hence the enclosed area equals
zero. This property will play a crucial role in our arguments. Since the enclosed area equals
zero, the curve cannot be Jordan. Typically it looks like the figure 8, perhaps with a larger
number of loops. If n > 1 the sum on the left hand side equals the sum of oriented areas
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of projections on the planes xjyj. This makes our arguments slightly more complicated,
but they are essentially the same as in the case n = 1.
The distribution HHn is equipped with the left invariant sub-Riemannian metric g de-
fined by the condition that the vectors X1(p), . . . , Xn(p), Y1(p), . . . , Yn(p) are orthonormal
at every point p ∈ Hn. The Heisenberg group Hn is then equipped with the Carnot-
Carathe´odory metric dcc which is defined as the infimum of the lengths of horizontal curves
connecting two given points. The length ℓH(γ) of the curve is computed with respect to
the metric g on HHn. That is if
γ′(t) =
n∑
i=1
αi(t)Xi(γ(t)) + βi(t)Yi(γ(t)), a ≤ t ≤ b,
then
ℓH(γ) =
∫ b
a
‖γ′(t)‖H dt =
∫ b
a
√√√√ n∑
i=1
α2i (t) + β
2
i (t) dt.
Since
γ′(t) =
n∑
i=1
αi(t)
∂
∂xi
+ βi(t)
∂
∂yi
+
(
n∑
i=1
2γyi(t)αi(t)− 2γ
xi(t)βi(t)
)
∂
∂t
we conclude that the Carnot-Carathe´odory length ℓH(γ) is less than or equal to the Eu-
clidean length of γ. In fact, ℓH(γ) equals to the Euclidean length of the projection of γ on
R2n defined in (5.1).
The non-integrability of the horizontal distribution implies that any two points in Hn
can be connected by a horizontal curve and hence dcc is a true metric. In fact, any pair
of points can be connected by curve whose length equals the distance between the points.
Such a curve is called a geodesic; note that there may be more than one geodesic connecting
a given pair of points. We say that a metric space (X, d) is a geodesic space if any pair of
points can be connected by a geodesic. The Heisenberg group is an example of a geodesic
space.
The Carnot-Carathe´odory metric is topologically equivalent to the Euclidean metric.
Moreover, for any compact set K ⊂ Hn there is a constant C ≥ 1 such that
(3.2) C−1|p− q| ≤ dcc(p, q) ≤ C|p− q|
1/2
for all p, q ∈ K. The space Hn is complete with respect to the metric dcc. In what
follows, Hn will always be regarded as the metric space (Hn, dcc). In particular, the identity
mapping id : Hn → R2n+1 is locally Lipschitz continuous. Hence a Lipschitz mapping
f : E → Hn, E ⊂ Rk, is locally Lipschitz as a mapping into R2n+1. As discussed previously,
this implies that it is approximately differentiable a.e. in E.
It is often more convenient to work the Kora´nyi metric, which is bi-Lipschitz equivalent
to the Carnot-Carathe´odory metric but much easier to compute. The Kora´nyi metric is
defined by
dK(p, q) = ‖q
−1 ∗ p‖K, where ‖(z, t)‖K =
(
|z|4 + t2
)1/4
.
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A straightforward computation shows that for p = (z, t) = (x, y, t) and q = (z′, t′) =
(x′, y′, t′) we have
dK(p, q) =
|z − z′|4 + ∣∣∣∣∣t− t′ + 2
n∑
j=1
(x′jyj − xjy
′
j)
∣∣∣∣∣
2
1/4(3.3)
≈ |z − z′|+
∣∣∣∣∣t− t′ + 2
n∑
j=1
(x′jyj − xjy
′
j)
∣∣∣∣∣
1/2
.
Here f ≈ g means that C−1f ≤ g ≤ Cf for some constant C ≥ 1.
A curve in a metric space is called rectifiable if it has finite length. Given a compact
interval I ∈ R, an absolutely continuous path γ : I → R2n+1 has finite length by the
fundamental theorem of calculus. Since a horizontal path is assumed to be Euclidean
absolutely continuous, and its length calculated with respect to sub-Riemannian metric is
no greater than its Euclidean length, each horizontal path is also rectifiable in Hn.
Every rectifiable curve in a metric space admits an arc-length parameterization [13,
Theorem 3.2]. With this parameterization the curve is 1-Lipschitz. If γ : [a, b] → Hn is
Lipschitz, then it is also Lipschitz as a curve in R2n+1 and hence it is differentiable a.e.
It turns out that the tangent vectors to γ are horizontal a.e., so the curve is horizontal
(see Proposition 8.1 and also [15, Proposition 11.4] for a more general result). Thus any
rectifiable curve in Hn admits an arc-length parameterization in which it is horizontal.
We will need the following extension results for geodesic spaces. Clearly they apply to
the Heisenberg group X = Hn which is complete as a metric space.
Lemma 3.1. Let K ⊂ [a, b], be a compact subset of a compact interval. If f : K → X
is an L-Lipschitz mapping into a geodesic space, then there is an L-Lipschitz extension
F : [a, b] → X which agrees with f on K. If in addition X is complete, K can be any
subset of [a, b], not necessarily compact.
Proof. Suppose first that (X, d) is any geodesic metric space and K is compact. Let
α = infK and β = supK be the “endpoints” of the set K. By extending f to the intervals
[a, α] and [β, b] as a constant mapping equal f(α) and f(β) respectively we can assume
without loss of generality that a, b ∈ K. Now we can write [a, b] \ K as a countable
union of disjoint open intervals {(ai, bi)}
∞
i=1. Let γi : [0, d(f(ai), f(bi))]→ X be a geodesic
connecting f(ai) to f(bi), parameterized by arc-length. Since γi is 1-Lipschitz, the curve
Fi : [ai, bi]→ X, Fi(t) = γi
(
(t− ai)
d(f(ai), f(bi))
|ai − bi|
)
is Lipschitz with the Lipschitz constant bounded by
d(f(ai), f(bi))
|ai − bi|
≤ L.
It now follows from the triangle inequality that F : [a, b]→ X defined by
F (t) =
{
f(t) for t ∈ K,
Fi(t) for t ∈ (ai, bi),
is an L-Lipschitz extension of f . Suppose now that in addition to being geodesic, the space
X is also complete. If K ⊂ [a, b] is any subset, then f uniquely extends to the closure of
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K as an L-Lipschitz mapping and the result follows from the compact K case discussed
above. ✷
The next result is a variant of Lemma 3.1 and will be used in the proof of Theorem 1.2.
Lemma 3.2. Let K ⊂ S be a compact subset of a circle S ⊂ R2. We assume that the circle
is equipped with the metric inherited from R2. If f : K → X is an L-Lipschitz mapping
into a geodesic space, then there is an Lπ/2-Lipschitz extension F : S → X which agrees
with f on K. If in addition X is complete, K can be any subset of S, not necessarily
compact.
Proof. If K ⊂ S is compact, we can write S \K as a countable union of arcs {a˜ibi}
∞
i=1.
It is easy to see that there is a 1-Lipschitz mapping from a˜ibi onto the interval of length
|ai − bi|
hi : a˜ibi → [0, |ai − bi|].
Let γi be defined as in the proof of Lemma 3.1. Now
Fi : a˜ibi → X Fi(t) = γi
(
d(f(ai), f(bi))
|ai − bi|
hi(t)
)
is Lipschitz continuous with the Lipschitz constant bounded by L. We define the extension
F as in Lemma 3.1. The mapping F maps arcs of length ℓ onto curves of length at most
Lℓ. Since the length of a shorter arc connecting two given points a, b ∈ S is bounded by
|a − b|π/2 the result easily follows. If X is also complete and K ⊂ S is any subset, the
argument is exactly the same as in the previous proof. ✷
As an application of Lemma 3.1 we will prove
Lemma 3.3. Let k and n be positive integers. Let E ⊂ Rk be measurable. If f : E → Hn
is locally Lipschitz, then for Hk-almost every x ∈ E, the image of ap dfx is contained in
the horizontal subspace Hf(x)H
n.
Proof. Since measurable sets can be exhausted (up to a subset of measure zero) by
countably many compact sets, we may assume that E is compact and f is L-Lipschitz,
L ≥ 1. We may also assume without loss of generality that E is contained in the unit cube
[0, 1]k. For each ρ ∈ [0, 1]k−1, define the line segment ℓρ = {ρ} × [0, 1], and set
Ek−1 = {ρ ∈ [0, 1]
k−1 : ℓρ ∩ E 6= ∅}.
By Lemma 3.1, for each ρ ∈ Ek−1, we may find an L-Lipschitz extension fρ of f |ℓρ∩E to all
of ℓρ. Since fρ defines a rectifiable curve in H
n, it follows that forH1-almost every s ∈ [0, 1],
the tangent vector f ′ρ(s) exists and is contained in the horizontal subspace Hfρ(s)H
n.
Denote
B = E \ {x = (ρ, s) ∈ E : ap dfx(ek) and f
′
ρ(s) exist and agree}.
We claim that Hk(B) = 0, showing that ap dfx(ek) is in the horizontal tangent space for
Hk-almost every x ∈ E. An analogous argument for each vector ap dfx(ej), j = 1, . . . , k−1,
completes the proof.
If Hk(B) > 0, then we may find a set K ⊂ B such that Hk(K) > 0 and a C1-mapping
g : [0, 1]k → R2n+1 that agrees with f on K. Moreover, dgx(ek) = ap dfx(ek) at each density
point of K. Set
Kk−1 = {ρ ∈ [0, 1]
k−1 : ℓρ ∩K 6= ∅},
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and given ρ ∈ Kk−1, set
Kρ = {s ∈ [0, 1] : (ρ, s) ∈ K}.
Fubini’s theorem implies that for Hk−1-almost every point ρ ∈ Kk−1 and H
1-almost every
s ∈ Kρ, the point x = (ρ, s) is a H
k-density point of K, a H1-density point of ℓρ ∩K, and
a point of differentiability of fρ. At such a point x = (ρ, s), it holds that
ap dfx(ek) = dgx(ek) = f
′
ρ(s),
and so x /∈ B, a contradiction. ✷
4. The standard symplectic form
The standard symplectic form in R2n is the differential 2-form on R2n defined by
ω =
n∑
i=1
dxi ∧ dyi,
i.e. for vector fields
(4.1) v =
n∑
i=1
vxi
∂
∂xi
+ vyi
∂
∂yi
and w =
n∑
i=1
wxi
∂
∂xi
+ wyi
∂
∂yi
we define ω(v, w) : R2n → R by
ω(v, w) =
n∑
i=1
(vxiwyi − vyiwxi) .
We will denote the evaluation of this form at the point q by ω(q)(v, w). When v and w are
constant vector fields or are only defined at a single point, i.e., they are tangent vectors,
ω(v, w) can be thought of as a single real number.
The standard symplectic form can be equivalently defined by the standard complex
structure on TqR
2n, i.e., the isomorphism J : TqR
2n → TqR
2n determined by
J
(
∂
∂xi
)
=
∂
∂yi
, J
(
∂
∂yi
)
= −
∂
∂xi
for i = 1, . . . , n. Namely, it holds that
ω(q)(v, w) = −〈v(q),Jw(q)〉,
where 〈·, ·〉 stands for the standard scalar product on R2n.
A vector subspace V ⊂ R2n is said to be isotropic if ω(v, w) = 0 for all v, w ∈ V . Sub-
spaces that are not isotropic have a geometric interpretation that will help in understanding
the main idea behind the proofs of Theorems 1.2 and 1.4. If V ⊂ R2n is non-isotropic,
then there are vectors v, w ∈ V such that
ω(v, w) =
n∑
i=1
(dxi ∧ dyi)(v, w) 6= 0.
Observe that (dxi ∧ dyi)(v, w) is the oriented area of the projection of the parallelogram
with sides v and w onto the coordinate plane xiyi. Thus the sum of the (oriented) areas
of the projections on the planes xiyi, i = 1, 2, . . . , n, is different from zero. Clearly if we
replace the parallelogram with any measurable set E ⊂ span {v, w} of positive measure,
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the sum of oriented areas of the projections is still non-zero. In the proofs of Theorems 1.2
and 1.4 we will consider the case that E is an ellipse.
If we identify elements z and z′ of R2n = Cn with vectors of the form (4.1), then the
product in the Heisenberg group can be written as
(z, t) ∗ (z′, t′) = (z + z′, t+ t′ − 2ω(z, z′)).
Also
(4.2) dK((z, t), (z
′, t′)) =
(
|z − z′|4 + |t− t′ − 2ω(z, z′)|2
)1/4
.
It easily follows from the definitions that for any isotropic subspace V and any t ∈ R, the
restriction of the Kora´nyi metric to V × {t} ⊂ Hn agrees with the Euclidean metric on V .
For this reason, we now discuss the well-known linear algebra associated with the standard
symplectic form.
Given a subspace V of R2n, we denote by V ∗ the dual of V , i.e., the vector space of
linear homomorphisms from V to R, and define the symplectic complement of V by
V ω = {w ∈ R2n : ω(v, w) = 0 for all v ∈ V }.
Note that V is isotropic if and only if V ⊂ V ω. An isotropic subspace V is said to be
Lagrangian if it is of dimension n, the maximum possible for an isotropic subspace.
Lemma 4.1. Let V be a subspace of R2n. Then
• dimV ω = 2n− dimV,
• if V is isotropic, then dim V ≤ n,
• if V is isotropic, then there is a Lagrangian subspace of R2n that contains V .
Proof. Consider the homomorphism Φ: R2n → V ∗ defined by
Φ(w)(v) = ω(v, w) = −〈v,Jw〉.
The kernel of Φ is precisely V ω. Since J is an isomorphism, the homomorphism Φ is
surjective, showing that
(4.3) dimV ω = 2n− dimV ∗ = 2n− dim V.
If V is isotropic, then V is contained in V ω, and so (4.3) implies that dimV ≤ n.
Finally, we show that if V is isotropic, then it is contained in a Lagrangian subspace. Let
V ′ be an isotropic subspace containing V of maximal dimension. If dim V ′ = dim(V ′)ω,
then (4.3) applied to V ′ implies that dimV ′ = n, showing that V ′ is Lagrangian. If
dimV ′ < dim(V ′)ω, then we may find a vector w ∈ (V ′)ω that is not in V ′. However, the
subspace generated by V ′∪{w} is again isotropic, contradicting the maximality of V ′. 
The canonical example of an isotropic subspace of R2n is the span of {∂/∂x1, . . . , ∂/∂xj}
for some j ≤ n. From the perspective of the metric geometry of the Heisenberg group, all
isotropic subspaces may be assumed to be of this form, as the following statement shows.
A more detailed proof can be found in [2, Lemma 2.1].
Lemma 4.2. Let V and W be isotropic subspaces of R2n, which we identify with the
corresponding subsets of R2n × {0} ⊂ Hn. If V and W have the same dimension, then
there is a linear isometry Φ: Hn → Hn with respect to the Kora´nyi metric such that
Φ(V ) =W .
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Proof. Let 1 ≤ j ≤ n denote the dimension of V and W . By Lemma 4.1, we may find
Lagrangian subspaces V ′ and W ′ so that V is contained in V ′ and W is contained in
W ′. Since V ′ is isotropic, the subspace J V ′ is orthogonal to V ′. Since dimV ′ = n, the
orthogonal sum of V ′ and J V ′ is all of R2n. The same holds true for W ′ and hence
V ′ ⊕ J V ′ =W ′ ⊕ JW ′ = R2n.
Note that J is an orthogonal transformation of R2n. Using the Gram-Schmidt process, we
may find orthonormal bases
BV = {v1, . . . , vn} and BW = {w1, . . . wn}
of V ′ and W ′ respectively, such that
• {v1, . . . , vj} and {w1, . . . , wj} are bases of V and W , respectively,
• BV ∪ JBV and BW ∪ JBW are orthonormal bases of R
2n,
• BV ∪ JBV and BW ∪ JBW are symplectic bases of R
2n, i.e.,
ω(vi, vk) = 0 = ω(J vi,J vk), and ω(vi,J vk) =
{
1 i = k,
0 i 6= k.
ω(wi, wk) = 0 = ω(Jwi,Jwk), and ω(wi,Jwk) =
{
1 i = k,
0 i 6= k.
We define φ : R2n → R2n to be the (Euclidean) linear isometry defined by
φ(vi) = wi, i = 1, . . . , n
φ(J vi) = Jwi i = 1, . . . , n,
and define Φ: Hn → Hn by Φ(z, t) = (φ(z), t). Since φ is linear, the fact that it maps a
symplectic basis to a symplectic basis implies that it preserves the symplectic form. Hence,
considering points (z, t) and (z′, t′) in Hn it follows from (4.2) that
(4.4) dK(Φ(z, t),Φ(z
′, t′)) = dK((z, t), (z
′, t′)),
as desired. 
5. Rank of the derivative
The goal of this section is to prove Theorems 1.2 and 1.4. Although the idea is geometric
and elementary, the technical details of the proofs hide it like a needle in a haystack. Thus
it is reasonable to spend a while trying to explain the main idea before going into details.
We focus on Theorem 1.2 first. For simplicity suppose that n = 1 and k = 2. Let E ⊂ R2
be a measurable set, and let f : E → H1 be a Lipschitz mapping. Suppose that on a set
K ⊂ E of positive H2-measure, the rank of the approximate derivative of f is 2. We may
also assume that f coincides with a C1-mapping g on K. Choose a density point x ∈ K.
Since the approximate derivative dgx has rank 2, it maps a small circle S in the tangent
space to R2 onto an ellipse dgx(S). By Lemma 3.3, this ellipse lies in the horizontal plane
at f(x). The projection of this ellipse on the x1y1 plane is also a non-degenerate ellipse
(see (5.2) below) and hence it bounds a positive area. As g is continuously differentiable,
the image f(S ∩K) = g(S ∩K) is close to the ellipse dgx(S). Since x is a density point of
K, if the radius of the circle S is sufficiently small, we may assume that S ∩K accounts
for most of the length of S. On the much shorter remaining set S \K, the mapping f is
not necessarily defined. However, we can extend f from S ∩K to all of S as a Lipschitz
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curve F : S → H1, using Lemma 3.2. The image of F (S \K) is also short in length. The
resulting curve F (S) is horizontal as it is Lipschitz. Hence its projection onto the x1y1
plane bounds the oriented area zero. However, the portion of the curve F (S \K) is short in
length and F (S∩K) = f(S∩K) is close to the ellipse dgx(S), so the area of the projection
of F (S) does not differ much from the area of the projection of dgx(S). Hence this area is
positive, a contradiction.
This final step dealing with the area of the projection requires Stokes’ theorem as de-
scribed in Section 3. In the case k > 2 we need to choose a suitable 2-dimensional slice,
and if n > 1 we need to work with areas of projections on all the planes xiyi, i = 1, . . . , n,
at the same time. To do this, we use the symplectic form, which is the sum of volume
forms in all the planes xiyi.
The idea of the proof of Theorem 1.4 is only slightly different. The function f is now
defined on the whole domain Ω and not only on a measurable subset, so there is no need
to do an extension from a subset of a circle to the whole circle, making the argument more
direct. Again, for simplicity we suppose that n = 1 and k = 2. If the rank of the weak
derivative wk df is 2 at a point x ∈ R2, then wk dfx maps a small circle S onto the ellipse
wk dfx(S) in the horizontal space, whose projection on the x1y1 plane bounds a region of
non-zero oriented area.
However, the restriction of f to generic small circles centered at x is in the Sobolev
space on the circle and hence absolutely continuous. Thus it forms a horizontal curve,
so its projection on the x1y1 plane bounds a region of zero oriented area. On the other
hand it follows from the Fubini theorem and standard tools from the theory of Sobolev
spaces that on generic small circles S centered at x, the curve f(S) is very close to the
ellipse dfx(S). Hence the area bounded by the projection of f |S has to be close to the area
bounded by the projection of the ellipse, again yielding a contradiction.
As in the Lipschitz setting, when k > 2 we need to choose a suitable 2-dimensional slice
and if n > 1 we need to work with areas of projections on all the planes xiyi at the same
time.
For the reminder of the section we fix positive integers k > n. Points in R2n+1 will be
also denoted by (x1, y1, . . . , xn, yn, t), agreeing with the Heisenberg group notation. If f is
a mapping into R2n+1, then we will write
f = (fx1, f y1, . . . , fxn, f yn, f t).
We denote by π : R2n+1 → R2n the orthogonal projection
(5.1) π(x1, y1, . . . , xn, yn, t) = (x1, y1, . . . , xn, yn).
Vectors in R2n will often be denoted by
v = (vx1, vy1, . . . , vxn, vyn) =
n∑
i=1
vxi
∂
∂xi
+ vyi
∂
∂yi
.
For p ∈ Hn we can regard HpH
n as a linear subspace of TpR
2n+1. Then
(5.2) dπp|HpHn : HpH
n → Tπ(p)R
2n is an isomorphism.
Indeed,
dπp(Xj(p)) =
∂
∂xj
∣∣∣∣
π(p)
, dπp(Yj(p)) =
∂
∂yj
∣∣∣∣
π(p)
,
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so the basis of HpH
n is mapped onto the canonical basis of Tπ(p)R
2n.
5.1. Proof of Theorem 1.2. By the previously stated exhaustion argument, we may
assume that E is compact and that f is L-Lipschitz. Throughout the proof constants C
will depend on n and supx∈E ‖f(x)‖K only. The dependence on the last quantity will stem
the fact that the identity mapping from f(E) ⊂ Hn to R2n+1 is Lipschitz continuous with
the constant C depending only on supx∈E ‖f(x)‖K.
Since f is approximately differentiable at almost every point of E, it suffices to prove
that if g : Rk → R2n+1 is of class C1 and K ⊂ E is such that f |K = g|K, then
(5.3) rank dg ≤ n Hk-a.e. in K.
To this end it suffices to prove that the image of d(π ◦ g)x is an isotropic subspace of
Tπ(g(x))R
2n for Hk-almost every x ∈ K. Indeed, (5.3) will follow then from Lemma 4.1,
Lemma 3.3, and (5.2) (in that order).
Suppose, by way of contradiction, that the set of points x ∈ K such that the image
of d(π ◦ g)x fails to be isotropic contains a set of positive measure. In what follows we
will identify TxR
k with Rk through an obvious canonical isomorphism. Let {e1, . . . , ek}
be the canonical basis of Rk. If the image of d(π ◦ g)x fails to be isotropic, then for some
i, j ∈ {1, . . . , k}, the pullback of ω by π ◦ g satisfies
(5.4) ((π ◦ g)∗ω)(x) (ei, ej) 6= 0
Thus for some fixed i, j, (5.4) holds for all points x in a set K of positive measure. Thus
without loss of generality we may assume that there is a 2-dimensional subspace V =
span {ei, ej} of R
k ≃ TxR
k such that d(π ◦ g)x(V ) is non-isotropic for every x ∈ K and
Hk(K) > 0.
Let v1 = ei and v2 = ej be the given orthonormal basis of V . Our assumptions above
mean that for every x ∈ K,
(5.5)
n∑
i=1
dgxix ∧ dg
yi
x (v1, v2) = ((π ◦ g)
∗ω) (x)(v1, v2) 6= 0
Fubini’s theorem implies that there is a point a ∈ Rk such that
H2 (K ∩ (a+ V )) > 0
The restriction of (π◦g)∗ω to (a+V ) defines a differential 2-form on (a+V ) with continuous
coefficients (because g is of class C1), i.e. there is a continuous function c : (a + V ) → R
such that
(π ◦ g|a+V )
∗ω(x) = c(x)dv1 ∧ dv2.
Clearly (5.5) implies that c(x) 6= 0 for x ∈ K ∩ (a+V ). Continuity of the function c yields
that for every x0 ∈ (a+ V ) we have
lim
r→0
1
πr2
∫
B(x0,r)∩(a+V )
(π ◦ g|a+V )
∗ω = c(x0).
14
Now Stokes’ theorem implies that if x0 ∈ K ∩ (a+ V ), then for all sufficiently small r > 0
we have
0 <
|c(x0)|πr
2
2
≤
∣∣∣∣∫
B(x0,r)∩(a+V )
(π ◦ g|a+V )
∗ω
∣∣∣∣(5.6)
=
∣∣∣∣∣12
n∑
i=1
∫
∂B(x0,r)∩(a+V )
gxidgyi − gyidgxi
∣∣∣∣∣ .
Let x0 ∈ K ∩ (a+ V ) be a density point of K ∩ (a+ V ). We could assume without loss of
generality that f(x0) = g(x0) = 0, because the left translation on the Heisenberg group is
an isometry. This would slightly simplify notation – we would not have to subtract f(x0)
in the formulas that follow, but this would require the reader to check (or to believe) that
indeed we are allowed to make this assumption. Instead we prefer direct computations
without making this (clever) assumption.
Let ε > 0. By Fubini’s Theorem, we may find a radius r > 0 such that (5.6) holds and
(5.7) H1 (∂B(x0, r) ∩ ((a+ V ) \K)) ≤ εr.
For ease of notation, we denote the disk B(x0, r)∩ (a+V ) by B0. Since f is assumed to be
L-Lipschitz, by Lemma 3.2 we may find an Lπ/2-Lipschitz mapping F : ∂B0 → H
n such
that F |∂B0∩K = f |∂B0∩K = g|∂B0∩K . Since the identity map from H
n to R2n+1 is Lipschitz
on compact sets, the mapping F is also CL-Lipschitz when considered as a mapping into
R2n+1. Hence, for any s ∈ ∂B0, the estimate (5.7) implies that
(5.8) distR2n+1(F (s), f(∂B0 ∩K)) ≤ CLεr.
Since f is also CL-Lipschitz as a mapping into R2n+1, (5.8) implies that for each s ∈ ∂B0,
the Euclidean distance between F (s) and f(x0) is bounded by
|F (s)− f(x0)| ≤ CLr.
If we evaluate the integral below in the arc-length parameterization γ of ∂B0, the terms
dF xi and dF yi will become (F xi(γ(t))′ and (F yi(γ(t))′ respectively and hence they will be
bounded by CL, because F is CL-Lipschitz into R2n+1. Thus (5.7) implies that∣∣∣∣∣
n∑
i=1
∫
∂B0\K
(F xi − fxi(x0))dF
yi − (F yi − f yi(x0))dF
xi
∣∣∣∣∣(5.9)
≤ CLr · CL · H1(∂B0 \K) ≤ C
2L2r2ε.
Since F , as a Lipschitz curve in Hn, is horizontal, (3.1) yields
n∑
i=1
∫
∂B0
(F xi − fxi(x0))dF
yi − (F yi − fxi(x0))dF
xi(5.10)
=
n∑
i=1
∫
∂B0
F xidF yi − F yidF xi = −
1
2
∫
∂B0
dF t = 0.
As a result of (5.9), (5.10), the fact that F |∂B0∩K = g|∂B0∩K , and f(x0) = g(x0) we conclude
that
(5.11)
∣∣∣∣∣
n∑
i=1
∫
∂B0∩K
(gxi − gxi(x0))dg
yi − (gyi − gyi(x0))dg
xi
∣∣∣∣∣ ≤ C2L2r2ε.
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On the other hand, g is also Lipschitz as a mapping into R2n+1 with some constant L′ in
a bounded region near x0. Hence the same reasoning that led to (5.9) also shows that
(5.12)
∣∣∣∣∣
n∑
i=1
∫
∂B0\K
(gxi − gxi(x0))dg
yi − (gyi − gyi(x0))dg
xi
∣∣∣∣∣ ≤ C(L′)2r2ε.
After choosing ε small enough, the inequalities (5.11) and (5.12) lead to a contradiction
with (5.6), because in the last integral at (5.6) we can subtract gxi(x0) from g
xi and gyi(x0)
from gyi without changing its value. The proof of Theorem 1.2 is complete. ✷
5.2. Proof of Theorem 1.4. Let us first briefly recall basic facts from the theory of
Sobolev spaces that will be used in the proof. For more details, see Chapters 4 and 6 of
[9]. If u ∈ W 1,1loc (R
k,R2n), and V is a linear subspace of Rk, then the restriction of u to
almost all subspaces parallel to V behaves nicely. Namely, for almost all a ∈ Rk
u|a+V ∈ W
1,1
loc (a+ V ;R
2n).
Moreover the weak derivative of the restriction of u is the restriction of the weak derivative
of u. This follows easily from Fubini’s theorem if u is smooth, and in the general case it
follows from Fubini’s theorem applied to a smooth approximation of u. Clearly the result
can be generalized to the case of functions that are defined on an open subset Ω ⊂ Rk, in
which case we consider restrictions to Ω ∩ (a+ V ). For x0 ∈ R
k, a similar result holds for
restrictions to spheres centered at x0:
(5.13) u|Sk−1(x0,r) ∈ W
1,1(Sk−1(x0, r);R
2n) for almost all r > 0.
Sobolev mappings defined on one-dimensional manifolds are absolutely continuous. In
particular, if k = 2 and γ : [a, b] → R2 parameterizes an arc of a circle S, and the
restriction of u to S is again a Sobolev mapping, then
(5.14) |u(γ(b))− u(γ(a))| ≤
∫
γ
|∇u|.
To be precise, we also need to assume that the weak derivative of the restriction of u to S
is the restriction of the weak derivative of u; this is the case for almost every circle centered
at a given point.
We will also need the following result of Caldero´n and Zygmund, which can be deduced
from [9, Theorem 6.1.2] and Ho¨lder’s inequality.
Lemma 5.1. If u ∈ W 1,1(Rk;R2n), then
lim
r→0
1
r
∫
B(x,r)
|u(y)− u(x)− dux(y − x)| dy = 0
for almost all x ∈ Rk.
Now we are ready to proceed to the proof of Theorem 1.4. By the usual exhaustion
argument, we may assume that f ∈ W 1,1(Ω;R2n+1), and that it satisfies the weak contact
equation
(5.15) imwk dfx ⊂ kerα(f(x)) for H
k-almost every x ∈ Ω.
We wish to prove that for Hk-almost every point x ∈ Ω, the rank of wk dfx is no greater
than n.
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Set u = π ◦ f , so that u ∈ W 1,1(Ω;R2n). For ease of notation, we denote the weak
derivative wk du simply as du. As before, it suffices to prove that the image of dux is
isotropic for almost all x ∈ Ω. Suppose that this is not the case. Then again, following
the arguments of the proof of Theorem 1.2 we can find coordinate directions ei, ej in R
k
and a ∈ Rk such that the image of du along the two-dimensional slice Ω ∩ (a + V ), where
V = span {e1, e2} is non-isotropic on a set A ⊂ Ω ∩ (a + V ) of positive measure. This
shows that we can assume that k = 2, and that the image of
dux : TxR
2 → Tπ◦f(x)R
2n
is non-isotropic for x ∈ A ⊂ Ω, H2(A) > 0. In what follows B(x, r) will denote a two-
dimensional disc and S(x, r) its boundary, equipped with the usual length measure σ.
Just as discussed above, if x ∈ Ω, then for almost all 0 < r < dist(x, ∂Ω), f restricted
to the circle S(x, r) is absolutely continuous (as it is a Sobolev mapping). By Fubini’s
theorem, it also satisfies the contact condition for almost every r, and so for almost every
r, the restriction f |S(x,r) defines a closed horizontal curve.
It follows from Lemma 5.1 and the fact that almost all points are Lebesgue points of
the mapping x 7→ dux that
lim
r→0
1
r
∫
B(x,r)
|u(y)− u(x)− dux(y − x)| dy = 0
and
lim
r→0
∫
B(x,r)
|duy − dux| dy = 0
for almost all x ∈ Ω. Fix such x0 ∈ A ⊂ Ω. Let ε > 0. Then there is R > 0 (which
depends on ε) such that
(5.16)
∫
B(x0,R)
|u(y)− u(x0)− dux0(y − x0)| dy < εR
3,
and
(5.17)
∫
B(x0,R)
|duy − dux0| dy < εR
2.
Since for any non-negative function α : B(x0, R)→ [0,∞],∫
B(x0,R)
α dy ≥
∫ R
R/2
∫
S(x0,r)
α dσ dr
it follows from (5.16) and (5.17) that there are subsets K1, K2 ⊂ [R/2, R], each of measure
at least 3R/8 such that
(5.18)
∫
S(x0,r)
|u(y)− u(x0)− dux0(y − x0)| dσ(y) < 8εR
2 for r ∈ K1
and
(5.19)
∫
S(x0,r)
|duy − dux0| dσ(y) < 8εR for r ∈ K2.
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The set K1 ∩K2 ⊂ [R/2, R] has length greater than or equal to R/4 and for r ∈ K1 ∩K2
both inequalities (5.18) and (5.19) are satisfied. Note that R ≤ 2r for r ∈ K1 ∩K2, so
(5.20)
∫
S(x0,r)
|u(y)− u(x0)− dux0(y − x0)| dσ(y) < 32εr
2
and
(5.21)
∫
S(x0,r)
|duy − dux0| dσ(y) < 16εr.
The last inequality also gives
(5.22)
∫
S(x0,r)
|duy| dσ(y) < Cr.
Moreover, we may choose the radius r ∈ K1∩K2 so that the function f restricted to the
circle S(x0, r) is in the appropriate Sobolev space and defines a closed horizontal curve.
The idea of the remaining part of the proof is as follows. The fact that the image of the
derivative at x0 ∈ A is non-isotropic means that dux0 maps circles to ellipses in dux0(R
2)
with the property that the the sum of the oriented areas of projections on the planes xiyi
is different than zero. Thus the ellipse parametrized by
(5.23) S(x0, r) ∋ y 7→ u(x0) + dux0(y − x0)
has this property. Conditions (5.20) and (5.21) mean that the curve
(5.24) S(x0, r) ∋ y 7→ u(y)
is close to the ellipse (5.23) in the Sobolev norm. This implies that the sum of the areas
bounded by the projections of the curve (5.24) is close to the corresponding sum for the
ellipse (5.23) and hence is different than zero. This, however, contradicts the fact that f
restricted to the circle S(x0, r) is horizontal. Now we will provide details to support these
claims.
The curves (5.23) and (5.24) are close in the Sobolev norm, but in dimension 1 Sobolev
functions are absolutely continuous, so actually the curves are close in the supremum norm.
This is a version of the Sobolev embedding theorem. We will provide a short proof adapted
to our particular situation. If
g(y) = u(x0) + dux0(y − x0),
then (5.20) yields
(5.25)
∫
S(x0,r)
|u(z)− g(z)| dσ(z) < Cεr.
Moreover, the inequality (5.14) applied to u− g along with the inequality (5.21) yield that
for any y, z ∈ S(x0, r)
(5.26) |(u(y)− g(y))− (u(z)− g(z))| ≤
∫
S(x0,r)
|duw − dux0| dσ(w) < Cεr.
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Thus taking the average in (5.26) with respect to z ∈ S(x0, r) and using (5.25) we see that
for any y ∈ S(x0, r) we have
|u(y)− g(y)| ≤
∫
S(x0,r)
|(u(y)− g(y))− (u(z)− g(z))| dσ(z)
+
∫
S(x0,r)
|u(z)− g(z)| dσ(z) < Cεr,
i.e.
(5.27) sup
y∈S(x0,r)
|u(y)− g(y)| < Cεr.
The sum of oriented areas of projections of the ellipse g(S(x0, r)) equals C
′r2 for some
C ′ > 0. The constant C ′ depends only on the choice of x0 ∈ A ⊂ Ω and hence it does not
depend on ε. Using Stokes’ theorem we can write this sum of areas as an integral over the
circle
C ′r2 =
1
2
n∑
i=1
∫
S(x0,r)
gxidgyi − gyidgxi(5.28)
=
1
2
n∑
i=1
∫
S(x0,r)
(gxi − gxi(x0))dg
yi − (gyi − gyi(x0))dg
xi.
On the other hand the curve f restricted to the circle S(x0, r) is horizontal and hence
u = π ◦ f satisfies
n∑
i=1
∫
S(x0,r)
(uxi − uxi(x0))du
yi − (uyi − uyi(x0))du
xi(5.29)
=
n∑
i=1
∫
S(x0,r)
uxiduyi − uyiduxi = 0.
Subtracting (5.29) from (5.28) and using the fact that g(x0) = u(x0) yields
2C ′r2 ≤
n∑
i=1
∣∣∣∣∫
S(x0,r)
(gxi − gxi(x0))dg
yi − (uxi − uxi(x0))du
yi
∣∣∣∣
+
n∑
i=1
∣∣∣∣∫
S(x0,r)
(gyi − gyi(x0))dg
xi − (uyi − uyi(x0))du
xi
∣∣∣∣
≤ C ′′
(∫
S(x0,r)
|g − g(x0)| |dg − du|+
∫
S(x0,r)
|g − u| |du|
)
< C ′′′εr2.
The estimate of the first integral in the last inequality follows from the fact that |g(y)−
g(x0)| ≤ Cr for y ∈ S(x0, r), and the inequality (5.21) (because dgy = dux0), while in the
estimate of the second integral we used (5.27) and (5.22). Taking ε > 0 sufficiently small
leads to a contradiction. ✷
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6. Approximately Lipschitz mappings into the Heisenberg group
In this section we will prove Theorem 1.5 as well as Corollaries 1.6 and 1.8. The proofs
will use the theory of Sobolev mappings into metric spaces, which we describe first. For
more details on the approach presented here, see [7, 18].
In some of results in this section, we assume that the domain Ω ⊂ Rk is bounded and
has smooth boundary. We make these assumptions only to guarantee the validity of an
appropriate Poincare´ inequality, and that constant functions are integrable over Ω; the
argument provided here easily passes to a more general setting.
Let Ω be an open set in Rk. The Sobolev space W 1,p(Ω; ℓ∞) of functions with values in
the Banach space ℓ∞ of bounded sequences can be defined with the notion of the Bochner
integral and weak derivatives. Every separable metric space (X, d) can be isometrically
embedded into ℓ∞. For example, one can use the well-known Kuratowski embedding. Let
κ : X → ℓ∞
be an isometric embedding. The Sobolev space of mappings with values into the metric
space X is defined as follows
(6.1) W 1,p(Ω;X) = {u : Ω→ X : κ ◦ u ∈ W 1,p(Ω; ℓ∞)}.
It turns out that this definition does not depend on the particular choice of the isometric
embedding; the space can also be characterized in the intrinsic terms that do not refer
to any embedding. In particular the definition (6.1) can be used to define the space of
Sobolev mappings into the Heisenberg group, W 1,p(Ω,Hn).
Proposition 6.1. Let Ω ⊂ Rk be a bounded domain with smooth boundary. For 1 ≤ p <
∞, if f ∈ W 1,p(Ω,R2n+1) satisfies the weak contact equation (1.4), then f ∈ W 1,p(Ω,Hn).
Remark 6.2. This result was proved in [7, Proposition 6.8], but under the additional
assumption that f is bounded.
Proof. Let κ : Hn → ℓ∞ be an isometric embedding. It suffices to show that κ ◦ f ∈
W 1,p(Ω; ℓ∞).
We begin by showing that κ ◦ f ∈ Lp(Ω; ℓ∞). Since Ω is bounded and κ is an isometry,
this will follow once we have shown that∫
Ω
‖f(x)‖pK dH
k
Rk
(x) <∞.
This, in turn, follows from the assumption that f ∈ Lp(Ω;R2n+1), since there exists a
number C ≥ 1, depending only on n, such that for any p ∈ Hn,
‖p‖K ≤ Cmax{1, ‖p‖R2n+1}.
We now show that κ ◦ f has p-integrable weak partial derivatives. The mapping f is
absolutely continuous on almost all line segments ℓ : [0, L]→ Ω parameterized by the arc
length that are parallel to coordinate directions. Since f satisfies the contact equation,
γ = (γx1, γy1, . . . , γxn, γyn, γt) = f ◦ ℓ : [0, L]→ H
n
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is horizontal for almost all such line segments ℓ. Fix such a segment. Recall that the
Carnot-Carathe´odory length ℓH(γ) is no greater than the Euclidean length of γ (see Sec-
tion 3). Hence for any pair of points t1 < t2 in [0, L],
(6.2) dcc(γ(t1), γ(t2)) ≤
∫ t2
t1
‖γ′(s)‖H ds ≤
∫ t2
t1
‖γ′(s)‖R2n+1 ds.
Since κ is an isometric embedding, this implies that the curve κ ◦ γ : [0, L] → ℓ∞ is
absolutely continuous and so the w∗-derivative (κ◦γ)′(s) ∈ ℓ∞ exists at almost all s ∈ [0, L],
[18, Lemma 2.8]. The w∗-derivative is a w∗-limit of difference quotients, hence it follows
from (6.2) that
‖(κ ◦ γ)′(s)‖ℓ∞ ≤ ‖γ
′(s)‖R2n+1
almost everywhere. This means the w∗-partial derivatives of κ ◦ f exist a.e. in Ω and
they are bounded by the Euclidean weak partial derivatives of f : Ω → R2n+1. Hence
Lemma 2.12 in [18] yields that f ∈ W 1,p(Ω,Hn). 
A stronger version of the following approximation result was proved in [7, Proposi-
tion 5.4], [12, Proposition 1.2].
Proposition 6.3. Let Ω ⊂ Rk be a bounded domain with smooth boundary. If u ∈
W 1,1(Ω; ℓ∞), then for every ε > 0 there is a Lipschitz mapping g ∈ Lip (Ω, ℓ∞) such
that Hk({x ∈ Ω : u(x) 6= g(x)}) < ε.
Proof of Theorem 1.5. Let Ω ⊆ Rk be a bounded domain with smooth boundary, and let
f ∈ W 1,1(Ω;R2n+1) satisfy the weak contact equation (1.4). According to Proposition 6.1,
f ∈ W 1,1(Ω,Hn). Since κ ◦ f ∈ W 1,1(Ω; ℓ∞), for any ε > 0 there is g ∈ Lip (Ω; ℓ∞) such
that Hk({x ∈ Ω : κ ◦ f(x) 6= g(x)}) < ε. Denote Eε = {x ∈ Ω : κ ◦ f(x) = g(x)}. Thus
Hk(Ω\Eε) < ε. Clearly g|Eε : Eε → κ(H
n). Hence κ−1◦g|Eε ∈ Lip (Ω;H
n) and it coincides
with f on Eε. 
Proof of Corollary 1.6. Let k > n, let Ω ⊆ Rk be an open set, and let f ∈ W 1,1loc (Ω;R
2n+1)
satisfy the weak contact equation (1.4). Noting that any open subset of Rk can be ex-
hausted by countably many balls, the countable subadditivity of Hausdorff measure allows
us to assume that Ω is a ball, and that f and wk df are integrable on Ω. Theorem 1.5
implies that there is a sequence of subsets E1 ⊇ E2 ⊇ . . . of Ω such that f |Ω\Ei is Lipschitz
and Z =
⋂
Ei satisfies
Hk
Rk
(Z) = 0.
By Theorem 1.1 and the countable subadditivity of Hausdorff measure,
Hk
Hn
(f(Ω\Z)) = 0.
The Lusin condition (1.5) now implies that Hk
Hn
(f(Ω)) = 0, as desired. 
Proof of Corollary 1.8. As above, we can assume that Ω ⊆ Rk is bounded with smooth
boundary, and that f ∈ W 1,p(Ω;R2n+1) satisfies the weak contact equation (1.4). Accord-
ing to Proposition 6.1, f ∈ W 1,p(Ω,Hn) and hence [28, Theorem 1.3] implies that f has
the Lusin property (1.5). Now the result follows from Corollary 1.6. 
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7. Unrectifiability
Having already proven Theorem 1.2, the remaining portion of our proof of Theorem 1.1
is related to that of Sard’s theorem [27]. Let ϕ : RM → RN be sufficiently smooth. In the
proof of the Sard theorem one shows first that the image of the set of points where the rank
of the derivative is zero has zero Hausdorff measure in the appropriate dimension, which
depends on the smoothness of ϕ. Then, for each number r less than the maximal rank of
the derivative of ϕ, one obtains a similar estimate for the image of the set where the rank
of the derivative equals r by reducing the problem to the case of zero rank. Namely, using
a suitable change of variables (related to the implicit function theorem), one can assume
that ϕ restricted to the first (M − r) coordinates of RM has rank zero. Estimates depend
on the smoothness of mapping, but they are also available in the C1 case.
In our situation, the rank of the approximate derivative is at most n almost everywhere.
Although the mapping is not of class C1, it coincides with a C1 mapping g on a set that
is arbitrarily large in measure. We will apply the change of variables to the mapping
g. This will reduce the problem to the case of rank zero. Combining it with a careful
investigation of the geometry of the Heisenberg group will imply that the k-dimensional
Hausdorff measure (with respect to the Carnot-Carathe´odory metric) of the image equals
zero.
Let k > n, and let f : E → Hn, E ⊂ Rk, be a locally Lipschitz mapping. If A ⊂ E has
measure zero, then Hk
Hn
(f(A)) = 0. Thus it suffices to prove that there is a full measure
subset of E whose image under f has zero k-dimensional measure. As discussed in Section
3, the mapping f is approximately differentiable at almost all points of E. so it coincides
with C1 mappings on sets large in measure. Let g : Rk → R2n+1 be a mapping of class C1
which agrees with f on a set K ⊂ E and ap df = dg in K. For j ∈ {0, 1, 2, . . . , n} let
Kj = {x ∈ K : rank dgx = j}.
According to Theorem 1.2, the rank of the derivative of f is bounded by n almost
everywhere and hence
Hk
(
K \
n⋃
j=0
Kj
)
= 0.
It suffices to prove that Hk
Hn
(f(Kj)) = 0 for all j = 0, 1, 2, . . . , n, because the set K can
be chosen so that E\K has arbitrarily small measure. Moreover, by removing a subset of
measure zero from Kj we can assume that all points of Kj are density points and that the
image of d(π ◦ g) is isotropic on Kj (see Remark 1.3).
To prove that Hk(f(K0)) = 0 we do not need to make any change of variables, but if
j ≥ 1 we need to make a change of variables to reduce the problem to the case that j = 0.
Lemma 7.1. Let x0 ∈ Kj, 1 ≤ j ≤ n. Then there is a neighborhood U of x0, a diffeomor-
phism Φ : U → Rk, and an affine isometry Ψ : Hn → Hn such that
• Φ−1(0) = x0 and Ψ(g(x0)) = 0;
• there is ε > 0 such that for p = (p1, . . . , pk) ∈ BRk(0, ε) and i = 1, 2, . . . , j(
Ψ ◦ g ◦ Φ−1(p)
)xi = pi.
Proof. By pre-composing g with an Euclidean translation and post-composing g with a
Heisenberg translation, we may assume without loss of generality that x0 = 0 ∈ R
k and
g(0) = 0 ∈ R2n+1. Since the horizontal space at 0 ∈ Hn is R2n × {0}, the image of dg0 is
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an isotropic subspace of R2n×{0}. By Lemma 4.2 there is a linear isometry Ψ : Hn → Hn
such that
im d(Ψ ◦ g)0 = span
{
∂
∂x1
∣∣∣∣
0
, . . . ,
∂
∂xj
∣∣∣∣
0
}
.
Now we can find a linear isomorphism α : Rk → Rk such that
d(Ψ ◦ g ◦ α−1)0
(
∂
∂pi
)
=
{
∂
∂xi
if 1 ≤ i ≤ j,
0 if j < i ≤ k.
Define β : Rk → Rk by
β(p) =
(
(Ψ ◦ g ◦ α−1(p))x1, . . . , (Ψ ◦ g ◦ α−1(p))xj , pj+1, . . . , pk
)
.
It is easy to see that the matrix of the derivative dβ0 is the k-dimensional identity matrix,
so β is a diffeomorphism in a neighborhood of 0 ∈ Rk, β : BRk(0, ε) → U = β(BRk(0, ε)).
Now Φ = β ◦ α satisfies the claim of the lemma. ✷
In what follows, all cubes will have edges parallel to coordinate axes. By the countable
additivity of the Hausdorff measure, it suffices to show that every point in Kj has a
neighborhood whose intersection with Kj is mapped onto a set of H
k
Hn
-measure zero.
Thus, by Lemma 7.1, we may assume without loss of generality that mapping g satisfies
gxi(p) = pi for i ≤ j and that the set Kj has small diameter, say the closure of Kj is
contained in the interior of the cube [0, 1]k. We may also assume that f is L-Lipschitz.
Since rank dg = j on Kj and g fixes the first j coordinates, the derivative of g in directions
orthogonal to the first j coordinates equals zero at the points of Kj .
Now, the rough idea is as follows. Choose a small cube around a point in Kj, say
[0, d]k = [0, d]j × [0, d]k−j. For a large positive integer m, divide [0, d]j into mj small
cubes {Qν}
mj
ν=1, each of edge-length dm
−1. This will split the cube [0, d]k into thin and tall
rectangular boxes Qν × [0, d]
k−j. The mapping g maps such a tall box into Qν × R
2n+1−j,
because it fixes the first j coordinates. However, the mapping g in the directions orthogonal
to Qν has rank zero on a large subset. Hence the function g grows slowly in these directions,
and so each tall box will be squeezed so that its image will be contained in a Kora´nyi ball
of radius CLdm−1. More precisely, we shall prove:
Lemma 7.2. There is a constant C, depending only on k, such that for any integer m ≥ 1
and every x ∈ Kj there is a closed cube Q ∋ x of an arbitrarily small edge-length d such
that f(Kj ∩ Q) = g(Kj ∩ Q) can be covered by m
j Kora´nyi-balls in Hn, each of radius
CLdm−1.
The theorem easily follows from the lemma. Indeed, given m ≥ 1, the family of cubes
described in Lemma 7.2 forms a Vitali covering of Kj and hence by the Vitali covering
theorem [8, Theorem II.17.1] we can select cubes {Qi}
∞
i=1 with edges of length di and
pairwise disjoint interiors such that
(7.1) Hk
(
Kj \
∞⋃
i=1
Qi
)
= 0.
We may also assume that
∑∞
i=1 d
k
i ≤ 1, because we may choose cubes Qi to be inside the
unit cube that contains Kj.
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Recall the definition of the Hausdorff content. In any metric space it is defined by
Hk∞(A) = inf
{
∞∑
i=1
rki
}
where the infimum is taken over all coverings A ⊂
⋃∞
i=1B(xi, ri). It is easy to see that
Hk∞(A) = 0 if and only if H
k(A) = 0.
According to Lemma 7.2,
f(Kj ∩Qi) ⊂
mj⋃
ν=1
BHn(xiν , CLdim
−1).
Hence
Hk∞,Hn
(
f
(
Kj ∩
∞⋃
i=1
Qi
))
≤
∞∑
i=1
mj(CLdim
−1)k ≤ CkLkmj−k.
Since j − k < 0 and m can be arbitrarily large, the estimate CkLkmj−k can be arbitrarily
close to zero. This proves that for any ε > 0 there is a subset of Kj of full measure whose
image has Hausdorff content less than ε. This implies that Hk
Hn
(f(Kj)) = 0, as desired.
Thus we are left with the proof of Lemma 7.2.
7.1. Proof of Lemma 7.2. Fix a positive integer m. Let x ∈ Kj . Since every point in
Kj is a density point, there is a closed cube Q ∋ x such that
(7.2) Hk(Q \Kj) < m
−kHk(Q).
The cube Q may be chosen so that it edge length d > 0 is arbitrarily small. By translating
the coordinate system in Rk we may assume that
Q = [0, d]k = [0, d]j × [0, d]k−j.
Divide [0, d]j into mj essentially disjoint cubes, each of edge-length dm−1. Denote the
resulting cubes by {Qν}
mj
ν=1. Then
Q =
mj⋃
ν=1
Qν × [0, d]
k−j.
Since the mapping g fixes the first j coordinates, and f = g on Kj,
f((Qν × [0, d]
k−j) ∩Kj) ⊂ g(Qν × [0, d]
k−j) ⊂ Qν × R
2n+1−j .
It remains to prove that the above image of the function f is contained in a Kora´nyi-ball
of radius CLdm−1. Where the value of the quantity C, which depends on k only, can be
deduced from the estimates below. Fix ν. It follows from (7.2) that
Hk((Qν × [0, d]
k−j) ∩Kj) > (m
−j −m−k)dk.
Fubini’s theorem now yields that there is ρ ∈ Qν such that
(7.3) Hk−j(({ρ} × [0, d]k−j) ∩Kj) > (1−m
j−k)dk−j.
We will show that the diameter of the set f(({ρ}× [0, d]k−j)∩Kj) in the Kora´nyi metric is
bounded by CLdm−1. This easily implies the lemma. Indeed, it follows from (7.3) that the
distance of any point in the slice {ρ}× [0, d]k−j to the set ({ρ}× [0, d]k−j)∩Kj is bounded
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by Cdm−1. Since the distance of any p ∈ (Qν × [0, d]
k−j) ∩Kj to the slice {ρ} × [0, d]
k−j
is also bounded by Cdm−1 we conclude that
distRk
(
p, ({ρ} × [0, d]k−j) ∩Kj
)
≤ Cdm−1.
Now the fact that f is L-Lipschitz on Kj shows that the Kora´nyi diameter of the set
f((Qν × [0, d]
k−j) ∩ Kj) is bounded by CLdm
−1 plus the diameter of the set f(({ρ} ×
[0, d]k−j)∩Kj), which is also bounded by CLdm
−1. Hence the set f((Qν × [0, d]
k−j)∩Kj)
is contained in a ball of radius CLdm−1, proving the lemma.
Thus we are left with the proof that
(7.4) diamHn
(
f(({ρ} × [0, d]k−j) ∩Kj)
)
≤ CLdm−1.
For j + 1 ≤ i ≤ k let
F i = {(ρ, pj+1, . . . , pk) ∈ {ρ} × [0, d]
k−j : pi = 0}
be one of the faces of the cube {ρ} × [0, d]k−j. For
p = (ρ, pj+1, . . . , pi−1, 0, pi+1, . . . , pk) ∈ F
i
let ℓip be the segment of length d in {ρ}× [0, d]
k−j, perpendicular to the face F i and passing
through p. In other words the segment ℓip is the image of the parameterization
t 7→ p+ eit = (ρ, pj+1, . . . , pi−1, t, pi+1, . . . , pk), t ∈ [0, d].
Let
(7.5) F˜ i = {p ∈ F i : H1(ℓip ∩Kj) > (1−m
−1)d}.
It easily follows from (7.3) and the Fubini theorem that
(7.6) Hk−j−1(F˜ i) > (1−mj−k+1)dk−j−1.
If j + 1 = k, this simply means that F i = F˜ i and i = k.
Lemma 7.3. For any p ∈ Fi,
diamHn(f(Kj ∩ ℓ
i
p)) ≤ LH
1(ℓip \Kj).
In particular, if p˜ ∈ F˜ i, then
diamHn(f(Kj ∩ ℓ
i
p˜)) ≤ Ldm
−1.
Proof. According to Lemma 3.1, f restricted to Kj ∩ ℓ
i
p can be extended to ℓ
i
p as an
L-Lipschitz curve into Hn. The extension of f to ℓip is a horizontal curve and hence its
length in the metric of Hn equals the integral of speed computed with respect to metric g in
the horizontal space. The speed is always bounded by the Lipschitz constant L. However,
on the set Kj ∩ ℓ
i
p, f coincides with g. Hence the derivatives of f and g in the direction
of the segment coincide at almost all points of Kj ∩ ℓ
i
p. However, the derivative of g in
this direction equals zero and so the speed of f is zero at almost every point of Kj ∩ ℓ
i
p.
Hence the diameter we wish to estimate is bounded by the integral of the speed over the
set ℓip \Kj , where the speed is bounded by L. ✷
If p ∈ F i, it follows from (7.6) that there is p˜ ∈ F˜ i such that |p − p˜| < Cdm−1. This
inequality and (7.5) imply that for any point q ∈ ℓip there is a point q˜ ∈ ℓ
i
p˜ ∩Kj such that
|q − q˜| < (C + 1)dm−1 = Cdm−1.
25
We are now prepared to prove (7.4) and complete the proof of Theorem 1.1. Let a, b ∈
({ρ} × [0, d]k−j) ∩ Kj . We can connect the points a and b by k − j segments I
i parallel
to coordinate directions ei, i = j + 1, . . . , k, so that the total length of these segments is
bounded by C|a−b|. Some of the segments might degenerate to a point if the corresponding
coordinates of a and b are equal. Denote the endpoints of I i by αi, βi. We have αj+1 = a,
βi = αi+1, βk = b and
k∑
i=j+1
|αi − βi| < C|a− b|.
Segments I i do not necessarily have large intersections with Kj , so in order to apply
Lemma 7.3 we need to shift these segments slightly. This is what we will do now. Each
segment I i is contained in a segment ℓipi, pi ∈ F
i, so αi, βi ∈ ℓ
i
pi
. Let p˜i ∈ F˜
i be such that
|pi− p˜i| < Cdm
−1. Thus there are points α˜i, β˜i ∈ ℓ
i
p˜i
∩Kj such that |αi− α˜i| < Cdm
−1 and
|βi− β˜i| < Cdm
−1. Note that it is not necessarily true that β˜i = α˜i+1, but nevertheless we
have the estimate |β˜i − α˜i+1| < Cdm
−1. It follows from Lemma 7.3 that
dK(f(α˜i), f(β˜i)) < Ldm
−1.
Hence
dK(f(a), f(b)) = dK(f(αj+1), f(βk)) ≤ dK(f(αj+1), f(α˜j+1))
+
k−1∑
i=j+1
(
dK(f(α˜i), f(β˜i)) + dK(f(β˜i), f(α˜i+1))
)
+ dK(f(α˜k), f(β˜k)) + dK(f(β˜k), f(βk))
≤ CLdm−1.
This proves the desired estimate (7.4). The proof is complete. ✷
8. Non-existence of Ho¨lder-Lipschitz embeddings
In this section we will prove Theorem 1.11. To do this we will need two auxiliary results.
Proposition 8.1. Let k and n be arbitrary positive integers and let Ω ⊂ Rk be open. Sup-
pose that f : Ω→ Hn is of class C0,
1
2
+(Ω;Hn). If the components fxi, f yi are differentiable
at x0 ∈ Ω for i = 1, 2, . . . , n, then the last component f
t is also differentiable at x0 and
df tx0 = 2
n∑
i=1
(
f yi(x0)df
xi
x0
− fxi(x0)df
yi
x0
)
,
i.e. the image of the derivative dfx0 lies in the horizontal space Hf(x0)H
n.
Proof. From the assumptions about f , there is a continuous, non-decreasing function
β : [0,∞)→ [0,∞) satisfying β(0) = 0 such that for all x ∈ Ω
dK(f(x), f(x0)) ≤ |x− x0|
1/2β(|x− x0|).
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Hence (3.3) yields ∣∣∣∣∣f t(x)− f t(x0) + 2
n∑
i=1
(fxi(x0)f
yi(x)− fxi(x)f yi(x0))
∣∣∣∣∣
1/2
≤ |x− x0|
1/2β(|x− x0|).
After adding and subtracting fxi(x0)f
yi(x0) in the sum given above, the triangle inequality
implies ∣∣∣∣∣f t(x)− f t(x0)− 2
n∑
i=1
(
f yi(x0)df
xi
x0
− fxi(x0)df
yi
x0
)
(x− x0)
∣∣∣∣∣
≤ |x− x0|β
2(|x− x0|)
+ 2
n∑
i=1
|fxi(x0)| |f
yi(x)− f yi(x0)− df
yi
x0
(x− x0)|
+ 2
n∑
i=1
|f yi(x0)| |f
xi(x)− fxi(x0)− df
xi
x0(x− x0)|
= o(|x− x0|),
because the functions fxi and f yi are differentiable at x0. This implies the conclusion of
the proposition. ✷
Proposition 8.2. Let k and n be arbitrary positive integers. Suppose that f : [0, 1]k →
R2n+1 is Lipschitz and at Hk-almost every point x0, the image of the derivative dfx0 lies in
the horizontal space Hf(x0)H
n. Then f : [0, 1]k → Hn is Lipschitz.
Proof. It follows from the Fubini theorem that almost all segments parallel to coordinate
axes are mapped by f onto horizontal curves. The Euclidean speed on these curves if
bounded by the Lipschitz constant L of f . The image f([0, 1]k) is a bounded subset of
Hn. On bounded subsets of Hn the Euclidean length of horizontal vectors is uniformly
comparable to the length computed with respect to the sub-Riemannian metric g in the
horizontal distribution. Thus the images of almost all segments parallel to coordinate axes
are CL-Lipschitz as curves in Hn. Any segment parallel to a coordinate axis is a limit of
parallel segments on which f is CL-Lipschitz as a mapping into Hn. Hence the mapping f
on that segment is also CL-Lipschitz as a uniform limit of CL-Lipschitz functions. Thus
f is CL-Lipschitz on all segments parallel to coordinates. Hence f : [0, 1]k → Hn is
CL-Lipschitz. ✷
8.1. Proof of Theorem 1.11. We consider an open set Ω ⊂ Rk, k > n. Suppose that
f ∈ C0,
1
2
+(Ω;Hn) is locally Lipschitz as a mapping into R2n+1. By taking a subset of Ω we
may assume that Ω is a cube and that f is Lipschitz. It follows from Rademacher’s theorem
and from Proposition 8.1 that image of the classical derivative of f is in the horizontal
distribution at almost every point. Hence f : Ω→ Hn is Lipschitz by Proposition 8.2. Now
Theorem 1.1 implies that Hk
Hn
(f(Ω)) = 0. Since the identity mapping from Hn to R2n+1
is Lipschitz on compact sets, we also see that Hk
R2n+1
(f(Ω)) = 0. This implies that the
topological dimension of f(Ω) is at most k − 1, [19, Theorem 8.15]. Since the topological
dimension is invariant under homeomorphisms, f cannot be injective on Ω, as otherwise
the image would have topological dimension k. ✷
27
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