In this paper regular and chaotic oscillations in a controlled electromechanical transducer are investigated. The nonlinear control laws are defined by an electric tension excitation and an external force applied to the mobile piece of the transducer.
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Introduction
It is known that electromechanical devices are inherently nonlinear, which has allowed them being a rich source of new investigations in vibration systems [1] . These investigations have progressed due to the integrated formulation of mechanical, electric and magnetic circuits [2] [3] [4] [5] [6] [7] , as well as the combined use of chaos, bifurcation and control theory [8] [9] [10] [11] [12] [13] . On the other hand, the appearance of micro electromechanical systems and the developing of new recording systems offer the possibility to examine new interesting dynamical behaviors [14] [15] [16] [17] .
In this paper we study a device formed by an iron mobile piece actuated by a magnetic field which is generated by an electric circuit, whose voltage is regarded as an external control signal. The other control signal is an external force applied to the mobile piece, which is constrained by a linear damper and a nonlinear spring [1] [2] [3] . The control force has a similar structure to a proportional plus derivative (PD) controller.
The control voltage is chosen to obtain a proportional (P) controller and to add nonlinear terms that are independent of the system equilibrium points, which are used to stabilize the final position of the device.
Once the control signals have been defined, the equilibrium points and their stability properties depending on the control signals will be analyzed. Such analysis will allow to demonstrate the appearance of a homoclinic orbit with three equilibrium points, being one of them a saddle whereas an Andronov-Poincaré-Hopf bifurcation can arise in the other two equilibrium points [18] [19] [20] . The analysis of the bifurcation stability will be carried by calculating the first Lyapunov value [21] [22] [23] [24] , which will allow to corroborate that a harmonic variation of one parameter involved in the control voltage law may give rise to chaotic dynamic [4] [5] , [14] [15] .
Once the bifurcation analysis has been carried out, the Melnikov theory will be applied to obtain sufficient conditions for chaotic behavior [18] [19] , [24] [25] [26] [27] [28] [29] [30] [31] . It will be demonstrated that the chaotic oscillations can be used in connection with the control laws to drive the mobile piece to a predetermined set point with a very small control effort. Finally, we will consider the presence of random noise and the associated steady state error in the final position of the device, which will be removed by adding a linear term formed by a proportional plus integral (PI) controller [28] , [32] [33] [34] [35] .
2 Mathematical model and equilibrium points
In this section we are going to present the mathematical model of the device as well as the analysis of the equilibrium points and their stability properties.
Mathematical model
The device shown in Fig 1 consists of an electromechanical device used as transducer, which is anchored to a platform that may vibrate harmonically. The transducer working can be described as follows. A voltage generator V(t) with internal resistance R g is connected to a solenoid with resistance R s and negligible inductance, giving rise to a current i(t). As a consequence, a magnetic induction field B e is generated in a brass piece and another magnetic induction field B eh appears in the air gap between the solenoid and a mobile piece of mass m, which is connected to the platform by means of a nonlinear spring with a (position-dependent) constant K(r) and a viscous damping coefficient B [5] . It is assumed that the device is controlled by means of the excitation voltage V(t) and an external force F(t) applied to the mobile piece. The mathematical model of the transducer is obtained from the Lagrange equations of the system, taking the position r 1 (t) of the mobile piece and the electric charge q(t) (i(t) = dq(t)/dt) as generalized coordinates. The potential energy of the nonlinear spring is defined as: 24 11 1 ( -) ( -) 24
where K and c are constants, and b represents the spring length at which no force is exerted on the mobile mass. In particular, if c = 0 we would have a linear spring.
Assuming that the platform of the device could be oscillating, the total kinetic energy T of the device is the sum of the kinetic energy of the mobile mass plus the magnetic energy given by: is an external harmonic disturbance due to the platform vibration.
The Lagrangian of the system can be written as follows:
It should be noted that the energy associated to the voltage in the solenoid has not been considered in Eq (3), which implies the assumption that the current i(t) is almost constant with respect to time. This issue depends on the choice for the control laws and it will be analyzed later.
Assuming that the Rayleigh dissipation function is given by:
and introducing the nomenclature: R gs = R g + R s , a = μ 0 SN 2 /2 and K c = cK, from the Lagrangian equations and Eqs (3-4) the system equations can be deduced as follows:
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Eqs (5) constitute the mathematical model of the device with harmonic platform disturbances and control signals F(t) and V(t), which will be specified next. To simplify the mathematical treatment, it is convenient to introduce deviation variables defined as follows: 
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where z 1e and i 0e are the equilibrium position of the mobile mass and current equilibrium respectively, which can be obtained from equilibrium equations once the control signals F(t) and V(t) have been specified. Substituting Eqs (6) into Eqs (5), taking a m = a/m and assuming that the harmonic disturbance is
, it is possible to deduce the mathematical model in terms of deviation variables as [5] , [28] : The control signals F(t) and V(t) are chosen as: 
where the nonlinear function
The first three terms of the control force F(t) can be considered as a classic PD (proportional + derivative) control with a bias given by F 0 whose effect will be analyzed later, and the other term could be considered as feedforward control where f d 7 is a disturbance factor that accounts for the harmonic base excitation of the system [4] [5] . It should be noticed that the disturbance is canceled by the control law when f d = 1. 2 2  to stabilize the current z' 3 (t). The previous arrangement of Eq (10) can be justified as follows. Substituting Eqs (8), (9) and (10) into Eqs (7) and introduction the notation:
Eqs (7) can be rewritten as follows: 
Assuming that α 1 = 0, α z1 = 0 and α z2 = 0, a differential equation with 
It should be noticed that z' 3 (t) → 0 for t → ∞ when α 11 > 1 and α 2 >> 1. So according to Eqs (13) and (14), the current in the resistance R gs can be regarded as approximately constant. This implies that the voltage in the inductor can be considered as negligible in accordance with the kinetic energy defined by Eq (2).
Equilibrium points
The equilibrium points are deduced from Eqs (12) in the absence of external harmonic disturbance. Since we are using deviation variables, in the equilibrium points we must have that 1 (6) and (12) we obtain the equilibrium condition given by: The roots of Eq (15) are the crossing points of the horizontal line f(r 1e ) = 0 with the curves shown in Fig 2, but the equilibrium points r 1e of Eqs (12) are only the positive roots of Eq (15) (see Fig 1) . In particular, the roots of Eq (15) It should be noted that the case of four equilibrium points appears for high values of F 0 and V 0 , the case of two equilibrium points is difficult to obtain in practice since small disturbances would destroy the tangency, and with only one equilibrium point the possible applications of the device are reduced. Consequently, in this paper, we will only consider values for F 0 and V 0 which give rise to three equilibrium points.
Once the equilibrium points of Eqs (12) have been obtained from the roots of Eq (15), it should be remarked that the function  
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is independent of the position r 1e , since the deviation variables z' 2 (t) and z' 3 (t) are independent of r 1e (see Eqs (6) ). For example, equilibrium points P 1 , P 2 and P 3 of 
and assuming that δ = 0 (i.e. B = B f ), the eigenvalues of the Jacobian matrix J can be obtained according to Eq (17) as:
where 
By applying the Routh-Hurwitz criterion to Eq (19) and taking into account Eqs ; j
and consequently an Andronov-Poincaré-Hopf bifurcation will appear [22] [23] [24] . This condition can only be fulfilled at the equilibrium 11 points where the derivative of f(r 1e ) is positive (points P 1 and P 3 of Fig 2) , whereas at the equilibrium point P 2 the derivative is negative and therefore   
Chaotic behaviors from the Andronov-Poincaré-Hopf bifurcation
It is well known that an Andronov-Poincaré-Hopf bifurcation is associated to the so called weak focus, whose stability depends on the sign of the first Lyapunov value.
Nevertheless, when the stability type changes with the appearance or disappearance of small periodic orbits encircling the equilibrium point, a weak focus appears. In this case, it is not possible to know if the equilibrium point will be stable or unstable [18] [19] , [21] [22] [23] [24] .
For second order systems it is well known that it is possible to find a polynomic change of state variables which removes the even terms in the Taylor series of the nonlinear terms. In this case, the system can be written in polar coordinates as [18] [19] , [21] [22] [23] , [30] :
Equation (21) .
, a new change of coordinates allows one to obtain the orbital normal form, from which it is possible to demonstrate that the (spirallike) trajectory converges to an stable equilibrium point as t  if L k < 0. On the other hand, when L k > 0 the equilibrium point is called unstable weak focus because trajectories starting close to equilibrium point spiral away as t . If L k = 0, the calculation of the L k+1 value will be necessary in order to know the stability of the equilibrium point. To calculate L k in a high dimensional case, a simplified system on the centre manifold must be calculated considering up to third order terms.
From the previous discussion, the determination of the first Lyapunov value implies obtaining the Taylor series expansion and expansion of non-linear terms of Eqs (12) up to order three. For this purpose, it will be necessary to carry out a set of previous steps in order to rewrite equations (12) in an appropriate form to determine the first Lyapunov value. These steps are summarized as follows.
Step 1. Taking δ = 0, α 1 = 0 and assuming that A d = 0, the Taylor series expands of the nonlinear terms in the second Eq (12) allow to rewrite the system equations as:
Taking into account the equilibrium condition given in Eq (15) and considering terms up to order 3, the system equations (22) can be written in a matrix form as follows: 11   2  21  23  2  2  1  2  2  3  11  3  3  1  2   0 1  0  0  0,  00 ,
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As we will see later, the rest of the coefficients C ijk do not influence the calculation of the first Lyapunov value.
Remark. It has been proved by Wang [21] that if the functions 23 and ff  given in Eq (24) are both homogeneous polynomials of a degree m such that 2k/(m-1) is not an integer, then L k must be zero. In our case, we have that k = 1 and m = 3, so 2k/(m-1) = 1 and consequently the first Lyapunov value L 1 ≠ 0 can be used to analyze the stability of the weak focus.
Step 2.
Let P be the matrix that transforms the linear part of Eqs (23) into its Jordan canonical form. For details see Refs [18] [19] [20] , [23] [24] . Under the linear transformation   
equation (28) becomes
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Step 3.
We now simplify equations (27)- (29) as much as possible using the center manifold theorem in order to obtain a reduced two-dimensional system in a neighbourhood around the equilibrium point [4] [5] . In the center manifold the variables z is approximated by:
Coefficients b ij (i,j = 1,2) are determined by substituting equation (34) into the equation which defines the center manifold, which is given by:
It should be noticed that the coefficients up to order three in Eqs (31) 
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The equations of the system reduced to the center manifold can be written as follows:
In order to simplify the next calculations, the following nomenclature has been introduced:
  
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Step 4.
Considering a system of the form given by Eqs (34) 
To verify the previous calculations, the parameter ω has been plotted as a function of the equilibrium point r 1e in case, the transducer has three equilibrium points P 1 , P 2 and P 3 , whose values P e and their corresponding eigenvalues E e (taking α 11 = 1) are the following ones: 
From Eq (40) It is deduced that P 2 (0.0700) with eigenvalues (±21.6980, -1) is a saddle and therefore is unreachable, whereas P 1 and P 3 are weak focuses and their stability depends on the sign of the first Lyapunov value given by Eq (39). If L 1 < 0, the equilibrium point (P 1 or P 3 ) will be stable, and when L 1 > 0 the same equilibrium point will be unstable. It is interesting to remark that the case which we are analyzing (V 0 = 227.2167 V and F 0 = 7.1343 N) is similar to the one plotted in = 0.05, α 11 = 1 and α z2 = 0.001, the equilibrium point P 1 is a stable weak focus and the equilibrium point P 3 is an unstable one. The apparent convergence of the curves at r = 0.03 is a visual effect due to the scale that has been used to represent high values of L 1 . where the equilibrium points P 1 , P 2 and P 3 are independent of α z1 (see Eqs (12)) and thus they remain constant. In this case, if there is a sign change in the first Lyapunov values L 1 (P 1 ) and L 1 (P 3 ) of the equilibrium points P 1 and P 3 respectively, the system will jump from one equilibrium point to another. Fig 6 a shows the sign variations for L 1 (P 1 ) and L 1 (P 3 ), whereas in Fig 6 b the simulation results for the transducer position clearly corroborate that the system cannot remain oscillating around an unstable weak focus, and thus it must jump to the other equilibrium point (with a negative first Lyapunov value). At the initial time instant the transducer is at point P 2 (which is a saddle), and it holds that L 1 (P 1 ) < 0 and L 1 (P 3 ) > 0. Consequently, the system jumps to point P 1 and remains oscillating around this point while t < t 1 . When t exceeds t 1 , the stability of P 1 and P 3 is then interchanged, i.e. L 1 (P 1 ) > 0 and L 1 (P 3 
Figure 6
The results obtained from the analysis of the first Lyapunov value allow us to conclude that if L 1 vary according to a harmonic law the system could reach chaotic behavior without external harmonic disturbances. To research this issue, figure 7 shows the results obtained by simulating the system equations (12) by [5] , [23, 24] , [36] [37] [38] :
On the other hand, from the simulation results it follows that:
which is in accordance with Eq (42) 4 Chaotic behavior and how to use it to reach a predetermined set point
In this section we are going to calculate the Melnikov function to obtain sufficient conditions for chaotic motion as well as to deduce the way of using the chaotic motion to reach a desired set point.
Chaotic behavior and Melnikov function
where -p = p 1 > 0, q 1 = -2q/3 > 0, r 1 = r/2 and C 2 = 4p 1 r 1 + q 1 2 .
Once a homoclinic orbit has been obtained and the corresponding parametric equations have been deduced, it is possible to calculate the Melnikov's function [18] [19] , [25] [26] [27] [28] [29] . Taking into account Eqs (44)-(47), the Melnikov function can be written as follows: 
where the subscripts "p" and "n" refer to the right (positive) and left (negative) lobes respectively. The integrals of Eqs (48) can be calculated by using standard methods of complex variable [38] . It should be noted that there is a sign change in the functions In this subsection we shall use the chaotic behaviors to drive the transducer to a prescribed position, which will be analyzed for the two previously considered routes to obtain chaos. It should be noticed that the control laws defined by Eqs (8)- (10) can be used for both chaos procedures depending on the chosen values for α 1 , α 11, α z1 and α z2 .
According to the discussion of section 3 and subsection 4.1, the system starts with α 1 = 0 and chaotic oscillations can appear when either α z1 is harmonically varied or an external harmonic disturbance on the platform appears.
Our purpose is to exploit the fact that a chaotic orbit will always be very close to a set point located inside the strange attractor. Consequently, it would be possible to reach the desired set point with small control efforts by varying the control laws given in Eq (10) and modifying the value of f 0 in Eq (15) so that one stable equilibrium pointset point-is obtained. The practical implementation of this issue consists of defining a capture region around the set point Ω ≡ (r cx , r cy ) located inside the strange attractor in the phase plane r 1 (t)-dr 1 (t)/dt and changing the control law when a chaotic trajectory enters the capture region. For this purpose, we will consider the control laws defined by
Eqs (8)- (10) and will assume that the nonlinear control laws are defined by:  For t ≥ t con the value for F 0 is changed so that F 0n < F 0 , and thus it is possible to choose an equilibrium voltage V 0 for which the system has only one equilibrium point. In addition, for an adequate value of α 1 , the eigenvalues of the Jacobian matrix defined by Eq (17) have negative real part and consequently the equilibrium point will be asymptotically stable. 
From Eq (53) the C p and τ i values can be chosen so that all the eigenvalues of the matrix defined in Eq (53) have negative real part, and consequently the set point will be an asymptotic equilibrium point. On the other hand, in the presence of noise the equilibrium point will be reached with a small oscillation around it.
To corroborate the previous reasoning, Eqs (12) have been simulated assuming that there is no harmonic disturbance in the platform and that the conditions of the Andronov-Poincaré-Hopf bifurcation are verified. Fig 14 a shows that the system is chaotic for t < t con . At t = t con = 70 s, the control laws are changed in accordance with
Eqs ( It is important to remark that the integral action I(t) given in Eq (53) should not reach too high values as it may prevent the system to reach the set point. Consequently, it may be necessary to limit the values of
 
It to certain upper bound that must not be exceeded. As an example, Fig 15 shows two cases in which the chaotic motion is due to external harmonic disturbances on the platform with random noise, where the integral action I(t) has been limited to a maximum absolute value of 0.11. From the simulation results it can be deduced that the set point is reached for C p = 0. Other control strategies such as the control partial technique [35] represent an alternative procedure for using the chaotic behavior to maintain the system in a small zone of the phase plane employing very small control signals. In this sense, the sensitive dependence has been applied in several contexts, for which details can be found in Refs [39] [40] .
Conclusions
In this paper the chaotic oscillations of an electromechanical transducer have been examined. The device is controlled by a control voltage V(t) and an external control force F(t), which can be chosen with the classical structure of the PD control plus certain nonlinear terms. An admissible range of parameter values for the proposed control laws has been deduced, which has allowed to drive the transducer mobile mass to any desired equilibrium point.
The stability analysis of the weak focuses associated to this bifurcation has been carried out from the analytic calculation of the first Lyapunov value. It has been both analytically and numerically corroborated that a weak focus is stable or unstable if its corresponding first Lyapunov value is negative or positive respectively. This property has been used to induce chaotic motions by means of a harmonic variation of the first Lyapunov value, whose sign change gives rise to an interchange of stability between the two weak focuses.
From a simplified model of the controlled system, the Melnikov theory has been be applied to obtain sufficient conditions for chaos when the platform is harmonically varied, which provides another route to obtain chaos. The chaotic oscillations have been corroborated by calculating the sensitive dependence, Lyapunov exponents and the power spectral density.
Another interesting aspect of this paper is the possibility of using chaotic oscillations to drive the transducer mass to a prescribed set point, even in the presence of random noise associated to the measurement process. For this purpose, a capture region around the set point is defined, which allows to change the control laws to reach the (stable) equilibrium point when a chaotic trajectory enters the capture region. The presence of random noise gives rise to a steady state error, which is removed by adding a linear PI controller to the control force.
The simulation process has been carried out by using the Runge-Kutta integration method of order four with simulation steps of 10 -4 s introducing the artificial variable z 4 ' (t) to obtain an autonomous system (Eqs (12) and (41)). On the other hand, the Lyapunov exponents have been calculated inside the main Runge-Kutta loop by means of the Runge-Kutta-Fehlberg method to avoid problems of numerical instability.
The control laws given by Eqs (8) and (9) 
