ABSTRACT In prognostics and health management, multiple sensors have been widely used to monitor the health condition of complex machines. As each sensor provides partial and dependent information, datalevel fusion techniques have been developed and aim at increasing the reliability and safety of machines by providing the current health assessment and remaining useful life (RUL) prediction. While most existing data-level fusion techniques have shown a promise for prognostics, they are mainly limited by only focusing on the improvement of point prediction, which makes it difficult to provide adequate available information for decision-making in predictive maintenance. In this paper, the prediction interval (PI) is adopted to model the prediction uncertainty of RUL for its nature of high variability. An improved echo state Gaussian process (IESGP), which is able to provide an estimation of prediction uncertainty, is developed as a novel data-driven approach for RUL prediction and PI construction. The proposed IESGP is a novel Bayesian approach which combines the merits of echo state networks and Gaussian processes to enhance the prediction accuracy. Based on this, a comprehensive cost function is constructed to characterize the accuracy and uncertainty simultaneously, then a multi-objective genetic algorithm (MOGA) is applied to optimize the point prediction and PI. The validity of the proposed approach is verified on the widely used turbofan benchmark datasets. The experimental results show that the proposed approach can not only achieve superior predictive accuracy in comparison with several state-of-the-art approaches but also obtain PIs with high quality.
I. INTRODUCTION
With the development of Internet of Things (IoT) technology, condition monitoring techniques with multiple sensors have been widely used to monitor the health condition of manufacturing tools, machines, and equipments. Massive sensor signals that contain useful information about the underlying degradation mechanism are collected [1] . Thus, how to effctively integrate the information of multiple sensors is critical to the success of the health assessment of machines.
Prognostics and health management (PHM) systems with integration and fusion of multiple sensors, which aim at
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developing predictive maintenance strategy and improving maintenance actions at reduced costs, have attracted more and more attention [2] . Prognostics plays an important role in PHM and mainly focuses on predicting the remaining useful life (RUL) of a degrading system based on fused information of multiple sensors. A reliable prediction of the RUL provides valuable information related to condition based maintenance, thus avoiding the machines breakdown and improving business performance, such as productivity and elimination of malfunctions [3] . However, since prognostics deals with the future behavior prediction of engineering systems, several sources of uncertainties exist in the RUL prediction, which include the following aspects [4] : 1) randomness in the equipments' future degradation path; 2) inaccuracy of the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ prognostic model; 3) measurement noise from the sensors; and 4) imperfect knowledge of the degradation initiation time. Therefore, uncertainty estimation is essential, though challenging, to the accurate RUL prediction in practical manufacturing systems [5] . Typically, prognostic approaches can be categorized into three classes, namely model-based, data-driven and hybrid [2] . Model-based approaches utilize an explicit mathematical model of the degradation process to predict the future evolution of the degradation state and RUL of the system [6] . Data-driven approaches are mostly based on statistical and machine learning methods that aim at learning trends from the data and discovering the system's behavior. In this respect, artificial neural network are widely used [7] - [10] ; and some other methods such as support vector regression [11] , sparse representation model [12] , echo state networks (ESNs) [13] , Bayesian models [14] , [15] , etc. Furthermore, it is worth mentioning that some deep learning techniques such as Long Short-Term Memory (LSTM) Network [16] , [17] , Deep Neural Networks (DNNs) [18] , Deep Belief Networks (DBNs) [19] , and stacked autoencoder [20] , are widely used nowadays in prognostics as they have the ability to automatically learn features from big data. Finally, hybrid approaches are combination of model-based and data-driven approaches that attempt to leverage the strength from both categories [21] .
Especially, driven by the rapid development of Internet of Things and industrial big data, the data-driven approaches are drawing more attention nowadays [22] . These aforementioned data-driven approaches, most of which only consider point predictions of the RUL, convey no information about the associated uncertainties and carry no indication of their reliability. For instance, point forecasts provide only the prediction error but tell nothing about probability for the prediction results. This makes decision-making more problematic, as very limited information provided by predicted values is available [23] . To improve the decision making and operational planning of the predictive maintenance, the associated uncertainties of RUL predictions should be dealt with and it is essential to know how well the predicted RULs match the real targets and how large the risk of mismatch is [24] . To address this problem, prediction intervals (PIs) are considered in this paper to quantify the uncertainties in RUL prediction. As an important tool in probabilistic forecasting, PIs are used to estimate the lower and upper limits of target value under certain confidence level [25] . Regarding to RUL prediction with nature of high variability, PIs are more reliable and informative in contrast with point forecasts when giving prognostic-based decision support. Available PIs can support the decision makers and operational planners to efficiently consider a multiple of solutions/scenarios for the best and worst conditions. For example, wide PIs present high level of uncertainties in the operation of the underlying system, which can guide the decision makers to avoid taking risky actions under certain system [24] . Therefore, with high quality PIs, the decision makers can confidently draw up future plans, better deal with risks, and maximize their benefits [23] .
According to the literature, the methods for constructing PIs mainly include: delta, Bayesian, bootstrap, and meanvariance [25] . Bayesian models were widely and effectively used for uncertainty management and quantification of prognostics [26] . A state-space-based degradation model was developed to reduce the prognostics uncertainty of individual systems [27] , in which the PIs of lifetime were derived from the time-to-failure distribution. To handle the uncertainty in structural health prognostics, relevance vector machine (RVM) was adopted to provide RULs with statistical bounds and distributions [28] . In [29] , a method called regression to fuzziness was proposed and fuzzy logic was used to provide a range of values called transition period. Though these works took the PIs into account in prognostics, the ways to improve the quality of the PIs were not further studied. In addition, Gaussian process regression (GPR) is an elegant tool for probabilistic prediction based on Bayesian inference. GPR exhibits significant robustness to outliers and the posterior probabilities can be derived strictly [30] .
In this paper, a novel data-driven approach based on echo state Gaussian process (ESGP) is presented for RUL prediction and PIs construction. ESN is a novel recurrent neural network (RNN) that has the ability to model significant nonlinear dynamical systems, which is appropriate for handling the prediction problems related to time series. Moreover, ESN holds a distinguishable simple learning procedure, which makes the RNN training computationally more efficient compared with the traditional RNNs [31] . The echo state Gaussian process (ESGP) is a nonparametric Bayesian approach [32] , which leverages both the merits of exceptional capability in modeling dynamical data of ESNs and uncertainty prediction abilities of GP models. Hence, the presented approach overcomes the aforementioned limitations of the traditional data-driven approaches in supporting the uncertainty estimation of RUL prediction, thus more reliable information for decision support could be obtained. Furthermore, to enhance the accuracy of RUL prediction, an improved ESGP (IESGP) model is developed by integrating the readouts of ESNs as prior information of the Bayesian inference. Moreover, a comprehensive cost function is constructed to characterize the accuracy and uncertainty simultaneously and afterwards a multiobjective genetic algorithm (MOGA) is applied to jointly optimize the point prediction and prediction interval.
The remainder of this paper is organized as follows. Section II presents a basic background on ESN and derives the developed IESGP model for RUL prediction. Section III describes the proposed RUL prediction approach integrated with MOGA for parameter optimization. In section IV, the turbofan dataset is used to demonstrate the effectiveness of the proposed approach. The conclusion remarks are drawn in Section V. 
II. PROPOSED ECHO STATE GAUSSIAN PROCESS
In this section, a novel RUL prediction approach based on ESGP is presented. The echo state Gaussian process (ESGP) is essentially a fusion of reservoir inspired class of RNNs, the ESNs, with non-parameter Bayesian approach, Gaussian processes. Here, an improved ESGP (IESGP) approach is developed by integrating the readouts of ridge regression based ESN.
A. RIDGE REGRESSION BASED ECHO STATE NETWORK
An ESN mainly comprises two basic components, a discretetime, recurrent, and randomly connected dynamic hidden layer, called reservoir, and a linear readout layer which maps the reservoir states to the predicted RUL, Fig. 1 shows the structure of an ESN.
In this work, a supervised ESN training based on ridge regression is considered, which is conducted by updating reservoir states and network output, defined as follows:
where δ is a small i.i.d. noise term, u(t) is the observed sensor signal fed to the reservoir at time t, h(t) is the reservoir states at time t, y(t) andỹ(t) are predicted readout and the target readout at time t respectively. W denotes the reservoir weight matrix, W in and W back are weights of the input and output feedback. All the weight matrices to the reservoir (W in , W , W back ) are randomly initialized from a specific probability distribution (e.g. normal distribution in our case). W out denotes the readout weights matrix which is identified by ridge regression in training phase. φ(·) denotes the activation function of reservoir neurons (typically a hyperbolic tangent function, i.e., tanh), and λ ∈ (0, 1] is the leaky rate. In the case of RUL prediction problem, u (t) denotes sensor signal with extracted features, y(t) andỹ(t) represent the predicted RUL and the corresponding target RUL respectively. After the training process, reservoir states are updated as
Therefore, given a training dataset u(t),ỹ(t)
T t=1
, the corresponding reservoir states {h(t)} T t=1 are updated by teacher-forced calculation applying (1) in the ESN training phase. Ridge regression method is employed to mitigate the ill-condition problem via regularization strategy [33] . Hence, the readout weights can be calculated as
where = [ϕ(1), ϕ(2), . . . , ϕ(T )] T , and ϕ(t) = [h(t); u(t)], t = 1, 2, . . . , T . ξ is the regularization coefficient. Y is the target vector corresponding to input teacher-forced signals. Moreover, to reduce the effect of random initialization of those aforementioned weights, the so-called echo state property, which guarantees that the effect of a given input on the state of reservoir vanishes in a finite number of time intervals [33] , should be satisfied. For a detailed description about the theory and application of ESN, the interested readers can refer to [31] .
B. IMPROVED ECHO STATE GAUSSIAN PROCESS
The echo state Gaussian process (ESGP) applies the GP to regress against the augmented reservoir states of the ESN, which was demonstrated to be highly effective on a variety of benchmark and real-world time series prediction tasks [32] .
Gaussian process regression (GPR) is a powerful and flexible approach to perform probabilistic inference over functions [34] and can be effectively used to model degradation as a stochastic process [4] , which is suitable for uncertainty prediction of the RUL. When performing Gaussian process regression given two observation variables x andx, we assume that the outputs are a superposition of a latent function of inputs and an independent white Gaussian noise
where ε ∼ N 0, σ 2 and f (x) regarded as a GP, is completely specified by its mean function m(x) and the covariance function k x,x , which are defined as follows:
Typically for simplicity, it is often assumed that the mean function m(x)=0, so the GP can be simplified as the form
where the covariance function or the kernel plays an important role in GPR. A large variety of kernel functions can be chosen depending on the specific application [34] . In our case, the popular squared exponential (SE) kernel is considered, which takes the form
where τ denotes the characteristic length scale. The SE kernel is symmetric, smoothly decaying and invariant to rigid VOLUME 7, 2019 motions, e.g. translations and rotations of the entire input space.
Then consider an ESN including P reservoir neurons and Q readout signals, i.e.
, the variables u (t) are observed inputs, and the readout y (t) are corresponding predicted values. For the RUL prediction problem, u (t) denotes sensor signal with extracted features, the readout y (t) is the predicted RUL andỹ (t) is the corresponding target RUL. According to (2), we get
where ϕ (t) comprises the reservoir states and the inputs, which is given as
Now we assume that the readout weights w s imposed with a Gaussian prior, such that
where I is identity matrix, and in this condition, we can obtain the mean and covariance of readout response y s (t) respectively as
and
Hence, based on Bayesian inference, the distributions of the ESN readouts are equivalent to a GP with the form
where K ( , ) is matrix of the covariance function given by
where the functions of the reservoir state vectors in (14) can be employed as the form of k (ϕ (t 1 ),ϕ (t 2 )), given by
In this paper, the utilization of kernels of any kind is allowed to generalize the above results.As mentioned before, the squared exponential (SE) kernel from (9) is considered and the definition with the reservoir kernel is given by
After a given description of the ESGP model, the model inference is performed via Bayesian rules. To enhance the model with addictive robustness to measurement noise, the hypothesis that the available training target RULỹ s fused with i.i.d Gaussian white noise ε is adopted, namelỹ
So the target observations of training samples
Furthermore, considering that the readouts of pure ESNs also contain important information about RUL prediction, thus rather than using the training samples drawn from zeromean Gaussian process prior, the inference can be enhanced to improve the ESGP by utilizing the readouts of ESN and regarding them as mean prior of the test target value y new s , which is estimated at the associated time point t new with GP as follows:
whereỹ new s denotes the readout of the ridge regression based ESN corresponding to the associated time point t new . According to (4), theỹ new s is given as
Hence, we have
where
Based on above analysis and using the rules of conditioning Gaussians, the predictive distribution of the ESGP model can be derived with the available training samples, yielding
Additionally, estimation of the model hyper-parameters, i.e. variance of the noise signal and some parameters of the adopted kernels, is critical to the performance of the model. In this regard, firstly an evolutionary algorithm is employed for the initialization of the hyper-parameters, then the parameters optimization of the GP part is conducted using conjugate gradient descent method [35] , where the PolackRibiere flavour of conjugate gradients is adopted to compute search directions. The details will be given in Section III. The improved ESGP (IESGP) model is presented in Fig. 2 . 
III. PROPOSED RUL PREDICTION APPROACH A. PROCEDURE
This paper proposes a novel data-driven approach for RUL prediction without the need to construct health indicators. The proposed approach based on an IESGP model can perform uncertainty estimation considering the associated uncertainty resources. To begin with, a two-step preprocessing of the sensory data is adopted, where feature selection and trend feature extraction are integrated to enhance the final obtained results. Then based on the preprocessed sensory data, the RUL prediction with uncertainty estimation can be directly obtained by an IESGP model. Additionally, PIs are used to quantify the uncertainty of RUL prediction and in order to enhance the accuracy and reliability of the prediction results, a multiobjective GA (MOGA) is employed to optimize the point prediction and prediction interval via the structure optimization of the IESGP.
Specifically, as shown in Fig. 3 , the procedure of our proposed approach consists of five steps, which are described as follows:
Step 1: Feature selection and trend feature extraction using time window.
Step 2: Data partition, properly split training data into training set and validation set with the extracted features and the corresponding RULs.
Step 3: Performing RUL prediction and PIs estimation on the training set with the improved ESGP model.
Step 4: Building a comprehensive cost function (details will be shown in Section 3.4) based on the accuracy and PIs estimation, then applying the MOGA to optimize the structure of IESGP via cross validation.
Step 5: Obtaining the optimized IESGP model and performing RUL prediction using the testing data.
B. FEATURE SELECTION AND TREND FEATURES EXTRACTION
Features in RUL prediction represent both the current status and the future trend of the degradation to some extent, and the extraction of relevant features can be beneficial to develop a comprehensive and robust model. With respect to feature selection, the features with relatively small variance are considered to contain low level information, thereby these are redundant features which can be removed by a given selection threshold. This technique equals to a simple way of dimensionality reduction and contributes to computational effectiveness.
In addition, the trend features are extracted from time series over a sliding window as is done in [11] . Two features per dimension are extracted from each window: the mean value and the differential value respectively. In this way, a feature vector of size 2 × d, where d is the dimension of the used trajectories, is attained from each window, and the noise of sensory data can be reduced. Moreover, this processing strategy contributes to reducing the computational costs of the ESGP approach, which becomes more applicable when dealing with data with larger size.
C. PIS EVALUATION INDICES
Prediction intervals (PIs), which estimate the lower and upper bounds of targets with a prescribed confidence level (1−α), can properly model the uncertainty of prediction and provide more reliable information for decision makers compared with point forecasts [36] . In order to estimate the PIs of the predicted RUL, some evaluation indices are needed, similar to mean square errors (MSE) and mean absolute percentage errors (MAPE) for point forecasts.
Typically, prediction interval coverage probability (PICP) and normalized mean prediction interval width (NMPIW) are employed for evaluation of PI qualities. PICP is the VOLUME 7, 2019 fundamental criterion of PI [37] , which represents the probability that the targets lie within the constructed PIs, and it is defined as
where I (·) denotes an indicator function and
and U α (u t ) are the lower bound and upper bound of RUL t (i.e. the predicted RUL at time t) respectively.
To obtain valid PIs, PICP should be close enough to or greater than the given nominal confidence level [37] . The ideal case for PICP is when the value of which is 100%, which means the target RULs are lie within the prediction intervals. Meanwhile, NMPIW has been introduced to measure the width of PIs, which takes the form
where =RUL max − RUL min , RUL max and RUL min denote the maximum and minimum of the target RUL respectively, thus represents the range of the target RULs. Practically, the estimated PIs with high PICP and small NMPIW are desirable, that represent high quality of the PIs. From the definition perspective, these two indices hold the same variation trend, in other words the increasing PICP will always result in an increment of the NMPIW and vice versa. To properly cover both aspects of PIs in a comprehensive way, coverage width-based criterion (CWC) is constructed in [37] , where the CWC cost function takes the form CWC = NMPIW 1 + γ (PICP) e −η(PICP−µ) (30) where γ (PICP) = 0, PICP ≥ µ; 1, otherwise. , η and µ are two constant hyper-parameters that control the penalty level in case that PICP is less than (1−α). Typically the nominal confidence level related to PIs can be set as (1−α), in which way the PICP will approach the prescribed confidence level in the process of optimization. Although the original CWC behaved well in previous researches, there are some problems such as: 1) the product operation between NMPIW and PICP related term in (30) could be difficult to control in optimization; 2) the constraints on NMPIW are insufficient, which may result in an undesirable NMPIW and yield PIs with negative quality. Thus, some improvements are made and a new CWC is built as
where γ (PICP) is the same as the one in (30) , p c2 ) of the GP part, which indeed have significant effect on the ESGP modeling capacity. Considering that the parameter optimization in this work is a mixedinteger problem and the objective function is not differentiable, in this paper GA is employed to perform the parameter optimization of IESGP model in the training phase. Generally, GA is effective in solving the parameter optimization problem and has been successfully applied to optimize the parameter of double-reservoir ESN [38] . In addition, a linear ensemble of GP regressors was formed to estimate RULs of intelligent energy systems, where a multiobjective optimization problem was fomulated and a genetic algorithm was used to provide an optimal set of coefficients for the linear ensemble [39] . For comprehensive review of GA, the interested reader can refer to [40] . In this section, a multiobjective GA (MOGA) is presented to optimize the prediction accuracy and the PIs of RUL. Afterwards, the objective function of MOGA needs be considered. For one thing, the error of RUL prediction, which is typically measured by mean squared error (MSE) or root mean squared error (RMSE), should be minimized as the point forecast does. In this work MSE is used and defined as follows:
where N is the number of samples, RUL i and RUL true denote the predicted RUL and the corresponding actual RUL respectively. For another, the performance of PIs estimation is measured by Coverage Width-based Criterion CWC new , and from (31) we know that a smaller CWC new corresponds to PIs with better quality. Thus, one more objective is to minimize the CWC new . Consodidating the analytical formulas in (31)- (32) to a single set, the cost set is shown as follows:
which is adopted to formulate a multiobjective optimization problem.
The strategy of MOGA lies in simplifying the multiobjective optimization problem by turning it to a singleobjective one, then applying the GA to solve it. To this aim, we merge the MSE of RUL prediction and CWC new of PIs estimation together by assigning certain weights on them, which reaches a tradeoff between the prediction accuracy and 
Similarly, η 3 and µ 3 are constant parameters that control the penalty level of the MSE,w denotes the weight of the term related to MSE.
Since the cost function has been defined, in this work a weighted cross validation (WCV) method is applied in the process of optimization. The usage of WCV method is mainly motivated by two reasons: 1) cross validation method is conducive to dealing with both the empirical error and overfitting [41] , and by using cross validation in the cost function, the IESGP models which are both accurate and simple can be effectively selected. 2) RUL prediction is a class of time series prediction that it is more reasonable to assign larger weights on the recent samples than the previous ones [42] . As shown in Fig. 4 , the original training data is divided into two parts, namely training set and validation set, and in the case of k-fold WCV, the model ESGP i with different validation set S k−i+1 corresponds to different weight w i , in which way the cost functions L i (MSE, CWC new ), i = 1, 2 . . . , k, are aggregated to a new one
where the weights w i , i = 1, 2 . . . , k, are provided as
. Additionally, for the sake of stability, the WCV need be repeated m times and the mean of m different values of the new cost function L r CV (MSE, CWC new ), r = 1, 2 . . . , m, can be used as the objective function, namelŷ
Thus, the multiobjective optimization problem in (33) can be converted to a single objective optimization problem, which is formulated as shown below:
where t denotes the dependence of the measure set on time.
The constraints in (37) respectively. Here, M 1 , M 2 and M 3 are positive constants which will be defined in section IV. Note that the selection of the three constants will change the search space of solutions. Though larger values can expand the space and it tends to slow down the convergence speed and vice versa, better solutions generally can be find. Therefore, the obtained objective function given in (37), which focus more on both recent samples and effective model, can be optimized by MOGA, thereby the tradeoff between accuracy and reliability of RUL prediction can be achieved.
IV. EXPERIMENTAL VALIDATIONS
In this section, the developed prognostic approach for RUL prediction and uncertainty estimation will be demonstrated on the prognostic benchmarking problem, i.e., turbofan engine degradation problem. The turbofan dataset is available in NASA's data repository [43] . Four degradation cases with different fault modes and different operational conditions are studied in this experiment, where multiple sensor signals are utilized to assess the degradation condition of different turbofan engines. The GP part of ESGP was implemented using GPML toolbox [44] .
A. DATASET DESCRIPTION
Turbofan engine degradation dataset comprises multiple multivariate run-to-failure trajectories generated by a simulation model on the Commercial Modular Aero-Propulsion System Simulation (C-MAPSS) test bed [45] . The simulator was developed by NASA and faults are allowed to be injected in any of the five rotating components, in which way the damage propagation of aircraft gas turbine engines could be modeled. The C-MAPSS dataset, which consists of four sub-datasets with different issues, has proven to be well adapted for the development of data-driven prognostics. Each sub-dataset comprises one training set and one test set, both of which contain a certain number of engines. Each engine comprises different components such as pressure compressors, turbines, etc. The mian components of the engine model and the flowchart relating to how various subroutines are assembled in the simulation, are presented in Fig. 5 .
The degradation behaviors of each engine are represented by provided trajectories corresponding to multivariate temporal data points, which are sampled from 21 sensor outputs over a period of operational cycles. In detail, each data point is a snapshot including not only 21 signals recording the component operation of the sensory measurement, but also operation settings, engine IDs and operational cycle. Table 1 summarizes some basic information of the four subdatasets, which include both single operational condition and multiple operational conditions. Each engine starts with a healthy state and develops a fault at a certain time prior to system failure. The data collected from various parts of the system record effects of degradations on sensor measurements such as pressure, temperature, speed, etc. For more details the readers can refer to [46] . Since the sensory data is nonlinear, corrupted with high levels of noise and include wide range of time series, the task of RUL prediction is complicated and challenging.
B. DATA PREPROCESSING
To efficiently deal with the complexity of the datasets, a preprocessing strategy has been adopted, which takes four steps: 1) Sensor selection: The datasets comprise multivariate temporal data sampled from 21 sensors, among which some time series data have zero variance or too small variance. This implies that some sensors obtain constant outputs which make little contribution to the prediction model. Hence, the sensors with too small variance are removed. In addition, some redundant signals are further removed by resorting to correlation analysis. 2) Normalization: For each sub-dataset, the value range of these signals from each sensor is normalized based on min-max scaling, in which way each sensor holds a value range between 0 and 1. 3) Trend features extraction: Feature extraction strategy has been employed to identify proper features that describe both the value and trend of the time series over a given window. As described in section 3.2, the mean value and the differential value per dimension are extracted from each window. Thus new feature vectors with two dimensions are obtained from each window. 4) Operating conditions: Different from FD001 and FD003, both of which only include single operating condition, FD002 and FD004 include varying operating settings with six operating conditions. Therefore, operating setting values in FD002 and FD004 are clustered into six different clusters based on K-means method. Then, one-hot method has been used to encode the six operating conditions, and the cumulative numbers of different operating conditions are used as features for training.
C. EVALUATION METRICS

1) Quality metric of features:
Monotonicity characterizes the underlying increasing or decreasing trend of features [47] . It can be measured by absolute difference of positive and negative derivatives for each feature as follows:
where K represents the number of observations, M = 1 corresponds to highly monotonic features. Generally, features with good monotonicity tend to benefit the prognostic tasks. 2) Metrics for RUL prediction: As discussed in section 3, some evaluation metrics are used to assess the performance of the proposed approach, i.e. MSE is adopted to measure the accuracy of RUL prediction. In addition, both PICP and NMPIW are utilized to measure the uncertainty quantification via PIs estimation. To further compare the performance with other state-of-the-art approaches, the scoring metric [46] is used, and the score S is defined as
where N denotes the number of test samples, and d i = RUL i − RUL true is the error term between predicted RUL and ground truth RUL. From (39) we can know that the late predictions are more heavily penalized than early predictions and approaches for RUL prediction with better performance will yield lower score value.
D. RUL PREDICTION AND UNCERTAINTY ESTIMATION
In this study, several factors except for the parameters optimized by MOGA, may also impact the performance of IESGP, especially the time window width and the extracted features. Considering that the maximal width of time window should not exceed the least length of trajectories in corresponding dataset, here the width of time window is identified by trial and error. As shown in Fig. 6 , the best performance with lowest score and MSE is obtained on dataset FD001 and FD003 by using a time window width of 10 and 13 time cycles respectively. Likewise, the window widths of other two datasets are chosen as 19 and 16 time cycles.
Comparison results in Table 2 between the raw features and the two extracted features show that the monotonicity of extracted features has a significant improvement, which means better features for RUL prediction are attained via feature extraction. In other words, more useful temporal information that may enhance prediction performance is accumulated due to time window processing.
Furthermore, the attained new features are sent as input of proposed IESGP model, then MOGA is adopted for parameters optimization, including the parameters of ESN, i.e. neuron numbers in reservoir, spectral radius, input weight, and output weight; and the initialization parameters of Gaussian process, i.e. hyper-parameters in likelihood function and covariance function. Specifically, in this case a 5-fold WCV is adopted and every cross validation runs two times, i.e. k = 5, m = 2 in (36). In the MOGA-based optimization, the crossover rate is 0.9, the mutation rate is 0.65, the population size is set as 500 and the weightw is set as 0.4, in which way more emphasis is put on the PIs estimation. The connectivity ratio in reservoir is set as 0.05 as the sparse connectivity can generate a rich variety of dynamics in reservoir. Moreover, the positive constant tuple (M 1 , M 2 , M 3 ) in (37) is set to (6, 12, 12) . The optimal parameters obtained by MOGA are presented in Table 3 .
After the parameters optimizaiton, the IESGP model is validated on the 4 test datasets from FD001 to FD004. Fig. 7 shows continuous RUL prediction results of two different engines, which are randomly chosen from FD001 and FD003 respectively. Note that the difference between the predicted RULs and the actual RUL decreases over time, since more historical information can be used by the prediction model. Besides, the optimized IESGP model is employed to predict the RULs of all the engines of the four different datasets. For FD001 and FD003 with single operating condition, the results of both RUL prediction and PI estimation are given in Fig. 8 and Fig. 9 respectively. It is clear that the constructed PIs for test units of FD001 and FD003 cover the targets in a great percentage, which indicates that the MOGAbased method and the cost function CWC new can attain PIs with a high PICP. In addition, for FD002 and FD004 with multiple operating conditions, the results of RUL prediction with PI estimation are shown in Fig. 10 and Fig. 11 respectively. In contrast to FD001 and FD003, the datasets with multiple operating conditions basically have higher average score per engine unit and lower PICP, which in some extent indicates that there are more uncertainties in the datasets with multiple operating conditions.
E. COMPARISON AND DISCUSSION
Here, we validate the effectiveness of the proposed IESGP approach in comparison with some existing state-of-the-art approaches on C-MAPSS dataset. The MOGA-based IESGP approach is applied to obtain a tradeoff between the point prediction and PIs estimation of RUL. For evaluation of point prediction, both some classical data-driven approaches such as Random Forest (RF), support vector regression (SVR), etc., and some deep learning approaches, e.g. Deep Belief networks (DBNs), Long-short term memory (LSTM) related approaches [16] are used to benchmark. Among those approaches, MODBNE proposed in [19] is a multi-objective ensemble learning method evolving multiple DBNs, which was demonstrated the outstanding performance in comparison with some exiting approaches, e.g. SVR, MLP, ELM, etc. However, due to the lack of uncertainty estimation like most approaches, the comparison of prediction performance between the proposed IESGP and MODBNE limits to score and MSE. Regarding to uncertainty estimation, the original Echo State Gaussian Process (ESGP) approach and the general GPR approach are implemented here for comparison based on PIs estimation. To present quantitative and convincing results and validate the stablity of the approaches, each approach in comparisons with the average performance over 10 experimental runs is reported. Table 4 summarizes the performance of the approaches with respect to the point prediction metrics, i.e., score and MSE. As seen in the table, IESGP almost outperforms all of the other compared methods in terms of both score and MSE on these datasets, though MODBNE performs best with lowest MSE on FD003, LSTM performs best in terms of both score and MSE on FD004. It worth mentioning that better performance on score represents earlier prediction of RUL, which shows more significance in practice. In contrast with the original ESGP approach, the proposed IESGP has superior performance for all the four datasets, which demonstrates that the prior information taken from the readouts of ESN effectively improves the IESGP approach.
Additionally, the PI estimation of the IESGP approach has been compared with the GPR approach and the original ESGP approach. Table 5 reports the obtained PI performance of these two approaches with respect to PICP, NMPIW and CWC new when the 95% PI confidence is provided. As shown in the table, the IESGP approach provides a larger PICP and smaller NMPIW than the original ESGP approach on all the four subdatasets, thereby the PIs with higher quality are obtained. The average values of PICP given by the proposed approach are both greater than 96% in FD001 and FD003, which indicates that the assigned confidence level is satisfied on these two datasets. Meanwhile, for a certain method, resuts of FD002 and FD004 show lower PICP values and higher CWC new values, which are in line with the higher varieties in these two datasets. GPR provides the larger PICPs though, the PI estimation of the GPR is still unsatisfied due to the too large NMPIWs. Moreover, the smallest CWC values are obtained on all the four subdatasets by using IESGP approach, which provides further validation that the proposed approach can attain superior PIs estimation.
As mentioned before in Section I, available PIs can support the decision makers to efficiently consider multiple solutions for the best and worst conditions. Different from the deterministic point prediction of RULs, predictions with PIs of high quality, which have high PICP and low NMPIW for the given confidence level, can provide significant information to decision makers. For instance, regarding to the resource planning of maintenance services, based on the predictive information of the most likely failure occurrence interval, the planner can make better decision about when and how many resource should be provided for maintenance service, in which way the maintenance costs could be reduced. Thus, the proposed approach in this work, which has the ability to optimize the PIs of RUL and reduce the uncertainty of prediction, is promising to help the decision makers improve the quality of decision-making in practical applications.
V. CONCLUSION
The rapid development of sensor technology has provided some great opportunities for condition monitoring of complex equipments to avoid unexpected failures and improve the reliability. Meanwhile, some new challenges arise on how to integrate the information of multiple sensors with prediction uncertainty. In this work, a data-level fusion model is developed, and a novel data-driven approach for RUL prediction with the consideration of prediction uncertainty is proposed. The proposed approach is based on a Bayesian model called ESGP, which takes advantage of ESNs and Gaussian process to provide a more robust prediction performance while also offering an uncertainty estimation of RUL prediction.
The main novelties of the proposed approach are: (1) a novel IESGP model is developed via integrating the readouts of ESN as prior information into the inference process of Gaussian process, in which the ESN is applied for the integration of time series signals from multiple sensors; (2) a modified cost function with prediction interval is constructed to characterize the accuracy and uncertainty of RUL prediction; (3) a multi-objective GA with weighted cross validation is developed to simultaneously optimize predictive accuracy and PIs. The proposed approach was evaluated on turbofan dataset from NASA. Experimental results have shown that the proposed method can not only achieve superior predictive accuracy in comparison with some existing approaches, but also obtain PIs with high quality.
In this work, the proposed approach performs effectively on the C-MAPSS turbofan dataset. In future works, sparse approximations of the model covariance functions will be studied to speed up the IESGP inference algorithm and deal with other prediction problems with larger-scale datasets. In addition, some other multi-objective evolutionary algorithms will be discussed to further improve the performance of RUL prediction. 
