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Résumé – Le filtrage bayésien est en général présenté dans le cas d’un modèle de Markov caché à canal sans mémoire. Cette propriété ne peut
être vérifiée, par exemple, lorsqu’un système est commandé en boucle fermée. On présente une hypothèse de modèle moins contraignante, qui
généralise certaines extensions trouvées dans la littérature, mais dans lequel l’état ne vérifie pas nécessairement la condition de Markov (il ne la
vérifie que conditionnellement à la séquence des observations). On développe le filtrage particulaire marginal sous cette hypothèse, en examinant
les conséquences sur les mécanismes d’adaptation utilisés dans le filtrage particulaire auxiliaire.
Abstract – Bayes filtering on hidden Markov models is usually presented in the memoryless channel case. This hypothesis cannot be fulfilled,
for example, when a system is controlled with feedback. We propose in this paper a weaker assumption, which is a more widely applicable,
in which the state is not Markovian (more precisely, the state is Markovian, but conditionally to the observation sequence). Consequences on
marginal particle filter are discussed, with a focus on adaptation schemes used in the auxiliary particle filter.
1 Introduction
Soit (x[n])n≥1 une séquence de variables aléatoires non ob-
servables, l’état caché. L’évolution de ce phénomène se tra-
duit par l’observation d’une séquence de variables aléatoires
(y[n])n≥1. On cherche, pour tout n, à fournir en ligne une esti-
mation xˆ|n[n] de x[n] connaissant y[1 : n] = (y[1], . . . , y[n]).
On utilisera, pour simplifier les notations, l’exposant |n qui
signifie « connaissant y[1 : n] ». Dans un cadre bayésien, il
s’agit alors d’exprimer la densité de probabilité p|nx[n] de l’état
à l’instant n connaissant les observations jusqu’à l’instant n
pour obtenir, par exemple, l’estimateur en moyenne quadra-
tique (MMSE) :





Le filtrage bayésien et ses déclinaisons (filtrage de Kalman,
filtrage particulaire) sont en général développés dans le cadre
des modèles de Markov caché (HMM) à canal sans mémoire
[1, 2, 3]. Dans [4, 5, 6], est autorisée une auto-régression de
l’observation conditionnellement à l’état courant, mais l’état
reste markovien. Il existe d’autres extensions, telles que les
chaînes de Markov couple [7], ou le couple état-observation
est une chaîne de Markov. Plus récemment, dans [8], a été pro-
posée une propriété de Markov plus générale, dite d’ordre su-
périeur.
Mais ces extensions ne règlent pas le problème de l’estima-
tion de l’état dans un système dynamique piloté en boucle fer-
mée, dans lequel la loi de commande réinjecte à chaque instant
une fonction de l’historique des observations. L’état, à tout ins-
tant, dépend donc de tout l’historique des états, via l’historique
des observations. Dans [9], ceci est pris en compte, mais sans
aucune hypothèse markovienne.
On se propose, dans cet article, de présenter une contrainte
de modélisation markovienne suffisamment générale pour pou-
voir écrire simplement le filtrage bayésien, et d’en étudier les
conséquences sur le filtrage particulaire marginal.
2 Filtrage bayésien
On donne ci-dessous les équations du filtrage bayésien, pré-
sentées sous la forme d’une cascade de calculs de lois de pro-
babilité, initialisée par la loi a priori sur l’état initial de densité
p
|0
x[1] = px[1], et permettant, pour tout n :










x[n] (x) dx (1)
– après observation de y[n], d’estimer l’état présent x[n] con-
naissant les observations passées et courante :
p
|n−1















– et de prédire l’état futur x[n+ 1] connaissant les observa-







x[n+1]|x[n](x+ , x) p
|n
x[n](x) dx (3)
On reconnaît, dans la formule (1), la loi des probabilités totales
conditionnée par les observations passées y[1 : n − 1], dans la
formule (2), la loi de Bayes sous la même condition et, dans la
formule (3), la loi des probabilités totales conditionnée par les
observations passées et présente y[1 :n].
Il est habituel de se restreindre aux modèles de Markov ca-
chés à canal sans mémoire, c’est-à-dire tels que : a) la suite des
états est une chaîne de Markov, b) conditionnellement à la suite
des états, les observations sont indépendantes et c) l’observa-
tion à l’instant n est indépendante des états aux instants 6= n.
Mais, comme il est souligné dans [10], cette approche n’est
pas adaptée si l’on souhaite faire intervenir une rétroaction de
l’historique des observations.
Il est facile de vérifier qu’on aboutit également au modèle de
Markov caché à canal sans mémoire à l’aide de la suite d’hy-
pothèses suivantes : H1) l’état courant x[n] et l’historique des
observations y[1 : n − 1] ont capturé toute l’information sur
les états futurs et les observations courante y[n] et futures, H2)
l’état courant x[n] suffit et, H3) connaissant l’état courant x[n],







= px[n+1],y[n]|x[n] (+ H2)
= px[n+1]|x[n] py[n]|x[n] (+ H3)
On a donc fait apparaître les densités des lois de transition
px[n+1]|x[n] et d’émission py[n]|x[n].
Mais les hypothèses H2 et H3, qui permettent de revenir
au modèle standard des modèles de Markov cachés à canal
sans mémoire, ne sont en fait pas utiles pour utiliser la récur-
rence fondée sur les équations (1), (2) et (3) ; il est suffisant
de s’en tenir à l’hypothèse H1, en faisant intervenir la densité
p
|n−1








On a donc fait apparaître les densités des lois de transition
p
|n
x[n+1]|x[n] et d’émission p
|n−1
y[n]|x[n]. La séquence des états n’est
plus une chaîne de Markov (marginalement). Par contre, c’est
une chaîne de Markov conditionnellement à la suite des obser-
vations.
3 Exemples
On commande le système dynamique dont la représentation
dans l’espace d’état est :{
y[n] = h(x[n]) + w[n]
x[n+ 1] = f(x[n], c[n]) + v[n]
avec (x[1], v[1],w[1], v[2],w[2], . . .), c’est-à-dire l’état initial et
les séquences de bruit, sont mutuellement indépendants, et où
(c[n])n≥1 représente la séquence de commande. En boucle ou-
verte, la commande étant supposée déterministe, on a alors un
modèle de Markov caché à canal sans mémoire dont les lois
d’émission et de transition s’écrivent :{
py[n]|x[n](y, x) = pw[n](y − h(x))
px[n+1]|x[n](x+ , x) = pv[n](x+ − f(x, c[n]))
La formule (4) s’écrit alors :
p
|n−1
x[n+1],y[n]|x[n] = py[n]|x[n] px[n+1]|x[n]
Par contre, en boucle fermée, la commande c|n[n] est obtenue
par filtrage de l’observation y[1 : n] et n’est plus déterministe,
il faut donc utiliser la loi de transition :
p
|n
x[n+1]|x[n](x+ , x) = pv[n](x+ − f(x, c|n[n]))
La formule (4) s’écrit alors :
p
|n−1
x[n+1],y[n]|x[n] = py[n]|x[n] p
|n
x[n+1]|x[n]
Sur cet exemple précis, on constate cependant que l’algorithme
de filtrage bayésien sera exactement le même, qu’on soit en
boucle ouverte ou en boucle fermée.
Inversement, dans les processus commutés à régime marko-
vien, tels que les processus auto-régressifs commutés [4, 5, 6],







Quelles sont les répercussions de cette généralisation, en ter-
mes de loi de probabilité, sur les implémentations approchées
du filtrage bayesien telles que le filtrage particulaire marginal
[11] ?
On cherche à estimer en ligne l’état d’un modèle caractérisé
par les densités px[1] (loi initiale), p
|n−1
y[n]|x[n] (loi d’émission) et
p
|n
x[n+1]|x[n] (loi de transition). Le filtrage particulaire [3, 12]
consiste à propager, par filtrage bayesien, une approximation
particulaire pˆ|nx[n] de la densité p
|n
x[n], caractérisée par un lot de







On constate facilement qu’à l’issue de l’étape décrite dans la
formule (3), la densité obtenue est celle d’une loi de mélange ;
elle n’est donc plus sous forme particulaire, et doit être ré-
échantillonnée.
On se donne une chaîne instrumentale u = (u[n])n≥1
– de Markov connaissant les observations (y[n])n≥1 ;
– caractérisée par les densités p|1u[1] (loi initiale) et p
|n+1
u[n+1]|u[n]
(loi de transition) ;
– qu’on sait simuler (pour générer les particules) ;













On se donne aussi une loi discrète, pouvant évoluer au cours du
temps, de paramètres (λ1[n], . . . ,λnp [n]).
Cette loi discrète et la chaîne instrumentale vont permettre
de ré-échantillonner la loi de mélange par échantillonnage pré-
férentiel.
En regroupant les étapes de prédiction et d’estimation en une
seule étape d’estimation, on obtient l’algorithme ci-dessous.
La récurrence est initialisée, pour n = 1, par :
– 1re observation, soit y[1].
– Pour tout q, échantillonnage :
– tirer uq[1] avec loi de densité p
|1
u[1]


















La récurrence, pour tout n ≥ 2, alimentée par les particules
(uq[n− 1],ωq[n− 1])1≤q≤np , s’écrit :
– ne observation, soit y[n].
– Pour tout q, sélection : 1
– tirer l’indice zq[n−1] de la particule parente avec la loi
discrète (λ1[n− 1], . . . ,λnp [n− 1])
– recopier la valeur u˜q[n− 1] = uzq [n−1][n− 1]
– mettre à jour le poids ω˜q[n− 1] =
ωzq [n−1][n− 1]
np λzq [n−1][n− 1]
– Pour tout q, mutation :
– tirer uq[n] avec loi de densité p
|n
u[n]|u[n−1](., u˜q[n− 1])
– mettre à jour le poids
















1. Ou, ce qui est équivalent :
– Tirer (ndesc(z))1≤z≤np suivant la loi multinomiale de paramètres
(np,λ1[n− 1], . . . ,λnp [n− 1])
– Redistribuer les particules :
(u˜q [n− 1], ω˜q [n− 1])1≤q≤np =((
uz [n− 1], ωz [n− 1]











C’est la forme générale d’un filtre particulaire auxiliaire (où
on utilise la variable auxiliaire zq[n − 1] pour mettre à jour
les poids lors de l’échantillonnage préférentiel [13]), si ce n’est
qu’on a remplacé les lois de transition et d’émission par leur
forme conditionnée par le passé des observations. Comment
choisir les paramètres de la loi discrète et la loi de la chaîne
instrumentale ? En reprenant les mécanismes d’adaptation pro-
posés dans [13], on obtient (voir l’annexe) que si on choisit,
lors de la redistribution :
λz[n− 1] ∝ ωz[n− 1] p|n−1y[n]|x[n−1](y[n], uz[n− 1]) (7)









alors, tous les poids sont égaux ; c’est la pleine adaptation. On
retrouve les formules bien connues de la pleine adaptation, si
ce n’est que la vraisemblance prédictive dans l’équation (7) est
conditionnée par le passé des observations, ainsi que la densité
de loi de transition dans l’équation (8). Dans le cas particulier
des modèles de Markov cachés à canal sans mémoire, la loi
de transition optimale n’est conditionnée que par l’observation
courante, et non les observations passées, comme cela est indi-
qué dans [12] ; mais c’est une conséquence naturelle de ce cas
particulier.
Evidemment, dans le cas général proposé dans cette étude,
il n’est pas plus facile d’obtenir l’expression des lois pleine-
ment adaptée que dans le cas particulier des chaînes de Mar-
kov cachée, mais il est possible de poursuivre cette étude pour
approcher la pleine adaptation à l’aide, par exemple, d’un filtre
particulaire sans parfum.
5 Conclusion et perspectives
On a montré qu’il est licite d’employer le filtrage bayésien
dans le cas d’un modèle présentant une rétroaction de la sé-
quence des observations sur l’état, qui perd ainsi le propriété
markovienne. On a récrit le filtrage particulaire dans ce cas
plus général. Les retombées pratiques sont réduites ; dans le
cas d’un système dynamique piloté en boucle fermée à l’aide
d’un filtrage déterministe des observations, les algorithmes se-
ront dans la plupart des cas inchangés.
Cependant, dans un but d’intégration, il peut être intéressant
d’examiner le cas d’une loi de commande par retour d’état es-
timé par filtrage particulaire ; il serait alors nécessaire de prendre
en compte globalement le modèle du système et la structure du
filtre particulaire employé.
Annexe : démonstration des formules de
pleine adaptation
En utilisant la formule p|n−1y[n]|x[n] = p
|n−1
y[n]|x[n],x[n−1], les poids
non normalisés donnés par la formule (6) peuvent aussi s’écrire :
ω¯q[n] = ω˜q[n− 1]
p
|n−1




D’où on déduit :








u[n]|u[n−1](uq[n], u˜q[n− 1])︸ ︷︷ ︸
2e terme
(9)
On se place juste avant le tirage des nouvelles particules, les
particules parentes ayant été sélectionnées, c’est-à-dire connais-
sant la variable C = (y[1 : n], z1:np [1 : n−1], u1:np [1 : n−1]).
On va montrer que conditionnellement à C, tous les poids sont
de même moyenne si la formule (7) est vérifiée, et de variance
nulle si la condition (8) est vérifiée.
A C connu, le 1er terme de la formule (9) est fixé, et les
particules sont tirées suivant la loi dont la densité est le déno-
minateur du 2e terme ; le 2e terme est donc de moyenne 1 ; on
obtient immédiatement :
E {ω¯q[n] | C}
= ω˜q[n− 1] p|n−1y[n]|x[n−1](y[n], u˜q[n− 1])
=
ωzq [n−1][n− 1]
np λzq [n−1][n− 1]
p
|n−1
y[n]|x[n−1](y[n], uzq [n−1][n− 1])
Donc, sous la condition (7), tous les poids sonts de même moy-
enne. D’autre part, sous la condition (8), le 2e terme vaut 1. le
1er terme étant fixé connaissant C, les poids sont donc détermi-
nés.
Les poids ω¯q[n] étant de même moyenne et déterminés, ils
sont donc égaux. Après normalisation, les poids ωq[n] sont
tous égaux à 1np , les particules sont toutes également représen-
tées pour calculer l’estimateur xˆ|n[n], c’est la pleine adapta-
tion.
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