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The purpose of this paper is to study an analogue for non-commutative rings R 
of projective modules. We consider R-bimodules of the form M= V/P, where 
V = R” is the module of row-vectors and P is any two-sided submodule of V. These 
are finitely generated central R-bimodules. Our main results (1.1 l), (1.12) are 
these: Let I, denote the ideal generated by the k x k minors of matrices with rows 
in P. Then P is projective and of rank d as left module if I,-, = R and In-,,+, = 0. 
The converse holds if every primitive ideal of R is maximal. Thus the familiar 
criterion of commutative algebra carries over directly to this class of rings, and left 
projectivity is equivalent with right projectivity for central bimodules (1.13). Some 
related questions are discussed in Sections 2 and 3. 
1 
Let R be an associative ring. The determinant of an n X n matrix A = (a,) 
with entries in R is the element of R computed by the usual formula 
detA = s (-l)“a,,cl, ... ano( 
(I 
(1.1) 
This formula is Z-linear in the rows and columns of A (Z is the center of A), 
and alternating in the columns in the sense that det A = 0 if two columns are 
equal. It is not alternating in the rows: for example, 
det = [a,b] =ab-ba. (14 
The symbol V= R” will denote the 2-sided R-module of row vectors with 
entries in R. Let P be a subset of V. An m x n matrix will be called a 
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P-matrix if its rows are in P. We denote by I,JP) the additive subgroup of R 
generated by the k x k minors of P-matrices. This is a left, right, or 2sided 
ideal of R according as P is a left, right, or 2-sided submodule. It is easily 
seen that I,(P) is invariant under central change of basis in R”. 
PROPOSITION 1.3. Let P be a left submodule of V = R”. Then for the 2- 
sided submodule PR generated by P we have 
I,(PR) = I,(P)R. 
ProoJ The elements of PR are right linear combinations of elements of 
P. Since determinants are additive in rows, the ideal I,(PR) is generated by 
minors of k x n matrices A whose rows are right multiples of elements of P, 
say 
I 
allrl Sea adI 
A= i 
I 
3 
ak,rk ... akn rk 
where (an ,..., a,,) E P for i = l,..., n. The minors of this matrix can be 
obtained from minors of 
B= ir:ik* ::! rfJ 
by right multiplication by rk, and B is a P-matrix. Thus I,(PR) c I,(P)R. 
The opposite inclusion is obvious. 
PROPOSITION 1.4 (Cramer’s rule). (i) Let P be a 2-sided submodule of 
V, let A be an n x n P-matrix, and let d = det A. Then dI is a P-matrix. 
Equivalently, d annihilates the central bimodule V/P. 
(ii) Let A be a k x n P-matrix, and let d be the determinant of the left- 
hand submatrix i, j = l,..., k, of A. Then there is a P-matrix of the form 
[ I: 
d. 0 blk+, .*a b,, 
B= ‘. 
0 ‘d bk;+, ..I 
in which the entries b, are minors of A. 
We omit the proof (cf. [ 1,5.1]). 
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COROLLARY 1.5. If P is a 2-sided submodule such that I,,(P) = R, then 
P= v. 
For, the annihilator of V/P contains I,(P), by Proposition (1.4)(i). Thus 1 
annihilates V/P, and P = V. 
The above corollary is not true for left submodules, as the following 
example shows: 
EXAMPLE 1.6. A left submodule P < R2 such that I,(P) = R. Let 
R = M,(k) be the ring of 2 x 2 matrices over a field k, and let P be the left 
submodule generated by a = (e, I) e&. Note that 
and 
Hence I,(P) = R. But P < V, because the first entry of a does not generate R 
as left ideal. 
If R is a simple ring, then its center Z is a field, and the category of 
central R-bimodules is equivalent to the category of Z-modules, via the 
functor R Oz . [ 1, (2.4)]. Th is means that for every 2-sided submodule P of 
R”, there is a central change of basis in R” after which P is in standard 
position, with basis {e , ,,.., ek}. In particular, P and M= V/P have well- 
defined ranks. This fact allows us to define the rank of a central bimodule 
over an arbitrary ring R, as a function on the space Spec R of maximal 
ideals of R, by assigning to a maximal ideal p the rank of M/p&f. In case 
this function is a constant k, we say it4 has rank k. 
The following lemma is obvious. 
LEMMA 1.1. Let R be a simple ring, let PC V = R” be a 2-sided 
submodule of rank s, and let M = V/P. Then I,(P) = R, I,+ 1(P) = 0, and 
Z,-,(M) = R, Z,-,+,(M) = 0. 
THEOREM 1.8. Let P be a left submodule of V = R”. If Z,(P) = R and 
I,(P) = 0, then 
(i) V splits as left module: V z, P @ M, 
(ii) P is a 2-sided submodule of V, and 
(iii) M= V/P has rank n - 1. 
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Proof: Let P satisfy the hypotheses. Then since I,(P) = R, we can find 
elements in P with entries summing to 1. The notation may be arranged so 
that oli = (ail ,..,, ain) E P, i = I ,,.,, n, and 
l=a,,+a,,+-**+a,,. 
Let A be the n X n matrix (aij) and let B = I-A. Then yB = 0 for every 
Y = (c, ,-**, c,,) E P. For, yB is an n X 1 matrix whose ith entry is 
Clbli + *** t C, b,i = ci - x cjaji 
= -K- (CiUjj - CjUji). 
7 
The jth term in this summation is a 2 x 2 minor of the 2 x n P-matrix 
( 
c, .*. C, 
ai, ... ajn )* 
Since I,(P) = 0, these minors vanish, and yB = 0. 
It follows since A is a P-matrix that AB = 0, which together with 
A t B = I, implies that A and B are orthogonal idempotents. Therefore, 
I’= (imA)@ (imB) and imA=kerB, 
if we view A and B as operators on V by right multiplication. Moreover, we 
have 
imAcPckerB; 
hence P=imA and V=P@imB. 
On the other hand, it follows from Proposition 1.3 that Z,(PR) = 0 and 
Z,(PR) = R. Therefore, PR = im A too, so P = PR is a 2-sided module. The 
assertion that the rank of M is n - 1 follows from the previous lemma. 
Note that the condition Z,(P) = 0 becomes very strong when R is not 
commutative. For example, suppose that P c R* is the left submodule 
generated by a single vector a = (a,, a*). Then Z,(P) = 0 if and only if 
det (r:, rz2) =0 
or 
aIra = qra, (1.9) 
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for all r E R. This condition is the denominator-free way of saying that “the 
ratio a, : a, is central in R.” 
Also, I,(P) is the ideal of left linear combinations of a,, a2, so I,(P) = R 
iff rla, + rzaz = 1 for some ri E R. 
EXAMPLE 1.10. A module P c R* such that I,(P) = R and I,(P) = 0, 
which does not arise from the center. Let R = k{x, y} be the ring generated 
over a field k by the two 2 x 2 matrices 
x= (; !,), Y=( 8 “0) 
where u and Y are central variables. The important point is that det x = 1. 
Let P be the left submodule of V = R* generated by a = (x, x2 + 1). Then 
obviously I,(P) = R. Moreover, the Cayley-Hamilton theorem tells us that 
x2-(u+u-‘)x+ l=O, 
hence that the ratio x : x2 + 1 is central and I,(P) = 0. Thus, Theorem 1.8 
implies that P is a 2-sided submodule of V, and VZ, P @ V/P. However, the 
inclusion of P in V does not admit a splitting as 2-sided submodule. If there 
were such a splitting, P would be isomorphic to a quotient of V, and hence 
would be a central bimodule. This would imply the existence of elements 
A, gi E R such that g,a centralizes R and C& gi = 1. We will show that if 
g = g(x, y) is an element of R such that gx is in the center of R, then g lies 
in the proper ideal of R generated by y, i.e., g(x, 0) = 0. 
We write 
Then the assumption that gx is central leads to the equations 
b = -au, c = 0, d = au2, 
whereaEk[u,u-‘,v].Sety=Oandv=O.Then 
( 
go4 0) 
* 
1 ( 
44 0) 
* 
g(x, 0) = o 
g(u-',O) = 0 1 a(u, O)u2 * 
Therefore, a(u, 0) = g(u, 0) E k[u] and a(u, O)u2 = g(u-l, 0) E k[u-‘1. This 
implies that a(u, 0) = 0, and hence that g(x, 0) = 0. 
As Example 1.6 shows, Theorem 1.8 does not extend to other ranks. We 
have to assume that P is 2-sided: 
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THEOREM 1.11. Let P be a 2-sided submodule of V = R” and let 
M=V/P. If I,-,(P)=R and Znek+, (P) = 0, then M is a projective left 
module of rank k. 
The following is a partial converse to the above theorem. 
THEOREM 1.12. Let R be a ring in which every primitive ideal is 
maximal (for instance, a pi ring), let P c V = R” be a 2-sided module, and 
let M = V/P. If M is left projective and of rank k, then I,_,(P) = R and 
I n--k+ I(P) = 0. 
Since the condition on the minors is symmetric, we obtain this corollary: 
COROLLARY 1.13. With the hypotheses of Theorem 1.12, M is left 
projective of rank k if and only if it is right projective of rank k. 
We would like to thank Lance Small for supplying us with the following 
example, with shows that the hypothesis on rank in the above corollary is 
necessary. (But see Theorem 2.1.) 
EXAMPLE 1.14 (Small). A central bimodule which is left, but not right, 
projective. Let A = k[t], and consider k as A-module on which t acts as zero: 
k z A/At. Let 
R=(“o ;), M=(; ;), x=(; ;). 
Then M is the required example. The element x is a central generator, and as 
left module we have M = Rx z, Re,, . So the decomposition 
R =, Re,, @ Re,, shows that M is left projective. The map R + M sending 1 
to x is a 2-sided homomorphism, but does not split on the right. So, M is not 
right projective. In this example, Spec R is the disjoint union of SpecA and 
Spec k. The rank of M on these components is 1 and 0, respectively. 
Proof of Theorem 1.11. We consider the central bimodule 
ASV= w  
obtained from vo” by introducing the usual relations: If {e,,..., e,) is the 
standard basis of V, then ei, A . +. A eis = 0 if two indices are equal, and 
ei, A --- Aei,=(-l)Oej,A .a. A ej, if j = ai is a permutation of i. If Z is the 
center of R, then A'R" can be identified with R oZ A’Z”. It has the standard 
central basis (e,,. . i, 1 i, < . . . < i,}. Of course, the symbol v, A 9 .. A v, is 
alternating if the vi are central, but not in general, because the R-multilinear 
action of the symmetric group on V@’ is not in general given by permutation 
of the coordinates. 
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The following lemma is elementary: 
LEMMA 1.15. Let A be an s x n matrix with rows a, ,..., a,. The coor- 
dinates of a, A ..a A a, with respect to the standard basis of Ware the s x s 
minors of A. 
Let D denote the 2-sided submodule of W spanned by the image of P’. 
Then since Z,(P) = R, Lemma 1.15 implies that Z1(D) = R. We also have 
LEMMA 1.16. Z,(D) = 0. 
Proof. This follows from the condition Z,+,(P) = 0. The submodule D 
consists of sums of wedges w  = a, A +. . A a,. Since the determinant is 
additive in the rows of a matrix, Z,(D) is generated by 2 x 2 minors of D- 
matrices whose rows are wedges: 
B= 
Let A and A’ denote the s x n P-matrices whose rows are a, ,..., a, and 
a; ,..., a:, respectively. Then a 2 X 2 minor of B has the form 
6 = det M det N’ - det N det M’, (1.17) 
where M, M’ and N, N’ are corresponding s X s submatrices of A and A’, 
taken with the appropriate sign. 
It is convenient to double the coordinates of vectors in P, i.e., replace 
(a 1 ,..., a,> by (a, ,..., a,; a 1,..., a,). This does not change Z,+,(P) because 
determinants are alternating in columns. When it is done, we may take M 
and N from disjoint parts of the matrix A. Also, the condition Z,+,(P) = 0 
remains true when some coordinates are dropped. So we drop those not 
appearing in M and N. Then Lemma 1.16 is reduced to the following one: 
LEMMA 1.18. Let P be a 2-sided submodule of R”, n = 2s, such that 
IS+,(P) = 0. Let A be an n x n P-matrix in s x s-block form 
Then 6 = det M det N’ - det N det M’ = 0. 
Proof: This is a well-known fact if R is a field, and follows from the 
previous lemma in that case: If P is a vector space of dimension Q s, then 
ASP has dimension < 1, and therefore A’(A’P) = 0. 
Consider the case of a matrix A = (xi,) with commuting variable entries. 
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Since the (s + 1)-rowed minors of A generate a prime ideal p in the 
polynomial ring Z [xii] = B [5], the lemma, applied when R is the field of 
fractions of B/p, implies that 6(A) is in the ideal p. So there is a 
homogeneous identity for commutative rings, of the form 
(1.19) 
where each d, is an (s + 1)-rowed minor and m, is a monomial. Every 
monomial in the expansion of 6(A) is a product of xij)s, with one from each 
row and column. To get such a term on the right side of (1.19), the 
monomial m, must be formed using the (s - I)-rowed submatrix which is 
complementary to d,, one xii from each row and column. We may as well 
assume that this is the case for all m, which appear in (1.19). 
Now if we do not assume that the xii commute, the identity (1.19) no 
longer holds. But, each monomial appearing in the left side, 6(A), is arranged 
in the order of increasing row index (1.17). So, if we rearrange all the terms 
on the right side in the same way, then we will obtain a non-commutative 
identity. We write it as 
44 = c * (d,m,), ” (1.20) 
where the symbol * denoes the required shuffling of the terms. 
The point is that each *(d,m,) can be identified as an (s + 1)-rowed minor 
of a matrix B, whose rows are left and/or right multiples of the rows of A. 
To get B,, we take the (s + 1) rows of A involved in the minor d,, and 
multiply them appropriately by the factors xi, of m,. Then if A is a P-matrix, 
so is B, , and since I,+ r (P) = 0 by assumption, *(d,m,) = 0 for all V. Hence 
6(A) = 0, as required by the lemma. 
A formal proof of this point is notationally unpleasant, so it seems better 
to illustrate it by a low dimensional example. We take s = 2, for d the minor 
i, j = 1, 3,4, and m = xz2. Then *(dm) is a minor of either of these P- 
matrices: 
i 
xl9 x12m x13m xl4 m x11 X12 x13 x14 
x31 x32 x33 x34 7 
x41 x42 x43 x44 i t 
mxjl mx32 m33 mx34 . 
x41 x42 x43 x44 1 
We now go back to the submodule D of W= /i”V spanned by the image 
of P. Since Z,(D) = R and Z2(D) = 0, (1.16), Theorem 1.8 implies that the 
inclusion of D in W splits as left module: 
Wz,D@E. (1.21) 
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We can use the projection W+ D obtained from this splitting to define a 
multilinear map 
V”+D, 
(v us> - (u,,..., us>. 
(1.22) 
I ,***, 
This map is additive in each variable, and for r E R 
(1.23) 
The map (1.22) is not right linear. However, if Y,,..., u, E P, then 
(V 1 ,*-*, u,)=v, A *-- A us, so we can multiply on the right in that case: 
(V ,,..., v,r) = v, A *** A v,r 
= (0 1 >***, u,)r, if v 1 )...) v, E P. (1.24) 
Define 
L = {u E V 1 (vl ,..., vSpl, u) = 0 for all vi ,..., v,-i E P}. (1.25) 
Thus L is a left submodule of V. Theorem 1.11 will be proved by showing 
PROPOSITION 1.26. V = P @ L. 
We need to do some preliminary work before proving this proposition. 
LEMMA 1.27. If P is a 2-sided submodule of V = R” such that I,(P) = R, 
then the unit ideal is generated as 2-sided ideal by arbitrary powers dN of s- 
rowed minors in I,(P). 
Proof: If not, then the powers dN all lie in some maximal ideal m. So we 
may reduce modulo m, replacing P by its image in R/m OR V, i.e., assume R 
simple. Then the minors are not all zero, but are all nilpotent. Since R is 
simple, P is of the form R @z U for some vector subspace U c Z”. 
Obviously, dim U > s. Therefore, some minor of a U-matrix is not zero, 
hence not nilpotent. That matrix can be viewed as a P-matrix, a con- 
tradiction. 
LEMMA 1.28. To prove Proposition 1.26, it sufices to show thatfor any 
minor d E Z,(P) we have 
dNVcP+L and dN(PnL)=O 
for some N. 
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This follows from the previous lemma, which implies the existence of an 
equation of the form 
1 =xa,@b,. 
” 
Now let d be an s x s minor of the P-matrix 
(1.29) 
say the left-hand minor i, j = I,..., s. By Cramer’s rule (1.4), there is a P- 
matrix 
0 a,,+, a-. 
(1.30) 
0 - d ass+, a.. as,, 
in which the a,, are minors of A’. 
LEMMA 1.3 1. Let Q c P be the submodule of elements p = 
(O,..., 0, b,, 1 v..., b,) whosefirst s coordinates are zero. Then dQ = 0 = Qd. 
Proof: Calculate the s + l-rowed minors of 
and 
They vanish because I,, ,(P) = 0, and the elements db,, bid are among them. 
LEMMA 1.32. drai = a,rd for all i = l,..., s and all r E R. 
Proof: This is equivalent with the assertion that dra, = aijrd and aii, d 
are minors of A’, i.e., coordinates of the vector a: A . . . A a:. Therefore, 
dra, - aijrd is a 2 x 2 minor of the D-matrix 
Since I,(D) = 0, this minor vanishes. 
LEMMA 1.33. dP c x1 a,R + Q and d2P c Clda,R c C a,R. The 
analogous inclusions hold for right multiplication by d. 
Prooj This follows from the form (1.30) of ai and from Lemma 1.3 1. 
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LEMMA 1.34. Let r, ,..., rS E R. Then 
dq-1 ai, A . . . A r,a,J= (ai, A --a A ai,)(r,dr,d .-a r,d). 
Proof. By Lemma 1.32, 
dr,a, A -.a A rSa, =alrld A *a- A r,a, 
=a,r,Adr,a,A-.-Ar,a, 
Now use induction. 
= a,r, A a2rz A e-s A a,r,d 
= a, A r,a2 A -.a A rs-,a,r,d. 
LEMMA 1.35. The product V x . . . x V + W = ASV is alternating in 
a, ,..., a,, in the following sense: 
(9 da,, A . -. A a,l = 0 if two indices are equal, and da, A .-- A a, = 
(-l)“da,, A .-a A aoS if o is a permutation of l,..., s. 
(ii) For any v E V, d2ai, A . . - A ai,-, A v = 0 if two indices are equal, 
and d2ai, A .a. A a,S-, A v = (-l)“d’a,,, A **a A a,ir_, A V. 
Proof: (i) Say two indices are equal. Then some index j does not occur; 
we may suppose it is j = 1. The coordinates of da,, A .-. A ais are (s + l)- 
rowed minors (with 1 as first column index) of the matrix 
hence they vanish. The second assertion of (i) follows formally. 
(ii) This is proved in a similar way. If two indices are equal, then 
there are two which do not occur, say j= 1,2. The coordinates of 
d2ai,Aee-Aail-,Av are (s + 2)-rowed minors of the matrix 
( a,, a2, a,,,..., a,,_,, v)‘, which vanish. 
LEMMA 1.36. d3$D ca, A .-- A a,R. 
Proof. Every element of D is a sum of wedges of the form 
6=p,A . . . A pS, pi E P. We have d’p, E Ca,R by Lemma 1.33, hence 
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By induction and Lemma 1.32, 
d2Sd = C ai, A *** A ai,r(i ,,..., i,), 
(i, ,..., i,) 
and by Lemma 1.35, 
d3S6Ea, II’.. Aa,R. 
LEMMA 1.37. Let v E V. Then dSSv E P + L. 
ProoJ: Using the form (1.22), we try to solve the system of s equations 
(aI ,..., Bi ,..., a,, d3$v) + (a, ,..., a,)ri = 0 
for the unknowns r I ,..., rS E R. This is possible by Lemmas 1.32, 1.36, and 
1.24. Let 
w  = d3$v + c (-l)“-jajrj. 
Then 
(a 1 ,..., ai ,..., a,, d”w) 
= ds(a, ,..., ai ,..., as, d3”v) 
+ 2 (-l)“-‘d”(a, ,..., ai ,..., as, ajrj) = 0. 
j 
We claim that dZsw E L; this will imply that d5k E P + L. What has to be 
shown is that for all pr ,..., pswl E P, the bracket 6 = (pl ,..., ps-, , d2”w) 
vanishes, and the reasoning is as in the proof of Lemma 1.36. By 
Lemma 1.33, Pd2 c JJ Ra,. Therefore, we can expand: 
S=C (pl,...,ps-2, riai,d2S-2W). 
I 
By induction, 6 is a left linear combination of terms of the form 
d2(ai,,..., ai,, w), and the indices can be arranged in increasing order by 
Lemma 1.35. Then such a term has the form d(a, ,..., Gi ,..., as, dw) = 0. 
Therefore 6 = 0, as required. 
LEMMA 1.38. d”P n L = 0. 
Proof: Let p = (b, ,..., b,) E P n L and let d be an s x s minor, say of the 
matrix A’ (1.29). Let a, be the vector (1.30). 
LEFT PROJECTIVE TWO-SIDED MODULES 413 
Then 
(a ,,..., as-l,/?)=al A -** Aas-, llp=o. 
One of the coordinates of this product is F’b,. Therefore, &lb, = 0. 
Similarly, d”-‘bi = 0 if i = I,..., s, so d’-‘p E Q. By Lemma 1.3 1, d’/l= 0. 
Proposition 1.26 and Theorem 1.11 follow by combining Lemmas 1.28, 
1.37, and 1.38. 
Proof of Theorem 1.12. Let s = n - k. To show that Z,(P) = R, it suffices 
to show that Z,(P) ck p for every maximal ideal p. This is done by reduction 
modulo p to the case (1.7) of a simple ring, using the following elementary 
lemma: 
LEMMA 1.39. Let R -+ R’ be a central extension. Given a 2-sided 
submodule P c R”, let P’ denote the submodule R’P it generates in R’“. Then 
Z,(P’) is the extended ideal R/Z,(P) = Z,(P)R’. 
We omit the proof. 
It is less obvious that I,+ l(P) = 0. Denote by a the right ideal generated 
by the s + l-rowed minors of a particular (s + 1) x n P-matrix A. This is a 
finitely generated ideal; so to show a = 0, it suffices to show a = ap for every 
maximal (=primitive) ideal p. Choose p, and let I= R/p. Then r= p 
splits centrally and Pz p. We choose a central basis in V so that, each of 
the finitely many projections R” + RS induces an isomorphism P+ R. If the 
map Z(R)-+Z(@ f o centers has an infinite image, this is possible. 
Otherwise, we choose an appropriate faithfully flat extension Z(R)+ Z’, and 
replace R by Z’ &R so that it becomes the case, applying Lemma 1.39. (In 
case Z = Z(R) contains a finite field k, we can use Z’ = EOk Z. If not, we 
use a ring of the form Z’ = A 0, Z, where A is a suitable Z-algebra.) 
Since Vz, P @ M, we have 
We may identify a @ V as the subset a” c V = R”. Then aV = aP @ aM, and 
so 
aVnP=aP. (1.40) 
Say that the left-hand minor of A: i, j = l,..., s + 1 is d # 0. By Cramer’s 
rule (1.4), there is a P-matrix of the form 
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whose entries are in a. By (1.40), it is an e-matrix. Let its bottom row be 
denoted by a. Obviously, a has image zero in a @ Z? under the left-hand pro- 
jection 
Since that projection induces an isomorphism 
- 
a@Pra@R-‘, 
the image of a in a @ PC a @ r is zero. The kernel of a’ = a @ V+ a @ v is 
Cap>“. So, a E (ap)“, and d E an. This shows that a = an, hence that 
Is+ Iv-7 = 0. 
In view of the above results it would seem natural to define Fitting ideals 
of a central bimodule M = V/P by F,(M) = Z,-,(P), as in commutative ring 
theory [4]. However this definition is not in general independent of the 
presentation of M: 
EXAMPLE 1.41. A module for which the Fitting ideal depends on the 
presentation. Let R = k{x,, x2} be the free ring, and let a c R be the 2-sided 
ideal generated by [x,, x2], so that p= R/a = k[l,, X2] is commutative. Let 
M = p = V/P, where V = R @ R and P = a @ a. Then Z,(P) = a and 
Z,(P) = a2. Now consider the presentation R3 dcp M sending 
cl - 0, h 
c2 - @, I), 
c, - @I,&). 
Then the submodule of relations Q = ker rp contains the vector (x, ,x2, -1). 
We have 
= -[x1,x2] EZ,(Q>. 
Thus Z,(Q) > Z,(P). 
2. LOCAL TRIVIALITY, AND SPECIAL BIMODULES 
Throughout this section we assume that our rings are affme pi rings, i.e., 
are finitely generated algebras over a field k, satisfying the identities of n x n 
matrices for some n. 
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THEOREM 2.1. Let M be a central R-bimodule. The function rank(M) 
(see Section 1) is upper semi-continuous on Spec R. If M is left projective, 
then the rank is constant on each connected component. 
Proof. We may assume that the ground field k is algebraically closed. It 
is easily seen that the function is constructible: Using [2, (4.12)], one 
reduces to the case that R is Azumaya. In that case the problem is reduced 
to the center [ 1, (2.5)], f or which case the result is classical. This being so, 
we can use curves in Spec R. Theorem (5.13) of [2] tells us that a change in 
rank can be detected along a curve, given by a central homomorphism 
R + A, where A is an order over a Dedekind ring D. We replace R by A and 
M by A OR M. Left projectivity will be preserved. 
Let T be the D-torsion submodule of M, and let M be the torsion-free 
bimodule M/T. Then rank(M) > rank@) at every point of Spec A, and also 
rank(M) = rank(n) at all but a finite number of points. Therefore, we may 
replace M by ii?. In case M was left projective, T = 0 and M = a. 
We will complete the proof by showing that a D-torsion-free central 
bimodule M is locally free on Spec D, has constant rank, and is left 
projective. To do this we may localize D, so as to obtain a discrete valuation 
ring. Then we claim that M is free and of constant rank over A. 
Let r be the maximum of rank(M) at the finite set of maximal ideals m, of 
A, and let R” = V--P~ M be a surjection. Let {e,} be the standard basis of I’. 
Then for a generic choice of cij E k (i = l,..., n; j = I,..., r) the residues of 
Uj = Ci Cijei will generate M/m,M for each V. By the Nakayama lemma 
11, (5.2)], the central elements (p(vi) = mi generate M. Therefore we may 
replace V by C Rvi, and hence may assume r = n. 
The centralizer of A in V is V, = C Dv,. Let P = ker q. Then since M is 
torsion-free, V,/Pn V,, is a free D-module of rank <r. By hypothesis, V,, 
maps onto the centralizer of (M/m,M), which for some v is a vector space of 
dimension r. Therefore V,,/Pn V, has rank r, and Pn V, = 0. Now 
tensoring with the field of fractions K of D, we find that K oD (P n V,,) = 
(K &, P) n (KO, V,) = 0. Since central bimodules over K@, A are 
controlled by their centralizers [ 1, (2.4)], it follows that K o. P = 0, and 
therefore that P = 0 and V z M. 
Note that the central nature of M is essential for this theorem, as the 
following example shows: 
EXAMPLE 2.2. A finitely generated 2-sided module which is left 
projective and whose rank is not locally constant. Let A = k[u] be a 
polynomial ring in one variable, 
R=($ A"), M=(; ;). 
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Thus M is a maximal ideal of R. Here M=M*, and hence M/M’= 
(R/M) OR M = 0. So it is natural to assign the value 0 for the rank at the 
point corresponding to M, and 1 elsewhere. Note that 
and that 
is a left projective R-module. Hence M is left projective. 
THEOREM 2.3. Suppose that the groundfield has characteristic zero. Let 
M be a left projective, central bimodule of rank k. There exists a (left and 
right) faithfully jlat, central extension R + R’, such that M’ = R’ OR M is 
free, i.e., isomorphic to Rlk. 
Proof Assume k > 1. We construct R’ in a standard way, using the 
symmetric algebra S(M) = CF S”(M), where S,(M) is the nth symmetric 
power of il4, defined as follows: The symmetric group G operates on 
T”(M) = MO” by the rule 
a(a,O...Oa,)=a,,O...Oa,,, if all ai E MR, (2.4) 
MR the centralizer of R in It4, and S” is obtained from T” by introducing the 
symmetry relations x = ux, all x E T. Since R has characteristic zero, S” 
can be identified with the module T”’ of G-invariants, and so the projection 
TL + S” splits, and S” is projective. (It is unlikely that this restriction on the 
characteristic is necessary.) 
The symmetric algebra S has the universal property that for any central 
extension R’ of R, R-homomorphisms S -+ R’ are in l-l correspondence 
with bimodule homomorphisms M+ R’. Let (m,,..., nz,,,} be a set of central 
generators for A4, and let ui E S’(M) be the element which corresponds to 
m,. Let Si = S[u;‘]. Then the map S --t Si corresponds to an R-linear map 
M -+ Si, and hence to an S,-linear map Mi = Si @ M + Si. That map sends 
l@mj=m;- uj. Since ui is invertible in Si, the induced map S,m: + Si is 
surjective, and therefore S,m: is a free, rank 1 summand of M,, i.e., 
Mi z Simi @ Ni, where Ni is a central projective of rank k - 1. 
Now let R’ = JJ Si. Since each S”(M) is projective, S is R-flat, and Si, 
being a central localization of S, is also R-flat. So R’ is R-flat. Moreover 
M’ = R’ OR M splits off a free summand of rank 1: M’ x R’ @ N’, where N’ 
is a central projective of rank k - 1. Finally, to see that R’ is a faithful R- 
module, let m be a maximal ideal of R. Then fi = M/m&f is free over 
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R= R/M, and of rank k > 1. Thus at least one m, has non-zero residue in iii;. 
Referring the construction back to the center Z(R) [ 1, (2.4)], one sees that 
,.r$ = S,/mS, is a non-zero, free E-module. It follows that if L is a simple left 
R-module with annihilator m, then Si OR L # 0. Therefore R’ is faithful. The 
proof can now be completed by induction on k. 
This theorem suggests the interesting problem of characterizing 2-sided R- 
modules P which are obtained by descent from free modules over faithfully 
flat central extensions R’. It follows easily from Theorem 1.11 that a central 
R-bimodule such that R’ OR M is free is left projective. However, bimodules 
P which are locally free in the sense that R’ BP P z P OR R’ is free need not 
be centrally generated. A non-central example of rank 1 is the module P 
introduced in Example 1.10. 
Also, the category of projective, central bimodules is not closed under 
many standard operations. One obtains a more manageable category by 
onsidering subquotients of V = R”: Suppose given a filtration V= V, 3 V, 3 
V2 3 0 by 2-sided submodules such that each of the inclusions Vi c V splits 
as left module. Then vi = Vi/Vi+ I is left and right projective, and 
Vz, v, 0 vi 0 vz. Let us call such a bimodule P z v, special. We do not 
know any examples of locally free bimodules which are not special. 
PROPOSITION 2.5. (i) If P is special and Pz Q, 0 ..a 0 Q,., then the Qi 
are special. 
(ii) I f  P, Q are special, then P OR Q is special, and P @ Q, Q @ P are 
canonically isomorphic. 
(iii) Zf P, Q are special, so is Horn&P, Q). 
(iv) If P is special and R + S is an extension, then P 0 S is a special 
S-bimodule. 
(v) Let P be special, and suppose R + S is a geometric map [3], and 
that S is semi-prime. Then S @ P z P @ S and S @ P is a special S- 
bimodule. 
(vi) The rank of a special bimodule is locally constant. 
(vii) Let P be special. If the characteristic is zero, there is a faithfully 
jlat central extension R + R’ so that R’ OR P is free. 
Proof: The proof of the first assertion is easy, and we omit it. We also 
omit the proof of (v). To prove (ii), note that if {Vi}, { Wi} are the filtrations 
of free central bimodules V, W which define P, Q, then V @ Wz:, 
@ vi@$wi, and P@Qz v, @ vZ. By (i), P @ Q is special. Moreover, 
V/V, 0 W/W, is canonically isomorphic to W/W, 0 V/V, [ 1, (4. l)] by a 
map 0. Since P, Q are split submodules of V/V,, W/W,, respectively, 
P @ Q c V/V, @ W/W,, and so the isomorphism u induces an isomorphism 
P@Q-Q@P. 
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Next, we have injections 
Hom,(P, W,> 4 I-h@, W,) c-+ Hom,(P, W,), P-6) 
and the left splitting of W, c W, c W,, induces a left splitting of (2.6). 
Therefore, Hom,(P, Q) is a left summand of the bimodule Hom,(P, W). By 
(i), it suffices to treat the case that Q = W, and hence that Q = R. Similarly, 
the maps 
Hom,( VO, R) + Hom,( I’, , R) -+ Hom,( V,, R) 
split as right homomorphisms, which reduces by (i) to the case P = R. Since 
Hom,(R, R) z R, assertion (iii) follows. (iv): Since Vi c V splits as left 
homomorphism, S @ Vi is a split submodule of S @ V. Moreover, 
S@ VZ V@Sr> Vi@S. Therefore V,@SZS@ Vi, and S@ Vi is a left 
projective bimodule. 
Assertions (vi) and (vii) are immediate consequences of Theorems 2.1 and 
2.3. 
It follows from Proposition 2.5 that the isomorphism classes of special 
bimodules of rank 1 form an abelian group under tensor product, analogous 
to the Picard group of a commutative ring. We will denote this group by 
9(R). The classes of central bimodules form an interesting sub-semi-group 
of 9(R), similar to the cone of ample divisors on an algebraic variety. 
In fact, the most natural definition of morphism 
XL P” (2.7) 
from Spec R =X to projective space is this: Suppose for simplicity that k is 
algebraically closed. Let M be a central projective bimodule of rank 1, and 
let (m,,..., m,) be a set of central generators of M. For every point p E X, the 
residues of the mi (modulo m,) generate a one-dimensional vector space, the 
centralizer of M/m,M, and their ratios determine the imagef(p) E ip”. This 
definition can be justified further in terms of flat central localizations. 
For example, consider the module V/P = M discussed in Example 1. IO. If 
m, and m, are the residues of the standard generators of R2, we have 
xm,+(x2+ l)m,=O. 
We obtain a map XJIP’ by f(p) = (ma(p), m,(p)), and in this case it may 
be described “birationally” by the coordinate system (-t, 1), where 
t = u + Z.-I = tr x. But t = (x2 + 1)/x 4 R. The coordinates are not defined at 
the point p. of X whose maximal ideal is (x, y). If we want to clear the 
denominator of t, we obtain coordinates (x2 + 1, -x). They are not in the 
center; however, they are relatively prime and have a central ratio. 
We omit the proof of the following proposition. 
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PROPOSITION 2.8. Let R be the ring of Example 1.10. Then 9(R) is a 
free abelian group of rank 1, generated by the class of M = V/P. The central 
classes are those of MO”, n > 0. 
3. A PROBLEM ABOUT FLAT EXTENSIONS 
Because of Corollary 1.13, it is natural to ask for conditions on a central 
R-bimodule M, not necessarily finitely generated, which guarantee that left 
flatness implies right flatness. In fact, the theorem of Lazard [6] for 
commutative rings suggests: 
Problem 3.1. Let M be a left flat, central R-bimodule. What further 
conditions are necessary to ensure that M is a direct limit of finitely 
generated, left and right projective, central bimodules? 
As Example 1.14 shows, some more conditions are necessary. We will 
prove a very special case, using the notion of integrality: 
THEOREM 3.2. Let R be an aflne pi ring over an algebraically closed 
field k. Let R +cp S be an injective, left flat, central epimorphism, such that 
S = R [u] is generated over R by a single central element u. Then S is the 
limit of its left and right projective, central submodules of rank 1. 
(The word epimorphism means that the diagonal map S 0, S -+ S is an 
isomorphism.) 
Let X = Spec R and Y = Spec S. 
LEMMA 3.3. The map YJX induced by rp is an open immersion. 
Proof. First, if b c S is an ideal, and if a = R n b, then Sa = b. For, 
tensoring the exact sequence 0 --) R + S + S/R + 0 by S yields 0 + S + 
S+S@S/R-+O; hence S @ S/R = 0. Next, tensor the injection 
0 --+ b/a + S/R by S to obtain S @ b/a = 0. Since S 0 b z b, the assertion 
follows. 
Translating this fact to spectra, we find that if V is closed in S and r is 
the closure off(V) in X, then f-*(0 = V. Hence the topology on Y is the 
induced topology from X. Also, r determines V, and so f is injective. 
It remains to show that f (Y) is open in X. It is a constructible set for any 
map 12, (4.11)], and so if not open, we can find a curve C--G X so that a 
finite non-empty set of points of g(C) lies in f(Y). Let g be represented by a 
map R + A, where A is a D-order. Then B = S @ A is left flat over A, but 
has finite, non-zero length as D-module. Let t E D be a non-zero element 
such that B/tB # 0. Tensor the exact sequence 0 + A -+‘A + A/tA -+ 0 by B 
to obtain 0 -+ B +’ B + B/tB + 0. Such a sequence is impossible for a finite 
length module B, and the contradiction shows that f(Y) is open. 
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LEMMA 3.4. Let W = V(I) be the complement of Y in X. Then S/R is 
supported on W, i.e., is I-torsion. 
Proof Let M be any finitely generated central submodule of S which 
contains R, so that R c M c S. Since S is left flat, S = S @ R c S @ M c 
S@S=S;henceS@R~S@Mand,9@M/R=0. 
TO show that S/R is I-torsion, it suffices to show that the annihilator a of 
M/R contains IN for some N. By the Nullstellensatz 171, this will be so if 
x@ W implies aatrm,. By the Nakayama lemma [ 1, (5.2)], we need only 
show that R/m, @ M/R = 0. But since R -+ S is an epimorphism and x 4 W, 
Rim x z S/m,S. Therefore, R/m, 0 M/R z S/m,S 0 M/R, and this module 
vanishes because S @ M/R = 0. 
Now to prove Theorem 3.2, we look for elements b, E Z (i = l,..., m) and 
Vj E Z(S) (j= l,.**, n) such that the Vj generate an arbitrarily large 
submodule M of S, 
bivj = cij E R, (3.5) 
and (bi, cij} generates the unit ideal in R, as right ideal. 
We will take powers of u for the vj. The point is to prove 
LEMMA 3.6. Let x E Spec R. There are elements b E I so that buN E R 
and buN = 1 (modulo m,), for arbitrarily large N. 
ProoJ The points x G W pose no problem, so we suppose x E W. Set 
u= u-1, R[u, U] = S[U], and consider the subring R [ii] c R [u, zi]. Since 
x E W, we have U = 0 (modulo m,R [ ZZ]). Also, there exists an element a E R 
so that a = 1 (modulo m,), au E S, and aQ generates an integral overring 
R’ = R{aC} of R. This follows from Propositions 6.5 and 6.6 of [3]: We note 
that the closure C in X of the locus {u = 0) c Y does not contain x 
(Lemma 3.3), and so we can take for a some power of an element vanishing 
on C. 
Choose a as above. Then we claim that b = (an)” E R for large N. This b 
is the element required for the lemma. By Theorem 8.1 of [2], the degree 
required to express elements of R’ in terms of a set of generators is bounded. 
Since R’ c S, the degree is bounded in terms of u as well, and so R’ c M for 
some finitely generated central submodule of M of S. By Lemma 3.4, 
INR’ c R and R’IN c R if N is large. Also, if x’ E Spec R’ is a point mapping 
to W in X, then there is a point of Spec R [u] lying over x’, and ri takes 
the value zero there. Therefore ati= 0 at x’. By the Nullstellensatz, 
ati E rad(R’IZNR’). Therefore (az2)r E R’12NR’ c R for large r. This completes 
the proof of Lemma 3.6. 
Now assume given {bi, cij} as in (3.5), and consider the submodule 
f’cR”+’ = V generated by the m vectors 
Yi = (ciOY**v Cin)Y (3.7) 
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where we set bi = yio and u0 = 1. Then I,(P) = R. Also, I,(P) = 0 because for 
any rER 
det (z:l’ ~~~r)=ci..rc,,-ri,rcj.=O. 
By Theorem 1.11, V/P is left projective, of rank 1. 
Consider the module P* = Hom,,,(P, R). Since V FZ, P 0 V/P, this is a 
right projective module. The theorem follows from Corollary 1.13 and the 
following lemma: 
LEMMA 3.8. 
Proof We know that P* = R”+‘/P’. Also, let us define a map 
R n+l+*Mbycj - vj. Then (x,,,..., x,) E P’ means that for each i, 
(X 0 Y--Y xn) ’ (xilJ v***Y Gin) = C X,Ci” = C X,v,bi = 0. 
” ” 
Since (bi, bivj} generate the unit ideal, this implies that JJ X,U, = 0. 
Conversely, if C x,u, = 0, then for any u E R, C u,rx, = 0 too; hence 
C biv,rx, =C CiurXu=O. 
” ” 
Therefore, yir is orthogonal to (x,,,..., x,) for any r E R, and so 
(XIJ ,..., x,,) E P’. This shows that ker v = P’, as required. 
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