De-noising for the strip steel surface defect image is conductive to the accurate detection of the strip steel surface defects. In order to filter the Gaussian noise and salt and pepper noise of strip steel surface defect images, an improved compressive sensing algorithm was applied to defect image de-noising in this paper. First, the improved Regularized Orthogonal Matching Pursuit algorithm was described. Then, three typical surface defects (scratch, scar, surface upwarping) images were selected as the experimental samples. Last, detailed experimental tests were carried out to the strip steel surface defect image de-noising. Through comparison and analysis of the test results, the Peak Signal to Noise Ratio value of the proposed algorithm is higher compared with other traditional de-noising algorithm, and the running time of the proposed algorithm is only26.6% of that of traditional Orthogonal Matching Pursuit algorithms. Therefore, it has better de-noising effect and can meet the requirements of real-time image processing.
Introduction
Image noise reduction is a classical problem in image processing which has over 50 years of research history [1, 2] , and still is a hot topic. The strip steel surface defect images in the process of collection, acquisition and transmission will be polluted to some extent by visible or invisible noise, also due to the unstable light, camera vibration and other factors etc. Therefore, it is necessary to carry out the noise processing of the collected images.
A large number of studies have been carried out on the surface defect image de-noising at home. In 2008, Liu Weiwei, Yun Hui Yan et al of Northeastern University put forward an image de-noising method based on local similarity analysis and neighborhood noise evaluation [3] ; In 2010, Bo Tang et al studied the rules of strip steel surface defects image de-noising based on wavelet threshold [4] ; In 2012, Hao Xu of Wuhan University of Science and Technology proposed the method of surface defect of strip steel based on mathematical morphology, which could detect small defect edge under strong noise and own strong noise immunity [5] .
From the above, the existing strip steel surface defect image de-noising methods mainly focused on the traditional filtering method. In the existing theory, the original signal is mostly projected to a certain transformation space, and the sparsity of the coefficient in the projection domain is as a fundamental basis. While the existence of noise affected the sparsity of signals in the transform space. So the optimization method is used to restore the signal, if only a single sparse constraint principle is used, it is difficult to accurately reconstruct the original signal. In this case, compressive sensing theory still may take other effective method of reconstructing. Numerous studies show that the reconstruction algorithm based on compression perception theory is applied in signal de-noising can achieve good effect [6] - [8] . Donoho[9] - [10] ,Candes [11] - [13] ,Romberg [11] - [13] and Tao [12] - [13] and other scientists initially put forward the concept of compressed sensing from sparse signal decomposition and approximation theory in 2004, followed by a large number [14] . The compressed perception theory is introduced into the strip steel surface defect image preprocessing, which is rarely mentioned in the literature at home and abroad. Therefore, In this paper, the improved ROMP algorithm was applied to the strip steel surface defect image de-noising, which has better de-noising effect and shorter running time compared with traditional median filtering, wavelet threshold method and traditional compressed sensing algorithm.
Research Method 2.1. Description of weighted ROMP algorithm
Needell et al proposed the regularized orthogonal matching pursuit algorithm (ROMP) based on the orthogonal matching pursuit (OMP) [15] - [16] . All matrices satisfied the restricted isometry condition and all sparse signals can be reconstructed.
The algorithm was improved based on ROMP algorithm. The selection of atomic index set for the first time was using weighted correlation coefficient, not only considering the correlation coefficient of the current iteration, also considering the correlation coefficient of the last iteration, and expanding the selection scope of index value. Weighted formula is as shown in (1).
The pseudo code of algorithm is as follows. Input:(1)measurement matrix y, y ∈ R;(2) M × N dimensional sensing matrix A = ΦΨ ;(3) sparsity level K of the signal(the number of nonzero elements in x ).
OutputN dimensional reconstructed signal(sparse approximation signal)x ∈ R N . Initializer 0 = y, Λ 0 = φ, A 0 = φ Iteration step(1)Calculate:g = abs A T r t−1 (which is: r t−1 , α j , 1 ≤ j ≤ N ); step (2)Obtain u = |g t | according to formula (1),choose a set J of the K biggest or nonzero values, which corresponds to the column number of A and construct a setJ ; step (3)Regularize:
represents the number of elements in the set or residua r t = 0,then the iteration stop, and enter step (7); step (8)θ t has nonzero entries atΛ t the value is respectivelyθ t obtained from reconstruction step (9) reconstructed the signalx = Ψθ.
De-noising Model Based On The Weighted Correlation ROMP Algorithm
Assuming that the received image signal is g (x, y), which is contaminated by noise. The clean image is f (x, y). The additive noise is n (x, y) .Then the additive noise model is g (x, y) = f (x, y) + n (x, y). When the signal is disturbed by multiplicative noise, the model is expressed as in (2) .
Where, the output signal of the second term is the result of multiplying the noise, which is affected by f (x, y). The biggerf (x, y), the bigger the noise. According to the theory of compressive sensing, the following results can be obtained,as in (3) .
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Where, α is a sparse representation of the transformed image. In this way, we can recover the original image by estimating the sparse representation of the clean image so as to achieve the purpose of removing the noise.
The de-noising model based on the compressive sensing model is as in (4) .
Result and Analysis
Three kinds of strip steel defect images (scratch, scar, surface upwarping) are selected in this paper ,and the noise type is Gaussian noise and salt and pepper noise.
Simulation Experiment 1: Defect image de-noising polluted by Gaussian noise
Firstly, the effect of different transformation matrices on the image de-noising processing is studied. Sampling rate was 0.4, 0.5 and 0.4, respectively ,as shown in Table 1 . From Table 1 ,we can get the comparison results of PSNR and run time under the DWT and FFT, DCT transform matrix.The PSNR value using DWT transformation matrix to process is higher than that of the DCT transform matrix, and is slightly lower than that of the FFT transform matrix. While the running time of the DWT transform matrix is much shorten than that of the other two. Obviously, the DWT transformation matrix can greatly shorten the running time, and it will not reduce the image quality. In this paper, the DWT transform matrix is applied in different compression sensing algorithms to process the strip surface defect image, so as to achieve the purpose of real-time processing. Table 2 shows the de-noising results of three types of defects (scratch, scar, facial warping) under Gaussian noise using OMP, Cosamp, stomp and the proposed algorithm. The sampling rate is 0.5, The transformation matrix is the DWT matrix. The Gaussian noise mean is 0 and variance is 0.1, 0.01, 0.001 respectively, as shown in Table 2 below.
From the experimental data and experimental results, the PSNR value is higher than the OMP algorithm, Cosamp algorithm and StOMP algorithm using the proposed method to de-noise the strip steel surface defect image. Although the running time is slightly higher than that of the StOMP algorithm, but compared with the OMP algorithm and the Cosamp algorithm, the running time is greatly reduced, about 26.6% of the OMP algorithm and 41.7% of the Cosamp algorithm. Experiments show that, considering the de-noising effect and the running time, the performance of this algorithm to handle strip surface defect image Gaussian noise pollution is optimal. Type of experiment defects respectively are scratch, scar and surface upwarping. Gauss noise means is 0, the variance is 0.1, 0.02, 0.01, 0.005. 3 * 3 templates is selected in mean filter and median filter for processing. Figure 1(a) -(g) to figure3(a)-(g) are respectively the results of three kinds of defects when the Gaussian noise mean is 0 and the variance is 0.01. Table 4 shows the PSNR values of three kinds of defects using various de-noising algorithms (Gaussian noise with mean 0 TELKOMNIKA ISSN: 1693-6930 543 As shown in Table 3 and Figure 4 , the PSNR values of the various algorithms are all decreased with the increasing of the noise intensity. Compared with other traditional de-noising methods, the proposed method in this paper has higher PSNR value, that is, the effect is better.
Simulation Experiment 2: Defect image de-noising polluted by salt and pepper noise
Type of defects are respectively scratch, scar and facial warping in the experiment. Salt and pepper noise intensity are 0.1, 0.01,0.005,0.001. 3*3 templates is selected in mean filter and median filter for processing. Figure 5 (a)-(g) to figure7(a)-(g) are respectively the results of three kinds of defects de-noising images. Table 4 shows the PSNR values of three kinds of defects using various de-noising algorithms (Salt and pepper noise intensity is 0.1). Figure 8 (a)-(c) are respectively the PSNR comparison curve of three kinds of defects noisy images obtained by using various de-noising algorithms.
As shown in Table 4 and Figure the proposed method in this paper has higher PSNR value, that is, the effect is better.
Conclusion
For cold-rolling complex environment, and its image in the acquisition, acquisition, transfer process will be polluted by visible or invisible noise, we focus on de-noising method based on the improved compressive sensing algorithm. The conclusions are as follows:
(1) In the compressive sensing algorithm, the image quality and running time are affected by different transformation matrix. Considering the two, the DWT transform matrix is the best.
(2) Under the same noise intensity, the proposed algorithm has a little difference on the TELKOMNIKA ISSN: 1693-6930 545 
