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Abstract
We prove boundary asymptotics to solutions of weighted p-Laplacian equations that take infinite value
on the boundary of a bounded domain. Uniqueness of such solutions would then follow as a consequence.
Our results extend previously known results by allowing weights that are unbounded in the domain.
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1. Introduction
Let Ω be a bounded domain in Rn, and f be a non-negative, non-decreasing C1 function
on R+. The problem of existence, asymptotic boundary behavior, and uniqueness of solutions to
u = g(x)f (u) in Ω, and u(x) → ∞ as x → ∂Ω, (1.1)
has been studied extensively since Bieberbach first considered (1.1) in his 1916 paper [4]. In the
paper, he shows that (1.1) admits a unique solution when Ω is a smooth planar domain, f is
the exponential function and g(x) ≡ 1. Later, Rademacher [19] extended Bieberbach’s results
to three-dimensional domains as an application to mathematical physics. In 1957, Keller [13]
and Osserman [17] carried out a systematic study of problem (1.1) and gave a necessary and
sufficient condition on f for problem (1.1), with g(x) ≡ 1, to admit a solution in n-dimensional
bounded domains that satisfy inner and outer sphere conditions. To address some geometric
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behavior of solutions to (1.1), when g(x) ≡ 1, and f (t) = t (n+2)/(n−2), n  3. In [14], Lazer
and McKenna extend the results of Bieberbach and Rademacher to bounded domains in Rn that
satisfy the outer sphere condition, where they also allow g to be continuous and strictly positive
on Ω . Later, Bandle and Marcus [2] gave exact asymptotic behavior of solutions of (1.1) when
g ∈ C(Ω) is positive and the non-linearity f satisfies (for some α > 0 and some t0  1)
f (γ t) γ 1+αf (t) for all 0 < γ < 1 and all t  t0/γ.
Under the further assumption that f (γ t)  γf (t) for all 0 < γ < 1 and all t  0, the authors
establish the existence of a unique solution to (1.1). Recently, exact asymptotic behavior and
uniqueness of solutions of (1.1) have been studied when g is allowed to vanish on the bound-
ary [5–8,11] or when g may be unbounded on Ω [21,22]. In [11], the authors obtain a two-term
boundary asymptotic to solutions of (1.1) when f (t) = tp, p > 1. We refer the reader to [1,3,15]
for related results. In a series of papers [5–7], Cîrstea and Raˇdulescu opened up a unified new
approach to study the uniqueness and exact asymptotic behavior of solutions to (1.1) when f
is regularly varying (see definition below) and g ∈ C0,α(Ω) is a non-negative function which is
allowed to vanish on the boundary in a controlled manner. In paper [7], they study similar prob-
lems when f is not regularly varying. Their approach rests on Karamata’s theory for regularly
varying functions. In [21], Zhang applies similar techniques to study asymptotic behavior and
uniqueness of solutions of (1.1) when g(x) ∼ (dist(x, ∂Ω))μ near the boundary ∂Ω for μ > −2,
thereby allowing for g to be unbounded on Ω .
Let Ω ⊆Rn be a bounded domain with C2 boundary ∂Ω . Let us consider solutions to
pu = g(x)f (u), x ∈ Ω, and u(x) → ∞ as dist(x, ∂Ω) → 0. (1.2)
Here 1 < p < ∞, and pu := div(|∇u|p−2∇u) is the p-Laplacian. Moreover, g ∈ C(Ω) is non-
negative and f is a function that satisfies both conditions (1.3) and (1.4) given below:
f ∈ C1[0,∞), f (0) = 0,
f (t) > 0 and f is non-decreasing on (0,∞), (1.3)
∞∫
1
1
(F (t))1/p
dt < ∞, where F(t) :=
t∫
0
f (s) ds. (1.4)
We will refer to condition (1.4) as the (generalized) Keller–Osserman condition.
Gladiali and Porru [12] study boundary asymptotics of solutions of (1.2) under some condi-
tions on f and when g(x) ≡ 1 on Ω . Related problems on asymptotic behavior and uniqueness
are also studied in [10]. In [18], it is shown that problem (1.2) has a local weak solution if
g ∈ C(Ω) is a positive function for which the problem pw = −g admits a solution in W 1,p0 (Ω).
In particular, g is allowed to vanish on the boundary ∂Ω or g may be unbounded on Ω . We say
that u ∈ W 1,ploc (Ω) is a continuous local weak solution to the equation pu = g(x)f (u) on the
domain Ω if and only if∫
D
|∇u|p−2∇u · ∇ϕ dx = −
∫
D
g(x)f
(
u(x)
)
dx, ϕ ∈ W 1,p0 (D), (1.5)
for every subdomain D Ω .
Our objective in this paper is to establish boundary asymptotic estimate for solutions of (1.2),
under appropriate conditions on g and the non-linearity f . Uniqueness of solutions would follow
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generalizing the results of [5–7,21]. The proofs do not directly rely on Karamata’s theory thereby
making the paper self contained.
2. Preliminaries
Let f satisfy the Keller–Osserman condition (1.4). We let φ : (0,ψ(0+)) → (0,∞) be the
inverse of the decreasing function
ψ(t) =
∞∫
t
1
(qF (s))1/p
ds, t > 0.
Here q stands for the Hölder conjugate of p. Then φ is a decreasing function such that
limt→0+ φ(t) = ∞, and direct computation shows that
φ′(t) = −(qF (φ(t)))1/p and ∣∣φ′(t)∣∣p−2φ′′(t) = q
p
f
(
φ(t)
)
. (2.1)
Therefore, we have
−φ′(t)
φ′′(t)
= p
q
· (qF (φ(t)))
1/q
f (φ(t))
.
As a consequence of the limit (see [12])
lim
s→∞
(F (s))1/q
f (s)
= 0, (2.2)
we note that
lim
t→0+
φ′(t)
φ′′(t)
= 0.
We also note that, by L’Hôpital’s rule and (2.2),
lim
s→∞
(F (s))1/p
s
= lim
s→∞
1
p
(
F(s)
)−1/q
f (s) = ∞. (2.3)
A positive measurable function f defined on [a,∞), for some a > 0 is said to be regularly
varying (at infinity) of index q ∈R, written f ∈ RVq , provided that
lim
z→∞
f (tz)
f (z)
= tq for all t > 0.
If h ∈ RVq is continuous on [a,∞) and q < −1, then h ∈ L1([a,∞)). To see this, suppose
h /∈ L1([a,∞)). If H(t) = ∫ t
a
h(s) ds, then direct computation using L’Hôpital’s rule shows that
H ∈ RVq+1, so that
lim
t→∞
H(zt)
H(t)
= zq+1, z > 0.
Since H is increasing, it follows that z → zq+1 is increasing as well, and therefore q −1. This
leads to the following remark.
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F ∈ RVσ+2 and therefore F−1/p ∈ RV(−σ−2)/p . Since (−σ − 2)/p < −1, the observation made
above allows us to conclude that F−1/p ∈ L1([1,∞)), and hence f satisfies the generalized
Keller–Osserman condition (1.4).
Another tool that we need is the following comparison principle for weak solutions to quasi-
linear equations (see [20] for a proof). The proof given in [20] extends trivially to cover the
following, which is a slightly more general form that includes our equations. In the statement,
D is a bounded domain in Rn.
Lemma 2.2 (Weak Comparison Principle). Let G :D ×R→R be non-increasing in the second
variable and continuous. Let u,w ∈ W 1,p(D) satisfy the respective inequalities∫
D
|∇u|p−2∇u · ∇ϕ 
∫
D
G(x,u)ϕ and (2.4)
∫
D
|∇w|p−2∇w · ∇ϕ 
∫
D
G(x,w)ϕ (2.5)
for all non-negative ϕ ∈ W 1,p0 (D). Then the inequality uw on ∂D implies uw in D.
3. Boundary asymptotics and uniqueness
The following lemma will prove useful later.
Lemma 3.1. Let q be the Hölder conjugate of p > 1. If f ∈ RVσ+1 (σ > p − 2) is continuous,
then
lim
z→∞
(F (z))1/q
f (z)
∫∞
z
(F (s))−1/p ds
= σ + 2 − p
p(2 + σ) ,
where F is an antiderivative of f .
Proof. Note that
F(z) =
z∫
0
f (s) ds =
1∫
0
zf (tz) dt.
Therefore, by the Lebesgue dominated convergence theorem,
lim
z→∞
F(z)
zf (z)
=
1∫
0
lim
z→∞
f (tz)
f (z)
dt =
1∫
0
tσ+1 dt = 1
σ + 2 . (3.1)
Since F satisfies (1.4) and because of (2.3) we can apply L’Hôpitals rule to get
lim
z→∞
z(F (z))−1/p∫∞
(F (s))−1/p ds
= lim
z→∞
(
1
p
· zf (z)
F (z)
− 1
)
.z
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lim
z→∞
z(F (z))−1/p∫∞
z
(F (s))−1/p ds
= σ + 2 − p
p
. (3.2)
The desired result follows from limits (3.1) and (3.2). 
One obtains a useful corollary on recalling that φ′(t) = −(qF (φ(t)))1/p.
Corollary 3.2. Let f ∈ RVσ+1 (σ > p − 2) be continuous. Then
lim
t→0+
|φ′(t)|p−2φ′(t)
tf (φ(t))
= − q
p
· 2 − p + σ
2 + σ . (3.3)
We now introduce a class of functions. Given a real number b, let Λb be the class of all
positive, monotonic functions k ∈ L1(0, ν) ∩ C1(0, ν) that satisfy
lim
t→0+
( t∫
0
k(s)
k(t)
ds
)′
= b. (3.4)
We will let Λ stand for the union of all Λb as b ranges over [0,∞). For k ∈ Λ, we use the
notation
λ(t) =
t∫
0
k(s) ds.
Remark 3.3. We point out that limt→0+
∫ t
0
k(s)
k(t)
ds = 0 for any k ∈ Λ. Moreover, in (3.4), we
note that 0 b 1 if k is non-decreasing and b 1 if k is non-increasing.
Before we state the main theorem let us make note of the following. Suppose z is a C2 function
on a domain Ω in Rn, and v = φ(z), where f satisfies the Keller–Osserman condition (1.4).
Direct computation shows that
pv = (p − 1)
∣∣φ′(z)∣∣p−2φ′′(z)|∇z|p + ∣∣φ′(z)∣∣p−2φ′(z)pz. (3.5)
Theorem 3.4. Suppose f ∈ RVσ+1 (σ > p − 2) satisfies (1.3). Let Ω ⊆ Rn be a bounded C2
domain and g ∈ C(Ω) be a non-negative function such that
lim
d(x)→0
g(x)
kp(d(x))
= A (3.6)
for some positive constant A and some k ∈ Λb . Then any local weak solution u of (1.2) satisfies
lim
d(x)→0
u(x)
φ(λ(d(x)))
=
[
p + b(2 + σ − p)
A(2 + σ)
]1/(2+σ−p)
.
Proof. Given ρ > 0, let
Ωρ :=
{
x ∈ Ω: 0 < d(x) < ρ}.
A. Mohammed / J. Math. Anal. Appl. 325 (2007) 480–489 485Since Ω is a C2 bounded domain there exists a positive constant μ, depending only on Ω , such
that
d ∈ C2(Ωμ) and |∇d| ≡ 1 on Ωμ, (3.7)
where d(x) := dist(x, ∂Ω) is the distance function. For ρ ∈ Γ := (0,μ/2), we let
Ω−ρ := Ωμ \ Ωρ and Ω+ρ := Ωμ−ρ.
Let us first consider the case when k ∈ Λb for some b and k is non-increasing on (0, ν) for some
ν > 0. Without loss of generality, we take ν > μ.
Let
z±(x) := λ(d(x))± λ(ρ), x ∈ Ω±ρ .
Then we have∣∣∇z±∣∣p = kp(d)|∇d|p and pz± = (p − 1)kp−2(d)k′(d)|∇d|p + kp−1(d)pd.
Using these in (3.5) with v± = φ(z±), we find that
pv
± = kp−1(d)∣∣φ′(z±)∣∣p−2φ′(z±)pd
+ (p − 1)kp−2(d)k′(d)∣∣φ′(z±)∣∣p−2φ′(z±)|∇d|p
+ (p − 1)kp(d)∣∣φ′(z±)∣∣p−2φ′′(z±)|∇d|p. (3.8)
Given 0 < ε < A/2, we define two numbers ϑ± by
ϑ± =
[
p + b(2 + σ − p)
(A ± 2ε)(2 + σ)
]1/(2+σ−p)
,
where A is the limit in (3.6).
Let w±(x) = ϑ±v± = ϑ±φ(z±(x)), x ∈ Ω±ρ . To simplify the notation let us use Lz for
−pz + g(x)f (z). From (3.8), on recalling that p − 1 = p/q , we obtain
Lw± = g(x)f (w±)− (ϑ±)p−1pv±
= (ϑ±)p−1kp(d)f (φ(z±))[ g(x)f (ϑ±φ(z±))
(ϑ±)p−1kp(d)f (φ(z±))
− |φ
′(z±)|p−2φ′(z±)
k(d)f (φ(z±))
pd
− p
q
k′(d)
k2(d)
|φ′(z±)|p−2φ′(z±)
f (φ(z±))
− p
q
|φ′(z±)|p−2φ′′(z±)
f (φ(z±))
|∇d|p
]
on Ω±ρ . (3.9)
Since |∇d| ≡ 1 on Ωμ, and recalling that |φ′(t)|p−2φ′′(t) = (q/p)f (φ(t)), we find that
Lw± = (ϑ±)p−1kp(d)f (φ(z±))[ g(x)f (ϑ±φ(z±))
(ϑ±)p−1kp(d)f (φ(z±))
+D±1 +D±2
]
,
where
D±1 (x) = −
|φ′(z±(x))|p−2φ′(z±(x))
k(d(x))f (φ(z±(x)))
pd(x) and
D±2 (x) = −
p
q
· k
′(d(x))
k2(d(x))
|φ′(z±(x))|p−2φ′(z±(x))
f (φ(z±(x)))
|∇d|p − 1.
Recalling that φ′ < 0 and that z±(x) 2λ(d(x)), we estimate:
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−2λ(d(x))
k(d(x))
|φ′(z±(x))|p−2φ′(z±(x))
z±(x)f (φ(z±(x)))
∣∣pd(x)∣∣.
Since d ∈ C2(Ωμ), and k ∈ Λ, by Lemma 3.1 and Remark 3.3 we conclude that
lim
Ω±ρ ×Γ (d(x),ρ)→(0+,0+)
D±1 (x) = 0.
Since k is non-increasing, we have k′(d)z−  k′(d)λ(d), and k′(d)z+  k′(d)λ(d). Therefore
D−2 = −
p
q
k′(d)
k2(d)
|φ′(z−)|p−2φ′(z−)
f (φ(z−))
− 1−p
q
k′(d)λ(d)
k2(d)
|φ′(z−)|p−2φ′(z−)
z−f (φ(z−))
− 1 = D˜−2 ,
(3.10)
and, likewise, D+2  D˜+2 , where
D˜+2 = −
p
q
· k
′(d)
k2(d)λ(d)
|φ′(z+)|p−2φ′(z+)
z+f (φ(z+))
|∇d|p − 1.
From (3.6), we see that corresponding to ε, there is 0 < δε < A/2 such that
(A − ε)kp(d(x)) g(x) (A + ε)kp(d(x)), 0 < d(x) < δε.
We suppose that the constant μ in (3.7) is chosen such that μ < δε. Using (3.10) in the left side
of the inequality in (3.9), we get
Lw− 
(
ϑ−
)p−1
kp(d)f
(
φ
(
z−
))[ (A − ε)f (ϑ−φ(z−))
(ϑ−)p−1f (φ(z−))
+D−1 + D˜−2
]
. (3.11)
Similarly
Lw+ 
(
ϑ+
)p−1
kp(d)f
(
φ
(
z+
))[ (A + ε)f (ϑ+φ(z+))
(ϑ+)p−1f (φ(z+))
+D+1 + D˜+2
]
. (3.12)
By Lemma 3.1, we note that
lim
Ω±ρ ×Γ (d(x),ρ)→(0+,0+)
D˜±2 (x) = −
p + b(2 + σ − p)
2 + σ .
Thus, as Ω±ρ × Γ  (d(x), ρ) → (0+,0+), the expression in the bracket of (3.11) converges to
(A − ε)(ϑ−)2+σ−p − p + b(2 + σ − p)
2 + σ =
[
A − ε
A − 2ε − 1
]
p + b(2 + σ − p)
2 + σ > 0,
while the expression in the bracket of (3.12) converges to
(A + ε)(ϑ+)2+σ−p − p + b(2 + σ − p)
2 + σ =
[
A + ε
A + 2 − 1
]
p + b(2 + σ − p)
2 + σ < 0.
Therefore, for ρ ∈ Γ , with μ > 0 sufficiently small, we conclude that
Lw−  0 on Ω−ρ , and Lw+  0 on Ω+μ .
That is
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(
w−
)
on Ω−ρ , and (3.13)
−pw+ −g(x)f
(
w+
)
on Ω+ρ . (3.14)
Let us now suppose that k is non-decreasing. Given 0 < ε < A/2, it follows from (3.6) that
(A − ε)kp(d(x) − ρ) (A − ε)kp(d(x)) g(x) (A + ε)kp(d(x))
 (A + ε)kp(d(x) + ρ).
We define
w±(x) = ϑ±φ(λ(d(x) ± ρ))= ϑ±φ(y±) for x ∈ Ω±ρ .
Here y±(x) := λ(d(x)) ± ρ. For simplicity, we will use d± for d(x) ± ρ. Proceeding as before,
we obtain
Lw± = (ϑ±)p−1kp(d±)f (φ(y±))[ g(x)f (ϑ±φ(y±))
(ϑ±)p−1kp(d±)f (φ(y±))
+ I±1 + I±2
]
,
where
I±1 (x) = −
|φ′(y±(x))|p−2φ′(y±(x))
k(d±(x))f (φ(y±(x)))
pd(x) and
I±2 (x) = −
p
q
· k
′(d±(x))
k2(d±(x))
|φ′(y±(x))|p−2φ′(y±(x))
f (φ(y±(x)))
|∇d|p − 1.
Since k is non-decreasing we have
Lw− 
(
ϑ−
)p−1
kp
(
d−
)
f
(
φ
(
v−
))[ (A − ε)f (ϑ−φ(v−))
(ϑ−)p−1f (φ(v−))
+ I−1 + I−2
]
and
Lw+ 
(
ϑ+
)p−1
kp
(
d+
)
f
(
φ
(
v+
))[ (A + ε)f (ϑ+φ(v+))
(ϑ+)p−1f (φ(v+))
+ I+1 + I+2
]
.
By Lemma 3.1 and Remark 3.3 we see that
lim
Ω±ρ ×Γ (d(x),ρ)→(0+,0+)
I±1 (x) = 0 and
lim
Ω±ρ ×Γ (d(x),ρ)→(0+,0+)
I±2 (x) = −
p + b(2 + σ − p)
2 + σ .
Arguing as before, we see that (3.13) and (3.14) hold with z± replaced by y±.
Now suppose u is a non-negative solution of (1.2). First we note that
uw− + Cu(μ) on ∂Ω−ρ ,
where Cu(μ) := max{u(x): d(x) μ}. Since φ and k are non-increasing (equality holds when
k is non-decreasing) it follows that w+(x) ϑ+φ(λ(μ)) whenever d(x) = μ − ρ. Therefore,
w+  u + Cw(μ) on ∂Ω+ρ ,
where Cw(μ) := ϑ+φ(λ(μ)). Furthermore, u and w+ both satisfy (2.4) on Ω+ρ with G(x, t) =
−g(x)f (t). Moreover, since f is non-decreasing, w− +Cu(μ) and u+Cw(μ) both satisfy (2.5)
on Ω−ρ and Ω+ρ , respectively, with G(x, t) = −g(x)f (t). Therefore, by the Weak Comparison
Principle, we note that
u(x)w−(x) + Cu(μ), x ∈ Ω−ρ , and w+(x) u(x) + Cw(μ), x ∈ Ω+ρ .
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ϑ+ − Cw(μ)
φ(λ(d(x)) ± λ(ρ)) 
u(x)
φ(λ(d(x)) ± λ(ρ))  ϑ
− + Cu(μ)
φ(λ(d(x)) ± λ(ρ)) and
ϑ+ − Cw(μ)
φ(λ(d(x) ± ρ)) 
u(x)
φ(λ(d(x) ± ρ))  ϑ
− + Cu(μ)
φ(λ(d(x) ± ρ)) .
On letting ρ → 0, we see that
ϑ+ − Cw(μ)
φ(λ(d(x)))
 u(x)
φ(λ(d(x)))
 Cu(μ)
φ(λ(d(x)))
+ ϑ−
for all x ∈ Ωμ. On recalling that φ(t) → ∞ as t → 0+, we obtain
ϑ+  lim inf
d(x)→0
u(x)
φ(λ(d(x)))
 lim sup
d(x)→0
u(x)
φ(λ(d(x)))
 ϑ−.
The claimed result now follows on letting ε → 0+. 
To show uniqueness of solutions of (1.2), we need the following additional assumption on f .
f  0, f (t)t1−p is non-decreasing on (0,∞). (3.15)
Perhaps we should point out here that if f ∈ RVσ+1 satisfies condition (3.15), then σ > p − 2.
Theorem 3.5. Let f ∈ RVσ+1 satisfy (1.3) and (3.15). Let g ∈ C(Ω) be a positive function for
which the Dirichlet problem pw = −g admits a solution w ∈ W 1,p0 (Ω). If g satisfies (3.6)for some positive A and some k ∈ Λ, then problem (1.2) admits a unique local weak solution
in C(Ω).
Proof. The existence of a non-negative solution u ∈ W 1,ploc (Ω)∩C(Ω) follows from Theorem 2.2
of [18]. The uniqueness follows from Theorem 3.4 by a standard argument. For completeness we
include the short proof. Suppose u1 and u2 are solutions of (1.2) on Ω . Then by Theorem 3.4 it
follows that
lim
d(x)→0
u1(x)
u2(x)
= 1.
Thus given ε > 0, there is δ > 0 such that
(1 − ε)u2(x) u1(x) (1 + ε)u2(x), x ∈ Ωδ.
Using the fact that f satisfies (3.15) it follows that u±(x) = (1 ± ε)u2(x), x ∈ Ω , satisfy
pu
+  g(x)f
(
u+
)
and pu−  g(x)f
(
u−
)
on Ω.
Now let u be the unique solution (see [9]) of
pu = g(x)f (u), x ∈ Ω0, u = u1, x ∈ ∂Ω0,
where Ω0 := Ω \ Ωδ. By the comparison principle, it follows that
u−(x) u(x) u+(x), x ∈ Ω0.
Noting that u = u1 on Ω0, we thus have
(1 − ε)u2(x) u1(x) (1 + ε)u2(x), x ∈ Ω = Ωδ ∪ Ω0.
Letting ε → 0+ we obtain the desired result. 
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