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Abstract
The Kondo lattice model introduced in 1977 describes a lattice of localized
magnetic moments interacting with a sea of conduction electrons. It is one
of the most important canonical models in the study of a class of rare earth
compounds, called heavy fermion systems, and as such has been studied in-
tensively by a wide variety of techniques for more than a quarter of a century.
This review focuses on the one dimensional case at partial band filling, in
which the number of conduction electrons is less than the number of localized
moments. The theoretical understanding, based on the bosonized solution,
of the conventional Kondo lattice model is presented in great detail. This
review divides naturally into two parts, the first relating to the description
of the formalism, and the second to its application. After an all-inclusive
description of the bosonization technique, the bosonized form of the Kondo
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lattice hamiltonian is constructed in detail. Next the double-exchange or-
dering, Kondo singlet formation, the RKKY interaction and spin polaron
formation are described comprehensively. An in-depth analysis of the phase
diagram follows, with special emphasis on the destruction of the ferromag-
netic phase by spin-flip disorder scattering, and of recent numerical results.
The results are shown to hold for both antiferromagnetic and ferromagnetic
Kondo lattice. The general exposition is pedagogic in tone.
ii
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1 An Introduction to the Kondo Lattice
The Kondo lattice is one of the most important canonical models used
to study strongly correlated electron systems, and has been the subject of
intensive study. Other canonical models for strongly correlated systems in-
clude the Hubbard model, which is discussed in section 4.2, and the periodic
Anderson model, which is introduced in section 1.2.2 †. The Kondo lattice
describes the interaction between a conduction band, containing Bloch-like
delocalized electrons, and a lattice of localized magnetic moments. Its impor-
tance is due both to its relevance to several broad classes of real materials,
and to the the fundamental theoretical challenge it presents; methods devel-
oped for the Kondo lattice are expected to aid in formulating methods for
other strongly correlated electron systems. Hereafter, follows a description
of the Kondo lattice, and in particular the 1D Kondo lattice at partial band
filling.
This chapter provides a general introduction to the Kondo lattice model.
The chapter is organized as follows: In section 1.1 the Kondo lattice is derived
as a special case of a general two-band electron system. This serves to provide
both a definition of the Kondo lattice model, and to provide a clear statement
of the assumptions required to derive the model; the main assumption is that
the Wannier states for one of the bands are atomic-like. Applications of the
Kondo lattice to real materials are discussed in section 1.2. The description
of manganese oxide perovskites follows in straightforward fashion from the
derivation of section 1.1, and is discussed in section 1.2.1. Section 1.2.2
considers the Kondo lattice description of rare earth and actinide compounds.
The application in this case is indirect, and requires the derivation of the
Kondo lattice from the more fundamental periodic Anderson model.
†A brief overview of the strongly correlated electron systems in given in Appendix A.
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1.1 Derivation of the Kondo lattice model
The Kondo lattice is a special case of a general two-band electron system
with interband interactions: The Kondo lattice specializes to the case in
which the electrons in one of the bands remain localized at their lattice sites.
In this section the Kondo lattice model is derived from a general two-band
system with standard electron-electron interactions. The derivation serves
two purposes. Firstly it defines the conventional Kondo lattice model, which
in its 1D form will be the primary focus of chapters 5 and 6. Secondly, the
derivation permits a clear statement of the assumptions required to derive
the Kondo lattice from a general two-band system. This helps to identify the
types of real materials which may be modelled by the Kondo lattice. The
applications to real materials are discussed in section 1.2.
The starting point is a two-band electron system with band indices c
and f . c labels the conduction band, and f labels the band of localized
electrons; the f is to suggest the localized f -electrons in rare earth and
actinide compounds.† In the simplest case, both c and f bands are assumed
to have spin degeneracy only. (This point is discussed further in section 1.2.)
The electron-electron interaction energy between two electrons at x and x′ is
given by Vσ,σ′(x− x′), as discussed in section E.2. The interaction is usually
spin-isotropic, Vσ,σ′(x−x′) = V (x−x′), and in this case represents Coulomb
repulsion between the electrons. Since attention has been directed toward
the spin-anisotropic Kondo lattice (Shibata, Ishii and Ueda 1995, Zachar,
Kivelson and Emery 1996, Novais, it et al. 2002a,2002b), the Kondo lattice
model will be derived here for general spin interactions. The total energy
from electron-electron interactions in a lattice with two bands is given by
V =
1
2
∑
n1,...,n4
∑
j1,...,j4
∑
σ,σ′
Vσ,σ′(n1j1, . . . , n4j4)c
†
n1j1σ
c†n2j2σ′cn3j3σ′cn4j4σ (1.1)
where ni = c, f labels the band and the ji’s labels the lattice site. This is a
†While this notation is fairly standard for the Kondo lattice, note that the localized
electrons in the manganese oxides are in the d band, cf. section 1.2.1 below.
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straightforward generalization of the single-band electron-electron interaction
introduced in section E.2. From Eq. (E.10), the matrix element in Eq. (1.1)
is given by
Vσ,σ′(n1j1, . . . , n4j4) =
∫
L
dx
∫
L
dx′ Vσ,σ′(x− x′)
× Φ∗n1σ(x− j1a)Φ∗n2σ′(x′ − j2a)Φn3σ′(x′ − j3a)Φn4σ(x− j4a)
(1.2)
in 1D, where Φnσ(x− ja) is the wavefunction for the Wannier state |njσ〉 as
in Eq. (D.11). The generalization to higher dimensions is straightforward.
The Kondo lattice interaction VKL may be derived from the full electron-
electron interaction Eq. (1.1) under the following assumptions, listed in order
of importance: i) There is exactly one localized f -electron at each lattice site
j. The set of lattice sites occupied by f -electrons is generally taken to be
the entire lattice for the Kondo lattice model, but may be a small fraction
of all lattice sites (modelling dilute Kondo impurities), and may even be a
single lattice site (the original single impurity Kondo model †). If this is the
case, then the label j in the Kondo lattice interaction (cf. Eq. (1.10) below)
refers only to those lattice sites containing an f -electron. ii) The matrix el-
ements Vσ,σ′(n1j1, . . . , n4j4) of Eq. (1.2) are assumed to be negligible, unless
j1 = j2 = j3 = j4. Thus only on-site interactions are considered, similar to
the Hubbard model interaction. iii) Electron-electron interactions between
electrons in the same band may be neglected. These three assumptions re-
duce the full electron-electron interaction of Eq. (1.1) to on-site interactions
between conduction electrons and f -electrons. Moreover, the interactions
preserve the number of f -electrons at each site. The motivation for mak-
ing assumptions ii) and iii) is mainly to distil the problem into the simplest
form, but without losing the essential physics. Assumption iii), neglecting
intraband interactions, is made so as to focus on the interband interactions of
central interest, and is often relaxed. On-site conduction electron-conduction
†A summary of the single impurity Kondo model results can be found in Appendix B.
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electron interactions are considered for the 1D Kondo lattice in section 7.2,
and do not qualitatively alter the interband interactions. As for interactions
between the localized electrons, note that on-site interactions are prohibited
by assumption i). Nearest-neighbour interactions between the localized elec-
trons in the 1D Kondo lattice are occasionally considered (White and Affleck
1996). Indeed in real systems there will exist dipolar and exchange interac-
tions between the localized electrons, as in the 1D Kondo lattice compound
Cu(pc)I (Ogawa, et al. 1987). However, since for the Kondo lattice these
interactions are nearest-neighbour, they will in general be far weaker than
the on-site interactions ‡. A similar argument applies to nearest-neighbour
conduction electron-conduction electron and conduction electron-localized
electron interactions. This argument, which is identical to that made in the
Hubbard model (cf. section E.2 and see Hubbard (1963)), is the motivation
for assumption iii). Assumption i) is the main assumption in the Kondo
lattice, and distinguishes it from general two-band systems. The two-band
materials for which assumption i) holds will be discussed in section 1.2.
It is straightforward to verify that under assumptions i) - iii), Eq. (1.1)
reduces to
VKL = Vdir + Vex ,
Vdir =
∑
j,σ,σ′
V dirσ,σ′ c
†
cjσccjσnfjσ′ , V
dir
σ,σ′ = Vσ,σ′(f0, c0, c0, f0) ,
Vex = −
∑
j,σ,σ′
V exσ,σ′ c
†
cjσccjσ′c
†
fjσ′cfjσ , V
ex
σ,σ′ = Vσ,σ′(f0, c0, f0, c0) .(1.3)
In Eq. (1.3), nfjσ = c
†
fjσcfjσ is the f -electron number operator, and the
matrix elements at right follow the notation of Eq. (1.2).
The Kondo lattice interaction VKL may be written in conventional form by
introducing pseudo-spin operators for the f -electrons: Since the f -electrons
are confined to their lattice sites, the only degree of freedom available to the
‡Adding a large antiferromagnetic Heisenberg intercation between the local moments
produces a spin-gapped metal (Sikkema, Affleck and White 1997) with unconventional
pairing fluctuations (Coleman, Georges and Tsvelick 1997).
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f -electrons is spin. Define the f -electron spin operator Sj = (S
x
j , S
y
j , S
z
j ) by
Sxj =
1
2
(
S+j + S
−
j
)
,
Syj =
1
2i
(
S+j − S−j
)
,
Szj =
1
2
(nfj↑ − nfj↓) . (1.4)
The spin raising and lowering operators are defined by
S+j = c
†
fj↑cfj↓ , S
−
j = c
†
fj↓cfj↑ . (1.5)
A little algebra establishes the usual spin commutation relations for the
Cartesian components of Sj :[
Sαj , S
β
j′
]
= i δj,j′ ǫαβγ S
γ
j , (1.6)
where α, β, γ = x, y, z, and where ǫαβγ is the third rank totally antisymmetric
unit tensor. Using the localized spin operators, the Kondo lattice interaction
VKL of Eq. (1.3) may be written in the form
VKL =
J‖
2
∑
j
(ncj↑ − ncj↓)Szj +
J⊥
2
∑
j
(
c†cj↓ccj↑S
+
j + h.c.
)
(1.7)
to an additive constant depending on the dispersion of the conduction elec-
trons, where nfjσ = c
†
fjσcfjσ the c-electron number operator. The interaction
parameters in Eq. (1.7) are given by
J‖ = 2
(
V dir‖ − V dir⊥ − V ex‖
)
,
J⊥ = −2V ex⊥ (1.8)
where the direct and exchange integrals of Eq. (1.3) have been decomposed
into spin-parallel and spin-perpendicular components following Eq. (E.7):
V dirσ,σ′ = V
dir
‖ δσ,σ′ + V
dir
⊥ δσ,−σ′ ,
V exσ,σ′ = V
ex
‖ δσ,σ′ + V
ex
⊥ δσ,−σ′ . (1.9)
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Note that J‖ 6= J⊥ for a general spin-anisotropic interaction. For a spin-
isotropic interaction, Vσ,σ′(x−x′) = V (x−x′), the direct interaction between
the conduction electrons and the f -electrons drops out of the problem, and
the Kondo lattice interaction takes its conventional form
VKL = J
∑
j
Scj·Sj , J = J‖ = J⊥ , (1.10)
where Scj are pseudo-spin operators for the conduction electrons, defined as
in Eqs. (1.4) and (1.5) for the f -electrons. Eq. (1.10) represents a Heisenberg-
type interaction between an f -electron, and the conduction electron spin at
the same site. The interaction parameter in the spin-isotropic case is given
by the exchange integral
J = −2V ex = 2
∫
L
dx
∫
L
dx′ V (x− x′)Φ∗f(x)Φ∗c(x′)Φf (x′)Φc(x) , (1.11)
where Φn(x) is the Wannier wavefunction Eq. (D.11) at j = 0 without the
Pauli spinor.
The full Kondo lattice hamiltonian HKL is obtained by adding the kinetic
energy to the interaction VKL. Since the f -electrons are fixed at their lattice
sites, the kinetic energy of the f -band is constant, and may be neglected.
The full hamiltonian for the Kondo lattice then consists of VKL, together
with the conduction electron kinetic energy. In the simplest case, the con-
duction electrons hop between nearest-neighbour sites 〈ij〉 only, as discussed
in section E.1 (cf. Eq. (E.5) for 1D). The hamiltonian for the Kondo lattice
is then
HKL = −t
∑
〈ij〉
∑
σ
c†ciσccjσ + J
∑
j
Scj ·Sj , (1.12)
for a spin-isotropic interaction. HKL is the conventional Kondo lattice hamil-
tonian. It is straightforward to extendHKL to include next-nearest-neighbour
hopping, and so on, and spin-anisotropic interactions may be included by us-
ing Eq. (1.7) for VKL (see eg, Shibata, Ishii and Ueda (1995), Zachar, Kivelson
and Emery (1996), Novais, it et al. (2002a,2002b)). While some of these (and
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other) variants of the Kondo lattice will be discussed at various stages later,
the conventional Kondo lattice (in 1D) will be the main focus of this re-
view. Unless otherwise noted, Eq. (1.12) defines the Kondo lattice model as
discussed here.
The Kondo lattice model contains two parameters. The first is the cou-
pling J (or the dimensionless parameter J/t). Both large and small values
of |J |/t are physically relevant, as will be discussed immediately below in
section 1.2. For large values the relevant sign of J is negative, and this is
called a ferromagnetic coupling since it favours an alignment of the conduc-
tion electron spin with the spin of the localized f -electron. For small values
of |J |/t the relevant sign of J is positive, and this is called an antiferro-
magnetic coupling since it favours an opposite alignment of the conduction
electron spin with the spin of the localized f -electron. The second parameter
in the Kondo lattice is the number of conduction electrons. This is measured
by the filling n = Ne/N , where Ne is the number of conduction electrons
and N is the number of lattice sites. N coincides with the number of f -
electrons. A half-filled conduction band corresponds to n = 1, and n < 1 is
called a partially-filled band. It is usual to consider only fillings in the range
0 < n ≤ 1 in the Kondo lattice, and attention is restricted to this range.
1.2 Relevance of the Kondo lattice to real
materials
The Kondo lattice describes materials in which the predominant inter-
actions are between two distinct varieties of electrons; localized electrons
possessed of a magnetic moment, and itinerant conduction electrons. The
two varieties are described in the derivation of the previous section with the
band indices f and c, respectively. This situation is realised in two broad
and important classes of materials: (i) Manganese oxide perovskites, in which
there generally exists a mixture of Mn3+ and Mn4+ ions. (ii) Rare earth and
actinide compounds, broadly classed as heavy fermion materials, in which
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atomic-like f -electrons interact with a conduction band. The Kondo lattice
description of these materials is discussed in sections 1.2.1 and 1.2.2, respec-
tively. Before proceeding, however, it is useful to give a brief discussion of
what the Kondo lattice model does not describe.
In using the Kondo lattice to model real materials, first note that as an
electron system the Kondo lattice model neglects electron-phonon coupling;
it ignores interactions between the electrons and the vibrations of the un-
derlying lattice of ions. This may result in the Kondo lattice model being
unable to reproduce important properties of real materials. For example,
Millis, Littlewood and Shraiman (1995) have argued that this is indeed the
case in the manganese oxide perovskites. The Kondo lattice is often used to
model this class of materials (cf. section 1.2.1 below). Millis, et al. (1995) ar-
gue that the predictions of the Kondo lattice disagree with the experimental
data by an order of magnitude or more. They propose that the discrepancy
arises from the neglect of strong electron-phonon coupling coming from a
Jahn-Teller splitting of the Mn3+ ion. If this is true (and the issue is not yet
settled), then an electron-phonon interaction term must be added to HKL
†.
A second point to note is that the Kondo lattice model Eq. (1.12) allows
only two degrees of freedom for each band; either spin up or spin down. In the
materials described by the Kondo lattice there is further degeneracy: In the
manganese oxides, the localized electrons are three Hund’s rule coupled d-
band electrons, and the localized band carries spin 3/2. In the heavy fermion
materials, the localized electrons are f -electrons, and these carry an orbital
degeneracy when the multiplet splitting is small. It follows that for a more
detailed description of real materials, it would be necessary to include more
than two degrees of freedom per band. A model which incorporates this is the
Coqblin-Schrieffer model (Coqblin and Schrieffer 1969), and may be formally
obtained from the standard Kondo lattice hamiltonian by generalizing to
†The effect of phonons on the 1D Kondo lattice model has been studied by Gula´csi,
Bussmann-Holder and Bishop (2003,2004) via bosonization. Details can be found in section
7.3.
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higher spin. While the use of Eq. (1.12) thus prevents a detailed description
of the behaviour of individual compounds on a case by case basis, it does
describe the interaction between extended and localized states which is the
heart of the problem. Once the simplest non-degenerate case is understood,
and much work remains to be done in this direction, then the effects of
degeneracy may be gradually included. This may yield essentially the same
behaviour, which is suggested for the ground-state phase diagram of the
Kondo lattice. Dagotto, et al. (1998) observed the same basic phase diagram
for both spin 3/2 or spin 1/2 localized moments in the ferromagnetic J < 0
Kondo lattice. Alternatively, new effects may arise with the degeneracy, as for
example the non-Fermi liquid behaviour found for the single impurity Kondo
hamiltonian (Nozie`res and Blandin 1980) ‡. In either case an understanding
of the simplest non-degenerate model is invaluable, and seems a prerequisite
for understanding more detailed models.
1.2.1 Manganese oxide perovskites
The study of manganese oxide compounds with a perovskite crystal struc-
ture dates back almost half a century, and began with the work of Jonker and
Van Santen (1950). The compounds have the form R1−xAxMnO3, where R =
La, Nd, Pr is a trivalent rare earth, and A = Ca, Sr, Ba, Cd, Pb is divalent,
and usually an alkaline earth. These materials present a rich phase diagram,
with generic low-temperature phases as follows (Tokura, et al. 1996): At low
doping x . 0.2, there is a spin-canted insulating state. This is often followed
by a small doping region ∆x ∼ 0.05 which presents a ferromagnetic insulator.
For 0.2 . x . 0.5 the Mn oxide perovskites are ferromagnetic metals. These
materials have recently attracted much renewed interest due to the discovery
‡More accurately, the single impurity Kondo model turns out to be a local Fermi liquid,
for details, see Andrei, Furuya and Lowenstein (1983). The concept of local a Fermi liquid
was introduced by Newns and Hewson (1980) who used it to interpret experimental data
on rare earth compounds. It corresponds to a non-interacting multi level resonant model.
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of colossal magnetoresistance (Jin, et al. 1994): The magnetoresistance
∆ρ
ρ(0, T )
=
ρ(H, T )− ρ(0, T )
ρ(0, T )
, (1.13)
where ρ(H, T ) is the resistivity in applied magnetic field H at temperature
T , is observed to vary ∼ 100, 000 per cent in thin films of manganese oxide
compounds near the Curie temperature in the metallic ferromagnetic phase.
This has stimulated great interest because of the potential technological ap-
plications in magnetic recording heads.
The relevance of the Kondo lattice to manganese oxide perovskites arises
from the properties of the 3d shell electrons in Mn. In undoped compounds
RMnO3, the manganese atoms are all triply ionized, and contain four 3d
electrons in their outer shell. In the perovskite lattice the 3d band splits, and
Mn3+ has the following configuration (Goodenough 1955): Three electrons
occupy the lower three-fold degenerate localized t2g orbitals, and there is one
electron in an upper two-fold degenerate delocalized eg orbital. Upon doping
the trivalent rare earth R with a divalent atom A, such as an alkaline earth,
extra electrons are stripped from the Mn atoms, and there exists a mixture
of Mn3+ and Mn4+ ions. The latter are missing the outer eg electron.
The Kondo lattice describes the electrons in the 3d Mn shell as follows:
A very strong Hund’s rule coupling forces the alignment of the spins of the
localized t2g electrons, and these act as a localized spin 3/2. (See Landau
and Lifshitz (1965), for example, for a discussion of Hund’s rules.) The t2g
electrons in the manganese oxides form the localized band in the Kondo
lattice model, and as noted above are approximated by spins 1/2 in the sim-
plest case. The Kondo lattice conduction band models the the delocalized eg
orbitals. These are coupled to the localized electrons by a Hund’s rule cou-
pling; as for the Hund’s rule coupling between the t2g electrons, the coupling
is strong and favours an alignment of the eg electron spin with that of the
localized t2g spins. Thus the parameter regime of the Kondo lattice which is
appropriate for the manganese oxides is one with a large ferromagnetic cou-
pling: J < 0, |J |/t > 1. The conduction band filling appropriate for these
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materials is variable. In undoped manganese oxide compounds the conduc-
tion band is half-filled, with one eg conduction electron per localized spin.
Upon doping, one obtains a Kondo lattice with a partially-filled conduction
band having less than one conduction electron per localized spin.
1.2.2 Rare earth and actinide compounds
Many intermetallic compounds involving rare earth or actinide elements
exhibit complex and intriguing properties, and have fascinated both experi-
mentalists and theorists for decades. One broad class of these compounds are
the heavy fermion materials; a characteristic feature is that the linear coeffi-
cient of the specific heat is two or three orders of magnitude greater in these
compounds than in normal metals.† This enhancement may be accounted
for by supposing that the quasiparticle effective mass m∗ (Nozie`res 1964) is
two or three orders of magnitude greater than the bare electron mass, and
thus the heavy fermions. Heavy fermion materials exhibit a striking diversity
of ground states, including magnetically ordered states (CeAl2 and U2Zn17),
novel (non-BCS) superconducting states (CeCu2Si2 and UBe13), and ground
states which are neither magnetically ordered nor superconducting (CeAl3
and UAl2). A detailed discussion of the early heavy fermion compounds
and their experimental properties may be found in the review by Stewart
(1984). A review discussion of effective theoretical models for heavy fermion
materials is given by Lee, et al. (1986).
Along with the heavy fermion compounds, there are several related classes
of compounds containing rare earth and actinide elements which have at-
tracted great interest in the last decade. One is the class of Kondo insula-
tors, and includes CeNiSn, Ce3Bi4Pt3, TmSe, and UNiSn. These are small
gap semiconductors in which the gap, of only a few meV, arises from hy-
bridization between the f -electrons in the rare earth and actinide ions, and a
conduction band. The Kondo insulators show very different behaviour from
†A similar enhancement is observed for the spin susceptibility.
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normal band insulators which have a gap at least of a few tenths of an eV.
The Kondo insulators are reviewed by Aeppli, et al. (1992) and Fisk, et al.
(1995). Another class is the low-carrier-density Kondo systems which include
the trivalent cerium monopnictides CeX (X = P, As, Sb, Bi), and uranium
and ytterbium analogues USb, YbAs, among others. (See Suzuki (1993) for
a brief review.) These systems have carriers (either conduction electrons or
holes) whose densities are much less than those of the magnetic rare earth
or actinide ions. The low-carrier-density Kondo systems show heavy fermion
behaviour including the extreme case of insulating states, and exhibit very
interesting and complex magnetic properties. These include ferromagnetic
ordering in one plane, and a complex stacking of the ferromagnetic planes
through the crystal.
The Kondo lattice model is relevant to all of the compounds mentioned
above; heavy fermion materials, Kondo insulators, and low-carrier-density
Kondo systems. This is due to the f -electrons from the rare-earth and
actinide elements, which remain essentially atomic-like in the compounds.
The rare earth elements from cerium to thulium have atomic configurations
[Xe]4fn5d0 or 16s2 with partially filled 4f shells 2 ≤ n ≤ 13. There is a sim-
ilar progression in the actinide series as the 5f shell is filled. The partially
filled f -shells lead to a variety of magnetic states for these elements. In
compounds involving these elements the f orbitals remain strongly localized,
and essentially retain their atomic character: The magnetic effects present
in the isolated atoms persist in many rare earth and actinide compounds.
Thus the sites containing rare earth or actinide atoms often possess a mag-
netic moment corresponding to the Hund’s rule maximization of the total
f -electron spin. In the compounds discussed above the f -electrons interact
with electrons in the conducting d (or hybridized s-d) band. The conduction
band filling depends on the particular compound structure, and varies from
small fillings in the low-carrier-density Kondo systems to half-filling for the
Kondo insulators. The interaction between the conducting electrons and the
localized electrons in the f orbitals is the basis of the relevance of the Kondo
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lattice model to these materials.
The description of heavy fermion, Kondo insulating, and low-carrier-
density Kondo systems using the Kondo lattice model is indirect, and pro-
ceeds via the more fundamental periodic Anderson model. To introduce this
model, it is best to consider a concrete example (Varma 1976). SmS is an
ionic semiconductor at atmospheric pressure, and contains Sm2+ and inert
S2− ions. The 4f 6 band level† εf lies just below the (unoccupied) 5d and 6s
conduction bands in Sm. If pressure is applied, the lower of the crystal-field
split 5d bands of Sm broadens, due to the increased overlap of its Wannier
states, and moves down in energy relative to εf . Ultimately the 5d band
crosses the level of the 4f 6 band. When this occurs, there are valence fluctu-
ations on each Sm site, as f electrons enter 5d conduction band states, and
SmS becomes metallic. The metal-insulator transition is accompanied by a
change in the colour and volume of SmS. The central lesson of this transition
is that in order to understand the metallic state, it is necessary to understand
excitations from the 4f localized band into the 5d conduction band. This
situation of fluctuating valence is described by the periodic Anderson model,
which considers interactions in which localized electrons may be excited to
the conduction band, and vice versa, in interband interactions.
The periodic Anderson model is the formal extension to the lattice of
the single impurity Anderson model (Anderson 1961). It describes a band
of conduction electrons together with localized f orbitals at each lattice site.
The interaction between the localized and extended states is distinct from
†The bands corresponding to the 4f orbitals are energetically narrow, or atomic-like,
with a delta-function density of states ρ(ε) ≈ δ(ε− εf), where εf is the f level. Note that
these are not bands in the usual sense; band theory begins from a basis of non-interacting
delocalized Bloch states (cf. section D.1), and provides a poor description of the properties
of partially-filled 4f shells, in which the f electrons are localized and interact strongly
with each other. For comparison with the energies of well-defined conduction bands, it is
however convenient and conventional to consider a 4f ‘band’ for a given compound with
a 4fn nominal occupation on constituent rare earth atoms. The f level εf is then the
energy for the process 4fn → 4fn−1 of removing an f electron. For example, in SmS εf
is the energy for the process 4f6 → 4f5
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that in the Kondo lattice model, and describes excitations into and out of
the localized f orbitals. On a lattice with N sites, the periodic Anderson
hamiltonian is given by
HPAM =
∑
k,σ
ε(k)c†ckσcckσ + εf
∑
j,σ
nfjσ + U
∑
j
nfj↑nfj↓
+ N−1/2
∑
k,j,σ
(
Vke
ikjac†fjσcckσ + h.c.
)
, (1.14)
where the conduction electrons are written in terms of Bloch states with
dispersion ε(k). εf is the level of the flat band of localized f orbitals. The
hybridization Vk gives the amplitude for a localized f -electron to be excited
to a conduction band Bloch state with crystal momentum k.† An important
element in HPAM is the Coulomb repulsion U between on-site f -electrons.
This is the by far the strongest interaction in real materials, U ∼ 5 eV (Varma
1976), and large U will be assumed in the following.
The hybridization between the conduction band and the localized orbitals
can be an important element in rare earth and actinide compounds, as is clear
from the example of SmS above. Hybridization makes the periodic Anderson
model superficially different from the Kondo lattice model, in which the f -
electrons are fixed at their lattice sites, and excitations from localized orbitals
to the conduction band are forbidden. Schrieffer and Wolff (1966) showed
that this difference is in fact superficial only, and that the periodic Anderson
model reduces to the Kondo lattice model in the local moment regime. (The
exact canonical transformation given later on in section 1.2.3 is valid for
any value of the periodic Anderson model parameters.) The local moment
regime has the f level εf below the conduction electron chemical potential.
In this case, for zero hybridization Vk = 0, the ground-state consists of
one localized electron in each f -orbital, and a non-interacting Fermi sea of
conduction electrons with chemical potential ε(kF ) at zero temperature. (kF
†According to standard band theory, Vk would be zero, since the states in different
bands are orthogonal (cf. section D.1). However, as noted above, the f orbitals are strongly
correlated, and do not constitute a band in the rigorous sense.
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is the conduction electron Fermi momentum.) The local moment regime
thus has εf − ε(kF ) < 0 and εf − ε(kF ) + U > 0. (Large U is assumed.)
The Schrieffer-Wolff transformation (Schrieffer and Wolff 1966) consists of
perturbing HPAM out of the Vk = 0 ground-state to second-order in the
hybridization, and yields the hamiltonian
H =
∑
k,σ
ε(k)c†ckσcckσ +
1
2N
∑
k,k′,j
Jk,k′e
i(k′−k)ja
{(
c†ck↑cck′↑ − c†ck↓cck′↓
)
Szj
+ c†ck↓cck′↑ S
+
j + c
†
ck↑cck′↓ S
−
j
}
, (1.15)
to an unimportant pure potential scattering term involving the conduction
electrons (see Eq. (1.22) and Appendix C). Eq. (1.15) is a Kondo lattice
hamiltonian, as in Eq. (1.12), but written in a basis of Bloch states †. It is
a valid effective hamiltonian for the periodic Anderson model provided the
hybridization |Vk| is small compared to |εf − ε(kF )| and to |εf − ε(kF ) +U |,
so that the terms neglected in the perturbation expansion are negligible.
The Schrieffer-Wolff transformation gives a weak antiferromagnetic Kondo
coupling for large U in the local moment regime (Schrieffer and Wolff 1966):
Jk,k′ = V
∗
k Vk′
{
1
U + εf − ε(k′) +
1
ε(k′)− εf
}
≥ 0 . (1.16)
The Kondo lattice hamiltonian HKL with a weak antiferromagnetic coupling
(J > 0, J/t < 1) thus describes rare earth and actinide compounds with
weak valence fluctuations in the local moment regime.
1.2.3 The Exact Schrieffer-Wolff transformation
As presented in the previous section, more than thirty years ago, Schrieffer
and Wolff (1966) established the relationship between the single impurity
Anderson and the Kondo hamiltonian’s using a canonical transformation.
The transformation was originally carried out, up to first order, and later on
†The same notation is pertained as in Eqs. (1.4) and (1.5) i.e., Sj represent the pseudo-
spin operators for the f -electrons.
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extended to the third order (Zaanen and Oles´ 1988, Zhou and Zheng 1992,
Kolley, Kolley and Tietz 1992, Kehrein and Mielke 1996). These results were
later reobtained by other numerous (fourth and sixth order) perturbation
calculations (Yosida and Yoshimori 1973).
Scrieffer and Wolff (1966) originally used a canonical transformation:
their method is followed here. An equivalent transformation can be accom-
plished via perturbation theory. In this case, see Eq. (1.20), transformed
Hamiltonian terms Hn are proportional to V
n+1, hence correspond to the 2n
perturbation expansion in HV (Yosida and Yoshimori 1973), e.g., the first
transformed Hamiltonian term H1 correspond to the second order pertur-
bation result, the third transformed Hamiltonian term to the sixth order
perturbation result, etc.
The starting Hamiltonian is Eq. (1.14) which for a single impurity An-
derson model is re-written as HSIAM = H0 +HV , where
H0 =
∑
k,σ
ε(k)c†ckσcckσ + εf
∑
σ
nfσ + Unfj↑nfj↓ , (1.17)
and
HV =
∑
k,σ
(
Vkc
†
fσcckσ + h.c.
)
. (1.18)
There is no constraint on the value of εf , and so the obtained results are
valid for the general asymmetric Anderson model.
The transformed Hamiltonian eS(H0+HV )e−S can be written in the form
H0 +
∑∞
n=1[1/n!− 1/(n+ 1)!]Hn, with
S =
∑
k,σ
(Ak + Zkc
†
f−σcf−σ)(Vkcckσc
†
fσ − h.c.) , (1.19)
and
Hn =
n times︷ ︸︸ ︷
[S, [S, [S, · · · [S, HV ] · · · ]]] , (1.20)
where
Ak = 1/(−ε(k) + εf)
Zk = 1/(−ε(k) + εf + U)− 1/(−ε(k) + εf) . (1.21)
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This satisfies the equation HV + [S, H0] = 0, see also Appendix C.
The first term of the transformation is the celebrated Schrieffer and Wolff
(1966) result:
H1 =
∑
k,k′,σ
VkVk′
{[
(Ak + Ak′) + (Zk + Zk′)nf
]
(nfσδk,k′ − c†ckσcck′σ)
+(Zk + Zk′)
[
c†ck−σcck′σc
†
fσcf−σ
−1
2
(c†ck−σc
†
ck′σc
†
f−σcfσ + c
†
f−σcf−σcck−σcck′σ)
]}
. (1.22)
The coefficient of the term c†ckσcck′−σc
†
f−σcfσ gives the strength of the Kondo
exchange interaction, J1 given in Eq. (1.16). To simplify the notation, only
the low energy contributions will be kept (Schrieffer and Wolff 1966) hence
ε(k) ≡ ε(k) will depend on |k| and all the |k|’s ≈ kF . In this, Eq. (1.16) can
be simply written as
J1 = 2V
2Z , (1.23)
where V ≡ VkF d, A ≡ AkF and Z ≡ ZkF .
Continuing the transformation to second order, it is found (Chan and
Gula´csi 2001a,2004):
H2 =
∑
k,σ
(V˜2 + V˜
c
2 nckσ + V˜
f
2 nfσ + V˜
cf
2 nckσnfσ)(c
†
ck−σcf−σ + h.c.) , (1.24)
where V˜2 = −4A2V 3, V˜ c2 = 2ZV 3(A − Z), V˜ f2 = −2ZV 3(5A − 4Z) and
V˜ cf2 = 6Z
2V 3. Usually these (and subsequently all even order) terms are
neglected on the ground that they only renormalize the starting Hamiltonian.
However, this is not entirely correct as it was pointed out by Chan and
Gula´csi (2001a,2004). A close inspection of Eq. 1.24 reveals that the second
(and all even) order terms take care of all possible single particle (and two
particles starting from n ≥ 3) virtual processes which can occur between the
energy shells of the impurity site. The presence of the new terms in Eq.
1.24 will have radical consequences to the behaviour of the Kondo exchange
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coupling constant, which in the third order (Chan and Gula´csi 2001a,2004)
can be expressed as:
J3 = 2V [Z(V˜2 + V˜
f
2 )−A(V˜ c2 − V˜ f2 )] , (1.25)
or explicitly:
J3 = −24V 4(2A2Z + 2AZ2 + Z3) . (1.26)
The contributions of H1 + H3 are plotted in Fig. 1, which shows that
the Kondo exchange can reverse sign. This sign oscillation is due to the V˜ c2
and V˜ f2 new terms (which are equal for the symmetric case) of Eq. (1.24):
take for example the case where two electrons of opposite spin occupy the
f shell as an intermediate state. Instead of the the “down” electron, which
caused the excitation, returning to the Fermi sea, the “up” electron did so,
it picks up a change of sign because of the Pauli principle (the ordering of
the two electrons has been interchanged). In perturbation theory, the J3
term corresponds to a sixth order process (as mentioned earlier) of two ex-
changed electrons. This phenomena is the Friedel (i.e., Ruderman-Kittel)
oscillations, where the polarisation periodically reverses as one proceeds to
higher orders. Similar oscillations can also be observed in the renormalization
group approach (Wilson 1975) in terms of energy shells. This sign oscilla-
tion is important for our analysis, as this will guarantee that the Jn series is
convergent. In this respect, it is interesting to mention that the n-th order
canonical transformation corresponds to the m-th shell (2m+1 = n) calcula-
tion in the renormalization group approach (Wilson 1975). For asymmetric
cases εf can be chosen in such a way to get rid of this fluctuation, for some
examples see Fig. 3.
The canonical transformation can be continued up to eleventh order
(Chan and Gula´csi 2001a,2004) however already in fifth order a pattern in
the J coefficients is observed, see Table C.1 of Appendix C, or Chan and
Gula´csi (2001a,2003,2004):
Jn = (−1)n−123(n−1)/2
[ 1
n!
− 1
(n+ 1)!
]
ZV n+1
[
(Z+A)2+A2
](n−1)/2
. (1.27)
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This pattern has been proven to be valid for any order by mathematical
induction. The proof is presented in detail in Appendix C, the derivation is
based on Chan and Gula´csi (2003).
Summing up the coefficients from Eq. (1.27) up to infinity a remarkably
simple result is obtained (Chan and Gula´csi 2001a,2004):
J = 2ZV 2
(sin β
β
+
cos β − 1
β2
)
, (1.28)
where
β =
√
23V 2[(Z + A)2 + A2] . (1.29)
For the symmetric case, where εf = −U/2, J becomes:
Jsym = V sin(2V Z) +
1
2Z
[cos(2V Z)− 1] (1.30)
For simplicity we consider ǫ(kF ) = 0 hereafter. For this case the results for
the symmetric Anderson model are plotted in Fig. 2 as a function of U/8V .
The two fixed points of the symmetric Anderson model can be seen clearly
in Figs. 2. For U ≫ V 2, Eq. (1.30) reduces to:
Jsym ≈ U
8
(
cos
8V
U
− 1
)
. (1.31)
In the limit U →∞, this equation reduces to the well-known Schrieffer-Wolff
result of the local moment or Kondo regime. However, this is not the case
for smaller values of U .
As U decreases, V 2 ≫ U and εf approaches ǫ(kF ), we cross over to
the mixed valence regime. Here the s and f bands overlap which causes
the virtual excitations of the impurity energy levels (shells) and the s − f
multiple scattering processes to dominate. These processes cause most of the
perturbative approaches to fail. However, the transformation of Chan and
Gula´csi (2001a,2003,2004) is still convergent. For U → 0 Eq. (1.30) reduces
to
Jsym ≈ V sin 8V
U
, (1.32)
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The strong oscillations which appear at very small values of U (clearly seen
in Fig. 2) are due to the multiple scattering processes.
These fluctuations are not present in the asymmetric Anderson model, as
shown in Fig. 3 where Eq. (1.28) is plotted for different values of εf . When
there is no s − f mixing, multiple scattering processes are absent and the
oscillations in J disappear completely.
The 1D periodic Anderson model: In the case of the 1D periodic
Anderson model, all the terms of the infinite order canonical transformation
can be calculated exactly (Chan and Gula´csi 2003), details are presented in
Appedix A.
The starting hamiltonian is the 1D periodic Anderson model from Eq.
(1.14) re-written in real space:
HPAM = H0 +HV , (1.33)
with
H0 = t
∑
i,σ
(c†ci+1σcciσ + h.c.)− µ
∑
i,σ
c†ciσcciσ
+εf
∑
i,σ
c†fiσcfiσ + U
∑
i
nfi−σnfiσ , (1.34)
HV = V
∑
iσ
(c†fiσcciσ + h.c) . (1.35)
The transformed Hamiltonian
H˜PAM = e
S(H0 +HV )e−S
= H0 +
∞∑
n=1
[1/n!− 1/(n+ 1)!]Hn , (1.36)
can be written as:
H˜PAM = H0 +Hodd +Heven . (1.37)
The odd hamiltonian terms are given in Eq. (C.48), with the exact co-
efficients in Eqs. (C.49) - (C.54). It can be observed that the canonical
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transformation generates, besides the terms which renormalize the starting
Hamiltonian, three new effective interactions, J , P , and K, and a higher
order triplet-creating term, M . J is the Kondo coupling, and is identical to
Eq. (1.28), the single impurity Anderson model result. P a Josephson type
two particle intersite tunnelling and K an effective on-site Coulomb repulsion
for the conduction electrons.
Eq. (C.61) is the final result for the even hamiltonian terms, with the
exact coefficients given in Eqs. (C.62) - (C.65). It is interesting to remark
that the hybridization term still exists after the transformation in the final
result. However, its magnitude has been reduced from V to ≈ AV 3/3 (see,
Eq. C.62) for V and β less than one. In a real lattice, these conditions
are true as the kinetic energy of the free electrons is much larger than the
hybridization energy, ie V/µ << 1.
We conclude this section by quoting the results of the 1D canonical trans-
formation: The 1D periodic Anderson model, HPAM defined in Eqs. (1.33),
(1.34) and (1.35) allows an exact mapping to an effective hamiltonian, H˜PAM
of the form presented in Eq. (1.37). The transformed hamiltonian contains
nine new terms, from which J represents the only effective magnetic interac-
tion. One may neglect the rest of the terms if only interested in magnetism.
What remains is the exact 1D Kondo lattice hamiltonian, see Eq. (1.12):
HKL = −t
∑
iσ
(c†ciσcci+1σ + h.c.) + J
∑
i
Sci·Si , (1.38)
where J is given by Eq. (C.49) or equivalent Eq. (1.28).
It is interesting to mention that such an infinite order canonical transfor-
mation does work for other model hamiltonians which have a similar struc-
ture to the Anderson model (so-called cylindrical quantum symmetry (Wag-
ner 1986)). The method has been successfully applied to the 2D two band
Hubbard model by Chan and Gula´csi (2000,2001b,2002). This infinite order
canonical transformation method resembles the projective renormalization
method introduced by Glazek and Wilson (1993).
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1.2.4 An aside on notation
Several labels have arisen over the years to distinguish various aspects
of the behaviour of the materials described by the Kondo lattice and peri-
odic Anderson models. It is perhaps useful to list these various labels, and
to briefly discuss their physical significance. The basic physical distinction
at the heart of all the different labels may be understood in terms of the
different physically relevant parameter regimes of the Kondo lattice model.
From section 1.2.1, one of these regimes has strong ferromagnetic coupling:
J < 0 and |J |/t > 1. This arises from an on-site Hund’s rule coupling
between the localized electron spin and the spin of the the conduction elec-
trons. From section 1.2.2, the second of the regimes of the Kondo lattice
has weak antiferromagnetic coupling: J > 0 and J/t < 1. This arises from
the Schrieffer-Wolff transformation of the periodic Anderson model as an
effective hybridization.
A summary of the original labels used to distinguish these two regimes
is presented by Varma (1976). The first regime, with strong ferromag-
netic coupling, is termed the ‘mixed valence’ regime, and refers to the mix-
tures of Mn3+ and Mn4+ ions in the doped manganese oxide perovskites
R1−xAxMnO3. The second regime, with weak antiferromagnetic Kondo cou-
pling, is termed the ‘fluctuating valence’ regime, and refers to the continuous
non-integral valence fluctuations at each site due to hybridization with the
conduction band. Since he found these original labels somewhat mysterious,
Varma (1976) proposed that a better label for the mixed valence materi-
als would be ‘inhomogeneously mixed-valent’ to emphasize that the different
ions existed as separate entities. They were then distinguished from the
fluctuating valence materials, which Varma proposed to call ‘homogeneous
mixed-valent’ to signify that the valence mixing occurred at each site con-
tinuously and homogeneously from site to site. These labels are now little
used.
With the discovery of heavy fermion compounds, another set of labels
came into use. ‘Anomalous rare earth compound’ signified the heavy fermion
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materials, which have hybridization between localized and extended states
and are described by a weak antiferromagnetic Kondo coupling. ‘Normal rare
earth compounds’ was reserved for those compounds in which the hybridiza-
tion was negligible (Hewson 1993). This last labelling is now becoming less
used, although it has a physical basis that further clarifies the distinction. In
anomalous rare earth compounds, the level of the localized f orbitals is close
to the conduction electron Fermi level, and hybridization is important. The
corresponding Kondo lattice has a weak antiferromagnetic coupling. In the
normal rare earth compounds the f level is well below that of the conduc-
tion electron Fermi level. In this case hybridization is unimportant and there
is only Coulomb repulsion between localized and conduction electrons. This
leads to a Kondo lattice with a ferromagnetic coupling of variable magnitude.
For ease of expression, the localized electrons will be referred to as the
localized spins from now on. This describes their degrees of freedom in the
Kondo lattice, and permits easy reference to all the parameter regimes of
interest; it avoids the ambiguity of having ‘f -electrons’ occupying d band
orbitals when referring to Mn oxide perovskites. It also distinguishes them
clearly from the conduction electrons, and the adjective ‘conduction’ may
occasionally be dropped without confusion.
2 Interactions in the Kondo Lattice Model
This chapter discusses the interactions present in the Kondo lattice in
its various parameter regimes. Section 2.1 derives the RKKY interaction,
which operates at weak-coupling. In section 2.2 the formation of Kondo sin-
glets in the single impurity Kondo model is summarized, and related where
possible to singlet formation in the lattice case. Section 2.3 discusses double-
exchange ordering, which occurs in the Kondo lattice when the conduction
band is under half-filled. Double-exchange has long been known to be an im-
portant mechanism in manganese oxide compounds (Zener 1951, Anderson
1955), and it is usual to consider double-exchange ordering for the Kondo
lattice with a ferromagnetic coupling J < 0. It is far less common to consider
double-exchange for the antiferromagnetic J > 0 Kondo lattice.† Neverthe-
less, double-exchange ordering occurs also for antiferromagnetic coupling,
and in section 2.3 a microscopic derivation is given. Since this work is new,
it is discussed in some detail and forms the longest section of this chapter.
Previously known results for the 1D Kondo lattice are summarized in section
2.4. Results for the lattice with a half-filled conduction band are given briefly
in section 2.4.1. A more detailed discussion of results for the partially-filled
case is given in section 2.4.2. The latter results provide an important test for
the theory of the 1D Kondo lattice which is presented in chapters 5 and 6.
There are several parameter regimes of the Kondo lattice in which the
dominant interaction processes may be identified. In this section these inter-
actions are discussed. At weak-coupling |J |/t≪ 1, second order perturbation
theory gives the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction (Ru-
derman and Kittel 1954, Kasuya 1956, Yosida 1957)‡ This is an effective
interaction between the localized spins which is mediated by the conduction
†This in spite of the fact that double-exchange ferromagnetic ordering has been ob-
served in rare earth compounds as far back as 1979. See Varma (1979) for theory, and Bat-
logg, Ott and Wachter (1979) for experiments on the thulium compound TmSe0.83Te0.17.
‡For a different derivation, see Van Vleck (1962).
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electrons. The derivation of the RKKY interaction is given in section 2.1,
and its divergence in 1D is discussed. Section 2.2 discusses Kondo singlet
formation, which has a long history in the theory of systems with dilute
magnetic impurities. Some of the results for dilute systems are summa-
rized, before passing to singlet formation in the J > 0 Kondo lattice. The
RKKY interaction and Kondo singlet formation operate both in the Kondo
lattice, and in systems with a very small fraction of localized spins, which
model systems with dilute magnetic impurities. This is not the case for the
double-exchange interaction, which operates only in the opposite case where
the localized spins outnumber the conduction electrons, and occurs in the
Kondo lattice with a partially-filled conduction band n < 1. Section 2.3
discusses the double-exchange interaction, and determines some of its prop-
erties. Although recognized as early as 1951 as an important interaction
in the perovskite manganese oxides (Zener 1951), double-exchange has only
recently been discussed in relation to the J > 0 Kondo lattice (Yanagisawa
and Shimoi 1996, Honner and Gula´csi 1998b).
2.1 The RKKY interaction
For J = 0, the conduction electrons in the Kondo lattice are in their
non-interacting ground-state |0〉 (assumed non-degenerate), as described in
section E.1. The ground-state energy of the conduction electrons, with
the Kondo lattice interaction VKL considered as a perturbation, is given by
Raleigh-Schro¨dinger perturbation theory (Gross, Runge and Heinonen 1991)
as follows:
E = 〈0|VKL|0〉 −
∑
n 6=0
|〈n|VKL|0〉|2
En
+ · · · (2.1)
where the zero of energy is chosen so that H0|0〉 vanishes, and where |n〉
are non-interacting excited states with excitation energies En > 0. The
only excited states giving non-vanishing matrix elements in Eq. (2.1) are
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those of the form |n〉 = c†ckσcck′σ′ |0〉 with |k| > kF > |k′|. To second order,
straightforward computation gives
E =
∑
j,l
JRKKY(j − l)Sj·Sl ,
JRKKY(j − l) = − J
2
2N2
∑
|k′|<kF<|k|≤π/a
ei(k
′−k)(j−l)a
ε(k)− ε(k′) , (2.2)
where N is the number of lattice sites. Eq. (2.2) implies that the complete 2N -
fold spin-degeneracy of the localized spins at J = 0 is lifted by perturbation
in the conduction electrons, so that the Kondo lattice is in its ground-state
if the localized spins order so as to minimize E. Perturbation theory thus
generates an effective interaction JRKKY(j − l) between the localized spins,
called the RKKY interaction, which is mediated by the conduction electrons.
The form of Eq. (2.2) is generic to any dimension. What differs in dif-
ferent dimensions is the evaluation of the summation over k and k′. This
gives different RKKY interactions JRKKY depending on dimensionality. The
integrals may be evaluated in closed form by approximating the conduction
electrons by free electrons (valid for weak-interactions for which the pertur-
bation expansion is accurate). The calculations are carried out by Aristov
(1997)† with the results
JRKKY(r) =

meJ2
2π
[
Si(2kF r)− π2
]
1D ,
mek2F J
2
8π
[J0(kF r)Y0(kF r) + J1(kF r)Y1(kF r)] 2D ,
mekF J
2
16π3r3
[
cos(2kF r)− sin(2kF r)2kF r
]
3D ,
(2.3)
where r = |(j − l)a| is the distance between the lattice sites j and l, and me
is the bare conduction electron mass. The special functions in Eqs. (2.3) are
the sine integral Si and the order n Bessel functions of the first and second
kind, Jn and Yn respectively.
†see also Yafet (1987) for 1D
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In 3D, the RKKY interaction decreases at large distances with r−3, and
oscillates with wave vector 2kF (i.e. with period π/kF in real space). This
favours an oscillatory alignment of the localized spins with the same period-
icity. Ordering of the localized moments with wave vector 2kF is character-
istic of the RKKY interaction in any dimension, and a similar alignment is
favoured in 2D.‡ In 1D the RKKY interaction leads to a particularly strong
2kF ordering of the localized spins. Indeed the RKKY interaction in this case
is divergent: The Fourier component of JRKKY at wave vector k is defined
through the Fourier transform
JRKKY(j − l) = 1
2π
∫ ∞
−∞
dkJRKKY(k) eik(j−l)a . (2.4)
Using the 1D form of the RKKY interaction from Eq. (2.3), it may be shown
that (Yafet 1987)
JRKKY(k) ∝ 1
k
ln
∣∣∣∣2kF + k2kF − k
∣∣∣∣ , (2.5)
which has a logarithmic divergence at 2kF . JRKKY(k) is discussed by Kit-
tel (1968), together with the corresponding 2D and 3D forms, which do not
diverge. The divergence of JRKKY(k) in 1D is typical of the results of per-
turbation theory for 1D systems. The significance of the divergence is as
follows: Ordering of the localized spins with wave vector 2kF is still expected
to occur in the 1D Kondo lattice at weak-coupling, much as in 3D. (This
expectation is confirmed by the results of numerical simulations, cf. section
2.4 below). However, it is not possible to use the RKKY interaction itself
to describe the 2kF ordering in 1D, for since the interaction diverges there
is no lower bound on the ground-state energy of the 1D Kondo lattice if it
is described using the RKKY interaction. It is necessary to go beyond per-
turbation theory to describe the 2kF correlations in the localized spins. In
chapter 5 a 2kF ordering of the localized spins is obtained at weak-coupling
by using a bosonization description of the conduction electrons.
‡Note that more complicated magnetic structures can arise with the stacking of 2D
planes in a crystal (Aristov 1997).
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2.2 Kondo singlet formation
The Kondo lattice model can be considered to be the formal extension
to the lattice of the single impurity Kondo hamiltonian, which has a single
localized spin in a sea of conduction electrons. The single impurity Kondo
hamiltonian is given by
Himp = −t
∑
<ij>
∑
σ
c†ciσccjσ + JSc0·S0 , (2.6)
and describes a system with a magnetic impurity, modelled by a single lo-
calized spin at the origin. An antiferromagnetic Kondo coupling J > 0 is
assumed for Himp. Historically, intensive study of the single impurity Kondo
model preceded that of the Kondo lattice.† As a result Himp is now well-
understood, and has even been solved exactly. In the following some of the
results for the single impurity Kondo hamiltonian are summarized. An em-
phasis is placed on results which have relevance for the Kondo lattice, and
no more than a skeletal outline of the huge body of work devoted to Himp is
intended. A thorough discussion of the numerous solution methods may be
found in the book by Hewson (1993), together with references.
Interest in the single impurity Kondo model arose from the observation
of anomalous behaviour in the conduction electron resistivity in dilute mag-
netic alloys. In simple metals, and in alloys with non-magnetic impurities,
the resistivity drops monotonically as the temperature T decreases to T = 0.
This is because the main contribution to the resistivity at low temperatures
is from electron-phonon scattering, and decreases as T 5 at low T . In metals
with dilute magnetic impurities, such as iron in gold, the resistivity is not
monotonic with temperature, but passes through a minimum before rising
again as T → 0. A breakthrough in understanding the occurrence of the
resistance minimum was achieved by Kondo (1964), who calculated the re-
sistivity of Himp to third order in the coupling J by standard diagrammatic
†Note, however, that the lattice problem in a certain sense preceeds the work on the
impurity Kondo hamiltonian: Fro¨hlich and Nabarro (1940) considered the lattice case in
1940 in their work on the magnetic ordering of nuclear spins.
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perturbation theory. He found that at third order the interaction leads to sin-
gular spin scattering of the conduction electrons with the magnetic impurity,
and gives a − log T contribution to the resistivity. Since − log T increases as
T → 0, this explained the occurrence of the resistance minimum.
Since log T diverges as T → 0, it was clear that perturbation theory fails
at low temperatures below the resistance minimum. Thus, while Kondo’s
calculation provided a first understanding of the effect of dilute magnetic
impurities, the method could not access the very low temperature regime.
The problem of finding a solution valid as T → 0 became known as the
Kondo problem. This was essentially solved in the 1970’s by scaling argu-
ments †; Anderson’s poor man’s scaling (Anderson 1970), and the numerical
renormalization group of Wilson (1975). The basic idea is that as the tem-
perature is lowered, the high-energy states of the conduction electrons (those
far from the Fermi surface) may be eliminated. This yields an effective
hamiltonian, defined for a conduction band with a reduced bandwidth, and
containing a modified or ‘renormalized’ coupling between the electrons and
the localized spin. The details of the scaling procedure may be found in the
original papers, and are also reproduced in great detail by Hewson (1993).
The results show that when the scaling reaches a characteristic Kondo tem-
perature TK , an initially small antiferromagnetic coupling J > 0 becomes
large, and the conduction electrons form a magnetically neutral spin-singlet
with the localized spin; the magnetic impurity is quenched. The resistance
minimum in dilute magnetic alloys then reflects the formation of strongly-
coupled screening clouds of conduction electrons around the dilute sites which
contain impurities.
The correctness of the scaling approach was confirmed in 1980 with the
discovery of an exact solution to Himp by Andrei (1980) and Wiegmann
(1980)‡, using the Bethe ansatz. The exact solution verified that the sin-
gle impurity model contains one energy scale below the conduction electron
†For more details about the Kondo model, see Appendix B
‡For a review, see Andrei, Furuya and Lowenstein (1983). The exact solution of the
single impurity Anderson model, is reviewed by Tsvelick and Wiegmann (1983).
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bandwidth, called the Kondo temperature, which measures the energy for
the quenching of the localized spin via singlet formation with the conduction
electrons. The form of the Kondo temperature (see Eq. (B.1) of Appendix
B) is
TK ∝ exp(−1/2ρ(εF )J) , (2.7)
where the density of conduction electron states at the Fermi level is
ρ(εF ) = 2
∑
k
δ (ε(k)− ε(kF )) . (2.8)
As a result of the existence of one energy scale, the low temperature ther-
modynamic properties of the model are universal functions of T/TK . These
properties are summarized in Appendix B.
At present it is largely unclear whether, and to what extent, the results for
the single impurity Kondo hamiltonian apply to the Kondo lattice. Certainly
there are aspects of the single impurity solution which have no analogue in
the lattice case. The most important of these is the extent of the Kondo
screening cloud: When the conduction electrons screen the localized spin,
forming a singlet with it, renormalization group arguments suggest that the
screening cloud extends in real-space over a scale ξK ≈ vF/kBTK , where vF
is the Fermi velocity of the electrons (cf. Eq. (3.66)) (Sørensen and Affleck
1996). Since TK is generally of the order of tens of degrees, the screening
cloud extends over thousands of lattice spacings. This cannot occur in the
lattice case, for which the extent of the screening cloud per localized spin
can extend to the order of only one lattice spacing. Moreover, any screening
in the lattice must be qualitatively very different from that in the single
impurity problem. In the lattice the number of conduction electrons is less
than, or of the order of the number of localized spins. Thus the screening
of each localized spin by a large number of conduction electrons, as occurs
at low temperatures in the impurity problem, cannot occur in the lattice
case. Notwithstanding these problems, it is common in the Kondo lattice
to propose a Kondo temperature which, analogous to the single impurity
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State Energy Stot S
z
tot nc
(| ↑ 01〉 − | ↓ 10〉)/√2 −3J/4 0 0 1
| ↑ 00〉 0 1/2 1/2 0
| ↓ 00〉 0 1/2 -1/2 0
| ↑ 11〉 0 1/2 1/2 2
| ↓ 11〉 0 1/2 -1/2 2
| ↑ 10〉 J/4 1 1 1
(| ↑ 01〉+ | ↓ 10〉)/√2 J/4 1 0 1
| ↓ 01〉 J/4 1 -1 1
Table 2.1: Eigenbasis of VKL for each lattice site j. The notation
for the states is |Szj , ncj↑, ncj↓〉, where Szj =↑, ↓ is the z component of
the localized spin at j, and ncjσ = 0, 1 is the number of conduction
electrons of spin σ at j. Stot = Scj + Sj is the total spin, and nc =
ncj↑ + ncj↓ is the total number of conduction electrons. The basis
consists of a singlet state, two doublets, and a triplet. The singlet
state has the lowest energy for J > 0, and the triplet states have the
lowest energy for J < 0.
case, measures the energy scale for the formation of spin singlets around the
localized spins. To understand the basis for this, it is necessary to consider
the Kondo lattice at strong-coupling.
At infinitely strong-coupling |J | =∞, the conduction electron hopping is
ineffective and the Kondo lattice hamiltonian HKL reduces to the interaction
VKL of Eq. (1.10). It is straightforward to diagonalize VKL, and the eight
eigenstates per site are listed in Table 4.1. For infinite antiferromagnetic
coupling J = ∞, the lowest energy state for each site is an on-site singlet,
involving a single conduction electron pairing with a localized spin at the
same site. This pairing quenches the localized spin, yielding a site with total
spin zero, and this is the analogue in the lattice of the screening in the single
impurity Kondo hamiltonian. The Kondo temperature is the binding energy
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of the singlet; the lowest excited state with the same number of conduction
electrons is a triplet state, so that kBTK = J as J → ∞ (Lacroix 1985).
At finite coupling the Kondo temperature is more difficult to define. In
fact when the conduction band is partially-filled there is no such generally
accepted definition to date. For a half-filled conduction band, there is a gap
for the spin excitations, extending from infinite J down to small J . Moreover,
the ground-state of the Kondo lattice at half-filling is a total spin-singlet.
(These properties are discussed further in section 2.4.1). This permits an
identification of the size of the spin gap with the Kondo temperature, and
at weak-coupling numerical simulations give a form identical to that for the
single impurity case, but enhanced by a factor of 1.4 (Shibata, et al. 1996):
TK ∝ exp(−1/1.4 ρ(εF )J). (2.9)
It should be stressed that the nature of the screening in the lattice at weak-
coupling is unlike that in the single impurity case.
2.3 Double-exchange ordering
Double-exchange was introduced in 1951 by Zener (1951) to describe fer-
romagnetism in the manganese oxide perovskites. Zener considered Mn oxide
compounds La1−xAxMnO3, with 0 < x < 1 and A = Ca, Sr or Ba. The com-
pounds contain both Mn3+ and Mn4+ ions, in concentrations 1 − x and x
respectively. For x = 0 the compounds are insulating, while at moderate
doping x & 0.2 they are ferromagnetic and conducting. Zener proposed that
the close connection between ferromagnetism and conduction in these mate-
rials could be accounted for by supposing that the eg electrons on Mn
3+ ions
could hop to vacant eg orbitals on neighboring Mn
4+ ions. Since hopping
electrons tend to preserve their spin, and since Hund’s rule coupling strongly
favours an alignment of the eg spin with that of the localized t2g electrons
(cf. section 1.2.1), this hopping should favour a ferromagnetic alignment of
the spins of the t2g electrons on neighboring Mn ions. Since the hopping of
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the eg electrons occurs through an intermediate O
2− ion, Zener called the
ferromagnetic alignment induced by the hopping the double-exchange inter-
action. The name is somewhat unfortunate, since the interaction is not an
exchange interaction in the usual sense, but simply reflects the tendency of
hopping electrons to preserve their spin.
A microscopic derivation of the double-exchange interaction was given
by Anderson and Hasegawa (1955) on a two-site Kondo lattice with a ferro-
magnetic coupling J < 0, which models the Hund’s rule coupling in the Mn
oxides. However, double-exchange operates regardless of the sign of the cou-
pling, and requires only that there be more localized spins than conduction
electrons; the fact that the hopping electron aligns opposite or parallel to
the localized spins at each site is irrelevant to the preservation of spin while
hopping. It is the latter which forces the localized spins to align. The first
hints of this are in Anderson and Hasegawa’s (1955) original work; they no-
ticed that the sign of the coupling was largely irrelevant to the ferromagnetic
ordering within a semiclassical approximation for the localized spins. More
recently, in the 1990s, a succession of rigorous results and numerical simula-
tions have established a large region of ferromagnetism at partial conduction
band fillings in the J > 0 Kondo lattice (reviewed in section 2.4.2). The
ferromagnetism has been attributed to double-exchange (Yanagisawa and
Shimoi 1996). Not withstanding this, double-exchange is largely neglected in
discussions of the J > 0 Kondo lattice, with most papers focusing instead on
the competition between RKKY interactions and Kondo singlet formation.
Given this neglect, it seems worthwhile to present a detailed microscopic
derivation of double-exchange for J > 0, analogous to that for the J < 0
Kondo lattice.
To establish double-exchange in the Kondo lattice for either sign of the
coupling J , consider a Kondo lattice with two sites and one conduction elec-
tron. This system is equivalent to the system studied by Anderson and
Hasegawa (1955), in which double-exchange ordering was shown to occur
within a semiclassical approximation for the localized spins. Apart from
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minor differences in some numerical factors, double-exchange was found to
operate independent of the sign of the coupling J in the semiclassical case.
Double-exchange ordering was also demonstrated by Anderson and Hasegawa
for quantum localized spins, but in a reduced (4-dimensional) Hilbert space.
The reduced space is sufficient if the coupling J < 0 is ferromagnetic, and
this was the case of interest to Anderson and Hasegawa who considered the
Mn oxides. For antiferromagnetic Kondo coupling J > 0, it is no longer
sufficient to operate in a 4-dimensional Hilbert space. In the following the
complete 16-dimensional Hilbert space of the system is considered.
States of the two site Kondo lattice may be written
|Sz1 , nc1↑, nc1↓ : Sz2 , nc2↑, nc2↓〉 ,
in a straightforward generalization of the single-site states used in Table
4.1; Szj =↑, ↓ is the z component of the localized spin at site j = 1, 2, and
ncjσ = 0, 1 is the number of conduction electrons of spin σ at site j. A single
conduction electron can be in one of the 4 states ncjσ, and for each of these
configurations there are 4 possible configurations for the localized spins Sz1S
z
2 :
↑↑, ↑↓, ↓↑, ↓↓. Thus a basis for the two site Kondo lattice with one conduction
electron has 16 elements. The 16×16 matrix of the Kondo lattice hamiltonian
Eq. (1.12) operating on basis elements |Sz1 , nc1↑, nc1↓ : Sz2 , nc2↑, nc2↓〉 is easily
constructed, and the eigenvalues and eigenvectors are obtained in analytic
form. This gives a complete solution of the system, and may be used to
analyse the ground-state properties as a function of t/J .
For ferromagnetic coupling J < 0 the ground-state properties are rela-
tively simple, and are well-described within a semiclassical approximation
(Anderson and Hasegawa 1955). This case is included in the discussion here
because the analysis for J < 0 aids in identifying similar behaviour in the
more complicated case of antiferromagnetic coupling. The ground-state en-
ergy of the system for infinite coupling J → −∞ is −|J |/4. This corresponds
to a triplet pairing between the conduction electron and a localized spin at the
same site, together with an unpaired localized spin at the other site. There
are 12 distinct configurations of states of this form, and the ground-state
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is 12-fold degenerate at J = −∞. Conduction electron hopping partially
lifts this degeneracy. For example, the state | ↑ 10 :↑ 00〉 is preferred over
the state | ↑ 10 :↓ 00〉 because the conduction electron can hop to site 2
while maintaining its spin parallel to the localized spin at the new site. The
ground-state energy for finite ferromagnetic coupling is
E0 = −|J |
4
− t , J < 0 , (2.10)
and the ground-state is only 4-fold degenerate. This degeneracy may be
understood by considering the total spin operator Stot =
∑
j Sj + Scj . Each
of the four ground-states is an eigenvector of S2tot with total spin 3/2, and
the ground-state degeneracy simply reflects the 4 choices of the z component
Sztot of the total spin. The Kondo lattice hamiltonian Eq. (1.12) does not
mix states with different values of Sztot, and it suffices to consider a subspace
in which Sztot is fixed. In the subspace with S
z
tot = 3/2, the ground-state is
unique and takes a particularly simple form:
|ψ0〉 = 1√
2
(| ↑ 10 : ↑ 00〉+ | ↑ 00 : ↑ 10〉) J < 0 . (2.11)
This state is the prototype for double-exchange ordering. For finite ferromag-
netic coupling the system minimizes energy by conduction electron hopping,
and by having the conduction electron spin aligned parallel to the localized
spin at each site. Since hopping electrons tend to conserve their spin, called
coherent electron hopping, the minimal energy is obtained if all the localized
spins align with the conduction electron spin. The ferromagnetic ordering
induced on the localized spins by coherent conduction electron hopping is
the double-exchange interaction.
Consider now an antiferromagnetic Kondo coupling J > 0. In this case
the conduction electron spin tends to align opposite to the localized spin. At
infinite coupling J =∞, the ground-state energy is −3J/4 and the ground-
state consists of a singlet pairing between the conduction electron and a
localized spin at the same site (i.e. a localized Kondo singlet), together with
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an unpaired localized spin at the other site. The ground-state is 4-fold de-
generate. Conduction electron hopping partially lifts this degeneracy, similar
to the case for ferromagnetic coupling. For finite antiferromagnetic coupling
the ground-state energy is given by the solution of the 16× 16 matrix as
E0 = −J
4
− 1
2
√
J2 + 2Jt+ 4t2 , J > 0 , (2.12)
and the ground-state is two-fold degenerate. Both of the ground-states are
eigenstates of S2tot with total spin 1/2. The degeneracy is due to the two
choices of Sztot, and as for J < 0 it suffices to consider a subspace with fixed
Sztot. The unique ground-state with S
z
tot = 1/2 is given by
|ψ0〉 ∝ | s1 ↑〉+ | ↑ s2〉
+
t
J/4− E0 {| ↑ 01 : ↑ 00〉+ | ↑ 00 : ↑ 01〉
−| ↑ 10 : ↓ 00〉 − | ↓ 00 : ↑ 10〉} J > 0 . (2.13)
The proportionality constant is the normalization, and the J =∞ behaviour
has been separated out using the localized Kondo singlet states:
| s1 ↑〉 = | ↑ 01 : ↑ 00〉 − | ↓ 10 : ↑ 00〉 ,
| ↑ s2〉 = | ↑ 00 : ↑ 01〉 − | ↑ 00 : ↓ 10〉 . (2.14)
The ground-state Eq. (2.13) involves six basis elements, and falls outside
the 4-dimensional space used by Anderson and Hasegawa (1955) to establish
double-exchange for ferromagnetic coupling J < 0. Although somewhat
obscured, double-exchange ferromagnetic ordering of the localized spins is
present also in the ground-state of the J > 0 Kondo lattice, as can be shown
in two steps. First, the correlation between the localized spins in the ground-
state Eq. (2.13) is calculated. Second the J > 0 ground-state is rewritten
in a form in which double-exchange is made manifest, i.e. similar in form to
Eq. (2.11), but with the conduction electron spin aligning opposite to the
localized spins.
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The ground-state correlation between the localized spins is given by
〈ψ0|Sα1 Sα2 |ψ0〉
〈ψ0|ψ0〉 =
1
4
[
1 +
t
J/4− E0 +
J/4− E0
t
]−1
(2.15)
where α = x, y, or z. The correlation is ferromagnetic for each component
of the spin, and the contribution from each component is identical. The full
spin-spin correlation between the localized spins is plotted in Fig. 4 as a
function of t/J . The ferromagnetic correlation between the localized spins
grows quickly from zero at infinite coupling, and when t = J is already at
90% of the possible maximum of 1/4. For comparison, Fig. 4 also includes
the correlation between the localized spins in the ground-state for J < 0. The
result for J < 0 coincides with the correlation for any sign of the coupling
within a semiclassical approximation for the localized spins (Anderson and
Hasegawa 1955).
It remains to show that the ferromagnetic ordering between the localized
spins for J > 0 is due to the double-exchange interaction. Double-exchange
in the z direction of the spin is manifest in Eq. (2.13) in the third and fourth
states:
|dez〉 = | ↑ 01 : ↑ 00〉+ | ↑ 00 : ↑ 01〉 . (2.16)
This has the form of Eq. (2.11), and differs only in that for antiferromagnetic
coupling J > 0, the conduction electron spin aligns opposite to the localized
spins. The remaining terms in the J > 0 ground-state, Eq. (2.13), represent
double-exchange ordering along the x and y spin axes, together with residual
localized Kondo singlets. To see this, introduce the eigenstates of Sx =
(S++ S−)/2 and Sy = (S+−S−)/2i. These are defined in terms of the spin
z basis by:
| ↑x〉 = (| ↓〉+ | ↑〉)/
√
2 , | ↑y〉 = i(i| ↓〉+ | ↑〉)/
√
2 ,
| ↓x〉 = (| ↓〉 − | ↑〉)/
√
2 , | ↓y〉 = i(i| ↓〉 − | ↑〉)/
√
2 .
(The convention for the notation is that spins without a subscript always refer
to the z direction.) The arbitrary phases in these states have been chosen
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because they are convenient for working in the Sztot = 1/2 subspace. Double-
exchange in the α = x, y spin directions, and with an antiferromagnetic
coupling J > 0, is described by
|deα〉 = ([ | ↑α 01 : ↑α 00〉+ | ↑α 00 : ↑α 01〉]
+ [ | ↓α 10 : ↓α 00〉+ | ↓α 00 : ↓α 10〉])/
√
2 . (2.17)
In these states the conduction electron occupation numbers refer to the spin
direction α: ncjσα = 0, 1 gives the number of conduction electrons with spin
↑α or ↓α at site j. The states |deα〉 for α = x, y have the same form, and
the same normalization, as that of Eq. (2.16) for double-exchange in the
z direction. The only difference is that the Sαtot = 1/2 and −1/2 double-
exchange forms (enclosed by the square brackets in Eq. (2.17)) have been
summed, which is the appropriate combination for the Sztot = 1/2 subpace.
The ground-state Eq. (2.13) for J > 0 may now be written as
|ψ0〉 ∝
(
1− t
J/4−E0
)
(| s1 ↑〉+ | ↑ s2〉)
+
t
J/4−E0 (|dex〉+ |dey〉+ |dez〉) . (2.18)
The proportionality constant is the normalization, and coincides with that
in Eq. (2.13). As t/J increases, |ψ0〉 describes weight being taken away from
the localized Kondo singlet states | s1 ↑〉 and | ↑ s2〉, which define the non-
magnetic J = ∞ ground-state. The weight is shifted in equal proportion
to the double-exchange terms |deα〉 along the three spin axes α = x, y, z.
This produces the spin-isotropic ferromagnetic ordering between the localized
spins, as in Fig. 4. Eq. (2.18) makes it clear that the ferromagnetic ordering
observed in Fig. 4 for J > 0 is due to the double-exchange interaction, as
for the J < 0 case.
It is useful to comment on the differences between the ground-states for
different signs of the coupling J . For ferromagnetic coupling the double-
exchange ordering can be described using just the spin z direction, at least
in the subspace with maximal Sztot. For antiferromagnetic coupling all spin
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directions were required. This difference is superficial, and while it increases
the complexity of the description for J > 0, there is no difference in the
physics. The reason the simple form Eq. (2.11) can be obtained for J < 0
is because the ground-state has maximal S2tot corresponding to fully satu-
rated ferromagnetism. Thus, by describing the system in the subspace with
maximal Sztot, all the spins in the system are aligned, and the spin-flip part
J(S−cjS
+
j + S
+
cjS
−
j )/2 of the hamiltonian Eq. (1.12) becomes ineffective. For
antiferromagnetic coupling J < 0 the ferromagnetism is not saturated. The
localized spins align, but the conduction electron spin is opposite to that of
the localized spins. In this case it is not possible to choose a subspace of
Sztot in which the spin-flip part of the hamiltonian becomes ineffective: All
spin directions are required to extract the double-exchange ordering in the
ground-state for J > 0. Nonetheless the physics of the ordering remains un-
affected. For example, similar complications ensue for J < 0 if one chooses
the subspace with Sztot = 1/2.
An intrinsic difference between the ground-states for different signs of
the coupling is the residual weight attached to the localized Kondo singlets
when J > 0. This is due to the increased gain in energy −3J/4 for a Kondo
singlet, over the energy gain −|J |/4 for a triplet state when J < 0. The
energy gain per site due to double exchange is −|J |/4 for either sign of the
coupling. Thus, when J < 0 the system gains just as much energy by triplet
formation as by double-exchange, and there is no competition between the
two. This is clear in the ground-state Eq. (2.11), which is consistent both
with double-exchange ordering, and with a superposition of triplet formation
at each site. As a result of this, the ground-states for J < 0 do not evolve
as t/J increases, and the maximum ferromagnetic ordering between the lo-
calized spins sets in with t/J arbitrarily small, as is clear from Fig. 4. For
J > 0 there is a competition between singlet formation and double-exchange
ordering. When t/J is small Kondo singlet formation dominates, and the fer-
romagnetic correlation between the localized spins vanishes as t/J → 0. As
t/J increases, there is a larger energy gain for conduction electron hopping
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and this favours double-exchange. At large t/J double-exchange dominates,
and no residual Kondo singlets remain. The localized spins are then strongly
ferromagnetically ordered. The crossover between the limiting behaviours is
shown in Fig. 4, and is characterized by t/(J/4−E0) with E0 given by Eq.
(2.12).
2.4 1D Kondo lattice results
The Kondo lattice model has been studied intensively for over two decades.
Notwithstanding this effort, reliable results on the Kondo lattice are few. The
extension to the lattice case of methods developed for the single impurity
Kondo model are either impossible, as in the Bethe ansatz solution of Andrei
(1980) and Wiegmann (1980), or involve uncontrolled approximations. Pri-
mary examples of the latter are 1/N expansions,† the slave boson method,
and Gutzwiller approximations. (See Tsunetsugu, Sigrist and Ueda (1997)
for references and discussion.) These methods have been quite successful in
describing the formation of a coherent band of heavy quasiparticles, as is ob-
served in the heavy fermion compounds. However, the methods taken over
from the single impurity Kondo model focus on local correlations only, and
have offered no consensus on the ground-state phases of the Kondo lattice.
Thus, while the various methods developed on the basis of the single impu-
rity model appear to capture some of the physics of the lattice problem, it is
a priori unclear as to which aspects of the various solutions are reliable, and
which are not.
For the 1D Kondo lattice, some rigorous results have appeared in the
1990s, and have been supplemented by the results of a variety of numerical
simulations. All these results are in substantial agreement, and give support
to the view that the broad features of the ground-state phase diagram of
the 1D Kondo lattice are now known. It is useful for later reference to
†Following convention, N here denotes the degeneracy of the localized spin orbitals.
Elsewhere N denotes the number of lattice sites.
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summarize these results, and to provide a picture of the properties of the 1D
Kondo lattice as it was understood in the early 1990s.
The main focus of this review is the conventional 1D Kondo lattice model
as defined in Eq. (1.12). Variants of the conventional spin-isotropic model,
such as the inclusion of nearest-neighbour (White and Affleck 1996, Sikkema,
Affleck and White 1997, Coleman, Georges and Tsvelick 1997) or considering
spin-anisotropic interaction (Shibata, Ishii and Ueda 1995, Zachar, Kivelson
and Emery 1996, Novais, it et al. 2002a,2002b), do not constitute the main
topic of discussion of this review Even though some of these extensions of the
conventional Kondo lattice will be discussed at later stages of this review.
Hence, section 2.4.1 only contains a brief discussion of results for the
1D Kondo lattice with a half-filled conduction band. Since the lattice with a
partially-filled (ie less than half-filled) conduction band is the focus of interest
in chapters 5 and 6, section 2.4.2 contains a detailed discussion of previously
known results for the 1D Kondo lattice at partial conduction band filling.
2.4.1 Half-filled conduction band
The Kondo lattice with a half-filled conduction band is thought by some
(Yu and White 1993, Wang, Li and Lee 1993, Guerrero and Yu 1995) to
be an effective model for the class of Kondo insulators. As discussed in
section 1.2.2, the Kondo insulators are small gap semiconductors, in which
the gap derives from a hybridization between singly-occupied localized f -
orbitals, and a half-filled conduction band (Aeppli and Fisk 1992, Fisk, et
al. 1995). There are some doubts as to whether the Kondo insulators are in
the local moment regime (Varma 1994), and therefore some question as to
whether the Kondo lattice is applicable, or whether the more fundamental
periodic Anderson model is required (cf. section 1.2.2). This issue will not
be addressed here.
Half-filling is defined by n = Ne/N = 1, where Ne is the number of
conduction electrons and N the number of lattice sites (i.e. the number of
localized spins). A rigorous theorem holds for the half-filled Kondo lattice
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in any dimension on a bipartite lattice (Tsunetsugu, et al. 1992, Shen 1996,
Tsunetsugu, Sigrist and Ueda 1997): For antiferromagnetic coupling J > 0
the ground-state is unique and has zero total spin Stot = 0 (i.e. the ground-
state is a total spin singlet). The same conclusion holds for ferromagnetic
coupling J < 0 provided the two sublattices have the same number of sites.
Beyond the rigorous proof that the ground-state is a total spin singlet in
any dimension, there is substantial evidence that the ground-state also has a
spin gap at least in 1D. The ground-state of the half-filled 1D Kondo lattice
thus forms a spin-liquid. To discuss the evidence for this, it is convenient to
consider the J > 0 and J < 0 cases separately.
Antiferromagnetic coupling J > 0: At infinite coupling J = ∞ the
ground-state at half-filling consists of N on-site Kondo singlets (cf. Table
4.1). There is a spin gap of size J to an on-site triplet state, and a larger
charge gap of 3J/2, corresponding to the hopping of a conduction electron
to a neighboring site. The persistence of the spin gap (and a larger charge
gap) down to arbitrarily small coupling strengths J > 0 has been established
by the following numerical simulations: quantum Monte Carlo at J/t = 1.6
(Fye and Scalapino 1990); exact diagonalization on systems of up to 10 sites,
and over the full range of couplings J > 0 (Tsunetsugu, et al. 1992); density-
matrix renormalization group studies on lattices of up to 24 sites and over
a wide range of coupling strengths (Yu and White 1993). The numerical
results are further supported by approximate analytic techniques; Gutzwiller-
projected mean-field solutions (Wang, Li and Lee 1993), and a mapping of
the Kondo lattice to a nonlinear sigma model at weak-coupling, within a
semiclassical approximation for the localized spins (Tsvelik 1994). † As
noted in section 2.2, the singlet ground-state and spin gap in the half-filled
Kondo lattice permits a formal identification of the Kondo temperature as
the energy of the spin gap. At strong-coupling this is linear in J and at
†Spin gaps are also observed in bosonization treatments of the 1D half-filled Kondo
lattice. See Fujimoto and Kawakami (1997) and Le Hur (1998) for J > 0 and Le Hur
(1997) for J < 0. These treatments are not for the pure Kondo lattice of Eq. (1.12), but
include also a direct interaction between the localized spins.
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weak-coupling takes an exponential form Eq. (2.9) which is similar to, but
enhanced over, the single impurity result Eq. (2.7).
Ferromagnetic coupling J < 0: Substantially less work has been done
on the half-filled Kondo lattice with J < 0. Exact-diagonalization results in
1D, together with finite size scaling (Tsunetsugu, et al. 1992, Shibata, et al.
1996), show that there exists a spin gap for J < 0 as for the half-filled J > 0
Kondo lattice. Nevertheless the nature of the gap for J < 0 is different. For
J > 0, the strong-coupling behaviour is that of the Kondo spin liquid, while
for J < 0 it scales to a spin 1 chain, and reduces to a Haldane gap state at
strong-coupling; instead of the spin gap increasing as J → −∞, it decreases
at large J (Tsunetsugu, et al. 1992).
Correlations: The correlations between nearest-neighbour localized spins
in the half-filled 1D KLM are antiferromagnetic for any sign of the coupling.
This may be understood beginning from the |J | = ∞ limits where there
is one conduction electron localized at each site. At strong but finite cou-
pling there is weak virtual conduction electron hopping to neighboring sites.
By the Pauli principle, this is possible only if the conduction electron on
the neighboring site has opposite spin. For strong but finite ferromagnetic
or antiferromagnetic coupling, the weak antiferromagnetism of the localized
conduction electrons induces a similar antiferromagnetic ordering on the un-
derlying localized spins. Strong antiferromagnetism at weak-coupling is ex-
pected on the basis of the RKKY interaction which oscillates in sign with
wave vector 2kF (cf. section 2.1). At half-filling kF = π/2a, and so the
RKKY interaction changes sign at neighboring lattice sites. These expecta-
tions are supported by the results of numerical simulations for J > 0 (Fye
and Scalapino 1990, Yu and White 1993), and by perturbation theory at
large ferromagnetic couplings (Tsunetsugu, et al. 1992).
Higher dimensions: As mentioned earlier, a great deal of work has
been carried out on the one dimensional Kondo lattice model for over two
decades. However, in higher dimensions results are few, and most of them
are numerical studies for the half filled band, spin liquid phase. These studies
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show that the spin liquid phase, at large J , becomes unstable against antifer-
romagnetic long-range order formation at small J , at a finite Jc. Above the
transition, a popular scenario (Pe´pin and Lavagna 1999, Lavagna and Pe´pin
2000) involves antiferromagnetic spin fluctuations coupling to the Fermi liq-
uid properties. The low temperature physics of this is controlled by a col-
lective mode that softens at the antiferromagnetic transition (Lavagna and
Pe´pin 2000). The transition occurs at Jc ≈ 1.4 for the two dimensional case
and around Jc ≈ 1.8 − 2.0 for the three dimensional one. The estimates for
the critical coupling in two dimensions have been confirmed by several dif-
ferent calculations, such as mean-field approaches (Lacroix and Cyrot 1979,
Zhang and Yu 2000, Jurecka and Brening 2001), quantum Monte Carlo sim-
ulations (Wang, Li and Lee 1994, Assad 1999, Capponi and Assad 2001) and
series expansions (Shi et al. 1995, Zheng and Oitmaa 2003). In the three di-
mensional case only series expansions have been implemented until now (Shi
et al. 1995, Zheng and Oitmaa 2003). It is interesting to remark that the
series expansion methods, both in two and three dimensions, suggest that
the spin excitations becomes gapless at the quantum critical point, while
the charge excitations ramain gapped. This may suggest that similarly to
the one dimensional case, the nonlinear sigma model is the appropriate low
energy theory also in hiher dimensions.
2.4.2 Partially-filled conduction band
Results for the 1D Kondo lattice with a partially-filled conduction band
n = Ne/N < 1 fall into two categories; rigorous results proved using the
Perron-Frobenius theorem, and results obtained by numerical simulations.
These results are summarized in turn. Most apply to the case of antiferro-
magnetic coupling J > 0.
Rigorous results in limiting cases: Two rigorous results have been
proven for the 1D Kondo lattice hamiltonian, Eq. (1.12).
(i) The Kondo lattice with one conduction electron. Sigrist, Tsunetsugu
and Ueda (1991) proved that the ground-state of the Kondo lattice with one
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conduction electron forms an incompletely saturated ferromagnet, with total
spin Stot = (N − 1)/2, for J > 0, and forms a fully saturated ferromag-
net, Stot = (N + 1)/2, for J < 0. For J < 0, the theorem is trivial, since
the spin-flip part of the Kondo lattice interaction is ineffective, much as for
the two-site lattice discussed in section 2.3; the ground-state consists of an
alignment of all the localized spins, together with the conduction electron in
a zero momentum Bloch state and with spin opposite to that of the local-
ized spins. For antiferromagnetic coupling J > 0 the theorem is non-trivial,
and is proved by adopting a special phase convention for the conduction
electron states, and then applying the Perron-Frobenius theorem of matrix
theory (Sigrist, Tsunetsugu and Ueda 1991). The Perron-Frobenius theorem
also proves that the ground-state is unique, except for the usual 2Stot + 1
choices for the z component Sztot of the total spin. A detailed presentation
of the proof, together with the required matrix theory, is given by Yanag-
isawa and Harigaya (1994). The theorem holds in any dimension, and for
all finite coupling strengths 0 < J < ∞. It applies also if the conduction
electron hopping goes beyond nearest-neighbour, provided that the hopping
amplitudes remain negative.
Sigrist et al. (1991) also constructed the maximal Sztot ground-state of the
J > 0 Kondo lattice with one conduction electron, and used it to investigate
some of the ground-state properties. The conduction electron in the lattice
of localized spins is a spin polaron. It moves dressed by a polarization cloud
of localized spins, which tend to align antiparallel to the conduction electron
spin. The effective mass m∗ of the electron is thereby slightly enhanced, and
varies from m∗ = me at J = 0 to m∗ = 2me as J → ∞, where me is the
bare electron mass. The spatial extension of the polarization cloud is given
by the correlation between the conduction electron spin and nearby localized
spins. As J → ∞ the extension shrinks down to on-site correlation only, as
the conduction electron localizes in an on-site Kondo singlet. For small J ,
the correlation decays exponentially with a coherence length
√
2t/J , which
characterizes the extension of the polarization cloud.
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Using exact diagonalization on systems of up to 14 sites, Sigrist, Ueda,
and Tsunetsugu (1992a) later investigated the interactions between spin po-
larons in the J > 0 1D Kondo lattice with two conduction electrons. As J is
increased, the electrons separate, forming separate spin polarization clouds,
and form strongly repulsive on-site Kondo singlets as J →∞
(ii) Strong-coupling expansion. For partial conduction band filling n < 1,
the J = ∞ ground-state consists of Ne on-site Kondo singlets, and N − Ne
free unpaired localized spins (cf. Table 4.1). The ground-state has a 2N−Ne–
fold spin degeneracy. Introducing corrections of order t/J , the on-site Kondo
singlets hop to nearest-neighbour unpaired sites with amplitude −t/2 (Hirsch
1984).† Hopping Kondo singlets alter the charge configuration, but not the
spin configuration: The unpaired localized spin and the Kondo singlet simply
exchange sites, with no flipping of the localized spin. Thus at O(t/J) the
charge and spin degrees of freedom are decoupled, and the picture formed by
focusing on mobile Kondo singlets up to O(t/J)2 is given by Hirsch (1984).
A qualitatively different picture emerges by considering O(t/J)2 correc-
tions which alter the spin configuration. Sigrist, Tsunetsugu, Ueda and
Rice (1992b) performed a systematic expansion in powers of t/J out of the
J =∞ ground-state. They neglected the higher-energy excitations to on-site
triplets, which cost an energy J , and neglected the states with two conduc-
tion electrons at the same site, which cost an energy 3J/2 corresponding to
the destruction of two Kondo singlets. At order (t/J)2, Sigrist et al. ob-
tain a series of complicated hopping processes, one of which alters the spin
configuration. Using the Perron-Frobenius theorem, it is then proved that
the ground-state spin degeneracy is lifted at order (t/J)2 to give an incom-
pletely saturated ferromagnet with total spin (N − Ne)/2 corresponding to
the alignment of all unpaired localized spins (Sigrist, et al. 1992b). The
theorem holds for all partial conduction band fillings n < 1.
†The fact that the hopping amplitude is renormalized by a factor 2 is the reason that
the effective mass m∗ = 2me as J →∞ for the spin polaron in the Kondo lattice with one
conduction electron.
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The strong-coupling result was later extended by Yanagisawa and Hari-
gaya (1994), who used the Perron-Frobenius theorem to prove a similar re-
sult for the partially-filled 1D Kondo lattice with a strong conduction elec-
tron Hubbard repulsion U
∑
j ncj↑ncj↓ (cf. Eq. (E.12)) added to the standard
hamiltonian Eq. (1.12): As U → ∞, the ground-state of the Kondo lattice
for n < 1 has total spin Stot = (N−Ne)/2 for all antiferromagnetic couplings
J > 0, and Stot = (N + Ne)/2 for all ferromagnetic couplings J < 0. Thus
ferromagnetism occupies the whole of the phase diagram (0 < n < 1, J 6= 0)
if there is a strong Hubbard repulsion between the conduction electrons.
Results by numerical simulations: The rigorous results for the Kondo
lattice apply only in limiting parameter regimes; vanishing conduction band
filling n → 0, and the strong-coupling limit t/J → 0. In both these limits
a ferromagnetic ordering is favoured; incompletely saturated ferromagnetism
for J > 0, and fully saturated ferromagnetism for J < 0. The remainder of
the ground-state phase diagram was tackled using numerical simulations.
Antiferromagnetic coupling: Several numerical studies by a variety of
different methods have been carried out on the partially-filled 1D Kondo
lattice in the early 1990s. For antiferromagnetic couplings J > 0, the earlier
studies have been completed by: (i) Troyer and Wu¨rtz (1993), who used
quantum Monte Carlo on systems of up to 24 sites, and at conduction band
fillings n = 1/3 and 2/3. (ii) Tsunetsugu, Sigrist and Ueda (1993), who
used exact diagonalization on systems of up to 9 sites and over the full
range of fillings 0 < n < 1. (iii) Moukouri and Caron (1995), who used the
density-matrix renormalization group on systems of up to 75 sites at n = 0.7.
(iv) Caprara and Rosengren (1997), who used the infinite-size version of the
density-matrix renormalization group on systems of up to 202 sites, and over
a range of small fillings 0 < n ≤ 1/2.
The results of all these studies are in very good agreement with each
other, as well as with the rigorous results, and the basic picture they present
is now generally accepted. From the numerical results on larger systems ((i),
(iii), (iv)), the 1D Kondo lattice with n < 1 and J > 0 shows a ferromagnetic
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ordering of the localized spins at stronger couplings. This is identified by the
structure factor of the localized spins (i.e. the Fourier transform of the real
space correlation function for the localized spins) (Troyer and Wu¨rtz 1993):
C(k) =
1
N
N∑
j,l
eik(j−l)a 〈SzjSzl 〉 . (2.19)
The simulations on the larger systems show a peak in C(k) at k = 0, which
indicates an alignment of the localized spins. This is accompanied by a very
weak ferromagnetic correlation in the spin structure factor for the conduc-
tion electrons. As the coupling is lowered, the Kondo lattice undergoes a
transition to a paramagnetic phase at a critical coupling Jc in the weak to
intermediate range (0 < Jc/t . 4). The paramagnetic phase is characterized
by a peak in the localized spin structure factor at 2kF , where kF is the con-
duction electron Fermi momentum. The correlations between the localized
spins in the paramagnetic phase are characteristic of the RKKY interaction,
though recall that the RKKY interaction diverges in 1D, as is typical of per-
turbative expansions in low dimensions (cf. section 2.1 and the discussion
given there). In the paramagnetic phase the correlations in the conduction
electron spins again weakly track those of the localized spins, so there is a
very weak 2kF peak in the structure factor of the conduction electron spins.
The critical coupling Jc marking the ferromagnetic-paramagnetic transition
depends on the filling, Jc = Jc(n), and is identified in the numerical studies
(i), (iii) and (iv) as the point where the intensity of the k = 0 peak in C(k)
is equal to the intensity of the k = 2kF peak; at stronger couplings the k = 0
peak dominates (ferromagnetism), and at weaker couplings the RKKY-like
k = 2kF peak dominates (paramagnetism). The obtained transition points
are shown in Fig. 5.
The exact diagonalization study (ii) of Tsunetsugu et al. (1993) presents
the same phase diagram as that obtained by the studies on larger systems;
some representative phase transition points obtained by exact digonalization
are shown in Fig. 5. Contrary to the other studies, the transition points in
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this case are obtained by calculating the total spin of the system. The transi-
tion points mark the values at which the total spin changes from incompletely
saturated ferromagnetism Stot = (N − Ne)/2 to the paramagnetic value of
minimal total spin Stot = 0 or 1/2 depending on whether N − Ne is even
or odd. At smaller fillings, there is a small crossover regime between these
extremities which signifies a continuous phase transition. The analytic work
of chapter 5 predicts this type of ferromagnetic-paramagnetic transition for
the 1D Kondo lattice. At larger fillings the crossover is sharp, and signifies
a first-order transition. The results of chapter 5 dispute this as a property
in a thermodynamically large Kondo lattice, and the sharp crossover must
be due to the small system sizes N ≤ 9 for which the exact diagonalization
method is practicable. Indeed, in their review Tsunetsugu, Sigrist and Ueda
(1997), the authors of the exact diagonalization study state that the small
size of the systems makes it difficult to judge the type of transition on the
basis of their results.
The recent numerical results (McCulloch, et al. 1999, 2001, 2002) con-
firmed the above results. The high accuracy of the modern numerical algo-
rithms allowed the whole phase diagram to be mapped out for all values of
electron doping levels, see section 6.5.
Ferromagnetic coupling. For ferromagnetic couplings J < 0, the Kondo
lattice has been studied by Dagotto’s group (Dagotto, et al. 1998, Yunoki,
et al. 1998) using a variety of numerical methods, including quantum Monte
Carlo, the density-matrix renormalization group, and Lanczos methods. The
general phase diagram they obtain, from studies of the Kondo lattice in
one-, two- and infinite-dimensions, and for both quantum and semiclassical
localized spins, is as follows: At stronger coupling the ground-state is fer-
romagnetic, as identified by a k = 0 peak in the structure factor C(k) of
the localized spins (cf. Eq. (2.19)). At weaker coupling the ground-state is
a paramagnet, with incommensurate correlations in C(k) which usually cor-
respond to 2kF , as expected on the basis of the RKKY interaction. The
crossover between the ferromagnetic and paramagnetic phases occurs at a
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critical coupling dependent on filling. This transition line has the same gen-
eral shape as that for J > 0 at small fillings (cf. Fig. 5), but turns upward
as n → 1 and approaches the half-filling line asymptotically (cf. Fig. 13
for some representative points). Dagotto’s group also find a phase separated
region close to half-filling at strong coupling.
The status of the results of Dagotto’s group (Dagotto, et al. 1998, Yunoki,
et al. 1998) is at present unclear. There are problems both in the great
variety of scales of the transition line in different simulations, and in the
appearance of some non-2kF correlations at weak-coupling even in higher di-
mensions where the RKKY interaction operates without problems. Finally,
the appearance of phase separation has been questioned recently. Several
new simulations (Horsch, Jaklic and Mack 1999, Batista, et al. 1998, 2000,
Garcia, et al. 2002, Koller, et al. 2003) suggests that the phase separated
region close to half filling is rather a phase dominated by ferromagnetic po-
larons with one single trapped charge carrier. This is in perfect agreement
with the polaronic picture first proposed by Honner and Gula´csi (1998b),
for more details also see section 6.1. It may even be that the previously at-
tributed phase separation regime is actually a polaronic liquid, as it appears
(see Fig. 15) for J > 0.
3 Bosonization Formalism
Landau Fermi liquid theory fails in 1D due to a peculiarity of the low-
energy excitations of interacting 1D many-electron systems. For interacting
3D systems, the low-energy excitations are particle-like, and lead to Landau’s
one-to-one correspondence between interacting and non-interacting eigen-
states. This leads in turn to the concept of fermionic quasiparticle excita-
tions. For interacting 1D systems, the low-energy excitations are collective
density fluctuations, and involve large numbers of excited electrons acting
as a coherent whole. This destroys the one-to-one correspondence between
non-interacting and interacting eigenstates: The non-interacting eigenstates
of course remain particle-like in 1D, and satisfy Fermi statistics, but the
interacting eigenstates are collective density fluctuations, and satisfy Bose
statistics.
The special properties of interacting 1D systems lead naturally to a de-
scription in terms of bosonic excitations, which are the collective density
fluctuations. The description in terms of bosons is far simpler than the
standard description in terms of non-interacting electron states, because the
number of bosons required to describe the system is far less than the number
of excited electrons. In some cases, the description in terms of bosons is so
simple that the problem may be solved exactly. This occurs, for example,
in the Tomonaga-Luttinger model (Tomonaga 1950, Luttinger 1963, Mattis
and Lieb 1965), which has small momentum transfer or forward scattering
interactions between the electrons.
The description of 1D many-electron systems in terms of bosonic density
fluctuations is called bosonization. The central elements in the formalism
of bosonization are Bose representations; fermionic operators, such as the
electron fields ψ†σ(x) (cf. Eq. (D.27)), may be written in terms of bosonic
density fluctuations. This gives a Bose representation for ψ†σ(x) which may
be substituted back into the hamiltonian to give a more tractable descrip-
tion of the system. Bose representations may also be used to simplify the
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calculation of physical properties, such as correlation functions. A complete
bosonization formalism consists of deriving Bose representations for all the
fermionic operators appearing in a system’s hamiltonian. In this chapter,
the bosonization formalism is derived for 1D many-electron systems, defined
both in a continuum and on a lattice.
The derivation of bosonization given in this chapter is based on Honner
and Gula´csi (1997a,1998b), but the resulting Bose representations are varia-
tions on a well worn theme. Bosonization techniques have a long history in
condensed matter physics, and first appear in recognizable form in 1950 in a
paper by Tomonaga (1950).†
In general terms bosonization, as applied to 1D many-electron systems,
historically has developed along two directions: the field theoretical bosoniza-
tion and the so-called constructive bosonization. The field theoretical bosoniza-
tion evolved out of solutions to models in the area of high energy physics.
Introduced by Tomonaga (1950), and developed to its current form by Mat-
tis and Lieb (1965), Schotte and Schotte (1969), Coleman (1975), Luther
and Peschel (1975), Mandelstam (1975) and Heidenreich, et al. (1975). For
good reviews on the field theory bosonization, see Ha (1984), Fradkin (1991),
Shankar (1995), Gula´csi (1997a). Constructive bosonization, introduced by
Emery (1979) and later on by Haldane (1981) in terms of a Fock space iden-
tification of operators, gives a simpler, more transparent derivation of the
boson representation of fermion operators. An explicit picture of the physics
corresponding to the boson representation may be obtained directly from the
formalism, see the pedagogical articles of Scho¨nhammer and Meden (1996),
Delft and Scho¨ller (1998). and the finite temperature extension in Bowen
and Gula´csi (2001).
However, bosonization is usually derived beginning from a field theory
approximation to the condensed matter system of interest; the Fermi sea is
replaced by two Dirac seas (cf. section E.3). In this chapter, the bosoniza-
†Some of the basic concepts of bosonization can be traced back further; an approximate
3D treatment was given by Bloch in 1934 (Stone 1994).
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tion formalism is derived beginning from the original system with a finite
Fermi sea, a´ la constructive bosonization. This requires different methods
and considerably more work than the usual derivation, but the resulting
Bose representations have similar forms. There are two main rewards for
the extra effort. Firstly, a solution is obtained for a long-standing problem
regarding the interpretation of terms in Bose representations. Secondly, the
Bose representations are better suited to describing two-component systems
‡, in particular the Kondo lattice model, in which only one of the compo-
nents is bosonized. Before discussing these points in more detail, it is useful
to establish some terminology. For brevity, the model with the two Dirac
seas replacing the Fermi sea is called a Luttinger model,§ and the original
system with the finite Fermi sea is called a realistic system.
In deriving Bose representations directly for a realistic system, a long-
standing problem of interpretation is solved. The usual bosonization pro-
cedure begins from a Luttinger model, and then maps the results back to
the realistic system of interest. This mapping sometimes runs into problems.
The Luttinger model bosonization involves a length α, which of necessity is
infinitesimal, and is to be taken to zero at the end of a calculation (Voit
1994). (The Luttinger model bosonization is reviewed in Appendix G.) In a
realistic system, with a Fermi sea instead of Dirac seas, sending α to zero can
give non-physical results. For example, in the 1D attractive backscattering
electron gas, the spin excitations are gapped, and bosonization gives a gap
size proportional to α−1 (Luther and Emery 1974). If α → 0, then the gap
size is infinite and the energy spectrum exhibits a non-physical divergence.
‡The common examples of two-component systems are the two band models (Gula´csi
and Bedell 1994), and the two chain problem (Finkel’stein and Larkin 1993). Both of
these cases were solved using a field theoretical bosonization.
§In the literature the Luttinger model is sometimes understood to imply also certain
interactions, specifically forward scattering interactions as originally considered by Tomon-
aga (195) and by Luttinger (1963). This is not implied here; the Luttinger model simply
refers to the introduction of the Dirac seas. Following modern convention (Voit 1994), the
Luttinger model with forward scattering interactions is called the Tomonaga-Luttinger
model.
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In these situations, it becomes necessary to reinterpret α as a finite physical
quantity relating to the realistic system. The reinterpretation is highly prob-
lematic, as no consensus has been reached on the general meaning of α in
realistic systems, and finite α is in any case inconsistent with the Luttinger
model bosonization, where α must of necessity be taken to zero in order to
get the correct representation for the density operator ρrσ(x) = ψ
†
rσ(x)ψrσ(x)
(cf. Eq. (G.9)). In the derivation given in this chapter, it becomes clear that
α measures the minimum wavelength of the density fluctuations which sat-
isfy bosonic commutation relations. This is discussed further in section 3.2.2
below, and is related to previous interpretations in section 4.1.3.
The second main benefit for deriving bosonization directly for realistic
systems is for applications in the 1D Kondo lattice model. In general, the Lut-
tinger model bosonization provides at least a qualitatively complete descrip-
tion of the low-energy physical properties of simpler one-component systems,
such as the 1D Hubbard model (cf. section 4.2). This is because the density
fluctuations generally remain bosonic, at least qualitatively, down to wave-
lengths of the order of the average inter-electron spacing. This spacing is the
minimum physically meaningful length scale in one-component systems, and
bosonization thus provides a qualitatively complete description of all physical
processes; α acts in these cases as a harmless short-distance cut-off, much as
in field theory, and may have to be kept finite in order to avoid divergences,
but otherwise is largely irrelevant in the description of the physical proper-
ties of the system.† In the Kondo lattice model, which is a two-component
system containing conduction electrons and localized spins, these arguments
do not apply. To be precise, the average inter-conduction electron spacing
in the partially-filled Kondo lattice is greater than the minimum physically
meaningful length scale in the system. In the Kondo lattice the minimum
length scale is set by the lattice spacing a between the localized spins. This is
†This is the physical content of Emery’s identification (Emery 1979) of α with the
lattice spacing a. Emery’s interpretation, which has wide currency, is discussed further in
section 4.1.3.
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smaller than the average inter-conduction electron spacing when the conduc-
tion band filling is below half. Thus, in the Kondo lattice with a bosonized
conduction band, it may happen that important physical processes between
neighbouring localized spins are missed if α for the conduction electrons is
not treated correctly, and is made arbitrarily small as in the Luttinger model.
This does in fact occur; a Luttinger model bosonization misses the double-
exchange ordering of the localized spins, whereas the bosonization developed
for realistic systems does not (Honner and Gula´csi 1997a,1998b). A compre-
hensive description of the 1D Kondo lattice via bosonization is contained in
chapters 5 and 6.
The organization of this chapter is as follows: Section 3.1 defines the
systems for which a bosonization description can be rigorously derived. To
include systems with interactions of maximal generality, it is assumed only
that the low-energy properties of the interacting system involve states within
a momentum range ±k0 of the Fermi surface at ±kF . Section 3.2 states and
proves two theorems, which follow from the structure of the 1D state space.
These provide the foundation for bosonization. The first theorem, proved in
section 3.2.1, establishes that certain density fluctuation components satisfy
a bosonic algebra. The length α is introduced here as the wavelength below
which the density fluctuations cease to satisfy the bosonic algebra. Section
3.2.2 contains a discussion of α. The second theorem, proved in section
3.2.3, establishes that the density fluctuations generate all the states in the
subspace defined by the bandwidth cut-off k0, provided that k0 ≪ kF . The
theorems of section 3.2 lead to a rigorous but simple prescription for deriving
Bose representations, and allow the representations to be derived without
direct reference to interactions. The prescription is stated at the beginning of
section 3.3, and is used to derive Bose representations for the Fermi operator
forms of interest; section 3.3.1 derives the Bose representation for the non-
interacting hamiltonian H0, section 3.3.2 the representation for Fermi field
operators, and section 3.3.3 derives the representations for operators bilinear
in the Fermi fields. The results of section 3.3, which apply to 1D continuum
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systems, are generalized to 1D lattice systems in section 3.4.
3.1 System Description and Notations
Non-interacting system: Consider a 1D continuum system, as de-
scribed in section D.1, with an average number of Ne electrons. The non-
interacting hamiltonian is given by
H0 =
∑
k,σ
(ε(k)− µ) c†kσckσ (3.1)
where the dispersion ε(k) = k2/2me and me is the bare electron mass. This
is the same as in section E.1, Eq. (E.1), but with a chemical potential µ sub-
tracted to facilitate dealing with systems in which the electron number may
vary slightly about Ne. For the non-interacting zero temperature systems
considered here µ = ε(kF ). The non-interacting ground-state |0〉, assumed
non-degenerate, has all momentum/spin states |kσ〉 with |k| < kF occupied,
and all other states empty, where the Fermi momentum kF = Neπ/2L (cf.
section E.1). It is convenient to choose the zero of energy so that H0|0〉
vanishes.
Notations: The operator ρσ(x) = ψ
†
σ(x)ψσ(x) for the density of electrons
of spin σ at x may be Fourier decomposed into plane wave components using
Eq. (D.27):
ρσ(x) = L
−1∑
k
ρσ(k) e
ikx . (3.2)
ρσ(k) is a density fluctuation operator, and measures the weight of the density
wave with wave vector k contributing to the electron density at x. It is a
collective excitation involving the coherent superposition of a large number
of electron-hole pairs:
ρσ(k) =
∑
k′
c†k′σck′+kσ . (3.3)
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Density fluctuations ρσ(k) play a central role in bosonization. The bosons in
bosonization are not quite the density fluctuations, however, but are chiral
components of the fluctuations describing collective excitations about the
Fermi points at +kF and −kF separately. Consequently, ρσ(k) is decomposed
into right-moving (r = +) and left-moving (r = −) components
ρσ(k) =
∑
r
ρrσ(k) ,
ρ+σ(k) =
∑
k>0
c†
k− k
2
σ
c
k+ k
2
σ
,
ρ−σ(k) =
∑
k≤0
c†
k− k
2
σ
c
k+ k
2
σ
, (3.4)
where k = 2πn/L or 2π(n + 1/2)/L, n an integer, as k = 2πm/L with m
even or odd, respectively. The decomposition of Eq. (3.4) is not unique,† and
is chosen so as to maximize the domain of validity of Tomonaga’s result, Eq.
(3.7) below.
When k = 0, ρσ(k) counts the number of electrons of spin σ. It is conven-
tional in bosonization to give the number operator components ρrσ(0) a sep-
arate notation, normal-ordered with respect to the non-interacting ground-
state |0〉:
Nrσ = ρrσ(0)− 〈0|ρrσ(0)|0〉 . (3.5)
It is convenient also to define ‘generalized’ non-interacting ground-states
|{Nrσ}〉 = |N+↑, N+↓, N−↑, N−↓〉. These states have all momentum states
|kσ〉 occupied for 0 ≤ rk < kF + 2πNrσ/L. In this notation the true non-
interacting ground-state is just |0〉 ≡ |0, 0, 0, 0〉. For a fixed total number Ne
of electrons,
∑
rσNrσ vanishes. Note that normal-ordering as in Eq. (3.5) is
a non-trivial operation in the Luttinger model (cf. Appendix G), since the
number of r-electrons is infinite. However, normal-ordering is always trivial
†An alternative decomposition, designed to investigate short-wavelength fluctuations
with wavevectors |k| ≈ 2kF , is used in section 3.2.2, cf. Eqs. (3.13).
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in a realistic condensed matter system because the number of electrons is
finite.
Interactions and the subspace Hk0 : Consider adding to H0 an inter-
action term V as in Eq. (E.8). The interaction may be Coulomb electron-
electron repulsion, for example, but it is useful for the general application of
the bosonization formalism to leave V as unspecified as possible: It will be-
come clear below that bosonization describes the ground-state and low-energy
excited-state properties of any interacting system provided the interactions
considered are not ‘too strong’. A measure of interaction strength appro-
priate for bosonization is the deformation of the interacting ground-state
momentum distribution 〈ψ0|nσ(k)|ψ0〉 from its non-interacting step-function
form n0σ(k) = 〈0|nσ(k)|0〉 = θ(kF − |k|). (nσ(k) = c†kσckσ, and |ψ0〉 denotes
the interacting ground-state.) The deformation of the momentum distribu-
tion may be quantified by introducing a bandwidth cut-off k0 ≥ 0 (So´lyom
1979), which limits the range of states about ±kF which are affected when
V is turned on. A bandwidth cut-off k0 defines a subspace Hk0 of the full
Hilbert space as follows: Hk0 is spanned by those many-electron states in
which the single-electron states |kσ〉 with |k| ≤ kF − k0 remain occupied,
and those with |k| ≥ kF + k0 remain empty. For a given interaction term
V , k0 is chosen so that the ground-state |ψ0〉 of the interacting hamiltonian
H = H0 + V belongs to the subspace Hk0. This does not define the band-
width cut-off k0 uniquely, but does provide a lower bound on possible choices
for k0.
It will become clear in section 3.2.3 that bosonization provides a complete
description for systems with weak interactions V , for which a bandwidth
cut-off satisfying k0 ≪ kF may be chosen. Bose representations for Fermi
operators are defined on the subspace Hk0, and provide a simpler description
of interacting 1D many-electron systems.
Linear dispersion approximation: For bosonization to provide a com-
plete description of an interacting system, it is necessary to make an ap-
proximation related to, but going somewhat beyond, the restriction to the
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subspace Hk0: The dispersion ε(k) must be approximated by its expansion
to first order in |k| − kF . Thus
ε(k) = ε(kF ) + vF (|k| − kF ) , (3.6)
where the Fermi velocity vF = dε(kF )/dk = kF/me. Eq. (3.6) will be a good
approximation provided that k0 ≪ kF , so that only states close to ±kF are
affected when the interactions are turned on.
The linear dispersion approximation is less valid in bosonization than it
is in Landau Fermi liquid theory. In Landau’s theory, the linear dispersion
approximation (Baym and Pethick 1978) is made for the quasiparticle dis-
persion, and since quasiparticles only exist very close to the Fermi surface,
the approximation is always a very good one. In bosonization the linear dis-
persion approximation is made on the bare electron dispersion. For any finite
interaction strength, bare electrons will be excited from momentum states a
finite distance from the non-interacting Fermi surface. An approximation of
the energy of these excitations with a linear dispersion may therefore intro-
duce a small but finite error.
The corrections due to deviations from a linear dispersion are not entirely
trivial and destroy some of the more attractive features of bosonization, in
particular exact solvability in simple models (Haldane 1981) and absolute
spin-charge separation (Matveenko and Brazovskii 1994). Beyond the loss
of these features, which are not essential to bosonization, the effects of a
non-linear dispersion are weak and relatively harmless (Haldane 1981, Voit
1994). For completeness, the changes due to a non-linear dispersion on the
Bose representations derived in section 3.3 will be noted as they arise.
3.2 Two Theorems on the Subspace Hk0
The 1D state space is highly restrictive, and is distinguished from its
higher dimensional cousins by possessing low-energy particle-hole excita-
tions out of the non-interacting ground-state |0〉 with momenta close to 0
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and ±2kF only: In higher dimensions, the low-energy excitations possess
momenta through all intermediate values as well. The special low-energy
properties of the 1D state space, together with the degeneracy introduced by
the linear dispersion approximation, give rise to two theorems which provide
a rigorous basis for bosonization. In this section the two theorems are stated
and proved, and the conditions under which they hold is discussed.
3.2.1 Tomonaga’s bosons
Tomonaga’s 1950 paper (Tomonaga 1950) marks the beginning of system-
atic bosonization techniques in condensed matter. Although now almost half
a century old, the paper remains highly relevant. Indeed the development
of bosonization given in this chapter is very much in Tomonaga’s spirit, and
may be viewed as something like an updated version of his work: The devel-
opment given here includes results translated from field theory, in particular
the representation of Fermi operators in terms of bosons, which were not
discovered until around the early 1970’s (Schotte and Schotte 1969, Mattis
1974, Luther and Peschel 1974). Tomonaga’s central insight may be formu-
lated as a theorem.
Theorem: On Hk0 the right- and left-moving density fluctuation compo-
nents ρrσ(k) satisfy the bosonic algebra
[ρrσ(k), ρr′σ′(k
′)] = δr,r′ δk,−k′ δσ,σ′
rkL
2π
(3.7)
provided that |k|, |k′| < 2(kF − k0)/3.
The proof is straightforward beginning from the definitions Eqs. (3.4) of the
density fluctuation components ρrσ(k), but is somewhat tedious due to the
many different cases to be considered. Tomonaga (195) considers each case
in detail, and it will suffice here to give a few representative examples. The
density fluctuation commutators yield a difference of sums over k of operator
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products. For example
[ρ+σ(k), ρ+σ′(k
′)] = δσ,σ′

∑
k>−k/2
k>k′/2
−
∑
k>k/2
k>−k′/2
 c
†
k− k
2
− k′
2
σ
c
k+ k
2
+ k
′
2
σ′
. (3.8)
Under the stated conditions, it is easily verified that the argument of c† falls
in the range of occupied states in Hk0, or that the argument of c falls in the
range of empty states, and so the commutator vanishes if the arguments of
c† and c are distinct. For example, for k ≥ 0 and k′ < −k, Eq. (3.8) reduces
to
[ρ+σ(k), ρ+σ′(k
′)] = δσ,σ′
∑
−k/2<k≤−k′/2
c†
k− k
2
− k′
2
σ
c
k+ k
2
+ k
′
2
σ′
. (3.9)
Given the restrictions on |k| and |k′| in the statement of the theorem, the ar-
gument of c† in Eq. (3.9) always falls in the range of states between −(kF−k0)
and kF − k0, which are occupied for all states in the subspace Hk0. Conse-
quently the commutator Eq. (3.9) vanishes. Other cases are similar. The
exception to this rule is when k = −k′ for r = r′, in which case the ar-
guments of c† and c coincide: The operator product in Eq. (3.8) is then a
number operator, and counts the core states between −k/2 and k/2 which
are occupied for all states in Hk0. This gives the non-zero component in Eq.
(3.7).
Instead of ρrσ(k), it will be useful occasionally to consider canonical Bose
operators. These take the form of weighted density fluctuation components:
bkσ =

√
2π
|k|L ρ+σ(k) , 0 < k < 2(kF − k0)/3 ,√
2π
|k|L ρ−σ(k) , −2(kF − k0)/3 < k < 0 .
(3.10)
Note that the case k = 0 is excluded. From Eq. (3.7), bkσ, b
†
k′σ′ satisfy
canonical Bose commutation relations (cf. Eqs. (D.22)) on Hk0 :
[bkσ, bk′σ′ ] =
[
b†kσ, b
†
k′σ′
]
= 0 ,[
bkσ, b
†
k′σ′
]
= δk,k′δσ,σ′ . (3.11)
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The boson destruction operators bkσ destroy the ‘generalized’ ground-states:
bkσ|{Nrσ}〉 = 0 (3.12)
for all k < 2(kF − k0)/3.
In the Luttinger model formulation of bosonization (cf. Appendix G),
there is a result analogous to Eq. (3.7), Eq. (G.4), which is proved in an
entirely different manner. Indeed the way in which the non-zero commutators
are obtained in the Luttinger model relies crucially on the existence of an
infinite number of particles, and thus has no analogue in a realistic condensed
matter system. The Luttinger model result analogous to Eq. (3.7) applies for
density fluctuations ρrσ(k) with |k| arbitrarily large. For the realistic system
considered here, there is a finite limit on the wave vectors |k| for ρrσ(k)
to satisfy Eq. (3.7). This is a significant point, and the following section
discusses the finite limit in some detail.
3.2.2 Wavelength limit for bosonic density fluctuations
The proof of Eq. (3.7) gives the restriction |k| < 2(kF − k0)/3 on the
wave vectors for density fluctuations ρrσ(k) to be bosonic. The precise value
2(kF − k0)/3 is not of particular physical significance; it simply denotes the
value for which the commutation relations Eq. (3.7) are rigorously obeyed.
The rigorous result will be assumed for the development of the bosonization
formalism, but in applications to specific systems it will become clear (cf.
section 4.2.2) that the fluctuations are approximately bosonic over a wider
range. Indeed by retracing the proof of Eq. (3.7), it may be verified that
fluctuations with slightly shorter wavelengths are bosonic to a very good
approximation.
The central question in applications to specific systems is then the fol-
lowing: Up to which wave vector do the density fluctuations ρrσ(k) satisfy
bosonic commutation relations approximately? Equivalently, at which wave-
length, if any, does the character of the density fluctuations change, so that
longer wavelength fluctuations are at least qualitatively bosonic in character,
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but not shorter wavelength fluctuations? As already noted, in the Luttinger
model the fluctuations are bosonic over all finite wavelengths. In a realistic
system it turns out that this is false; fluctuations with wavevectors ≈ ±2kF
(i.e. with wavelengths of the order of the average inter-electron spacing) are
certainly not bosonic. This is established in the next paragraph.
A lower limit on the wavelengths for bosonic density fluctuations, at the
order of the inter-electron spacing, is plausible on basic physical grounds:
The system is composed of fermions, and it is therefore expected that density
fluctuations over the scale of the average inter-electron spacing would have
single-electron characteristics, and not the bosonic character of the longer
wavelength collective fluctuations. This conclusion may be established for-
mally by two methods; either the decomposition of ρσ(k) as in Eqs. (3.4) may
be kept, or the decomposition may be altered to exhibit the 2kF fluctuations
explicitly. In the first case, when |k| ≈ 2kF , the components ρrσ(k) describe
excitations from one Fermi point to the other. Following the same method
used to prove Eq. (3.7), it may be verified that the commutation relations are
operator-valued, and have a complicated dependence on the electron momen-
tum distribution arbitrarily close to the Fermi points. The commutators do
not simplify to c numbers, even for arbitrarily weak interactions. To further
clarify this point, and in particular to exhibit explicitly the type of algebra
that the 2kF fluctuations do satisfy, it is convenient to generalize the decom-
position Eqs. (3.4) of ρσ(k) to include short-wavelength components ρ
s
rσ(k)
as follows:
ρσ(k) =
∑
r=±
ρrσ(k) + ρ
s
σ(k) ,
ρrσ(k) =
∑
rk>kF /2
c†
k− k
2
σ
c
k+ k
2
σ
,
ρsσ(k) =
∑
−kF /2≤k≤kF /2
c†
k− k
2
σ
c
k+ k
2
σ
. (3.13)
On the subspace Hk0 (with k0 ≪ kF ), ρsσ(k) describes density fluctuations
with wavevectors k ≈ ±2kF . These correspond to the transfer of electrons
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from the vicinity of kF to the vicinity of −kF for k ≈ 2kF , and from −kF to
kF for k ≈ −2kF . Corresponding to these cases, it is convenient to rewrite
the short-wavelength density fluctuations as
ρr2kF σ(kr) = ρ
s
σ(r2kF + kr)
=
∑
−kF /2≤k≤kF /2
c†
k−rkF− kr2 σ
c
k+rkF+
kr
2
σ
, (3.14)
where the reduced wave vector kr is small. Proceeding much as in the proof
of Tomonaga’s result, Eq. (3.7), it is straightforward to verify that on Hk0 ,
and for |k|, |k′|, |kr|, |k′r| ≪ kF , the following algebra is satisfied:
[ρrσ(k), ρr′σ′(k
′)] = δr,r′ δk,−k′ δσ,σ′
rkL
2π
,
[ρr2kF σ(kr), ρr′2kF σ′(k
′
r)] = rδσ,σ′(1− δr,r′) {ρ−σ(kr + k′r)− ρ+σ(kr + k′r)} ,
[ρr2kF σ(kr), ρr′σ′(k
′)] = rr′δσ,σ′ ρr2kF σ(kr + k
′) . (3.15)
This algebra is bosonic only for the longer wavelength density fluctuations
ρrσ(k). The shorter wavelength fluctuations ρr2kF σ(kr), with wave vectors
≈ ±2kF , satisfy an operator-valued algebra on Hk0 , which is qualitatively
non-bosonic.
The above considerations make it clear that in realistic condensed matter
systems there is always a qualitative change in the behaviour of the den-
sity fluctuations as the wavelength decreases. This change occurs at least
at wavelengths of the order of the average inter-electron spacing, but more
generally may occur at longer wavelengths, ≈ (kF − k0)−1 for example, de-
pending on the particular type of interaction. The inverse length α−1 will be
used to denote the wave vector at which density fluctuations cease to exhibit
a bosonic character. The proof of Eq. (3.7), and its extension to shorter
wavelength fluctuations which are approximately bosonic, suggests that the
demarcation at k = α−1 will not be a sharp divide, but will mark a gradual
crossover. However, as the discussion of the |k| ≈ 2kF fluctuations makes
clear, there is always a short-wavelength regime in which density fluctuations
are demonstrably non-bosonic, and α is a measure of the wavelength at which
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the crossover occurs. It has been shown that most generally α satisfies
2(kF − k0)/3 ≤ α−1 . 2kF . (3.16)
The further specification of α depends on the particular system and interac-
tions considered, and in general requires methods beyond those of bosoniza-
tion: Any straightforward extension of the method of proof of Eq. (3.7), for
example, quickly becomes intractable. Chapter 4 contains discussions of how
α is determined for several one-component systems by comparison with re-
sults by other methods. In chapter 6, α is determined for the Kondo lattice
model by using the results of numerical simulations.
3.2.3 Completeness of the Bose generated states
The second element required to give bosonization a rigorous foundation is
to prove that the states generated by the bosons b†kσ span the entire subspace
Hk0. The completeness of the Bose generated states was first noted by Over-
hauser (1965), and was later proved by Schick (1968). Completeness relies on
the degeneracy introduced by the linear dispersion approximation Eq. (3.6),
and as for Tomonaga’s result above may be formulated as a theorem.
Theorem: For non-negative integers mkσ, and ‘generalized’ non-interacting
ground-states |{Nrσ′}〉, the orthonormal states
|Ψ{mkσ, Nrσ′}〉 =
∏
0<|k|<α−1
∏
σ
1√
mkσ!
(
b†kσ
)mkσ |{Nrσ′}〉 (3.17)
span Hk0 , provided k0 ≪ kF .
Before proceeding to a proof of this theorem, a note is in order on the gen-
eration of the states |Ψ{mkσ, Nrσ′}〉. It is straightforward to verify that the
operators b†kσ may map states inHk0 to states outside, depending in a compli-
cated fashion on the particular state in Hk0 which is acted on. If this occurs,
then the next operator b†k′σ′′ used in the construction of a particular state
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|Ψ{mkσ, Nrσ′}〉, as in Eq. (3.17), will be acting on a state outside Hk0 . In
this case, there is no guarantee that b†k′σ′′ is bosonic: Tomonaga’s result Eq.
(3.7) holds only inHk0 . To prevent this, the operators b†kσ used to construct a
state |Ψ{mkσ, Nrσ′}〉 are to be understood to be projected onto the subspace
Hk0. (See Prugovecˇki (1981), for example, for details on the projection of
linear operators onto Hilbert subspaces.)
There are at least two distinct ways to prove the completeness theorem.
The first is a direct counting of states argument. This method calculates the
degeneracy of each energy level. The number of states within each energy
level as generated by the Bose states Eq. (3.17) is then shown to equal the
number of states generated by the manifestly complete set of non-interacting
electron eigenstates. This was the argument originally given by Schick (1968).
(A more accessible version is given by Scho¨nhammer and Meden (1996).)
The second method of proof follows Haldane’s (1981) treatment for the Lut-
tinger model, and uses the grand partition function to count the states. The
second method of proof is used below as it is more elegant, and accounts
automatically for systems in which the number of electrons may vary. The
latter property is useful for the derivation of Bose representations in section
3.3. Note, however, that the first method may better aid an intuitive under-
standing of the equivalence of the Bose and Fermi states in 1D many-electron
systems (Scho¨nhammer and Meden 1996).
To proceed with the proof, first note that on Hk0,
[H0, b
†
kσ] = vF |k|b†kσ (3.18)
where |k| < α−1. The verification of Eq. (3.18) is straightforward, and is
similar to the proof of Eq. (3.7). The appearance of the Fermi velocity vF in
Eq. (3.18) signals its dependence on the linear dispersion approximation of
Eq. (3.6); the commutator contains further terms as higher orders in |k|−kF
are included in the dispersion relation.
It follows from Eq. (3.18) that the boson states |Ψ{mkσ, Nrσ′}〉 are eigen-
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states of H0:
H0|Ψ{mkσ, Nrσ′}〉 = vF
{∑
k,σ
|k|mkσ +
∑
r,σ′
πN2rσ′/L
}
|Ψ{mkσ, Nrσ′}〉 ,(3.19)
with the second contribution being the non-interacting energy of the ‘gen-
eralized’ ground-states |{Nrσ′}〉. The grand partition function for the boson
generated states |Ψ{mkσ, Nrσ′}〉 in the non-interacting system is then
Zb =
∞∑
m1↑=0
∞∑
m1↓=0
∞∑
m−1↑=0
· · ·
∞∑
m−nmax↓=0
∞∑
N+↑=−∞
· · ·
∞∑
N−↓=−∞
× exp
(
2u
∑
n 6=0
∑
σ=↑,↓
|n|mnσ + u
∑
r=±
∑
σ′=↑,↓
N2rσ′
)
(3.20)
where u = −βπvF/L, β = 1/kBT , and where integers n have been used to
label the momentum states k according to k = 2πn/L. nmax is the greatest
integer < L/2πα. Zb factorizes into separate components due to the bosons
and to Nrσ′ . The first component further factorizes to give
±nmax∏
n 6=0
∏
σ
( ∞∑
mnσ=0
w2|n|mnσ
)
=
±nmax∏
n 6=0
∏
σ
(
1− w2|n|)−1
=
(
nmax∏
n=1
(
1− w2n)−1)4 , (3.21)
where w = eu = e−βπvF /L and where the first equation involves summing a
geometric progression. The component due to Nrσ′ is easily evaluated, and
the total result is
Zb =
(
nmax∏
n=1
(
1− w2n)−1)4( ∞∑
n=−∞
w(n
2)
)4
. (3.22)
The calculation of the grand partition function using non-interacting electron
states is standard (Haldane 1981, Huang 1987), and gives
Zf =
( ∞∏
n=1
(
1 + w2n−1
)2)4
(3.23)
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at temperatures β−1 ≪ vFkF . Noting the product and sum forms for the
theta function of the third kind (Gradshteyn and Ryzhik 1965, Haldane
1981),
ϑ3(0) =
∞∑
n=−∞
w(n
2) =
∞∏
n=1
(
1 + w2n−1
)2 (
1− w2n) , (3.24)
it is clear that Zb = Zf provided the product in Eq. (3.22) may be extended
from nmax to ∞. This is valid provided the temperature satisfies β−1 ≪
vFα
−1. Since both the Bose and the Fermi states generate the same energy
levels (the eigenstates of H0), and since the partition functions are sums
of positive quantities, if any states were missing from the Bose generated
states, then Zb < Zf at certain temperatures. The equality Zb = Zf for
β−1 ≪ vFα−1 thus establishes the completeness of the Bose generated states
of Eq. (3.17) for excitation energies ≪ vFα−1.
In order to prove the completeness of the boson states within the sub-
space Hk0 , note that it is necessary to establish that Zb = Zf for excitation
energies up to the maximum ≈ vFk0 for states in Hk0 . Completeness in
Hk0 thus requires that k0 ≪ α−1. Indeed a weaker version of this condi-
tion may be established by simple physical arguments: On Hk0 an electron
constructed out of states near rkF , r = ±, is spread over a spatial range
≈ 1/k0. To describe this electron completely using bosonic density fluctu-
ations, it is required that the fluctuations remain bosonic down to similar
wavelengths. This gives k0 . α
−1. The extra condition k0 ≪ α−1 coming
from the proof above is to render the Boltzmann weight e−1/k0α statistically
negligible. This does not imply a vanishingly small k0, as is clearly seen in the
derivation of Scho¨nhammer and Meden (1996). Thus bosonization contrasts
with Landau’s Fermi liquid theory, for example, in which the quasiparticle
excitations rigorously exist only at the Fermi surface. To derive the condi-
tion k0 ≪ kF given in the statement of the completeness theorem, note that
α−1 ≥ 2(kF −k0)/3 using Tomonaga’s rigorous result Eq. (3.7) for α−1. Thus
k0 ≪ α−1 is assured provided k0 ≪ kF .
For systems with interactions strong enough that k0 ≈ α−1, the boson
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states Eq. (3.17) may fail to generate all the states in Hk0. In this case
bosonization by itself is insufficient to determine all the low-energy proper-
ties of the interacting system. However, provided that α−1 remains non-zero,
the boson states Eq. (3.17) will still generate the long-wavelength behaviour
correctly, although they will fail to reproduce the short-wavelength proper-
ties. In this case, bosonization provides a partial description of the low-energy
properties of the interacting system, and must in principle be supplemented
with a description of the short-wavelength behaviour due to non-bosonic
density fluctuations.
3.3 Bose Representations
The completeness of the Bose generated states in Hk0 (for small enough
k0) guarantees the existence of Bose representations for Fermi operators
within Hk0. The representations are very useful. They provide an alter-
native formulation for problems involving 1D electrons, which often makes
the solution easier, and they simplify the calculation of physical quantities
such as correlation functions. This section derives the Bose representations
for Fermi operators which appear in the standard Luttinger model bosoniza-
tion. The final forms are familiar, although their derivation here from a
realistic system with a finite Fermi sea is new. The derivation makes explicit
the limitations on the validity of the Bose representations, which is entirely
obscured in the Luttinger model, and provides proof by construction that a
careful treatment has no need of limiting procedures, or non-trivial normal-
ordering conventions, which are essential elements in the Luttinger model
bosonization. This provides additional physical insight by avoiding manip-
ulations which are meaningless in a realistic condensed matter system. The
derivation makes manifest all of the elements of the Luttinger model repre-
sentation which need reinterpretation in applications to condensed matter.
These are discussed in detail in chapter 4. Some elements, in particular the
Bose field commutators, have not previously been emphasized.
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The completeness theorem Eq. (3.17) leads to a simple, though rigorous
prescription for deriving Bose representations. By virtue of Tomonaga’s re-
sult Eq. (3.7), the prescription is also relatively easy to implement.
Prescription for Bose representations: The Bose representation for an
operator O is an operator OB(ρrσ(k)) which satisfies
(i) [ρrσ(k), OB] = [ρrσ(k), O] for all ρrσ(k) with 0 < |k| < α−1, and
(ii) 〈{Nrσ}|OB|{Nr′σ′}〉 = 〈{Nrσ}|O|{Nr′σ′}〉.
If these conditions are satisfied, then OB will reproduce the matrix elements
of O between all states in Hk0 , for small enough k0, and OB = O as an
operator identity within the subspace Hk0 . This follows immediately from
the completeness of the Bose generated states Eq. (3.17) in Hk0 for k0 ≪ kF .
The following sections derive Bose representations for H0, for the Fermi fields
ψσ(x), and for operators bilinear in the Fermi fields.
3.3.1 Non-interacting hamiltonian
H0 may be given a Bose representation beginning from the commutation
relations Eq. (3.18), and the non-interacting energy of the states |{Nrσ}〉 as
given in Eq. (3.19). A form which reproduces these commutation relations,
and which satisfies condition (ii) above, is
H0B =
vFπ
L
∑
r,σ
N2rσ + vF
∑
0<|k|<α−1
∑
σ
|k|b†kσbkσ , (3.25)
as is straightforwardly verified. As discussed in section 3.2.2, the summation
restriction |k| < α−1 is a necessary element in bosonization for realistic con-
densed matter systems, and acts to exclude shorter wavelength non-bosonic
fluctuations. It is convenient, however, to formally allow k to range over all
non-zero values. This both simplifies manipulations, and permits direct com-
parisons to be made with Luttinger model results. An unrestricted summa-
tion with identical physical content is achieved by attaching a weight Λα(k)
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to each density fluctuation component ρrσ(k), with Λα(k) an even function
of k and satisfying
Λα(k) ≈
{
1 when |k| < α−1,
0 otherwise.
(3.26)
Summations over ρrσ(k) for |k| < α−1 are equivalent to unlimited summations
with a step-function weight Λα(k) = θ(α
−1 − |k|). In this case the Bose
representation for H0 reads
H0B =
vFπ
L
∑
r,σ
N2rσ + vF
∑
k 6=0
∑
σ
|k|b†kσbkσΛ2α(k) (3.27)
and Λα(k) acts as a cut-off function on bosonic density fluctuations.
Eq. (3.27) is rigorously correct when Λα(k) is the step-function cut-off;
with this choice of cut-off function, H0B reproduces exactly the commutation
relations Eq. (3.18) required by condition (i) above. However, the discontinu-
ity in the step-function cut-off implies a sharp limit on bosonic fluctuations.
As discussed in section 3.2.2, a sharp cut-off is unlikely. It is probable that
α marks instead a gradual crossover in the properties of the density fluctu-
ations. It is therefore useful to consider also some smooth (differentiable)
cut-off functions. Smooth cut-off functions may be better suited to describ-
ing the expected gradual crossover to non-bosonic behaviour in the density
fluctuations. As long as Eq. (3.26) is satisfied, the choice of smoother cut-
off functions will not affect the description, except for minor modifications
over length scales near the bosonic limit α. To investigate in detail the ef-
fects of using different cut-off functions, three representative choices will be
considered at various stages:
Step− function : Λα(k) = θ(α−1 − |k|) ,
Gaussian : Λα(k) = e
−α2k2/2 ,
Exponential : Λα(k) = e
−α|k|/2 . (3.28)
These choices all satisfy Eq. (3.26); the step-function cut-off exactly, and the
Gaussian and exponential cut-offs in the approximate sense. Choices other
than those in Eq. (3.28) are obviously possible.
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Representation in terms of Bose fields: It is conventional to write
Bose representations in terms of Bose fields relating to density and current
excitations (Haldane 1981, Voit 1994). Define charge and spin density fluc-
tuation components
ρr(k) =
∑
σ
ρrσ(k) , σr(k) =
∑
σ
σρrσ(k) , (3.29)
where σ = +1,−1 corresponding to σ =↑, ↓, respectively. These are the
right- and left-moving components of the operators which appear in a Fourier
expansion (cf. Eq. (3.2)) of the charge and spin density at x. Similarly define
charge and spin components for the number operators: Nρr =
∑
σNrσ and
Nσr =
∑
σ σNrσ. Now define hermitian Bose fields
φν(x) =
πx
L
(Nν+ +N
ν
−)− i
∑
k 6=0
π
kL
[ν+(k) + ν−(k)]Λα(k)eikx ,
θν(x) =
πx
L
(Nν+ −Nν−)− i
∑
k 6=0
π
kL
[ν+(k)− ν−(k)]Λα(k)eikx , (3.30)
where ν = ρ, σ labels charge and spin. The field φ relates to number excita-
tions, and the field θ to current excitations. The physical significance of the
Bose fields is as potentials. (1/π)∂xφρ(x) gives the excitation charge density
at x,
∑
rσ ρrσ(x)−Ne/L. Similarly, (1/π)∂xφσ(x) gives the spin density at x.
For the current fields, (1/π)∂xθρ(x) gives the average charge current density
at x,
∑
rσ rρrσ(x); while (1/π)∂xφθ(x) gives the average spin current density
at x. A third Bose field relating to momentum is defined on the basis of the
currents: Πν(x) = ∂xθν(x). Substitution Eqs. (3.30) in Eq. (3.27) gives
H0B =
vF
4π
∑
ν
∫
L
dx
{
Π2ν(x) + [∂xφν(x)]
2
}
. (3.31)
For a non-linear dispersion, recall that the commutator Eq. (3.18) has cor-
rections. In this case H0B contains further terms representing interactions
between the bosonic fluctuations (Haldane 1981). The further terms are weak
and relatively harmless; they disappear in a renormalization group transfor-
mation, although they may alter the velocities of the elementary excitations
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in interacting systems. See section 4.2.2 for an example in the 1D Hubbard
model.
3.3.2 Fermi field operators
On Hk0 , the real space electron destruction operator may be decomposed
into right- and left-moving components ψσ(x) =
∑
r ψrσ(x) where, following
Eq. (D.27),
ψrσ(x) = L
−1/2 ∑
kF−k0<rk<kF+k0
ckσ e
ikx . (3.32)
Due to the finite Fermi sea, the components ψrσ(x) do not satisfy simple
commutation relations with the bosonic density fluctuations:
[ρrσ(k), ψr′σ′(x)] = −δr,r′δσ,σ′e−ikxL−1/2
∑
kF−k0+rk<rk′<kF+k0+rk
ck′σ e
ik′x.(3.33)
The commutation relations simplify (to Luttinger model form, cf. Eq. (G.5))
only in the asymptotic limit of very long-wavelength fluctuations with respect
to k0:
[ρrσ(k), ψr′σ′(x)] = −δr,r′δσ,σ′e−ikxψrσ(x) for k/k0 → 0. (3.34)
Any Bose representation derived on the basis of this commutation relation
will be asymptotically exact, but will not have the same status as, for exam-
ple, H0B, which holds exactly within the subspace Hk0. An asymptotic Bose
representation for ψrσ(x) can be derived from Eq. (3.34) in the same manner
as in the Luttinger model (Haldane 1981). Define the ladder operator
U †rσ = L
−1/2
∫
L
dx e−irkFxe−iΦ
†
rσ(x)ψrσ(x)e
−iΦrσ(x) ,
Φrσ(x) = r
πx
L
Nrσ − ir
∑
rk>0
2π
kL
ρrσ(k)Λα(k)e
ikx . (3.35)
Using Eq. (3.12), the action of the ladder operator on ‘generalized’ ground-
states is given by
U †rσ|{Nr′σ′}〉 = L−1/2
∫
L
dx e−irkF xe−iΦ
†
rσ(x)ψrσ(x)e
−irπNrσx/L|{Nr′σ′}〉 .(3.36)
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Using Eq. (3.32) for the electron field operator ψrσ(x), and using
e−iyNrσψrσ(x) = ψrσ(x)e
−iy(Nrσ−1) (3.37)
for real numbers y, Eq. (3.36) may be written
U †rσ|{Nr′σ′}〉 = L−1
∫
L
dx
{∏
rk<0
(
1 +
∞∑
n=1
(−r2πρrσ(k)Λα(k)/kL)neinkx/n!
)}
×
∑
kF−k0<rk<kF+k0
ckσ e
i[k−r(kF+π(2Nrσ−1)/L)]x|{Nr′σ′}〉 (3.38)
where the product comes from expanding an exponential. It straightforward
to verify that the unit term is the only element from the product which gives
a non-zero contribution. Using Eq. (D.28), Eq. (3.38) reduces to
U †rσ|Nrσ, {Nrσ}〉 =
∑
kF−k0<rk<kF+k0
ckσ δk,r(kF+π(2Nrσ−1)/L)|Nrσ, {Nrσ}〉
= |Nrσ − 1, {Nrσ}〉 (3.39)
where rσ label the indices other than rσ. (Note that the derivation of the Lut-
tinger model analogue of Eq. (3.39) in Haldane (1981) is erroneous, although
the conclusion is correct.) Using the asymptotic commutation relation Eq.
(3.34), it is straightforward to verify that the ladder operators commute
with asymptotically long-wavelength density fluctuations: [ρrσ(k), U
†
r′σ′ ] = 0
for k/k0 → 0 but k 6= 0. If Eq. (3.35) is now inverted to solve for ψrσ(x),
there results the asymptotic Bose representation
ψrσB(x) = N (α)eir(kF+π/L)xeiΨrσ(x)U †rσ ,
Ψrσ(x) = r
2πxNrσ
L
− ir
∑
k 6=0
2π
kL
ρrσ(k)Λα(k)e
ikx
= {θρ(x) + rφρ(x) + σ[θσ(x) + rφσ(x)]}/2 , (3.40)
where the asymptotic normalization factor
N (α) = L−1/2 exp
{∑
k>0
π
kL
Λ2α(k)
}
. (3.41)
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The summation in Eq. (3.41) diverges to +∞ in the thermodynamic limit
(L → ∞ with Ne/L constant) for all choices of Λα(k) satisfying Eq. (3.26).
However, since N (α) contains a prefactor which goes to zero in this limit,
it is necessary to carry out the summation before taking the thermodynamic
limit in order to treat the entire term consistently. For the step-function cut-
off the summation may be evaluated analytically (Gradshteyn and Ryzhik
1965), and for finite L gives
N (α) =
√
γ/2πα+O(1/L) (3.42)
where γ = 1.781 · · · is Euler’s constant. Since the main contribution to the
summation in Eq. (3.41) comes from the region of small k, where Λα(k) is
always unity for cut-offs satisfying Eq. (3.26) (cf. also Eqs. (3.28)), it is clear
that N (α) will be bounded as L → ∞ for all permitted choices of cut-off
function. In fact from the closed form result for the step-function cut-off,
together with corrections introduced as smoother cut-offs satisfy Eq. (3.26)
only approximately, it is easily established that in the thermodynamic limit,
and for all permitted cut-off functions, the asymptotic normalization
N (α) ∝ 1/√α (3.43)
with the constant of proportionality depending on the particular form of
Λα(k).
The Bose representation for ψrσ(x) has been derived by inverting Eq.
(3.35) for the ladder operator U †rσ, and follows a similar derivation in the
Luttinger model (Haldane 1981). With respect to the two conditions given
at the beginning of this section on the properties to be satisfied by a Bose
representation, it is easily verified that ψσB(x) =
∑
r ψrσB(x) reproduces cor-
rectly the matrix elements between the states |{Nrσ}〉, and so condition (ii)
is satisfied. However, ψrσB(x) only satisfies the correct commutation rela-
tions with asymptotically long-wavelength density fluctuations ρrσ(k) with
k/k0 → 0, and so condition (i) is only partially satisfied: ψσB(x) will repro-
duce correctly the effects of destroying an electron at x only over separations
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which are asymptotically large with respect to 1/k0. This contrasts with the
Luttinger model result, Eq. (G.7), in which the analogous Bose representa-
tion is exact.
Since Bose representations preserve hermitian conjugation, the asymp-
totic Bose representation for the creation operator ψ†σ(x) is just the sum over
r of components conjugate to ψrσB(x):
ψ†rσB(x) = N (α)e−ir(kF−π/L)xe−iΨrσ(x)Urσ , (3.44)
where Eq. (3.37) has been used, and where Urσ adds an electron of spin σ to
a state near rkF , analogous to Eq. (3.39).
The effects of a non-linear dispersion on the Bose representation for Fermi
field operators is to add higher harmonics in kF ; with a non-linear dispersion,
the representations Eqs. (3.40) and (3.44) contain weaker higher harmonics
at 3kF , 5kF , and so on.
3.3.3 Operators bilinear in the Fermi fields
In the Luttinger model the Bose representations for the Fermi fields is
exact, and the representations for operators bilinear in the Fermi fields follows
directly from the single Fermi field Bose representation (cf. Appendix G). For
the realistic system the Bose representation for the single Fermi fields is only
asymptotically valid, and the representations for Fermi bilinears must be
derived on a case by case basis, according to the prescription given at the
beginning of this section.
On the subspace Hk0 , real space Fermi operator pairs may be written
ψ†σ(x)ψσ′(x
′) =
∑
r,r′
ψ†rσ(x)ψr′σ′(x
′) + δσ,σ′const. (3.45)
where the right- and left-moving components are defined in Eq. (3.32), and
where const. depends on x−x′ and on k0. For asymptotically long-wavelength
density fluctuations, the component pairs ψ†rσ(x)ψr′σ′(x
′) satisfy simple com-
mutation relations which are the product form of Eq. (3.34):
[ρrσ(k), ψ
†
r′σ′(x)ψr′′σ′′(x
′)] = (δr,r′δσ,σ′e−ikx − δr,r′′δσ,σ′′e−ikx′)ψ†r′σ′(x)ψr′′σ′′(x′)
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(3.46)
provided k/k0 → 0. It follows immediately that the asymptotic Bose repre-
sentation for ψ†rσ(x)ψr′σ′(x
′) will have the same functional form in the density
fluctuations as the product ψ†rσB(x)ψr′σ′B(x
′) of the single Fermi field repre-
sentations derived in section 3.3.2. The simple product form will reproduce
the commutation relations Eq. (3.46), and condition (i) is asymptotically
satisfied. It remains to satisfy condition (ii); to check that the correct ma-
trix elements between the states |{Nrσ}〉 are generated by the product form
with the normalization factor N 2(α) coming from the single Fermi field Bose
representations.
Off-diagonal bilinears: For off-diagonal bilinears, ψ†rσB(x)ψr′σ′B(x
′) in
which r 6= r′ and/or σ 6= σ′, it is easily verified that the correct matrix
elements are generated with the same normalization as in the single Fermi
field case. Thus,
ψ†rσ(x)ψr′σ′(x
′) = ψ†rσB(x)ψr′σ′B(x
′) (3.47)
provided r 6= r′ and/or σ 6= σ′. The Bose representation Eq. (3.47) will
reproduce correctly the effects of a backscattering interaction, or a spin-flip
interaction, but only over separations which are asymptotically large with
respect to 1/k0.
Asymptotic diagonal bilinears: For diagonal bilinears ψ†rσ(x)ψrσ(0),
in which r = r′ and σ = σ′, the situation is complicated by the existence of
a finite core of occupied states, and the normalization taken over from the
single Fermi field representations is not sufficient. To determine the correct
normalization in this case, note first that for diagonal bilinears the ladder
operators cancel out. It is then convenient to write the diagonal bilinear
representation in the form
ψ†rσ(x)ψrσ(0)B = N 2rx(α)e−irkFxe−iΨrσ(x)eiΨrσ(0) . (3.48)
(It is assumed that x 6= 0 for reasons to be made clear shortly.) Eq. (3.48)
preserves the functional form of the bosonic fluctuations in ψ†rσB(x)ψrσB(0),
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and thus satisfies the correct asymptotic commutation relations. Additional
functional dependences, which are required in the diagonal case, are included
in a generalized normalization factor N 2rx(α). In accordance with condition
(ii), this factor must be chosen so that
∑
r ψ
†
rσ(x)ψrσ(0)B reproduces correctly
the expectation values
〈{Nrσ}|ψ†σ(x)ψσ(0)|{Nrσ}〉 =
i
2πx
(
e−i(kF+2πN+σ/L)x − ei(kF+2πN−σ/L)x) .(3.49)
Some computation gives
〈{Nrσ}|ψ†rσ(x)ψrσ(0)B|{Nrσ}〉 =
N 2rx(α) e−ir(kF+2πNrσ/L)x exp
{∫∞
0
eirkx−1
k
Λ2α(k) dk
}
(3.50)
and the expectation values Eq. (3.49) will be correctly reproduced with the
choice
N 2rx(α) =
ir
2πx
exp
{∫ ∞
0
1− eirkx
k
Λ2α(k) dk
}
. (3.51)
The integral may be evaluated in closed form for the exponential and step-
function cut-offs. For the step-function cut-off the result is (Lebedev 1965)
N 2rx(α) =
γ
2πα
e−Ei(irx/α) , (3.52)
where the exponential integral
Ei(z) =
∫ z
−∞
et
t
dt . (3.53)
For the exponential cut-off function,
N 2rx(α) =
ir sign(x)
2πα
e−ir tan
−1(x/α)
√
1 + (α/x)2 , (3.54)
using Dwight (1961), p. 235.
In the Luttinger model, the diagonal bilinear Bose representations take
the same normalization factor as the off-diagonal product representations.
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The same is true here, but only in a limiting sense. To see this, note that
the bilinear Fermi fields ψ†rσ(x)ψrσ(0) which are diagonal in r and σ are re-
lated directly to density fluctuation components ρrσ(k) in a manner distinct
from the off-diagonal bilinears: The diagonal bilinear products destroy an
r-moving electron of spin σ at 0, and create it again at x. It follows im-
mediately that an accurate description of this process will require density
fluctuations ρrσ(k) with wavelengths 1/k ≈ x. The Bose representation Eq.
(3.48) is valid only for asymptotically long-wavelength density fluctuations
ρrσ(k) with k/k0 → 0, and will thus provide an accurate description only if
k0x→∞. In other words, the separation x appearing in the diagonal Fermi
bilinear ψ†rσ(x)ψrσ(0) is identical to the asymptotic separations over which the
Bose representation Eq. (3.48) is valid. It is important to emphasize that no
such identification is possible for the off-diagonal Fermi bilinears. Indeed the
backscattering and spin-flip interactions described by the off-diagonal Fermi
bilinears are generally short-range and often taken to be on-site: x → 0.
This has no relation to the asymptotic separations which are well-described
by the off-diagonal Bose representation Eq. (3.47). The asymptotic separa-
tion in this case is instead that of standard scattering theory, in which the
scattered particle is treated as free of the scattering potential at large dis-
tances: The off-diagonal Bose representation describes well the properties of
a backscattered or spin-flipped electron, but only at large distances from the
scattering centre.
Since ψ†rσ(x)ψrσ(0)B of Eq. (3.48) is accurate only for k0x → ∞, it is
useful to perform an asymptotic expansion for the normalization constants
N 2rx(α) using the small parameter 1/k0x. For weak interactions, for which
α < 1/k0, α/x≪ 1 is the appropriate expansion parameter. To second order
this gives
N 2rx(α) =
γ
2πα
(
1 +
irαeirx/α
x
)
Step− function,
N 2rx(α) =
1
2πα
(
1 +
irα
x
)
Exponential. (3.55)
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The general form for the expansions, valid for all permitted choices of cut-off
function, is
N 2rx(α) ∝
1
α
[1 +O(α/x)]. (3.56)
This follows from the closed form result for the step-function cut-off, together
with small corrections as other choices of cut-off function satisfy Eq. (3.26)
in the approximate sense. The constant of proportionality depends on the
particular form for Λα(k); it is γ/2π for the step-function cut-off, and 1/2π for
the exponential cut-off function. These constants coincide with those for the
off-diagonal Fermi product representations provided corrections of O(α/x)
are negligible. The Luttinger model achieves this for all non-zero x with the
unphysical choice (cf. Appendix G) of α→ 0. Of course the Luttinger model
then has to contend with a divergent leading term, which is also unphysical.
On-site diagonal bilinears: The derivation of the required Bose repre-
sentations for Fermi bilinears is almost complete. There remains one case not
covered above. That is, the representation of diagonal Fermi bilinears over
zero separation, or density operators ρrσ(x) = ψ
†
rσ(x)ψrσ(x). These already
have a Bose representation in their Fourier expansion (cf. Eq. (3.2)):
ρrσ(x) = L
−1∑
k
ρrσ(k)Λα(k) e
ikx . (3.57)
As for H0B, this Bose representation applies as an operator identity on the
entire subspace Hk0, and is distinguished from the other representations that
apply only asymptotically. Note that the commutation relations of the den-
sity operators with the density fluctuations are nothing like the operator-
valued asymptotic commutation relations Eq. (3.46). Instead, c-number com-
mutation relations are satisfied:
[ρrσ(k), ρrσ(x)] =
rk
2π
e−ikx (3.58)
for |k| < α−1 and using the step-function cut-off. The difference between the
commutation relations for the asymptotic and on-site diagonal bilinears is
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the formal manifestation of the physical arguments given above. There is no
analogous difference in the commutation relations for off-diagonal products
as the separation x is varied. Note that the Luttinger model generates a sim-
ilar difference between the Bose representation for ψ†rσ(x)ψrσ(0) when x 6= 0,
to that when x = 0. This is achieved through a non-trivial normal ordering
convention, and a prescription for the correct taking of limits (Haldane 1981)
(see also Appendix G). These manipulations, which appear bizarre from a
condensed matter perspective, are necessary in the Luttinger model, since
the representation must interpolate smoothly between x = 0 density oper-
ators, which satisfy c-number commutation relations, and x 6= 0 diagonal
bilinears which satisfy the operator-valued commutation relations Eq. (3.46)
exactly for all non-zero x. The Luttinger model manipulations do not have
a condensed matter analogue, but are clearly not a necessary prerequisite to
derive Bose representations.
To summarize results for the diagonal Fermi bilinears, the Bose repre-
sentation for
∑
r ψ
†
rσ(x)ψrσ(x
′) + const., which is the diagonal portion of Eq.
(3.45), is given by∑
r
N 2rx−x′(α)e−irkF (x−x
′)e−iΨrσ(x)eiΨrσ(x
′) (3.59)
for k0(x− x′)→∞, while for x = x′ it is given by
Ne
2L
+
1
2π
∂x[φρ(x) + σφσ(x)], (3.60)
where Eq. (3.57) has been rewritten in terms of Bose fields. The complete
Bose representation for ψ†σ(x)ψσ(x
′) is then obtained by adding elements (cf.
Eq. (3.47)) which are off-diagonal in r and r′.
For a non-linear dispersion, the Bose representations for the Fermi bilin-
ears contain weak contributions at higher multiples of 2kF ; at 4kF , 6kF , and
so on (Voit 1994). This is similar to the appearance of higher odd multiples of
kF in the Bose representation for the single Fermi fields discussed in section
3.3.2.
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3.4 Bosonizing Lattice Systems
In applications of bosonization to lattice systems, it is standard to first
take the continuum limit, and then to use results taken over from the Lut-
tinger model. This procedure is unnecessary, and has caused confusion re-
garding the interpretation of Luttinger model quantities in realistic lattice
systems. (See, for example, Emery (1979), where the continuum limit leads
to the identification of α with the lattice spacing a. This is discussed further
in section 4.1.3.) It is not necessary to take a continuum limit in order to use
bosonization: Bose representations follow from the two theorems of section
3.2, and these rely only on the structure of the 1D state space, as opposed to
any peculiarities of a continuum electron system.
Bosonization for lattice systems begins from fluctuation components ρrσ(k)
for the lattice:
ρ+σ(k) =
∑
0<k≤π/a
c†
k− k
2
σ
c
k+ k
2
σ
,
ρ−σ(k) =
∑
−π/a<k≤0
c†
k− k
2
σ
c
k+ k
2
σ
, (3.61)
which are the lattice equivalent of Eq. (3.4), with a the lattice spacing. (It
suffices here to consider only one band, and so the band index is suppressed.)
The right- and left-moving density fluctuation components add to give the
Fourier components in an expansion of the site number operator
njσ = c
†
jσcjσ
= N−1
∑
k∈FBZ
ρσ(k) e
ikja ,
ρσ(k) =
∑
r=±
ρrσ(k) , (3.62)
where N is the number of sites and FBZ denotes the first Brillouin zone.
For a band at or less than half-filling, n = Ne/N ≤ 1, it is straightforward
to verify that the theorems of section 3.2, Eqs. (3.7) and (3.17), go through
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for the lattice case exactly as for the continuum. For n > 1 there are trivial
modifications to the conditions of the theorems due to the Brillouin zone
boundaries at ±π/a.
The derivation of Bose representations for lattice electrons now proceeds
exactly as in section 3.3 for a continuum system. Bose fields are defined by
φν(j) =
πja
L
(Nν+ +N
ν
−)− i
∑
k 6=0
π
kL
[ν+(k) + ν−(k)]Λα(k)eikja,
θν(j) =
πja
L
(Nν+ −Nν−)− i
∑
k 6=0
π
kL
[ν+(k)− ν−(k)]Λα(k)eikja,
Πν(j) =
π
L
(Nν+ −Nν−) +
π
L
∑
k 6=0
[ν+(k)− ν−(k)]Λα(k)eikja
= ∂xθν(j), (3.63)
where ν = ρ, σ labels charge and spin, and where the charge and spin
density fluctuation components are defined as in Eqs. (3.29) for the con-
tinuum, but using Eqs. (3.61) for ρrσ(k). (∂xψν(j), ψ = φ, θ, is shorthand
for ∂xψν(x/a) evaluated at x = ja.) The number of electrons at j is given
by n + (a/π)∂xφρ(j), and the spin at j is given by (a/π)∂xφσ(j). Similarly,
the average ν currents at j are given by (a/π)Πν(j).
Analogous to the derivation of Eq. (3.31), the non-interacting hamiltonian
for the lattice system with nearest neighbour hopping,
H0 = −t
∑
j,σ
(
c†jσcj+1σ + h.c.
)
, (3.64)
has the Bose representation
H0B =
vFa
4π
∑
ν,j
{
Π2ν(j) + [∂xφν(j)]
2
}
, (3.65)
to an additive constant depending on n, and where the nearest neighbour
dispersion Eq. (E.6) has been linearized about the Fermi points as in Eq.
(3.6). The Fermi velocity is given by
vF = −2t d cos(ka)
dk
∣∣∣∣
k=kF
= 2at sin(πn/2) . (3.66)
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Bose representations for the Fermi bilinears c†jσclσ′ =
∑
r,r′ c
†
rjσcr′lσ′ +
δσ,σ′const. may be constructed from the single site operator Bose representa-
tion
crjσB =
√
Aa
2α
eir(kF+π/L)ja eiΨrσ(j) U †rσ ,
Ψrσ(j) = {θρ(j) + rφρ(j) + σ[θσ(j) + rφσ(j)]}/2 , (3.67)
where U †rσ removes an electron of spin σ in a state near rkF , and com-
mutes with asymptotically long-wavelength density fluctuations ρrσ(k), ex-
actly analogous to the continuum case (cf. Eq. (3.35) and sequel). It is
convenient for later purposes to write the normalization constant for the
lattice system in the form shown, where A is a dimensionless constant de-
pending on the cut-off function Λα(k). For example, A = γ/π ≈ 0.5 for
the step-function cut-off. The representation Eq. (3.67) for crjσ reproduces
the correct commutation relations only with asymptotically long-wavelength
fluctuations ρrσ(k), and the normalization constant is correct only to lead-
ing order in α/(j − l)a for asymptotic diagonal Fermi bilinears, as in the
continuum case (cf. Eqs. (3.55)).
The Bose representation for the diagonal on-site bilinears, i.e. the number
operators, may be obtained directly from their Fourier expansion Eq. (3.62):∑
r
c†rjσcrjσB =
a
2π
∂x[φρ(j) + σφσ(j)] (3.68)
to an additive constant depending on n. As for H0B, and in contrast to crjσB,
this representation is exact.
4 Features of the Bosonization
The bosonization formalism derived in the previous chapter is self-contained,
and within clearly stated limits it provides a rigorous alternative description
for 1D electrons. It may be applied immediately in a variety of interacting 1D
many-electron systems. The formalism is applied to the 1D Hubbard model
in section 4.2 for later use in 7.2. In chapter 5, the 1D Kondo lattice model is
solved using (this Abelian) bosonization. The non-Abelian extension of this
bosonization is given in Appendix F.
Before proceeding to applications, it is useful to compare the formalism
of chapter 3 with the standard Luttinger model bosonization. The standard
derivation of Bose representations, given in Appendix G, begins from a Lut-
tinger model approximation, which replaces the finite Fermi sea of the system
of interest with two infinite Dirac seas. In chapter 3 this approximation was
avoided, and Bose representations were derived beginning from the original
realistic system with a finite Fermi sea. The resulting Bose representations,
although familiar, are in several respects different from the corresponding
Luttinger model representations. The new features are:
(i) An interpretation for α in realistic systems. The length α measures
the minimum wavelength for density fluctuations which satisfy bosonic com-
mutation relations. α depends in the general case on the number of electrons
through kF , and on the interactions through the bandwidth cut-off k0. While
α→ 0 in the Luttinger model, α & O(kF )−1 in a realistic system. Common
interpretations for α are that it is ‘something like’ the lattice spacing (Emery
1979), or that α−1 is the effective bandwidth (in momentum units) (Luther
and Peschel 1974). α as the minimum bosonic wavelength includes these in-
terpretations as special cases in models where they are correct. In particular,
there is some justification for these interpretations in one-component systems
with standard electron-electron interactions. This may be established by a
direct comparison with results obtained by other methods (So´lyom 1979).
However, the interpretation of α given here is more general, and applies for
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more complex systems and interactions. In particular, it applies for two-
component systems such as the Kondo lattice model, in which compelling
evidence for rejecting the standard interpretations is presented in chapters 5
and 6.
(ii) α is kept finite in a consistent manner throughout the bosonization
formalism. As well as requiring a finite α in the normalization factors, it is
also required that α be kept finite in the Bose field commutators. The first
of these requirements has long been known, for otherwise the normalization
factors diverge. This divergence is responsible, for example, for the infinite
spin gap in the attractive backscattering 1D electron gas (Luther and Emery
1974). The second requirement, of keeping α finite in the Bose field com-
mutators, has previously been neglected. It is a missing element in the ad
hoc mappings from the Luttinger model back to realistic systems. A correct
treatment of the Bose field commutators is an essential formal aspect in the
bosonization description of the ground-state phases of the 1D Kondo lattice.
(iii) Bose representations for various Fermi operators do not have the same
ranges of validity. In particular, the representations for the non-interacting
hamiltonian H0 and the density operators ρrσ(x) are operator identities in
the subspace Hk0 defined by the bandwidth cut-off k0. Representations for
Fermi field operators ψrσ(x) are only valid for asymptotically long-wavelength
fluctuations with respect to 1/k0. This holds also for the representations
of the off-diagonal Fermi bilinears ψ†rσ(x)ψr′σ′(x
′), in which r 6= r′ and/or
σ 6= σ′. The Bose representation for the diagonal bilinears ψ†rσ(x)ψrσ(0) when
x 6= 0 is similarly only asymptotically valid, and will provide an accurate
description only when k0x → ∞. These differences are not apparent in the
Luttinger model, in which all representations are exact.
Section 4.1 considers these differences in more detail, and on a more for-
mal level. Section 4.1.1 discusses normalization constants, and compares
the standard Luttinger model constants with those of chapter 3. Section
4.1.2 calculates the Bose field commutators for a realistic system, and shows
how the Luttinger model commutators may be reobtained as a limiting case.
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Section 4.1.3 considers the interpretation of α, and gives a critique of previ-
ous interpretations, together with their relationship to the interpretation of
chapter 3.
Anticipating the qualitatively different results which are obtained for the
Kondo lattice using the bosonization formalism of chapter 3, as opposed
to the Luttinger model bosonization, it is useful to consider an application
to a simple one-component system. Section 4.2 considers the bosonization
solution of the 1D Hubbard model, for later use in 7.2. This is a standard
application of bosonization, and there are only minor differences between the
results obtained using the different Bose representations. However, no quali-
tatively new behaviour is obtained by using the formalism of chapter 3. The
reason for this is because the Hubbard model is a simple single-component
system; being one-component, the minimum physically meaningful length
scale in the system is the average inter-component (i.e. inter-electron) spac-
ing.† Further, the Hubbard model is simple in the sense that the density
fluctuations are qualitatively bosonic down to the order of the inter-electron
spacing: Tomonaga’s theorem Eq. (3.7) holds in a qualitative sense well be-
yond its rigorous bound. This is established by comparison with the exact
Bethe ansatz solution at strong-coupling (cf. section 4.2.2). Thus, in the
Hubbard model, α acts as a short-distance cut-off, much as in field theory,
and delimits the minimum length scale in the system. In this case α may be
made arbitrarily small, as in the Luttinger model, without overlooking any
important physical processes.
The bosonization solution of the 1D Hubbard model is considered in sec-
tion 4.2. The Hubbard model is diagonalized in section 4.2.1, and the ele-
mentary charge and spin excitations are exhibited. These results will also be
useful in chapter 5, when repulsive interactions are introduced between the
conduction electrons in the Kondo lattice. In section 4.2.2, the bosonization
solution of the 1D Hubbard model is compared with the exact Bethe ansatz
†The standard Hubbard model, as considered here, does not contain impurities or other
lattice imperfections that may act to localize the electrons below this scale.
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solution. Perhaps surprisingly, it is found that bosonization gives a qual-
itatively complete description of the low-energy properties of the Hubbard
model even for strong couplings U/t≫ 1.
4.1 Comparisons with Luttinger Model Re-
sults
4.1.1 Normalization constants
In the Luttinger model there is a single (divergent) normalization factor
NL attached to the Bose representation for each Fermi field (cf. Eq. (G.7)):
NL = lim
α→0
1√
2πα
. (4.1)
In the Bose representation for realistic systems, in which α measures the min-
imum wavelength for bosonic density fluctuations, there are two independent
normalization factors. For the single Fermi fields the normalization is
N (α) = L−1/2 exp
{∑
k>0
π
kL
Λ2α(k)
}
∝ 1√
α
, (4.2)
(cf. Eqs. (3.41) and (3.43)), where the constant of proportionality depends
on the choice of cut-off function Λα(k). For example, the constant is 1/
√
2π
for the exponential cut-off function Λα(k) = exp(−α|k|/2), and is
√
γ/2π,
γ = 1.78 · · · for the step-function cut-off Λα(k) = θ(α−1 − |k|). The square
of Eq. (4.2) is also the normalization factor for off-diagonal Fermi bilinears
ψ†rσ(x)ψr′σ′(x
′) in which r 6= r′ and/or σ 6= σ′ (cf. Eq. (3.47)). In Bose
representations for realistic systems there is a second normalization for the
asymptotic diagonal bilinears ψ†rσ(x)ψrσ(0) where x is large compared with
α;
N 2rx(α) =
ir
2πx
exp
{∫ ∞
0
1− eirkx
k
Λ2α(k) dk
}
∝ 1
α
[
1 +O
(α
x
)]
, (4.3)
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(cf. Eqs. (3.51) and (3.56)). The constant of proportionality in Eq. (4.3)
again depends on the cut-off function, and coincides with the square of the
constant in Eq. (4.2) (cf. Eq. (3.55)). Three points are worth noting:
(i) The two normalizations for the realistic system are consistent with
the single Luttinger model normalization only when α→ 0. The unphysical
choice for α decouples the normalization constant for the asymptotic diagonal
Fermi bilinears by quenching terms of order 1/x for all x 6= 0. The diagonal
Fermi bilinears may then be expressed as a straightforward product of single
Fermi field Bose representations, as for the off-diagonal products.
(ii) The constants of proportionality in the normalizations for the realistic
system depend on the form of the cut-off function Λα(k) near the bosonic
limit α. For example, for the step-function cut-off the constant is
√
γ/2π, γ =
1.78 · · ·, independent of the value of α. The factor 1/√2π in the Luttinger
model factor NL comes from the conventional choice of an exponential cut-
off function, whose status in that model is as a formal device introduced by
hand to remove divergences (Haldane 1981).
(iii) The normalizations relate to the description of the electrons in terms
of bosons; they normalize the Fermi fields only over length scales > α which
are described by bosonic fluctuations. The Luttinger model obscures this
somewhat by having bosonic fluctuations over all length scales. Here it is
manifest, in Eq. (4.2) for example, in which the true Fermi field normalization
L−1/2 is increased by a factor depending on the cut-off function Λα(k).
4.1.2 Bose field commutators
Since the Luttinger model normalization diverges, it has long been re-
alised that α needs reinterpreting when 1/α appears in the final result of a
calculation for a realistic system. The reinterpretation of α is not carried out
in a consistent way. Specifically, α is taken to be vanishingly small through-
out a calculation, which is necessary in the Luttinger model in order to obtain
the correct form for the density operators ρrσ(x) (cf. Eq. (G.9)) for example,
but then α is kept finite in certain (α → 0 divergent) terms because the
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Cut-off function [φν(x), θν(0)]/2i i[φν(x),Πν(0)]/2
Step-function: θ(α−1 − |k|) sign(x)Si(|x|/α) sin(x/α)
x
Gaussian: e−α
2k2/2 π
2
erf(x/2α)
√
π
2α
e−(x/2α)
2
Exponential: e−α|k|/2 tan−1(x/α) α
α2+x2
Luttinger model sign(x)π/2 πδ(x)
Table 4.1: Bose field commutators for different choices of the cut-off
function Λα(k). Si is the sine integral (Lebedev 1965) and erf is the
error function (Dwight 1961). Luttinger model results (correspond-
ing to the exponential cut-off with α → 0) are given for comparison.
Commutators are plotted in Figs. 6 and 4.2.
limiting result is manifestly non-physical. The derivation given in chapter 3
of Bose representations for realistic systems permits α to be be kept finite
in a consistent manner throughout the bosonization formalism. This reveals
that there are missing elements in the mapping from the Luttinger model
back to the realistic system; it is not sufficient solely to keep α finite in the
α→ 0 divergent terms.
The missing elements are conveniently summarized by considering the
Bose field commutators. The Bose fields φν(x) and θν(x), where ν = ρ, σ
labels charge and spin, have been introduced for convenience, and follow
common usage in the Luttinger model (Voit 1994). The central difference of
the Bose fields used here to their Luttinger model counterparts is the (finite)
cut-off function Λα(k) on bosonic fluctuations. This has a significant effect
on the short-distance behaviour of the Bose field commutators.
To evaluate the Bose field commutators, note that onHk0 , and for |k|, |k′| <
α−1, Eqs. (3.7) and (3.29) give
[νr(k), ν
′
r′(k
′)] = δν,ν′ δr,r′ δk,−k′
rkL
π
. (4.4)
Hence
[ν+(k)± ν−(k), ν ′+(k′)± ν ′−(k′)] = 0 , (4.5)
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and
[ν+(k)± ν−(k), ν ′+(k′)∓ ν ′−(k′)] = δν,ν′ δk,−k′
2kL
π
. (4.6)
Since [Nrσ, ρr′σ′(k)] = 0 for all |k| < α−1 (cf. Eq. (3.7)), it follows immediately
from Eqs. (4.5) and (4.6) that all the commutators between the Bose fields
φν(x), θν(x) and Πν(x) will vanish except for
[φν(x), θν(x
′)] =
∑
k 6=0
2π
kL
Λ2α(k) e
ik(x−x′) , (4.7)
and
[φν(x),Πν(x
′)] = −i2π
L
∑
k 6=0
Λ2α(k) e
ik(x−x′) . (4.8)
For later reference, note the relation
[∂xφν(x), θν′(x
′)] = −[φν(x),Πν′(x′)] . (4.9)
In the thermodynamic limit, Eq. (D.5) may be used to convert the sums in
Eqs. (4.7) and (4.8) to integrals, giving
[φν(x), θν′(0)] = 2i δν,ν′
∫ ∞
0
dk
sin(kx)
k
Λ2α(k) , (4.10)
and
[φν(x),Πν′(0)] = −2iδν,ν′
∫ ∞
0
dk cos(kx)Λ2α(k) . (4.11)
Using Dwight (1961), the integrals in Eqs. (4.10) and (4.11) may be evaluated
in closed form for the three cut-off functions of Eq. (3.28). The results
are listed in Table 3.1, and are plotted in Fig. 6 for [φν(x), θν(0)] and in
Fig. 7 for [φν(x),Πν(0)]. It is clear that the commutators coincide with the
Luttinger model forms for each choice of (continuous) cut-off function for x &
α, but are smoothed over shorter distances. With the realistic bosonization,
the system is described by bosonic density fluctuations over lengths beyond
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O(α). The smoothing of the commutators below O(α) is governed by the
form of the cut-off function, and reflects the minimum length which can be
described by bosonic density fluctuations: [φν(x),Πν(0)], which has canonical
δ-function form in the Luttinger model, remains non-zero for a finite range
of x, and signifies that the Bose fields do not distinguish separations below
this range.
A note is in order on the commutators for the step-function cut-off. At
short-distances x . α, the commutators show the same behaviour as the
smoother cut-off functions, but have a slowly damped oscillatory behaviour
for x & α, which is not shared by the smoother cut-offs. The oscillations are
due to the discontinuity of the step-function cut-off at α−1. For example, the
commutator [φν(x),Πν(0)] has the form of the amplitude function for Fraun-
hofer diffraction from a single slit of ‘width’ α−1. The diffraction pattern is
due to the hardness of the slit edges, which generate coherent interference
between ‘wavelets’ ρrσ(k). As discussed in section 3.2.2, in particular in the
extension of Tomonaga’s result Eq. (3.7) to slightly shorter wavelength fluc-
tuations, an abrupt cut-off on bosonic density fluctuations is unlikely. The
monotonic commutators due to continuous cut-off functions, which share the
same features as the Luttinger model commutators for x≫ α, will be present
in real systems in general.
The lattice Bose fields φν(j), θν(j), and Πν(j) were defined in Eqs. (3.63)
analogous to their continuum counterparts. The results above on the contin-
uum Bose field commutators are easily verified to carry over directly to the
lattice case, with the trivial modification x→ ja.
4.1.3 Common interpretations of α
There are two interpretations of α in common use: (a) α−1 is interpreted
as the bandwidth (in momentum units) (Luther and Peschel 1974), and (ii)
α is interpreted as ‘something like’ the lattice spacing a of an underlying lat-
tice model (Emery 1979). These interpretations seem to be at least partially
correct in some one-component systems, which can be established by direct
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comparison with results obtained by other methods, such as the renormaliza-
tion group, direct diagram summation, and the exact Bethe ansatz solution.
The interpretation of α−1 as the bandwidth in momentum units (i.e.
α−1 = k0) was proposed by Luther and Peschel (1974). They noticed
that the non-interacting expectation value 〈0|ψ†σ(x)ψσ(0)|0〉, x 6= 0, is re-
produced correctly using the Luttinger model Bose representation with a
finite α, provided only that the (constant) density of states is altered to give∑
k → (L/2π)
∫
dk e−α|k−kF |. In other words, they focus on α as it appears
in the non-interacting Hamiltonian, and where it acts as a type of bandwidth
cut-off. Luther and Peschel’s interpretation is partially supported by other
calculations. In the attractive 1D backscattering electron gas, a comparison
between the charge-density response function obtained by bosonization, and
that obtained by renormalization group methods, gives α−1 = k0 to leading
logarithmic order (So´lyom 1979). This is plausible in terms of the interpre-
tation of chapter 3, since on Hk0 the electrons are spread over a spatial range
≈ 1/k0, and thus α−1 & 1/k0 for a complete description by bosonization
(cf. section 3.2.3). However, the comparison with the renormalization group
results indicates problems with Luther and Peschel’s interpretation already
in the next-to-leading logarithmic contributions.
Following this early attempt, and the problems with it, a series of papers
appeared around the late 1970’s which attempted to clarify the status of α
(So´lyom 1979, Apostol 1983). The results of this work were inconclusive, due
in the main to a focus on relating α to traditional cut-offs in the 1D electron
liquid. The problem is that α is not a cut-off in any of the usual senses;
α−1 acts as a bandwidth cut-off only in the non-interacting hamiltonian. In
the Bose representation of the interaction term in the Tomonaga-Luttinger
model, by contrast, α−1 acts as a momentum transfer cut-off. (An exam-
ple of this is given in section 4.2.1, when the Hubbard model interaction is
bosonized.) The only conclusion to be drawn is that α cannot unambiguously
be identified with any of the conventional cut-offs, but acts in place of both
of them (So´lyom 1979). This is understood immediately when α is identified
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as the minimum bosonic wavelength, and if it is assumed that bosonization
provides a complete description.
A different approach to interpreting α is due to Emery (1979). Emery’s
view, which now has wide currency, is that α is ‘something like’ the lattice
spacing a of an underlying lattice model. Emery arrives at this conclusion by
taking the continuum limit of a lattice model, and then bosonizing. He then
identifies the length α, which comes from the bosonization, with the lattice
spacing a. It is useful first to comment on Emery’s argument, and then to
assess the validity of the interpretation.
Emery’s argument (Emery 1979) using the continuum limit of a lattice
model is spurious. It is not necessary to take the continuum limit of a lattice
model in order to apply bosonization. Rather, bosonization follows from the
structure of the many-particle 1D state space, and Bose representations may
be derived, as in section 3.4, beginning from a basis of Bloch states. In this
case, α is again identical to the minimum wavelength for bosonic density
fluctuations. Notwithstanding this, it has become commonplace to simply
write α = a in bosonization formulae for continuum systems. This confuses
the limit α→ 0, which comes from the Luttinger model, with the continuum
limit a→ 0. The limits are physically distinct, and both are unnecessary from
the point of view of bosonization. A clearer approach would be to bosonize
the lattice system directly, in which case the normalization constants are
∝ a/α (cf. Eq. (3.67)).
Emery’s interpretation makes sense if it assumed that (i) density fluc-
tuations remain bosonic down to wavelengths of the order of the average
inter-particle spacing, i.e. well beyond the rigorous bound prescribed by Eq.
(3.7), and (ii) the system is one-component, so that the average inter-particle
spacing is the smallest length scale in the system. With these assumptions,
Emery’s interpretation is essentially correct; α in this case acts as a harmless
short-distance cut-off, and it is reasonable to take this cut-off at the lattice
spacing of an underlying lattice model. Assumption (i) is qualitatively cor-
rect at least in some systems. This is shown for the 1D Hubbard model in
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section 4.2.2 by comparison with results from the exact Bethe ansatz solu-
tion. However, Emery’s interpretation fails if assumption (ii) is not met;
while density fluctuations may remain at least qualitatively bosonic down to
wavelengths of the order of the inter-particle spacing, this may not be the
minimum length scale in a two-component system. An example of this is the
1D Kondo lattice at partial conduction band filling.
4.2 The 1D Hubbard Model via Bosonization
The Hubbard model is a single-band model of electrons on a lattice, and
in 1D has the hamiltonian
HHub = −t
∑
j,σ
(
c†jσcj+1σ + h.c.
)
+ U
∑
j
nj↑nj↓ , (4.12)
where the nearest neighbour hopping t > 0, and the Hubbard interaction
U > 0 is repulsive. The Hubbard model was introduced in 1963 to de-
scribe 3d-electrons in transition metals (Hubbard 1963, Gutzwiller 1963),
and has since been studied intensively as it is one of the simplest models
for strongly correlated electrons on a lattice †. HHub is derived in section
E.2 (cf. Eq. (E.13)) for tightly bound electrons, whose Wannier wavefunc-
tions are strongly localized at their lattice sites. As discussed earlier, the 1D
Hubbard model is a simple single-component system, and as such it allows
a straight forward bosonization solution (see, eg, Emery (1979), Haldane
(1981), Fradkin (1991), Schulz (1991) and Shankar (1995), for a finite tem-
perature bosonization see, Bowen and Gula´csi (2001)). Here a bosonization
based on chapter 3 is implemented, for further use in section 7.2.
4.2.1 Bosonization solution
To use bosonization to solve the Hubbard model, it is convenient first to
rewrite the Hubbard interaction in terms of density fluctuation operators.
†A brief overview of the strongly correlated electron systems in given in Appendix A.
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Using Eqs. (D.30) and (D.31),
VHub = U
∑
j
nj↑nj↓
=
U
2N
∑
q,q′,k,k′∈FBZ
∑
G,σ
c†kσck+qσc
†
k′−σck′+q′−σ δ−q′,q+G
=
U
2N
∑
q,q′
∑
G,σ
ρσ(q)ρ−σ(q′) δ−q′,q+G . (4.13)
The second form here is the lattice equivalent of Eq. (E.8), but includes
a summation over reciprocal lattice vectors G = 2πm/a, m an integer, to
account for Umklapp scattering. (Crystal momenta which differ by a recip-
rocal lattice vector are equivalent.) The third form in Eqs. (4.13) uses the
definition Eq. (3.62) of density fluctuation operators for the lattice.
To bosonize the Hubbard interaction, that is to write VHub in terms of
density fluctuation components which satisfy the bosonic algebra Eq. (3.7),
it is necessary to assume that for small enough U the ground-state lies within
a subspace Hk0 defined with a bandwidth cut-off k0 as described in section
3.1. This is expected quite generally since having a macroscopic population of
electrons in excited states far from the Fermi surface is energetically expensive
due to the dispersion ε(k). Thus, when the kinetic energy is large compared
with the interaction energy, only those states close to the Fermi surface are
expected to be affected. The particle-hole excitations represented by the den-
sity fluctuations in VHub then fall into three categories. (i) Small momentum
transfer or forward scattering bosonic excitations ρσ(q) with q < α
−1 (and
k0 < α
−1). These are the only density fluctuations which will be considered in
VHub in this section. (In this case the continuum limit of the Hubbard model
coincides with the Tomonaga-Luttinger model, or equivalently with the g-
ology model with only g2 and g4 processes included (So´lyom 1979).) There
are two remaining classes of density fluctuation processes in VHub which are
consistent with existence in the subspace Hk0; (ii) 2kF momentum transfer
or backscattering particle-hole excitations ρσ(q) with |q| ≈ 2kF . These cor-
respond to the excitation of an electron from one Fermi point to the opposite
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Fermi point. Backscattering processes may be written in terms of bosonic
fluctuations indirectly, by using the Fermi site operator Bose representation
Eq. (3.67) for each Fermi operator in ρσ(k) separately. Backscattering is ne-
glected in the bosonization solution of the Hubbard model because for U > 0
it is irrelevant in the description of the long-wavelength properties. This is
established by scaling the effective bandwidth 2vFk0 to smaller values, which
corresponds to an equivalent system at long-wavelengths. Under the scaling,
the effective backscattering interaction coupling scales to zero for all posi-
tive initial couplings U . (The details of the scaling procedure are reviewed
by So´lyom (1979).) (iii) The third category of particle-hole excitations is
Umklapp scattering. When the electron density or filling n = Ne/N satisfies
n = 1 (called half-filling), Umklapp processes involving a momentum transfer
of 4kF are permitted within Hk0, because 4kF = 2π/a is a reciprocal lattice
vector, and falls in the equivalence class of zero crystal momentum. By ig-
noring Umklapp scattering, it is thus assumed that the filling is away from
half. The effects of Umklapp scattering at half-filling are formally similar to
the effects of attractive backscattering. However, instead of a spin gap, the
Umklapp processes open a charge gap, and the half-filled Hubbard model is
insulating (Emery, Luther and Peschel 1976).
The Hubbard interaction Eq. (4.13), including only bosonic density fluc-
tuations representing forward scattering, is given by
VHub =
U
2N
∑
|q|<α−1
∑
σ
ρσ(q)ρ−σ(−q)
=
U
4N
∑
|q|<α−1
[ρ(q)ρ(−q)− σ(q)σ(−q)] , (4.14)
where the charge and spin density fluctuation operators are defined by
ρ(k) =
∑
σ
ρσ(k) , σ(k) =
∑
σ
σρσ(k) . (4.15)
analogous to Eqs. (3.29) for the continuum. This way of writing VHub cor-
responds to choosing the hard cut-off Λα(q) = θ(α
−1 − |q|) on the density
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fluctuations, similar to Eq. (3.25). As in chapter 3, it is useful to consider
more general Λα(q).
To solve the Hubbard model it is convenient and instructive to cast the
hamiltonian in the form of true bosonic operators, instead of using the density
fluctuations ρrσ(q) either directly, or through the Bose fields introduced in
chapter 3. (The formulation in terms of Bose fields is used extensively in the
Kondo lattice in chapter 5.) The charge and spin bosons corresponding to
the right- and left-moving components of ρ(q) and σ(q) are defined as
Cq =

√
π
|q|L ρ+(q) , 0 < q < α
−1 ,√
π
|q|L ρ−(q) , −α−1 < q < 0 ,
Sq =

√
π
|q|L σ+(q) , 0 < q < α
−1 ,√
π
|q|L σ−(q) , −α−1 < q < 0 ,
(4.16)
which is similar to Eq. (3.10) for the bosons bkσ. Cq and Sq satisfy canonical
Bose commutation relations as in Eq. (3.11), and the mixed commutators
containing both a Cq and an Sq′ operator (or their conjugates) all vanish. In
terms of these operators the Hubbard hamiltonian takes the form
HHub =
∑
q>0
qΛ2α(q)
{
vF
[
C†qCq + C
†
−qC−q + S
†
qSq + S
†
−qS−q
]
+ (Ua/2π)
×
[
C†qCq + C
†
−qC−q + C
†
qC
†
−q + CqC−q − S†qSq − S†−qS−q − S†qS†−q − SqS−q
]}
,
(4.17)
to an additive constant depending on the total number of electrons. Eq.
(4.14) has been used to write the interaction term in Eq. (4.17). The bosonized
hopping term in Eq. (4.17) has been written using Eq. (3.65) (cf. also the
lattice equivalent of Eq. (3.27)), and the dispersion has been linearized about
the Fermi points with the Fermi velocity vF given by Eq. (3.66). The number
operators Nrσ have been neglected in bosonizing the hopping term, which is
valid in the thermodynamic limit: The number operators come with pref-
actors 1/L (cf. Eq. (3.27)), and their effect vanishes in the absence of an
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applied magnetic field. (A similar conclusion holds for the fermionic ladder
operators Urσ (Voit 1994)).
The bosonized 1D Hubbard hamiltonian is a bilinear form in bosons, and
may be diagonalized using standard methods. A straightforward coordinate
transformation may be used, as in reference (Mahan 1990). Equivalently, and
in a more useful form for the calculation of physical quantities, a Bogoliubov
unitary transformation can be used. Consider applying the transformation
exp(W ) where
W = Wρ +Wσ ,
Wρ = λρ
∑
0<q<α−1
(
CqC−q − C†−qC†q
)
,
Wσ = λσ
∑
0<q<α−1
(
SqS−q − S†−qS†q
)
, (4.18)
where the real numbers λν , ν = ρ, σ, are chosen so that the transformed
hamiltonian is diagonal. For real λν , W
† = −W is anti-hermitian, and the
transformation exp(W ) is unitary. Transformed operators O˜ = e−WOeW
may be calculated using the standard commutator expansion †
O˜ = O +
1
1!
[O,W ] +
1
2!
[[O,W ],W ] +
1
3!
[[[O,W ],W ],W ] + · · · . (4.19)
Using the bosonic commutation relations for Cq and Sq when |q| < α−1, it
follows that
C˜q = Cq
(
1 +
λ2ρ
2!
+
λ4ρ
4!
+ · · ·
)
− C†−q
(
λρ +
λ3ρ
3!
+
λ5ρ
5!
+ · · ·
)
= cosh(λρ)Cq − sinh(λρ)C†−q , (4.20)
and similarly for S˜q, with λρ replaced by λσ. Substituting the transformed
operators into the hamiltonian Eq. (4.17) yields the transformed bosonized
Hubbard model. This contains diagonal terms C†qCq and S
†
qSq, together with
†For more details on the canonical transformations in general, see section 1.2.3, includ-
ing Appendix C, and section 5.1.2.
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off-diagonal terms C†qC
†
−q, S
†
qS
†
−q, and their conjugates. The off-diagonal
terms cancel identically provided λρ and λσ satisfy
tanh(2λρ) = [1 + (2πvF/Ua)]
−1 ,
tanh(2λσ) = [1− (2πvF/Ua)]−1 . (4.21)
With these values, the transformed Hubbard hamiltonian reads
H˜Hub =
∑
q 6=0
|q|Λ2α(q)
(
vρC
†
qCq + vσS
†
qSq
)
, (4.22)
to an additive constant, where the charge and spin velocities are
vρ = vF
√
1 +
Ua
πvF
, vσ = vF
√
1− Ua
πvF
. (4.23)
From the diagonal form of the transformed hamiltonian Eq. (4.22), it is clear
that the low-energy excitations of the Hubbard model are long-wavelength
oscillations of the charge and spin density. The excitations satisfy Bose
statistics, and the different oscillations move with different velocities. This
is an example of spin-charge separation, though note that corrections due
to a non-linear dispersion introduce a coupling between the bosonic modes
(Matveenko and Brazovskii 1994).
4.2.2 Comparison with the exact Bethe ansatz solution
The 1D Hubbard model was solved exactly by Lieb and Wu (1968) using
the Bethe ansatz. The ansatz, which was used initially by Bethe (1931)
for a Heisenberg chain of interacting spins, postulates an asymptotic form
for the two-particle scattering wavefunction, which turns out to be exact at
all separations in 1D systems. The 1D Hubbard model thus provides an
important testing ground for the results of bosonization, as the results by
bosonization may be compared with the exact solution.
The fact that the 1D Hubbard model has been solved exactly does not
reduce the bosonization solution to an academic exercise. The complexity of
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the Bethe ansatz solution limits its practical use in calculating low-energy
properties. It can be used to calculate the ground-state energy, excitation
spectrum, and some thermodynamic properties. However, the complexity
of the ground-state wavefunction has so far prevented any calculation of
correlation functions, at least at finite parameter values †. Bosonization
is useful in filling this gap; a tractable method for calculating correlation
functions is to use Bose representations.
To compare the bosonization solution with the exact solution, it is conve-
nient to focus on the low-energy excitations, for which both solutions make
clear predictions. (In the following the filling n < 1 is assumed. For a com-
parison of the bosonization results with the Bethe ansatz solution for the half
filled band, see Gula´csi and Bedell (1994).) At low-energy the Bethe ansatz
solution gives two elementary excitations for the 1D Hubbard model; holons
and spinons. The holons carry charge but not spin, while the spinons possess
spin but do not carry charge. In limiting cases the elementary excitations
have the dispersion
εh(k) =
{
4t cos[ka/2]− 2t cos[kFa] when U/t≪ 1 ,
2t cos[ka] when U/t≫ 1 , (4.24)
for the holons, and
εs(k) =
{
2t(cos[ka]− cos[kFa]) when U/t≪ 1 ,
(2πt2/U)
(
n− sin[2πn]
2π
)
cos[ka/n] when U/t≫ 1 , (4.25)
for the spinons.
The holons and spinons are related to the charge and spin boson ex-
citations, respectively, in the bosonization solution Eq. (4.22). The spin
velocity vσ is obtained directly from the exact solution as the velocity of
long-wavelength spin waves (Coll 1974, Schulz 1990). The identification of
†Within the framework of exact solutions, an extension of the Bethe ansatz to the quan-
tum inverse scattering method (Korepin, Bogoliubov and Izergin 1993) allows correlations
functions to be determined.
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the charge velocity is more subtle. The first thing to note is that the 4kF
part of the density-density correlation function from the bosonization solu-
tion involves only charge degrees of freedom, and shows a power-law decay
indicative of gapless excitations. Now, from the exact solution there are
known to be gapless excitations at 4kF which, somewhat misleadingly, are
called ‘particle-hole’ excitations (Coll 1974). The charge velocity in bosoniza-
tion is then identified with the velocity of these ‘particle-hole’ excitations
(Schulz 1990, 1991). At weak-coupling (i.e. to leading order in U/t), these
identifications recover the bosonization results Eqs. (4.23) for the velocities.
When the coupling strength U is increased, it is expected that the band-
width cut-off k0 (cf. section 3.1) will increase, until eventually k0 = kF and
no core of fully occupied states remains. This is exhibited explicitly by Ogata
and Shiba (1990). In this case Tomonaga’s theorem gives a rigorous upper
bound on bosonic density fluctuations at the wave vector 2(kF−k0)/3 = 0; in
a rigorous sense no bosonic fluctuations remain. Schulz (1990) showed that
the long-wavelength density fluctuations remain qualitatively bosonic even in
the strong-coupling regime, and thus that bosonization continues to provide
a qualitatively complete description of the low-energy properties of the 1D
Hubbard model as U is increased to large values. To achieve this, Schulz
(1990) used results by methods beyond those of bosonization, in particular
renormalization group and Bethe ansatz results. The argument is as follows:
(i) In the small U perturbative regime, interactions renormalize to the weak-
coupling fixed-point described by the bosonization. (ii) The Bethe ansatz
solution does not show any singular behaviour as U is increased; the small U
and large U regimes are in the same phase. It follows that the low-energy ex-
citations of the model are still described by the charge and spin bosons of the
bosonization solution, even at strong-coupling. What changes are the values
of the charge and spin velocities. Schulz (1990) was able to determine these
at arbitrary coupling strengths by solving an integral equation in the Bethe
ansatz. The velocities take the values as in Eq. (4.23) at weak-coupling, but
are altered as the coupling is increased. For later purposes, it is worth not-
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ing that as the coupling strength is increased, the spin velocity does not go
complex, as naively suggested by the bosonization result, but goes smoothly
to zero as U →∞.
5 Bosonization Solution of the 1D Kondo
Lattice
Since the early numerical approaches by Troyer and Wu¨rtz (1993) and
Tsunetsugu, Sigrist and Ueda (1993), the unsolved problem in the Kondo lat-
tice has been the nature of the ferromagnetic-paramagnetic phase transition.
In the 1D Kondo lattice with J > 0 there has been convincing evidence (cf.
section 2.4.2) that the unquenched localized spins order ferromagnetically at
stronger coupling, and undergo a more or less sharp transition to an RKKY-
type paramagnetic phase as the coupling is decreased. The transition occurs
at a filling-dependent critical coupling Jc in the weak to intermediate range;
0 < Jc/t . 4. There also has been some evidence that a similar transition
occurs for ferromagnetic coupling J < 0, both in 1D and in higher dimen-
sions. The ferromagnetic-paramagnetic transition during the early 90’s has
been accessed only by numerical simulations. The numerical work helps to
identify where the transition occurs, and determines in rough outline some
of the properties of the system on either side of the transition. Beyond
this nothing was known of the nature of the transition, and the numerics
were silent on the underlying physical processes which lead to the transi-
tion. The aim of this chapter is to derive the analytic description of the
ferromagnetic-paramagnetic phase transition in the 1D Kondo lattice. The
results presented in this chapter are mostly based on Honner and Gula´csi
(1997a,1998b). More details of the derivations can be found also in Honner
and Gula´csi (1997b,1997c,1998a,1999).
In the early 90’s the existence of a large ferromagnetic phase in the J > 0
Kondo lattice (cf. Fig. 5) came as something of a surprise. Based on the
interactions known to operate in single- and dilute-impurity Kondo mod-
els, and following an early and influential treatment by Doniach (1977), the
Kondo lattice with an antiferromagnetic coupling has usually been discussed
in terms of a competition between Kondo singlet formation, and the RKKY
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interaction. It is possible that this characterization is sufficient when the con-
duction band in the Kondo lattice is half-filled. (Note, however, the criticism
of Varma (1984)). When the conduction band filling is below half, Doniach’s
characterization is certainly incomplete. Neither Kondo singlet formation nor
the RKKY interaction are sufficient to account for known properties of the
lattice. The extensive region of ferromagnetism at stronger coupling cannot
be explained in terms of RKKY, which operates at most at weak-coupling,
nor can it be explained in terms of Kondo singlet formation, since Kondo
singlets are magnetically inert; the localized spin is quenched by the conduc-
tion electrons and loses its magnetic properties. For several years after the
ferromagnetic phase was first identified, the published papers remained silent
on the physical mechanism responsible for the ordering (Sigrist, Tsunetsugu
and Ueda 1991, Sigrist, Ueda, and Tsunetsugu 1992, Sigrist, et al. 1992b,
Troyer and Wu¨rtz 1993, Tsunetsugu, Sigrist and Ueda 1993, Moukouri and
Caron 1995).
For J < 0, the ferromagnetic phase was expected. In this regime the
Kondo lattice is an effective model for the manganese oxide perovskites (cf.
section 1.2.1), and the ferromagnetic metallic properties of these compounds
led Zener (1951) to introduce the double-exchange interaction. For J < 0,
the ferromagnetism is due to the excess of conduction electrons over localized
spins. The conduction electrons hop to neighbouring vacant sites, and tend to
preserve their spin as they hop (called coherent electron hopping). This tends
to align the underlying localized spins, as discussed in detail in section 2.3.
The effective ferromagnetic interaction between the localized spins, which is
mediated by coherently hopping electrons, was termed double-exchange by
Zener (1951) and is the mechanism responsible for ferromagnetism in the
J < 0 Kondo lattice.
It is clear from the derivation in section 2.3 that the ferromagnetism in
the J > 0 Kondo lattice is due to double-exchange interaction, very similar
to the J < 0 case. The only significant difference is that for J > 0 the double-
exchange is tempered by residual on-site Kondo singlets, which remain non-
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magnetic and do not participate in the magnetic ordering. The double-
exchange was first mentioned in relation to ferromagnetism in the partially-
filled J > 0 Kondo lattice by Yanagisawa and Harigaya (1994), and then
presented more systematically by comparison with the J < 0 Kondo lattice
by Yanagisawa and Shimoi (1996). As mentioned earlier, independently,
Honner and Gula´csi (1997a,1998b) incorporated double-exchange in a theory
of the ferromagnetic-paramagnetic transition (described in this chapter), and
this has formed the basis for interpreting later numerical simulations.
To describe the ferromagnetic-paramagnetic transition in the 1D Kondo
lattice it is necessary to describe coherently hopping conduction electrons at
stronger coupling. These electrons mediate the double-exchange ferromag-
netic ordering of the localized spins. It is necessary also to describe nearly-
free electrons at weak-coupling. Scattering processes at weak-coupling are
restricted to states close to the non-interacting conduction electron Fermi
points at ±kF (cf. chapter E), and can give rise via backscattering to the
2kF correlations in the localized spins. The basic idea behind the theory
of this chapter is that coherent hopping at strong-coupling, together with
the more standard nearly-free scattering at weak-coupling, can be described
using the bosonization formalism derived in chapter 3. Before ploughing
through the mathematics, it is useful to give some physical motivation as to
why and exactly how this idea is expected to work.
In chapter 3 it was proved a priori that bosonization provides a com-
plete description of 1D electron systems for which the interactions are not
too strong. The measure of interaction strength is the deformation of the
momentum distribution from its non-interacting step-function form (cf. sec-
tions 3.1 and 3.2 for the detailed specification). This is expected to be the
case quite generally for small enough interaction couplings, and was first ver-
ified explicitly in the numerical simulation of Moukouri and Caron (1995) for
the 1D Kondo lattice at small J , see also the review of Shibata and Ueda
(1999), for recent results, see McCulloch, et al. (2002). Thus bosonization
will provide an accurate description of the nearly-free conduction electrons
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at weak-coupling, as is standard.
Bosonization describes the conduction electrons in terms of the collec-
tive density fluctuations defined in Eq. (3.61). These involve the coherent
superposition of large numbers of particle-hole pairs. Although composed
of fermions, the collective fluctuations satisfy the bosonic commutation re-
lations of Eq. (3.7). As the coupling |J | is increased, density fluctuations of
ever decreasing wavelengths are required to describe the electrons. Based on
the rigorous result Eq. (3.7), together with comparisons with results by other
methods (cf. section 4.2.2), it is expected that the density fluctuations will
remain qualitatively bosonic down to wavelengths α, where α = O(k−1F ) is of
the order of the average spacing between the conduction electrons. Below α
the density fluctuations are single-electron like, and cease to obey a bosonic
algebra (cf. section 3.2.2, especially Eq. (3.15)). In the bosonization formal-
ism, the density fluctuations with wavelengths shorter than α are excluded
by employing a cut-off function Λα(k) as in Eq. (3.28). This is necessary
in order for the Bose fields to obey simple c-number commutation relations,
and is thus necessary for the derivation of Bose representations. The effect of
using the Bose representation for a conduction electron site operator is then
to keep the electron finitely delocalized over a length ≈ α; the non-bosonic
density fluctuations over shorter wavelengths are excluded, and by Fourier
analysis any wave packet constructed using the bosonic fluctuations will be
spread in real space over a range ∆x ≈ α.
The basic physical idea (Honner and Gula´csi 1997a,1998b) is that the fi-
nite delocalization over α can describe coherent conduction electron hopping
over the same range, and will generate a double-exchange ordering between
the localized spins at stronger coupling. There are several reasons which lend
credibility to this: (i) The double-exchange interaction is mediated by a single
conduction electron;† indeed the ferromagnetic phase becomes more robust
†In more complicated cases it is conceivable that double-exchange may be mediated by
two or several conduction electrons. Double-exchange is not, however, a collective effect
involving a large number of conduction electrons.
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as the conduction band filling is reduced. This sets the groundwork for the
idea within the conceptual framework of bosonization. Bosonization makes
a qualitative distinction between collective bosonic density fluctuations at
wavelengths beyond α, and single-electron type behaviour over smaller length
scales. (ii) Each conduction electron has on average 1/n = N/Ne local-
ized spins to screen, and in a simple picture of the double-exchange interac-
tion, coherent conduction electron hopping will occur over a range ≈ a/n,
where a is the lattice spacing. This is observed in numerical simulations
with small numbers of conduction electrons (Sigrist, Ueda and Tsunetsugu
1992a, Zang, Ro¨der, Bishop and Trugman 1997). Now a/n is just the average
inter-electron spacing, and this is fully consistent with its identification with
the α of bosonization. This gives quantitative support for the identification
of α with the range for coherent conduction electron hopping. (iii) A con-
duction electron represented using bosonization is spread over the range α
at stronger coupling, and preserves its spin over this range. This is the the
fundamental property required for double-exchange (cf. section 2.3). Thus
bosonization can reproduce coherent hopping (i.e. preservation of spin over
several lattice sites), and in the correct regime of strong coupling. These rea-
sons make plausible the idea that the bosonization of chapter 3 can describe
coherent conduction electron hopping, as well as the standard behaviour at
weak-coupling. The final justification comes from a detailed implementation
of the bosonization, which is contained in this chapter, and in chapter 6.
A final comment is in order before proceeding to a chapter outline, and
then the calculations themselves. The comment relates to the importance
of finite α for bosonized conduction electrons in the partially-filled Kondo
lattice. This contrasts with the situation in some of the standard systems
to which bosonization is applied. (An example is given in section 4.2.) In
these systems α is still finite, but this does not lead to any qualitatively new
behaviour. The reason is that the standard systems are single component
systems. This means that the minimum length scale in the system is set
by the average inter-particle spacing of the bosonized objects. The density
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fluctuations are at least qualitatively bosonic down to this scale (cf. section
4.2.2), and in these cases α acts as a relatively harmless short-distance cut-
off; it may have to be kept finite to avoid unwanted divergences, but may
be made arbitrarily small without overlooking any important physical pro-
cesses. In the two-component Kondo lattice, by contrast, the minimum scale
is set by the lattice spacing a between the localized spins. This is less than
the average inter-conduction electron spacing for a partially-filled conduc-
tion band. In this case α for the bosonized conduction electrons is greater
than the minimum length scale in the system; physical processes between
neighbouring localized spins, which are mediated by single conduction elec-
trons, will be overlooked if α is made arbitrarily small. This is the reason why
double-exchange cannot be described within a Luttinger model bosonization.
The organization of this chapter is as follows: Section 5.1 derives an
effective hamiltonian for the localized spins in the 1D Kondo lattice in several
steps. In section 5.1.1 the formulae of chapter 3 are used to bosonize the
conduction band, and the Kondo lattice hamiltonian is written in terms of
conduction electron Bose fields. In section 5.1.2 a canonical transformation is
applied to the bosonized hamiltonian. This rewrites the hamiltonian in terms
of a basis of states in which the ordering induced on the localized spins is
more clearly apparent. A crucial term in the transformed hamiltonian is a
ferromagnetic coupling term between nearby localized spins. Section 5.1.3
discusses this term in detail, and shows that its properties are fully consistent
with a double-exchange ordering. This provides a formal verification of the
physical ideas, discussed above, which underlie the use of the bosonization.
In section 5.1.4 an effective hamiltonian for the localized spins is obtained by
taking expectation values for the conduction electron Bose fields. Section 5.2
analyses the phase transition region of the effective hamiltonian, in which it
reduces to a transverse-field Ising chain.† Section 5.2.1 derives the generic
†The similarities between the transition in the Kondo lattice model, and that in the
transverse-field Ising chain, have been investigated by Juozapavicius, Caprara and Rosen-
gren (1997) on the basis of this mapping.
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ferromagnetic-paramagnetic transition which is determined by the effective
hamiltonian. This fixes the ground-state phases of the 1D Kondo lattice at
partial band filling. To determine the properties of the localized spins near
the transition, the effects of the particular form of the transverse-field are
discussed in section 5.2.2. These are shown to be reproduced by taking the
transverse-field as a random variable with an appropriate distribution. The
properties of the localized spins near the transition are then listed in section
5.2.3 on the basis of known results for the random transverse-field Ising chain.
5.1 Effective Hamiltonian for the Localized
Spins
5.1.1 Bosonized Kondo lattice hamiltonian
As discussed in chapters 3 and 4, a large class of 1D many-electron systems
may be described using bosonization techniques: The electron fields may be
represented in terms of collective density operators which satisfy bosonic
commutation relations. Bose representations provides a non-perturbative
description which, in general, is far easier to manipulate than a formulation
in terms of fermionic operators. In the 1D Kondo lattice, the conduction band
may be bosonized, but not the localized spins. This is because the spins are
strictly localized, and their Fermi velocity vanishes. Moreover, since there is
no direct interaction between the localized spins in the Kondo lattice, it is
not possible to use bosonization via a direct Jordan-Wigner transformation.
Only the conduction band is therefore bosonized.
The bosonized Kondo lattice is obtained by substituting the Bose repre-
sentations for lattice fermions (cf. section 3.4) into HKL. Using Eqs. (3.65),
(3.67) and (3.68) in Eq. (1.12) and collecting terms gives bosonized 1D Kondo
lattice hamiltonian (Honner and Gula´csi 1997a,1998b):
HKL =
vFa
4π
∑
j,ν
{
Π2ν(j) + [∂xφν(j)]
2
}
+
Ja
2π
∑
j
[∂xφσ(j)]S
z
j
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+ A
Ja
2α
∑
j
{cos[φσ(j)] + cos[2kF ja + φρ(j)]}
(
e−iθσ(j)S+j + h.c.
)
− AJa
α
∑
j
sin[φσ(j)] sin[2kF ja + φρ(j)]S
z
j , (5.1)
where the Bose fields are defined in Eqs. (3.63), and A is a dimensionless
constant depending on the cut-off function Λα(k). Since the aim is to describe
phase transitions, the thermodynamic limit N → ∞, n = Ne/N constant,
has been assumed. The effects of fermionic ladder operators vanish in this
limit (cf. the discussion following the bosonization of the Hubbard model in
Eq. (4.17), and Voit (1994), and they have been dropped from Eq. (5.1).
With the same ease, any Kondo lattice type hamiltonian or extended
Kondo lattice models, see sections 7.2 - 7.4 for examples, can be bosonized.
For example, the bosonized hamiltonian of the spin-anisotropic case can be
written as
HAKL =
vFa
4π
∑
j,ν
{
Π2ν(j) + [∂xφν(j)]
2
}
+
Jza
2π
∑
j
[∂xφσ(j)]S
z
j
+ A
J⊥a
2α
∑
j
cos[φσ(j)]
(
e−iθσ(j)S+j + h.c.
)
+ A
J⊥a
2α
∑
j
cos[2kF ja + φρ(j)]
(
e−iθσ(j)S+j + h.c.
)
− AJza
α
∑
j
sin[φσ(j)] sin[2kF ja + φρ(j)]S
z
j , (5.2)
This is the well-known form used by, eg, Zachar, Kivelson and Emery (1996),
and Novais, et al. (2002b), except that in their usage the bosonic fields are
renormalized with
√
2π, and for the numerical constant A the value 1/π
was used. (For an accurate determination of A close to the critical line, see
section 6.2.)
The Kondo lattice bosonized hamiltonian Eq. (5.1), generates the same
behaviour as the original hamiltonian provided the conduction electrons are
not strongly localized. In particular, the bosonized hamiltonian does not
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directly describe the formation of localized Kondo singlets. At strong an-
tiferromagnetic coupling the electrons localize, with each forming a Kondo
singlet with the localized spin at the same site (cf. section 2.2). The localized
singlet formation is governed by the short-range properties of the spin-flip
bilinears c†cjσccj−σ. However, the Bose representation for these terms, de-
rived from Eq. (3.67), is reliable only at long-wavelengths and describes the
properties of a spin-flipped conduction electron only at large distances from
the site of the scattering localized spin. This provides a good description at
weaker couplings, as usual in the bosonization of 1D Fermi systems, but may
be insufficient when the coupling is strong enough that the electron becomes
trapped on-site by the localized spin.
A second point to note about the bosonized hamiltonian concerns spin-
rotation symmetry. SU(2) symmetry is manifest in the original hamiltonian,
Eq. (1.12), for both the conduction electrons and the localized spins, but is
obscured in the bosonized version. This is due to the use of Abelian bosoniza-
tion, which treats the conduction electron spin z direction on a special foot-
ing, and breaks the SU(2) electron spin-rotation symmetry down to U(1).
To see the effect of this, note that the original Kondo lattice hamiltonian pre-
serves both the total spin Stot as well as its z component S
z
tot, and at stronger
coupling in the ferromagnetic phase may be decoupled into subspaces with
different values of Sztot. (See, for example, section 2.3.) Abelian bosonization
effectively singles out the subspace with maximal Sztot in the ferromagnetic
phase (cf. Eq. (5.10) below). However, a non-Abelian bosonization (cf. Ap-
pendix F) will only confirm the results of this chapter and in particular Eq.
(5.10) to a full Sj ·Sj′ interaction, for details see Eq. (F.10) of Appendix F.
5.1.2 Canonical transformation
A simple and rigorous method for determining the ordering induced on
the localized spins by the electrons is to choose a basis of states in which
competing effects become more transparent. This is achieved by applying a
canonical transformation which changes to a basis of states in which the con-
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duction electron spin degrees of freedom are coupled directly to the localized
spins. Consider the transformation
exp(S) , S = i
Ja
2πvF
∑
j
θσ(j)S
z
j . (5.3)
Since θσ(j) and S
z
j are hermitian, S satisfies S
† = −S, and exp(S) is unitary:
exp (S) exp
(
S†
)
= 1 = exp
(
S†
)
exp (S) . (5.4)
Transformed operators O˜ = e−SOeS may be calculated using the standard
commutator expansion Eq. (4.19). For more details on the infinite order
canonical transformations, see section 1.2.3 and Appendix C.
The localized spin operators commute with all the Bose fields, since the
former are bilinear in f -electron operators (cf. Eqs. (1.4) and (1.5)), while
the latter are bilinear forms in conduction electron operators since they are
based on the density fluctuations Eq. (3.61). It follows immediately that the
transformation eS does not affect the Szj configuration:
S˜zj = e
−SSzj e
S = Szj . (5.5)
This is most important, since it means that a ferromagnetic ordering along
z in the transformed basis corresponds to the same ordering in the original
(physical) basis. Using the commutation relations Eq. (1.6) for the localized
spin operators, together with the first two of Eqs. (1.4), it is straightforward
to show that
[S±j , S
z
l ] = ∓δj,l S±j . (5.6)
Using Eq. (4.19), it follows that S±j transforms as
S˜±j = S
±
j
{
1 +
(
∓i Ja
2πvF
θσ(j)
)
+
1
2!
(
∓i Ja
2πvF
θσ(j)
)2
+ · · ·
}
= S±j exp
{
∓i Ja
2πvF
θσ(j)
}
. (5.7)
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The transformation thus rotates the localized spins in the xy-plane depending
on the on-site conduction electron spin current field.
The spin current Bose field commutes with all the Bose fields, except for
the spin number field φσ(j) (cf. section 4.1.2). From the lattice equivalent
of Eq. (4.7), [φσ(j), θσ(l)] is a c-number, and only the first two terms of the
commutator series of Eq. (4.19) are non-zero. Thus
φ˜σ(j) = φσ(j) +K(j) ,
K(j) = i
Ja
2πvF
∑
l
[φσ(j), θσ(l)]S
z
l . (5.8)
The commutator [φσ(j), θσ(l)] is finite for j − l arbitrarily large (cf. Fig. 6).
It follows that the transformed spin number field φ˜σ(j) is highly non-local:
Since [φσ(j), θσ(0)] → sign(j) iπ for ja ≫ α (cf. Table 3.1), K(j) is a long-
range object which essentially adds all the localized spins to the right of site
j, and subtracts from that sum of all the localized spins to the left of j. This
term is discussed further in section 5.2.
Related to the transformation of the spin number Bose field is the trans-
formation of the actual conduction electron spin. The electron spin at j is
proportional to ∂xφσ(j) (cf. section 3.4). Using the lattice equivalents of Eqs.
(4.9) and (4.11), only the first two terms of the commutator series Eq. (4.19)
are non-zero, and so
∂˜xφσ(j) = ∂xφσ(j)− i
Ja
2πvF
∑
l
[φσ(j),Πσ(l)]S
z
l . (5.9)
The Bose field commutator [φσ(j),Πσ(l)] is non-zero for |j − l| . α/a (cf.
Fig 7), and the conduction electron spin at j is transformed depending on
the nearby Sz configuration.
After some algebraic manipulation (Honner and Gula´csi 1997a,1998b),
the above results give the transformed Kondo lattice hamiltonian
H˜ =
vFa
4π
∑
ν,j
{
Π2ν(j) + [∂xφν(j)]
2
}
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− J
2a2
4π2vF
∑
j,l
{∫ ∞
0
dk cos[k(j − l)a]Λ2α(k)
}
SzjS
z
l
+A
Ja
2α
∑
j
{cos[K(j) + φσ(j)] + cos[2kF ja + φρ(j)]}
× (e−i(1+Ja/2πvF )θσ(j)S+j + h.c.)
−AJa
α
∑
j
sin[K(j) + φσ(j)] sin[2kF ja+ φρ(j)]S
z
j (5.10)
provided that the cut-off function is not too ‘soft’: Λmα (k) ≈ Λα(k), m =
2, 3, 4. (Discrepancies near |k| ≈ α−1 introduce negligible corrections.) Note
that the canonical transformation has been carried out exactly up to infinite
order and not perturbatively, i.e. there has been no artificial truncation of the
commutator series of Eq. (4.19). (The c-number Bose field commutators are
essential for this. Other infinite order canonical transformations, have been
presented in section 1.2.3 and Appendix C.) It follows that the transformed
hamiltonian of Eq. (5.10) is identical to the bosonized hamiltonian, and is
an exact rewriting of Eq. (5.1) in terms of a new basis of states in which the
conduction band and localized spins are interwoven.
A transformation closely related to exp(S) of Eq. (5.3) was first used by
Emery and Kivelson (1992) in the single-impurity Kondo model This was
later generalized by Zachar, Kivelson and Emery (1996) to the 1D Kondo
lattice. The usage here is very different. The aim of Zachar, Kivelson and
Emery (1996) was to describe the conduction electrons, and the transforma-
tion is used to remove the spin current field θσ(j) from the hamiltonian (see
also the comment at the end of section).
Here the aim is to describe interactions between the localized spins in
which the conduction electrons are the mediators. The form of the trans-
formation is then chosen so as to make explicit a ferromagnetic ordering of
the localized spins. This effect was entirely missed in the previous work
due to a Luttinger model bosonization (Zachar, Kivelson and Emery 1996).
The further factor Ja/2πvF in Eq. (5.3) is chosen so that terms of the form
[∂xφσ(j)]S
z
j exactly cancel in the transformed hamiltonian. This permits
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the ground-state Szj configuration to be chosen independent of the on-site
conduction electron spin density in the transformed basis.
It should be mentioned that not all the results derived in Zachar, Kivelson
and Emery (1996) are correct (Honner and Gula´csi 1997a,1998b). The prob-
lem is that the canonical transformation is carried out incorrectly; instead
of the term
∑
l sign(j − l)Szl , which is Zachar, Kivelson, and Emery’s (1996)
analogue of the long-range object K(j) (cf. Eq. (5.8)), they obtain the inte-
ger j. This gives (−1)j factors in their transformed hamiltonian, and these
factors are central to their later results. What appears to have happened is
that they confused the long-range object analogous to K(j) with the disorder
term in the Jordan-Wigner transformation (cf. Appendix H), and treated it
as a soliton-type term. However, K(j) counts the spins on both sides of j,
not just on one side, and the factors (−1)j are then spurious. The correct
treatment of K(j) is given in section 5.2.
5.1.3 Double-exchange ordering
The important new term in the transformed hamiltonian Eq. (5.10) is the
second:
− J
2a2
4π2vF
∑
j,l
{∫ ∞
0
dk cos[k(j − l)a]Λ2α(k)
}
SzjS
z
l . (5.11)
It represents a non-perturbative effective interaction between the localized
spins, and is the only non-perturbative interaction to be derived for the
Kondo lattice; other effective interactions, namely the RKKY interaction at
weak-coupling (Ruderman and Kittel 1954, Kasuya 1956, Yosida 1957), and
the strong-coupling effective interaction of Sigrist et al. (1992b), are both
perturbative. Ferromagnetism in the Kondo lattice is considered in some de-
tail in this section. First the properties of the interaction Eq. (5.11) are anal-
ysed, and a description is given of how it arises from the bosonization of the
conduction band. Second, the properties of the double-exchange interaction
in the Kondo lattice are briefly presented, mainly on the basis of Anderson
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and Hasegawa’s (1955) semiclassical analysis. The interaction described by
Eq. (5.11) shares these properties, and is identified as the double-exchange
interaction in the Kondo lattice.
Eq. (5.11) possesses the following properties: (i) the term originates,
via bosonization and then the canonical transformation, from the terms H0
and the forward scattering part of (J/2)
∑
j(nj↑ − nj↓)Szj (njσ = c†jσcjσ) in
the Kondo lattice hamiltonian. (Note that the Bose representations for the
electrons in these terms are exact.) (ii) Eq. (5.11) is independent of the sign
of J , and takes the same form for any magnitude S2j of the localized spins.
(iii) Since Eq. (5.11) is of order J2, whereas the remaining terms in the
transformed hamiltonian Eq. (5.10) are of order J , the interaction Eq. (5.11)
dominates the ordering of the localized spins as J increases. (iv) Eq. (5.11)
is ferromagnetic for all (differentiable) choices of the cut-off function Λα(k).
†
To give examples of the form of the ferromagnetic interaction determined by
Eq. (5.11) in real space, consider Gaussian and exponential cut-off functions
defined by
Λα(k) =
{
exp(−α2k2/2) Gaussian,
exp(−α|k|/2) Exponential. (5.12)
For these cut-off functions, the integral in Eq. (5.11) reduces to∫ ∞
0
dk cos(kja)Λ2α(k) =
{
(
√
π/2α) exp−(ja/2α)2 Gaussian,
α/(α2 + (ja)2) Exponential.
(5.13)
The integral is positive and non-negligible for ja . α. The form of the
ferromagnetic interaction for Gaussian and exponential cut-off functions is
†For the step function cut-off Λα(k) = θ(α
−1 − |k|), Eq. (5.11) gives a ferromagnetic
interaction at short-range, similar to the interaction determined by the continuous cut-
off functions. However, due to interference set up by the discontinuity, the step-function
cut-off determines a weak oscillating interaction at longer range (cf. Fig. 7). This is not
shared by the smoother cut-off functions. As discussed in detail in sections 3.2.2 and 4.1.2,
a discontinuously sharp cut-off on bosonic density fluctuations is unlikely in a real system,
and the long range oscillations are artefacts resulting from a singular cut-off function.
Because of this, the step-function cut-off is not considered in this chapter, and attention
is restricted to continuous cut-off functions.
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shown in Fig. 8. It is clear that the length α characterizes the effective
range of the ferromagnetic interaction determined by Eq. (5.11).
The interaction Eq. (5.11) originates from the bosonization of the con-
duction band as follows: At wavelengths beyond α, the electrons are involved
in collective density fluctuations Eq. (3.61). These fluctuations involve large
numbers of electrons, and satisfy bosonic commutation relations Eq. (3.7). At
wavelengths below α, the density fluctuations are not collective, and do not
satisfy bosonic commutation relations. Since bosonization describes fluctua-
tions only over separations beyond α, the bosonization description is equiv-
alent to keeping the electrons finitely delocalized over α, with the electrons
preserving their spin over this range. Eq. (5.11) is the ordering consequently
induced on the localized spins by the finitely delocalized electrons, and arises
formally from the Bose field commutator [φσ(j),Πσ(l)]. This commutator
takes canonical δ-function form in a Luttinger model bosonization (cf. Fig.
7), but is smeared over a range α & O(kF )−1 for a realistic conduction band,
which has a finite Fermi sea (cf. section 3.2.2). The smearing of the Bose field
commutator reflects the inability of the Bose fields to distinguish separations
below α.
Turning now to briefly review previously known properties of the double-
exchange interaction, recall from section 2.3 that double-exchange was pro-
posed many years ago by Zener (1951) to explain ferromagnetic ordering in
manganese oxide perovskites, and is of much current interest in relation to
colossal magnetoresistance materials (see section 1.2.1). The essential char-
acteristic required for a system to exhibit double-exchange ordering is that
the number of electrons Ne be less than the number N of localized spins.
In this case, when the conduction electron hopping is turned on, the elec-
trons gain energy by hopping to unoccupied sites, since they gain energy
both by screening the unpaired localized spin, together with a gain in ki-
netic energy. Since electrons tend to preserve their spin as they hop, called
coherent hopping (Zang, et al. 1997), this tends to align the underlying lo-
calized spins. This was demonstrated microscopically in section 2.3 for both
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ferromagnetic and antiferromagnetic coupling. The ferromagnetic coupling
induced on the localized spins by coherently hopping conduction electrons
is the double-exchange mechanism, and is generated by the conduction elec-
tron kinetic energy and the diagonal part of the on-site interaction between
electrons and localized spins. Double-exchange is always ferromagnetic, and
dominates at stronger couplings (Zener 1951). It is the physical basis of the
ferromagnetism rigorously established in the 1D Kondo lattice by Sigrist et
al. (1991,1992b). Since double-exchange ordering requires only N > Ne and
a non-vanishing hopping, its existence (as opposed to other properties such
as its effective range) does not depend on the sign of J , nor on the magni-
tude of the localized spins. This is clear from the analysis of Anderson and
Hasegawa (1955); their result does not depend on the sign of J , except for
some numerical prefactors, and is semiclassical with trivial quantum modifi-
cations when J < 0. In the full quantum treatment of section 2.3, the only
modification when J > 0 is a residual Kondo singlet formation. Since Kondo
singlets are non-magnetic, they can be projected out without qualitatively
affecting the double-exchange magnetic ordering (cf. Eq. (2.18)).
Properties (i)-(iv) above for the interaction described by Eq. (5.11) are
identical to those summarized above for a double-exchange interaction. This
leads to the identification of Eq. (5.11) with the double-exchange interaction
in the partially-filled 1D Kondo lattice (Honner and Gula´csi 1997a,1998b,1999).
Coherent conduction electron hopping, which generates double-exchange or-
dering, is described in the bosonization by electrons finitely delocalized over
lengths α, and α measures the effective range of the double-exchange in-
teraction, as in Fig. 8. Note from chapter 3, Eq. (3.16), that α enters the
bosonization description as an undetermined but finite length; from bosoniza-
tion, we know only that α & O(kF )−1, and that in general α will be a function
both of filling n and coupling J . In chapter 6, α is determined in a special
case by using the results of this chapter together with available numerical
data.
Since the interaction described by Eq. (5.11) is short-range for all finite
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α (correct for all finite n, cf. Fig. 13), it is approximated in the usual way
by its nearest-neighbour form −J ∑j SzjSzj+1, where
J = J
2a2
2π2vF
∫ ∞
0
dk cos(ka)Λ2α(k) . (5.14)
The critical properties described in section 5.2 are not affected by this ap-
proximation.
5.1.4 Effective hamiltonian
The aim in this chapter is to use the transformed hamiltonian Eq. (5.10) to
determine the ground-state properties of the localized spins in the partially-
filled 1D Kondo lattice. The concentration on the localized spins is motivated
by the results of numerical simulations. Simulations on large chains have
been carried out on the partially-filled 1D Kondo lattice model using quan-
tum Monte Carlo (Troyer and Wu¨rtz 1993), and using the density-matrix
renormalization group (Moukouri and Caron 1995, Caprara and Rosengren
1997), and the results have been summarized in section 2.4.2. The results
uniformly show that the correlations between the localized spins are much
stronger than the correlations between the conduction electrons, and the
ferromagnetic-paramagnetic transition is signalled by the crossover from fer-
romagnetic to incommensurate (generally 2kF ) correlations in the structure
factor Eq. (2.19) of the localized spins. The corresponding electron correla-
tions are observed to weakly track those of the localized spins, and the elec-
tron momentum distribution shows no dramatic change as the ferromagnetic-
paramagnetic transition line is crossed (Moukouri and Caron 1995). The
freezing of the electron spin degrees of freedom occurs only at very strong
coupling deep in the ferromagnetic phase.
An effective hamiltonian for the localized spins is obtained from Eq. (5.10)
by taking appropriately chosen expectation values for the conduction electron
Bose fields. Since the Bose fields enter only in the weak-coupling terms
of order J in Eq. (5.10), the Bose fields are approximated by their non-
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interacting J = 0 expectation values:
〈φν(j)〉0 = 〈θσ(j)〉0 = 0 . (5.15)
This holds for the charge density field φρ(j), since at weak-coupling the
charge structure factor is free electron-like (Troyer and Wu¨rtz 1993). For the
spin fields Eq. (5.15) follows from real-space renormalization group studies
(Jullien, Fields and Doniach 1977), which show that the spin degrees of
freedom of the 1D Kondo lattice flow to the non-interacting fixed point at
weak-coupling.† Note that Eq. (5.15) is further supported by a study of
the 1D Kondo lattice with t-J interacting conduction electrons (Moukouri,
Chen and Caron 1996). Using a combination of exact diagonalization and
the density-matrix renormalization group, the same ordering was observed to
be induced on the localized spins as in the pure Kondo lattice of Eq. (1.12).
This confirms the insensitivity of the ordering to the details of the conduction
electron behaviour. The transformed hamiltonian Eq. (5.10) now reduces to
an effective hamiltonian for the localized spins:
Heff = −J
∑
j
SzjS
z
j+1
+ A
Ja
α
∑
j
{cos[K(j)] + cos[2kF ja]}Sxj
− AJa
α
∑
j
sin[K(j)] sin[2kF ja]S
z
j . (5.16)
In sections 5.2 and 7.1, the effective hamiltonian Heff of Eq. (5.16) is
analysed to determine the ground-state properties of the localized spins as a
function of conduction band filling n and antiferromagnetic Kondo coupling
strength J > 0.‡ Since the ferromagnetic double-exchange coupling J is of
order J2 (cf. Eq. (5.14)), it is immediate from Eq. (5.16) that Heff determines
†This property is specific to the Kondo lattice (Jullien, Fields and Doniach 1977); for
the single-impurity Kondo hamiltonian at zero temperature, the spin coupling renormalizes
to infinity for all J > 0, as discussed in section 2.2.
‡There are minor changes in the derivation for ferromagnetic couplings J < 0. For
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a ferromagnetic ordering for the localized spins at stronger couplings J/t≫ 1
for all fillings n < 1. It will become clear below that the ferromagnetic order-
ing is gradually destroyed as the coupling J is lowered. The destruction of
the ferromagnetic order is determined by the second term of Eq. (5.16); the
effective hamiltonian takes the form of a transverse-field Ising chain in the
phase transition region, and the Kondo lattice undergoes a quantum ferro-
magnetic to paramagnetic transition at a filling dependent critical coupling
Jc. The critical coupling is of the order of the hopping at most conduction
band fillings. The determination of the ferromagnetic-paramagnetic transi-
tion, and a discussion of the properties of the localized spins near the phase
boundary, are contained in section 5.2. In section 7.1, the weak-coupling
regime J/t≪ 1 is discussed. At weak coupling the double-exchange ordering
is ineffective, and Heff reduces to a system of free localized spins in fields de-
termined by conduction electron scattering (the last two terms of Eq. (5.16)).
It is shown that Heff determines dominant 2kF (RKKY-like) correlations in
the localized spins at weak-coupling.
5.2 Ferromagnetic-Paramagnetic Transition
The analysis of Heff begins by evaluating the long-range object K(j) in
the strong-coupling ferromagnetic phase. K(j), given by Eq. (5.8), originates
with the canonical transformation S. It has some similarity to the disorder
term in the Jordan-Wigner transformation (cf. Eq. (H.9) in Appendix H),
but instead of counting the Szj′ only over sites to the left of j, it counts also
the Szj′ to the right.
† In the thermodynamic limit N → ∞, and using the
large j−j′ form [φσ(j), θσ(j′)] = sign(j−j′) iπ for the Bose field commutator
clearness in the exposition, it is however convenient to fix the sign of J as positive for the
remainder of this chapter. It is straightforward to verify that all the results go through
for J < 0 with trivial modifications. The phase diagram and ground-state properties for
J < 0 are discussed in section 6.3.
†A failure to realise this point may be the reason for the erroneous evaluation of the
canonical transformation by Zachar, Kivelson and Emery (1996), see section 5.1.2.
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(cf. Table 3.1), Eq. (5.8) may be written in the form
K(j) =
Ja
2vF
∞∑
l=1
ǫj(l) , (5.17)
where ǫj(l) = S
z
j+l−Szj−l. ǫj(l) has possible values 0,±1 for large l. For small
j − j′, the commutator [φσ(j), θσ(j′)] grows smoothly from zero at j = j′, to
sign(j − j′) iπ at (j − j) = O(α/a), as illustrated in Fig. 6. The exact form
of the commutator at short-range depends on the choice of cut-off function
Λα(k), but all that is required here is the general form: The effect of short-
range corrections to the Bose field commutator is just to allow ǫj(l) to take
values between −1 and 1 for l . α/a. K(j) is then similarly smoothed, and
takes values between integral multiples of Ja/2vF .
By writing K(j) in the form of Eq. (5.17), it is clear that K(j) vanishes in
the ferromagnetic phase in a thermodynamically large system. Indeed K(j)
will not be appreciable until the system is strongly disordered. It follows
that any transition out of the ferromagnetic phase will be governed by the
first two terms of the effective hamiltonian Eq. (5.16). For convenience, these
terms are collected in the hamiltonian Hcrit (with ‘crit’ for critical):
Hcrit = −J
∑
j
SzjS
z
j+1 + A
Ja
α
∑
j
{1 + cos(2kF ja)}Sxj . (5.18)
Hcrit is a quantum transverse-field Ising chain, and a discussion of its prop-
erties occupies the remainder of this section 5.2. A great deal is already
known about the transverse-field Ising chain, and the following discussion is
essentially a summary of known results as they relate to the transition in
the Kondo lattice. Of particular importance, it is known that Hcrit under-
goes a quantum phase transition from a ferromagnetic phase, to a disordered
paramagnetic phase. The transition is formally determined in section 5.2.1
below, but before proceeding it is perhaps useful to consider the physics of
the ferromagnetic-paramagnetic transition in the Kondo lattice model.
Hcrit describes the double-exchange ferromagnetic ordering being gradu-
ally destroyed as the coupling J is lowered. The first term of Hcrit, which
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describes double-exchange, has been discussed extensively in section 5.1.3
above. The destruction of the double-exchange ordering may be understood
physically as follows: As the coupling J is decreased the conduction elec-
trons become less strongly bound to the localized spins, and tend to extend
over spatial ranges beyond the effective range α for double-exchange order-
ing. Double-exchange becomes less effective, and regions of ordered localized
spins begin to interfere as the conduction electrons extend. The interference
leads to spin-flip processes, and are embodied in Hcrit in the transverse-field
(the second term of Eq. (5.18)). The transverse-field in Hcrit includes two
low-energy spin-flip processes by which the conduction electrons disorder the
localized spins. One spin-flip process is backscattering, and is accompanied
by a momentum transfer of 2kF from the conduction electrons to the local-
ized spins. Since the chain of localized spins will tend to order so as to reflect
this transfer, the transverse-field corresponding to backscattering spin-flips
is sinusoidal with modulation 2kF . The other low-energy spin-flip process
in Hcrit is forward scattering. This involves zero momentum transfer to the
localized spins, and the corresponding transverse-field is a constant (i.e. has
modulation zero).
It will become clear in section 5.2.1 that either forward or backscatter-
ing spin-flip processes separately are sufficient to destroy the ferromagnetic
order, and bring on a ferromagnetic-paramagnetic phase transition in the
Kondo lattice. However, for incommensurate conduction band filling, the
backscattering spin-flip processes introduce a competing periodicity in the
chain of localized spins. It turns out that this has non-trivial consequences
for certain properties of the localized spins near the transition. In section
5.2.1 the ferromagnetic-paramagnetic transition is determined for arbitrary
transverse-fields. Section 5.2.2 then compares the properties of the localized
spins which are disordered due to forward scattering (constant transverse-
field), with the properties in which the spin disorder is due to backscatter-
ing (incommensurately modulated transverse-field). It is pointed out that
the special properties resulting from incommensurate backscattering are at
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least qualitatively reproduced by treating the full transverse-field in Hcrit as
a random variable with the appropriate (displaced cosine) distribution. A
summary of the properties of the random transverse-field Ising chain, as they
relate to the transition region in the Kondo lattice, is then given in section
5.2.3.
5.2.1 Critical line for the phase transition
Using a Jordan-Wigner transformation to spinless fermions cj , c
†
j as de-
tailed in Appendix H, and in the thermodynamic limit, Hcrit may be written
Hcrit =
∑
j,l
{
c†jAjlcl +
1
2
(
c†jBjlc
†
l + h.c.
)}
(5.19)
to an additive constant, where (Ajl) and (Bjl) are real symmetric and anti-
symmetric matrices, respectively, with non-zero entries
Ajj = hj ≡ AJa
α
{1 + cos(2kF ja)}
Ajj+1 = Aj+1j = Bjj+1 = −Bj+1j = −J /4 .
The quadratic form Eq. (5.19) may be diagonalized for any transverse-field
hj by using the method of Lieb, Schultz and Mattis (1961). This gives
Hcrit =
∑
k
ωkη
†
kηk (5.20)
to an additive constant, where η†k, ηk are creation and annihilation operators
for free spinless fermions, and where the energies ω2k are eigenvalues of the
symmetric matrix (A + B)(A − B). As the coupling J is decreased, Hcrit
undergoes a quantum order-disorder transition from a ferromagnetic phase,
to a quantum disordered paramagnetic phase, signalled by the breakdown
of long-range correlations between the localized spins, and a continuously
vanishing spontaneous magnetization. The critical line for the transition is
determined by the critical coupling Jc which solves (Pfeuty 1979)
J N − 2N
N∏
j=1
hj = 0 (5.21)
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as N → ∞. The free energy of the localized spins becomes non-analytic at
points satisfying Eq. (5.21).
The ferromagnetic-paramagnetic transition at the coupling Jc is generic
to Ising chains with a transverse-field, and does not assume a particular
form for the transverse-field hj (Pfeuty 1979). For example, considering only
forward scattering spin-flip processes in the Kondo lattice, the transverse-
field hj = AJa/α is a constant. Solving Eq. (5.21) with hj = AJa/α gives
the quantum critical line for the ferromagnetic-paramagnetic transition at
Jc
t
=
8π2A sin(πn/2)
α
∫∞
0
dk cos(ka)Λ2α(k)
. (5.22)
A detailed discussion of the properties of the Ising chain with a constant
transverse-field, which describes the ferromagnetic-paramagnetic transition
in the Kondo lattice with backscattering neglected, is given by Pfeuty (1970).
As a second example, considering only backscattering spin-flip processes in
the Kondo lattice, the transverse-field hj = AJa cos(2kF ja)/α is sinusoidal.
In real heavy fermion materials, the number of available conduction electrons
per localized spin will in general be irrational (Strong and Millis 1994). In this
case the transverse-field due to backscattering has an incommensurate modu-
lation 2kF with respect to the underlying lattice of localized spins. Nonethe-
less a ferromagnetic-paramagnetic transition still occurs. As shown by Satija
and Doria (1989), the solution of Eq. (5.21) for incommensurately modu-
lated transverse-fields yields a coupling Jc as in Eq. (5.22) for the constant
transverse-field. Thus the critical line for the ferromagnetic-paramagnetic
transition in the Kondo lattice with only backscattering spin-flip processes
coincides with the critical line for the transition in the Kondo lattice with
only forward scattering.
5.2.2 Effects of the form of the transverse-field
While the ferromagnetic-to-paramagnetic transition itself is largely inde-
pendent of the details of the transverse-field, there are significant differences
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in the properties of the localized spins on either side of the transition depend-
ing on the particular form of the transverse-field. The differences are most
clearly apparent in the wavefunctions corresponding to the free fermions ηk
of the diagonalized hamiltonian Eq. (5.20). The wavefunctions are always
extended, or Bloch-like, for a constant transverse-field (Pfeuty 1970). For
an incommensurately modulated transverse-field, the behaviour of the wave-
functions is far more complex. The Ising chain with an incommensurate
transverse-field has been studied extensively by Satija and Doria (1989), and
Satija (1990,1994). The model is important as it has localized states in
1D, and thus provides a link to random systems (Satija 1994). Numerical
studies (Satija and Doria 1989) show that the wavefunctions corresponding
to the free fermions ηk are localized in the disordered paramagnetic phase,
and undergo a spectral transition at the ferromagnetic-paramagnetic phase
boundary. In the ferromagnetic phase, the wavefunctions are self-similar
and the eigenvalue spectrum forms a Cantor set. Since the correlation func-
tions for the localized spins are determined by the wavefunctions, the Kondo
lattice with backscattering possesses far different properties to the Kondo
lattice with only forward scattering spin-flip processes, even though both un-
dergo a ferromagnetic-paramagnetic transition. Differences in the eigenvalue
spectrum ωk of the diagonalized hamiltonian Eq. (5.20) lead to a similar con-
clusion regarding thermodynamic properties; since the Kondo lattice model
with incommensurate backscattering has a fractal eigenvalue spectrum, its
thermodynamics are far different to the Kondo lattice with forward scatter-
ing, which has the more standard (cosine-type) eigenvalue spectrum (Pfeuty
1970).
The situation becomes yet more complex when considering all possible
low-energy spin-flip processes available to the conduction electrons. Hcrit in-
cludes forward scattering with zero momentum transfer, and is represented
by a constant transverse-field. Hcrit also includes backscattering with an
incommensurate momentum transfer 2kF , and is represented by a 2kF si-
nusoidal transverse-field. Hcrit does not include spin-flip interactions with
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momentum transfers at higher harmonics of 2kF : at 4kF , 6kF , and so on.
The higher harmonics will arise in a bosonization treatment which includes
non-linear corrections to the conduction electron dispersion relation (see sec-
tion 3.3.3). These corrections are very weak compared with the forward and
backscattering spin-flip processes, and it is usual to neglect them. However,
the addition of (even weak) higher harmonics in 2kF to the transverse-field
hj will greatly alter the solution of Eq. (5.21). Instead of one solution, there
now occur an infinite number of solutions to Eq. (5.21), and these occupy a
finite region of the parameter space (Satija and Doria 1989). The series of
solutions is reflected in numerical studies on the Ising chain with a transverse-
field containing more than one incommensurate harmonic (Satija and Doria
1989, Satija 1990). The region of spectral transitions becomes broadened,
and the wavefunctions corresponding to the free fermions ηk of Eq. (5.20)
are observed to undergo a cascade of transitions between extended, critical,
and localized behaviour. The transitions in the wavefunctions occupy a finite
region of the parameter space, and coincide with the solutions of Eq. (5.21)
at which the free energy becomes non-analytic. While the region of spectral
transitions becomes broadened, this is not the case for the magnetic tran-
sition. The ferromagnetic-paramagnetic phase transition, signalled by the
vanishing of long-range correlations between the localized spins, is observed
to remain sharp (Satija 1990).
The behaviour observed by Satija et al. in the numerical studies dis-
cussed above is qualitatively identical to the behaviour of the Ising chain
with a random transverse-field. (Properties of the random transverse-field
Ising chain are discussed extensively by Fisher (1992,1995), and are summa-
rized in section 5.2.3.) To see this identification, note that the central feature
of Fisher’s treatment of the random transverse-field Ising chain is that dilute
regions of ferromagnetic order may survive into the paramagnetic phase, and
similarly that dilute regions of disorder may continue into the ferromagnetic
phase. This feature is at the heart of Fisher’s (1995) results, and is shared
by Hcrit for incommensurate kF : As discussed above, a broadened region
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of spectral transitions about the true ferromagnetic-paramagnetic transition
occurs in the Kondo lattice with incommensurate conduction band filling.
Thus there are small regions in the paramagnetic phase in which the lo-
calized spins exhibit behaviour normally associated with the ferromagnetic
phase, and vice versa. To further pursue the identification between a random
transverse-field, and that present in Hcrit for the Kondo lattice, recall that
the spectral transitions occur at points satisfying Eq. (5.21) at which the free
energy becomes non-analytic. There is an immediate identification between
these non-analytic points, and the Griffiths (1969) singularities present in
random models, in which thermodynamic quantities such as the magnetiza-
tion become singular in a range of parameter space about the non-random
transition. (See Fisher (1992,1995) for the Griffiths regions in the random
transverse-field Ising chain.)
The behaviour ofHcrit for incommensurate conduction band filling admits
of a natural physical interpretation. The conduction band does not share the
periodicity of the lattice of localized spins, and is unable to either totally
order or totally disorder the lattice as the ferromagnetic-paramagnetic tran-
sition is crossed. There remain dilute regions of double-exchange ordered
localized spins into the paramagnetic phase, as only a quasi-commensurate
fraction of the conduction electrons become weakly-bound, and become free
to scatter along the chain, at the ferromagnetic-paramagnetic transition. The
remaining ordered regions are dilute enough that no long range correlations
remain, but their existence dominates the low-energy properties of the local-
ized spins near the transition.
These considerations above suggest (Honner and Gula´csi 1997a,1998b)
that the full transverse-field hj = AJa{1+cos(2kF ja)}/α of Hcrit be taken as
a random variable, so that hj is chosen from the displaced cosine distribution
ρ(h)dh where
ρ(h) =
α
πAJa
1√
1− (αh/AJa− 1)2 . (5.23)
As discussed above, this treatment of hj does not alter the basic ferromagnetic-
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paramagnetic transition described by Hcrit, and thus is not needed in order
to plot the phase diagrams of the Kondo lattice in chapter 6. However, it
does account for the properties of the localized spins near the ferromagnetic-
paramagnetic transition as observed by Satija and Doria (1989) in their nu-
merical simulations. Note finally that at low conduction band filling the
treatment of hj in Eq. (5.23) follows an analogous treatment in spin glass
systems (cf. Honner and Gula´csi (1997a,1998b)).
5.2.3 Properties of the localized spins near criticality
Results on the random transverse-field Ising chain may be obtained from
Fisher (1992,1995), who uses an approximate real-space renormalization group
analysis, which nonetheless yields asymptotically exact results at low-temperatures
near criticality. Following Fisher (1992,1995), the critical coupling for the
Kondo lattice model is given by
Jc
t
=
4π2A sin(πn/2)
α
∫∞
0
dk cos(ka)Λ2α(k)
. (5.24)
The critical line thus retains the form of Eq. (5.22) for forward or backscat-
tering separately, but is down by a factor of 2 as both spin-flip disorder
processes are included. It is convenient to measure deviations from criti-
cality using Fisher’s (1995) criterion , which for the distribution Eq. (5.23)
gives
δ = [var(log h)]−1 log
{
4π2At sin(πn/2)
Jα
∫∞
0
dk cos(ka)Λ2α(k)
}
, (5.25)
where the measure of randomness for the displaced cosine distribution is
var(log h) =
∞∑
n=1
{
1
n
1.3. · · · .(2n− 1)
2.4. · · · .(2n)
2n−1∑
m=1
1
m
}
− log2 2 . (5.26)
δ = 0 on the critical line, is positive in the disordered paramagnetic phase,
and negative in the ferromagnetic phase.
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The distinctive feature of Fisher’s renormalization group analysis is that
it focuses on anomalous clusters of double-exchange ordered localized spins
which survive for small δ into the paramagnetic phase, and similarly, rare
disordered regions close to criticality in the ferromagnetic phase. These are
due to the incommensurability of the conduction band filling with respect to
the lattice of localized spins, and the consequent inability of the conduction
band, as a single many-body entity, to either totally order or totally disorder
the localized spins as the transition is crossed. It is the anomalous ordered
(disordered) regions of localized spins in the paramagnetic (ferromagnetic)
phase which are responsible for the Griffiths singularities. Although these
anomalous regions are very dilute, they dominate the low-energy properties
of the spin chain. Thus, while typical correlations are much as in the constant
transverse-field Ising chain, the measurable mean correlations are dominated
by the anomalous regions, and consequently greatly alter the low-energy
behaviour of the localized spins.
An important prediction of theory presented here of the phase tran-
sition in the Kondo lattice is that the spontaneous magnetization grows
continuously from criticality into the ferromagnetic phase: For the random
transverse-field (Fisher 1992,1995)
M0(δ) ∼ (−δ)β , δ < 0 , (5.27)
where β = (3−√5)/2 ≈ 0.38.† This prediction disagrees with numerical di-
agonalization results on small systems (Tsunetsugu, Sigrist and Ueda 1993),
which see a discontinuous jump inM0 at least at larger fillings, but note that
regions of intermediate M0 have been observed in related studies (Moukouri,
Chen and Caron 1996), and in small systems at lower fillings (Tsunetsugu,
Sigrist and Ueda 1993). Indeed a discontinuous jump in M0 immediately
above the transition seems difficult to understand in a thermodynamically
large system, given that the ordering is due to double-exchange, and that the
†For certain quasi-commensurate fillings, for example n = 1/2, the spontaneous mag-
netization still grows continuously, but the critical exponent may be reduced to its value
1/8 as in the constant transverse-field Ising chain, see also Pfeuty (1970).
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electron spin degrees of freedom are not frozen until deep into the ferromag-
netic phase (Moukouri and Caron 1995).‡
Using Fisher’s (1995) results, it useful to summarize the properties of the
1D Kondo lattice which are relevant to the transition region of small δ. The
mean spin-spin correlation function is defined by
C(x) = 〈SzjSzj+x〉 , (5.28)
where the average is over ρ(h), and where for convenience x denotes a contin-
uous and positive variable. C(x) is dominated by atypically large correlations
and for small |δ| decays as
C(x) ∼

M20 (δ) + const.|δ|2β(ξ/x)5/6e−3(πx/ξ)1/3e−x/ξ x≫ ξ Ferromagnetic,
x−β as x→∞ Critical,
δ2β(ξ/x)5/6e−(3/2)(2π
2x/ξ)1/3e−x/ξ x≫ ξ Paramagnetic,
where the correlation length ξ ≈ 1/δ2. (For typical pairs of spins the corre-
lation length ξ ≈ δ−1; the exponent is the same as in the Ising chain with a
constant transverse-field.) Note that C(x) decays more rapidly to M20 (δ) in
the ferromagnetic phase, than it decays to zero in the paramagnetic phase.
It is important to remark, that the form of C(x) obtained above sug-
gests that a Luttinger liquid like behaviour only appears on the critical line.
Here, the flipping of the spin polarons (for details, see section 6.1), which
determines the quantum dynamics of the model, is exponentially slow at
long length scales and completely vanishes. This suggests that the quantum
fluctuations are asymptotically absent on the critical line, and the model be-
comes classical (Gula´csi 1997b). No fluctuations on the critical line means
that each polaron will act as an either fully ordered or disordered chain. This
observation explains why a standard bosonization a´ la Luttinger model (cf.
Appendix G) will not work for the Kondo lattice model.
‡It is interesting to note that some of the features of the transition in the random
transverse-field Ising chain are loosely similar to those of first order transitions in random
classical systems. See Fisher (1995) for more details.
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At low temperatures T , C(x, T ) decays exponentially at large distances
with a correlation length
ξT ≈

e2ΓT |δ|/4δ2 ΓT |δ| → ∞ Ferromagnetic,
4Γ2T/π
2 Critical,
(δ2 + π/Γ2T )
−1 ΓT δ ≫ 1 Paramagnetic,
(5.29)
where ΓT = log(max{J , hj}/T ) at fixed J and n close to the transition. In
the ferromagnetic phase ξT diverges as a continuously variable power law
of T . The correlation lengths ξH for the long-range exponential decay of
the correlations C(x,H) in small applied fields H along z have identical
functional forms to those of ξT above. In the ferromagnetic phase, ξH ∼
H−2|δ| as H → 0. This reflects the development of long-range order, and
shows a power law dependence on H . (See Fisher (1995) for more details).
The magnetization in small positive applied fields H along the z direction
is obtained (Fisher 1995) using an exact critical scaling function. Close to
the critical line this gives
M(δ,H) ∼

M0(δ)[1 +O(δH2|δ| logH)] Ferromagnetic,
| logH|−β Critical,
δ1+βH2δ| logH| Paramagnetic,
(5.30)
at T = 0. Close to the transition in both phases the magnetization is highly
singular. In the paramagnetic phase the magnetization has a power law singu-
larity with a continuously variable exponent 2δ, and the linear susceptibility
is infinite for a range of δ into the paramagnetic phase. The susceptibility
remains infinite (with a continuously variable exponent) close to the transi-
tion into the ferromagnetic phase. The low temperature linear susceptibility
χ(T ) takes the form
χ(T ) ∼

T 2δ−1(−δ)−2(1−β) Ferromagnetic,
T−1| log T |2(1−β) Critical,
δ−4(1−β)T 2δ−1(log T )2 Paramagnetic.
(5.31)
Tχ(T ) vanishes as T → 0 in the paramagnetic phase, and diverges as T → 0
in the ferromagnetic phase. Note that the latter property was conjectured by
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Troyer and Wu¨rtz (1993) on the basis of their quantum Monte Carlo results.
The zero-field specific heat of the localized spins at low temperatures close
to the transition is given by
Cv(T ) ∼
{
| log T |−3 Critical,
|δ|3T 2|δ|[1 +O(T )2|δ|] Ferromagnetic,Paramagnetic.
It is interesting to remark that the above equation, similarly to Eqs. (5.30)
and (5.31) give a paramagnetic to ferromagnetic phase transition with con-
tinuously variable exponent. The singularity at the phase transition is of a
power law, see Eq. (5.30), but with variable exponent. This is a rather dif-
ferent behaviour than for conventional field theory models in one dimension.
The only other example where variable exponents is known to exist is the
two dimensional statistical mechanical eight-vertex model, or the equivalent
one dimensional quantum XYZ model (Baxter 1982).
The exponent obtained in Eq. (5.30) is 2δ, where δ is given in Eq. (5.25).
From this equation it can be seen that δ will depend on α, n and J . However,
on the phase transition curve, δ can be approximated as ln 2.5 sin(πn)/J
(Honner and Gula´csi 1997a), for details see also section 6.2. Hence for
low electron concentration, i.e., n ≪ 1 the dominant contribution comes
from J → 0, which means that δ → ∞, an infinite order transition, i.e., a
Kosterlitz-Thouless type. As we increase n the order of the transition de-
creases, and close to half-filling both n and J are constants of the same order,
see e.g., Fig. 15, thus the exponent of the power law singularity is 2δ ≈ 2.
Thus the phase transition will look more or less as a second order transi-
tion. Indeed, for n > 0.5 the phase transition obtained via density-matrix
renormalization group is of second order, for details see section 6.5.3.
6 Ground-State Phase Diagrams for the
1D Kondo Lattice
In the previous chapter, the ground-state phases of the localized spins
in the partially-filled 1D Kondo lattice were determined using a description
of the conduction electrons based on the bosonization formalism of chapter
3. It was found that the system undergoes an order-disorder transition from
a ferromagnetic phase at stronger coupling, to a quantum disordered para-
magnetic phase at weaker coupling. The critical line for the transition is
given by Eq. (5.24) for an antiferromagnetic Kondo coupling J > 0. Using
the methods of chapter 5, it is straightforward to verify that a very similar
derivation goes through for a ferromagnetic coupling J < 0, and the same
critical line of Eq. (5.24) is obtained for |Jc|, together with the same critical
properties. That the ferromagnetic-paramagnetic transition is the same for
either sign of the coupling is not surprising given the origin of the transition:
Double-exchange ferromagnetism can be described semiclassically, as in An-
derson and Hasegawa’s (1955) original treatment, and its character is the
same for either sign of the coupling. The disordered paramagnetic phase is
likewise expected to be largely independent of the sign of the coupling, since
in this phase the conduction electrons are weakly bound.
The differences due to the sign of the coupling occur with the effective
range α of the double-exchange interaction. Thus far it has only been as-
sumed that α is large enough for the ferromagnetic interaction Eq. (5.11) to
be non-negligible at a distance of one lattice spacing.† Beyond this, α is not
determined. Bosonization gives only the limits for α, as in Eq. (3.16), and as
in chapter 4 it is necessary to use methods beyond those of bosonization in
order to determine α more precisely. In this chapter, α will be determined
†At partial conduction band filling this is assured by bosonization. In section 3.2.2
it was shown that α is limited by the inter-particle spacing of the conduction electrons.
The inter-particle spacing is greater than a lattice spacing for a partially-filled conduction
band.
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for the Kondo lattice by using the critical line equation derived in chapter
5, together with numerically determined phase transition points. This will
give information on the effective range of the double-exchange interaction in
a thermodynamically large system, and will allow the phase diagrams to be
plotted.
This chapter is organized as follows: the first part contains the de-
tails of the Kondo lattice ground-state phase diagram, following the results
of the previous chapter, but supplemented with a rigorous determination
α. The results presented in this part are mostly based on Honner and
Gula´csi (1997a,1998b). More details can be found also in Honner and Gula´csi
(1997c,1999). Accordingly, in section 6.1 the rigorous result for the Kondo
lattice with one conduction electron is recalled, in parallel to a simplified
description of the Kondo lattice at small conduction band fillings. These
arguments suggest a form α/a ∝ √t/J at the ferromagnetic-paramagnetic
transition. The constant of proportionality is evaluated using numerically
determined points, cf. Fig. 9 for J > 0, and Fig. 11 for J < 0. Ground-
state phase diagrams are then given in section in section 6.2 for J > 0 (cf.
Fig. 10), and in section 6.3 for J < 0 (cf. Fig. 12). In section 6.4, α is
given as a function of conduction band filling, and the physical origin of the
differences in α depending on the sign of the coupling is briefly discussed.
In the second part of this chapter, the numerical results of a non-Abelian
density-matrix renormalization group method are presented. The numerical
method is described in detail by McCulloch and Gula´csi (2000,2001,2002),
and as such, just a brief description is enclosed. In contrast, the obtained
results (McCulloch, et al. 1999, 2001,2002) concerning the Kondo lattice
phase diagram are discussed in full.
6.1 Low Density Form for α
In principle, α is a function of both filling and coupling (cf. section 3.2.2).
At the ferromagnetic-paramagnetic phase transition, the critical line equa-
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tion (5.24) renders either the filling or the coupling redundant, and α may be
considered to be a function of only one of the Kondo lattice parameters, at
least on the phase transition line. In the following, a simplified characteriza-
tion of double-exchange is given at low conduction band filling Honner and
Gula´csi 1998b). This determines a form for α as a function of the coupling
J .
In a simplified picture, double-exchange may be described by the Kondo
lattice hamiltonian Eq. (1.12) with spin-flip interactions ignored:
HDE = −t
∑
j
(
c†jσcj+1σ + h.c.
)
+ J/2
∑
j
(nj↑ − nj↓)Szj . (6.1)
The occupation of a site by an electron with the same spin as the localized
spin costs an energy J/2. These states as excluded as a first approximation
valid at stronger couplings. At low conduction band filling, consider a finitely
delocalized electron of spin σ spread over sites j for which the localized spins
Szj have spin −σ for J > 0 (or similarly spin σ if J < 0). From Eq. (6.1),
the wavefunction ψσ(x) for the electron, in the continuum limit, satisfies the
nonlinear Scro¨dinger equation
∂2xψσ(x) + (Jme/2)|ψσ(x)|2ψσ(x) = 2meEψσ(x) (6.2)
with me the bare electron mass. The electron gains energy due to its occupa-
tion |ψσ(x)|2 of a point with localized spin Szx of spin −σ, and this generates
the non-linearity. At low conduction band filling, the electrons form separate
double-exchange ordered regions as shown by Sigrist, Ueda and Tsunetsugu
(1992a) and Zang, et al. (1997) for the Kondo lattice with two conduction
electrons. It is appropriate therefore to look for finitely delocalized solutions
of Eq. (6.2). These are the well-known soliton solutions (Makhankov 1989)
and have wavefunctions
ψσ(x) = B e
ix sech
(
B
√
Jme/4 (x− x0)
)
. (6.3)
where B and x0 are constants. The simplified picture of the Kondo lat-
tice at low conduction band filling is then of a gas of solitons (Honner and
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Gula´csi 1998b,1999). The solitons may be pictured as spin polarons (Hol-
stein 1961, Sigrist, Tsunetsugu and Ueda 1991), and describe the dressing of
each electron by a cloud of localized spins which tend to align opposite to the
conduction electron spin for J > 0 (and tend to align parallel to the electron
spin for J < 0). The spatial extension of the polarization cloud, ie, the width
of the spin polaron, characterizes the range of the indirect ferromagnetic or-
dering induced on the localized spins by the electron, and is equivalent to the
effective range α of the double-exchange interaction as described in section
5.1.3.†
This spins polarons correspond to a dressing of the electron by a cloud
of antiparallel local spins for J > 0, or by a cloud of parallel local spins for
J < 0. This represents a bound state of kink and antikink domain walls, eg,
in the case of antiferromagnetic coupling (J > 0), of a typical form
. . . ⇑⇑⇑⇑ ⇓⇓⇓ ⇑⇑ ⇓⇓⇓⇓ . . .
Here, ⇑⇑⇑⇑, ⇓⇓⇓, ⇑⇑, ⇓⇓⇓⇓, are the spin polarons, with average polaronic
width α. The short hand notation, eg, ⇑⇑⇑⇑, represents a superposition of
states. That is, ⇑⇑⇑⇑ is a superpositions of the following states
| ⇑↓, ⇑ 0, ⇑ 0, ⇑ 0〉 ,
| ⇑ 0, ⇑↓, ⇑ 0, ⇑ 0〉 ,
| ⇑ 0, ⇑ 0, ⇑↓, ⇑ 0〉 ,
| ⇑ 0, ⇑ 0, ⇑ 0, ⇑↓〉 , (6.4)
where ⇑ and ↑ referrers to the impurity and conduction electron spins, re-
spectively. The polaronic length scale competes with the length scale set by
the free conduction electron mean free path and introduces simultaneously
competing time scales: slow motion of the polarons with low energy dynam-
ics, and fast motion of the free electrons (within the length scale α, see Eq.
(6.4)) with high energies.
†The spin polaron picture for the ferromagnetic ordering induced on the localized spins
was used by Sigrist et al. (1991). It is equivalent to the double-exchange picture, and is
perhaps more illustrative at low conduction band filling.
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From Eq. (6.3), the polarization cloud decays exponentially at large dis-
tances with a characteristic length scale proportional to
√
t/J . This gives
a low density form α/a ∝ √t/J which will be assumed in order to plot the
ferromagnetic-paramagnetic transition lines in sections 6.2 and 6.3.
Note that at vanishingly small conduction band filling n → 0, it is pos-
sible to determine α using the exact solution of Sigrist et al. (1991) for the
Kondo lattice with one conduction electron. As summarized in section 2.4.2,
the polarization cloud decays exponentially for small J in the ferromagnetic
phase, with a characteristic length α/a =
√
2t/J . This gives rigorous sup-
port, at least as n→ 0, to the form identified for α above, which is based on
the simplified treatment of double-exchange through HDE.
6.2 Phase Diagram for the Antiferromagnetic
Kondo Lattice
The behaviour identified for the 1D Kondo lattice in chapter 5 is in com-
plete qualitative agreement with the results of numerical simulations on larger
systems (Troyer and Wu¨rtz 1993, Moukouri and Caron 1995, Caprara and
Rosengren 1997, McCulloch, et al. 1999,2001,2002). To establish quantita-
tive agreement, i.e. to plot the critical line, two obstacles are presented. The
critical line equation with both forward and backscattering spin-flip interac-
tions included may be written
Jca =
2π2AvF
α
∫∞
0
dk cos(ka)Λ2α(k)
. (6.5)
The first obstacle in using Eq. (6.5) is somewhat trivial, and relates to the
global scaling of the critical line: the number A comes from the normalization
of the Bose representations for spin-flip and backscattering electron interac-
tions. It depends significantly on the cut-off function Λα(k), and moreover
relates to the normalization of Bose representations only in the limit of long
wavelengths (cf. section 3.3 and Eq. (3.67)). From the bosonization devel-
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oped in chapter 3 (cf. Eq. (3.16)), α & O(k−1F ), and so α will diverge as the
filling n→ 0. From Eq. (6.5) it follows that
Jc
t
→ 2π3An , as n→ 0 . (6.6)
Note the agreement with the exact solution of Sigrist et al. (1991) for the
Kondo lattice with one conduction electron; the system is ferromagnetic for
all finite J . Recall also that the exact solution gives α/a =
√
2t/J for small J .
α diverges at criticality in agreement with the result above from bosonization
as n → 0. Using numerical results for Jc at the smallest available filling
(Jc/t = 0.455 at n = 0.2 from the infinite-size density-matrix renormalization
group simulation of Caprara and Rosengren (1997)), it is concluded from Eq.
(6.6) that 2π2A ≈ 0.7. This fixes the constant A for J > 0.
The second obstacle to using Eq. (6.5) to plot the critical line is less trivial,
and relates to the dependence of α on J and n. α measures the effective range
of the double-exchange interaction (cf. section 5.1.3 and Fig. 8), and is a
non-trivial quantity in a thermodynamically large system. In section 6.1 the
form α/a ∝√t/J was obtained at low conduction band filling on the critical
line. α enters the critical line equation in the denominator of the right hand
side of Eq. (6.5), and the proportionality constant may be determined by
using numerically determined ferromagnetic-paramagnetic transition points.
For Honner and Gula´csi (1998b) the available numerical data (Troyer and
Wu¨rtz 1993, Tsunetsugu, Sigrist and Ueda 1993, Moukouri and Caron 1995,
Caprara and Rosengren 1997) allowed the fit of the dimensionless parameter
Ja/vF against J , see Fig. 9. Ja/vF characterizes double-exchange in the
theory of chapter 5, and gives the denominator of Eq. (6.5) at criticality. The
functional dependence is linear, and supports the form ∝√t/J for α/a even
at larger fillings. Fig. 9 shows the straight line of best fit. This line gives
2π2A = 0.65 as n → 0, in agreement with the estimate ≈ 0.7 from n = 0.2
given in the previous paragraph, and gives α/a =
√
2.1t/J , in very good
agreement with the exact result
√
2t/J obtained at vanishing filling with
the exact solution (Sigrist, et al. (1991)). It is reasonable to conclude that
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the small deviations in the numerically determined points for Ja/vF from
the straight line are in Fig. 9 are reflections of the different critical values
determined in different simulations (cf. Fig. 5). Having determined α on
the critical line, Eq. (6.5) determines the critical line at
Jc
t
=
1.3 sin(πn/2)
1− 0.6 sin(πn/2) , J > 0 . (6.7)
The resulting phase diagram is given in Fig. 10.
A comparison of Eq. (6.7) with the new non-Abelian density-matrix renor-
malization group results is given in Fig. 14. The results of McCulloch, et al.
(1999) does not allow a more accurate determination of 2π2A as the points
given in Fig. 14 are the boundaries of the fully polarized ferromagnetic
state, rather than the the phase transition line. However, the ‘state of the
art’ results of McCulloch, et al. (2001,2002) give a curve
Jc
t
=
1.358 sin(πn/2)
1− 0.583 sin(πn/2) , (6.8)
which implies 2π2A = 0.679 at the critical line, in perfect agreement with
the previously obtained values.
6.3 Phase Diagram for the Ferromagnetic Kondo
Lattice
To plot the critical line for a ferromagnetic coupling J < 0, the analysis of
section 6.2 is followed, and available numerically determined transition points
for the J < 0 Kondo lattice are used to determine the constant of propor-
tionality in α/a ∝√t/J . Yunoki et al. (1998) determine the ferromagnetic-
paramagnetic transition for classical spins via Monte Carlo, and for quantum
spins 3/2 via the density-matrix renormalization group. The resulting tran-
sition lines, with coupling J correspondingly scaled, are very close, and their
points may be used within the spin 1/2 Kondo lattice (cf. chapter 1 and
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Zang, et al. (1997)). In Fig. 11 the dimensionless parameter Ja/vF is plot-
ted against J for numerically determined points. The straight line of best fit
gives very good agreement with the points, and gives strong support for the
form α/a ∝√t/J even for large fillings. The line of best fit determines the
constant of proportionality as
√
0.7 (cf.
√
2.1 for J > 0). As in section 6.2,
this determines the critical line at
−Jc
t
=
0.7 sin(πn/2)
1− sin(πn/2) . (6.9)
The resulting phase diagram is given in Fig. 12. The critical line diverges
for J < 0 close to half-filling, and differs from the J > 0 Kondo lattice for
which the line remains finite. The phase separated region seen by Yunoki et
al. (1998) has not been included in Fig. 12. Phase separation is observed
in the classical spin simulation in the paramagnetic region from Jc/t = 4. It
is not observed in the quantum simulation until J/t = 6, and then occurs
away from the ferromagnetic-paramagnetic transition closer to half filling.
Any phase separation involves strongly localized electrons, and strong on-
site localization is not described well by the bosonization of the conduction
electrons, as discussed in section 5.1.1.
However, recent numerical simulations have questioned the existance of
a phase separated region. Several new simulations (Horsch, Jaklic and Mack
1999, Batista, et al. 1998, 2000, Garcia, et al. 2002, Koller, et al. 2003)
suggests that the phase separated region close to half filling is rather a phase
dominated by ferromagnetic polarons with one single trapped charge carrier.
This is in perfect agreement with the polaronic picture first proposed by
Honner and Gula´csi (1998b), and derved in details in section 6.1. It may
even be that the previously attributed phase separation regime is actually a
polaronic liquid, as it appears (see Fig. 15) for J > 0.
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6.4 Range of Double-Exchange at Criticality
The lines of best fit Figs. 9 and 11 determine the effective range α of the
double-exchange interaction on the transition line. Choosing the exponential
cut-off function Λα(k) = e
−α|k|/2 for simplicity, it follows from Eq. (6.5) that
1
α
∫∞
0
dk cos(ka)Λ2α(k)
= 1 + (a/α)2 . (6.10)
For this choice of cut-off function, the line of Fig. 9 for J > 0 gives α/a =√
2.1/J at the ferromagnetic-paramagnetic transition. This compares with
the result
√
2/J obtained in the exact solution of the Kondo lattice with
one conduction electron (Sigrist, et al. (1991) just above the critical point
at vanishing J . The filling dependence of α may be determined by using Eq.
(6.7) to write α/a =
√
2.1/J in terms of n. The result is plotted in Fig. 13.
The effective range α of the double-exchange interaction on the transition
line for J < 0 may be determined in a similar fashion. For an exponential
cut-off function, it follows that α/a =
√
0.7/J . As a function of filling, this
relation may be used together with the critical line Eq. (6.9) to plot α/a
against n and is plotted also in Fig. 13. The vanishing of the effective range
close to half filling is the reason the critical line diverges for J < 0.
The different filling dependence of α for J > 0 and J < 0 is shown in
Fig. 13. Different effective ranges α for the double-exchange interaction for
different signs of the coupling is due to the different infinite |J | symmetries
of the sites containing localized conduction electrons. For a ferromagnetic
coupling, this is a triplet with energy −|J |/4, while for Kondo couplings
J > 0 the on-site symmetry is singlet with the lower energy −3J/4 (cf. Table
4.1). The gain in energy for double-exchange per site and per conduction
electron in either case is −|J |/4. For J < 0, the system thus gains just as
much energy from double-exchange as it does by forming localized triplets,
and the triplets have minimal effect for a non-vanishing hopping. This is clear
from the ground-state Eq. (2.11) for the two-site Kondo lattice (see also Fig.
4). The effective range α vanishes smoothly as the number of excess localized
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spins declines: α→ 0 as n→ 1. For J > 0 the situation is far more complex.
The on-site singlet energy is lower than the gain for double-exchange, and
there is a complicated co-existence between the two effects. (This is why the
exact solution for the Kondo lattice with one conduction electron is difficult
for J > 0, whereas it is trivial for J < 0 (Sigrist et al. (1991).) Fig.
13 indicates a saturation α ≈ a as n → 1 for J > 0, in contrast to the
J < 0 behaviour. It is beyond the methods presented here to understand
the reason for this behaviour close to half-filling. What is required for an
accurate determination is a detailed description of localized Kondo singlet
formation, on a par with the double-exchange ordering and weak-coupling
spin-flip disorder scattering that are described by the effective hamiltonian
Eq. (5.16).
6.5 Numerical Results
As presented in section 2.4.2 earlier failures to detect the ferromagnetic
phase boundaries for any doping level of the Kondo lattice using density-
matrix renormalization group can be attributed to the fact that the existing
numerical packages do not keep track of the total spin or magnetisation,
which is a crucial criteria in determining the ferromagnetism. Neglecting
these parameters, the previous density-matrix renormalization group meth-
ods, for details see section 2.4.2, could not reveal the full complexity of the
model. Thus a modification of the density-matrix renormalization group al-
gorithm to explicitly include the total spin quantum number was necessary.
This has been achieved by McCulloch and Gula´csi (2000,2001,2002). In the
following the results obtained by this ‘state of the art’ density-matrix renor-
malization group method will be presented. After a short introduction, in
section 6.5.2, an overview of the new non-Abelian density-matrix renormal-
ization group method will be presented. Following in section 6.5.3 by the
details of the numerically obtained phase diagram.
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6.5.1 Why the Density-Matrix Renormalization Group?
The original density-matrix renormalization group algorithm (White 1992,
1993) was developed to overcome the problems that arise in one dimensional
interacting systems when standard renormalization group procedures are ap-
plied. The starting point for all density-matrix renormalization group and
renormalization group calculations is a block Hamiltonian HA, with some
given set of boundary conditions. The traditional renormalization group
method follows closely the Kadanoff real space scaling ideas (Gula´csi and
Gula´csi 1998), whereby two or more of such blocks are joined to create a
superblock HAA′A′′... with a basis that is a direct product of the basis states
of each individual block. This new Hamiltonian is diagonalized and only the
lowest, e.g. m eigenstates are kept. With these m eigenstates we form a
new block, HB and the iteration is continued by forming a new superblock,
HB B′B′′... whose lowest m eigenvalues are kept, etc.
This method was extremely successful in certain cases (Wilson 1975,
Krishna-murthy, Wilkins and Wilson 1980). However, it proved to be a
very poor approximation to one dimensional interacting electron systems
(Bray and Chui 1987). In these systems, long range correlations and collec-
tive effects are paramount in describing the properties of the system. In the
traditional renormalization group technique these collective effects are sup-
pressed because of the boundary conditions that apply to each block. If open
boundary conditions are used, then eigenstates of HA will have the wavefunc-
tion going to zero at the edges of the block. Thus when the blocks are joined
and the old block edges become adjacent and in the middle of the lattice,
the resulting basis is not good at representing collective effects that span the
whole system. A similar argument applies in the case of periodic boundary
conditions. With the current understanding of one dimensional systems and
knowing how different these systems are from their three dimensional counter
parts is seems almost obvious that such an ‘old fashioned’ scheme will not
work.
An electron sea in one dimension has particular characteristics which
6. Ground-State Phase Diagrams for the 1D Kondo Lattice 146
place it outside the Fermi liquid framework. The important properties are
the following (Voit 1995, Gula´csi 1997a): (1) The low-energy excitations of
the one dimensional electron sea are collective, and exhibit a phenomena
called spin and charge separation. This contradicts the three dimensional
picture in which the excitations resemble individual electron excitations; (2)
The collective excitations do not interact at low energies, and one dimensional
systems with simple forward scattering interactions have a universal structure
composed of independent harmonic oscillators; and, as a consequence of this,
(3) the momentum distribution is continuous: in the one dimensional electron
sea the spectral weight Z vanishes, and the system does not support low-
energy quasi-particle excitations†.
The theory of one the dimensional electron sea has been in detailed pre-
sented in chapter 3. Here a brief overview is presented, for the benefit of
readers who are not experts in the field. The theory was was pioneered
by Haldane (1981) and has been developed since by numerous theoretical
physicists over the years and is known as the ‘Luttinger liquid’ theory. In
this theory the destruction of quasi-particles and the fact that Z = 0 is due
to the non-zero momentum transfer processes. It is possible to go beyond
perturbation theory and, consistent with Z = 0, one indeed finds that the
elementary excitations at low energy are collective bosonic charge and spin
fluctuations. The origin of this so-called ‘spin and charge separation’, can
be described in a number of ways all of which refer to the nature of the
one-dimensional phase space. The one-dimensional Fermi surface consists of
only two (traditionally called ‘left’ and ‘right’) points. Scattering processes
which take place on the same Fermi point give rise to spin and charge sep-
aration. This phenomenon is seen in all one-dimensional electron systems
and it seems that it is not related to other characteristics of one dimensional
systems, namely the renormalized correlation function exponents (the Z = 0
effect mentioned earlier).
Accordingly, the main property of one dimensional conductors is that
†For more details see also chapter 3 and section 4.2.2.
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their low lying excited states are charge and spin collective density modes.
Due to these density modes the traditional numerical renormalization group
methods break down. This problem was recognized first by White (1992,1993)
who introduced the central idea of density-matrix renormalization group,
namely to keep the ‘most probable’ states of a smaller section of the lattice
in such a way that additional lattice sites can be added without undesir-
able effects arising from the external boundary conditions. This idea follows
from the requirement that for a collective density mode to be operational it
must have the largest possible overlap between the blocks i.e., must have the
largest eigenvalues of the corresponding block density matrix.
Because of these reasons, in past years, the density-matrix renormaliza-
tion group method has been extensively used to study one and two dimen-
sional strongly correlated electron systems (White 1998) †. This method
became very popular when it was realized that it enabled a level of numer-
ical accuracy for one dimensional systems that was not possible using other
methods (Nishino, et al. 1999,Peschel, et al. 1999).
6.5.2 Non-Abelian Density-Matrix Renormalization Group
One major drawback of density-matrix renormalization group is that cal-
culations are performed in a subspace of purely Abelian symmetries, such as
the U(1) symmetries of total particle number and the z component of the
total spin. Thus one can only obtain a few states in different total particle
number and z component of total spin sectors (Noack and White 1993). For
models where ferromagnetism emerges the situation worsens, that is, to de-
termine magnetization, a combination of methods must be employed which
will artificially raise the energy of the higher spin state (Daul and Noack
1998) within the chosen z component total spin sector.
In recognizing the imperative need to introduce a density-matrix renor-
malization group method which has a total spin quantum number natu-
†A brief overview of the strongly correlated electron systems in given in Appendix A.
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rally implemented, a number of unsuccessful attempts were previously made
(O¨stlund and Rommer 1995, Sakamoto and Kubo 1996, Sierra and Nishino
1997, Daul 2000). McCulloch and Gula´csi (2001,2002) were the first to solve
completely this problem by showing that non-Abelian symmetries can be
naturally accommodated into density-matrix renormalization group. In their
form, the starting point of a calculation are the matrix elements of the single
site operators which are relatively simple to calculate; the number of such
elements varies inversely with the dimension of the irreducible representa-
tions of the global symmetry group, and thus is reduced for a larger global
symmetry group. For example (McCulloch and Gula´csi 2002), all single site
operators of a spin chain are represented as 1 × 1 matrices, independent of
the magnitude of the actual spins.
It is not the purpose of this section to give a complete description of the
density-matrix renormalization group, only to present the essential elements
of the new algorithm. For more details please refer to McCulloch and Gula´csi
(2002). In order to take into account all SU(2) spin components the first
step is to calculate the eigenstates by using Clebsch-Gordan coefficients. In
principle, it is not difficult to calculate eigenstates of SU(2) for a finite system
by using the Clebsch-Gordan transformation (Biedenharn and Louck 1981)
especially in density-matrix renormalization group where the system is built
one or two lattice sites at a time.
Generally, the tensor product of two basis vectors, labelled here by sub-
scripts 1 and 2, can be written as
|jmz(j1j2ǫ1ǫ2)〉 =
∑
mz1,m
z
2
Cj1j2jmz1mz2mz |j1m
z
1(ǫ1)〉 |j2mz2(ǫ2)〉 , (6.11)
where Cj1j2jmz1mz2mz is the Clebsch-Gordan coefficient, j is the total spin quantum
number, such as S2|j〉 = j(j + 1)|j〉, mz is the projection of the spin onto
the z−axis and ǫ is an index that encapsulates the additional labels used
in density-matrix renormalization group (ie, to label the ǫ’th basis state of
the given quantum numbers). Bracketed labels are not associated with a
quantum number. Constructing basis states in this way in density-matrix
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renormalization group suffers from two problems (McCulloch and Gula´csi
2002). Applying this transformation involves two summations for each op-
erator matrix element. This impacts severely on the computational effort
required to construct the block, and especially the superblock, operators.
Secondly, the direct application of the usual density-matrix renormalization
group reduced density matrix to a wavefunction constructed from some (jmz)
subspace of Eq. (6.11) does not commute with the SU(2) generators.
Despite the additional overhead of the Clebsch-Gordan transformation,
this construction of SU(2) invariant density-matrix renormalization group
works well for small values of j (McCulloch and Gula´csi 2000,2001). How-
ever, further improvements are possible as pointed out by McCulloch and
Gula´csi (2002). In the second step, the projection quantum number mz is
completely eliminated using the Wigner-Eckart theorem,
〈j′mz′(ǫ′)|T JM |jmz(ǫ)〉 = CjJj
′
mzMmz′〈j′(ǫ′)||T J ||j(ǫ)〉 , (6.12)
for the M ’th component of an operator T J transforming as a rank 2J + 1
tensor. The quantity 〈j′(ǫ′)||T J ||j(ǫ)〉 is the reduced matrix element (Bieden-
harn and Louck 1981) and is independent of the projection quantum num-
bers. This operator can be considered to act on a reduced basis, given by
the complete set of basis vectors ||j(ǫ)〉. With this construction, all steps
of the density-matrix renormalization group algorithm can be performed us-
ing only the reduced basis. The importance of this is that, unlike equation
(6.11), there is no summation involved. The only essential difference from
the standard density-matrix renormalization group formulation is the quan-
tum number-dependent 9j factor multiplying each subspace. Thus, there is
no significant computation penalty for using the SU(2) formulation, as long
as the 9j coefficients can be calculated efficiently.
Thus, a new formulation of density-matrix renormalization group has
been achieved by McCulloch and Gula´csi (2002), in which the states trans-
form as 2j+1 dimensional irreducible representations of SU(2). However, it
is clear that the general formulation is essentially independent of the details
of the SU(2) algebra – given an arbitrary compact global symmetry group
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the only modifications to the formulation is a different series expansion cor-
responding to Eq. (6.11). It is worth noting that in the SU(2) formulation,
the basis vectors are exact eigenstates of total spin even after the truncation.
This is not true, for example, if other attempts to force the ground-state to
be in a particular total spin state by adding some suitably chosen multiple
of S2 to the hamiltonian. Mixing of total spin states due to numerically
near-degenerate states will still occur. Calculations involving long range in-
teractions are also affected by the lack of explicit symmetries. Using a U(1)
symmetric basis labelled by the z-component of spin only, interaction terms
no longer transform as exact representations of SU(2) after a truncation.
This can lead to situations where, even for a large number of kept states, the
ground-state is a broken symmetry Ne´el type state (White and Scalapino
1998) and only converges slowly to an eigenstate of S2. This is purely an
artefact of the density-matrix renormalization group algorithm when appro-
priate symmetries are not explicitly preserved.
The computational advantage of the non-Abelian construction is two fold:
(1) each reduced basis element corresponds to 2j + 1 basis states of the old
representation, thus the storage requirement for the block operators is re-
duced for an equivalent number of block states. This allows, for virtually
no increase in CPU time, to i) investigate long chains, with several hun-
dreds of lattice sites, using hundreds (in most cases infinity) number of kept
states, and gain ii) an improvement of at least four orders of magnitude in
the cumulative truncation error and the fractional error in the ground-state
energy; (2) the superblock basis can be projected onto an exact subspace of
arbitrary total spin. As well as reducing the size of the target Hilbert space,
this greatly simplifies the calculation of excited states that have total spin
less than the total spin of the ground-state. This is very useful for inves-
tigating magnetic phase transitions (McCulloch, et al. 1999,2001,2002) or
other type of topological ordering (Kruis, et al. 2002). The method is easily
adaptable to 2D systems, and it was tested already on the 2D t-J model
(McCulloch, Bishop and Gula´csi 2001). For ferromagnetic target states (or
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more generally, target representations with a dimension greater than one), it
is possible to calculate to first order the splitting of the degenerate states due
to a symmetry breaking field, trivially in the case of a uniform magnetic field
h (where the splitting is just hmz , for mz = −j,−j + 1, . . . , j), or in other
cases by calculating the projection of the wavefunction and the symmetry
breaking operator onto each z-component of spin using the Wigner-Eckart
theorem Eq. (6.12).
6.5.3 Phase Diagram
The problem of earlier density-matrix renormalization group studies, as
presented in section 2.4.2, was that due to the low accuracy, doping levels
beyond quarter filling, n = 0.5, were impossible to analyse †. This was
addressed by McCulloch, et al. (1999), which represented the first application
of the non-Abelian density-matrix renormalization group, see Fig. 14.
Here the total impurity spin of the system for n = 0.5, 0.6, 0.7, 0.8, 0.9
and 0.95 fillings have been calculated. As the phase transition line is ap-
proached (see dashed curve in Fig. 14) the total spin of the impurities will
be different from zero. In every analysed filling factor case the total impurity
spin gradually increases with J and finally the system reaches a fully polar-
ized state. Hence, in Fig. 14 the stars (McCulloch, et al. 1999) represent the
fully polarized impurity spins states. Accordingly, these points are situated
above the true thermodynamic phase transition. As a comparison we also
plotted the previous numerical results (presented earlier in Fig. 5).
The most significant contribution of McCulloch, et al. (1999) is to estab-
lish the existence of a ferromagnetic regime extending up to half filling, see
Fig. 14 for n = 0.9 and n = 0.95 filling factors. For n = 0.95 the impurity
spins are already fully polarized above J ≈ 3.5. This proves that, contrary
to the previous suggestions ‡, ferromagnetism will exist for any band filling.
†This limitation is still valid: even recent results (Xavier, Novais and Miranda 2002,
Xavier, et al. 2003) do not cover the region of doping close to half-filling.
‡As mentioned in section 2.4.2, earlier results based on simple mean-field, slave-boson
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More recent non-Abelian density-matrix renormalization group results
(McCulloch, et al. 2001, 2002; Juozapavicius, et al. 2002) confirmed this
picture. The obtained results (McCulloch, et al. 2001,2002) can be summa-
rized with the phase diagram of Fig. 15, which will be analysed hereafter.
As it can be seen from Fig. 15, the main feature dominating the Kondo
lattice is the impurity spin ferromagnetic ordering, as such confirming the
results of chapters 5. This element was missing in the early approaches,
which concentrated on the competition between Kondo singlet formation at
large J and the RKKY interaction in the weak coupling limit (Jullien, Fields
and Doniach 1977, Tsunetsugu, Sigrist and Ueda 1997, Shibata and Ueda
1999). This picture is borrowed from the single impurity Kondo model and
is inadequate for the lattice case.
Starting the analysis of the phase diagram for large J , it can be seen that
all the conduction electrons form singlets with the localized spins (Sigrist, et
al. 1992b). The uncoupled f spins order ferromagnetically in a mechanism
similar to the J < 0 case. Here, there is no competition between Kondo
singlet formation and double-exchange. The fully polarized state [with S =
(L − N)/2] appears for any value of n < 1 as proven in chapter 5. As
J is lowered, the Kondo lattice can be rigorously mapped into a random
transverse field Ising model, see section 5.2, hence the phase transition (the
solid curve in Fig. 15) is identical to a quantum order - disorder transition.
It should be emphasized that this is also true for the second ferromagnetic
phase, as will be shown later on.
The phase transition obtained via density-matrix renormalization group
fits exceptionally well this picture, confirming the bosonization result of chap-
ter 5. The open circles on Fig. 15 correspond to points at which the energy
of the ferromagnetic state crosses the energy of the singlet state. Since the
phase transition is second order, this is only an upper bound on the true tran-
sition line. However the partially polarized region is very small, of the order
or Gutzwiller approximations (Tsunetsugu, Sigrist and Ueda 1997) could not predict fer-
romagnetism close to half filling.
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of J/t ∼ 0.01, which is why this phase transition has not previously been ob-
served to be continuous. Examples for the energy versus the magnetization
curves are given by McCulloch, et al. (2002).
Below the solid curve, Fig. 15, the Kondo singlets are not inert anymore
and they greatly contribute to the properties of the Kondo lattice. Excluding
the Kondo triplet states, the conduction electron wave function in the con-
tinuum limit satisfies a nonlinear Schro¨dinger equation, see Eq. (6.2), which
has finitely delocalized solitonic solutions of the form given in Eq. (6.3). This
corresponds to a dressing of the conduction electrons by a cloud of antipar-
allel local spins, i.e., spin polarons are formed. The polaronic length scale
competes with the length scale set by the conduction electron mean free path
and introduces competing time scales: slow motion of the polarons with low
energy dynamics and fast motion of the free conduction electrons with high
energies. This scenario resembles a two-fluid picture with intrinsic inhomo-
geneities which involves spin fluctuations and short-range spin correlations,
which was called (McCulloch, et al. 2002) a polaronic liquid.
Finite temperature density-matrix renormalization group results (Shibata
and Tsunetsugu 1999) confirmed the presence of short-range f spin correla-
tions in the van-Hove singularities. Consequently the structure factor peaks
at 2kF − π, where kF is the Fermi point determined by the filling of the
conduction band. This means that the localized f spins, even though they
are completely immobile, contribute to the volume of the Fermi sea. This
conventionally is called a large Fermi surface, the effect of which is also seen
in the momentum distribution function, see Fig. 16. As the polarons are
formed the peak of S(k) shifts from the small J/t value of 2kF : the slow
motion of the spin polarons will dominate the low energy dynamics of the
quasiparticles. This shift can be seen clearly in Fig. 17. This proves that the
appearance of the large Fermi surface is a dynamical effect since it involves
local inhomogeneities, impurity spin fluctuation, and short-range correlations
of the f spins. This is the Griffiths phase described in section 5.2.
The large Fermi surface is conventionally explained by reference to the
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periodic Anderson model ancestry (Yamanaka, Oshikawa and Affleck 1997,
Shibata and Ueda 1999, Oshikawa 2000, Sinjukow and Nolting 2002). How-
ever, in the view of section 5.2 the Griffiths phase with its local polaronic
inhomogeneities gives rise to the large Fermi surface. For n < 0.5 the width
of the polarons is over several lattice spacings (diverging for n→ 0, see also
Fig. 13) hence the energy needed to excite these polarons is too large for
this effect to happen. The polarons will not contribute to the low energy
dynamics and as such a small Fermi surface is active, see Figs. 16 and
17, and the discussion in section 7.1. This has been confirmed in earlier
density-matrix renormalization group calculations (Troyer and Wu¨rtz 1993,
Moukouri and Caron 1995, Caprara and Rosengren 1997), for a review see
Shibata and Ueda (1999), and more recently (McCulloch, et al. 2001,2002,
Xavier, Novais and Miranda 2002). So it seems that there has to be a small -
large Fermi surface crossover at quarter filling, see the dotted line in Fig. 15.
Density-matrix renormalization group results of Xavier, et al. (2003) suggest
that this is a dimerized phase, but this has yet to be proven rigoirously.
An interesting phenomenon appears as J is further lowered. The resid-
ual weight attached to the Kondo singlets vanishes, hence all conduction
electrons which participated in the formation of these singlets, become de-
localized. The distance between these conduction electrons is much larger
than the lattice spacing, and below J ≤ 2√n sin(πn) their continuum limit
takes the regular quantum sine-Gordon form (Zachar, Kivelson and Emery
1997). In the bosonization language of section 5.1.4, this means that the spin
Bose fields, Φσ cannot be approximated by their noninteracting expectation
values, rather by their expectation value corresponding to a sine-Gordon
(sG) model, Φσ ≈ 〈Φσ〉sG. However, the charge degrees of freedom not be-
ing affected by the sine-Gordon spin gap, their corresponding Bose fields,
Φρ may be still approximated by their noninteracting values. Extending the
bosonized results of section 5.1 to a finite 〈Φσ〉sG, it is obtained (McCulloch,
et al. 2002) the critical hamiltonian governing this second phase transition
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at intermediate J values in the form:
Hcrit. = −J2A/(2π2vF )
∑
j
SzjS
z
j+1
+ 2JB
∑
j
{1− (〈Φσ〉2sG/2)[1 + J/(2πvF )]2 + cos(2kF j)}Sxj ,(6.13)
where A and B are functions which depend only on the cutoffs introduced
by the bosonization scheme, see section 6.2. Following closely chapter 5
it can be proven (McCulloch, et al. 2002) that the critical behaviour of
this ferromagnetic transition for the intermediate this J case is of a random
transverse-field Ising model type, where the transverse field
hj = 2JB{1− (〈Φσ〉2sG/2)[1 + J/(2πvF )]2 + cos(2kF j)} , (6.14)
is driven by a displaced cosine distribution of the form:
ρ(h) = [1/(2πJB)]{1− [h/(2JB) + (〈Φσ〉2sG/2)[1 + J/(2πvF )]2 − 1]2}−1/2 .
(6.15)
Accordingly, the these transitions emerging at intermediate values of J are
of a quantum order - disorder type. These transitions are driven by spin
polarons, contrary to the ferromagnetic phase emerging at high J values,
which is given by the uncoupled f spins. The new critical line is (McCulloch,
et al. 2002):
Jc = α(A,B) sin(πn/2)/[1− β(A,B)]− γ(A,B, 〈Φσ〉2sG) . (6.16)
The bosonization (conformal field-theory) arguments do not determine the
magnitude of α, β and γ, accordingly these constants are used as fitting
parameters to the numerically obtained points. The best fits are the dashed
curves in Fig. 15.
Below the second ferromagnetic region the Kondo lattice reduces to a
system of free localized spins in fields determined by conduction electron
scattering: dominant 2kF modulations are manifest, see Figs. 16 and 17,
superimposed on an incoherent background. This reflects the momentum
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transferred from the conduction electrons band to the spin chain in backscat-
tering interactions, together with incoherent forward scattering. This case is
referred to as an RKKY liquid in Fig. 15 as the scattering processes give
an RKKY-like correlation for the f spins, see section 7.1 for details, even
though the RKKY interaction strictly diverges in one dimension.
In closing this section, it has to be mentioned that the Kondo lattice still
holds surprises. As it was presented in Juozapavicius, et al. (2002), just
below the second ferromagnetic phase of Fig. 15 two other smaller ferro-
magnetic regions have been found, see Fig. 18. At around n = 0.8 a third
ferromagnetic phase develops up to n ≥ 0.8125. More detailed calculations
show that other smaller ferromagnetic regions appear as J is decreased. All
the regions which were successfully mapped out are presented in Fig. 18.
The size of these ferromagnetic phases are becoming vanishingly small with
lower J . The overall gap size (between the S = 0 and fully polarized states)
rapidly decreases with the filling and the accuracy is insufficient to obtain
credible data above n = 0.9†. Otherwise, in the calculation of Juozapavi-
cius, et al. (2002) the typical truncation error < 10−7 allowed energy gaps
as small as one millionth part of the ground-state energy to be calculated,
within J = ±0.1 accuracy for all the points below n = 0.9. This behaviour
of the Kondo lattice is very intriguing and has not been explained.
†This is the reason why the second ferromagnetic region above n = 0.9 is plotted as
a striped area in Fig. 18, where the accuracy was insufficient to determine the phase
boundaries
7 Other Properties of the 1D Kondo
Lattice
The previous chapters have proven that the main feature dominating the
Kondo lattice is the impurity spin ferromagnetic ordering. It was shown, see
section 5.1.3, that this ferromagnetism is due to the double-exchange inter-
action which appears as a consequence of an excess of localized spins over
conduction electrons: each conduction electron has to screen more than one
localized spin, and since hopping is energetically most favourable for conduc-
tion electrons which preserve their spin, this tends to align the localized spins.
This element was missing in the early approaches, which concentrated on the
competition between Kondo singlet formation at large J and the RKKY in-
teraction in the weak coupling limit (Jullien, Fields and Doniach 1977). This
picture is borrowed from the single impurity Kondo model and is inadequate
for the lattice case (Le Hur 1998) †.
However, it is necessary also to describe nearly-free electrons at weak-
coupling. Scattering processes at weak-coupling are restricted to states close
to the non-interacting conduction electron Fermi points at ±kF (cf. chapter
E), and can give rise via backscattering to the 2kF correlations in the localized
spins. The basic idea behind the presented theory is that coherent hopping
at strong-coupling, together with the more standard nearly-free scattering at
weak-coupling, can be described using the bosonization formalism derived in
chapter 3. As such, the weak-coupling regime of the effective hamiltonian
will be considered in the following, in section 7.1. The ground-state of the
localized spins is obtained, as is the ground-state correlation function between
the localized spins. The correlations oscillate with a dominant wave vector
at 2kF of the conduction electrons.
The following sections consider the effects of i) repulsive interactions be-
†Here a full non-Abelian bosonization approach is used to study the fixed points of the
1D Kondo lattice, and it is shown that the fixed points differ from the ones of the single
impurity Kondo model.
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tween the conduction electrons, ii) presence of electron-phonon couplings,
and iii) the effect of diluting the array of impurity spins. With all these
extensions, the ferromagnetic-paramagnetic transition still occurs, but the
ferromagnetic phase in the presence of the Hubbard term becomes larger and
the critical coupling is pushed to lower values of J . For infinite U , the criti-
cal coupling Jc = 0, and ferromagnetism occupies the entire phase diagram.
The electron-phonon couplings, on the other hand, makes the spin polarons
more robust, diminishing the ferromagnetic region. Diluting the array of
impurity spins again reduces the effect of the double-exchange, and as such
decreases the ferromagnetic region: it also induces antiferromagnetism. This
distinguishes the dilute Kondo lattice model from the conventional Kondo
lattice.
7.1 Weak-Coupling: RKKY-like Behaviour
Well below the transition, where Ja/vF is small and the ferromagnetic
interaction Eq. (5.11) is negligible, the ordering of the localized spins is gov-
erned by the last two terms of the effective hamiltonian Eq. (5.16). To deter-
mine the dominant correlations in this strongly disordered phase, it suffices
to take eigenvalues for ǫl(j) in the long-range object K(j) (cf. Eq. (5.17)).
K(j) then fluctuates about zero incoherently, depending on the global Szj
configuration. The effective hamiltonian corresponds to free localized spins
in x and z fields determined by conduction electron scattering. The free lo-
calized spin problem is straightforwardly diagonalized by standard methods
(Wagner 1986), and yields the ground-state Szj configuration
|ψ0〉 = exp
{
i
∑
j
tan−1
(
cos[K(j)] + cos(2kF ja)
sin[K(j)] sin(2kF ja)
)
Syj
}
| ↓〉 , (7.1)
where | ↓〉 is the state with Szj = −1/2 for all j. The dominant 2kF mod-
ulations in |ψ0〉 are manifest, and are superimposed on an incoherent back-
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ground:
〈ψ0|SzjSzj+x|ψ0〉 ≈ sin[2kF ja] sin[2kF (ja + x)] (7.2)
to an incoherent normalization. Eq. (7.1) is in agreement with the elemen-
tary Raleigh-Schro¨dinger perturbation theory performed by Aristov (1997)
and earlier by Yafet (1987), see section 2.1 for details, and reflects the mo-
mentum transferred from the conduction electrons band to the spin chain in
backscattering interactions, together with incoherent forward scattering.
This weak-coupling behaviour has been observed already in the early
numerical simulations (Troyer and Wu¨rtz 1993, Moukouri and Caron 1995,
Caprara and Rosengren 1997), and is called the RKKY liquid phase,† see
section 6.5.3 and Fig. 15. The review of Shibata and Ueda (1999) lists all
the earlier numerical results, which all support a dominant 2kF modulation
in the weak-coupling limit. The recent numerical results (McCulloch, et
al. 2001,2002, Xavier, Novais and Miranda 2002, Xavier, et al. 2003) also
confirm this. The results of McCulloch, et al. (2002,2003) are presented in
Figs. 16 and 17, which clearly indicates a 2kF modulation superimposed
on an incoherent background.
In spite off the overwhelming proof that 2kF modulations are dominant
in the weak-coupling limit of the spin-isotropic Kondo lattice, they are never-
theless neglected a priori in recent approaches to the spin-anisotropic Kondo
lattice (Novais, et al. 2002a). These neglected terms correspond to (Honner
and Gula´csi 2002)
H2kF =
J⊥a
2πα
∑
j
{
e−i
√
2πθσ(j) cos
[
2kF ja +
√
2πφρ(j)
]
S−j +H.c.
}
+
Jza
πα
∑
j
sin
[√
2πφσ(j)
]
sin
[
2kF ja +
√
2πφρ(j)
]
Szj , (7.3)
†Recall from section 2.1 that the RKKY interaction strictly diverges in 1D, and there is
no lower bound on the ground-state energy for the RKKY hamiltonian, even for arbitrarily
small J (Sigrist, et al. 1992b). The divergence is typical of perturbation expansions in
1D, and does not occur in higher dimensions.
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which includes every interaction term involving charge degrees of freedom‡.
Neglecting these terms led Novais, et al. (2002a,2002b) to incorrectly predict
an ordered phase for the spin-anisotropic Kondo lattice at arbitrarily weak-
coupling. The correct phase diagram of the spin-anisotropic Kondo lattice
has been determiend earlier, see Chen, et al. (1999).
To determine the effect of backscattering within the context of the calcu-
lation performed by Novais et al. (2002a,2002b), Honner and Gula´csi (2002)
noticed their claim (Novais, et al. 2002b) that their calculation is equiva-
lent (Novais, et al. 2002a) to performing a unitary transformation exp(U)
with U = −iaJz/(
√
2πvF )
∑
j θs(j)S
z
j (cf. Eq. (5.3) of section 5.1.2). How-
ever, this transformation has already been carried out exactly, ie., up to infi-
nite order, on the hamiltonian with all terms included (Honner and Gula´csi
1997a,1998b), for details see also section 5.1.2. As |Jz| → 0, where for fer-
romagnetic coupling Novais, et al. (2002a,2002b) claim the Kondo lattice is
ordered, the bosonic fields φρ, θρ and φσ, θσ take their noninteracting values to
a very good approximation, and the transformed hamiltonian reduces to free
spins in magnetic fields determined in principle by backscattering conduction
electrons, and the ground state spin configuration reduces to Eq. (7.1). Thus,
the spins form a paramagnetic ground state with dominant correlations at
2kF , independent of the sign of Jz for |Jz| → 0.
7.2 Effects of Coulomb Repulsion
To determine the effects on the ordering of the localized spins due to
interactions between the electrons, consider adding to the standard Kondo
lattice hamiltonian of Eq. (1.12) the Hubbard interaction term (cf. Eq. (4.14))
VHub = U
∑
j
nj↑nj↓
‡In Eq. (7.3) the notations of Novais, et al. (2002a,2002b) were used, instead of Eq.
(5.2).
7. Other Properties of the 1D Kondo Lattice 161
=
U
4N
∑
k
[(ρ+(k) + ρ−(k))(ρ+(−k) + ρ−(−k))
−(σ+(k) + σ−(k))(σ+(−k) + σ−(−k))], (7.4)
where the charge and spin density fluctuation components are defined in Eq.
(4.15). It will be sufficient for the purposes here to consider only forward
scattering contributions to VHub. (For weak repulsive interactions, U small
and positive, backscattering interactions renormalize to zero (So´lyom 1979).)
Within the Bose description, this is equivalent to attaching the weight Λα(k)
to the density fluctuations in VHub. The interaction then reduces to standard
Tomonaga-Luttinger–type, with forward scattering interactions described by
bosonic density fluctuations, exactly as in the bosonization of the Hubbard
model in section 4.2. The pure conduction band part H0 + VHub of the
interacting Kondo lattice may now be straightforwardly diagonalized via a
Bogoliubov transformation exp(W ), where W =
∑
ν=ρ,σWν and
Wν =
π
2L
log
(
vν
vF
)∑
k>0
1
k
[ν+(k)ν−(−k)− ν−(k)ν+(−k)]Λ2α(k) , (7.5)
exactly as in section 4.2. The charge and spin velocities are
vρ = vF
√
1 + aU/πvF , vσ = vF
√
1− aU/πvF . (7.6)
By comparison with the exact Bethe ansatz solution, these velocities are cor-
rect to leading order in U . Corrections to the velocities at stronger couplings
are given by Schulz (1991): The spin velocity vσ does not go complex as U
increases, but smoothly goes to zero. This is discussed in detail in section
4.2.2. Under W the Bose fields transform as
φ˜ν(j) =
√
vF/vν φν(j) , θ˜ν(j) =
√
vν/vF θν(j) , (7.7)
while
H˜0 + ˜VHub =
∑
ν=ρ,σ
Hν ,
Hν =
vνa
4π
∑
j
{
Π2ν(j) + [∂xφν(j)]
2
}
(7.8)
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to an additive constant. The details of the calculations leading to these
results are given in section 4.2.1.
Under the transformation W , the bosonized Kondo lattice with inter-
actions between the electrons takes the same basic form as the original
bosonized hamiltonian of Eq. (5.1). The only differences are that the first
term in Eq. (5.1) is replaced by
∑
ν Hν , and that the Bose fields in the re-
maining terms are replaced by their scaled forms as in Eq. (7.7). Proceeding
much as in the original U = 0 problem, choose the transformation exp(S)
where
S = i
Ja
2π
√
vF
v3σ
∑
j
θσ(j)S
z
fj, (7.9)
and obtain a transformed hamiltonian similar to Eq. (5.10). The important
difference is that the prefactor of the double-exchange ferromagnetic term of
Eq. (5.11) is increased:
J2a2
4π2vF
→ J
2a2
4π2vF
1
1− aU/πvF . (7.10)
Following exactly the analysis of section 5.1, an effective hamiltonian for the
localized spins is obtained. This determines a quantum order-disorder tran-
sition between ferromagnetic and quantum disordered paramagnetic phases,
with a critical coupling Jc(U) which is down from the U = 0 critical coupling
by a factor 1 − Ua/πvF . For stronger interactions between the conduction
electrons, the spin velocity of Schulz (1991) should be used in the transfor-
mation Eq. (7.9).
The effect of a repulsive Hubbard interaction between the electrons is then
as follows. Double-exchange is characterized by the enhanced dimensionless
constant Ja
√
vF/v3σ. The ferromagnetic phase becomes more robust, and
the ferromagnetic-paramagnetic phase boundary is pushed to lower values
of J . This is expected on physical grounds; the repulsion between the elec-
trons tends to keep the regions of double-exchange ordered localized spins
from overlapping. Spin-flip disorder processes, which occur when the re-
gions intermingle, are thereby reduced. The result here is consistent with
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the numerical work of Moukouri et al. (1996) on the Kondo lattice with
t-J interacting electrons; reduced critical couplings Jc/t ≈ 0.8, 1, 1.2 are de-
termined for fillings n = 0.5, 0.7, 0.9, respectively. Moreover, since vσ → 0
as U → ∞ (Schulz 1991), so that Jc/t → 0, the result here coincides with
the rigorous result of Yanagisawa and Harigaya (1994) for infinite repulsive
electron interactions.
7.3 Effect of Electron-Phonon Interaction
As presented in section 1.2 the initial understanding of the properties of
manganites was based on the double-exchange mechanism within the Kondo
lattice (Searle and Wang 1970, Kubo and Ohata 1972). However, Millis et
al. (1995) argued that the predictions of the Kondo lattice disagree with the
experimental data by an order of magnitude or more. They propose that the
discrepancy arises from the neglect of strong electron-phonon coupling. Ac-
cordingly, the effect of the electron-phonon coupling could be of importance
in understanding the real materials. This effect has been taken into account
via the bosonization formalism of chapters 3 and 5 by Gula´csi, Bussmann-
Holder and Bishop (2003,2004), details of which calculation are presented in
this section.
In 1D, the electron-phonon coupling could be of either inter-site (Su-
Schrieffer-Heeger 1980a,1980b) or on-site (Holstein 1980b) character. The
model that have been studied by Gula´csi, Bussmann-Holder and Bishop
(2003,2004) assumes a dispersionless phonon mode with frequency ω. The
neglect of the dispersion of bare phonons is not essential since it is absent in
the Holstein model and the acoustic phonons are decoupled from the low en-
ergy electronic spectrum in the continuum limit of the Su-Schrieffer-Heeger
model (Hirsch and Fradkin 1982, 1983, Fradkin and Hirsch 1983). In this
approximation the Holstein coupling to dispersionless phonons will have the
form:
HHolstein =
∑
i
(
βqinci +
K
2
q2i +
1
2M
p2i
)
, (7.11)
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with the conduction electron density at site i of nci, the lattice displacement
qi, its conjugate momentum pi, the coupling strength β, the spring constant
K and the ionic massM . While the Su-Schrieffer-Heeger coupling to phonons
is
HSSH =
∑
i
[∑
σ
ασ(qi+a−qi)(c†ciσcci+aσ+c†ci+aσcciσ)+
K
2
(qi+a−qi)2+
1
2M
p2i
]
,
(7.12)
where ασ denotes the coupling strength and the rest of the notations are as
the same as in chapters 1 and 5. Thus, the starting hamiltonian is
HPKL = HKL + HHolstein + HSSH , (7.13)
where HKL is defined in Eq. (1.12).
These phononic contributions may not describe the full complexity of the
phononic couplings observed in real materials because of the phase space
constraint of any one dimensional calculation. Still the results capture the
essence of the Kondo lattice coexisting with phonons, and being an exact
solution, it represents a vital source of information due to the lack of similar
solutions applicable to colossal magnetoresistance materials.
In standard bosonization language, Eq. 7.11 simplifies to Hph+Hel−ph1 +
Hel−ph2 , where
Hph =
1
2N
∑
p
[
Π20(p) + ω
2
0Φ
2
0(p)
]
+
1
2
∫
dx
[
Π2π(x) + ω
2
πΦ
2
π(x)
]
, (7.14)
and ω0 = ωπ =
√
K/M are their respective phonon frequencies. The
electron-phonon forward scattering term is simply
Hel−ph2 = γ2
√
2
N
∑
p
[ρ+(−p) + ρ−(−p)]Φ0(p) . (7.15)
On the other hand, the rapidly oscillating phonon assisted backward scatter-
ing term will pick up an extra factor exp[±iπδnx] ≡ exp[±i(2kF − π)x], in
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the form:
Hel−ph1 = γ1
∑
ν=±,σ
∫
dx[Ψ†ν,σΨ−ν,σe
iπνδnx]Φπ(x) , (7.16)
with γ1 = γ2 = β/
√
M , where we used the same subscripts for backward and
forward scattering as in g-ology (Voit 1994).
In the continuum limit, the Su-Schrieffer-Heeger term in contrast to the
Holstein coupling, gives only two terms Hph+Hel−ph−1 , the standard phononic
component and a rapidly oscillating back scattering term. The fact that
the forward scattering term is missing will have serious consequences on its
applicability. Hph is given in Eq. 7.14, while the back scattering term Hel−ph−1
differs from Eq. 7.16 only in a form factor:
Hel−ph−1 = γ−1
∑
ν=±,σ
∫
dx[iνΨ†ν,σΨ−ν,σe
iπνδnx]Φπ(x) , (7.17)
with γ−1 = 4ασ/
√
M .
The Su-Schrieffer-Heeger coupling was found (Gula´csi, Bussmann-Holder
and Bishop 2003, 2004) to be irrelevant to forward scattering processes and
to the Kondo lattice model away from half filling. Thus Eq. (7.17) can
be neglected in the present case, similarly the term from Eq. (7.16). With
the remaining on-site coupling Holstein terms, the calculations proceed sim-
ilarly as in chapters 3 and 5 (see also Gula´csi, Bussmann-Holder and Bishop
(2003,2004)) and, as such, the bosonization form of Eq. (7.13) is
HPKL =
vFa
4π
∑
j,ν
[
Π2ν(j) + [∂xφν(j)]
2
]
+
Ja
2π
∑
j
[∂xφσ(j)]S
z
j
+
1
2N
∑
p
[
Π20(p) + ω
2
0Φ
2
0(p)
]
+
1
2
∫
dx
[
Π2π(x) + ω
2
πΦ
2
π(x)
]
+ γ2
√
2
N
∑
p
[ρ+(−p) + ρ−(−p)] Φ0(p)
+
Ja
4πα
∑
j
{cos[φσ(j)] + cos[2kF ja+ φρ(j)]}
(
e−iθσ(j)S+j + h.c.
)
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− Ja
4πα
∑
j
sin[φσ(j)] sin[2kF ja+ φρ(j)]S
z
j . (7.18)
Except the lattice contributions, the electronic part is identical to Eq. (5.1),
where for the A constant the calculated value from chapter 5 has been used.
The canonical transformation follows section 5.1.2 and the final result
takes the same form as the original bosonized hamiltonian from Eq. (5.10).
The only difference is that the prefactor of the double-exchange ferromagnetic
term of Eq. (5.11) is decreased:
J2a2
4π2vF
→ J
2a2
4π2vF
1
1 + aβ2/πKvF
. (7.19)
Following the same analysis of section 5.1, an effective hamiltonian for the
localized spins is obtained. This determines a quantum order-disorder tran-
sition between ferromagnetic and quantum disordered paramagnetic phases,
with a critical coupling Jc(U) which is higher than the U = 0 critical coupling
by a factor 1 + aβ2/πKvF .
The renormalization of the spinon-holon velocities appears here due to
the phonon terms which act oppositely to the Hubbard contribution from
Eq. (7.10), obtained in the previous section. While the Hubbard term leads
to a localization of the spinons and an increased hopping of the holons, thus
supporting a magnetic ground state, the phonons delocalize the spins, but
localize the charges and act destructively on the magnetic properties. This
means that the Hubbard term acts destructively on the spin polarons, as dis-
cussed in detail in section 6.1. On the other hand the phonons, as expected,
are favouring polarons. As a consequence of which, the average width of the
spin polarons will increase compared to Fig. 13, the conventional Kondo
lattice case.
It is worth mentioning that the Hubbard term alone already suffices to
establish two time scales for the holon-spinon dynamics, but an important
renormalization of the critical properties of the system is achieved through
the variable phonon coupling. The competition between the Hubbard and
the phonon term obviously vanishes for U = β2/K.
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It is interesting to note the discrepancy between infinite dimensional cal-
culations and the present one dimensional result. Many calculations to model
colossal magnetoresistance materials have been made in dynamical mean-
field theory, which is an infinite dimensional approximation and therefore
incapable of capturing spatial inhomogeneities. Gula´csi, Bussmann-Holder
and Bishop (2003,2004) approached the same problem via a one dimensional
approximation, but with techniques able to describe fluctuations of short-
range order. Their results show that strong intrinsic spatial inhomogeneities
of Griffiths type dominate the behaviour of the Kondo lattice. Consequently
the inhomogeneities exhibit clear statistical scaling properties as a function
of the proximity to a quantum (order-disorder) critical point. The phonons
enhance the inhomogeneities, which in a good approximation behave as a
supercritical (metastable) phase of a two fluid model.
7.4 The dilute Kondo lattice model
In the last two sections different extensions of the Kondo lattice model
have been presented, which, based on the conclusions of section 1.2, may
shed some light on the complexity of the real materials. In the present
section a third extension will be discussed, again due its relevance to real
materials. In using the Kondo lattice to model real materials, one of the most
frustrating problems is the lack of antiferromagnetism from its ground state
properties. Most manganites exhibit antiferromagnetism and the periodic
Anderson model even in 1D has an antiferromagnetic solutions (Yanagisawa
and Shimoi 1996).
The solution to this problem is to bring the Kondo lattice even more closer
to model real materials, where as a function of doping levels the number of
impurity atoms is not necessarily equal to the lattice sites. That is, the
Kondo lattice becomes diluted. This problem has been studied by Gula´csi, et
al. (2003,2004) for the 1D case and as expected it has been shown that for
an incommensurate case of dilution the model exhibits antiferromagnetism.
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In order to analyse this dilution effect, the Kondo lattice hamiltonian has
to be re-written in order to take into account the ‘missing’ impurity sites.
Thus, the hamiltonian of the 1D Kondo lattice from Eq. (1.12) is written
HDKL = −t
L−1∑
i=1,σ
(c†ciσcci+aσ + h.c.) + J
L∑
i=1
P Sci·Si P , (7.20)
where L is the number of sites and t > 0 is the conduction electron hopping.
We measure the Kondo coupling J in units of the hopping t. We denote by Nf
(nf = Nf/L) the number (concentration) of impurities and Nc (nc = Nc/L)
the number (concentration) of conduction electrons. The constraint Nf ≤ L
is imposed by P, which is an operator that projects out a pre-determined set
of f -spins. The rest of the notations are the same as in chapter 1.
The hamiltonian of Eq. (7.20) has been named the dilute Kondo lat-
tice (DKL) model by Gula´csi, et al. (2003,2004), where the behaviour
of the DKL has been studied both by an analytical approach, based on
a standard bosonization scheme, and by numerical calculations. The lat-
ter were performed using the newly developed non-Abelian density-matrix
renormalization-group (DMRG) algorithm (McCulloch and Gula´csi 2000,
2001, 2002), for details see cf. section 6.5.
The bosonization follows chapters 3 and 5, and the final result (Gula´csi,
et al. 2003,2004)
HDKL =
vFa
4π
∑
j,ν
{
Π2ν(j) + [∂xφν(j)]
2
}
+
Ja
2π
∑
j
[∂xφσ(j)]S
z
j
+
Ja
4πα
∑
j
{cos[φσ(j)] + cos[2kF j + φρ(j)]}
(
e−iθσ(j)S+j + h.c.
)
− Ja
2πα
∑
j
sin[φσ(j)] sin[2kF j + φρ(j)]S
z
j . (7.21)
has the same basic form as the original bosonized hamiltonian of Eq. (5.1)
†, except that the impurity spin, i.e. terms containing Szj , S
+
j and S
−
j , only
†As in the previous section, here also the calculated value, see chapter 5, of the constant
A has been used.
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contribute if there is an f spin at site j.
The most straightforward method to determine the ordering of the local-
ized spins is by applying a unitary transformation as in section 5.1.2. In the
new transformed basis the double exchange interaction leading to ferromag-
netism is clearly exhibited and we obtain the effective Hamiltonian, similarly
to Eq. (5.10), for the localized spins:
H˜DKL = − J
2a2
2π2vF
∑
i,j
α
α2 + [(i− j)a]2 S
z
i S
z
j
+
Ja
2πα
∑
i
{cos[K(i)] + cos[2kF i]}Sxi
− Ja
2πα
∑
i
sin[K(i)] sin[2kF i]S
z
i . (7.22)
The term K(i), defined in Eq. (5.8) and introduced by the unitary transfor-
mation (for details, see section 5.1.2), counts all the Szi ’s to the right of the
site i and subtracts from those to the left of i: K(i) = (Ja/2vF )
∑∞
l=1(S
z
i+l−
Szi−l) (see also section 5.2 and Eq. (5.17)). This term gives the crucial dif-
ference between the Kondo lattice and the dilute Kondo lattice, as will be
explained later on. The most important term in Eq. (7.22) is the first one,
which clearly shows that a ferromagnetic coupling is present also for the
dilute Kondo lattice model (Gula´csi, et al. 2003,2004). This coupling is non-
negligible for Nc < Nf and i− j ≤ α/a, ie, when i− j is less then the width
of the spin polarons†, and its strength will decrease with increasing distance
between impurity spins.
The reader may notice that in Eq. (7.22) an exponential cutoff function
has been used (Gula´csi, et al. 2003,2004). The bosonization can be for-
mulated independently of the form of the cutoff, see section 5.1.3 for details.
Thus Eq. (7.22) is valid with other form of cutoffs, see Eqs. (5.12) and (5.13),
†α/a measures the effective range of the double-exchange, see Fig. 13, which was
shown to be equivalent to the width of the spin polarons, for details see sections 5.1.3 and
6.1.
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e.g., for Gaussian cutoff the first term of Eq. (7.22) becomes
− J
2a2
4απ3/2vF
∑
i,j
e−[
(i−j)a
2α ]
2
Szi S
z
j . (7.23)
For Nc < Nf , the physical picture given by Eq. (7.22) will be crucially
different if the lattice of impurity spins contains commensurate or incommen-
surate array of holes. If a commensurate depletion of the impurity spins is
present, then the ferromagnetic term can be approximated in the usual way
(see chapter 5) by taking ≈ 1/nf for the shortest average distance between
f spins:
− αJ
2a2n2f
[2π2vF (a2 + α2n
2
f )]
∑
i
Szi S
z
i+a/nf
. (7.24)
Lattice sites which are not occupied by f spins are inert and do not contribute
to the ferromagnetic phase. This was verified by DMRG (Gula´csi. et al.
2003,2004): the calculated f − f spin correlation functions behave similarly
as those of the normal Kondo lattice. The f -structure factor has the usual
peak at k/π = Nc/Nf for low J , hence in the commensurate case the dilute
Kondo lattice behaves similarly to the standard Kondo lattice model.
To understand the behaviour of the second and third term from Eq. (7.22),
we notice that K(i) is vanishingly small for the commensurate case, as the
number of f impurity spins to the left and to the right of a given site i is the
same. So the effective Hamiltonian will reduce to the random transverse field
Ising model, as presented in section 5.1.3. However, this ferromagnetic phase
disappears for larger distances between impurities because, as mentioned ear-
lier, the double exchange interaction vanishes if the average distance between
impurity spins, 1/nf , is larger than α. This is very important because it en-
sures that the single impurity limit, nf → 0, is free of ferromagnetism, as it
should be.
The incommensurate case is more difficult than the commensurate case.
The reason is that in the low concentration limit the properties of the dilute
model will be very much dependent on the random distribution of f spins.
We may observe phase separation or clusterization processes in this case. In
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this limit, where the average distance between impurities is very large, then
the single impurity approximation seems natural. However, if we look at
small doping of f electrons only, then the main difference compared to the
commensurate limit studied previously is that the K(i) term, in Eq. (7.22),
is not negligible anymore. The impurity f spins are no longer equally dis-
tributed to the left and right of a given site i, hence K(i) ≈ (−1)i(Ja/2vF ),
which gives rise to a staggered field. The properties of Eq. (7.22) are then
given by the staggered field Ising model, which gives an antiferromagnetic
ordering. This antiferromagnetic ordering of the impurity spins represents a
new element in the dilute model compared to the Kondo lattice. This corre-
sponds to the soliton lattice obtained by Schlottmann (1992) in a dynamical
mean-field treatment of the three dimensional dilute Kondo lattice.
Similar behaviour also occurs above half-filling, i.e. Nc > Nf , where
double exchange (as shown previously) does not appear. But bosonization
still works: the effective Hamiltonian reduces to the second and third terms
of Eq. (7.22), from which the most dominant term, for low doping of impurity
spins, as in the case described previously, is a staggered Szi field. As the first
term in Eq. (7.22) is missing in this case, the only fluctuation which can
destroy a locked staggered order is Sxi . For large J (4 . J) the staggered
order wins. While for smaller values of J the systems will be disordered.
As we approach half filling from both sides, the bosonization approach
breaks down as the strongly oscillating (umklapp) fields start dominating.
The DKLM will undergo a metal-insulator transition as in a standard quan-
tum sine-Gordon model (Gula´csi and Bedell 1994) by dynamical mass gen-
eration. A spin gap will also appear. This can be understood easily, because
the half filled dilute Kondo lattice model is equivalent to the quarter filled
periodic Anderson model, which has an antiferromagnetic order (Yanagisawa
and Shimoi 1996). The only difference from the Kondo lattice is that the
massive solitons obtained for the dilute Kondo lattice are of Su, Schrieffer
and Heeger (1980a,1980b) type.
The above bosonization results have been confirmed by a ‘state of the
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art’ non-Abelian DMRG analysis by Gula´csi, et al. (2003,2004) in the com-
mensurate case, for both the Nc < Nf and Nc > Nf , where ferro- and
antiferro-magnetism, respectively exist. For Nc < Nf ferromagnetism ap-
pears at large J values, see Fig. 19. In the opposite limit, i.e., Nc > Nf ,
it was confirmed (Gula´csi, et al. 2003,2004) the existence of antiferromag-
netism by calculating the spin structure factor S(k) (for details see Fig. 2 of
Gula´csi, et al. (2003,2004)).
8 Summary
Low-dimensional interacting many-electron systems are an important cur-
rent topic in condensed matter physics. The interest is due to two factors.
Firstly, many materials are sufficiently anisotropic that the motion of the
electrons is effectively confined to 1D or 2D, and these materials often ex-
hibit intriguing and complex properties that are difficult to understand on
the basis of 3D systems. For example in some organic conductors, such as the
Bechgaard salts, the conduction electrons are confined to move along a chain
of ions, and exhibit quasi-1D behaviour. Similarly, in the cuprate high-Tc
superconductors, the electrons responsible for the superconductivity move in
2D planes containing copper and oxygen.
The second reason for studying low-dimensional systems is as a test bed
for ideas in higher dimensions. Strongly-correlated many-electron systems,
in which interaction effects are all important, are notoriously difficult to de-
scribe. The standard description of interacting 3D many-electron systems is
in terms of Landau Fermi liquid theory, and is based essentially on similar-
ities to the non-interacting case. This description fails for many strongly-
correlated systems. The correct starting point in these cases is uncertain.
Some simplification, and the possibility for progress, may be obtained by
considering a reduced state space for the system, in particular a 1D state
space. The hope is then that the properties identified in the reduced state
space carry over, at least qualitatively, to higher dimensions.
These are the reasons why the 1D models in general, and the 1D Kondo
lattice model in particular, has been studied intensively for the past decade.
The Kondo lattice model is one of the most important canonical models in
the study of strongly correlated systems †. It is particularly suited to study a
class of rare earth compounds, called heavy fermion systems, where the main
challenge is to understand the interaction between an array of localised mo-
ments (generally f -electrons in lanthanide or actinide ions) and conduction
†A brief overview of the strongly correlated electron systems in given in Appendix A.
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electrons (generally p- or d-band). This review focused on the theoretical
description, as given by the bosonized solution, of the one dimensional con-
vetional Kondo lattice model at partial band filling. All the presented results
were mainly based on Honner and Gula´csi (1997a,1998b). More details can
be found also in Honner and Gula´csi (1997b,1997c,1998a,1999). The review
divides naturally into two parts, relating to the description of the formalism,
and then to the application.
Bosonization is a well-known method in 1D systems, and the presentation
in chapter 3 is a variation on a well-worn theme. In the standard Luttinger
model approach, bosonization is derived beginning from a field-theoretic–
type approximation to the condensed matter system of interest (cf. section
E.3), and replaces the finite Fermi sea with two infinite Dirac seas. In chapter
3 this approximation was not made, and bosonization was developed begin-
ning from the realistic system with a finite Fermi sea. The resulting Bose
representations (cf. section 3.3) are similar to the standard Luttinger model
results, but reveal several new features which clarify the status of bosoniza-
tion in applications to realistic condensed matter systems. The new features
are discussed in chapter 4, section 4.1, and may be summarized as follows:
i) The standard Luttinger model bosonization involves a length α which
of necessity is infinitesimal, and is to be taken to zero at the end of a cal-
culation. This sometimes generates manifestly non-physical results in con-
densed matter systems, such as divergent excitation spectra, and α is then
reinterpreted on an ad hoc basis as a finite physical quantity. The reinter-
pretation has proved problematic, as no consensus has been reached on the
general meaning of α, and a finite α is strictly inconsistent with the Luttinger
model bosonization. In the development of bosonization given in chapter 3,
α emerges naturally from the formalism as the minimum wavelength for
bosonic density fluctuations. α separates longer wavelength density fluctu-
ations, which are collective and satisfy Bose statistics, from shorter wave-
length density fluctuations, which show single-electron–type behaviour, and
most generally α & O(kF )−1. This interpretation of α was compared with
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previous interpretations in section 4.1.3, and was shown to include them as
special cases.
ii) In the bosonization developed in chapter 3, α is kept finite in a con-
sistent manner throughout the bosonization formalism. This contrasts with
the reinterpretation of α in applications of the standard Luttinger model
bosonization to condensed matter systems, in which α is not treated con-
sistently. A consistent treatment reveals a change in the behaviour of the
Bose field commutators over lengths below O(α) (cf. section 4.1.2, Figs. 6
and 7). This has not previously been emphasized when α is kept finite in
the Luttinger model bosonization, and is an important formal element in the
application of bosonization to the Kondo lattice.
iii) Bose representations for fermionic operators do not have the same
ranges of validity. This is obscured in the Luttinger model, in which all
representations are exact. In chapter 3 it was found that the Bose repre-
sentations for the non-interacting hamiltonian and the density operators is
exact, but that other representations are only asymptotically valid.†
These new properties have intrinsic value, and help to clarify the results
of bosonization in condensed matter systems. However, in applications to
simpler one-component systems, the use of the bosonization of chapter 3
does not reveal any qualitatively new behaviour beyond that obtained with
a Luttinger model bosonization. This is because in the simpler systems,
such as the Hubbard model (cf. section 4.2), α is of the order of the average
inter-electron spacing, and in homogeneous one-component systems this is
the smallest physically meaningful length scale. In these cases α acts as a
harmless short-distance cut-off, much as in field theory, and may be made
arbitrarily small, as in the Luttinger model, without overlooking any impor-
†The rule of thumb is that if the Luttinger model representation (cf. Appendix G)
involves the normal-ordering convention non-trivially, then the corresponding Bose rep-
resentation in the condensed matter system is exact. If the Luttinger model represen-
tation does not require a non-trivial application of the normal-ordering convention, then
the corresponding Bose representation in the condensed matter system is valid only over
asymptotically large separations.
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tant physical processes. This is not the case in the Kondo lattice model,
which is a two-component system. In the partially-filled Kondo lattice the
inter-conduction electron spacing is larger than the lattice spacing between
the localized spins, and if α for the bosonized conduction band is made
arbitrarily small, then the double-exchange ferromagnetic ordering between
neighbouring localized spins is overlooked.
The bosonized solution of the Kondo lattice is contained in chapters 5 and
6. Chapter 7 contains bosonization of some extended models of the Kondo
lattice. Chapter 6 deals with the ground-state phases of the partially-filled
1D Kondo lattice model, and a description of the ferromagnetic-paramagnetic
quantum phase transition. The bosonization of chapter 3, as opposed to
the standard Luttinger model bosonization, was an essential aspect in this
work. The underlying physical idea in this work was that bosonization could
provide a description of coherent conduction electron hopping, which is a
single-electron property, over lengths below α, together with collective den-
sity fluctuations, as is usual in bosonization, over lengths beyond α. The
coherent conduction electron hopping should mediate a ferromagnetic double-
exchange ordering of the localized spins. This was confirmed in section 5.1.3,
when a ferromagnetic interaction Eq. (5.11), with features characteristic of a
double-exchange interaction, was exhibited between the localized spins after
a unitary transformation. A summary of the method and main results of
chapters 5 and 6 follows.
Chapter 5 described double-exchange ferromagnetic ordering in the partially-
filled J > 0 1D Kondo lattice, and the destruction of the ferromagnetic
phase by spin-flip disorder scattering. At weak-coupling deep in the disor-
dered paramagnetic phase, the scattering determines RKKY-like correlations
in the localized spins. Kondo singlet formation was been taken into account
indirectly, via an effective range for the double-exchange interaction. The
effective range was identified as follows: The length α & O(kF )−1 origi-
nated in bosonization of chapter 3 as the minimum wavelength for density
fluctuations which satisfy bosonic commutation relations. The bosonization
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describes fluctuations beyond α, and keeps the conduction electrons finitely
delocalized over lengths below α. The electrons preserve their spin over
this range. In section 5.1.3 it was shown that this finite delocalization may
be identified with the length for coherent conduction electron hopping, and
measures the effective range of the double-exchange ferromagnetic ordering
induced on the localized spins by the electrons (cf. Eq. (5.11) and Fig. 8).
The reason this works is that double-exchange is conceptually a simple inter-
action. It reflects only the tendency for hopping electrons to preserve their
spin, as they move to screen the more numerous localized spins. Double-
exchange is characterized by the dimensionless factor Ja/vF , with vF the
conduction electron Fermi velocity and a the lattice spacing.
A ferromagnetic double-exchange interaction term Eq. (5.11) was ob-
tained between the localized spins. The term was derived using a unitary
transformation and is non-perturbative. This contrasts with other interac-
tions derived for the localized spins in the Kondo lattice, such as the RKKY
interaction, which are perturbative. The unitary transformation generates
an effective hamiltonian Eq. (5.16) for the localized spins. The competing
affects on the spin ordering are made manifest in the effective hamiltonian.
The competing effects are double-exchange ordering at stronger coupling, and
spin-flip disorder processes involving nearly free electrons at weak-coupling.
The transition from a double-exchange ordered ferromagnetic phase to a
quantum disordered paramagnetic phase was then shown in section 5.2 to
be the quantum order-disorder transition of the transverse-field Ising chain
(cf. Eq. (5.22)). This describes double-exchange ordered regions of localized
spins being destroyed as the electrons become weakly-bound, and become
free to move and scatter along the chain. As the coupling J is lowered,
the transition is signalled by a continuously vanishing spontaneous magne-
tization Eq. (5.27), and a breakdown in long-range correlations between the
localized spins. It was shown in section 7.1 that well below the critical line,
no remnants of the ferromagnetic ordering remain, and the effective hamil-
tonian describes dominant correlations in the localized spins at 2kF of the
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conduction band.
Spin disorder in the Kondo lattice occurs through forward and backscat-
tering spin-flip processes between the electrons and the localized spins. In-
teresting properties were identified in section 5.2 which result from an incom-
mensurate modulation of the backscattering momentum transfer with respect
to the underlying lattice of localized spins: For incommensurate fillings, the
conduction band has a competing periodicity with respect to the spin chain,
and the electrons are unable to totally order, or totally disorder the spin
chain at criticality. This leaves anomalous regions of double-exchange or-
dered localized moments close to criticality in the paramagnetic phase, as
only a quasi-commensurate fraction of the electrons become weakly-bound
at the transition. Similarly, there remain anomalous disordered regions close
to criticality in the ferromagnetic phase. The anomalous regions are very
dilute, but they dominate the low-energy behaviour of the localized spins.
The magnetization Eq. (5.30) is highly singular for a finite range of couplings
about the critical line: The magnetization has a continuously variable power
law exponent, and the susceptibility is infinite for a finite range of couplings
even in the paramagnetic phase (cf. Eq. (5.31)).
The effect of repulsive conduction electron interactions on the ferromagnetic-
paramagnetic transition were considered in section 7.2. It was found that
double-exchange is characterized in this case by the dimensionless factor
Ja
√
vF/v3σ, where vσ is the conduction electron spin velocity. This factor
is enhanced (cf. Eq. (7.10)) over the factor Ja/vF characterizing double-
exchange with no interaction between the conduction electrons. This pushes
the critical line to lower values of the coupling J , and for infinitely strong
repulsive interactions ferromagnetism occupies the entire phase diagram for
J 6= 0. The reason for this behaviour is that for infinite repulsive interac-
tions, the double-exchange ordered regions are prevented from interfering,
and the spin-flip disorder processes are ineffective.
Since Kondo singlet formation is taken into account in the description of
chapter 5 only indirectly, the results extend also to the Kondo lattice with
8. Summary 179
a ferromagnetic J < 0 coupling, and a ferromagnetic-paramagnetic transi-
tion of the same class as J > 0 was identified. The phase diagrams for
the Kondo lattice for either sign of the coupling were plotted in chapter 6.
Fig. 10 gives the phase diagram for antiferromagnetic couplings J > 0,
and Fig. 12 gives the phase diagram for ferromagnetic couplings J < 0.
The difference between J > 0 and J < 0 is in the effective range α of the
double-exchange interaction, and is due to the different energies for on-site
triplets when J < 0, to on-site Kondo singlets when J > 0 (cf. section 6.4).
The effective range α, which enters the bosonization of chapter 3 as a finite
but unknown length (with limits given in Eq. (3.16)), was determined at the
ferromagnetic-paramagnetic transition by using the critical line equation de-
rived in chapter 5 (cf. Eq. (6.5)), together with numerically determined tran-
sition points. Very good agreement with the numerical results was obtained
by using a form α/a ∝ t/√|J | for α at the ferromagnetic-paramagnetic tran-
sition (cf. Figs. 9 and 10). This form for α was suggested in section 6.1 on
the basis of a simple characterization of double-exchange at small conduc-
tion band fillings n, together with an exact result at vanishing filling. The
proportionality constants are different for different signs of the coupling, and
are fixed by a best fit to the numerical data. In Fig. 13 the corresponding
filling dependence of α on the transition line was plotted, and shows a form
∼ 1/n which is expected within a naive view of double-exchange ordering.
Fig. 13 shows that α→ 0 as n→ 1 for J < 0, but remains finite for J > 0.
This has a significant effect on the phase diagrams. For J > 0 (Fig. 10) the
critical line remains finite as n → 1, while for J < 0 (Fig. 12) the critical
line diverges approaching half-filling. (Note that the half-filled Kondo lattice
is not considered. Double-exchange ferromagnetism is absent if the number
of conduction electrons equals the number of localized spins.)
The quantum ferromagnetic-paramagnetic phase transition identified chap-
ters 5 and 6 is generic to partially-filled spin 1/2 Kondo lattices, at least in
1D. The use of bosonization prevents anything more than speculation on
the ferromagnetic-paramagnetic transition in higher dimensional Kondo lat-
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tices. Note only that i) double-exchange is not restricted to 1D, and should
be considered in any discussion of partially-filled Kondo lattices in higher
dimensions. ii) Numerical work on the Kondo lattice with a ferromagnetic
coupling reveals a ferromagnetic-paramagnetic transition in higher dimen-
sions, which is very similar to the transition in the 1D case.
The description of the Kondo lattice given in chapters 5 and 6 is highly
successful. It generates a ground-state phase diagram in agreement with
available exact and numerical results for the partially-filled antiferromagnetic
1D Kondo lattice, and for the partially-filled ferromagnetic 1D Kondo lattice
Much new information on the nature of the ferromagnetic-paramagnetic tran-
sition is also provided (cf. section 5.2), and confirmation on the correctness
of the description has been confirmed by the recent state of the art density-
matrix renormalization group results of McCulloch, et al. (1999,2001,2002),
which are presented in detail in section 6.5.
It is appropriate to conclude with a simple physical picture, suggested
by the results of chapters 5 and 6, which underlies the generic ground-state
transition. At small fillings in the ferromagnetic phase, spin 1/2 Kondo lat-
tices form a gas of spin polarons, with each electron dressed by a cloud of
ordered localized spins. The spatial extent of the polarization cloud is the
effective range α for the double-exchange interaction. For J > 0 the lo-
calized spins tend to align opposite to the spin of the conduction electron.
For J < 0 they tend to align parallel to the electron spin. As the coupling
is lowered, the polarization clouds gradually extend and begin to interfere.
The interference causes spin-flip disorder processes, which eventually destroy
the ferromagnetic order: The spin-flip processes free the electrons from their
clouds of polarized localized spins, signalling the onset of the ferromagnetic-
paramagnetic phase transition. At couplings just below the transition in
the paramagnetic phase, the electrons are nearly free, and move through
the system. They scatter from the localized spins as they move, and the
spin chain is disordered. At weak-coupling, the localized spins retain dom-
inant correlations at 2kF of the conduction electrons, superimposed on an
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incoherent background. This reflects the momentum transferred from the
conduction band to the spin chain in backscattering interactions, together
with incoherent forward scattering.
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A Strongly Correlated Electrons
As the term ‘strongly correlated electrons’ is often used during this review,
is appropriate to give a brief account on what this actually means, which are
the models belonging to this category and how can these models be tackled
from a theoretical point of view.
As the name suggests the term ‘strongly correlated electrons’ represents
a state of matter where many electrons are strongly interacting with each
other. For real materials this means that the on-site electron-electron repul-
sions are much larger than the energies associated with the hybridization of
atomic orbitals belonging to different atoms. This usually happens in systems
involving 4f or 5f electrons, i.e., rare earth or actinide atoms. But systems
with d electrons can be strongly correlated, too. A famous example is CoO,
a system which treated within the independent electron approximation is
found to be metallic. In reality, however, CoO is an insulator. Similarly,
La2CuO4 is an insulator, because of the strong electron correlations suppress
the charge fluctuations required for a non-vanishing conductivity. Thorough
discussion of the numerous correlated electron materials may be found in the
book by Fulde (1993), together with references.
In the following we overview the strongly correlated electron field by
presenting, in section A.1, the most common lattice models of strongly cor-
related electron systems. Is not our purpose to go through all known models
of strongly correlated electrons, the interested reader is referred to Fradkin
(1991) for lattice models or to Abdalla, Abdalla and Rothe (1991) for con-
tinuum models. Similarly, in presenting the methods used to study strongly
correlated, see sections A.2 and A.3, we limit the discussion to the most
popular methods specific for 1D, with the exception of two of the numerical
methods, namely the exact diagonalization and quantum Monte Carlo which
are also used in two dimensions.
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A.1 Most common lattice models
From a theoretical point of view, is obvious that the ‘holy grail’ of the
strongly correlated electron system is without any doubt the Hubbard model,
where the hybridization of atomic orbitals is taken to be zero and the only
interaction taken into account is the on-site electron-electron repulsions
HHubbard =
∑
i,j,σ
tijc
†
i,σcj,σ + U
∑
i
ni,↑ni,↓ . (A.1)
The hopping integral tij which is usually acting between nearest-neighbours,
i.e. tij = −t for i, j ∈ nearest-neighbours and zero otherwise and an on-site
term of strength U , representing the effective screened Coulomb interaction.
The important component of this interaction term is U
∑
i ni,↑ni,↓, which
gives an energy penalty (in the U > 0 case) for each double-occupied site.
A great deal of effort has been devoted to the solution of this model, but
exact results are still confined to the one-dimensional case (for details, see
section 4.2). The Hubbard Model appears in many different forms, but the
original one was introduced in 1963 in a bid to describe in a simplified way
the effect of correlations for d-orbital electrons in transition metals (Hubbard
1963, Gutzwiller 1963). HHubbard is derived in section E.2 (cf. Eq. (E.13)) for
tightly bound electrons, whose Wannier wavefunctions are strongly localized
at their lattice sites. As discussed earlier, the 1D Hubbard model is a simple
single-component system, and as such it allows a straight forward bosoniza-
tion solution (see, eg, Emery (1979), Haldane (1981), Fradkin (1991), Schulz
(1991) and Shankar (1995), for a finite temperature bosonization see, Bowen
and Gula´csi (2001)). Here a bosonization based on chapter 3 is implemented,
for further use in section 7.2.
Originated from the idea of Anderson (1987) that the high temperature
superconductors can be modelled on the basis of the strongly correlated Hub-
bard model, the Hubbard model has been intensively investigated at the
atomic limit U > tij . Perturbation and canonical transformation are widely
used to show the antiferromagnetic ground state at half-filling. On the one
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hand, the electron hopping can be treated as a perturbation which at the
second order yields an antiferromagnetic coupling due to the virtual hopping
of electrons.
For sufficiently large U , it is well understood that the bare energy band
splits into two subbands. The lower subband is full while the upper sub-
band is empty at half-filling, or one electron per atom. The virtual electron
hopping between the upper and the lower subbands is the main cause of
the antiferromagnetic coupling, which in real space corresponds to virtual
electron hopping between a pair of singly occupied nearest-neighbour sites.
The spins of the two electrons on this pair of sites are antiparallel. This im-
plies that the cross subbands hopping is responsible for the antiferromagnetic
coupling. With respect to this, one can use a canonical transformation to
remove the the cross subbands hopping from the Hamiltonian which retains
only the motions of electrons in either the lower or the upper subband. The
result of the transformation shows a spin interaction, denoted by J among
the electrons at different sites when double occupied sites are ignored in the
calculation
HtJ = −t
∑
〈i,j〉,σ
c†i,σcj,σ + J
∑
〈i<j〉
Si · Sj , (A.2)
where J = 4t2/U . This model known as the t− J model, as it contains the
parameters t and J , shows explicitly the spin interaction between electrons.
The nature of interaction between electrons in this model is simpler than
that of the Anderson model, but the behaviour of the model is by no means
less complicated. Even thought the t−J model has been extensively studied
in recent years in connection to the high temperature superconductors, it
was earlier derived as the strongly correlated limit of the Hubbard model by
Nagaoka (1966), Roth (1966), Caron and Pratt (1968), Langer, Plischke and
Mattis (1969), Visscher (1974) and Ogawa, Kanda and Matsubara (1975). In
addition to these approaches, several canonical transformations exists which
lead to the same t − J hamiltonian (Kohn 1964, Harris and Lange 1967,
Sokoloff 1970, Chao, Spalek and Oles 1977, Hirsch 1985).
It is interesting to mention that the t−J model is the only model within
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the strongly correlated electron systems which exhibits phase separation.
Indeed, the t−J model belongs to the class of systems which do not obey the
condition of Perron-Frobenius (Yosida 1980). This theorem state that if the
off diagonal elements of a matrix are all non-positive and if the matrix is not
in a block diagonal form then the ground state eigenvalue is non-degenerate.
In the case of the t-J hamiltonian the off diagonal elements are not all non-
positive. Thus the above theorem can not be applied, which implies that the
phenomena of ground state level crossing is present (Itoyama, McCoy and
Perk 1990). As a direct consequence of this, the thermodynamic system will
be unstable against phase separation (Blatt and Weisskopf 1979).
At half-filling the exclusion of doubly occupied sites in the t − J model
also eliminates the unoccupied site In this case, each site is a Heisenberg site,
with only two states. Hence the t− J model reduces to a Heisenberg one
HHeisenberg = J
∑
〈i<j〉
Si · Sj . (A.3)
Sometimes two orbitals are necessary to describe strongly correlated elec-
tron materials. In the periodic Anderson lattice model
HPAM =
∑
k,σ
ε(k)c†ckσcckσ + εf
∑
j,σ
nfjσ + U
∑
j
nfj↑nfj↓
+ N−1/2
∑
k,j,σ
(
Vke
ikjac†fjσcckσ + h.c.
)
, (A.4)
see also Eq. (1.14), there are two Hubbard sites per Anderson site, one with
U = 0. The notations in Eq. (A.4) are the same as in Eq. (1.14), i.e., the
conduction electrons are written in terms of Bloch states with dispersion ε(k).
εf is the level of the flat band of localized f orbitals. The hybridization Vk
gives the amplitude for a localized f -electron to be excited to a conduction
band Bloch state with crystal momentum k. In the Kondo lattice model,
there is one Hubbard site (with U = 0) and one Heisenberg site per Kondo
site:
HKLM = −t
∑
〈ij〉
∑
σ
c†ciσccjσ + J
∑
j
Scj·Sj , (A.5)
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where the notations are similar to Eq. (1.12). Detailed discussion of the
periodic Anderson model are found in section 1.2.2. While the Kondo lattice
is analysed thoroughly in chapters 1, 5, 6 and 7.
These two lattice models are often used to describe heavy fermion sys-
tems, whereas the Hubbard, t− J and Heisenberg models are often used for
high temperature superconductors. In the high temperature superconductors
values for the parameters of the models are known fairly well. For example,
for the cuprates in the Hubbard model U/t ≈ 12 while for the t − J model
J/t ≈ 0.3 It is clear from the value of U/t that any theoretical approach
starting from a non-interacting limit (U = 0) is highly questionable. In fact,
it has been quite difficult to develop analytic methods for these models, as
high temperature superconductors are effectively two dimensional. Although
progress has been made in analytical methods, numerical simulations have
played a very important role. Two of these methods will be discussed in
section A.3.
A.2 Analytic methods
Bethe Ansatz provides an exact solution for interacting many particle
models in 1D which satisfy the so-called Yang-Baxter conditions (see later).
The so-called Bethe Ansatz wave-function, see Eq. (A.7), was introduced
by Bethe (1931) to solve the Heisenberg model†. Hereafter, we sketch the
principal ideas. The Bethe Ansatz relies on the following facts. (i) Due to
energy and momentum conservation, in 1D a two-particle collision classi-
cally and quantum-mechanically conserves both momenta individually. The
particles then only can be exchanged or phase-shifted, and the two-particle
wave-function asymptotically (|x1 − x2| → ∞) obeys
Ψ(x1, x2) = ae
i(k1x1+k2x2) + bei(k1x2+k2x1) . (A.6)
†Bethe’s highly detailed original paper is available in a new English translation by
Mahan (1993).
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The Bethe Ansatz postulates this behaviour for all distances between the par-
ticles. (ii) A three-particle collision does not conserve individual momenta
except if the scattering matrix factorizes. This factorization implies another
conservation law. For N particles, one then has N conservation laws, ex-
pressed by {k′i} = {ki}. (iii) The Hilbert space of the Hamiltonian separates
in N ! quadrants each characterized by a permutation P of the N particles,
ordered in one quadrant as 1 ≤ x1 ≤ x2 ≤ . . . xN ≤ L. The N -particle
wave-function there becomes
Ψ(x1, . . . , xN) =
∑
P
A[P ]eikPixi . (A.7)
This is what is known as the Bethe Ansatz wave-function.
Fermi or Bose statistics determines its continuation into the other sec-
tors. (iv) The amplitude A[P ] is determined by the conditions of continu-
ity of Ψ as xi → xi+1 and periodic boundary conditions Ψ(x1, . . . , xN) =
Ψ(x2, . . . , xN , x1 + L). The problem is the computation of A[P ]. (v) In-
troducing spin, suppose we have N electrons, M of which have spin ↓, on
a lattice with L sites xi. One must then ensure that the factorization of
the S-matrix is not perturbed by the spin indices (Yang-Baxter conditions).
There is then a second permutation Q for the spin labels, and the wave
function where the M down-spins occupy the sites x1 . . . xM and the N −M
up-spins the sites xM+1 . . . xN is denoted by Ψ(x1, . . . , xM , xM+1, . . . , xN ).
The Bethe Ansatz postulates that in each quadrant characterized by Q, i.e.
1 ≤ xQ1 ≤ xQ2 ≤ . . . xQN ≤ L, the wave function is given by (Lieb and Wu
1968)
Ψ(x1, . . . , xM , xM+1, . . . , xN) =
∑
P
A[Q,P ] exp
(
i
N∑
j=1
kPjxQj
)
. (A.8)
The N numbers ki are determined from the coupled Lieb-Wu equations (u =
U/4t)
2πIj = Lkj − 2
M∑
β=1
arctan
(
sin kj − Λβ
u
)
, (A.9)
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2πJα = 2
N∑
j=1
arctan
(
Λα − sin kj
u
)
− 2
M∑
β=1
arctan
(
Λα − Λβ
2u
)
,(A.10)
Ij =
{
integer
half − odd− integer if M =
{
even
odd
, (A.11)
Jα =
{
integer
half − odd− integer if N−M =
{
odd
even
.
The total energy and momentum of the system are then
E = −2t
N∑
i=1
cos ki , P =
N∑
i=1
ki . (A.12)
Eqs. (A.8) – (A.12) give the exact energy and wavefunction of the 1D
Hubbard model. The quantum numbers ki are the momenta of the particles
characterizing the orbital degrees of freedom. Unlike for free particles, they
are not equally spaced but shifted by the presence of the other particles. The
Λα are called rapidities and describe the spin state. On the other hand, the
integers or half-odd-integers Ii and Jα are equally spaced. The ground state
is obtained by occupying the levels with minimal |Ii| and |Jα|. Therefore the
distribution of qi = 2πIi/L and pα = 2πJα/L is given by a Fermi distribution
Θ(kF↑+kF↓−qi) and Θ(kF↓−pα), respectively. In the absence of a magnetic
field, the ground state has kF↑+kF↓ = 2kF and kF↓ = kF , so that the qi have
a doubled Fermi wavevector while the pα have the normal kF .
Unfortunately, very few models in 1D can be solved exactly via Bethe
Ansatz. It’s rather difficult to satisfy the Yang-Baxter conditions. The Hub-
bard model allows an exact solution for any value U (Lieb and Wu 1968),
however, this is not true for the t − J model, which is solvable only on the
supersymmetrical point J/t = 2 (Sutherland 1975, Schlottmann 1987, Bares
and Blatter 1990). The single impurity Kondo model and the Anderson
model as discussed in detail in section 2.2 and Appendix B are solvable via
Bethe Ansatz. Their lattice counterpart however is not. In this cases the
next best option is to obtain an ‘asymptotic’ exact solution via bosonization.
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The special properties of interacting 1D systems described in details in
section 6.5.1 lead naturally to a description in terms of bosonic excitations,
which are the collective density fluctuations. The description of 1D many-
electron systems in terms of bosonic density fluctuations is called bosoniza-
tion. The central elements in the formalism of bosonization are Bose rep-
resentations; fermionic operators, such as the electron fields ψ†σ(x) (cf. Eq.
(D.27)), may be written in terms of bosonic density fluctuations. This gives
a Bose representation for ψ†σ(x) which may be substituted back into the
hamiltonian to give a far simpler description of the system. In some cases,
the description in terms of bosons is so simple that the problem may be
solved exactly. However, the main power of the bosonization method lies
in the extreme simplicity in calculating correlation functions. Details of the
method are presented in chapters 3 and 4, including the bosonized solution
of the Hubbard model. The Kondo lattice model is solved via bosonization
in chapter 5.
In the most complex models, such as the periodic Anderson model, not
even bosonization will work. In these cases the critical behaviour of the
model and the exponents of correlation functions can be determined using
conformal field theory. A ‘conformal field theory’ is a quantum field theory
or a statistical mechanics model that is covariant under the conformal group.
All one dimensional systems are conformal invariant and as such can be
treated with conformal field theory.
Conformal field theory is a powerful means of characterizing universal-
ity classes in terms of a single dimensionless number, the central charge c
(Belavin, Polyakov and Zamolodchikov 1984, Bre´zin and Zinn-Justin 1989,
Itzykson and Drouffe 1989). The critical exponents are the scaling dimensions
of the various operators in a conformally invariant theory and, generically,
are fully determined by c. Both the central charge and the scaling dimensions
can be computed from the finite-size scaling properties of the ground state
energy and the low-lying excitations (Belavin, Polyakov and Zamolodchikov
1984, Bre´zin and Zinn-Justin 1989, Itzykson and Drouffe 1989). This is im-
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portant because these quantities can be computed accurately either by Bethe
Ansatz (for models solvable by the technique) or, in any case, by numerical
diagonalization.
What are the symmetries of systems at a critical point? It is certainly
translationally and rotationally invariant. Quantum field theories, in addi-
tion are Lorentz invariant but in one dimensions, Lorentz invariance reduces
to rotations in the x = (x, t)-plane. A system at criticality, in addition is
characterized by scale invariance,
x→ λx . (A.13)
It turns out that the combined rotational and scale invariance implies that
the system is invariant under a wider symmetry group, the global confor-
mal group, hence the name conformal field theory appeared. On a classi-
cal level, conformal transformations are general coordinate transformations
which leave the angles between two vectors invariant.
Consider a general coordinate transformation
x→ x′ = x+ ξ(x) . (A.14)
For this transformation to be conformal, ξ must satisfy certain constraints
which can be expressed in a differential equation (Killing-Cartan equation).
In higher dimensions, this leaves for ξ(x) a polynomial of second degree
in x (with tensor coefficients). In one dimensions, however, the Killing-
Cartan equation reduces to the Cauchy-Riemann equation, and therefore all
analytic functions are allowed for conformal transformations. This group of
transformations, called local conformal group, is much wider than the global
conformal group encountered before. It is then natural to switch to complex
variables z, z¯ = x1 ± ix2, so that we have
z → z + ξz(z) = f(z) , z¯ → z¯ + ξ¯ z¯(z¯) = f¯(z¯) . (A.15)
To determine the algebra corresponding to the local conformal group, we
need the commutation relations of the generators of the transformations.
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Since ξz(z) and f(z) are analytic, they can be expanded in a Laurent series
ξz(z) =
∞∑
n=−∞
ξnz
n+1 (A.16)
(and a similar equation for ξ¯(z¯)), and hence we find the generators of the local
conformal transformations. The interested reader is encouraged to consult
Bre´zin and Zinn-Justin (1989) or Itzykson and Drouffe (1989). This infinite
dimensional algebra is called the classical Virasoro algebra.
We now go to the quantum (or statistical mechanics) case. How do fields
and correlation functions of a quantum field theory transform under con-
formal transformations? Local coordinate transformations are generated by
the charges constructed from the stress-energy tensor Tij. The stress-energy
tensor measures the cost of energy of a change in metric, i.e., a change in the
action
δS =
1
2π
∫
Tij∂iξjd
2r . (A.17)
Rotational invariance constrains Tij to be symmetric, and scale invariance
requires its trace to vanish; then conformal invariance does not impose ad-
ditional constraints showing that it is implied by rotational and dilatational
invariance.
One of the important property of the stress-energy tensor is that under
a local conformal transformation to z′ = f(z), it transforms as
T (z) → T ′(z) =
(
dz′
dz
)2
T (z′) +
c
12
{z′, z} , (A.18)
{z′, z} = ∂
3
zz
′
∂zz′
− 3(∂
2
zz
′)2
2(∂zz′)2
. (A.19)
The first term in this equation translates the fact that T (z) is a field of
conformal weight, while the second term contains the conformal anomaly and
the central charge c. The second term is known as the Schwarzian derivative.
Thus, Eq. (A.19) gives a way to calculate c. Knowing c the scaling dimensions
and correlation functions of the conformal field theory are determined.
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The second way to obtain c is through finite size scaling, this is very
important in numerical approaches. Up to now, we have implicitly assumed
that our fields are defined in the infinite z-plane. What happens when we
consider finite systems? Let us use the exponential transformation
z = exp
(
2πi
L
u
)
, u =
L
2πi
log z (A.20)
to map the infinite z-plane onto a strip (u) of width L with periodic boundary
conditions. For the stress-energy tensor it is obtained (Belavin, Polyakov
and Zamolodchikov 1984, Bre´zin and Zinn-Justin 1989, Itzykson and Drouffe
1989)
〈Tstrip(u)〉 = c
24
(
2π
L
)2
. (A.21)
One can now calculate the change in energy associated with another (non-
conformal) transformation, a horizontal dilatation of the u-strip (u′1 = (1 +
ε)u1, u
′
2 = u2) which changes the length of the system, and integrate to find
E(L)− E(∞) = cπ
6L
, (A.22)
where E(L) is the energy per unit length. This formula is extremely impor-
tant because it allows to determine the value of the central charge from cal-
culations on finite systems. Because of these reason, in past years, conformal
field theory in conjunction with numerical simulations has been extensively
used to study one dimensional strongly correlated electron systems.
A.3 Numerical methods
Probably the three most useful numerical methods for studying quantum
lattice models in the strongly interacting limit are the Quantum Monte Carlo
(QMC), the Density Matrix Renormalization Group (DMRG) method and
exact diagonalization. From these methods the DMRG become one of the
most popular one during the past years to study one dimensional strongly
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correlated systems. An extensive description of DMRG can be found in sec-
tions 6.5.1 6.5.2, where it is shown that the central idea of DMRG is to keep
the ‘most probable’ states at each step of iteration, instead of the lowest
energy states (White 1992,1993). This idea follows from the requirement
that for a collective density mode, which are typical to one dimensional con-
ductors, to be operational it must have the largest possible overlap between
the blocks i.e., must have the largest eigenvalues of the corresponding block
density matrix. Because of these reasons DMRG enabled a level of numeri-
cal accuracy for one dimensional systems that was not possible using other
methods (Nishino, et al. 1999,Peschel, et al. 1999).
The oldest numerical method from the three mentioned, however, is the
exact diagonalization. In this case, one takes a small system and finds the
ground state exactly (Dagotto 1994). Since the number of states in the
Hilbert space grows exponentially with the number of sites it is important to
be as efficient as possible. One way to be more efficient is to use symmetries
to reduce the size of the space. For example, separating states by their total
momentum, will work in most cases. However, the simplest algorithm which
can be used is the so-called ‘power method’, which is basically a simple
iteration: take an initial guess ψ and multiply by (1 − ǫH), where H is
the studied hamiltonian and ǫ is a small parameter. For ǫ sufficiently small
the maximum eigenvalue of (1 − ǫH) is the ground state of H . Repeated
multiplication by a matrix always projects out the eigenvector with maximum
eigenvalue, in this case the ground state. Of course, the starting vector must
not be orthogonal to the ground state.
In this simple power algorithm, the wave function after nth iteration
looks like a polynomial in terms of anψH
n, where ψ was the initial guess
and an is a parameter dependent on, e.g., ǫ. The Lanczos algorithm takes
this an parameters to be independent and determines the minimum energy
as a function of an’s. Within the subspace spanned by ψ, ψH, ψH
2, . . ., the
Lanczos algorithm always finds the lowest energy in much shorter time then
the previous power method.
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Another exact diagonalization algorithm, which can sometimes converge
faster than Lanczos (Dagotto 1994) is the Davidson method. This method
uses diagonal elements of the hamiltonian to generate a slightly different
subspace than that used by the Lanczos method and the method calculates
the lowest energy state within that subspace. The Davidson method performs
much better than Lanczos if the matrix attached to studied hamiltonian is
diagonally dominant (Dagotto 1994). If the diagonal elements are constant,
than it reduces to the lanczos method.
Similarly, they are a variety of types of QMC methods, each with their
strengths and weaknesses (Linden 1992). One of the most common method
is the determinant QMC, often used to deal with the Hubbard model. In
this finite temperature method the partition function is expressed as a path
integral
Z = tr e−βH , (A.23)
where β = 1/kBT and H is for example the Hubbard hamiltonian from Eq.
(A.1). The first step is the Suzuki-Trotter breakup to separate the kinetic
Hkin and interaction Hint parts of the hamiltonian
Z ≈ tr [e−∆τ Hkin e−∆τ Hint ]L . (A.24)
The purpose of separating the kinetic energy from the interaction term is to
facilitate an approximate treatment of Hint, as we will see later on. While
introducing a ‘time-slice’ for each term in Eq. (A.24) is borrowed from the
standard imaginary time Green’s function method (Fetter andWalecka 1971).
With the interaction term isolated,a Hubbard-Stratonovitch transforma-
tion can be used to eliminate the two-body terms in Hint (Linden 1992). the
price which must be paid for this is the introduction of a sum over an Ising
variable Si,ℓ and the interaction term reduces to a sum of constants, e.g., for
the Hubbard model exp(−∆τ U ni,↑ni,↓) ≈
∑
Si,ℓ
exp(−∆τ Si,ℓ λ(ni,↑ − ni,↓),
where λ is a proportionality constant. This transformation is somewhat simi-
lar to transforming a d dimensional quantum problem into a d+1 dimensional
classical one. With the two-particle interaction terms eliminated, for each
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Ising spin variable configuration the non-interacting electron system can be
solved exactly. The solution turns out to involve determinants of matrices
whose dimension is equal to the number of sites.
The products of the as obtained determinants define a ‘probability’ func-
tion, giving the probability of each Ising spin configuration. Accordingly,
classical Monte Carlo methods can be applied from now on. In practice
there are several problems with this method (Linden 1992). Firstly, calcu-
lating the change in probability from flipping one spin requires a substantial
calculation because of the presence of determinants. If L is the number of
sites in the system, the the best known procedure requires L2 operations to
determine if a spin should be flipped. Secondly, at low temperatures this
procedure becomes unstable because the matrices involved become singular.
And thirdly, the famous fermionic ‘sign problem’ occurs - the determinants
may become negative. QMC can still proceed using as the probability of the
absolute value of the product of the determinants. But the measurements
has to be divided by the average sign of the determinants and as such their
statistical uncertainties blow up when the average sign approaches zero. Be-
cause of these problems that QMC has methods such as DMRG become so
popular in one dimension. However, in two dimension, where DMRG is not
yet implemented properly, the QMC method is more useful. Here in recent
years several attempts have been made to ‘fix’ the above mentioned prob-
lems, including the sign problem, but these are beyond the scope of this brief
review.
B The Single Impurity Kondo Model
As presented in section 2.2 the Kondo problem was essentially solved
in the 1970’s by Anderson’s poor man’s scaling (Anderson 1970) and fi-
nally by the numerical renormalization group method developed by Wilson
(1975). The results of the renormalization group have been confirmed by
the celebrated Bethe Ansatz exact solutions (Andrei 1980, Wiegmann 1980).
What actually led to the numerical renormalization group approach of Wil-
son (1975) is a rather interesting perturbation theory due to Anderson and
Yuval (Anderson 1967, Anderson and Yuval 1969, Anderson, Yuval and Ham-
mann 1970, Yuval and Anderson 1970). The main idea of this approach was
to split the Kondo coupling (see Eq. (2.6)) into a transverse coupling (J±
(corresponding to the Sx and Sy spin terms of Eq. (1.4)) and a longitudinal
one Jz.
For J± there is no spin flip scattering and as such the ground state has only
two possible states (for 1/2 spins and no external magnetic field). This limit
can be solved without any problems. If one then applies a finite temperature
perturbation theory in powers of J±, the spin flips are generated at a sequence
of imaginary times (Fetter and Walecka 1971). This sequence of imaginary
time variables can be represented as a one dimensional Ising model, with a
coupling which falls off inversely as the square of the distance as T → 0, and
hence can be solved exactly. Another representation can map the sequence
of the imaginary time variables into a chain of charged particles with long
range interaction that has a logarithmic form. This model can also be solved
exactly. Even though the resulting effective models are exactly solvable, the
finite temperature perturbation theory leading to them renders these type of
solutions of the original Kondo model as perturbative†.
†Only in the so-called Toulouse limit (Toulouse 1969), the Anderson and Yuval (An-
derson 1967, Anderson and Yuval 1969, Anderson, Yuval and Hammann 1970, Yuval and
Anderson 1970) solution is exact. The Toulouse limit corresponds to a certain value of
Jz = JT, where JT ≈ 0.97 (Wiegmann and Finkel’shtein 1978). In this limit, however, the
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This Anderson and Yuval formulation of the Kondo model leads logically
to the approach used later by Wilson (1975) and it originates from the (very
similar) X-ray absorption problem in which one electron is excited from a
core shell of an atom or ion in a metal into the conduction band (see Ma-
han 1990). This problem is known as the orthogonality catastrophe due to
Anderson (1967), who pointed out that the ground state of the conduction
electrons with and without the core hole potential are orthogonal in the
thermodynamic limit.
After this short historical introduction, a brief summary of the single
impurity Kondo model results are presented based on Andrei, Furuya and
Lowenstein (1983), Mahan (1990) and Hewson (1993). The hamiltonian of
the model is that of Eq. (2.6), where for simplicity it is usually assumed that
the conduction electrons have rectangular density of states with width 2D.
When in the perturbative scaling approach this band width is reduced by
an amount |δD| the coupling constant (J > 0 is considered only) is found
to increase by an amount δJ = 2J(ρ(εF )J − (ρ(εF )J)2 + . . .)|δD|/D, where
ρ(εF ) is the density of the conduction electrons at the Fermi level, given in Eq.
(2.8). This process of scaling, by which decreasing the band width increases
the effective interaction, breaks down at a certain point when the obtained
effective coupling strength becomes too large. This occurs when the scale
of the reduce band width becomes of the order of the Kondo temperature,
where
TK = const. D |2ρ(εF )J |1/2 exp(−1/2ρ(εF )J) , (B.1)
where const. ≈ 1 is a numerical constant depending on the definition of the
Kondo temperature, which will be explained shortly †. The parameters J and
D appear in the scaling equations via the Kondo temperature only, so that
the low temperature thermodynamic properties of the model are universal
functions of T/TK .
Kondo model reduces to a simple quadratic non-interacting model.
†For simplicity we use a convention, where kB is unity.
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In the regime where the perturbation theory is valid, i.e., T ≫ TK the
zero field impurity susceptibility is
χimp(T ) =
gµB
4T
[ 1− 1
ln(T/TK)
− ln(ln(T/TK))
2 ln2(T/TK)
+ . . . ] . (B.2)
behaving very much a Curie law with reduced moment. The induced impurity
magnetization at T = 0 is:
Mimp(T ) =
gµB
2
[ 1− 1
2 ln(gµBH/TH)
− ln ln(gµBH/TH)
4 ln2(gµBH/TH)
+ . . . ] , (B.3)
where TH is proportional to TK , see Eq. (B.10). The impurity resistivity in
the same high temperature limit is given by
Rimp(T ) =
R0
2
[1− ln(T/TK)
[ln2(T/TK) + 3π2/4]1/2
] . (B.4)
It is important to remark here that the Bethe Ansatz calculations confirmed
the high temperature perturbative results of Eqs. (B.2), (B.3) and (B.4).
The low temperature limit is non-perturbative: in this limit the energy
scale tends to zero, which corresponds to the strong coupling limit J →
∞. In the low temperature limit the impurity spin is compensated by the
conduction electrons and the impurity susceptibility is finite corresponding
to a Pauli contribution. At T → 0 the susceptibility is
χimp(0) =
(gµB)
2w
4TK
, (B.5)
where w = 0.4107 is known as the Wilson constant, with exact value exp(C+
1/4)/π3/2, where C = 0.5772 is Euler’s constant. The specific heat in the same
limit is
γimp(0) =
π2w
6TK
, (B.6)
The definition of TK in Eqs. (B.5) and (B.6) corresponds to the Wilson
(1975) definition and it was chosen such that there are no terms of order
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1/ ln2(T/TK) in the high temperature expansion of the impurity susceptibility
from Eq. (B.2). The exact solution community followed Wilson’s definition
of the Kondo temperature based on Eq. (B.5), or Eq. (B.6). For example,
Eq. (B.5) in the Bethe Ansatz approach is
χimp(0) =
(gµB)
2eπ/c
4D′
, (B.7)
where D′ = πNe/L, is the conduction electron charge density, with Ne being
the number of conduction electrons, L is the length of the chain (effective
one dimensional lattice that the Kondo model is mapped into) and c = tanJ .
Accordingly, the Bethe Ansatz Kondo temperature can be identified to be
TBAK = D
′ exp(−π/c) . (B.8)
Following Andrei, Furuya and Lowenstein (1983) the exact ratio of the two
Kondo temperatures is
TK = wT
BA
K , (B.9)
where the Wilson constant is given after Eq. (B.5). From Eq. (B.9) it can be
shown that TH defined through Eq. (B.3) is
TH =
2TK
w
√
eπ
. (B.10)
Another important quantity used in Kondo models is the so-called Wilson
ratio for the impurity. Which defined as the ratio of the zero temperature
specific heat and paramagnetic susceptibility, has the value
R =
4π2
3(gµB)2
χimp
γimp
. (B.11)
For a non-interacting system R = 1, while it can be seen that Eq. (B.11),
using Eqs. (B.5) and (B.6), is R = 2. This shows that in the low temperature
limit the magnetically screened impurity scatters the conduction electrons
like a non-magnetic impurity with a resonance at the Fermi level with width
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of order TK . This explains why even in the presence of an external magnetic
field, the Wilson ration is unchanged:
R =
4π2
3(gµB)2
χimp(H)
γimp(H)
= 2 . (B.12)
This ratio can only be calculated by the Bethe Ansatz approach (Tsvelick
and Wiegmann 1983). It’s value is of great importance for heavy fermion
compounds, where higher values of R (Hess, Riseborough and Smith 1993)
signals a non-Fermi liquid behaviour.
C Exact Unitary Transformation
In this appendix the results of section 1.2.3 are derived following Chan
and Gula´csi (2003). This derivation is tailored for the 1D periodic Anderson
model. A similar infinite order canonical transformation can be applied to
the single impurity Anderson model. Details of this derivation are given
by Chan and Gula´csi (2001a,2004). Interestingly, hamiltonians with similar
structure to the Anderson model, such as the two band Hubbard model, also
allow an infinite order canonical transformation, for details, see Chan and
Gula´csi (2000,2001b,2002).
The construction of the canonical transformation is given in section C.1,
where the first five orders of the transformation will be calculated. Here
it will be shown that there is a pattern in the coefficients of the first five
odd orders. This pattern will be proven to exist for any order by induction
in section C.2. The exact value of all the coefficients up to infinite order
is derived in section C.3, allowing the evaluation of the exact transformed
hamoltonian in section C.4.
C.1 Canonical Transformation
The hamiltonian of the 1D periodic Anderson model, see Eq. (1.14), re-
written in the real space is:
HPAM = H0 +HV , (C.1)
with
H0 = t
∑
i,σ
(c†ci+1σcciσ + h.c.)− µ
∑
i,σ
c†ciσcciσ
+εf
∑
i,σ
c†fiσcfiσ + U
∑
i
nfi−σnfiσ , (C.2)
HV = V
∑
iσ
(c†fiσcciσ + h.c) , (C.3)
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where the chemical potential of the conduction electrons µ has been added to
Eq. (1.14), so that the obtained results will be more general, and ε(k) from
Eq. (1.14) is: ε(k) = 2t cos k.
The easiest way to solve this hamiltonian is by using perturbation the-
ory (for details see, Hewson (1993)), e.g., with U = 0 and use perturbation
theory to find the solution for small U . Similarly, it is possible to solve the
Hamiltonian with V = 0 and use perturbation theory to find the solution
when V is small. As presented in section 1.2.2, Schrieffer and Wolff (1966),
chose the second option, namely perturbing HPAM around V = 0, up to sec-
ond order in V . However, the novelty in their method was that they used
a canonical transformation. They canonically transformed the hamiltonian
to a form which has eliminated the hybridization term HV . The transfor-
mation was, however, calculated only up to the first order, and, as such,
the solution is valid only for a small parameter range †. Nevertheless, the
novelty in applying canonical transformation is that if one can keep track of
the coefficients in each order of the transformation and persistently carry out
the transformation to higher orders, one can extend the parameter range of
the solution to an extent beyond the reach of perturbation methods. This
is what has been achieved by Chan and Gula´csi (2001a, 2003, 2004), and is
presented hereafter.
The unitary transformation of Eqs. (C.2) and (C.3 can be written as
H˜ = eSHe−S = H0 + [S,HV ]/2 + [S, [S,HV ]]/3 + . . . (C.4)
in which the parameter S in the transformation is determined by the condi-
tion
HV + [S,H0] = 0, (C.5)
and in the case of Eq. (C.1) is explicitly given by
S =
∑
iσ
V (A + Zc†fi−σcfi−σ)(c
†
fiσcciσ − c†ciσcfiσ) , (C.6)
†nth order canonical transformation corresponds to 2nth order perturbation theory in
HV (Yosida and Yoshimori 1973).
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with A = 1/(−2t + µ + εf) and Z = 1/(−2t + µ + εf + U) − A, identical
to Eq. (1.21). One can easily verify that this expression of S satisfies (C.5),
by using a continuum representation of the conduction electrons, cci±1σ ≈
cciσ ± ∂xccxσ|x→i, as in the field theory bosonization of 1D models (see eg,
Emery 1979, Haldane 1981, Fradkin 1991, Voit 1994, Stone 1994, Gula´csi
1997). For a proof of the completeness of the Bose representation, see also
section 3.3.
The first order of the transformation is identical to the Schrieffer and
Wolff (1966) result from Eq. (1.22), see also Eq. (C.8) and Table C.1.
It is straightforward to continue the transformation up to fifth order (be-
yond this stage the number of terms obtained in each order is well over
several hundreds of millions (Chan and Gula´csi 2001a,2004)). The result for
the first (n = 1), third (n = 3) and fifth (n = 5) order terms can be written
in a compact form observing that the transformed hamiltonian depend on
the following commutation:
[[S,HV ]]n = [
n times︷ ︸︸ ︷
S, [S, [S, . . . , [S,HV ] . . .] , (C.7)
This commutation was found to have the following form over the first three
odd values of n,
[[S,HV ]]n =
∑
i,σ
[
Jn(c
†
ciσcci−σc
†
fi−σcfiσ − nciσnfi−σ)
+Pn(c
†
ciσc
†
ci−σcfiσcfi−σ + c
†
fiσc
†
fi−σcciσcci−σ) +Gn(nfiσ − nciσ) + Innfi−σnfiσ
+Mnnfi−σnci−σ(nfiσ − nciσ) +Knnci−σnciσ
]
, (C.8)
It can be observed, that the canonical transformation generates, besides the
terms which renormalize the starting Hamiltonian, three new effective inter-
actions, J , P , and K, and a higher order, triplet creating term, M . J is
the well-known Kondo coupling, as it appears in Eqs. (1.12) and (1.15). P
a Josephson type two particle intersite tunnelling and K an effective on-site
Coulomb repulsion for the conduction electrons. The values of the coeffi-
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n J P G I K M
1 2Z -Z 2A 2Z 0 0
3 - 32 A2Z - 8 A2Z - 8 A3 -28 A2Z -4 A2Z 16 AZ2
- 32 AZ2 - 8 AZ2 - 36 AZ2 + 4 AZ2 + 8 Z3
- 16 Z3 + 2 Z3 - 16 Z3
5 512 A4Z 224 A4Z 32 A5 336 A4Z 176 A4Z - 352 A3Z2
+ 1024 A3Z2 + 448 A3Z2 + 848 A3Z2 + 176 A3Z2 - 528 A2Z3
+ 1024 A2Z3 + 328 A2Z3 + 936 A2Z3 + 88 A2Z3 - 368 AZ4
+ 512 AZ4 + 104 AZ4 + 520 AZ4 - 8 AZ4 - 96 Z5
+ 128 Z5 - 4 Z5 + 128 Z5
Table C.1: The coefficients of the transformed hamiltonian in the first,
third and fifth order.
cients J , P , G and I, K, M for the first three odd n are summarized in
Table C.1.
It is not by accident that the first three odd order commutators Eq. (C.7)
is given by a close form Eq. (C.8). In fact, it can be proven by using induction
that the form of the n odd order commutation Eq. (C.7) is given by Eq. (C.8)
in general.
Other than the form of the commutation, one can also find a pattern in
the coefficients of the common terms among the first, third and fifth orders,
from Table C.1. This pattern has been verified true up to eleventh order
(Chan and Gula´csi 2001a, 2003, 2004) and can be proven valid for any order
by the same induction.
C.2 Proof by Induction
The n = 1 case is the well known Schrieffer and Wolff (1966) result
which represents the first rows of Table C.1, notice that J1 is identical to Eq.
(1.16). By visual inspection, it can be observed that there is a pattern in
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the coefficients of the common terms among the first, third and fifth orders.
This pattern can be proven to exist for any order by induction, if the same
pattern remains after commuting Eq. (C.8) with S twice.
Two different indices are introduced here to differentiate the order of the
commutation n from the recurrence of the coefficients Jm, Pm, . . . over odd
orders. The mapping of the two sequences can be written as n = 2m+ 1 for
odd order n. Now, assuming that Eq. (C.8) is true for any m, we calculate
its commutation with S for [[S,HV ]]n+1, which yields:
[[S,HV ]]n+1 =
∑
i,σ
[
−2V Jm(A+ Znfi−σ) (nfi−σ − nci−σ)
−2V Pm(A+ Znci−σ) (nfi−σ − nci−σ)− 2V Gm(A+ Znfi−σ)
−2VMm(A + Z)nfi−σnci−σ − 2V Im(A+ Znfi−σ)nfi−σ
+2V Km(A + Znfi−σ)nci−σ
] (
c†ciσcfiσ + c
†
fiσcciσ
)
. (C.9)
To show that Eq. (C.8) is true for any m, Eq. (C.9) has to be commuted
with S again, obtaining:
[[S,HV ]]n+2 =
∑
i,σ
[
Jm+1(c
†
ciσcci−σc
†
fi−σcfiσ − nciσnfi−σ)
+Pm+1(c
†
ciσc
†
ci−σcfiσcfi−σ + c
†
fiσc
†
fi−σcciσcci−σ) +Gm+1(nciσ − nciσ)
+Im+1nfi−σnfiσ +Km+1nci−σnciσ +Mm+1nfi−σnci−σ(nfiσ − nciσ)
]
,(C.10)
where
Jm+1 = −Jm4V 2((A+ Z)2 + A2)− Pm8V 2(A2 + AZ)
−Gm4V 2(2AZ + Z2)− Im4V 2(A+ Z)2 −Km4V 2A2 ,(C.11)
Pm+1 = −Jm4V 2(A2 + AZ)− Pm2V 2((A+ Z)2 + A2)
−(Im +Km)2V 2(A+ Z)A , (C.12)
Im+1 = −Jm4V 2(A+ Z)2 − Pm4V 2(A2 + AZ)
−Gm4V 2(2AZ + Z2)− Im4V 2(A+ Z)2 , (C.13)
Km+1 = −Jm4V 2A2 − Pm4V 2(A2 + AZ)−Km4V 2A2 , (C.14)
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Mm+1 = +Km4V
2(2AZ + Z2)−Mm4V 2(A+ Z)2
+Jm4V
2(2AZ + Z2) , (C.15)
Gm+1 = −Gm4V 2A2 . (C.16)
Notice that Eq. (C.10) does not contain any new term that is not in [[S,HV ]]n.
By mathematical induction, it can be concluded that the form of the nth
commutation of HV with S is closed and is always given by Eq. (C.8).
C.3 Evaluating the Coefficients
The recursive equations (C.11) -( C.16) from the last section can be solved
simultaneously to give the odd order coefficients of the transformed hamilto-
nian, Jm, Pm, Im, Km and Mm.
These recursive equations can be summarized into an matrix form in
which
Jm+1
2Pm+1
Im+1
Km+1
 = −4V 2M ·

Jm
Pm
Im
Km
− 4V 2

α2 − β2
0
α2 − β2
0
Gm , (C.17)
where α = A + Z and β = A. M is a matrix given by:
M =

α2 + β2 2αβ α2 β2
2αβ α2 + β2 αβ αβ
α2 αβ α2 0
β2 αβ 0 β2
 . (C.18)
Not only is the matrix M symmetric, but its determinant is also zero. It
is, in fact, easy to see this since the first row of the matrix is equal to the
sum of the third and the fourth, while the second row can be expressed as
the linear combination of the last two. Explicitly,
Jm+1 = Im+1 +Km+1 , (C.19)
2Pm+1 =
β
α
(Im+1 +Gm+1) +
α
β
(Km+1 −Gm+1) . (C.20)
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The expression of Im+1 and Km+1 in terms of Jm+1 and Pm+1 can be
deduced directly from Eq. (C.17), together with the general solution of Gm.
Im+1 =
αβ
β2 − α2 (2Pm+1 −
α
β
Jm+1)−Gm+1 , (C.21)
Km+1 =
αβ
α2 − β2 (2Pm+1 −
β
α
Jm+1) +Gm+1 , (C.22)
Gm = (−2V 2)m(2β2)mG0 . (C.23)
Substituting these equations back into Eqs. (C.11) and (C.12) yields the
surprisingly simple result:
Jm+1 = −23V 2(α2 + β2)Jm , (C.24)
Pm+1 = −2V 2(3αβJm + (α2 + β2)Pm) . (C.25)
In terms of J0 and P0 they can be written as:
Jm = (−23V 2)m(α2 + β2)mJ0 , (C.26)
Pm = (−2V 2)m(α2 + β2)m−1
·
[
(α2 + β2)P0 + αβ(4
m − 1)J0
]
. (C.27)
Using Eqs. (C.19) and (C.20), Km+1 can be written in terms of Pm, Jm,
Gm and subsequently be solved by using Eqs. (C.23), (C.26) and (C.27):
Km = (−2V 2)m(α2+ β2)m−1
[
(4mβ2− 2α
2β2
α2 − β2 )J0 + 2αβ
α2 + β2
α2 − β2P0
]
+Gm .
(C.28)
Im can now be evaluated from Km using Eq. (C.19):
Im = (−2V 2)m(α2 + β2)m−1
[
(4mα2 +
2α2β2
α2 − β2 )J0 − 2αβ
α2 + β2
α2 − β2P0
]
−Gm .
(C.29)
Mm is slightly more complicated since it depends on not only Mm−1, but
also Km−1 and Jm−1. However, it can still be summed after some algebraic
manipulations:
Mm = −[−23V 2(α2 + β2)]m−1 (α2 − β2) J0
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−[−2V 2(α2 + β2)]m 4αβ
α2 − β2 (
αβJ0
α2 + β2
− P0)
+(−4V 2α2)m (α
2 + β2
α2 − β2J0 −
4αβ
α2 − β2P0
−G0 +M0) + (−4V 2β2)m G0 . (C.30)
These expressions can be further simplified (Chan and Gula´csi 2003) by
using the first order, ie, Schrieffer-Wolff results, which gives:
Jm = (−23V 2)m (α2 + β2)m 2(α− β)V 2 , (C.31)
Pm = (−2V 2)m (α2 + β2)m−1 [22m+1αβ − (α + β)2] (α− β)V 2 ,(C.32)
Gm = (−2V 2)m (2β2)m 2βV 2 , (C.33)
Km = {(−2V 2)m (α2 + β2)m−1 [4mβ(α− β)
−α(α + β)] + (−2V 2)m (2β2)m} 2βV 2 , (C.34)
Im = (−23V 2)m (α2 + β2)m−1 2α2(α− β)V 2
+(−2V 2)m (α2 + β2)m−1 2αβ(α+ β)V 2
−(−2V 2)m (2β2)m 2βV 2 , (C.35)
Mm = −(−23V 2)m (α2 + β2)m−1 2(α− β)(α2 − β2)V 2
−(−2V 2)m (α2 + β2)m−1 4αβ(α+ β)V 2
+(−4α2V 2)m 2αV 2 + (−4β2V 2)m 2βV 2 . (C.36)
The even order coefficients can also be deduced from the odd order coef-
ficients, after rearranging the n + 1th commutation result Eq. (C.9) to the
form:
[[S,HV ]]n+1 =
∑
i,σ
(Rm+Smn
f
i,−σ+Tmn
c
i,−σ+Qmn
f
i,−σn
c
i,−σ)(c
†
i,σfi,σ+f
†
i,σci,σ) ,
(C.37)
where
Rm = −2V GmA ,
Sm = −2V [(Jm + Pm)A + Im(A+ Z) + (Jm +Gm)Z] ,
Tm = 2V [(Jm + Pm +Km)A+ PmZ] ,
Qm = 2V [(Jm +Km − Pm)Z −Mm(A+ Z)] . (C.38)
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The general solutions of Jm, Pm, Gm, Im, Km, Mm from Eqs. (C.31-C.36)
can be used to find the expression of the even order coefficients:
Rm = −(−4V 2β2)m 4β2V 3 , (C.39)
Sm = −[−23V 2(α2 + β2)]m 8α(α− β)V 3
−[−2V 2(α2 + β2)]m 2β(α+ β)V 3
+(−4V 2β2)m 4β2V 3 , (C.40)
Tm = [−23V 2(α2 + β2)]m 8β(α− β)V 3
−[−2V 2(α2 + β2)]m 2α(α+ β)V 3
+(−4V 2β2)m 4β2V 3 , (C.41)
Qm = [−23V 2(α2 + β2)]m 8(α− β)2V 3
+[−2V 2(α2 + β2)]m 2(α + β)2V 3
−(−4V 2α2)m 4α2V 3 − (−4V 2β2)m 4β2V 3 . (C.42)
The coefficients Rm, Sm, Qm and Tm are calculated from a direct commu-
tation of the odd order result from Eq. (C.8) with S, in which the coefficients
Jm, Pm, Gm, Im, Km, Mm given by Eqs. (C.31-C.36)
In a nutshell, following Chan and Gula´csi (2001a,2003,2004) the result
of the commutation of HV with S to any order has been obtained, and
hence have all the information needed to re-build the hamiltonian after the
transformation.
C.4 The Transformed Hamiltonian
Using these general expression for the nth and the n+ 1th commutation
of S with HV , the exact infinite order transformation of the hamiltonian
can be calculated. The transformed hamiltonian comprises H0, the sum of
the odd order commutations of S with HV and the sum of the even order
commutations:
H˜PAM = H0 +Hodd +Heven , (C.43)
C. Exact Unitary Transformation 211
where
Hodd =
∞∑
m=0
[ 1
(2m+ 1)!
− 1
(2m+ 2)!
]
[[S,HV ]]2m+1 , (C.44)
Heven =
∞∑
m=0
[ 1
(2m+ 2)!
− 1
(2m+ 3)!
]
[[S,HV ]]2m+2 . (C.45)
Using the formulas
∞∑
n=0
[ 1
(2n+ 1)!
− 1
(2n+ 2)!
]
γ(−ξ2)n = γ
(sin ξ
ξ
+
cos ξ − 1
ξ2
)
, (C.46)
and
∞∑
n=0
[ 1
(2n+ 2)!
− 1
(2n+ 3)!
]
γ(−ξ2)n = γ
(sin ξ
ξ3
− cos ξ
ξ2
)
, (C.47)
where γ and ξ are any real or complex variables. It is straightforward to sum
the odd order hamiltonian to get:
Hodd =
∑
i,σ
J(c†ciσcci−σc
†
fi−σcfiσ − nciσnfi−σ)
+P (c†ciσc
†
ci−σcfiσcfi−σ + c
†
fiσc
†
fi−σcciσcci−σ) + G(nfiσ − nciσ)
+Mnfi−σnci−σ(nfiσ − nciσ) + Infi−σnfiσ +Knci,−σnciσ . (C.48)
where J , P , G, I, K and M are the summation of the corresponding Jm,
Pm, Gm, Im, Km and Mm over infinite number of m. If we define θ =√
2V 2(α2 + β2), θβ = 2V β, θα = 2V α and F (x) = sin x/x + (cosx − 1)/x2
then the exact values of the coupling constants from Eq. (C.48) are:
J = 2(α− β)V 2F (2θ) , (C.49)
P = 2αβ(α− β)V 2F (2θ)− (α− β)V 2 (α+ β)
2
α2 + β2
F (θ) , (C.50)
G = 2βV 2F (θβ) , (C.51)
K = 2β2V 2
α− β
α2 + β2
F (2θ)− 2αβV 2 α + β
α2 + β2
F (θ) +G , (C.52)
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I = 2α2V 2
α− β
α2 + β2
F (2θ) + 2αβV 2
α+ β
α2 + β2
F (θ)−G , (C.53)
M = −2(α− β)α
2 − β2
α2 + β2
V 2F (2θ)− 4αβ α + β
α2 + β2
V 2F (θ)
+2αV 2F (θα) + 2βV
2F (θβ) . (C.54)
In the symmetric case where t = 0, ǫf = −U/2, we have Z = −2A,
θ = θβ = −θα = 2AV , α = −A and β = A. The summation becomes:
Jsym = −4AV 2F (4AV ) , (C.55)
Psym = 2AV
2F (4AV ) = −1
2
Jsym , (C.56)
Gsym = 2AV
2F (2AV ) , (C.57)
Ksym = AV
2(1− cos 2AV )[F (2AV ) + sin 2AV
2AV
] , (C.58)
Isym = −2AV 2(F (4AV ) + F (2AV )) , (C.59)
Msym = 0 . (C.60)
Similarly, the even order hamiltonian can be evaluated by substitution
Heven =
∑
i,σ
(R+Snfi−σ+Tnci−σ+Qnfi−σnci−σ)(c
†
ciσcfiσ+c
†
fiσcfiσ) , (C.61)
where R, S, T and Q are the summation of the corresponding Rm, Sm, Qm
and Tm over infinite number of m. Using the same notations θ, θβ , θα as in
the odd order coefficients, and F ′(x) = sin x/x3 − cosx/x2, we obtain:
R = −4β2V 3F ′(θβ) , (C.62)
S = −8(α− β)αV 3F ′(2θ)− 2(α + β)βV 3F ′(θ)− R , (C.63)
T = 8β(α− β)V 3F ′(2θ)− 2α(α + β)V 3F ′(θ)− R , (C.64)
Q = 8(α− β)2V 3F ′(2θ) + 2(α+ β)2V 3F ′(θ)
−4βV 3F ′(θβ)− 4βV 3F ′(θα) . (C.65)
For the symmetric case (ǫf = −U/2), we have Z = −2A, θ = θβ =
−θα = 2AV , α = −A and β = A, both the odd and even order hamiltonian
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coefficients simplify considerably. In the symmetric case where t = 0, ǫf =
−U/2, we have Z = −2A, θ = θβ = −θα = 2AV , α = −A and β = A. The
summation becomes
Rsym = −4A2V 3F ′(2AV ) , (C.66)
Ssym = −16A2V 3F ′(4AV ) +Rsym , (C.67)
Tsym = −16A2V 3F ′(4AV ) +Rsym , (C.68)
Qsym = 32A
2V 3F ′(4AV ) + 2Rsym . (C.69)
D Introduction to Many-Electron Systems
For completeness, and in order to fix notation, it is useful to present a
brief account of the used formalism to describe many-particle systems. Bases
of single-electron states are given in section D.1 for the two systems of central
interest in this review: (i) Continuum system: electrons confined to move in
1D, but otherwise free. (ii) Lattice system: electrons confined to move along
a 1D chain of ions.† The construction of the many-particle state-space out of
single-particle states is given in section D.2. This includes both many-fermion
and many-boson systems, and systems with a variable number of particles.
Section D.3 discusses operators on the many-particle states. Creation and
annihilation operators are defined, and their fundamental commutation rela-
tions are given. Creation and annihilation operators are highly convenient in
that they account automatically for the correct symmetry of many-boson and
many-fermion states, while at the same time admitting of a simple physical
interpretation. They are used to construct all the many-particle operators
subsequently required.
D.1 Single-electron states
Single-electron states in a continuum: Consider an electron confined
to move in one spatial dimension along a length L. Since contact effects at
the endpoints of the system are not of concern here, periodic boundary con-
ditions are imposed. The state-space for an electron confined to move in
this system is a two-component Hilbert space of Lebesgue square-integrable
functions (Jauch 1968). The functions are complex-valued, are defined on
1D Euclidean space, and satisfy the periodic boundary conditions. An or-
thonormal basis of single-electron states for the system is given by the set
†The formalism is thus written for 1D systems. The generalization to higher dimensions
is straightforward, and usually involves only a replacement of scalar spatial and momentum
variables x and k by vectors r and k respectively (Nozie`res, 1964).
214
D. Introduction to Many-Electron Systems 215
{|kσ〉} of normalized simultaneous eigenstates of momentum k along the di-
rection of motion, and spin-component σ along a specified axis in 3D space
(conventionally denoted the z-axis). These properties of the single-electron
state-space are here taken as axiomatic, with the reader referred to Jauch
(1968), for an extensive discussion.
A realization of the state-space may be given using the position repre-
sentation. The wavefunction Φkσ(x) corresponding to the basis element |kσ〉
satisfies the momentum eigenvalue equation −i∂xΦkσ(x) = kΦkσ(x), where
∂x means d/dx. (Units are chosen throughout so that ~ = 1.) Normalized
solutions of the eigenvalue equation are
Φkσ(x) = L
−1/2 eikx χσ . (D.1)
The periodic boundary conditions restrict the allowed momenta to values
k = 2πm/L, with m any integer. The Pauli spinors χ†↑ = (1, 0) and χ
†
↓ =
(0, 1) describe spin σ =↑↓= ±1, respectively, along the z-axis.†
The momentum/spin basis elements |kσ〉 are also eigenstates of the single-
electron kinetic energy operator, or non-interacting single-electron hamilto-
nian H
(1)
0 . In the position representation,
H
(1)
0 = −
1
2me
∂2x , (D.2)
where me is the bare electron mass. Φkσ(x) is an eigenstate of Eq. (D.2) with
kinetic energy, or dispersion, ε(k) = k2/2me.
A second orthonormal basis of single-electron states {|xσ〉}, which relate
to position in the continuum system, may be obtained by Fourier decompos-
ing the momentum states:
|xσ〉 = L−1/2
∑
k
e−ikx|kσ〉. (D.3)
†The labels ↑,+1 and ↓,−1 will be used interchangeably for σ; in formulas σ always
denotes ±1 as the spin is ±~/2, respectively, along the z-axis.
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The wavefunction Φxσ(x
′) corresponding to the basis element |xσ〉 may be
obtained from Eqs. (D.1) and (D.3):
Φxσ(x
′) = L−1
∑
k
e−ik(x−x
′) χσ . (D.4)
This simplifies in a thermodynamically large system; as L→∞,∑
k
f(k)→ (L/2π)
∫ ∞
−∞
dk f(k) . (D.5)
Since the Dirac δ-function has the representation
δ(x) =
1
2π
∫ ∞
−∞
dk e−ikx , (D.6)
it follows from Eqs. (D.4) and (D.5) that
Φxσ(x
′)→ 1
2π
∫ ∞
−∞
dk e−ik(x−x
′) χσ = δ(x− x′)χσ , as L→∞ . (D.7)
It is important to understand the significance of the limit L → ∞ in Eq.
(D.7), for otherwise it appears as though the denumerable basis {|kσ〉} for
finite L, with wavefunctions as in Eq. (D.1), may be transformed into a
non-denumerable basis with wavefunctions as in Eq. (D.7). This point has
some relevance to the development of the bosonization formalism in chapter
3: In an influential paper, Haldane (1981) constructs a periodic Dirac δ-
function with period L (cf. Eq. (3.4) of Haldane (1981)). This construction
is formally correct, but is vacuous as the period L = ∞ is required, as in
Eq. (D.5), in order to obtain the Dirac δ-function in the first place. For
finite L it is not possible to have both a denumerable momentum basis,
and a non-denumerable position basis, for in the first case the corresponding
Hilbert space is separable, while in the second case it is not. Haldane uses
the periodic Dirac δ-function construction to motivate an interpretation of a
length α which appears in the bosonization formulae.
Single-electron states in a lattice: Consider now a chain of N iden-
tical ions, with periodic boundary conditions again imposed . The ions are
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located at lattice sites ja, where a is the lattice spacing and j is an integer.
An orthonormal basis of states for an electron moving along the chain of
ions is given by the set of Bloch states {|nkσ〉}, where n is a discrete index
labelling the band, and where k is the crystal momentum. (The reader is re-
ferred to Haug (1972) for a detailed discussion.) Bloch states are eigenstates
of the hamiltonian H
(1)
0 for a single electron moving in the periodic potential
of the chain of ions. In the position representation,
H
(1)
0 = −
1
2me
∂2x + U(x) , (D.8)
where U(x) is the periodic potential of the lattice of ions. Normalized Bloch
wavefunctions are given by (Huag 1972)
Φnkσ(x) = N
−1/2 eikx unk(x)χσ , (D.9)
where the Bloch function unk satisfies unk(x + ja) = unk(x) for all j, and
is normalized in the unit cell of length a centred on a lattice site. Periodic
boundary conditions restrict the allowed crystal momenta to values k =
(2πm/L) with integers m. The length of the lattice system is L = Na.
To prevent multiple counting of states, the allowed crystal momenta k are
further restricted to the first Brillouin zone (FBZ) in the lattice (Huag 1972),
−π/a < k ≤ π/a, so that the integers m satisfy −N/2 < m ≤ N/2. The
Bloch states are eigenstates of H
(1)
0 with band energies εn(k), which depend
on the form of U(x).
A second orthonormal basis of Wannier states {|njσ〉} are obtained by
Fourier decomposing the Bloch states:
|njσ〉 = N−1/2
∑
k∈FBZ
e−ikja|nkσ〉 . (D.10)
The Wannier states represent electrons centred on the ion at site ja, with the
degree of localization depending on the form of the Bloch functions unk(x).
|njσ〉 are the lattice equivalent of the continuum electron states |xσ〉 of Eq.
(D.3). Using Eqs. (D.9) and (D.10), the wavefunction corresponding to the
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Wannier state |njσ〉 is given by
Φnσ(x− ja) = N−1
∑
k∈FBZ
eik(x−ja) unk(x)χσ , (D.11)
which is the lattice equivalent of Eq. (D.4).
D.2 Many-particle states
Distinguishable particles: Consider a system consisting of N0 distin-
guishable particles. If |ψ1〉, |ψ2〉, . . . , |ψN0〉 are single-particle states for the
system, then the ordered N0-tuple
|ψ(N0)〉 = |ψ1〉 ⊗ |ψ2〉 ⊗ · · · ⊗ |ψN0〉 (D.12)
is the N0-particle state in which particle 1 is in the state |ψ1〉, particle 2 is
in the state |ψ2〉, . . ., and particle N0 is in the state |ψN0〉. The product
⊗ in Eq. (D.12) is the Hilbert space tensor product (Prugovecˇki 1981), and
the many-particle state |ψ(N0)〉 is an element in the tensor product of the
N0 corresponding single-particle Hilbert spaces. It is convenient to leave
the tensor product implicit, so that Eq. (D.12) becomes simply |ψ(N0)〉 =
|ψ1〉|ψ2〉 · · · |ψN0〉. The tensor product defines the inner product of two N0-
particle states |ψ(N0)〉 = |ψ1〉|ψ2〉 · · · |ψN0〉 and |φ(N0)〉 = |φ1〉|φ2〉 · · · |φN0〉 by
Prugovecˇki (1981)
〈φ(N0)|ψ(N0)〉 = 〈φ1|ψ1〉〈φ2|ψ2〉 · · · 〈φN0|ψN0〉 , (D.13)
where the inner products on the right are from the single-particle Hilbert
spaces.
Indistinguishable particles: Consider now a system consisting of N0
indistinguishable particles of either the Fermi or the Bose variety. It is taken
as axiomatic here that the physically realisable many-fermion states for the
system are antisymmetric with regard to the labelling of the particles, while
the many-boson states are symmetric. (The reader is referred to Gross,
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Runge and Heinonen (1991), for a more detailed discussion.) Explicitly, if
|ψ1〉, . . . , |ψN0〉 are single-fermion or single-boson states for the system, then
the physically realisable many-fermion or many-boson states for the system,
in which a particle is in the state |ψ1〉, and . . ., and a particle is in the state
|ψN0〉, are of the form
|ψ1, ψ2, . . . , ψN0〉 =
(
1/
√
N0!
)∑
P
ζP |ψP (1)〉|ψP (2)〉 · · · |ψP (N0)〉 , (D.14)
where the sum is over the N0! permutations P of N0 things, and where ζ
P =
+1 for bosons, and ζP = ±1 for fermions, depending as the permutation P
is even or odd respectively (Feynman 1972). The factor 1/
√
N0! is chosen for
convenience of normalization. Note the special designation |ψ1, ψ2, . . . , ψN0〉
for many-particle states with the correct symmetry.
Eq. (D.14) contains within it Pauli’s exclusion principle, that no more
than one fermion may occupy each single-particle state. For if, in Eq. (D.14),
two of the single-fermion states were identical, say |ψ1〉 = |ψ2〉, then the
permutation which interchanges the particle labels 1 and 2 will reproduce
the same state, but with an opposite sign. A straightforward extension of
this argument to all permutations establishes that the fully antisymmetrized
many-fermion state will vanish identically. This property is fundamental to
many-fermion systems, and distinguishes them from many-boson systems,
for which no such restriction applies.
Using Eq. (D.14), it may be verified that the inner product between two
properly symmetrized N0-particle states, |ψ1, ψ2, . . . , ψN0〉 and |φ1, φ2, . . . , φN0〉,
takes the form of a determinant:
〈φ1, φ2, . . . , φN0|ψ1, ψ2, . . . , ψN0〉
=
∣∣∣∣∣∣∣∣∣∣
〈φ1|ψ1〉 〈φ1|ψ2〉 · · · 〈φ1|ψN0〉
〈φ2|ψ1〉 〈φ2|ψ2〉 · · · 〈φ2|ψN0〉
...
...
. . .
...
〈φN0|ψ1〉 〈φN0|ψ2〉 · · · 〈φN0|ψN0〉
∣∣∣∣∣∣∣∣∣∣
ζ
(D.15)
For fermions ζ = −1 and the standard determinant is signified. For bosons
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ζ = +1 and the permanent (Feynman 1972) is signified; this is the standard
determinant, but with + signs only attached to all the usual determinental
terms.
Multi-particle states: To describe systems in which the particle num-
bers vary, and in particular in order to properly define creation and anni-
hilation operators, it is necessary to define a multi-particle space. This is
the direct sum (Prugovecˇki 1981) of all the different many-particle spaces. A
general member of this space is written
|ψ〉 = |ψ(0)〉 ⊕ |ψ(1)〉 ⊕ . . .⊕ |ψ(N0)〉 ⊕ . . . (D.16)
where |ψ(n)〉, n = 0, 1, . . ., denotes an n-particle state, and where ⊕ denotes
the direct sum. (The state |ψ(0)〉 describes the system with no particles
present. It is a tensor of rank zero, i.e. a complex number.) The inner
product between two multi-particle states is the obvious one: States with
different particle numbers are orthogonal, so that
〈φ|ψ〉 =
∞∑
n=0
〈φ(n)|ψ(n)〉 . (D.17)
D.3 Many-particle operators
Operators on physically realisable many-particle states are conveniently
written in terms of creation and annihilation operators. These operators
act on multi-particle states whose elements |ψ(n)〉, as in Eq. (D.16), have
the required symmetry (cf. Eq. (D.14)) depending on whether the system
contains fermions or bosons. Creation and annihilation operators have the
advantage that the states acted on also retain the correct symmetry. This
simplifies manipulations by avoiding direct reference to lengthy expansions,
such as those in Eqs. (D.14) and (D.15).
Creation and annihilation operators: To define creation and annihi-
lation operators, let |φ〉 be a single-particle state for a system. The creation
operator a†φ for this state places a particle in the system in the state |φ〉, and
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properly symmetrizes the resulting many-particle state. a†φ is defined by
a†φ|ψ1, ψ2, . . . , ψN0〉 = |φ, ψ1, ψ2, . . . , ψN0〉 , (D.18)
where |ψ1, ψ2, . . . , ψN0〉 is an N0-particle state as defined in Eq. (D.14); it is
symmetric or antisymmetric in the particle labelling as the system contains
bosons or fermions, respectively. Note that a†φ is an operator on the multi-
particle space, and generally maps an N0-particle state to an N0+1-particle
state. The exception to this rule is a many-fermion state in which |φ〉 is
already occupied. In this case, in accordance with Pauli’s exclusion principle
(cf. section D.2), a†φ maps the many-fermion state to zero. Creation operators
are linear by definition, and are linear functionals of their arguments; if
|φ〉 = c1|φ1〉+ c2|φ2〉, then
a†φ = c1a
†
φ1
+ c2a
†
φ2
, (D.19)
where c1 and c2 are complex numbers.
The annihilation operator aφ for the single-particle state |φ〉 is defined as
the hermitian conjugate (h.c.), or adjoint, of the creation operator a†φ. Using
Eqs. (D.15) and (D.18), it may be verified that (Feynman 1972)
aφ|ψ1, . . . , ψN0〉 =
N0∑
n=1
ζn−1〈φ|ψn〉|ψ1, . . . (noψn) . . . , ψN0〉, (D.20)
where ζ = ±1 as the system contains bosons or fermions, respectively. The
annihilation operator thus removes the particles in the states |ψn〉 one at a
time, with an appropriate sign to maintain the proper symmetry, and with
a weight depending on the overlap of |ψn〉 with |φ〉. From Eq. (D.19), the
annihilation operator is a conjugated linear functional of its argument:
aφ = c
∗
1aφ1 + c
∗
2aφ2 , (D.21)
where |φ〉 = c1|φ1〉 + c2|φ2〉, and where c1 and c2 are complex numbers with
conjugates c∗1 and c
∗
2 respectively.
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Using Eqs. (D.18) and (D.20), it is straightforward to verify (Feynman
1972) that for single-particle states |φ1〉 and |φ2〉, boson creation and anni-
hilation operators satisfy the commutation relations[
aφ1 , aφ2
]
=
[
a†φ1 , a
†
φ2
]
= 0 ,
[
aφ1 , a
†
φ2
]
= 〈φ1|φ2〉 , (D.22)
where the commutator [A,B] = AB−BA. In a similar fashion one can show
that fermion creation and annihilation operators satisfy the anticommutation
relations {
aφ1 , aφ2
}
=
{
a†φ1, a
†
φ2
}
= 0 ,
{
aφ1 , a
†
φ2
}
= 〈φ1|φ2〉 , (D.23)
where the anticommutator {A,B} = AB +BA.
Other many-particle operators: The construction of general many-
particle operators out of creation and annihilation operators begins from the
decomposition of an operator into single-particle projectors: If O(1) is an
operator on single-particle states, such as a number operator, then there is
always a decomposition
O(1) =
∑
α,β
Oαβ|α〉〈β| (D.24)
where |α〉 and |β〉 are elements in an orthonormal basis of single-particle
states, and where Oαβ = 〈α|O(1)|β〉. The corresponding many-particle oper-
ator O, representing the sum of O(1) over each occupied state, is then given
by (Feynman 1972, Negele and Orland 1988)
O =
∑
α,β
Oαβ a
†
αaβ . (D.25)
Similarly, if O(2) is a two-particle operator, such as an electron-electron in-
teraction, then the corresponding many-particle operator O, representing the
sum of O(2) over all pairs of particles, is given by
O =
1
2
∑
α,β,γ,δ
Oαβγδ a
†
αa
†
βaγaδ , (D.26)
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where the matrix element Oαβγδ = 〈αβ|O(2)|γδ〉 for single-particle states
|α〉, . . . , |δ〉 in an orthonormal basis. The factor 1/2 in Eq. (D.26) is to redress
the counting of each pair of particles twice. (See Negele and Orland (1988) for
a detailed derivation, together with extensions to operators involving more
than two particles.)
Some notation: Creation and annihilation operators for the various
single-electron states given in section D.1 will be denoted by c with the
appropriate subscript. Thus ckσ annihilates a continuum electron in the
momentum/spin state |kσ〉, c†njσ creates a lattice electron of spin σ at the
lattice site ja in the band n, and so on. There is an exception to this rule,
dictated by convention. For continuum electrons in the position basis {|xσ〉}
(cf. Eq. (D.3)), the corresponding creation and annihilation operators are
denoted by ψ†σ(x) and ψσ(x), respectively, and are called the Fermi fields.
The relationships between the creation and annihilation operators for the
different bases given in section D.1 are as follows. From Eqs. (D.3) and
(D.19),
ψ†σ(x) = L
−1/2∑
k
e−ikx c†kσ . (D.27)
This may be inverted using the representation of the Kronecker delta
δk,k′ = L
−1
∫
L
dx ei(k
′−k)x (D.28)
to give
c†kσ = L
−1/2
∫
L
dx eikx ψ†σ(x) . (D.29)
Similar expressions obtain for the lattice operators: From Eqs. (D.10) and
(D.19),
c†njσ = N
−1/2 ∑
k∈FBZ
e−ikja c†nkσ . (D.30)
This may be inverted using the lattice equivalent of Eq. (D.28),
δk,k′ = N
−1∑
j
ei(k
′−k)ja , (D.31)
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where k, k′ ∈ FBZ (Huag 1972). Eqs. (D.30) and (D.31) give
c†nkσ = N
−1/2∑
j
eikja c†njσ . (D.32)
These relationships will be used extensively throughout this review.
In chapter 3 it was made clear that one of the special features of 1D
Fermi systems is that they may be written in terms of bosonic excitations.
The letter b will be reserved to denote bosonic creation and annihilation
operators, so that b†kσ creates a bosonic density fluctuation of wave vector k
out of electrons of spin σ. (See section 3.2.1 for more details).
E Properties of Many-Electron Systems
The low-temperature properties of many-electron systems are dominated
by the antisymmetry requirement, Eq. (D.14), on the physically realisable
many-electron states. Some consequences of antisymmetry will now be pre-
sented as a general introduction to the low-energy properties of many-electron
systems. Section E.1 considers non-interacting many-electron systems, and
defines the important concept of the Fermi sea. Section E.2 considers interac-
tions between the electrons, and gives some standard examples of interaction
terms. It is common in 1D many-electron systems to replace the Fermi sea by
Dirac seas. This constitutes a field theory approximation to the condensed
matter system of interest. The field theory construction is outlined in section
E.3.
E.1 Non-interacting Fermi systems: The Fermi
gas
Consider a system consisting of non-interacting electrons. In this case
the only energy in the system is kinetic, and comes from the motion of the
electrons through the system. The total energy of a non-interacting contin-
uum system is obtained as follows: Count the number of electrons occupying
each momentum/spin state |kσ〉, and multiply the occupation number by
the kinetic energy, or dispersion, ε(k) = k2/2me corresponding to that state
(cf. Eq. (D.2)). The total energy for the system is obtained by adding the
contributions from each momentum/spin state. Using Eq. (D.25), the oper-
ator for the number of electrons in the state |kσ〉 is given by c†kσckσ. The
total energy operator for the non-interacting continuum system, that is the
non-interacting many-electron hamiltonian H0, is thus
H0 =
∑
k,σ
ε(k) c†kσckσ . (E.1)
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To determine the ground-state of the non-interacting system, recall that the
antisymmetry requirement of many-fermion states prevents more than one
electron occupying each single-electron state |kσ〉. (Pauli’s exclusion princi-
ple.) The ground-state of H0 for a fixed number of electrons is thus obtained
by placing exactly one electron in each momentum/spin state |kσ〉, beginning
with the lowest energy states at k = 0, and continuing through increasing |k|
values until no electrons remain. This construction gives the non-interacting
ground-state, denoted |0〉. If the system contains Ne electrons, then simple
counting arguments show that |0〉 consists of all momentum/spin states |kσ〉
occupied for |k| < kF = Neπ/2L (in 1D†), and all other states empty. kF
is called the Fermi momentum, and is of the order of an inverse angstrom
for (3D) metallic elements. For simplicity, it will always be assumed that |0〉
is non-degenerate, so that Ne = 2(2mmax + 1) with mmax a (large) positive
integer. In this case kF = 2π(mmax + 1/2)/L falls between the highest occu-
pied |k| state, and the lowest empty |k| state. The range of occupied states
−kF < k < kF in |0〉 is called the Fermi sea, and is the natural object out
of which to build low-energy excitations due to weakly-interacting electrons.
The existence of the Fermi sea is a direct consequence of the antisymmetry
of many-fermion states.
For lattice systems the situation is similar. The Bloch states |nkσ〉 are
eigenstates of the single-electron hamiltonian H
(1)
0 of Eq. (D.8), with band
energies εn(k) depending on the periodic potential U(x) of the lattice of
ions. Using Eq. (D.25), and following the derivation of Eq. (E.1), the non-
interacting hamiltonian H0 for many electrons moving in the lattice is given
by
H0 =
∑
n,k∈FBZ,σ
εn(k) c
†
nkσcnkσ . (E.2)
†The 2D and 3D Fermi momenta take a different form: kF = (3π
2Ne/L
3)1/3 is the 3D
form in a box of volume L3; kF = (2πNe/L
2)1/2 is the 2D form on a square of area L2. In
all cases the ground-state consists of a Fermi sea with momentum/spin states |kσ〉 with
|k| < kF occupied, and those with |k| > kF empty. Based on analogy with the 3D case,
in all dimensions the set of points with |k| = kF is called the Fermi surface.
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To determine the dispersion εn(k) in a special case, consider writing H0 in
terms of Wannier states. Using Eq. (D.32), and writing H
(1)
0 in position
representation as in Eq. (D.8), H0 takes the form
H0 =
∑
n,j,l,σ
tnjl c
†
njσcnlσ ,
tnjl =
∫
L
dxΦ∗n(x− ja)
[
− 1
2me
∂2x + U(x)
]
Φn(x− la) , (E.3)
where Φn(x − ja) is the Wannier state wavefunction, as in Eq. (D.11), but
without the Pauli spinor. tnjl is the amplitude for an electron in band n to
hop from site l to site j. Since hopping only occurs between states in the same
band, it suffices to restrict attention to a single band, and the band index
is suppressed. If the Wannier states |jσ〉 in the band are largely localized
at their lattice sites j, then the hopping amplitudes tjl will be appreciable
only for sites j close to l. In the simplest approximation, the amplitudes are
appreciable only if j and l are nearest neighbouring sites in the lattice. In
this case the non-interacting hamiltonian H0 for the band reduces to
H0 = −t
∑
j,σ
(
c†j,σcj+1σ + h.c.
)
, (E.4)
to an additive constant, where h.c. denotes hermitian conjugate, and where
the nearest-neighbour hopping
t =
∫
L
dxΦ∗(x)
[
1
2me
∂2x − U(x)
]
Φ(x− a) . (E.5)
Throughout this review the hopping amplitude t will be assumed to be posi-
tive.† Using Eq. (D.30) to invert the above procedure, and to write Eq. (E.4)
in terms of Bloch states, the dispersion for a band with nearest-neighbour
hopping is found to be given by
ε(k) = N−1
∑
j,l
tjl e
ik(j−l)a = −2t cos(ka) . (E.6)
†For negative t the roles of electrons and holes are interchanged.
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The non-interacting ground-state |0〉 for a band with nearest-neighbour hop-
ping thus takes the same form as for the continuum electron system, and has
the same Fermi momentum kF = Neπ/2L, but with a modified ground-state
energy.
E.2 Electron-electron interactions
A general electron-electron interaction may be defined as follows: If an
electron of spin σ is located at x, and an electron of spin σ′ is located at x′,
then there is a cost in energy given by
Vσ,σ′(x− x′) = Vσ,σ′(|x− x′|)
= V‖(x− x′) δσ,σ′ + V⊥(x− x′) δσ,−σ′ . (E.7)
For electrostatic Coulomb repulsion, for example, the interaction energy is
V‖(x − x′) = V⊥(x − x′) = e2/|x − x′|, where −e is the electron charge.
The operator for the electron-electron interaction Eq. (E.7) in a continuum
many-electron system may be written in terms of creation and annihilation
operators using Eq. (D.26):
V =
1
2
∑
σ,σ′
∫
L
dx
∫
L
dx′ ψ†σ(x)ψ
†
σ′(x
′)Vσ,σ′(x− x′)ψσ′(x′)ψσ(x)
=
1
2L
∑
k,k′,q
∑
σ,σ′
Vσ,σ′(q) c
†
k+qσc
†
k′−qσ′ck′σ′ckσ , (E.8)
where Vσ,σ′(q) is the Fourier transform of Vσ,σ′(x):
Vσ,σ′(q) = Vσ,σ′(−q) =
∫
L
dx Vσ,σ′(x) e
iqx . (E.9)
The second form in Eqs. (E.8) is obtained using Eqs. (D.27) and (D.28).
The effect of electron-electron interactions on the non-interacting Fermi
sea may be read from the second of Eqs. (E.8): An electron in the state
|kσ〉 interacts with an electron in the state |k′σ′〉. The electrons scatter into
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states |k+ qσ〉 and |k′− qσ′〉 with an amplitude given by Vσ,σ′(q). Note that
the scattering conserves both momentum and spin. The scattering processes
perturb the Fermi sea of non-interacting electrons. For weak interactions
at low temperatures, electrons are scattered from states just below kF into
states just above kF , and a weakly interacting system consists of a Fermi sea,
together with a population of particle-hole pairs. The holes are unoccupied
momentum states in the Fermi sea just below the Fermi surface at |k| = kF ,
and the particles are electrons in excited momentum states just above kF .
The particle-hole pairs are the elementary fermionic excitations, and may be
used to construct any number conserving interacting state.
The 1D state-space greatly restricts the allowed low-energy particle-hole
excitations. In 2D and 3D systems, the low-energy particle-hole excitations
may have momentum transfers q anywhere in the range 0 ≤ |q| . 2kF ,
since in 2D and 3D the Fermi surface |k| = kF is continuous. In 1D the
Fermi surface consists of just the two points ±kF . The low-energy scattering
processes in 1D systems must thus have momentum transfers either close
to zero, called forward scattering, or close to 2kF , called backscattering. In
forward scattering, an electron just inside the Fermi sea near rkF , r = ±,
is scattered to a state just outside the Fermi sea near the same Fermi point
rkF . The momentum transfer q ≈ 0 in this process. In backscattering, an
electron is scattered from just inside the Fermi sea near one Fermi point rkF ,
to just outside the Fermi sea near the opposite Fermi point at −rkF . The
momentum transfer is backscattering processes is q ≈ ±2kF , and corresponds
physically to an electron at the Fermi surface rebounding from a hard wall.
Low-energy scattering processes in 1D are discussed in detail in So´lyom’s
review (So´lyom 1979).
Turning now to lattice systems, from Eq. (D.26) the operator for the
electron-electron interaction of Eq. (E.7) in a single band of a lattice system
is
V =
1
2
∑
i,j,l,m
∑
σ,σ′
Vσ,σ′(i, j, l,m) c
†
iσc
†
jσ′clσ′cmσ . (E.10)
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The matrix element is given by
Vσ,σ′(i, j, l,m) =
∫
L
dx
∫
L
dx′Φ∗σ(x− ia)Φ∗σ′(x′ − ja)
×Vσ,σ′(x− x′) Φσ′(x′ − la)Φσ(x−ma) (E.11)
where Φσ(x − ja) are Wannier state wavefunctions, Eq. (D.11), and where
the band index has been suppressed. The generalization of Eq. (E.10) to
more than one band is straightforward (cf. the two band example of Eqs.
(1.1) and (1.2) in chapter 4). The low-energy excitations out of the Fermi
sea for an interacting 1D lattice system are the same as those for a contin-
uum system as discussed above, but include one further interaction. As well
as forward and backscattering, the 1D lattice system supports low-energy
Umklapp scattering if the number of electrons equals the number of lattice
sites, Ne = N (called half-filling). In Umklapp scattering, two electrons near
one Fermi point at rkF scatter into two states near the opposite Fermi point
at −rkF . This ‘double backscattering’ interaction conserves momentum be-
cause at half-filling the momentum transfer 4kF = 2π/a is a reciprocal lattice
vector, and belongs to the equivalence class of zero crystal momentum.
There is a simplification of the interaction Eq. (E.10) which leads to an im-
portant model of strongly-correlated electron systems. If the Wannier states
are strongly localized at their lattice sites, the matrix element Vσ,σ′(i, j, l,m)
will be non-negligible only if the interacting electrons are at the same site:
i = j = l = m. For example, for 3d-electrons in transition metals, the
on-site matrix elements are around 20eV, while the nearest-neighbour ma-
trix elements are down to roughly 2 or 3eV (Hubbard 1963, 1964), and may
be neglected to a good approximation. The operator for on-site electron-
electron interactions in a single band, called the Hubbard interaction, may
be obtained by considering only on-site terms in Eq. (E.10). This gives
VHub = U
∑
j
nj↑nj↓ , njσ = c
†
jσcjσ ,
U =
∫
L
dx
∫
L
dx′ |Φ(x)|2 V⊥(x− x′) |Φ(x′)|2 , (E.12)
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where Φ(x) is the j = 0 Wannier state wavefunction, Eq. (D.11), without
the Pauli spinor. Note that for a repulsive interaction between the electrons,
as in Coulomb repulsion, Vσ,σ′(x − x′) > 0 and the Hubbard interaction
parameter U > 0. The on-site interaction Eq. (E.12), together with nearest-
neighbour electron hopping Eq. (E.4), is called the Hubbard model, and has
the hamiltonian
HHub = −t
∑
j,σ
(
c†jσcj+1σ + h.c.
)
+ U
∑
j
nj↑nj↓ . (E.13)
The 1D Hubbard model is solved using bosonization in section 4.2.
E.3 Field theory approximation
For weak interactions at low temperatures, 1D many-electron continuum
systems may be described by particle-hole excitations close to the two Fermi
points at ±kF . It seems reasonable in this situation to treat the electrons in
the states near each Fermi point as belonging to a different species; those close
to +kF are referred to as right-moving electrons, and those close to −kF are
referred to as left-moving electrons. If the electron dispersion is approximated
by its linear expansion about the Fermi points, which is generally valid for
weak-interactions, then the different electron species have different dispersion
relations. The right-movers (labelled by r = +) have
ε+(k) = ε(kF ) + vF (k − kF ) , (E.14)
and the left-movers (labelled by r = −) have
ε−(k) = ε(kF ) + vF (−k − kF ) , (E.15)
where the Fermi velocity vF = dε(kF )/dk.
For condensed matter systems the division of the electrons into different
species is matter of nomenclature only. In principle, the dispersion relations
above should be accompanied by a bandwidth cut-off k0, which satisfies 0 <
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k0 ≤ kF (So´lyom 1979), and then Eq. (E.14) holds for kF −k0 < k < kF +k0,
and Eq. (E.15) holds for −kF − k0 < k < −kF + k0. This is not the case in
field theory; the relativistic Dirac hamiltonian for spinless massless fermions
moving in 1D generates two species of fermions which satisfy the dispersion
relations Eqs. (E.14) and (E.15) exactly for all values of k. (Luttinger 1963).
In order to make use of the powerful methods of field theory in the condensed
matter system, it is common to ignore the physical restrictions on the ranges
of validity of the dispersion relations Eqs. (E.14) and (E.15), and to assume
that the relations hold for all k values in the condensed matter system as
well. This turns the Fermi sea into two Dirac seas, one for right-moving
electrons and one for left-moving electrons, and constitutes a field theory
approximation to the condensed matter system of interest.
The rationale behind the field theory approximation is that the electrons
deep in the Fermi sea in the states |k| ≪ kF remain largely unaffected by
weak-interactions, and are irrelevant in the description of low-energy macro-
scopic properties. It should therefore be possible to choose any convenient
form for the states far from the Fermi surface without altering the low-energy
behaviour. This is illustrated by Haldane (1981). The field theory approxi-
mation does however give rise to problems. The problems do not arise from
the introduction of unphysical states far from the Fermi surface, but from
the fact that an infinite number of such states are introduced, and that many
of the central results of field theory rely crucially on this; any large but finite
number of states will not suffice. As a consequence, the field theory approx-
imation is in a certain sense uncontrolled; there are aspects of the formal
manipulations which make no sense from a condensed matter perspective,
and there are terms in the final results for which ad hoc interpretations have
to be made. These issues were discussed at length in chapters 2 and 3.
F Non-Abelian bosonization
Non-Abelian bosonization in the field theoretical approach has been in-
troduced by Witten (1984), see also Stone (1994) for several high energy
applications. For the 1D Kondo lattice, Le Hur (1998) studied the finite
temperature fixed points of the model using non-Abelian bosonization in
both the half filled case and close to half filling. The following, however
is a straightforward non-Abelian generalization of the Abelian bosonization
performed in chapters 3 and 5. The purpose of this section is to prove that
the double-exchange interaction, see section 5.1.3, is also present in the non-
Abelian limit.
The hamiltonian of the 1D Kondo lattice from Eq. (1.12) may be written
HαKL = −t
1
3
∑
α=x,y,z
∑
〈ij〉
∑
σ=↑,↓
c†ciσαccjσα+ J
∑
α=x,y,z
∑
j
↑jα (ncj↑α−ncj↓α) , (F.1)
corresponding to all components α = x, y, z of the spin σα =↑α, ↓α. The con-
duction band can be bosonized in the low energy, long wavelength subspace
with states k0, as in the non-Abelian limit (cf. section 3.2), with |k| < 3k0/2
full and |k| > π/a− 3k0/2 empty, and spanned by number fluctuations ρ(k)
with |k| < k0 (see Eq. (3.7) of section 3.2.1).
Bosonization proceeds as in section 3.1, but in the present case from 12
fundamental number fluctuations operators
ρrσα(k) =
∑
0<rk<π/a
c†
k− k
2
σα
c
k+ k
2
σα
, (F.2)
where r = R,L, as before. For a comparison with the non-Abelian limit,
see Eq. (3.4). Eq. (F.2) defines two charge and six spin number fluctuation
operators:
ρr(k) = ρr↑α(k) + ρr↓α(k) ,
σrα(k) = ρr↑α(k)− ρr↓α(k) , (F.3)
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where for the charge fluctuation operators α = x, or α = y, or α = z, does
not matter, while for the spin fluctuation operators α = x, y, z, as previously
defined. The commutation relations (for the non-Abelian limit, see section
3.2.2) for |k|, |k′| < k0 are
[ρr(k), ρr′(k
′)] = δr,r′ δk,−k′
rkL
π
,
[σrα(k), ρr′β(k
′)] = δr,r′ δα,β δk,−k′
rkL
π
+ 2iεαβγσrγ(k + k
′) ,
[ρr(k), σr′α(k
′)] = 0 , (F.4)
where εαβγ is the totally antisymmetric 3rd rank unit tensor.
The bosonized Kondo lattice hamiltonian, corresponding to Eq. (5.1),
turns out to be
HαKL =
πvF
L
∑
0<k<k0
[ρR(−k)ρR(k) + ρL(k)ρL(−k)
+
1
3
(~σR(−k)·~σR(k) + ~σL(k)·~σL(−k))] (F.5)
+
J
N
∑
j, 0<|k|<k0
~↑j · [~σR(k) + ~σL(k)] eiakj . (F.6)
Here, the first term of (F.5) corresponds to Eq. (3.65), the kinetic energy,
while the remaining hamiltonian term, (F.6) is the Abelian bosonized form
of the Kondo coupling. Obviously, in obtaining Eqs. (F.5) and (F.6) the
strongly fluctuating 2kF terms have been neglected.
Following section 5.1.2, a canonical transformation can be performed also
in the Abelian case, where, instead of Eq. (5.3), it is used
Sα = i
3J
vFN
∑
j, 0<|k|<k0
~↑j · [~σR(k)− ~σL(k)]
eiakj
k
. (F.7)
In section 5.1.2 the canonical transformation has been carried out exactly up
to infinite order, however this is not possible for Eqs. (F.5) and (F.6) (The
methods described in section 1.2.3, see also Appendix C, cannot be applied
in this case.) Thus, the first order transformation of
H˜αKL = e
−Sα HαKL e
Sα (F.8)
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is only presented here:
H˜αKL =
πvF
L
∑
0<k<k0
[ρR(−k)ρR(k) + ρL(k)ρL(−k)
+
1
3
(~σR(−k)·~σR(k) + ~σL(k)·~σL(−k))] (F.9)
− 3
vF
(
aJ
π
)2 ∑
j,j′
[sin a(j − j′)k0]
a(j − j′)
~↑j ·~↑j′ (F.10)
+i
3
vF
(
J
N
)2 ∑
j, 0<|k|<k0
eiakj ∑
j′, 0<|k′|<k0
eiak
′
j′
k′
~↑j ·
[
~↑j′× (~σR(k + k′)− ~σL(k + k′))
]
+
1
2
∑
0<|k′|<k0
eiak
′
j
k′
[
~↑j× (~σR(k′)− ~σL(k′))
]
· (~σR(k)− ~σL(k))
(F.11)
It can be seen that (F.9) is identical to (F.5), which is due to the fact that
the canonical transformation have been performed only to first order.
Compared the term (F.10) to the Abelian result from Eq. (5.10), it can
be seen that even in the non-Abelian approach a double-exchange ordering,
for details see section 5.1.3, does appear between the conduction electrons
and impurity spins. The term (F.10) couples impurity spins ↑α j to their
perpendicular spin number fluctuations σβ(k) and σγ(k) in the conduction
band. However, the most important fact is that the Abelian results from
chapters 5 and 6 can be extended to a full, non-Abelian description.
G The Luttinger Model Bosonization
The Luttinger model is obtained from the continuum system described
in section 3.1 by independently extending the linearized branches near the
right (+kF ) and left (−kF ) Fermi points through all k values (So´lyom 1979).
This introduces two Dirac seas of right- and left-moving electrons, labelled
by r = ± respectively, and forms a field theory approximation to the realistic
system (cf. section E.3). In this appendix, the derivation of the bosonization
formalism for the Luttinger model is outlined. In the main, the appendix
follows the paper of Haldane (1981), and the review by Voit (1994).
System: The non-interacting (kinetic energy) hamiltonian for the Lut-
tinger model is given by (Haldane 1981, Voit 1994)
H0 =
∑
r,k,σ
vF (rk − kF ) : c†rkσcrkσ : , (G.1)
where c†rkσ creates an r-electron of spin σ with momentum k = 2πm/L,
m any integer, and where the Fermi velocity vF and Fermi momentum kF
are taken from the realistic system of interest. The non-interacting ground-
state |0〉 of the Luttinger model consists of right-moving electrons in k states
from −∞ to kF , and left-moving electrons in k states from −kF to ∞. To
avoid direct reference to the Dirac seas, which contain an infinite number
of electrons in (non-physical) negative energy states, or in other words to
exclude unbounded operators, it is necessary in the Luttinger model to in-
troduce a normal-ordering convention, designated by colons, which subtracts
non-interacting ground-state expectation values. Thus
: c†rkσcrkσ : = c
†
rkσcrkσ − 〈0|c†rkσcrkσ|0〉 , (G.2)
and ensures that the eigenvalues of H0 are finite.
Notations: Density fluctuation operators may be defined in the Lut-
tinger model by (Voit 1994)
ρrσ(k) =
∑
k′
: c†rk′σcrk′+kσ :=
∑
k′
(
c†rk′σcrk′+kσ − δk,0〈0|c†rk′σcrk′σ|0〉
)
. (G.3)
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These are the components in a Fourier expansion (cf. Eq. (3.2)) of the real-
space density of r-electrons of spin σ. The k = 0 normal-ordered number
operators ρrσ(0) are denoted by Nrσ, as in Eq. (3.5), and charge and spin
density fluctuations are defined in terms of ρrσ(k) as in Eq. (3.29).
Two Theorems: It is readily verified that all the commutation relations
between the operators ρrσ(k) vanish identically, except for those in which the
normal-ordering convention is non-trivial:
[ρrσ(k), ρr′σ′(k
′)] = δr,r′δk,−k′δσ,σ′
∑
k′′
(
〈0|c†rk′′σcrk′′σ|0〉 − 〈0|c†rk′′+kσcrk′′+kσ|0〉
)
= δr,r′δk,−k′δσ,σ′
rkL
2π
. (G.4)
This is analogous to Tomonaga’s result Eq. (3.7) for the condensed matter
system, but applies for fluctuations ρrσ(k) with |k| arbitrarily large.
The proof of the completeness of the states generated by the fluctuations
ρrσ(k) proceeds as in section 3.2.3, with a result equivalent to Eq. (3.17),
but applies without restrictions (Haldane 1981); Zb = Zf rigorously at all
temperatures β−1.
Bose representation: In contrast to the derivations of section 3.3, only
one independent Bose representation needs to be derived for the Luttinger
model; the representation for the Fermi fields ψrσ(x). The derivation begins
from the commutation relation
[ρrσ(k), ψr′σ′(x)] = −δr,r′δσ,σ′e−ikxψrσ(x) , (G.5)
which holds exactly for all k. This contrasts with the result in chapter
3, Eq. (3.34), which holds only for asymptotically long-wavelength density
fluctuations. Fermionic ladder operators are defined by
U †rσ = L
−1/2
∫
L
dx e−irkF xe−iΦ
†
rσ(x)ψrσ(x)e
−iΦrσ(x) ,
Φrσ(x) = r
πx
L
Nrσ − ir lim
α→0
∑
rk>0
2π
kL
ρrσ(k)e
ikx−α|k|/2 , (G.6)
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and commute with all density fluctuations ρrσ(k) with k 6= 0. As in section
3.3.2, the ladder operator expression may be inverted to give an exact Bose
representation for the Fermi fields;
ψrσ(x) = lim
α→0
1√
2πα
eir(kF+π/L)xeiΨrσ(x)U †rσ ,
Ψrσ(x) = {θρ(x) + rφρ(x) + σ[θσ(x) + rφσ(x)]}/2 , (G.7)
where the Bose fields are defined by
φν(x) =
πx
L
(Nν+ +N
ν
−)− i lim
α→0
∑
k 6=0
π
kL
[ν+(k) + ν−(k)]eikx−α|k|/2 ,
θν(x) =
πx
L
(Nν+ −Nν−)− i lim
α→0
∑
k 6=0
π
kL
[ν+(k)− ν−(k)]eikx−α|k|/2 .(G.8)
The Bose fields correspond to those used in chapter 3, Eq. (3.30), but with
an exponential cut-off function and α→ 0.
Working with the Bose representation: Since any operator may
be expressed in terms of the Fermi fields, and since Eq. (G.7) is an ex-
act representation, the bosonization formalism for the Luttinger model is
complete; there is no need to separately derive representations for other
Fermi operators, in contrast to the derivation of chapter 3. However, it
is important to proceed carefully when using Eq. (G.7) to determine rep-
resentations for some of the Fermi bilinears. As an example, consider the
density operator ρrσ(x) = ψ
†
rσ(x)ψrσ(x).
† A naive application of Eq. (G.7)
gives ρrσ(x) = limα→0 1/2πα. This is incorrect since it violates the normal-
ordering convention; without normal-ordering the density ρrσ(x) is infinite
due the Dirac seas, and normal-ordering is non-trivial for the Luttinger model
densities. With due regard for normal-ordering, and taking the limit α→ 0,
which excludes further unwanted terms, the Fourier decomposition of ρrσ(x)
is recovered;
ρrσ(x) = L
−1∑
k
ρrσ(k) e
ikx . (G.9)
†Similar considerations apply in calculating the representation for the non-interacting
hamiltonian.
H The Jordan-Wigner transformation
A derivation of the Jordan-Wigner transformation has been included for
the benefit of chapter 5. The transformation is used in section 5.1.2, but most
importantly in section 5.2.1, where it offers an alternative way to determine
the critical transition line of the ferromagnetic-paramagnetic transition.
Consider a chain of N spins one-half Sj , j = 1, . . . , N . The components
satisfy generic angular momentum commutation relations[
Sαj , S
β
l
]
= i δj,l εαβγ S
γ
j , (H.1)
where α, β, γ label choices from the components x, y, z, and where εαβγ is the
totally antisymmetric third rank unit tensor. Spin one-half is signalled by
the normalization (
Sxj
)2
=
(
Syj
)2
=
(
Szj
)2
= 1/4 , (H.2)
and the closure property
Sxj S
y
j + S
y
j S
x
j = 0 , etc. cycl. , (H.3)
which may be verified by going to a particular representation, as for example
in terms of the Pauli matrices.
The raising and lowering operators
S±j ≡ Sxj ± iSyj (H.4)
partially resemble bosons in that they commute at different sites (from Eq.
(H.1)), and partially resemble fermions in that they anticommute at the same
site (from Eqs. (H.2) and (H.3)). This mixed behaviour is inconvenient.
For example, it prevents any direct diagonalization of the quadratic forms
S+j S
−
j+1 (cf. Eq. (H.11)). The problem may be circumvented by defining new
operators out of S±j which contain an additional non-local factor:
cj ≡ exp
{
iπ
j−1∑
l=1
S+l S
−
l
}
S−j ,
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c†j = S
+
j exp
{
−iπ
j−1∑
l=1
S+l S
−
l
}
. (H.5)
These operators satisfy the anticommutation relations of spinless fermions{
cj, cl
}
=
{
c†j, c
†
l
}
= 0,
{
cj , c
†
l
}
= δj,l , (H.6)
and are called Jordan-Wigner fermions. The anticommutation relations of
Eq. (H.6) may be verified by first noting that
S±j S
∓
j = 1/2± Szj , exp
(±iπSzj ) = ±2iSzj .
The Jordan-Wigner transformation Eq. (H.5) may now be written
cj =
j−1∏
l=1
(−2Szl ) S−j , c†j = S+j
j−1∏
l=1
(−2Szl ) . (H.7)
Since (−2Szj )2 = 1, it follows that{
cj , c
†
j
}
= S−j S
+
j + S
+
j S
−
j = 1.
The other two on-site anticommutators follow immediately from (S+j )
2 =
(S−j )
2 = 0. To verify anticommutation at different sites, consider first j < l.
Eq. (H.7) gives
{
cj , c
†
l
}
= −2 (S−j Szj + SzjS−j ) l−1∏
m=j+1
(−2Szm) S+l , (H.8)
and this vanishes since S±j S
z
j = −SzjS±j . The remaining anticommutators for
j 6= l take the same basic form as Eq. (H.8), and similarly vanish.
The reason that the Jordan-Wigner fermions cj , c
†
l anticommute at dif-
ferent sites, whereas the original operators S−j , S
+
l commute, is because the
non-local factor
K<(j) = exp
{
iπ
j−1∑
l=1
S+l S
−
l
}
(H.9)
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provides an extra minus sign (cf. Eq. (H.8)). K<(j) is called the disor-
der or soliton term, and its non-locality greatly restricts the utility of the
Jordan-Wigner transformation: there is no gain in simplicity if the trans-
formed hamiltonian explicitly contains K<(j) or related non-local objects.
The transformation is most useful in spin systems with nearest-neighbour
interactions between at most two components, and such that there are no
applied fields in the directions of the interacting components. The transverse-
field Ising chain
H = −
∑
j
{JjSxj Sxj+1 + hjSzj} (H.10)
fortunately falls into this category. To write Eq. (H.10) in terms of Jordan-
Wigner fermions, first note that Szj = S
+
j S
−
j −1/2 = c†jcj−1/2. To transcribe
the interaction term, note that
Sxj S
x
j+1 =
1
4
(
S+j S
+
j+1 + S
+
j S
−
j+1 + S
−
j S
+
j+1 + S
−
j S
−
j+1
)
. (H.11)
From Eq. (H.7),
c†jcj+1 = −2S+j SzjS−j+1 = S+j S−j+1 , (H.12)
where the last equality follows from S±j S
z
j = ∓S±j /2. The simple form of Eq.
(H.12) relies crucially on the interactions being between nearest-neighbours
only. Similarly,
cjc
†
j+1 = −S−j S+j+1, c†jc†j+1 = S+j S+j+1, cjcj+1 = −S−j S−j+1 .
In the limit as N → ∞, the transverse-field Ising hamiltonian Eq. (H.10)
now reads
H = −
∑
j
{
hjc
†
jcj +
Jj
4
(
c†j − cj
)(
c†j+1 + cj+1
)}
+ const. (H.13)
where const. =
∑
j hj/2. The transformed hamiltonian is a quadratic form
in Fermi operators, and may be diagonalized via a Bogoliubov unitary trans-
formation.
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Figure 1: The spin coupling constant J up to different order of trans-
formation. H1 is the Schrieffer Wolff result, H1+H3 is the result up to
the third order of the transformation, and similarly for H1+H3+H5.
Solid line shows the result up to infinite order.
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Figure 2: The exact Kondo exchange interaction, Eq. (1.28) is plotted
as a function of U/8V . This way of plotting Eq. (1.28) shows clearly
the two different scaling limits: local moment regime (Kondo limit)
for U ≫ V 2 and the oscillatory mixed valence regime, εf ≈ ǫ(kF ).
. Figures 261
Figure 3: Several asymmetric cases are presented for the simplified
case of V = 1 and ǫ(kF ) = 0.
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Figure 4: The ground-state correlation 〈ψ0|S1·S2|ψ0〉/〈ψ0|ψ0〉 be-
tween the localized spins in the Kondo lattice with two sites and one
conduction electron, from Eq. (2.15). t ≥ 0 is the conduction electron
hopping, and J is the coupling between the electron and the localized
spins. For antiferromagnetic coupling J > 0, the contribution to the
correlation from each spin component x, y, z is identical.
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Figure 5: Phase diagram of the 1D Kondo lattice with antiferro-
magnetic coupling J > 0, as determined by the first numerical sim-
ulations. Critical points Jc for the ferromagnetic-paramagnetic tran-
sition are shown: the filled diamond is the quantum Monte Carlo
point (Troyer and Wu¨rtz 1993); open circles and squares are exact di-
agonalization results (Tsunetsugu, Sigrist and Ueda 1993); the filled
square is the density-matrix renormalization group result (Moukouri
and Caron 1995); the filled circles are the infinite size density-matrix
renormalization group results (Caprara and Rosengren 1995).
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Figure 6: The Bose field commutator [φν(x), θν(0)]/2i, from Table
3.1, for different choices of the cut-off function Λα(k).
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Figure 7: The Bose field commutator iα[φν(x),Πν(0)]/2 for different
choices of the cut-off function Λα(k), from Table 3.1. The commutator
is scaled with α for the three choices of cut-off function. The Luttinger
model δ-function for the commutator is shown for comparison, and is
unscaled.
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Figure 8: The range in real space of the ferromagnetic interaction
Eq. (5.11) for exponential exp−(α|k|/2) and Gaussian exp−(α2k2/2)
cut-off functions Λα(k). Jeff is the interaction strength in units of
αJ2a2/4π2vF .
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Figure 9: Plot of the dimensionless parameter Ja/vF , which charac-
terizes double-exchange ferromagnetism, against coupling J > 0 for
numerically determined ferromagnetic-paramagnetic transition points
Jc: the filled diamond is the quantum Monte Carlo result for sys-
tems up to 24 sites from reference (Troyer and Wu¨rtz 1993); open
circles and squares are exact numerical diagonalization results for the
8 and 9 site chain, respectively, from reference (Tsunetsugu, Sigrist
and Ueda 1993); the filled square is the density-matrix renormaliza-
tion group result for systems up to 75 sites from reference (Mouk-
ouri and Caron 1995); the filled circles are infinite-size density-matrix
renormalization group results from reference (Caprara and Rosengren
1997). Jca/vF ≈ 0.7 for vanishing J . The straight line of best fit is
given, and shows good agreement with the spread of numerical results,
together with the expected result as J → 0.
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Figure 10: Ground-state phase diagram of the 1D Kondo lattice with
J > 0. The critical line is from Eq. (6.7), and uses the line of Fig. 9
to fix the proportionality constant in α/a ∝ √t/J . Numerically de-
termined critical points are as in Fig. 9. At incommensurate fillings,
there are Griffiths singularities in the free energy in a finite region of
the parameter space about the critical line. At small Ja/vF in the
paramagnetic phase, the system presents an RKKY-like behaviour
with dominant correlations in the localized spins at 2kF of the con-
duction band. These properties of these phases are discussed at length
in chapter 5.
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Figure 11: Plot of the dimensionless parameter −Ja/vF , which char-
acterizes double-exchange ordering in the J < 0 Kondo lattice, against
coupling J for numerically determined ferromagnetic-paramagnetic
transition points: open circles are results on classical localized spins
using Monte Carlo on systems up to 40 sites from Yunoki, et al. (1998);
filled squares are density-matrix renormalization group results on a 16
site chain for quantum spins 3/2, and a correspondingly normalized
coupling, of Yunoki, et al. (1998). The straight line of best fit gives
very good agreement with all points.
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Figure 12: Phase diagram for the 1D Kondo lattice with a ferromag-
netic coupling J < 0. The critical line is from Eq. (6.9), and uses
the line of Fig. 11 to determine the constant of proportionality in
α/a ∝√t/J . Numerically determined transition points are as in Fig.
11. Properties of the localized spins close to criticality and at weak-
coupling are as for the J > 0 Kondo lattice. The phase separated
region identified by Yunoki, et al. (1998) for the classical spins from
Jc/t = 4 into the paramagnetic phase is not shown. Phase separation
is observed by Yunoki, et al. (1998) in the quantum simulation only
at stronger couplings, and away from the ferromagnetic-paramagnetic
transition closer to half filling.
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Figure 13: The effective range α of the double-exchange interaction
in units of the lattice spacing against filling n on the critical line. An
exponential cut-off function Λα(k) = exp−(α|k|/2) has been chosen.
The vanishing of the range at half-filling in the J < 0 Kondo lattice
leads to a divergence in the critical line as half filling is approached
(cf. Fig. 12). α also measures the effective width of the corresponding
spins polarons, for details see sections 5.1.3 and 6.1.
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Figure 14: Similar to Fig. 5. The stars are the first non-Abelian
density-matrix renormalization data (McCulloch, et al. 1999) com-
pared with the old numerical results: the filled diamond is a quantum
Monte Carlo point (Troyer and Wu¨rtz 1993); open circles are the exact
diagonalization results (Tsunetsugu, Sigrist and Ueda 1993); the filled
square is a density-matrix renormalization group point (Moukouri and
Caron 1995); the filled circles are the infinite size density-matrix renor-
malization group results (Caprara and Rosengren 1995). The dashed
line is the bosonization result from Fig. 10 (derived in chapters 5 and
6) for details on the analytic form of the curve, see Eq. (6.7) of section
6.2.
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Figure 15: The phase diagram of the Kondo lattice as obtained by
McCulloch, et al. (2002). The two shaded areas are the FM phases.
The open circles and triangles correspond to points at which the fer-
romagnetic energy level crosses the S = 0 level. The errors are of
the order of the symbol size in this figure. The dashed curves are the
derived phase transition lines, for details see section 6.5.3. The solid
curve is the bosonization result similar to Figs. 10 and 14.
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Figure 16: Typical J dependence of the spin structure factor, S(k),
and the momentum distribution, n(k) (n = 0.6). It can be seen that
for low J values the small Fermi surface, at 2kF is realised, while for
large J values the large Fermi surface emerges at 2kF − π. Similar
plots for other n values can be found in Juozapavicius, et al. (2002).
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Figure 17: Several examples of the f spin structure factor, S(k), peak
position as a function of conduction electron doping, n. The dotted
lines represent the second ferromagnetic region, where the peak jumps
to k = 0 (see Figs. 15 and 18 for the second ferromagnetic phase).
It can bee seen that for n > 0.5 the peak moves from its small Fermi
surface value of 2kF to the large Fermi surface value of 2kF − π.
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Figure 18: The phase diagram of the Kondo lattice as obtained by
Juozapavicius, et al. (2002). The ferromagnetic phases are shaded.
The polaronic liquid with a large Fermi surface is enclosed by a dot-
ted curve, while the area below the dashed curve, denoting the RKKY
liquid, has small Fermi surface. The remaining areas have an inter-
mediate value of the f -spin structure factor peak, see Fig. 17. The
circles correspond to points at which the ferromagnetic energy level
crosses the S = 0 level. The errors are of the order of the symbol
size in this figure. The solid curve is the bosonization result similar
to Figs. 10 and 14.
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Figure 19: The phase diagram of the dilute Kondo model (J is plotted
in units of t) in different commensurate filling cases for Nc < Nf .
Legend shows patterns of dilution. Open circles correspond to the
standard Kondo lattice model. The system of a given dilution pattern
is ferromagnetic above the corresponding solid line and paramagnetic
below.
