Abstract. We show that the Chow covectors of a linkage matching field define a bijection of lattice points and we demonstrate how one can recover the linkage matching field from this bijection. This resolves two open questions from Sturmfels & Zelevinsky (1993) on linkage matching fields. For this, we give an explicit construction that associates a bipartite incidence graph of an ordered partition of a common set to each lattice point in a dilated simplex.
Introduction
A matching field is a set of perfect matchings on bipartite node sets σ ⊔ [d], one for each d-subset σ of an n-set L. A natural example is the set of weight minimal matchings of size d in a complete bipartite graph K n,d with generic edge weights. Matching fields arising in this way are coherent. Without any further requirements, the set of matchings can be arbitrarily unstructured. Our main objects of study will be linkage matching fields. They fulfil the additional property that each subset of matchings defined on a (d + 1)-subset of L is coherent. Sturmfels & Zelevinsky introduced matching fields in [25] to study the Newton polytope of the product of all maximal minors of an (n × d)-matrix of indeterminates X = (x ji ). The linkage property occurs as a combinatorial description of the determinantal identity [25, Equation 0 .1]
where X σ is the minor of the rows labelled by a d-subset σ ⊆ [n]. This is analogous to the motivation of the exchange axiom of a matroid from the Plücker relations.
as tropical determinants are just minimal matchings in a weighted bipartite graph, yielding a matching field in the generic case. This was used in [21] to devise a tropical Cramer's rule. Further on, avoiding the genericity assumption, a generalisation called 'matching multifields' was employed to examine the structure of the image of the tropical Stiefel map in [8] . Another recent work related to Grassmannians [18] uses matching fields to find toric degenerations.
A collection of graphs associated to a matching field was introduced in [25] , which we refer to as the Chow covectors of a matching field. They have a combinatorial characterisation as the minimal transversals to a linkage matching field, as shown in [4] , and are a key combinatorial tool in the proof of the universal Gröbner basis result mentioned earlier. Their initial introduction was as 'brackets' to study the variety of degenerate matrices in C n×d . In particular, they give insight into the Chow form, a polynomial invariant that determines the variety. Sturmfels & Zelevinksy showed that 'extremal' terms of the Chow form can be recovered from the Chow covectors by taking their product as brackets.
In [5] , the characterisation of the extendibility of a partial triangulation of a product of two simplices was built on a representation in terms of unions of linkage matching fields from [19] . The latter can also be considered as a cryptomorphism for generic tropical oriented matroids. After the introduction of tropical oriented matroids in [2] , it was shown in [13] that they are equivalent to the subdivisions of a product of two simplices. For tropical oriented matroids which come from tropical point configurations, this cryptomorphism was already established earlier [3, 14] . As linkage matching fields are the building blocks of tropical oriented matroids, we propose to consider them as another matroid-like structure for tropical geometry.
Only recently, the first author proposed a variation of tropical oriented matroids, namely 'signed tropical matroids', to develop an abstraction of tropical linear programming [17] analogous to oriented matroid programming. Note that the algorithm in the latter paper relies on the interplay of the linkage covectors, see Definition 3.6, of some matching fields derived from a triangulation of a product of two simplices.
1.2. Our Results. The main tool for our considerations are topes, which occur in the context of tropical oriented matroids [2] . We generalise the concept of matching fields to tope fields. While matching fields comprise a set of matchings, tope fields can be seen as sets of ordered partitions of a varying ground set. We transfer the crucial linkage property from matching fields to tope fields derived from a linkage matching field. This allows us to associate maximal topes arising from a linkage matching field to the lattice points in a dilated simplex.
We obtain an explicit construction of the Chow covectors. Our approach leads to a representation derived from the maximal topes of a linkage matching field in Proposition 3.22. This yields Theorem 3.23, resolving Conjecture 6.10 from [25] which was only resolved for coherent matching fields in [4] . Each bipartite graph induces a pair of lattice points, namely the pair of its left and right degree vector. The theorem shows that the set of degree vector pairs for all Chow covectors gives rise to a bijection from (n − d + 1)-subsets of [n] to lattice points in the dilated simplex (n−d+1)∆ d−1 . Naturally, one can now ask if this bijection uniquely defines the matching field. This question is a generalisation of [25, Conjecture 6.8 b) ] for linkage matching fields. We answer it positively in Theorem 3.29. These results allow us to give a cryptomorphic description of linkage matching fields in the form of tope arrangements.
A similar claim for triangulations of ∆ n−1 × ∆ d−1 was made after [20, Theorem 12.9] . Describing a triangulation as a collection of trees in the sense of [1, Proposition 7.2] , one also obtains a set of pairs of lattice points. For a triangulation of ∆ n−1 × ∆ d−1 , this yields a subset of ∆ Z (n, d − 1) × ∆ Z (d, n − 1), which denotes the product of the integer lattice points in the dilated simplices (d − 1)∆ n−1 and (n − 1)∆ d−1 . With essentially the same reasoning as in Theorem 3.29, we provide an explicit construction of a triangulation from these lattice point pairs. At the same time, this result was proven also for more general root polytopes in [9] . A comparison of their advances based on trianguloids is sketched in Remark 3.33.
As an additional result, we show how the topes of a linkage matching field are encoded in its flip graph. This leads to a characterisation of its prodsimplicial flag complex (see [15, Section 9.2 .1]) as the 'complex of topes' in Theorem 3.39.
Furthermore, we initiate the study of a combinatorial Stiefel map, generalising the construction in [8] and [12] , motivated by the topes and trees arising from a linkage matching field.
We think that the new tools developed in this work can help to tackle the problems posed in [1] which are subject of active research [11, 5, 23] . Furthermore, representing a triangulation of ∆ n−1 × ∆ d−1 by its set of degree vector pairs yields a new parameter space for the triangulations. It was shown in [16] that the flip graph of triangulations is not connected. The correspondence with lattice points might allow a more detailed study of the flip graph of triangulations.
1.3. Overview. We define tope fields and related concepts in Section 2. In particular, we introduce the relation with triangulations of products of two simplices and further requirements on the topes. Section 3 is dedicated to our results on linkage matching fields. Our fundamental construction for linkage matching fields is presented in Theorem 3.16. It leads to the resolution of two conjectures concerning Chow covectors in Theorem 3.23 and Theorem 3.29. The cryptomorphism between linkage matching fields and tope arrangements in Theorem 3.32 as well as the description of the flip graph of a linkage matching field in Theorem 3.39 are further consequences.
In Section 4, we deduce the reconstructability of a triangulation from a lattice point bijection in Theorem 4.2, analogously to the statement for Chow covectors.
We finish with the relation to sets of transversal matroids through a combinatorial Stiefel map in Section 5. These last two sections contain several questions for further work.
Tope fields
Fix a pair (n, d) of positive integers where n ≥ d. We study bipartite graphs on two node sets L and R, where |L| = n and |R| = d. Since they are defined on the same set of nodes, we will often identify them with their set of edges written as pairs of nodes. The elements of L are denoted by ℓ 1 , . . . , ℓ n , the elements of R by r 1 , . . . , r d . We refer to nodes in L as left nodes and nodes in R as right nodes. The left degree vector is the tuple of node degrees of ℓ 1 , . . . , ℓ n ; we define the right degree vector analogously for the elements in R. Note that our definition of topes differs slightly from the original definition in [2] as we insist that all right nodes must have positive degree. The recent work [9] refers to them as semi-matchings and also allows topes to have isolated right nodes. We shall see that these topes can be considered as lying 'at the boundary'.
There is a natural arbitrariness in the role of L and R. The previous definition is for a left tope field, a right tope field can be defined analogously for |L| ≤ |R|. This distinction will become more necessary later. Note that a tope field can also be considered as a set of surjective functions
A sub-tope field is a tope field which consists of the induced subgraphs on J ⊔ I for subsets J ⊆ L and I ⊆ R. Note that in general the induced subgraphs on J ⊔ I do not form a tope field.
Observe that tope fields generalise matching fields in the sense of [25] and each graph is a tope in the sense of [2] . Examples of matching and tope fields are given in Figures 1 and 2. n×d . The minimal matchings in the complete bipartite graph K n,d weighted by the entries of A give rise to a matching field. Such a matching field is called coherent, c.f. [25] . If A is not generic, one can slightly perturb the matrix to obtain a unique matching on each d-subset of [n]. Alternatively, one could just pick one minimal matching for each d-subset. However, the resulting matching field may be arbitrarily unstructured as one sees if A is just the zero matrix.
This idea can be extended to obtain coherent tope fields in a similar fashion. Fix
n×d . We construct the matrix A ∈ R n×k by replacing the column indexed by i in A with v i copies of itself. Such a matrix gives rise to a complete bipartite graph K n,k with weights A. The coherent matching field arising from A naturally yields a tope field of type (v 1 , . . . , v d ) by setting M −1 σ (r i ) to the set of nodes in σ adjacent to a copy of r i in the matching on K n,k .
The process of duplicating the columns in the definition of a coherent tope field motivates the next construction.
be the increasing list of indices denoting
, we obtain a matching field N = (N σ ). We call this matching field the increasing splitting of the tope field.
Observe that one could also consider partial splitting from a coarser to a finer tope field. Furthermore, note that the splitting depends on the ordering of the split copies of the nodes in R. This construction can be seen as a 'refinement' of the tope field, analogous to a refinement of a polyhedral subdivision in [6, Definition 2.3.8].
In particular, the linkage covectors, see Definition 3.6, of the increasing splitting can be seen as full dimensional cells in a staircase triangulation of ∆ n−1 × ∆ d−1 .
An important example.
For the polyhedral background we refer to [6] .
The construction in [19] connecting matching fields and triangulations of a product of two simplices motivates us to investigate matching fields and their connection to polyhedral constructions further.
Recall that the maximal simplices in a triangulation of ∆ n−1 × ∆ d−1 are given by spanning trees on L ⊔ R with |L| = n, |R| = d, which fulfil the axioms given by Ardila & Billey [1] . A simplex with vertices (e j1 , e i1 ), . . . , (e j k , e i k ) ∈ ∆ n−1 × ∆ d−1 corresponds to the bipartite graph with edges (ℓ j1 , r i1 ), . . . , (ℓ j k , r i k ). (1) Each tree is spanning.
(2) For each tree G and each edge e of G, either G − e has an isolated node or there is another tree H containing G − e. Most of our arguments are independent of the embedding of the product of simplices. For the next proposition we choose the canonical embedding
Oh & Yoo introduced in [19] the 'extraction method' which collects the set of all partial matchings occurring in the trees encoding the triangulation. The fact that we obtain a matching field by taking all matchings of size d occurring in the trees can be deduced from the following polyhedral construction.
Then the bipartite graph G corresponding to the minimal cell containing the barycentre g = (
Proof. Since Σ is a triangulation, the bipartite graph G is a forest. Each point in the cell corresponding to G is a unique convex combination of its vertices, in particular g. Define λ to be the weight function which assigns to each edge of G its coefficient in the representation of g. By minimality, λ = 0 for all the edges. G contains a node of degree 1 as it is a forest. The weight of the incident edge e has to be 1 d as it determines the coordinate corresponding to the node of degree 1. Therefore, the other node incident with e has degree 1 as well. By induction, this implies the claim.
Ranging over all faces of ∆ n−1 × ∆ d−1 of the form
produces a matching field.
2.2.
Compatibility, Trees and Topes. Arbitrary matching fields have very little structure, hence we shall study properties of matching fields which occur in connection to polyhedral constructions. The third condition in Proposition 2.4 motivates the following notion which was coined in the context of tropical oriented matroids [2] . Definition 2.6. Two forests F 1 and F 2 on the same node set L⊔R are incompatible if there exist subsets J ⊆ L and I ⊆ R such that F 1 and F 2 contain different perfect matchings on J ⊔ I. Otherwise, F 1 and F 2 are compatible.
Note that we mainly apply this definition to matchings, topes and trees. The next lemma already occurs in [19] but we give a proof to clarify our terminology. Proof. Consider the symmetric sum of the edges of T 1 and T 2 . Direct the edges of T 1 from L to R and of T 2 conversely. In the resulting graph, the indegree and the outdegree of each node are equal. Hence, the graph contains a directed cycle. This consists of two different partial matchings on the same node set in T 1 and T 2 .
There is an analogous statement for trees. Proof. Proposition 2.9 ensures that both trees contain a tope with right degree vector v − e [d] \{p} . Those topes agree as a consequence of Lemma 2.7 because of the compatibility of T 1 and T 2 . If ℓ s has degree 1 in both trees, the edge adjacent to it must be contained in the unique tope in their intersection. Proposition 2.9 and Corollary 2.10 emphasise the structural relationship between topes and trees, in particular how to recover one from the other. Figure 3 shows an example of recovering topes from intersections of trees. However, as we shall later see, we can take unions of topes to recover trees.
We can build on these results to find even stronger local conditions on compatible trees. The following lemma captures a combinatorial analogue of certain geometric properties explained in Example 2.12.
Lemma 2.11. Let T 1 and T 2 be two compatible spanning trees on L ⊔ R with right degree vectors v and v + e p − e q respectively. If (ℓ s , r p ) is an edge in T 1 then it is also an edge in T 2 . Furthermore, the degree δ 1 of ℓ s in T 1 is bigger or equal to its degree δ 2 in T 2 .
Proof. Let H be an auxiliary graph obtained from T 1 and T 2 in the following way. Direct the edges of T 1 from R to L and the edges of T 2 from L to R. Take the union of the edges on the node set L ⊔ R and contract the connected components of the forest F arising as the intersection of T 1 and T 2 . By Corollary 2.10, F contains a tope with right degree vector v − e [d] \{p} . Therefore, if (ℓ s , r p ) is an edge in T 1 then this is also an edge in T 2 . Furthermore, for each r i ∈ R with i = p, either the incident edges agree in T 1 and T 2 or the corresponding node in H has an out-going arc arising from the edge of T 1 . Assume that δ 2 > δ 1 . Then an edge in T 2 incident with ℓ s gives rise to an out-going arc from the node corresponding to r p in H. Hence, each node in H has an out-going arc which implies the existence of a cycle in this auxiliary graph. This however contradicts the compatibility of T 1 and T 2 .
Example 2.12. The intuition behind Lemma 2.11 can be seen via arrangements of tropical hyperplanes. A tropical hyperplane H is a translation of the normal fan
labelled by the vertices of ∆ d−1 . Develin and Sturmfels [7] showed that the covectors ('types' in their terminology) labelling the cells of a tropical hyperplane arrangement also describe a regular subdivision of ∆ n−1 × ∆ d−1 . In a generic arrangement, this yields a set of trees encoding the arrangement. They can be extracted from the arrangement via the zero dimensional cells: the corresponding tree contains the edge (ℓ j , r i ) if the cell is contained in S (i) j , sector i of hyperplane j. Consider the example depicted in Figure 4 . The trees T 1 and T 2 are the covectors of the apexes of the corresponding hyperplanes H 1 and H 2 . The edge (ℓ 1 , r 1 ) in T 1 implies that the corresponding cell is in the sector S (1) 1 . As r 1 has a larger degree in T 2 , walking to the apex of H 2 requires us to move further in the '1-direction', and therefore we do not leave S (1) 1 . Lemma 2.11 is a purely combinatorial description of this behaviour that also covers the non-regular case. This will later motivate our definition of a combinatorial analogue of tropical hyperplane sectors.
Linkage matching fields
Recall from [25] the definition of the linkage property of a matching field.
We say M is linkage if the following linkage axiom holds: for every r i ∈ R and (d + 1)-subset τ ⊆ L there exist two distinct ℓ j , ℓ j ′ ∈ τ such that the matchings M τ \{ℓj} and M τ \{ℓ j ′ } agree everywhere other than on r i . Note that the formerly described trees can also be characterised in terms of 'support sets' in the sense of [8, Proposition 2.6] . This yields another description of matching linkage covectors, see Definition 3.6, based on degree conditions.
The linkage axiom can be formulated in even more ways, the following of which we take advantage of:
The linkage axiom is equivalent to the following property:
is an edge of M σ then the matchings M σ and M σ\{ℓj }∪{ℓ j ′ } agree everywhere other than on r i .
The linkage property implies the compatibility of the occurring matchings as the next statement shows. Proof. The claim follows by induction on the size of the intersection σ ∩ σ ′ . For σ = σ ′ the claim is just the fact that there is exactly one matching per d-element subset in the matching field. Otherwise, by Lemma 3.4, there is an ℓ j ′ ∈ σ ′ \ σ with certain properties. Since ℓ j ′ ∈ P , the node r i adjacent to ℓ j ′ in M σ ′ is not an element of Q. Hence, the node ℓ j adjacent to r i in M σ is not in P . By Lemma 3.4, the matching on σ ′′ = σ \ ℓ j ∪ {ℓ j ′ } is uniquely defined and also contains
This concludes the proof by induction.
Observe that compatibility is a weaker condition than linkage. Figure 5 shows an example of a matching field whose matchings are compatible but do not satisfy linkage.
We have now gathered the necessary tools to construct a linkage tope field from a linkage matching field.
3.1. Tope fields from matching fields. Definition 3.6. We say that an (n, d)-tope field of type (v 1 , . . . , v d ) with thickness k is linkage if for all (k + 1)-subsets τ of L, the union of the topes on τ is a tree. Such a tree is a (tope) linkage covector. In particular, an (n, d)-matching field is linkage if for all (d + 1)-subsets τ of L, the union of the matchings on τ is a tree. We call this tree a (matching) linkage covector.
Remark 3.7. The linkage covectors of a matching field are essentially the same as linkage trees defined in [25] . One can transform a matching linkage tree to a linkage Note that the matching on {ℓ 1 , ℓ 3 , ℓ 4 } does not agree with any other matching on two edges, and therefore the matching field does not satisfy the linkage property. Equivalently, the union of the matchings contains a cycle and, hence, it is not a tree.
covector by replacing the edge (j, j ′ ) with label i by the edges (ℓ j , r i ), (ℓ j ′ , r i ). Linkage trees will play a role in results on the flip graph of a matching field in Section 3.4. Example 3.9. We continue to highlight the relationship to triangulations of the
The triangulation induced on the product
which is a face of ∆ n−1 × ∆ d−1 , contains a unique maximal simplex whose corresponding tree has right degree vector 2 · e [d] by [20, Theorem 12.9] . This is the linkage covector of the matching field on τ as can be seen from Proposition 2.9. This follows as it contains all the matchings on the d-subsets of τ and, hence, their union is just this tree. Hence, the matching field derived from a triangulation is linkage, as also stated in [19] . Restricting to regular subdivisions, this implies that coherent matching fields are linkage, see Example 2.2 and [25] .
A matching field derived from a non-regular triangulation is depicted in Figure 7 . The picture on the left shows the non-regular fine mixed subdivision which corresponds to a non-regular triangulation of ∆ 5 × ∆ 2 by the Cayley trick, both of which can be found in [6] . Every cell contains an 'upward' unit simplex, in particular cells who do not share a facet with the boundary have their upward simplices coloured grey. The right side shows the bipartite graphs describing the maximal simplices Figure 9 .53]). Each cell contains a unique grey simplex, the interior one being in bijection with the lattice points of the simplex 2∆ 2 .
corresponding to the grey upward simplices on the left. They are in bijection with the lattice points given by the right degree vectors of the trees on the right. Inner cells that do not share a facet with the boundary correspond to those trees whose right degree vector does not contain a 1 entry.
The next lemma together with Lemma 3.3 shows that Definition 3.6 agrees with Definition 3.1 for matching fields.
Fix a linkage (n, d)-tope field M of type v and thickness k. Consider a linkage covector C on τ ⊔ R with |τ | = k + 1.
Lemma 3.10. For each r i ∈ R, there are exactly v i + 1 nodes adjacent to r i in C. Furthermore, for each ℓ j ∈ τ , C contains the unique tope of the tope field with right degree vector v such that ℓ j is isolated.
Proof. Fix a node r i ∈ R and consider two different topes which have only isolated nodes in L \ τ . Choose the second such that a neighbour of r i is isolated in the first. This shows that r i is adjacent to at least v i + 1 nodes. Furthermore, summing up degrees across all nodes shows r i must have exactly v i + 1 neighbours, else C is not a tree.
For the second claim, the containment of such a tope is guaranteed by the definition of a linkage covector. Now, suppose the tope is not unique; then Lemma 2.7 implies that C contains a cycle.
Our next construction starts to connect tope fields of different types.
Lemma 3.11. For each r i ∈ R, the tope linkage covector C contains a unique tope with right degree vector v + e i . It is obtained as the union of topes of Lemma 3.10.
Proof. Proposition 2.9 gives the first claim. For the second claim, consider ℓ j , ℓ j ′ adjacent to r i . Removing either of these nodes yields a tope of type v contained in the tope of type v + e i . By Lemma 3.10 these topes are unique, therefore we can realise the tope of type v + e i as the union of them.
For every (k + 1)-subset τ ⊆ L, there is a corresponding linkage covector C τ . Fix some r i ∈ R. By Lemma 3.11, there exists a unique tope G τ of type v + e i contained in C τ .
Definition 3.12. The set of the graphs G τ is the i-amalgamation of the tope field M. This is a tope field of type v + e i .
Example 3.13. The (4, 2)-tope field of type (2, 1) in Figure 2 can be induced from the (4, 2)-matching field in Figure 1 with the construction from Proposition 2.9. The topes are obtained from each of the linkage covectors by taking the 1-amalgamation, as we demonstrate in Figure 8 . In the following, we fix a (k + 2)-subset σ ⊆ L and denote the tope G σ\ℓs by G s .
Lemma 3.14. Let G j and G j ′ be two topes in the i-amalgamation of the (n, d)-tope field M. Then the neighbourhood of r i differs by at most one element in G j and G j ′ .
Proof. The two topes are subgraphs of the linkage covectors C j := C σ\ℓj and C j ′ := C σ\ℓ j ′ respectively. The two linkage covectors C j and C j ′ have a tope in common, namely the tope on σ \ {ℓ j , ℓ j ′ } ⊔ R with right degree vector v, which is unique by Lemma 3.10. As G j contains all edges of C j incident with r i ∈ R, in particular those in the common tope, the neighbourhood of r i differs by at most one element in G j and G j ′ . Now we can prove the crucial observation that the linkage property is preserved under amalgamation. Proof. Let σ ⊆ L be a (k + 2)-subset and define G as the union of the topes G τ in the i-amalgamation where τ ⊂ σ ranges over the (k + 1)-subsets. We claim that G is a spanning tree with right degree vector v + e [d] + e i . Without loss of generality, we assume σ = {ℓ 1 , . . . , ℓ k+2 } and i = 1. At first, we want to show that the degree of r 1 is v 1 + 2.
Assume ℓ 1 is adjacent to r 1 in G. The tope G 1 has v 1 + 1 nodes adjacent to r 1 , assume these are {ℓ 2 , . . . , ℓ v1+2 }. Hence r 1 has at least degree v 1 + 2 in G.
Let
Lemma 3.10 implies that G 1 , . . . , G v1+2 must agree on σ \ {ℓ 1 , . . . , ℓ v1+2 } ⊔ R \ {r 1 }. Explicitly, for any two topes G s , G t , removing the edges (ℓ t , r 1 ) and (ℓ s , r 1 ) from each graph gives two topes of type v on σ \ {ℓ s , ℓ t }. These topes are equal, as they are the common tope between C s and C t .
Fix a node r i ∈ R \ {r 1 }, we want to show that it has degree v i + 1. Assume that this is not the case, let ℓ j1 , . . . , ℓ jv i ∈ σ be the nodes adjacent to r i in G m for all m ∈ [v 1 + 2]. Then there are nodes ℓ jp , ℓ jq ∈ σ \ {ℓ j1 , . . . , ℓ jv i } and ℓ p , ℓ q ∈ σ such that ℓ jp is adjacent with r i in G p and ℓ jq is adjacent with r i in G q .
By Lemma 3.14, G p and G q agree on at least v 1 edges adjacent to r 1 , assume without loss of generality they are (ℓ 1 , r 1 ), . . . , (ℓ v1 , r 1 ). Then G v1+1 , G p and G q all contain these edges. Remove the edge (ℓ 1 , r 1 ) from each graph, the resulting graphs are all topes of type v contained in the linkage covector C 1 . This implies that r i is adjacent to ℓ j1 , . . . , ℓ jv i , ℓ jp , ℓ jq in C 1 , contradicting the property that r i has degree v i + 1 in C 1 .
Finally, we prove that G is a tree. Assuming the opposite, the degree conditions imply that it is not connected. Then there are disjoint decompositions σ = J ∪ J and R = I ∪ I such that r 1 ∈ I and there are no edges between J and I as well as between I and J. For each ℓ j ∈ σ, G contains a tope with right degree vector v + e 1 such that ℓ j is isolated, therefore we obtain |J| ≥ 2 + ri∈I v i and
This allows us to apply sequences of i-amalgamations to obtain a maximal tope from a linkage (n, d)-matching field for any right degree vector (v 1 , . . . , v d ) such that v i = n. We refer to this construction as iterated amalgamation. Each one is the unique tope with a given right degree vector that is compatible with the matching field.
Proof. We can apply Proposition 3.15 to obtain linkage tope fields with increasing thickness. By applying an i-amalgamation v i − 1 times iteratively for i from 1 to d, we construct a linkage tope field of type (v 1 , . . . , v d ). Note that a tope field with Figure 9 . Note that there are multiple pairs of trees that are not compatible. In particular, the fourth tree contains a matching on {ℓ 5 , ℓ 6 } ⊔ {r 1 , r 2 } which is incompatible with the matching of M on {ℓ 3 , ℓ 4 , ℓ 5 , ℓ 6 } that is contained in the fifth and sixth trees. Incompatibility does not affect the amalgamation process and so there is still a unique maximal tope for each (v 1 , . . . , v d ) such that v i = 6 and v i ≥ 1. These are given in Figure 3 .1 by their bijection to the lattice points of 2∆ 3 . The bijections between various graphs and lattice points will be explored further in Section 3.2. 
Chow covectors.
The graphs in the next definition were first introduced in [25] in the guise of brackets. They were used to explicitly describe extremal terms of the Chow form of the variety of complex degenerate (n × d)-matrices, as well as to describe a universal Gröbner basis of the ideal generated by the maximal minors of a matrix of indeterminates. We shall define and consider them in purely combinatorial terms as bipartite graphs. Again, fix a linkage (n, d)-matching field M. We will derive the Chow covectors of a linkage matching field from its topes. To do this we need a statement similar to Lemma 2.11. Lemma 3.21. Let T 1 and T 2 be two compatible topes with right degree vectors v and v + e p − e q (where v q ≥ 2). The edges incident with r q in T 2 are all contained in T 1 .
Proof. We define an auxiliary directed graph H on L ⊔ R. The set of arcs is given by the edges of T 1 \ T 2 directed from L to R and of T 2 \ T 1 directed from R to L. Observe the following degree properties of H. Every node in L has in-degree equal to out-degree equal to either 1 or 0. Every node in R \ {r p , r q } has in-degree equal to out-degree. Now, assume that the claim does not hold, which means that r q has in-degree bigger or equal to 2. As the out-degree of r q is just 1 less than the in-degree, it has out-degree at least 1. Consequently, since the sum of the right degree of T 1 and T 2 are the same, the out-degree of r p has to be bigger or equal to 2. Hence, all non-isolated nodes have out-degree at least 1 which means that H contains a directed cycle. This is necessarily alternating between edges of T 1 and T 2 . However, this contradicts the compatibility of T 1 and T 2 , concluding the claim. Proof. Let v be a vector of non-negative integers with coordinate sum n− d+ 1. We fix a node r i ∈ R and consider the graph obtained by intersecting the topes with right degree vectors v + e [d]\{i} . If v i = 0, there is no tope with right degree vector v + e [d]\{i} . Instead, we delete any edge adjacent to r i from the graph. Denote this graph by G. By Lemma 3.21, the topes which we intersect agree on the edges of the tope where a given node has degree v i . For an example, see the red graphs surrounding a blue graph in Figure 12 . Hence, G has n − d + 1 edges, each node r i ∈ R has degree v i and there are n − d + 1 nodes in L with degree 1, all others having degree 0.
Let ρ ⊂ L be the set of left nodes with degree 1 in G. We claim that G is the Chow covector Ω ρ . Fix an ℓ j ∈ ρ adjacent to the node r i . The maximal tope with right degree vector v + e [d]\{i} exists, and contains a matching on (L \ ρ) ∪ {ℓ j }. Explicitly, it is precisely the union of the edges not contained in G with (ℓ j , r i ). This has to be a matching of the matching field by Lemma 3.11. Hence, Ω ρ is a subgraph of G and, hence, equal because of the given degrees of G. Example 3.25. Figure 12 shows the topes, coloured red, corresponding to the 6 × 3 matching field derived from the non-regular triangulation illustrated in Figure 7 (see Subsection 2.1). As there is a unique tope for every possible right degree vector, these form a bijection with ∆ Z (3, 3) , the lattice points of the simplex 3∆ 2 . The Chow covectors, coloured blue, of this matching field can be recovered from the topes via the procedure described in the proof of Proposition 3.22. There is precisely one for every lattice point in ∆ Z (3, 4) as encoded by their right degree vectors. The construction is closely related to the mixed subdivision representation of a triangulation which is given by the Cayley Trick [22] .
As we will see in Section 4, the trees encoding a triangulation of ∆ n−1 × ∆ d−1 are completely determined by the pairs of lattice points given by their left and right degree vectors. We show that this also holds for the bijection associated with the Chow covectors. This is the generalisation of [25, Conjecture 6.8 b)] discussed below their claim. For this, we need two lemmas.
Lemma 3.26. Given the set of Chow covectors of a linkage matching field on L⊔R, the set
is the set of Chow covectors of the induced submatching field on (L \ {ℓ j }) ⊔ R.
Proof. A matching µ in the induced submatching field is a matching in the original matching field that does not contain any edges adjacent to ℓ j . By transversality from [4] , µ ∩ Ω ρ is non-empty. As µ has no edges adjacent to ℓ j this implies µ ∩ Ω (j) ρ is non-empty as well and, hence, Ω (j) ρ is a transversal on the set ρ \ {ℓ j }. As it contains the same number of edges as a Chow covector, by minimality it must be equal to the Chow covector Ω ρ\{ℓj } . Iterating over all ρ, we obtain all Chow covectors on (L \ {ℓ j }) ⊔ R.
Finally, we need an analogous lemma to Lemmas 3.21 and 2.11. Let M be a linkage matching field. Define ϕ M :
to be the bijection mapping ρ ∈
[n]
n−d+1 to the right degree vector of Ω ρ . We present a proof of Conjecture 6.8 b) of [25] that this map uniquely determines the linkage matching field. To do so, we introduce a combinatorial analogue to sectors of tropical hyperplanes, as discussed in Example 2.12. 
We have seen multiple classes of bipartite graphs with a bijection to lattice points of dilated simplices, namely trees, topes and Chow covectors, and so we can define combinatorial sectors for any of them. Furthermore, all have similar local properties (see Lemmas 2.11,3.21 and 3.27) that give a lot of structure to the combinatorial sectors.
In particular, let
where k = n − d + 1 and consider the combinatorial sectors of the set of Chow covectors. Proof. We claim that we can reconstruct the Chow covectors from their left and right degree vector pairs. As ϕ M is given by these degree vectors, the theorem follows from this claim and Corollary 3.24. We proceed by induction on n ≥ d. For n = d, the matching field consists of one matching and the n Chow covectors are just the edges of the matching. The degree vector pair of an edge uniquely determines it, which implies the claim for this case.
Assume that the claim is true for all linkage (k, d)-matching fields with d ≤ k < n and let U be the set of degree vector pairs of the Chow covectors for a linkage (n, d)-matching field. We get a non-disjoint decomposition
There is a partition of L j in the sets
j is the image of S 
is the set of degree pairs of the Chow covectors of the submatching field on (L \ {ℓ j })⊔ R, by Lemma 3.26.
Here, we can apply induction and deduce that L j uniquely defines the Chow covectors with the contained degree vectors. From the partition into the L (i) j we can recover to which node ℓ j is incident in the original Chow covector. Therefore, we can construct all Chow covectors for which ℓ j has degree 1. Ranging over all j ∈ [n], we get all the Chow covectors.
It remains to show how to construct the set L (i) j for each r i ∈ R, which we now demonstrate. Assume without loss of generality that i = 1 and apply Algorithm 1. 
end if
12:
h ← h − 1
13:
end for 14: end while
Proof by induction There is a unique Chow covector Ω ρ0 with the right degree vector (n − d + 1)e 1 . If u j = 1 then ℓ j is adjacent to r 1 because of the structure of the right degree vector. Line 2 in the algorithm guarantees that Ω ρ0 is in K j . Furthermore, the edge (ℓ j , r 1 ) shows that it is also contained in L Let (u, v) ∈ L j such that v 1 = h and (w, v + e 1 − e k ) ∈ K j an element fulfilling the condition in Line 9. These two vectors are the right degree vectors of two Chow covectors Ω ρ1 and Ω ρ2 . Note that K j ⊆ L j . As, by the induction hypothesis, (ℓ j , r 1 ) is an edge of Ω ρ2 we can deduce with Lemma 3.27 that this is also an edge of Ω ρ1 . Hence, (u, v) is an element of L
be with v 1 = h. Also by Lemma 3.27, there is a k ∈ [d] and a w = e ρ for some ρ such that in the Chow covector with degree pair (w, v + e 1 − e k ) the node ℓ j is a leaf and it is adjacent to r 1 . The induction hypothesis implies that (w, v + e 1 − e k ) ∈ K j . Now, Line 9 shows that also (u, v) is an element of K j .
3.3.
A cryptomorphic description. In Section 3.1, we saw how one can construct a set of compatible topes in bijection with ∆ Z (d, n − d) from a linkage (n, d)-matching field. A slight generalisation of the proof of Proposition 3.22 and Corollary 3.24 leads to a cryptomorphic description of linkage matching fields in terms of topes. Example 3.31. Figure 10 shows a (6, 4)-tope arrangement which cannot arise from a triangulation of ∆ 5 × ∆ 3 . Figure 13 . Decomposition of the Chow covectors from Example 3.25 depending on the neighbouring vertex of ℓ 1 ; it is either adjacent to r 3 , isolated or adjacent to r 1 . The grey regions are the combinatorial sectors S n−d+1 via Proposition 3.22. The Chow covector with left degree vector ρ gives rise to the matchings on [n] \ ρ ∪ {j} for all j ∈ ρ. As the topes are compatible, each ρ occurs exactly once.
These graphs have the same properties as Chow covectors, in particular that they yield the existence of a perfect matching for every d-subset σ ⊂ L contained in some tope in the tope arrangement in the same way as the construction at the end of the proof of Proposition 3.22. Note that these matchings are unique as the topes are compatible, therefore the tope arrangement induces a matching field. It remains to show that the matching field is linkage.
Let σ, σ ′ ⊂ L be distinct d-subsets and ℓ j ′ ∈ σ ′ \ σ. Consider a tope T that contains the matching on σ and consider the node r i adjacent to ℓ j ′ . There exists some node ℓ j ∈ σ adjacent to r i in the matching on σ, therefore the matching on σ \ {ℓ j } ∪ {ℓ j ′ } agrees with the matching on σ outside of r i . This is equivalent to the linkage axiom by Lemma 3.4.
Remark 3.33. Tope arrangements have similar structural properties to trianguloids, which were introduced very recently in [9] . The trianguloid axioms (T 1) and (T 2) essentially state that the graph associated to every lattice point in ∆ Z (d, n − d) is a tope. Furthermore, axiom (T 3) comprises the combinatorial sector condition which we exhibit for general linkage matching fields in Lemma 3.21. However, for trianguloids there is no global compatibility assumption, rather there is the Hexagon axiom (T 4). This replaces the need for pairwise compatibility with a more manageable local condition. It may be possible to replace the need for compatibility in the definition of tope arrangement with a similar local condition.
Note that while structurally similar, tope arrangements are a more general class of objects than trianguloids. This is immediate from the fact that trianguloids are in bijection with triangulations of ∆ n−1 × ∆ d−1 , while there are examples of linkage matching fields that are not realisable as a fine mixed subdivision of n∆ d−1 , see Example 3.18. The question of realisability of linkage matching fields is addressed further in Section 5. Our notion of "matching field completion" leads to the notion of tope arrangement which allows "boundary" topes. This would give a cryptomorphic description of trianguloids and shed light on the problem of extendibility addressed in Section 5.
3.4.
Matching field polytopes and the flip graph. The notion of a matching field polytope first occurs in [18] . It is the convex hull of the characteristic vectors of the matchings in R n×d for an (n, d)-matching field. This is a natural analogue of the matroid polytope, as in some sense matching fields play the role of a matroid for tropical linear algebra. However, unlike matroid polytopes, their vertex-edge graph is not the flip graph of the matchings as we demonstrate in Example 3.34.
Here, the nodes of the flip graph are the matchings and two matchings are adjacent if and only if they differ in one edge. .
This was computed with polymake [10] . In particular, the graph in Figure 14 is a proper subgraph of the vertex-edge graph.
For a linkage (n, d)-matching field M, the flip graph has some nice properties. More generally we obtain a characterisation of the topes in terms of subgraphs of the flip graph. Proof. By definition of the flip graph, each pair of adjacent matchings agree outside of a single node. Let Figure 15 be the induced subgraph of the matchings where the edge labels denote which node they differ in. We deduce that µ
2 must agree outside of two nodes, specifically {r p , r q } and {r s , r t }, therefore these two sets must be equal. Observe that any two adjacent edges in the flip graph must correspond to different right nodes, else they form a 3-cycle between their vertices, contradicting the quadrangle as our induced subgraph. Therefore r p = r s and r q = r t .
Proof. (Proposition 3.36) Given a tope on σ ⊆ L, the restriction of the linkage matching field to σ is also linkage. The first part follows directly from Theorem 3.16 by applying it to the linkage matching field restricted to σ.
We prove the second part by induction. If the induced subgraph on U is the vertex-edge graph of a product of simplices with only one non-trivial factor, it is the vertex-edge graph of a simplex and so all the matchings in U can only differ in the edges incident with the same node. Hence, their union is a tope.
Assume that the induced subgraph is the vertex-edge graph of a product of simplices where k ≥ 2 factors are non-trivial. Without loss of generality let these be the first k factors. Then U decomposes into v k disjoint sets U 1 , . . . , U v k corresponding to faces of the product such that the induced subgraph on U i is isomorphic to the graph of
By induction the union of the matchings in U i forms a tope T i whose right degree vector is a permutation of  (v 1 , . . . , v k−1 , 1, . . . , 1) . In particular, there is a (k − 1)-set σ i , such that every matching contained in T i agrees on R \ σ i . Note that T i and U i contain exactly the same matchings as subgraphs and as elements respectively.
We claim that for all i, j ∈ [v k ] the topes T i , T j differ in a single node of degree one. As the induced subgraph of
for any matchings µ j do also. Iterating this over all pairs of matchings that differ by a flip, the first statement implies that T i , T j differ in one node, while the second implies it must be a node of degree one. If this was not the case, a node of degree two would form a 3-cycle with any pair of matchings in U i that agree outside of that node, breaking the quadrangle.
We obtain that the topes T i all differ in a flip of an edge incident with the same node. As each T i has a different neighbour, the union of the T i gives a tope with right degree vector (v 1 , . . . , v d ).
The occurrence of all the vertex-edge graphs of products of simplices in the flip graph can be used to define an interesting cell complex. full-dimensional simplices in such a triangulation.
By Lemma 2.8, there is an injective map from the set of trees encoding a triangulation of ∆ n−1 ×∆ d−1 to pairs of left and right degree vectors. As each left and right degree vector can be identified with a lattice point in ∆ Z (n, d − 1) and ∆ Z (d, n − 1) by subtracting e [n] and e [d] respectively, for a tree T in a full-dimensional triangulation with left and right degree vector pair (u, v) we get the injective map
This induces the map
where each tree describing a full-dimensional simplex in the triangulation is mapped to its left and right degree vector pair minus e [n] and e [d] respectively. After [20, Theorem 12.9] , Postnikov asked whether the map defined in (1) is injective. His question is posed for root polytopes in general. As discussed earlier, parallel to our work, Galashin, Nenashev and Postnikov derived an affirmative answer to this question in [9] . Whereas their approach is based on the newly introduced notion of trianguloids, we present an independent proof for the case of the full product of two simplices (but not root polytopes in general) by exploiting the same structure as for Theorem 3.29.
A natural approach is to reconstruct the triangulation using the structure of the dual graph. However, this does not determine the triangulation as we illustrate. Proof. We proceed by induction on n + d. For n = d = 1 there is only one tree. Now consider a triangulation T represented by a collection of trees for n + d > 2. Assume that any triangulation of ∆ j−1 ×∆ i−1 is uniquely determined by the degree vector pairs of its trees for j + i < n + d. We show the case n ≥ d, the case n ≤ d is entirely analogous. Each left degree vector contains an entry equal to 1 since
Hence, we get a non-disjoint decomposition Now fix a j ∈ [n]. There is a partition of L j in the sets
where
by removing the jth entry of the first component and decreasing the ith entry of the second component for all the pairs. This corresponds to removing the leaf edge (ℓ j , r i ) of the trees. The resulting set
is the set of degree vectors of the deletion of T with respect to j. Hence, we can apply induction and deduce that L j uniquely defines the trees with the contained degree vectors. From the partition into the L (i) j we can recover to which node ℓ j is incident in the original tree. Therefore, we can construct all trees for which ℓ j has degree 1. Ranging over all ℓ j ∈ L, we get all trees of T .
It remains to show how to construct the set L (i) j for each r i ∈ R, which we now demonstrate. Assume without loss of generality that i = 1 and apply Algorithm 2.
Proof by induction There is a unique tree T 0 with the right degree vector e [d] + (n − 1)e 1 . If u j = 1 then ℓ j is a leaf and it is adjacent to r 1 because of the structure of the right degree vector. Line 2 in the algorithm guarantees that T 0 is in K j . Furthermore, the edge (ℓ j , r 1 ) shows that it is also contained in L (1) j . Now, assume that K j and L (1) j agree in all elements whose first entry of the second component is h + 1 ≤ n. of trees that differ by a flip induce adjacent lattice point pairs, but the converse is not true. By the second condition of Proposition 2.4, the number of neighbours a tree has in the flip graph is equal to the number of edges in the tree that are not leaves.
We defined the sets L j = { (u, v) | u j = 1} in the proof of Theorem 4.2 for all j ∈ [n]. We construct a deletion of this set L j by removing the jth entry of the first component and decreasing an entry in the second component of all lattice point pairs. Note the distinction between left and right is arbitrary and we can analogously define the set L i = { (u, v) | v i = 1} and its deletion L i . In the proof we construct a specific deletion, but we just need to ensure a well behaved one exists. This, along with [20, Theorem 12.9] , gives the following necessary conditions on pairs of lattice points: Corollary 4.5. Let P be a set of lattice point pairs that induces a triangulation of ∆ n−1 × ∆ d−1 . Then P satisfies the following conditions:
• The projections from P onto
where l(p) is the number of coordinates in p whose entry is 1.
• For every L k ⊂ P, there exists a deletion L k satisfying the first two conditions.
Recall that triangulations of ∆ n−1 ×∆ 1 are in bijection with the permutations in S n . By Theorem 4.2, such a triangulation is also determined by a certain collection of lattice point pairs. Let µ be the permutation corresponding to the triangulation. Then the lattice point pairs are given by
The lattice point on the left corresponds to an element k ∈ [n], the lattice point on the right corresponding to the element µ(k) that it is mapped to. This establishes the bijection with S n . Theorem 4.2 allows us to generalise this construction. We fix orderings on ∆ Z (n, d − 1) and ∆ Z (d, n − 1) to establish a correspondence with [K] , where K = n+d−2 n−1 . Triangulations of ∆ n−1 × ∆ d−1 now correspond to elements of the symmetric group S K , where each lattice point pair determines an element of [K] and where it is mapped to. Note that we have natural S n and S d actions given by changing the ordering on the lattice points, therefore each triangulation gives rise to a subset of a conjugacy class of S K . It would be interesting to study this link to the symmetric group in more detail.
Matching Stacks and Transversal Matroids
In some sense, matching fields contain complementary information to transversal matroids. While transversal matroids encode on which subsets of the nodes a graph contains matchings, a matching field contains a matching for all d-subsets of R and one is interested in the interplay of the matchings. Definition 5.1. A matching stack on L ⊔ R is a map which assigns to each pair (J, I) with J ⊆ L, I ⊆ R and |J| = |I| a perfect matching on J ⊔ I.
A matching stack is a matching ensemble if the matchings for all fixed J ⊆ L and for all fixed I ⊆ R form linkage matching fields. Matching ensembles were first studied in [19] .
The main result in [19] is the equivalence of triangulations of ∆ n−1 × ∆ d−1 and matching ensembles on L ⊔ R. We present an intermediate result to demonstrate further research directions.
The tropical Stiefel map, extensively studied in [8] , and more generally the polyhedral construction in [12, Theorem 7] essentially do the following. Given a collection of bipartite graphs G defined on the node set L⊔R, they map each graph G ∈ G to the transversal matroid M G of G with ground set L. In the first reference, these graphs are the bipartite graphs corresponding to the full-dimensional simplices of a regular subdivision of ∆ n−1 × ∆ d−1 . The second reference starts with the bipartite graphs corresponding to the full-dimensional simplices in a subdivision of ∆ k−1 × ∆ d−1 where k = n − d. They augment the vertex set of the bipartite graphs by d dummy nodes. By connecting all nodes in R of degree 1 in each graph G to the corresponding dummy node, they ensure that the transversal matroid on L has no loops. This Stiefel map was recently used in [24] Remark 5.4. As maximal topes arising from a linkage matching field play an important role, one should keep in mind that the combinatorial Stiefel image of a tope is just a partition matroid. However, in the tropical Stiefel map which gives rise to a matroid subdivision of the hypersimplex, they do not correspond to maximal cells.
We motivate this conjecture by a result connecting matching fields, matching ensembles and triangulations of ∆ n−1 × ∆ d−1 .
Let S be a matching stack on L ⊔ R. We introduce d dummy nodes to get the left node setL = L ∪ { ℓ n+i | i ∈ [d]}. To the matching µ on J ⊔ I in S we associate the matchingμ defined as follows: µ(ℓ j ) = µ(ℓ j ) for ℓ j ∈ J andμ(ℓ n+h ) = r h for all r h ∈ R \ I .
This yields a matching field onL ⊔ R, which we call the matching field completion of S. This is a pointed matching field in the sense of [25, Example 1.4]. Proof. Consider a linkage covector C of S on the node set J⊔I such that |J| = |I|+1. We will construct the linkage covector D of M on the node setĴ ⊔ R where J = J ∪ { ℓ n+i | r i / ∈ I}. The matching M j onĴ \ {ℓ j }, where ℓ j ∈ J, is the union of the matching in C obtained by isolating ℓ j with the edges { (ℓ n+i , r i ) | r i / ∈ I}. The matching M n+i onĴ \ {ℓ n+i }, where r i / ∈ I, is the union of the matching in S on the node set J ⊔ (I ∪ {r i }) with the edges { (ℓ n+k , r k ) | r k / ∈ I ∪ {r i }}. Note that if the edge (ℓ j , r i ) is in M n+i , the submatching obtained by deleting it is contained in C. Therefore D is the union of C and pairs of edges { (ℓ j , r i ), (ℓ n+i , r i ) | r i / ∈ I, (ℓ j , r i ) ∈ M n+i }, so it is a tree with degree two on all right nodes. Any linkage covector in M can be constructed this way and so it must satisfy the linkage property.
Conversely, consider a linkage covector of M on the node setĴ ⊔ R. Removing the edges incident with the dummy nodes yields a tree on J ⊔ R in which nodes in I have degree 2 and nodes in R \ I have degree 1. Deleting the edges adjacent to nodes in R \ I gives the union of matchings on J ⊔ I arising in S. As we have only removed leaves from a tree, this resulting graph is also a tree with all right nodes degree 2. Figure 18 are submatchings of matchings in M. Therefore, any matching stack that extends M must contain them. However, the 2 × 3 linkage covectors on {r 1 , r 2 , r 3 } and {r 2 , r 3 , r 4 } contain cycles and so any matching stack extending M cannot satisfy right linkage.
