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Abstract
Deep neural networks have been widely used in nu-
merous computer vision applications, particularly in face
recognition. However, deploying deep neural network face
recognition on mobile devices has recently become a trend
but still limited since most high-accuracy deep models are
both time and GPU consumption in the inference stage.
Therefore, developing a lightweight deep neural network is
one of the most practical solutions to deploy face recog-
nition on mobile devices. Such the lightweight deep neu-
ral network requires efficient memory with small number of
weights representation and low cost operators. In this pa-
per, a novel deep neural network named MobiFace, a simple
but effective approach, is proposed for productively deploy-
ing face recognition on mobile devices. The experimental
results have shown that our lightweight MobiFace is able to
achieve high performance with 99.73% on LFW database
and 91.3% on large-scale challenging Megaface database.
It is also eventually competitive against large-scale deep-
networks face recognition while significant reducing com-
putational time and memory consumption.
1. Introduction
Deep Convolutional Neural Network (CNNs) have rev-
olutionized numerous machine learning applications with
high accuracy, even in some applications, the performance
exceeds human level of accuracy. Most of the computer vi-
sion applications, e.g. object detection [9, 39, 41, 8, 38,
40, 24], object classification [15, 6, 5], object segmentation
[14, 27, 22, 23, 11], and modeling [7] etc., deploy CNNs
with other Deep Neural Network framework to achieve the
highest accurate performance. However, using deeper neu-
ral network with hundreds of layer and millions of param-
eters to achieve higher accuracy comes at cost. The net-
works require high computational resources beyond the ca-
pabilities of many mobile and embedded applications. To
deploy such networks and to get higher performance, pow-
erful GPUs with larger memory size are needed. As a re-
sult of this limitation, recently, there is an advancement in
compressing deep neural networks known as compressed
networks. Some familiar compressed networks are Mimic
Networks [25, 35], Pruning [13, 12, 26], Depth-wise Con-
volution [16, 31], BinaryNets [20, 2, 29, 3]. These networks
improve the speedup of the inference stage without signif-
icant lose of accuracy. Meanwhile, the improvements have
not benchmarked in face recognition like in image classifi-
cation and/or object detection. Moreover, face recognition
problems are expected to be robust such as the very deep
features of millions of facial subjects discriminated. In this
problem, a noticeable number of neural layers should be in-
cluded in the model unlike detection or classification.
In this work, our main contribution is a novel lightweight
but high performance deep neural network for face recog-
nition on mobile devices. Our network highly minimizes
the number of operations and memory required while re-
taining the same accuracy mobile tailored computer vision
models. In contrast to previous work, we present our contri-
butions in MobiFace approach as follows: (1) we improve
the well-known framework MobileFaceNet [1] by chang-
ing to further lighter-weight with higher accuracy perfor-
mance. (2) The proposed method MobiNet is then applied
in face recognition and optimized within an end-to-end deep
learning framework. In addition, we extensively experi-
ment our proposed MobiNet on both mobile-based network
and large-scale deep-network on face recognition tasks
with two state-of-the-art face recognition databases,i.e. La-
beled Faces in the Wild (LFW) and large-scale challenging
Megaface databases.
2. Prior Work
There has been a rising interest in lightweight deep net-
work design mainly in tuning deep neural architectures to
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strike an optimal balance between accuracy and perfor-
mance for the past decade. There are many lightweight deep
networks that can be categorized into designed compact
modules and pruned networks, binarized networks, quan-
tized networks and mimicked networks. Our mainly focus
in this section will be the first two categories where our pro-
posed framework mainly related with.
In MobileNet [16], Andrew et al. proposed depthwise
separable convolutions to build light weight deep neural
networks. In this work, the standard depthwise convolution
is factorized into a depthwise convolution where a convolu-
tion applies to a single filter for each channel and a point-
wise convolution where 1 × 1 convolution applied to com-
bine the output from the depthwise convolution. VGG-16
with 138 million parameters and MobileNet with 4.2 mil-
lion parameters achieve about the same accuracy on Ima-
geNet [4]. Sandler et al. in [31] known as MobileNet-
V2 further improves MobileNet on different benchmarks
and multiple tasks. This work presents inverted residuals
and linear bottlenecks [15] based on an inverted residual
structure where the shortcut connections are between the
thin bottleneck layers. In addition, the intermediate ex-
pansion layer uses lightweight depthwise convolutions to
filter features as a source of non-linearity. It slightly im-
proves the performance of MobileNet [16] where the accu-
racy is 70.6% to 72% on ImageNet [4] with only 3.4 mil-
lion parameters. To reduce the memory and computational
cost, FD-Mobilenet [28] and MobileFaceNets [1] were pre-
sented based on MobileNet-V2 framework but still there are
so much work to be done to effectively run deep learning
framework on CPU.
Along side of compression methods, Han et al. [13]
proposed to prune trivial connections by an absolute value
without losing accuracy performance. Liu et al. [26] pro-
posed a novel learning scheme to slim a network. In their
work, instead of using absolute values of weighs, they im-
pose sparsity induced regularization on the scaling factor
in Batch Normalization to slim the network and thus in-
significant channels can be spotted. Overall, slimming a
network proved to be successful in producing better results
in ResNet [15], DenseNet [18] and VGG-16 [33]. How-
ever, for each pruned connection, a list of indices needs to
be stored to memory, leading to a very low progress for both
training and testing.
3. Our Proposed MobiNet
This section starts with introducing network design
strategies to construct a lightweight deep network. Then, by
adopting these strategies, the architecture of MobiFace for
face recognition on mobile devices is introduced. Thanks
to the concise and precise deep network architecture, the
proposed framework is efficient in terms of small com-
putational cost and high accuracy in comparison against
other deep networks on several large-scale face recognition
databases.
3.1. Network Design Strategy
Bottleneck Residual block with the expansion layers.
The use of Bottleneck Residual block is introduced in [30]
where a block consists of three main transformation oper-
ators, i.e. two linear transformations and one non-linear
per-channel transformation. There are three key factors of
this type of block: (1) the non-linear transformation to learn
complex mapping functions; (2) the layer expansion with
increasing number of feature maps in the inner layers; and
(3) shortcut connections to learn the residual. Formally,
given an input x with the size of h × w × k, a bottleneck
residual block can be represented as follows,
B(x) = [F1 ◦ F2 ◦ F3](x) (1)
where F1 : Rw×h×k 7→ Rw×h×tk and F3 : Rw×h×k 7→
Rws ×hs×k1 are the linear function represented by 1 × 1
convolution operator, and t denotes the expansion factor.
F2 : Rw×h×tk 7→ Rws ×hs×tk is the non-linear mapping
function which is a composition of three operators, i.e.
ReLU, 3×3 depthwise convolution with stride s, and ReLU.
The residual learning connection is employed in a bot-
tleneck block. This type of blocks is shown to have the ca-
pabilities of preventing manifold collapse during transfor-
mation and also increasing the expressiveness of the feature
embedding [30].
Fast Downsampling. Under the limited computational
resource of mobile devices, a compact network should max-
imize the information transferred from the input image to
output features while avoiding the high computational cost
due to the large spatial dimensions of feature maps. In
the large-scale deep networks, the detail information flow is
usually ensured by the slow downsampling strategy, i.e. the
spatial dimensions are slowly reduced between blocks by
downsampling operator. Consequently, the these networks
maintain so many feature maps with large spatial size and
result in a heavy-size network. On the other hand, under
the limited computational budgets, a light-weight network
adopting that slow downsampling may suffer both issues of
weak feature embedding and high processing time.
In these cases, fast downsampling strategy can be con-
sidered as an efficient replacement of the slow downsam-
pling technique. In particular, in fast downsampling, the
downsampling steps are consecutively applied in the very
beginning stage of the feature embedding process to avoid
large spatial dimension of the feature maps. Then in the
later stage, more feature maps are added to support the in-
formation flow of the whole network. By this way, more
complex mapping functions are learned to generate more
details feature. Notice that, in this strategy, even more fea-
ture maps were added to the later feature, i.e. increase the
Table 1. Model Architecture for facial feature embedding. /2
means the operator has stride of 2. “Block” and “RBlock” indicate
the Bottleneck Block and Residual Bottleneck block, respectively.
Input Operator
112 × 112 × 3 3 × 3 Conv, /2, 64
56 × 56 × 64 3 × 3 DWconv, 64
56 × 56 × 64 Block 1 ×
{ 1 × 1 Conv, 128
3 × 3 DWconv, /2, 128
1 × 1 Conv, Linear, 64
28 × 28 × 64 RBlock 2 ×
{ 1 × 1 Conv, 128
3 × 3 DWconv, 128
1 × 1 Conv, Linear, 64
28 × 28 × 64 Block 1 ×
{ 1 × 1 Conv, 256
3 × 3 DWconv, /2, 256
1 × 1 Conv, Linear, 128
14 × 14 × 128 RBlock 3 ×
{ 1 × 1 Conv, 256
3 × 3 DWconv, 256
1 × 1 Conv, Linear, 128
14 × 14 × 128 Block 1 ×
{ 1 × 1 Conv, 512
3 × 3 DWconv, /2, 512
1 × 1 Conv, Linear, 256
7 × 7 × 256 RBlock 6 ×
{ 1 × 1 Conv, 512
3 × 3 DWconv, 512
1 × 1 Conv, Linear, 256
7 × 7 × 256 1 × 1 Conv, 512
7 × 7 × 512 512-d FC
number of channels, the computational cost is maintained
to be low since the spatial dimensions of these feature maps
are small.
3.2. MobiFace
In this section, we present a novel MobiFace approach,
simple but efficient deep network for face recognition.
Given an input facial image with the size of 112× 112× 3,
this light-weight network aims at maximizing the informa-
tion embedded in final feature vector while maintaining the
low computational cost. Inspired by the strategies presented
in the previous section, the Residual Bottleneck block with
expansion layers is adopt as the building block of Mobi-
Face. Table 1 represents the main architecture of Mobi-
Face that consists of one 3 × 3 convolutional layer, one
3 × 3 depthwise separable convolutional layer, followed
by a sequence of Bottleneck blocks and Residual Bottle-
neck blocks, one 1× 1 convolutional layer, and a fully con-
nected layer. The structures of Residual Bottleneck blocks
and Bottleneck blocks are very similar except a shortcut is
added to connect the input and the output of the 1×1 convo-
lution layer. Moreover, the stride s is set to 2 in Bottleneck
blocks while that parameter is set to 1 in every layers of
Residual Bottleneck blocks.
Moreover, we adopt the fast downsampling strategy in
our network architecture by quickly reducing the spatial di-
mensions of layers/blocks with the input size larger than
Figure 1. The structure of the proposed Flipped-MobiFace. The
Flipped-MobiFace is an extended structure of MobiFace with two
additional layers that learn to predict the deep features of the posed
face in the opposite side.
14 × 14. As one can easily see that given an input image
with the size of 112 × 112 × 3, the spatial dimension is
reduced by half within the first two layers and become 8×
smaller after the other 7 bottleneck blocks. The expansion
factor is kept to 2 whereas the number of channels is dou-
ble after each Bottleneck block in later feature embedding
stage.
A batch normalization together with a non-linear acti-
vation are applied after each convolutional layer except the
one marked as “Linear”. In our implementation, PReLU is
used for the non-linear activation function due to its accu-
racy improvement over ReLU function. In the last layer of
MobiFace, rather than employing the Global Average Pool-
ing (GAP) layer as in previous approaches [17, 30, 1], we
use the Fully Connected (FC) layer in the last stage of em-
bedding process. Compared to GAP which treats very units
in the last convolutional layer equally (which is not very ef-
ficient since the information in the center pixel should play
more important role than the one in the corner of the input),
the FC layer can learn different weights to these units and
gain the information embedded in the final feature vector.
3.3. Flipped-MobiFace
Now we describe a simple but computationally efficient
approach to further improve the performance of our pro-
posed MobiFace against pose variation. It is worth noting
that during learning process of MobiFace, the deeper layers
tend to extract deep features that favours the linear separa-
bility between classes to support the linearization process
in latent domain. In other words, after embedding the faces
of different subjects from images to feature domain, they
become linear separable. This linearity property of deep
feature domain inspires us to a hypothesis that the averag-
ing of the deep features of left- and right-posed faces within
the same angle can approximate the deep features of the
frontal face. Thus, given a face at a particular pose, by sim-
ply flipping the input image (i.e. approximate the face of
the opposite side) and computing their average deep fea-
tures, the effects of pose variation can be miminized in this
new features. However, the extra computation will occur
when extract features of the mirror image in addition to the
original image. Therefore, we proposed the flipped version
of MobiFace, namely Flipped-MobiFace, that requires to
run feature extraction network once. By this way, it can be
efficiently deployed on mobile devices.
In particular, let I be the input posed face image and I¯ be
the mirror image of I; fI and fI¯ be their deep features ex-
tracted by MobiFace structure, respectively. As illustrated
in Fig. 1, the Flipped-MobiFace is an extended structure of
MobiFace with two additional layers that learn to predict fI¯
from fI directly withour reruning I¯ through the MobiFace
structure again. Then the new feature f = 12 (fI+fI¯) can be
used as the final “frontal” features of I . We employ fully-
connected layers with ReLU for these extended layers. In
order to obtain the weights for these layers, for each train-
ing image I , we compute its flipped image I¯ by mirroring
the face along x-axis. Then MobiFace is adopted to extract
fI and fI¯ . Finally, the new layers are trained to obtain fI¯
from fI . The loss function consists of two main terms: (1)
`2-norm between the ground-truth fI¯ and the predicted fea-
tures; and (2) the cross-entropy loss to ensure the predicted
features maintain the correct ID of the subject.
4. Experimental results
We first train the network using the cleaned training set
of MS-Celeb-1M [10] including 3.8 million photos from
85K subjects. Then the trained network is evaluated on two
common large-scale face verification benchmarks in uncon-
strained environments such as Labeled Faces in the Wild
(LFW) [19], and Megaface [21] datasets. This training data
has no overlapping with the testing data.
The databases that are used for training and testing are
first described in next subsections. Then the comparisons
between different models in terms of both accuracy and
model sizes are represented. MobiFace can achieve very
high performance, even competitive against other large-
scale deep networks for face recognition.
4.1. Databases
MS-Celeb-1M [10] is introduced as a large-scale face
dataset with 10 million photos of 100K celebrities. How-
ever, it also contains a large number of noisy image or
wrong ID labels. To obtain a high-quality training data, the
MS-Celeb-1M cleaned up the MS-Celeb-1M by computing
the center feature of each subject and ranking their face im-
ages using the distance to identity center. The ones far from
the center are automatically removed. Some manual checks
are also employed. The refined MS-Celeb-1M consists of
3.8M photos from 85K identities.
Labeled Faces in the Wild (LFW) [19] is one of the
common testing dataset for face verification. LFW consists
13,233 in-the-wild facial images of 5749 subjects collected
Table 2. Performance of Different face matching methods on LFW
benchmark. ∗ stands for our re-implementation. The inference
time is measured on an Intel Core i7-6850K CPU @3.6GHz.
Methods
#
Training
images
Model
Size
Speed
(ms)
Accuracy
(%)
Google-FaceNet [32] 200M 30MB − 99.63%
CosFace [34] 5M − − 99.73%
LightCNN [36] 4M 50MB − 99.33%
MobilenetV1 [16] ∗ 3.8M 112MB 56ms 99.50%
MobileFaceNet [1] ∗ 3.8M 4MB 30ms 99.48%
MobiFace 3.8M 9.3MB 26ms 99.72%
Flipped-MobiFace 3.8M 11.3MB 28ms 99.73%
from the web. The face variations include pose, expres-
sion and illuminations. According to the testing protocol
of LFW, there are 6000 face pairs where half of them are
positive pairs.
MegaFace [21] is one of largest publicly available test-
ing dataset for face verification. This testing protocol is
very challenging with million scale of distractors, i.e. sub-
jects are not in the testing set. There are two main sets
in Megaface, i.e. gallery and probe set. The gallery set
is collected from Flickr photos and consists of more than
1 millions images from 690K identities. The probe set in
Megaface are collected from two existing databases: Face-
scrub and FG-NET. As the Facescrub probe set aims at
the robustness of face recognition systems on large number
of identity, this set includes 100K photos of 530 subjects.
Meanwhile, the FG-NET probe set focuses on the robust-
ness of the system against age changing, with 1002 images
of 82 identities from 0 to 69 years old. In this paper, we
evaluate the performance of our light-weight network on the
Facescrub probe set.
4.2. Implementation details
In the preprocessing step, MTCNN method [37] is ap-
plied to detect all faces and their five landmark points, i.e.
two eye centers, nose and two mouth corner, in both train-
ing and testing photo. Then, using the information from
five landmark points, each face is aligned and cropped into a
template with the size of 112×112×3. This template is then
normalized into [−1, 1] by subtracting the mean pixel value,
i.e. 127.5, and divided by 128. For Flipped-MobiFace, we
use two 512-dim fully-connected layers with ReLU.
During training stage, we adopt Stochastic Gradient De-
scent (SGD) optimizer with the batch size of 1024. The
momentum parameter is set to 0.9. The learning rate is ini-
tialized to 0.1 and decreases by a factor of 10 periodically at
40K, 60K, and 80K iterations. The training stage is stopped
at 100K iteration.
4.3. Face Verification accuracy
LFW benchmark. We first compare our MobiFace
against many existing face recognition approaches includ-
Table 3. Performance of Different face matching methods on the
refined version of Megaface benchmark with one million distrac-
tors. All the models are train witn Large training dataset, i.e. >
0.5M. Model size is large when its size is greater than 20MB. ∗
stands for our re-implementation.
Methods ModelSize
Accuracy
(%)
MobilenetV1 [16] ∗ Large 92.65%
Google-FaceNet [32] Large 86.47%
MobileFaceNet [1]∗ Small 90.71%
MobiFace (Ours) Small 90.9%
Flipped-MobiFace (Ours) Small 91.3%
ing both large-scale deep models and small-scale one. Table
2 represented the performance of different matching meth-
ods on LFW benchmark. From these results, one can eas-
ily see that our MobiFace achieves 99.72% with the model
size of only 9.3MB. With this performance, our MobiFace
outperforms other small-size models and achieves competi-
tive results to other large-scale deep models. MobiFace also
outperforms most of other approaches in Table 2.
Megaface benchmark. We further validate the perfor-
mance of our light-weight MobiFace on the challenging
Megaface benchmark against millions of distractors. Ta-
ble 3 illustrates the verification results of different methods
on Megaface. The accuracy is reported on the True Ac-
cepted Rate (TAR) at the False Accepted Rate (FAR) of
10−6. These results again emphasize the performance of
our MobiFace when it outperforms the other light-weight
MobileFaceNet model. Compared to other large-scale deep
networks, our MobiFace has the advantages of both compa-
rable performance to these models while maintaining low
computational cost. Therefore, our MobiFace is easy to be
deployed on mobile devices.
5. Conclusion
This paper has reviewed different lightweight deep net-
work structures and approaches for mobile devices where
the computational resource is very limited. Inspired by
different network design strategies, this paper has further
presented a novel simple but high-performance deep net-
work for face recognition, named MobiFace. Experiments
on two common large-scale face verification benchmarks
with photo in unconstrained environment have shown the
efficiency of our MobiFace in terms of both accuracy and
small model size. Although the model is very small, its per-
formance on both testing benchmarks is competitive against
other large-scale deep face recognition network.
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