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Abstract· • '• 
Data Compre~sion is a reduction in the space necessary to hold information. 
' 
Althought the concept is not new, many possibilities have yet to be explored. Predictive 
• 
Compression is one such possibility. This technique provides a means to minimize 
.. storage space beyond the conventional compression strateiies. The purpose of this 
. 
thesis is to develop and explore some of the implementations.of Predictive Compression. 
As a case study, data samples from Valentine Research's G-Analyst will be used to test 
and compare the resulting compression to several of the more popular techniques 
including Half Byte Packing, Bit Mapping, Diatomic Encoding, and Pattern Matching. 
A discussion is also provided about hardware considerations involving implementation 
in parallel architecture. 
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1.1 Data Compression 
• 
Chapter 1 
Introduction 
·.:• 
Data compression refers to the compacting of a data representation without 
affecting its information content. In applications involving either storage or transmis-
sion of data, efficiency demands that some data compression strategy be employed 
~ 
r and redundancies, in the data being stored ·or communicated, ·be eliminated. 
Recent years have seen a rapid rise in the amount of data each application 
' 
generates. At the same time, the cost of memory chips and communication have 
increased relative to the cost of data processing. The data compression is therefore 
even more important today than ever .before. 
Many data compression strategies have been ~xplored over the years. It is 
difficult to predict which strategy would be ideal for a certain application because 
each was developed to exploit different kinds of data redundancies. Most of the 
readily available strategies partition data into convenient units and encode it more 
efficiently. For example, in pattern encoding or Huffman coding, characters are the 
base units that are recoded, while .in Run Length Encoding, runs. of varying lengths 
form the data partitions that are coded. 
The compression resulting from techniques of this type are often sufficient 
, however, when the data sequence is a sampling of a physical phenomena, one 
expects some correlation between neighboring samples. Data partitions that ignore 
this would thus prove such data compression techniques to be inefficient. In this I 
· thesis, we explore compression techniques that exploit this correlation. 
" In particulqr, our strategy assumes a polynomial trend in the··data sequence 
... 
and can be briefly explained as follows: 
1 
\ \ 
·, 
.. 
• 
.. 
t 
I 
I 
• 
1- Optim_ally fit a degree m-1 polynomial to n (n > = m ) consecutive 
~ 
.points of data . 
2- Using this polynomial, predict the next point. The prediction 
(normally) closely approximates the actual data point. 
,,,. 
3-. Store the small differences between the actual data points and the 
predicted points. 
By storing the error for each such subsequent point instead of the actual data points, 
the resulting data compression is substantial. Before going into the details of 
Predictive Compression , however, a discussion of current techniques and alga-
rithms will be provided I 
1.2 Data Collection 
This thesis uses data ge·nerated by Valentine Research's G-Analyst to 
demonstrate the considerations necessary to gain optimal compre·ssion. 
The G-Analyst is an in-car device made by Valentine Research Corporation 
for measuring and recording lateral and forward acceleration forces acting upon the 
automobile during driving. These forces are normally expressed in Newtons, but for 
,. 
clarity and sake of scale they are expressed in terms of the ratio of the force to the 
force of gravity { also known as 1 g)., The user can operate the unit as a stand alone, 
or bring a personal computer into the car for a more comprehensive display and 
permanent, as well as extended, data storage. Valentine Researcl) has also 
designed a software package for a home microcomputer to perform analysis and 
.. ; 
, 
processing of the data. The unit itseff consists of two components: . a display head_-
' 
an-c:I a transducer. The transducer houses the power conversion circuitry as well as 
.. ,_. 
1, 
... 
• 
-· 
... 
• 
• 
\ 
a three axis electromagnetic accelerometer. The display head, which is attached via 
,. 
a datacom cord, ~ontains an Intel 8097 microcontroller, -a vacuum fluorescent 
• 
display, and 16K of static RAM . 
. _ 1.3 Organization of the Thesis 
Chapter 2 of this thesis surveys the different data compression strategies. 
However, as explained in section 1.1, most of these are not adequate in the present 
application where the data sequence ·is, highly correlated. 
Chapter 3 discusses the encoding based on the tight fitting of a degree m-
1 polynomial to m previous points. It is shown that the prop·osed data compression 
scheme can be implemented through architecture of complexity O(m) with a speed 
0(1). .. 
Chapter 4 discusses fitting a degree m polynomial ton previous points (n > = 
m). When a small degree polynomial is optimally fit to a large number of points, the 
"/ 
resultant compression equations are relatively complex. For degree one polynomi~ 
als, the architecture has complexity-0 ( log m) and speed 0(1). Derivations are 
shown- for polynomials of degrees one and two. 
Finally, Chapter 5 provides the summary of the results. , 
,, 
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Chapter 2 
Data Compression Techniques 
. ' 
2.1 Introduction to Data Compression 
"Data compression is the reduction in the amount of signal space that must 
. 
be allocated to a given message set or data sample set." c 11 This means that we are 
attempting to maximize our use of the information capacity of the data channel. 
There are essentially two forms of Data Compression : 
1- Entropy Reduction • 
2- Redundancy Reduction 
Entropy Reduction actually reduces the amount of information retained and 
thereby is irreversible. [ 2 ] For example, a· filter performs Entropy Reduction 
, 
. 
.. .. 
because part of the signal i_s eliminated and cannot be recovered. The Predictive 
·I • 
Compresson addressed later in this paper utilizes this method almost exclusively. 
Data, as defined by Claude Shannon in 1948, consists of information a(nd 
redundancy. (3] Essentially this means that most data contains repetitive information 
I 
in some form, be it on the bit, byte, word, or message level. Redundancy Reduction 
eliminates much of the repetition in such a waythatthe repetitive information can later 
be restored. Because Redundancy Reducing Data Compression techniques are 
reversible, they can be used for most applications that store data for later use. 
There are various Redundancy Reducing strategies that have found wide 
acceptance. The techniques that will be discussed are: 
1- Bit Mapping 
. . . 
. .. 
2- . C Half Byte Packing 
4 { '"I.,•,, 
\ 
.. 
e 
• 
.. 
', . 
' :, 
3- · Run Length Encoding 
4- Null Suppression 
5- Diatomic Encoding 
6- Pattern Substitution 
, 7- Relative Encoding 
8- Statisticaf Encoding 
2.2 Bit Mapping 
.. 
' 
.. I . . 
Bit mapping is a compression technique that is· particularly effective with 
r strings containing a high redundancy of a particular character ( such as a space or 
null). The scheme inserts a bit map character or "map byte'' before every 8 bytes 
of data. Each of the bits of the map byte is used as a fJag to indicate the presence 
or absence of data at its respective position. A ''1 '' bit within tt)e map ~~e indicates 
'<, 
data at that position, whereas a "O" byte indicates a null. After the map byte is 
inserted, all of the nulls within the next 8 bytes are removed. Ultimately th1s leaves 
,_ 
a map byte followed by S data bytes, where S, called_ the weight, is the number of 
1 bits of the map byte. 
In the case of a string where no null characters occur using an 8-bit map one 
adds an extra 12.5% of data ( as one extra byte is needed for each 8 byte string ) . 
Although bit mapping is very effective in some applications it is not the best 
choice for our situation .. As previously mentioned, effective reduction through bit 
mapping requires a high redundancy of some character. With the G-Analyst data 
' ·' 
the probability of each character occurring is essentially equal. Attempting to 
·, 
arbitrarily choose a character for rnapping would assign p the v~lue of .1 which yields 
a compression ratio._of · 
1/(.9+(1/8))=.975 \ 
5. 
_. 
• 
I 
' ' 
• 
. e 
., 
.. 
l· 
This result is obtained through the compression formula : 
/ 
.... 
. . 
( ( 1 / s ) * ( s ( 1-p ) + ( s / 8 ) ) )_-1 = ( ( 1-p ) + ( 1 / 8 ) )-1 for large s 
'P 
s 
Sp 
-
-
-
-
-
-
. 
probability that any given character is a null 
length of string 
expected number of nulls in a string of length S, 
-,... ·. . 
, 
I 
where the compression ratio is defined as the length of the input string divided by 
• 
the length of the output string. Essentially "a compression ratio of X" says ''X times 
more data can be stored in the same space." 
. 
There is a variation of bit mapping that deals specifically with data that has no 
character that is encountered more frequently than others. This compression 
strategy is sometimes known as Half-Digit Suppression and is essentially undis-
cernable from HaJf Byte Packing in our application. 
2.3 Half Byte Packing 
Half Byte Packing is a compression strategy that takes ,advantage . df. -
redundancies within the first half byte of data. In the case of our data, there is a_ high 
occurrence of ASCII encoded digits. ASCII "O'' through ''9" translate to 30 thru 39 
hex, respectively, which means that the first 4 bits will always be 0011. When this 
. 
coding strategy encounters more than one byte with the first 4 bits identical, it puts 
down a marker byte, a counter byte, and then packs the second half bytes together . 
4-~·· ' ... 
An extra byte is required to identify the first 4 bits if there is more than· 1 possibility 
for the first half byte of a repeated data stream. 
Fort.he.case of the G-Analyst, the alphabet can be configured such that every · 
byte starts with 0011. The redundancy of the first 4 bits allows the entire data string-
6 ~ 
I •. 
I • 
" 
.. 
·. (, 
/ 
,_ 
to be packed hence cutting the storage space in half. If the data can be configured 
such that all characters begin with 0011 then no marker or counter bytes are 
necessary~ For the seco~d half byte, only 1 O of the 16 possible 4 bit combinations 
are used, which leaves six other bit .combinations undesignated. 
In order to implement this strategy 5 bits must be exclusively added as flags 
' . 
( for the 3 reading signs and the 2 marker settings) so each reading would require 
.. 
12 half bytes ( or 6 bytes ) . By configuring the data such that every byte begins with 
0011 and utilizing half byte packing, the resulting compression ratio is 2.17 which 
makes this technique good, however we will see that much better is possible. 
Where Half Byte Packing looks intrabyte for redundancies, other coding 
strategies look toward patterns of bytes. Diatomic Encoding is one such strategy . 
.:, 
2.4 Diatomic Encoding 
Diatomic encoding is a compression algorythm whereby pairs of characters 
are replaced with special characters .. The disadvantage of diatomic encoding is that 
an unused bit combination must exist for every pair of characters one wants to 
;, 
include. A typical limitation is that with a large alphabet only a few pairs can be coded 
because only a few of the bit combinations are available. In the best case there is 
a bit combination available for every possible pair of characters which results in a 
compression ratio of 2. 
In the case of the G-Analyst data, a maximum df 14 characters are required 
for the alphabet. Eight bits allow 256 unique combinations to be formed, hence our 
. 
pair table can have a maximum of 242 entries (256 combinations - 14 combinations 
' 
used ) . The number of possible diatomic combinations within 14 characters is 142, 
or 196. There is a guaranteed compression ratio of 2, but 46 bit combinations remain 
• 
~vailable. The left over bit combinations indicate that optimal encoding has still not 
I 
7 
' . 
:. 
• 
been achieved, but what else can be done? 
Although it was not discussed in any of my literature a possibility for further 
utilization is to perform Recursive Diatomic Encoding. The idea would be to utilize 
the left over combinations to replace pairs of·replacement characters. An approxi-
,, 
mately equal probability of occurrence of the 14 original ch·aracters yields a 
probability of 7.14% of any character occurring. All original pairs are replaced with 
special characters resulting in a 50% reduction in the data space. There are 19& or 
38,416 pairs of special characters possible and to these we will assign the remaining 
special characters to 46·. Following the premise that all characters have an equal 
probability of occurrence, a 2nd generation match will occur 0.12 % of the time which 
fit 
will yield an additional 0.06% reduction in data space. Clearly Recursive Diatomic 
. 
Encoding would only significantly improve the compression if there was an unequal 
probability of occurrence within diatomic pairs. 
' 
Although the compression ratio of 2 is noteworthy, better results were 
obtained with the half byte packing. A superset of Diatomic Encoding that 
substitutes for strings of variable lengths is pattern substitution. 
' 
,/-
2.5 Pattern Substitution 
Pattern substitution is a compression technique through which certain 
.... 
frequently occurring patterns are each replaced by a unique bit pattern. If all of the 
documents to be processed are in the same language ( be it some programming 
language or the english language ) the compression provided is substantial. For 
example, many or all of the program statements in Pascal can be replaced by single 
characters. The limitation. of this strategy becomes apparent when the source is 
composed primarily of random. character combin~tions, as is the case with the G-
Analyst. Because there is little difference in the probability of occurrence between 
8 
.··.;· 
' 
b 
' . . 
'.":. 
,/ 
e 
..... .- 'I 
' patterns, the potential for substitution is very low. Additionally, because the readings 
' . 
vary, the exact amount of compression would also·vary so that no exact storage 
capacity or capability can be specified. Clearly, this compression strategy is not a 
1 
viable selection for the· G-Analyst data. 
. ., 
... 
2.6 Run Length Encoding 
Run Length Encoding reduces the size of an input stream by replacing strings 
·~ 
., 
of seqentially repeated characters. The repeated group is replaced by a marker 
character, followed by the character that is repeated, followed by a counter that 
marks the number of repeats. Intuitively, this compression only benefits where 
characters repeat at least 4 times in a row. Because the G-Analyst data typically has 
few repeats and almost never a string of 4, Run Length Encoding would certainly not 
prove to be a realistic selection. 
2. 7 Null Su press ion 
Null Supression is a subset of Run Length Encoding that only replaces ~trings 
of nulls ( as opposed to repeated characters ). The string of sequential nulls is 
replaced by a marker character and a counter that tells the number of nulls that 
occurred. This strategy can be ruled out for the same reason as Run Length 
Encoding, that is, because no character within the data from the G-Analyst is more 
likely to occur than any othef, the probability of a long repeat rs small at best. 
' 
2~8 Relative Encoding 
Relative Encoding is, employed when a data stream has sequences of data 
\ 
that differ very slightly from each other or where changes occur slowly. For example 
say we have a probe that is measuring the air temperature 20 times per hour. The 
.. 9· 
• 
·' 
' 
' . 
e 
.... 
e 
• 
• 
" 
data may look like : 
• 
74 74 74 74.1 74.2 74 73.8 etc. 
·This compression stores the differences between successive readings instead of the 
values of the readings. The value of the error and a sign bit are stored instead of the 
actual data point. For example, if a data point is 8 bits, but the differences never 
exceed 3 bits, one need only store the difference and a sign which effectively 
reduces the storage space by 50%. If a data stream is limited to 8 bit values and 
appears as: 
100 103 105 99 92 95 
This would normally be stored as a string of six 8 bit numbers. Looking at the change 
~ 
from reading to reading one sees that the changes are as follow • 
3 2 -6 -7 3 
Since the absolute value of the largest change is 7, only 4 bits would be required per 
reading: 3 bits to store each change and a sign bit. 
2.9 Statistical Compression 
.. 
. ,, 
All of the techniqu~s that we have examined so far have relied upon the use 
6f characters of a fix~d length. Statistical Compression provides substitution codes 
of length that vary inversely to a character's probablility of occurrence. Accordingly, 
the character that occurs the most will have a substitution code only 1 bit in length, 
and as the characters are less likely to occur, their codes.·become longer. Statistical 
compression would not prove to be very effective as applied to the G-Analyst 
because the characters used have approximately equal probability of occurrence. 
10 
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Chapter 3 
Compression thro~gh Polynomial Fitting 
" - -· 
3.1 Predictive Compression 
Chapters 3 and 4 describe Predictive CompresStOn which is. a superset of 
Relative Compression described in Chapter 2. While Relative Compression only 
.. 
stores the difference between successive readings, Predictive Compression stores 
' 
the error between the predicted value of a reading and its actual value. Where 
Relative Compression is only effective when the change from data point to data point 
is smaller than the entire reading, Predictive Compression only requires that neigh-
boring readings be correlated in some fashion. This compression stategy mandates 
that the first few samples be stored without any alteration and all of the other readings 
be expressed as an offset from a prediction based upon~the prior readings. The 
~- ' 
actual compression stems from the fact that, subsequent to the initial complete 
samples, only the error of the prediction (and not the whole sample is stored). As 
a resuit , the more accurate the predictions, the greater the resulting compression. 
Predictive Compression predicts a data point by extrapolating previous data 
points. The number of·previous data points that,are use,d to formulate a predicted 
value is known as the order of the prediction. In applications with a time variant 
0 
forcing functi9n, a Spmple is correlated with only a fixed number of previous data 
point$ and thus, a higher: order prediction may not necessarily be better. The 
prediction of a sample should, in general, be based upon the mathematical 
descriptor that best describes the variable being sampled. Generally, this is a very 
. hard task, especially when the forcing function is not known. -In this section, 
/. 
therefore, we focus upon the polynomial characterization of the variable. Two cases 
l.l 
... 
' ' . 
• 
.. 
.. 
I • 
e 
e 
/ 
.. 
.... ... . ~:··· ... •· 
.. 
·,.., 
1.1 
.. 
" 
of this technique have been investigated: 
•.' 
' 1- A polynomial of degre~ n - 1 is exactly fitted to n preyious points 
and the prediction is the next value that wc;>uld fall along the 
curve. 
2- A polynomial of degree n - 1 is fitted tom ( >n) previous data 
points using least mean square error criterion, and the prediction 
· is the next value on the curve. 
The first technique, referred to as Tight Predictive Compression in this thesis, is 
dealt with in this chapter. Chapter.4 deals with the second strategy which is referred 
to as LMS Compression. 
·"' 
3.2 Tight Predictive Compressior1 / (, 
This section obtains the equations that describe the prediction based upon 
exact polynomial fitting. This method utilizes a polynomial of degree n - 1 that may 
tightly fit ton previous points to generate a prediction. The degree of the polynomial, 
' 
n -1, is called the order of this prediction. The general form of the polynomial is given 
by: 
The solution for this linear system requires n equations to solve for the n 
unknowns ( a0 through a0 _1 ). We choose 'y(O) to be our predicted val~e and defin~ 
~-1) through y(-n) to represent then prior data points. ( Note that this work makes 
the realistic assumption that the data sample~. are evenly sp~ced. Therefore, by way ,, · 
of scaling the time axis, one rTlay consider the sampling interval to be exactly 1.) 
' 
12 
\ -·-~-
' . 
' ' 
e 
e 
-
,, 
Substituting in the n da~oints, x = -1 through -n , one gets 
y( 0 ) = 1 a0 - Oa1 + D2a2 + ... + ( -O )n-1an-1 , 
y( -1) = 1ao - 1a1 + 12a2-+ ... + (-1 )"·1an-1' 
• 
• 
, . 
t 
• 
. 
In addition, the predicted value at x = 0, which is denoted by y( 0 ) also is 
assumed to lie on the curve. Thus 
I 
A./ 
y( 0 ) = 1 a0 - Oa1 + C>2a2 + ... + ( -O )"·1a"_1 
L,,...." 
= ao . 
,,. 
Expressed in matrix form, these simultaneous equations give 
y( -1 ) 
y( -2) 
• 
• 
y( -n) 
-
-
1 
1 
1 
2 
n 
1 
4 
• 
• 
n2 
•• 
•• 
•• 
t 
• 
nn-1 
-a 
• 
• 
1 
(-1 )n-1a 
.I 
• 
n-1 
To solve for the predicted value ( a0 ), we can apply Cramer's rule to find the solution. 
·, 
~ expressed as: -·' 
.. 
\. 
•· 
--
• • 
) 
. ' 
' 
/ 
' . 
y( -1 ) 
y( -2) 
y( -n) 
1 
1 
1 
r 
1 
2. 
n. 
1 
2 
n 
1 
4 
• 
• 
n2 
1 
4 
• 
• 
' 
•• 
1 n-1 
•• 
2 n-1 
. 
• 
- ' 
,,. 
... ..., 
•• 
n n-1 
•• 
1 n-1 
' 
•• 
•• 
n n-1 
The complexity of these determinants is proportionate to the order of the prediction 
n - 1. ( One can see that the matrix entries could, in fact, be as large as nn-1 .) 
• • •• _) I 
-
,.. - ·' 
Fortunately, these matrices fit a basic form known as the Vandermonde Matrix which 
provides for a less complex solution. Before the analysis is continued, an expanation 
of the V~ndermonde matrix is necessary. 
A matrix of the form 
vo 
1 
v1 
1 . 
v2 
1 •• 
vo 
2 
V, 
2 
v2 
2 •• 
• 
• 
vo 
n 
v1 
n 
v2 
n •• 
V n-1 
1 
V n-1 
2 
V n-1 
n 
,. .~ 
~-. , 
~ 
is ·known as a Vandermonde Matrix. This thesis uses the notation V( v1, v2 , •• v") _ 
to indicate the above Vandermonde Matrix with the v. values as given. The I . 
determinant of a Vandermonde Matrix is given by the formula: 
14 
.. 
t 
J 
• 
. ' 
i>j 
As an example consider the matrix V( 1, ·2, 3) 
1 
1 
1 
1 
2 
3 
1 
4 
9 
-
-
• 
10 
30 
11 
21 
31 
., 
32 
Vandermonde's Theorem gives the determinant of V( 1, 2, 3,) as : 
(3-2)(3-1 )(2-1 )=2. .. 
.. 
One can now see that the denominator ( D.) of the equation generated through 
Cramer's rule is clearly V( 1, 2, ... , n ). The determinant is hence given by: 
cf':.-- " 
n i-1 
D= ( i - j ) 
i=2 j=1 
Looking at the numerator ( N ) of the equation we see that it bears resemblance to 
a Vandermonde Matrix, though it does not fulfill the definition. By expanding the 
'-, . 
determinant along the first column, the following equation is generated: 
N= 
2 4 
y( -1 ) 3 9 
• 
• 
n n2 
1 
... + ( -1 )" y( -n ) ·2 
••• 
2"-1 
... 3n-1 ' 
•.. nn-1 
1 
4 
• 
• 
- y( -2) 
••• a 1 n-1 
..• 2n-1 
(n-1) · (n-1)2 ••• (n-1) 0 - 1 
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1 1 ••• 1n-1 
' 
3 9 ... 3n-1 
• 
• 
n n2 ... nn-1 
r 
+ 
., 
.. 
' . 
If each row of the n dete.rminants is divided by the values in the first column one can 
see that all the matrices will transform into Vandermonde matrices. One can see that 
, when factored out. the value of the first column in the matr1x associated with y( -k) 
-~ 
is the product of all integers from 1 to n except k. This factor can be expressed as 
nl 
k . 
This will make the value of the numerator 
n 
N= L 
k=1 
nl 
y{-k) {-1 )k+1 *IV(1 ... n exceptk)I * 
k 
The qualified Vandermonde determinant I V( 1 ... n except k )I can be expressed in 
terms of the 9enominator ( D ) by noting that it will be the same product of factors 
that yielded D, except that all the factors that have either i or j will be missing from 
'- ,. . 
. 
this new expression. 
lV( 1 ... n except k )j= 
j=1 
-
-
D 
( k - j) 
D 
( m - k) 
m=k+1 
• ( k - 1 )! ( n - k )! 
This reduction completed, the numerator can be expressed_ as 
n D n! 
" L y( -k ) ( -1 )k+1 
• ( k - 1 )I ( n - k )! k 
k=1 
. r". 
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So the final equation becomes· 
n 
N .= L y( -k) ( -1 )ll+ 1 D 
k=1 
n 
k 
-
r~> 
.. 
.. 
• 
One may divide through by the denominator D to solve for a0 , to get y(O) as 
a = 0 
n 
L 
k=1 
y( -k ) ( -1 )k+ 1 .( k
n 
• 
Thus the error in the prediction , ( which is used instead of the original sample in the 
data compression scheme) 6" (0), is given by 
. 
,v 
6"(0) = y(O) - y(O) 
n 
-
- L • y( -k) ( -1 )k 
k=O 
Table 3.1 lists the prediction errors for some small values of n .. 
.... . 
. TABLE 3.1. PREDICTION ERROR FORMULAE 
FOR PREDICTION ORDER 1 THROUGH 5 
ORDER PREDICTION ERROR 
0 
1 
2 
3 
5 
' 
- y(O) - y( -1 ) 
y(0)-2y(-1). + y(-2) 
y(O) - 3 y( -1 ) + 3y( -2 ) - y( -3 ) 
y(O) - 4 y( -1 ) + 6y( -2 ) - 4y( -3 ) + y( -4 ) 
y(O) - 5 y( -1 ) + 1 Oy( -2) - 1 Oy( -3 ) + Sy( -4 ) - y( -5 ) 
y(O) - 6 y( -1 ) + 15y( -2 ) - 20y( -3 ) + 1 Sy( -4 ) - 6y( -5 ) + y( -6 ) 
• 
From Table 3.1, one can see that the predictJon error at any sample is a linear 
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combination of the previ6us n samples and the present sample. All the coefficients , 
involved are integers, which~greatly simplifies the evaluation of these formulae. 
3.3 Architectures for Tight Predictive Compression 
We derived the equations for prediction error ~(O) in tight fit data compres-
sion scheme in section 3.2. In the data compression applications, one needs to 
evaluate 6"(0) and store it ( instead of the sample y(O) Jin real time. This requires 
novel architectural ideas since the sizes of the expressions quickly expand. as the 
order of the prediction increases. We will show in this section that by using pipelining 
ideas effective1y, one can achieve an architecture whose hardware complexity is ~ 
' 
O(n) and time complexity 0(1) ( independent of n ) .. 
We begin the derivation of this architecture by first showing the recursive 
~ 
n·ature of 6 "(O). From the formula for 6 "(O) in section 3.2 one has 
n 
y( -k) ( -1 )k 
• 
k 
k=O 
However, the bihomial coefficient ( ~ ) can be written as ( if n > 1 ) 
n n-1 n-1 
- + -k. k k-1 • 
Thus 
t=(:1 6"(0) - y( -k) ( -1 )k + -
k=O 
-
-
n-1 (k y(-k)(-1)k + 
k=O 
' 
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L 
k=O 
k=1 
n-1 
k-1 
n-1 
k-1 
(J 
y( -k) ( -1 )k 
y( -k) ( -1 )k 
I 
... 
. . 
n-1 n-1 
-
- L k 
k=O 
n-1 
y( -k) ( -1 )k + L 
k=O 
n-1 
k 
• 
I 
• 
•/ 
"· 
I 
y( -k - 1 ) ( -1 )k+ 1 
. . 
This shoWs that a sample of 6" can be obtained as a difference of two successive 
samples of 6n-1 sequence. Similarly, each sample of f\_1 can be obtained through 
a difference of two successive samples of ~-2 sequence. This procedure can 
continue until 6 0 sequence which is calculated merely as 
a 
60( 0) = y( 0) -y(-1 ). 
This argument shows us that the basic module of the·Tight Predictive Compression 
circuits are based upon is the architecture shown in figure 3.1 
y( 0) y( -1 ) 
+ 
"l 
... 
6c,( 0) 
/"' 
Figure3.1. HARDWARE IMPLEMENTATON OF 6 0(0) 
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The hardware shown in figure 3.1 is the building block that all of the higher order 
predictions are based upon. This hardware finds the difference between two succes-
sive samples. Figure 3.1 is actually the hardware implementation for an order 1 Tight 
. Predictive Compressor. Hence , a Tight Predictive compression circuit of order N 
should look like figure 3.2 
\ 
)( 1 )---o~ y( 0) )( ·1) 
., 
I 
,, 
+ 
+ 
\ 
Figure 3.2. HARDWARE IMPLEMENTATION FOR AN 
ORDER N TIGHT PREDICTIVE COMPRESSION 
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We previously found that an order N+1 prediction should be the difference of 2 
successive order N predictions. If this holds true then figure 3.3 should be the 
correct implementation for an order 2 Tight Linear Compression 
y( 1 ) ---I >---I y( 0) y( -1 ) 
+ 
'"' 
.. 
+ 
a = A (Q) - A ( -1) =6 0 ~~1 ~~1 2 
FIGURE 3.3. HARDWARE IMPLEMENTATION OF TIGHT 
PREDICTIVE ENCODING FOR ORDER 2 
' 
- -
One can see that the hardware in figure 3.1 takes the difference between successive 
samples. By stacking two of these circuits we are now taking the difference between 
successive samples. Or in other words, we replace each value y( i ) in the original 
.... ~ .... ., . . .. . ..... , 21 
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function with the difference y( i) - y( i-1 ). _When we make this substitution to the 
equation for the· first order compression we find we have 
•· 
[ y( 0 ) - y( -1 ) ] - [ y( -1 ) - y( -2 } ] 
4:> 
= y( 0 ) - 2y{ -1 ) + y( -2 ) , 
' ' 
which one can see in table 3.1 is the correct formula for second order Tight Predictive 
Compression. As additional confirmation of this property we will carry the proof one 
additional step and make the same substitutions into the equation for order 2 . 
-
-
-
-
[y( 0) - y( -1 )] - 2( y{ -1 ) - y{-2)] + (y( -2) - y( -3 )] 
y(0)-3y(-1) +3y(-2)-y{-3) 
63( 0 ). 
. 
This result shows us that by adding the circuit in figure 3.1 to the figure in 3.2 wiU have 
the hardware implementation to find the order 3 prediction error. ·This result is 
signific~nt because it implies that the hardware requirement is known to be 
Prediction order * 1 subtractork 
Prediction order * 2 registers. 
An additional benefit of this hardware design is that as the accuracy of the prediction 
• I 
increases, the number of bits that each subtracter or register must handle de-
creases. One can see that if the difference between successive samples is known 
' 
never to exceed 3 bits then .the lower half of the hardware of figure 3.2 can be ~ 
minimized to only handle 3 bits. The pipelined design of the architecture makes for 
' 
. 
exact predictability of timing requirements. 
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One constraint to consider when· selecting any real time data compression 
!'I ' 
is that the speed must be sufficient to avoid a ~ottleneck of data at the input. Some 
strategies have timing requirements that vary with the input ( such as statistical 
J 
encoding or pattern matching that use indexed look up tables ) . The architecture 
provided for Tight Predictive Compression has an initial setup time of 
T 
. setup = ( 3 * 0 ) clock cycles 
-· 
( where 1 clock cycle is defined as the time to perform 1 subtraction ) to load the 
pipeline, and then output comes out every clock cycle. By raising the order of the 
.., . tr 
1)-
prediction the setup time increases, but the output time does not. The only timing 
constraint imposed is that the time for one subtraction be equal to or faster than the 
I 
baud rate of the input stream ( in terms of characters per second ) . Thus it is pos-
t 
sible to implement the Tight Predictive Compression with hardware complexity 
linearly proportionate to the order of the prediction and constant speed~ 
. 
3.4 Selection of Prediction Order and Bits of Accuracy 
An implementation of Tight Predictive Compression involves ti1e selection of a 
prediction order and a number_ of bits of accuracy, this section will use the G-Analyst ;c· ..• 
,,, 
as an example to demonstrate the determination of these values. As one must have 
information to go on, I wrote software to apply various orders of the prediction 
routines to the qata samples from the G-Analyst. The results are compiled in table 
3.2. The first boldfaced entry in each column is the lowest number of bits necessary 
to hold all of the largest prediction errors. Remember that one more bit is actually . 
needed in application as a sign bit. 
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Table 3.2. PERCENTAGE OF DATA POINTS COVERED 
' 
' { 
#BITS ORDER 1 ORDER2 .. ORDER3 ORDER4 ORDERS 
/ 
1 74~293 83.540 65.603 46.980 33.007 
2 90.636 97.788 95.656 n.s20 51.335 
3 97.527 99.558 99.202 97.513 -84.342 
4 99.823 99.823 99.645 99.290 98.399 
5 100.000 100.000 99.911 99.645 99.288 
6 100.000 100.000 100.000 100.000 · 99.644 
7 100.000 100.000 100.000 - 100.000 100.000 I 
. 8 100.000 100.000 100.000 100.000 100.000 
. 
-~1,.\ 
Table 3.2 illustrates some of the properties of Tight Predictive Compression that 
have been mentioned earlier in this text. Looking at the table we find that the order · 
of predictions are not necesarily proportionate to their accuracy. When applying this 
data compression, one should first perform data analysis (as selecting an order that 
is too high results in higher costs and can actually diminish performance). One finds 
that there is a definite trade off point fqr this compression as the order 5 compression 
would require 8 bits to store each error { 7 bits value + 1 sign bit ) resulting in no 
storage gains. Based upon the information in table 3.2 , one might choose a first or 
second order prediction for G-Analyst data, but there are other considerations. 
'"' 
t Keep in mind that table 3.2 does not represent absolutes, the figures w~re 
obtained from analysis of several thousand data points, but they still dQ not represent 
~ ) '-
100% accuracy. In the introduction to data compression ( section 2.1 ) , entropy 
reduction techniques were described. Although there has been a very h·igh confi-
. . 
dence interval in the predictions, by reducing the number of bits we are still filtering 
, .. 
off some information. The decision for the number of bits to be used is a function of 
24 
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how critical the data is and how much of an error ( if any ) is tolerable. As a general 
guideline for selection of order and number of bits to use, one should: 
1- Decide upon the confidence interval for the data 
2- Choose the lowest number of bits that has a value in the confidence interval. 
3- Choose the lowest order that meets the confidence interval with the ·number 
of bits selected in step 2. 
It is important to first minimize the number of bits and then the order because in 
performing data compression, the compression is inversely porportionate to the 
,._ 
number of bits. For the example of the ~-Analyst, because the data is used for a 
/ non-critical display I w9uld decide on 95 - 100% confidence interval. ( Remember 
.f, 
that this is merely a subjective decision ) . Following the technique outlined I would 
select a second order prediction using 2 bits. 
The fact that the second order polynomial provides the best prediction for the 
G-Analyst data should not be surprising since the equation for acceleration is second 
order: If the forcing function is known, it should be used for the formulation of the· . 
,:J 
predictions, but if not the method outlined will work. 
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. Chapter 4 
· LMS Predictive Compression 
., 
4.1 Introduction 
,. 
Chapter 3 dealt with the light Predictive Compression, in which the predic- · 
r/ tion is based upon fitting a n-1 degree polynomial ( exactly ) to the n previous points. 
When the number of points on which the prediction is based exceeds the number 
mandated by the degree of the polynomial, an exact fit is not possible. This chapter 
examines this case. 
4.2 LMS Predictive Compression 
The LMS Predictive compression discussed in this chapter uses Least Mean 
Square approximation to fit a degree m polynomial to n ( where n > m + 1 ) previous 
points. This polynomial is used to predict the next value of the data. For the special 
,,, 
case where the order of the prediction equal~ the degree of the generating 
polynomial the solution to the next point will be the same as the Tight Predi~tive 
' 
Compression { discussed in Chapter 3 ) of that order. The strength of this new 
i 
method is that when the degree of tt--10 generating polynomial and the number of data 
. . 
points to use are chosen correctly, it minimizes the effects of extraneous values on 
the prediction. 
4.3 Prediction Methodology 
Before deriving the equations of the predi.ction errors, we now provide the 
method that is used. The general form of a degree m polynomial is given by the 
equation 
· 26 
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m-1 
y( X) = L 8ii. 
[',. 
. 0 / I= 
" 
If this polynomial is used to flt the data at n points x = -1, -2, .. -n, the error 
at each point may be expressed as y( -i) -y( -i ). We use y( -i) to denotes the actual 
sample at time -i and y( -i ) to denote the corresponding point on the polynomial. 
,, 
Hence, the Root Mean Square, E, is given by 
t. 
' n 
,. 
nE2= L [ y( -i ) - Y( -i ) ] 2 • 
-i=1 
Clearly , E depends upon the absolute differences between the samples and 
corresponding points on the polynomial. Across n points this depicts how closely 
our predicted curve fits the one described by the data. E thus depends upon the 
choice of the polynomial coefficients. The next set of equations is found by taking the 
' derivative of E with respect to each of the a coefficients and setting the results equal 
·to 0. The reason for this method merits some explanation. Note th·at the graph of 
error E versus each of the polynomial coefficients appears as in figure 4.1. 
l, 
Figure 4.1. VARIATION OF RMS ERROR E BECAUSE 
OF A CHANGE IN POLYNOMIAL COEFFICIENTS 
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The derivative with respect to the coefficient indicates the slope of a line tangent to 
the curve at the point the derivative is evaluated. Finally, setting the derivative equal 
to O , the tangent line is horizontal and describes the point as shown in figure 4.2. ( 
In reality, one should also verify that the second derivative at the same point is 
positive to prove that the point is a minimum of the curve and not a maxima or a point 
of inflexion ) . 
( 
,. 
·. '. 
... , 
Figure 4.2. MINIMUM ERROR POINT SHOWING THE TANGENT TO 
THE CURVE IS- PARALLEL TO THE X-AXIS -
.... 
This point is of interest to us firstly because it indicates the RMS error between the 
n data points and the optimal polynomial. Secondly, this point gives conditions on 
the optimal polynomial coefficients and can therefore be used to determine that 
polynomial. · 
4.4 Prediction Error Formulae 
This method uses the Least Mean Squares method of approximation to 
fit a curve of a selected degree as closely to the last n-1 known data points as possible 
( where n-1 will be referred to as the Order of the prediction ) . Once the derivatives 
' 
are set to 9, the resulting equations are solved to find the constants a0 through a0 • 
28 
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The constants are replaced into the original formula for the curve to yield a formula 
for next predicted value on the curve of degree m that fits the last n-1 data points as 
best possible. 
c,, ' 
The general equation for the approximating polynomial of degree m is 
~ Y ( X ) = a0 + a1 X + a2 X 2 + . . . + am X m •. 
By the method described in the previous·section we find the RMS error E as: 
1 
E=-
fn 
n 
i=1 
This equation assumes that the samples at times -1, -2, .. -n are used to obtain the 
polynomial expression y( x ). This expression will then be used to predict y( O) ( the 
value of the current sample at time O). We use the following notation throughout this 
• 
chapter to ~implify the expressions. 
',• 
n n n 
i=1 i=1 i=1 
n n n 
L 
I 
L L ' I T = 1 ' T = • T = • n I ' ... ' I 0 1 N 
,· 
• 
i=1 i=1 i=1 
, . I 
To find the optimal polynomial coefficents , we differentiate the expression of E and 
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set the derivative to O to get 
• n 
E ( -1 )1+1 L - - ·jr (.> . ( -1 )m+1ami~] = 0 - - 1 y 1 -a0 + a11 - • • • + 2nE ao 
i=1 
In particular, by setting j = 0, 1, .. ,m and separating th~_,ummations, one gets 
oE 
~a m 
• 
• 
These equations can be expressed in ma~rix form _as 
Yo To T1 
y1 - T1 T2 -
"7' 
y T Tm+1 m m 
\ 
'\ 
••• 
a a. I 
• 
• 
T 
m 
Tm+1 • 
I 
T 2m 
=0, 
=0 
' 
• I 
ao 
-a 1 
(-1 )m+1am 
• 
. \ 
Because we have defined y'(O) as the prediction value and y'(O) = a0 regard~ss of 
. the,degree of the curve, a0 will always equal the ~prediction. Cramer's rule may be 
,, 
applied to g.et a0 in the form 
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Yo T1 T2 T 0 m 
y1 T2 ·r 3 ••• Tm+1 
• 
• y 
Tm+1 Tm+2 T2m m 
a = 0 To T1 T2 T m 
T1 T2 T3 ••• Tm+1 
• 
• 
T Tm+1 Tm+2 T2m m 
The above equation to predict the current value quickly becomes intractable as m 
increases. This is because both the determinants in the numerator and the 
denominator con_tain the term T2m. From simple algebra, one may show that T2m !s 
a polynomial of degree 2m+1 inn. Further, the algebraic expression for a0 can 
become very complex for large m ( and nearly impossible for ar1y real· time 
applications ) . We th~refore concentrate in this thesis on cases m = 1 and 2. · 
However, before we get to these cases, we would like to demonstrate that we are 
indeed getting the minima of RMS error E by choosing the polynomial coefficients 
a0 through am as above. To do this, note from our general derivative equation ( 
derivative with respect to a. ) that 
J 
n 
2nE 
dE 
= ( -1 )i+1 L i j [ y( i ) -aO +a1 i - ... + ( -1 )m+1am jm] = 0 . 
da. 
J i=1 
Differentiating or::,ce more with respect to a; , one .gets 
c)E 2 
2nE 
aa. 
J 
·~ 
+ 2nE 
aa. 2 
J 
-
-
n 
L i j - T. - J 
• 
=1 .•.. I 
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.... If the polynomial coefficients are chosen to make· ( E / 8i ) = O • then from the above 
equations, a2E / ~aj2 > 0 , implying that the optimal solution to E thus obtained, is 
indeed the minima of E. 
) 
; 
4.5 Linear Curve Fitting for Optimal Prediction 
This section is concerned with the case where the described curve is linear 
( and m = 1 ) . The general equation in this is given by 
By the method described in the previous section we find the optimal linear prediction 
., ' 
as: 
yo T1 
y1 T2 
~ . . y(O) = a = • 0 
• f, . 
, 
To T1 ...... " 
T1. T2 ., 
Using the standard summation techniques, one has the follo~1ing values for the 
variables TO and T1 : 
T = 0 
T= 1 
.. p. .. 
n 
i=1 
.•. 
n 
"' 
L • I 
i=1 
' 
-
- n 
n(n+1) 
-
-
,, 
' 2· II. 
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and 
T= 2 
.. 
n 
L, j2 = 
i=1 
I 
n ( n + 1 )( 2n +1) 
6 
\ 
• 
Substituting these values, one gets 
and 
Yo 
y1 
Thus 
,-...., 
y(O) = a0 = 
-r 
1 
T2 
2 
-
-
-
-
-
-
n 
n(n+1)/2 
n(n+1)/2 
n(n+1)(2n+1)/6 
n2 ( n2 - 1) / 12 . 
n 
.L n(n+1) y( -i ) . 
i =1 2 
n 
L i y{ -i ) n(n+1)(2n+1) 
i=1 6 
n 
• 
= n(n+1) L ( 2n +1-3i) y( -i) /6. 
i=1 
n 
n(n - 1) 
L < 2n +1 - 3 i ) y( -i ). 
i=1 
At first glance, this equation seems very complex and almost impossible to 
implement. However, it is easy to evaluate if the previous prediction y(-1) is available. 
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This is so because 
,• 
n 
y(-1) = 
,. 
2 
n(n - 1) L ( 2n + 1 - a i ) vc -i - 1 ) 
i=1 
n -1 
2 
= -- [ (n-1) y(-n-1)]+ L 
n(n - 1) 
i=1 
2 
= -- E (n -1) y( -n -1D + ~ 
n(n-1) ,· ~ 
i=2 
( 2n + 1 - 3 i ) y ( -i - 1 ) 
/ 
( 2n + 4 - 3 i ) y ( -i ) 
.. 
The last step in this last eql!,ation was achieved by change of variables. Finally, 
; 
combining this with the y{o) value, one gets 
y(O) - y(-1) = 2 n IT2n-2) y( -1) + (n -1) y( -n -1B - 3 ~ 
n{n-1) .. ~ y( -i ) . 
i=2 
One can thus see that calculations of y sequence may not be difficult. In 
particular, if (n-1) isa power of 2, then the conversion of y(-1 )to y{O) may be achieved 
';i 
through an architecture that contains only adders. and a divider to divide by n. Such 
an architecture is shown in figure 4.1 for n=5. 
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Figure 4.3. A PIPELINED ARCHITECTURE FOR LMS 
PREDICTIVE DATA COMPRESSION USING n=S 
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The prediction equation now becomes 
5 
[ 22 y( -1 ) + 2 y( -6 ) -~ L y( -i ) , 
5 
1 
y(O) - y(-1) = -
i=2 
• 
which clearly has simple form. The multiplication by powers of 2 can be achieved 
through proper shifts of binary words. One can see that in this case, the complexity 
of the hardware is proportional to log2n because most of the complexity is associated 
with the calculation ofthe,sum of the n-1 y( -i) terms. This is better than the complexity-
of the.architectures of Chapter 3. The architecture is again pipelined. Therefore the 
time to compute each new compressed sample [ y(O) - y(O) ] is simply equal to the 
slowest pipeline stage ( proba,bly the division by n ). Thus the throug~put of the 
architecture is independent of n. Performance data appears in table 4·.1 whereas the 
formulae for Linear LMS compression appear in table 4.2. 
# BITS 
1 
2 
3 
. ·-,~ 4 
5 
6 
7 
8 
Table 4.1. PERCENTAGE OF DATA POINTS COVERED 
USING LINEAR LMS COMPRESSION 
ORDER2 ORDER3 ORDER4 ORDERS 
83.540 77.039 72.647 69.039 
97.788 95.124 91.829 87.722 
99.558 99.379 99.112 97.776 
99.823 99.911 99.911 99.911 
1DO.OOO 100.000 100.000 100.000 
100.000 100.000 100.000 100.000 
· 100.000 100.000 100.000 100.000 
100.000 100.000 100.000 100.000 
-
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ORDER-6 
65.597 
84.492 
96.257 
99.822 
100.000 
100.000 
100.000 
100.000 
. 
l 
! 
e 
.. 
. ), 
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TABLE 4.2 PREDICTION ERROR FORMULAE FOR LINEAR 
POLYNOMIAL WITH PREDICTION ORDER 3 THROUGH 7 .. 
, 
ORDER PREDICTION ERROR 
2 y(O) - 2y( -1 ) + y( -2 ) 
3 3y(O) - 4y( -1 ) + y( -2) +2y( -3) 
3 
4 2y(O) - 2y(-1) -y(-2) +y(-4) • 
2 
5 10y(O) +8y(-1) -5y(-2) -2y(-3) + y(-4) +4y(-5) 
10 
6 15y(O) -10y(-1) -7y(-2) -4y(-3) -y(-4) +2y(-5) - 5y(-6) 
15 
4.6 Parabolic LMS Compression 
• 
.. 
For the case where the described curve is a parabola, the general equation 
• • 
. 1s g1v~n as : .. 
By the method described in the previous section we find the equation for y(O) 
reduced to:· 
. \ 
• 
e -.. 
... 
Yo T1 T2 
y1 T2 T3 
y2 Ta T4 • 
,v 
y(O) = a = 0 
To T1 T2 
T1 T2 T3 
T2 Ta T4 ...... 
In this case, using the values of T1 through T 4, the denominator of the above 
expression turns out to be 
n n(n+1) 
2 
n(n+1) n(n+1)(2n+1) 
2 6 
n(n+1)(2n+1) (2n+1)n2{n+1)2 
6 4 
.. 
n(n+1)(2n+1) 
6 
n2(n+1)2 
4 
n(n+ 1) {2n+ 1) (3n2+3n-1) 
30 
n3 ( n-1 )2 ,( n+ 1 )2 ( n+2) ( n-2) 
2160 
. ' 
.~· 
The numerator can similarly be simplified as ~ ' ' 
'· 
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n(n+1) 
2 
n(n+1)(2n+1) 
6 
n(n·+ 1) (2n+ 1) 
6 
n2(n+1)2 
4 
Y2 (~n+1)n2(n+1)2 n(n+1)-(2n+1)(3n2+3n-1) 
4 30 
yo n2 (cn+1)2 { n-1 ) ( n+2) ( 3n2+3n+2) 
720 
Y1 n2 ( n+1)2 ( n-1) ( n+2) ( 2n+1) 
120 
+ Y3 n2 ( n+1)2 ( n-1 ) ( n+2) 
72 
Thus the e>Eipression for y(O) becomes 
IV y(O) = 
3 
n(n+1){n-2) 
( 
n 
L · ( 3n2+3n+2 - 12 i+6 +10 i2 )y(-i) 
i=1 
' < 
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Once y(O) is computed, one can estimate the prediction error by evaluating y(O) -
y'(O). This prediction error for n = 3 through 7 is shown in Table 4.2 
TABLE 4.3 PREDICTION ERROR FORMULAE FOR SECOND ORDER 
POLYNOMIAL WITH PREDICTION ORDER 3 THROUGH 7 
ORDER PREDICTION ERROR 
3 y(O) - 3y( -1 ) + 3y( -2 ) - y( -3 ) 
4 4y(O) - 9y( -1 ) +3y( -2) +Sy( -3) -3y(-4) 
4 
5 6y(O) -·9y(-1)- +4y(-2) +3y(-3) -.3y(-4) 
' 5 
6 10y(O) -15y(-1) -3y(-2) +4y(-3) +6y(-4) +3y(-5) -Sy(-6) 
10 
7 7y(O) -9y(-1) -3y(-2) +y(-3) +3y(-4) +3y(-5) +y(-6) ..3y(-7) 
7 
From Table 4.3 one can see that the parabolic LMS data compression 
scheme is hard to implement in hardware for larger n values. 
The equations shown in Table 4.3 were used to evaluate data from the G-
Analyst. The results are compiled in Table 4·.4 
" 
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# BITS 
1 
2 
3 
~ 
4 
5 
6 
7 
8 
• 
. . 
Table 4.4. PERCENTAGE OF DATA POINTS(COVERED 
USING PARABOLIC LMS COMPRESSION 
ORDER3 ORDER4 ORDERS ORDERS 
65.603 75.755 74.555 74.064 
95.656 95.204 92.972 91.176 
99.202 99.112 98.665 99.020 
99.645 - 99.822 99.911 99.911 
99.911 100.000 100.000 ·• 100.000 
100.000 100.000 100.000 100.000 
100.000 . 100.000 100.000 100.000 
100.000 100.000 100.000 100.000 
., 
ORDER 7 
67.857 
89.911 
98.214 
99.911 
100.000 
100.000 • i 
100.000 
100.000 
Similar to results of Chapter 3, one can see that the compression ratio does not 
necessarily improve by incresing the order of the prediction. 
~,,,,, - ,,., 
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Chapter 5 
Conclusion 
' 
This thesis has explored different data compression strategies. The best 
compression technique amongst the more common compression strategies was 
based upon Half Byte Packing with a compression ratio of 2.17. Although this is an 
improvement, one desires better performance from compression methods. 
The new compression techniques dis·cussed in this thesis exploit the corre-
lation between neighboring points of the data sequence. There are two strategies 
that are discussed. Both assume polynomial characterization of local regions of tbe 
data sequence and use a set of previous points to predict the next point.· The .,~ 
difference between the data point and its prediction is stored to obtain a large 
compression ratio. 
The first strategy based upon tight fit of a polynomial may be implemented 
!'I 
through an O(n) complexity and 0(1) speed architecture ( n here is the number of 
previous points used in the prediction ). 
The second strategy which fits a smaller degree polynomial to larger number 
of points using least mean square error criterion gives the same performance. For 
polynomial of degree one, the implementation has complexity O(log n) and speed 
0(1). 
The utilization of these Predictive Compression methods on the data from th~ 
,, 
G-Analyst results in a compression ratio from approximately 5.2 ( based upon 5 bits. 
per reading for 100% confidence ) to 9.45 ( based upon 2 bits per reading for 97% 
-
confidence). Clearly, these techniques far exceed any of the previously accepted 
'''\ 
c'?mpression methods for an application such as this, and merit further investigation~ 
,_,. 
\ 
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