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Fundamental understanding of the effect of microscopic parameters on the dynamics
of probe particles in different complex environments has wide implications. Exam-
ples include diffusion of proteins in the biological hydrogels, porous media, polymer
matrix, etc. Here, we use extensive molecular dynamics simulations to investigate the
dynamics of the probe particle in a polymer network on a diamond lattice which pro-
vides substantial crowding to mimic the cellular environment. Our simulations show
that the dynamics of the probe increasingly becomes restricted, non-Gaussian and
subdiffusive on increasing the network rigidity, binding affinity and the probe size.
In addition, the velocity autocorrelation functions show negative dips owing to the
viscoelasticity and caging due to surrounding network. These observations go with
general experimental findings. Surprisingly for a probe particle of size comparable to
the mesh size, unrestricted motion engulfing large length scales has been observed.
This happens with the more flexible polymer network, which is easily pushed by the
bigger probe. Our study gives a general qualitative picture of transport of probes in
gel like medium, as encountered in different contexts.
I. INTRODUCTION
The dynamics of particles in complex fluids is a subject of fundamental interest in
physics [1], chemistry [2], materials science [3] and biology [4–7]. This is an omnipresent
situation, where a tracer particle transports through a crowded environment and its mean
squared displacement (MSD) scales as tα [8–13] with α < 1 so that the dynamics is
subdiffusive. A purely diffusive regime is when α = 1 and generally achieved in the long
time limit or in the absence of any crowders. In-vivo examples involve tracer particles
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2in the cytoplasmic fluid of living cells [14], intracellular transport of insulin granules
[15], anomalous diffusion of telomeres in the nucleus of mammalian cells [16], diffusion of
protein through nuclear pore complex (NPC) [12, 13, 17, 18] and mucus membrane [19]
etc. Other in-vitro examples include nanoprobe motion in polymer matrix [20], gel [21, 22],
polymer films [23, 24]. For another class of systems where the dynamics are driven by some
external or internal energy consumption into directed motion [25], α has been found to be
greater than 1 and termed as superdiffusion [26]. For example, polymer chain in active bath
[27, 28], particle diffusion in bacterial bath [29], energy consuming catalytic enzymes [30, 31].
Experimental techniques such as Fluorescence Correlation Spectroscopy (FCS) [32, 33] and
single particle tracking [24, 34] are routinely used to monitor the spatio-temporal dynamics
of small molecules and nanoprobes in polymeric environments or biological cells. Such
experiments have shown that the tracer dynamics in such complex medium is non-Gaussian
in addition to being subdiffusive [35–37]. The non-Gaussianity and subdiffusive behavior
are often short time phenomena and arises due to heterogeneity in the medium. For
example, one often observes anomalous diffusion of artificially introduced tracer particles
in the cytoplasmic fluid of living cells [14]. Another important, yet less explored, aspect
is the nature of the anomalous diffusion in bio-gel, which are polymer networks consisting
of actin and other biofilaments through which biomolecules diffuse [38–40]. Bio-polymer
gels are ubiquitous in living organisms. Except for bones, teeth and nails, mammalian
tissues are largely gel-like materials that are mainly composed of protein and polysaccharide
networks with a water content of up to 90% [41]. The morphology of the matrix, i.e,
the mesh-like structure and sticky interaction of polymer allows the passage of certain
molecules like signaling proteins, nutrients and drugs [42] and can reject bacteria, toxic
agents etc [43]. Thus, sticky polymer-based mucus hydrogels are robust and serve as
selectively-permeable biological particle filters that play a crucial role in tissue protection
[19] and cell functioning of human and animal bodies [44]. However, for attractive (or
sticky) interaction, the tracer particle can bind with the polymer which eventually slows
down the diffusion process [45, 46]. At long time, the polymer matrix relaxes and the tracer
follows free diffusion. Alternatively, for repulsive (or nonsticky) interaction between tracer
and polymer gel, diffusion will be much faster than free Brownian motion which enables the
organism to effectively transport biomolecules [47, 48]. However, recently a mechanism has
3been proposed, where the transporting particles bind to a crosslinking of a polymer gel and
breaks the crosslinking in the long time scale and shows enhanced diffusion [17]. This goes
hand-in-hand with the earlier theoretical prediction of faster diffusion of proteins through
gel like central plug of NPC, facilitated by the fluctuations of the gel [7].
The density of the polymer network [49], chain stiffness [50], solute size [17] and the
geometrical arrangement of the polymer chains [21] are major factors in the regulation
of numerous cellular processes [51]. Recently, it has been observed that crowding affects
protein folding and stabilization [52], gene expression [53], cellular signaling [54], and
conformational transition of macromolecules [55]. Inside a cell, molecular crowding may
reach a volume occupation of up to 40 % and thus lead to the slowing-down of diffusion
[1, 14, 56]. Indeed, it has been observed that particles inside the living cell exhibit
anomalous diffusion with the scaling exponent α in the subdiffusive range [1]. A wide range
of α ∼ 0.4 − 0.9 has been reported for the motion of membrane protein and lipids [57],
messenger RNA molecules in E. coli bacteria [58], lipid granules [59], chromosomal loci [60],
hair bundles in ears [61] etc. While crowding would be expected to hinder the particle’s
mobility [62], it enhances the search process of reactive proteins for colliding with each
other, essentially increasing the rate of biochemical reactions [63]. In addition, crowding
can change the free volume of the polymer gel in response to external stimuli such as a
change in temperature, humidity, and pH [24, 64, 65].
Often the dynamics of tracer particles in polymeric environment (solution or gel) is
different on short and long time scales [66]. At relatively short time scales, the polymer
matrix imposes barriers to tracer’s diffusion within the void space [67] and the motion of
the tracer turns out to be transiently subdiffusive [68]. On the long time scale, structural
reorganization happens within the gel and the MSD crosses over to Brownian motion
[69–71]. Moreover, it is experimentally observed that the distribution of the tracer’s
displacement is not always Gaussian for Brownian diffusion [72, 73]. The observed anomaly
in such systems is addressed by various stochastic processes. These include continuous time
random walks (CTRW) and fractional Brownian motion (FBM) [74–77]. CTRW models
are closely related to temporary cages formed by the polymers (or the crowders) whereas
FBM is typically associated with the motion of a random walker in a viscoelastic medium
4[78]. However, the physical origin of the non-Gaussianity in the displacement distribution
remains an open question [79]. This has been rationalized with the hypothesis that a tracer
can have a distribution of random diffusivities which can lead to a slower (or caged) and
faster motion in a complex environment [80–85]. Still, a consensus is lacking on the physical
picture of the anomalous diffusion and non-Gaussian distribution of passive tracer particles
in a complex and crowded environment [1].
In this paper we focus on elucidating the effects of probe or tracer size, probe-polymer
interaction and network stiffness on the nanoprobe transport through a polymer-network.
Biological cells, membranes provide a gel-like environment and nanoprobes are often
biomolecules such as proteins, RNA [14, 17, 19, 21, 22, 33]. We look at the transport of a
Lennard-Jones probe in a polymer network on a diamond lattice, which provides substantial
crowding. In particular, we emphasize on how the affinity of the nanoprobe to the network
influences the transport. Specifically, increasing the stickiness or the binding affinity of
the probe to the network leads to caging resulting confined non-Gaussian subdiffusion
in the short to moderate time. On the other hand, on increasing the stiffness of the
network as one may encounter in polymer hydrogel with low humidity content, we see
narrower displacement distribution as observed in single molecule tracking experiments
[24]. Our observation for large probes comparable to network mesh size is quite interesting.
Our simulations show that moderately sticky larger probes in a relatively flexible polymer
network stretches the network and has a finite but small probability to make large amplitude
motion. Smaller tracers do not show such mode of transport. On increasing the stiffness
of the network, even bigger probes cannot efficiently stretch the network and the large
displacement motion ceases.
The paper is arranged as follows. In Section II we present the simulation details. The results
and discussion are given in Section III and we conclude the paper in Section IV.
II. SIMULATION DETAILS
The simulations are carried out using LAMMPS [86], a freely available open-source molecular
dynamics package. In describing the model system, the Lennard-Jones parameters (σ and
5) and mass m are the fundamental units of length, energy and mass respectively. All the
particles in the system have identical masses (m). Accordingly, the unit of time is τ =
√
mσ2

.
All other physical quantities are therefore reduced accordingly, expressed in terms of these
fundamental units, σ,  and m and presented in dimensionless forms. The polymer network is
created on a diamond lattice and consists of 9883 number of monomers, each of diameter σ.
The lattice coordinates are generated using an open-source package VESTA (Visualization
for Electrical and Structural Analysis) [87]. Thus each lattice site has a monomer and each
monomer is connected to four neighboring monomers through finitely extensible nonlinear
elastic (FENE) spring. A snapshot of the gel is presented in Fig. (1). The FENE potential
is as follows.
VFENE (rij) =

−kr2max
2
log
[
1−
(
rij
rmax
)2]
, if rij ≤ rmax
=∞, otherwise
(1)
where rij is the distance between two neighboring monomers in the polymer network with
a maximum length rmax = 2.5σ and k is the force or the stiffness constant, a measure of
the network stiffness and has the unit of 
σ2
.
The non-bonded attractive interactions between monomers of the polymer network
and tracers are modeled by Lennard Jones (LJ) potential:
V ijLJ(rij) =

4ij
[(
σij
rij
)12
−
(
σij
rij
)6]
, if rij ≤ rijcut
= 0, otherwise
(2)
In the above expression, the subscripts i and j represent both the monomers and the tracers,
rij is the separation between two particles i and j and ij is strength of the attractive
interaction or binding affinity, σii is the diameter of the particle i and σij is the sum of the
radii of two interacting particles, σij =
1
2
(σi + σj) and r
ij
cut = 2.5σij is the cutoff radius for
monomer-tracer pair interaction.
The monomer-monomer and the tracer-tracer interactions are set as purely repulsive
6FIG. 1: A snapshot of the tracers (red) inside the polymer network (blue). The snapshot is created
with Visual Molecular Dynamics (VMD) package [88]. Only a part of the polymer network is
shown.
7and modeled by the WeeksChandlerAndersen (WCA) potential [89]:
VWCA(rij) =

4ij
[(
σij
rij
)12
−
(
σij
rij
)6]
+ ij, if rij ≤ (2)1/6σij
= 0, otherwise
(3)
For WCA i = j and ii = .
For each simulation, the system consists of 10 tracers, which are packed into a cubic
box of length 38σ. Periodic boundary conditions are set in all the three directions. The
time step δt = 0.001τ is chosen to be a constant in all the simulations. After equilibrating
the system long enough so that the average monomer-monomer distance is nearly constant
and found around 1.12σ (not shown), which is also a crude measure of the mesh size for
the polymer network. All the production simulations are carried out for 3 ×106 steps. The
positions and velocities of the tracer particles are saved every 10 steps. All the simulations
are performed using the Langevin thermostat and equation of motion integrated using
velocity Verlet algorithm in each time step.
We implement following underdamped Langevin equation to simulate the motion of
the ith particle of our system with mass m with the position ri(t) at time t:
m
d2ri(t)
dt2
= −ξ dri
dt
−5
∑
i
V (r − ri) + fi(t) (4)
Where ξ is the friction coefficient and ξ = 1, m = 1 in all the simulations, fi(t) is the
Gaussian thermal noise with the statistical properties,
〈f(t)〉 = 0, 〈fα(t′)fβ(t′′)〉 = 6ξkBTδαβδ(t′ − t′′) (5)
where kB is the Boltzmann constant, T is the temperature and δ represents the Dirac delta-
function, α and β represent the cartesian components. We consider the thermal energy
kBT = 1. In our simulations, we choose four different values of ij(= 2, 3, 4, 5), four different
values of tracer sizes σii(= 0.3, 0.5, 1, 1.5) and three different values of k(= 5, 10, 15). We do
not include the hydrodynamic interaction in our simulations.
8III. RESULTS AND DISCUSSION
A. Mean square displacement, time exponent and long-time diffusivity
In order to study the influence of polymer network on the dynamics of nanoprobes, we con-
sider the time-and-ensemble average of mean square displacement
(〈
δ2(τ)
〉)
as a function of
lag time τ . First we compute the time-averaged MSD, δ2(τ) = 1
T−τ
∫ T−τ
0
[r(t+ τ)− r(t)]2dt,
for all the initial time t along the same trajectory. The ensemble average MSD (〈δ2(τ)〉)
is defined as the mean square displacement for each particle during time τ and then
average over the entire ensemble (over independent trajectories) i.e 〈δ2(τ)〉 = 1
N
∑N
i=1 δ
2
i (τ).
Finally, the time-and-ensemble-averaged MSD
(〈
δ2(τ)
〉)
is obtained by performing double
averaging, which means time averaging followed by ensemble averaging. For a given set of
parameters we generate 50 trajectories of the tracer. Thus all our simulation results are
averaged over 50 trajectories, which means running 5 independent simulations each with 10
tracers.
Fig. 2 (a), (b) and (c) depict the variation of MSD obtained by double averaging
(
〈
δ2(τ)
〉
) against the time difference (τ) for a range of binding affinities (), probe sizes
(σ) and chain stiffnesses (k) in log-log scale. Fig. 2 (d), (e) and (f) show variations for
the corresponding time exponents α(τ) defined as α(τ) =
d〈δ2(τ)〉
d log τ
as a function of lag time
τ . For these parameters, both
〈
δ2(τ)
〉
and α(τ) clearly exhibit three distinct regimes −
short time ballistic regime (α ≈ 2), intermediate subdiffusion (α < 1) and long time nearly
free diffusion (α ≈ 1). Because, at very short time, the motion of the tracer is not affected
by the polymer network and it moves ballistically (since we simulate an underdamped
Langevin equation Eq. (4)). As the time progresses, the tracer starts feeling the existence
of the polymer network resulting an intermediate time slowing down of the motion of the
probe particle. However, at long times, longer than the longest relaxation time of the
network, the tracer performs nearly free diffusion.
With increasing σ,
〈
δ2(τ)
〉
of the particle grows slower reflecting the efficient caging
and restriction of escaping of the bigger probe particle [67]. Particles with a smaller size
can pass through the cages formed by the polymer network easily, while the particles with
9relatively higher σ are transiently trapped in these cages (see Supplementary Movie 1)
and show intermediate time strong subdiffusive behavior (α << 1). At longer lag time
τ , the tracer escapes out from the cages and eventually, the dynamics become diffusive.
Similar trends in
〈
δ2(τ)
〉
are also observed at different  values. Higher the , stronger the
subdiffusive behavior and smaller the exponent α. This happens since with increasing ,
the tracer tends to bind with the gel particles for a longer duration which leads to a slow
down of
〈
δ2(τ)
〉
(see Supplementary Movie 2). In the case of varying k, keeping  and σ
constant, the polymer gel (network) particles become less mobile and form nearly static
cages at higher k which suppresses the motion of the tracer (see Supplementary Movie 3
and 4). Thus,
〈
δ2(τ)
〉
and α(τ) exhibit strongly subdiffusive behavior with increasing k as
shown in Fig. (2). In single particle tracking experiment with small organic probe molecules
as the probes in polymer thin films, drying of the polymer films also have resulted similar
stronger subdiffusion of the probe [24]. However, From Fig. (2) we see that the effect of k
on
〈
δ2(τ)
〉
and α(τ) is more profound in comparison to  and σ. We plot the trajectories
of the tracer particle obtained from the simulation in Fig. (2) and those are consistent
with both
〈
δ2(τ)
〉
and α(τ). On increasing the chain stiffness (k), stickiness () or the
probe size (σ) the trajectories become more localized confirming more restricted motion.
These trajectories are like conformations of polymers and as , k or σ increases local-
ization of the trajectories can be viewed as conformations of polymers in poorer solvents [23].
The effect of binding affinity and network stiffness on the dynamics of the probe is
further characterized by calculating their long-time diffusivity Dα. At longer time
differences, we have reproduced the diffusivity ratio
(
Dα =
〈δ2(τ)〉
6τα
)
for a range of
α(τ)(0.92 − 0.98) and the long-time diffusivity Dα will be the average over all these
diffusivities. We tabulate D
α
D0
at different  and k for probe size σ = 0.5 in Table (I) where
D0 is the diffusivity of the free particle of same size obtained from independent simulations
of the probe in absence of the network (simulation data not shown). A significant reduction
of Dα has been observed in Table (I) indicating the trapped motion of the probes in
complex environment. Our reported diffusivities are in the same range as reported in the
context of protein diffusing through model NPC central plug [17].
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 2 3 4 5
Dα
D0
0.0633 0.0421 0.0345 0.0272
k 5 10 15
Dα
D0
0.0633 0.0303 0.0145
TABLE I: Diffusivity ratio
(
Dα
D0
)
for different  with σ = 0.5, k = 5 and for different k with  = 2,
σ = 0.5 with α = 0.92− 0.98.
B. Velocity autocorrelation (Cv(τ))
Other than MSD, in order to characterize the dynamics, especially what is happening at short
time, we look at the velocity autocorrelation (Cv(τ)), which is defined as Cv(τ) =
〈v(t+τ).v(t)〉
〈v2(t)〉 .
Plots of Cv(τ) vs τ are shown in Fig.(3). In case of simple Brownian motion, Cv(τ) is always
positive and decays exponentially to zero at longer lag time τ , when the motions become
completely uncorrelated. However, a pronounced feature of the Cv(τ) plots in Fig.(3) for
higher values of σ, , k are dips into negative values at short time, an indication of negative
correlation in the probe motion. Such negative correlations can emerge primarily from two
different mechanisms: the first is FBM [90] and the second is confined CTRW. The negative
dips in Cv(τ) are more with higher  and σ. This can clearly be seen by comparing the black
solid curve and the dash-dot red curve in Fig.(3) (a) corresponding to (Cv(τ)) for  = 2
and  = 5. This is a manifestation of the viscoelastic response of the medium. For higher
 and σ, the probe attaches with the polymer network and moves back and forth following
the motion of the polymer network. As a result, the motion of the probe in one direction is
likely to be followed by the motion in opposite direction. Thus, FBM in viscoelastic medium
emerges as the dominant mechanism for the motion of the probe. However, for higher k,
the network will become rigid and form static cages. The probes are confined within these
cages and doing jiggling motion. The probe collides with the polymer chains and scatters
back within the cages. This leads to the confined CTRW type motion. Hence, we can get
an intuitive picture about the dynamics of the probe in polymer gel. In general, CTRW
and FBM both operate at the same time and account for the trapped motion that lead to
negative velocity autocorrelation at short time [9] but as the polymers become more rigid
the contributions from confined CTRW dominate.
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C. van-Hove function
To gain a deeper understanding of the underlying complex movement of the tracer
probe particle in the polymer network, we analyze the probability distribution function
P (∆x; τ) ≡ 〈δ(∆x− (x(t+ τ)− x(t)))〉 in one dimension where x(t + τ) and x(t) are
the positions of the tracer along x direction at time (t + τ) and t respectively. P (∆x; τ)
corresponds the time-and-ensemble averaged self part of the van-Hove function. Thus the
van-Hove function or the distribution is calculated from a single trajectory and that single
trajectory is constructed from different individual realizations (independent trajectories).
Plots of P (∆x; τ) are depicted in Fig.(4) with the corresponding Gaussian distribution
functions for the free Brownian motion, P (∆x) = 1√
2pi〈∆x2〉 exp
(
− ∆x2
2〈∆x2〉
)
. For relatively
smaller values of , σ and k, P (∆x; τ) is almost Gaussian at relatively short and long lag
times and for the intermediate times it is non-Gaussian. For relatively higher values of , σ
and k, P (∆x; τ) deviates from Gaussianity even at longer time lags which describes the
trapped motion of the probe. However, due to confined motion, the distribution functions
become narrower with increasing , σ and k. A careful observation indicates that this is
not the case for σ = 1.5, when the probe size is comparable to the mesh size (σmesh ≈ 1.12)
of the network. In case of this large probe (σ = 1.5), P (∆x; τ) deviates more from the
Gaussian distribution with increasing time differences (red curve in Fig.(4) (f)). This
happens because for higher σ, the probe stretches the network which gives rise of the fat
tails in the distribution function at longer time differences [17]. These tails go beyond the
tails of the distributions for σ = 1 and σ = 0.5 having much higher values at that length
scale (σ ≈ 4) and even overlap with the distribution for the smaller tracer (σ = 0.3), which
is capable of moving larger distances owing to its smaller diameter without being much
interrupted by the presence of polymer network. However, these are rare events because the
probability associated with these large displacements are low. On the other hand due to
the topological constraints for the network, though the bigger probe stretches the network
but cannot escape (as in our simulations, the network cannot break). If network breakage
were allowed, the bigger probe would have escaped and shown enhanced diffusion. This
could be a plausible mode of transport of proteins through NPC [7, 17]. This is further
confirmed from the results shown in Fig.(5) where we plot P (∆x; τ) for σ = 1.5 at longer
time differences (τ = 100, 1000, 10000) with different k(= 5, 15) keeping  = 2. For k = 5,
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the distribution becomes broader at longer time differences, contrary to the situation where
the distribution is narrower for k = 15 at the same time differences, when the network is
too rigid even for the bigger probe to stretch efficiently. But for small probes, on increasing
the k which is qualitatively similar to a situation where the polymers dries up, as in
polymer thin films at lower humidity with small free volume, the distributions for the small
molecule probes become narrower [24]. This can clearly be seen from Fig.(4) (g), (h) and (i).
We plot the distribution functions for q in Fig.(6), where q represents all the three
x, y and z directions. The trends are same in all the directions which means there is no
preferred direction of motion of the probe contrary to the directed motion as observed in
living systems [25, 26].
D. Angular distribution function
To quantify the trapped motion of the probe further, we consider
the angular distribution function P (θ; τ) [20], where the angle θ(τ) ≡
cos−1
(
(r(t+ τ)− r(t)) . (r(t+ 2τ)− r(t+ τ))
|r(t+ τ)− r(t)||r(t+ 2τ)− r(t+ τ)|
)
between spatial displacements sepa-
rated by lag-time τ taken successively along the trajectory which essentially means each
trajectory of a probe can be viewed as a snapshot of polymer conformations. Thus,
P (θ; τ) = 〈δ(θ − θ(τ))〉.
For isotropic displacements, the probability of finding the probe with the orientation
given by the angles θ and φ is
∫ ∫
1
4pi
sin θdθdφ where the probability distribution function
P (θ, φ) = 1
4pi
for the purely isotropic case. With this, it is straightforward to show that
P (θ) = sin θ
2
for isotropic displacements. Hence, any deviations from sin θ
2
would be a measure
of correlated motion of the probe. Fig. (7) shows significant deviation from sin θ
2
at short
times reflecting the trapped or in other words correlated motion of the probe. However,
at longer time differences, P (θ; τ) almost merges to sin θ
2
for all the parameters showing
the long time nearly isotropic diffusion of the probe. For short time with increasing values
of σ, , k, which facilitate trapping, P (θ; τ) shifts more towards right which is compatible
with the picture where the probe revert their motion frequently as a consequence of the
viscoelastic response of the medium or the jiggling type motion inside the cages. For
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example in Fig. (7) (a), the curve for  = 5 (red) has the peak at a higher θ compared to
any other lower . However the plots for the same set of parameter at higher τ = 1000
almost overlap with each other and also with the sin θ
2
curve as can be seen from Fig. (7) (c).
This confirms that though the probe motion has some short time heterogeneity, in the long
time it is homogeneous. This is consistent with the fact that the polymer network is on a
lattice which is globally homogenous (beyond a length scale) but has local heterogeneity.
This local heterogeneity is probed in the short time but no signature of this heterogeneity
remains in the long time.
IV. CONCLUSIONS
A large number of transport processes in biology and materials science occur in crowded
medium. Gel-like materials form a subclass of such crowded media, examples of which
include the central plug of NPC [7, 17, 18], mucus membrane [19, 42], polymer thin films
[23, 24], actin networks [38–40]. In this paper we analyze the effect of the size of the
probe, stickiness of the probe to the network and the rigidity of the network on the probe
dynamics in a polymer network (gel), constructed on a diamond lattice. The diamond
lattice provides substantial crowding but ensures homogeneity, beyond a length scale which
is accessible in moderate to long time. Thus our system is quite different from systems
with inherent heterogeneity, where different regions have different mobilities [9, 81, 83].
In general, on increasing the stickiness, probe size and the network rigidity, dynamics of
the probe slows down, becomes more and more subdiffusive with narrower non-Gaussian
distributions in the short to intermediate time. In addition, in the short time, the velocity
autocorrelation functions have negative dips owing to caging of the probe, where FBM
and CTRW both contribute. However, on increasing the rigidity of the network, motion of
the probe becomes more confined as experimentally observed in the case of small molecule
transport in polymer thin films at lower humidity [24] or on lowering the temperature
towards the glass transition temperature (Tg) [23]. On the other hand, to our surprise, for
a probe comparable to the mesh size of the network with moderate stickiness, the long time
displacement distribution shows fat tails confirming stretching of the network. However,
these are rare events since the associated probabilities are quite low due to the topological
constraint on the network. In other words, the network can stretch to a finite length but
14
cannot break. This could be an important mode of transport for larger probes in a gel-like
environment in general.
We hope that our study, based on molecular dynamics simulation of probes in a
polymer network will shed some light in understanding a large number of phenomena
involving transport of probe particles (from molecular to nano sized) through gel like
medium and in crowded medium in general.
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FIG. 2: Plots of
〈
δ2(τ)
〉
vs τ and the corresponding exponents (α) for different tracer-monomer
binding affinities () with σ = 0.5, k = 5 ((a), (d), (g)), different sizes of the tracer (σ) with
 = 2, k = 5 ((b), (e), (h)) and the stiffness constants (k) with σ = 0.5,  = 2 ((c), (f), (i)). The
single trajectory plots along with the network monomer positions (cyan) at the beginning of the
simulations are shown in (g) for different values of , different values of σ (h) and different values
of k (i). Color codes remain the same.
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FIG. 3: Plots of the VACF (Cv(τ)) vs lag-time τ for different tracer-monomer binding affinities ()
with σ = 0.5, k = 5 ((a)), different sizes of the tracer (σ) with  = 2, k = 5 ((b)) and the stiffness
constants (k) with σ = 0.5,  = 2((c)).
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FIG. 4: Plots of the self part of the van-Hove functions in x, P (∆x; τ) at three different lag-times
τ (10, 100, 1000) for different tracer-monomer binding affinities () ((a), (b) and (c)) with σ = 0.5,
k = 5, different sizes of the tracer (σ) ((d), (e) and (f)) with  = 2, k = 5 and the stiffness constants
(k) ((g), (h) and (i)) with σ = 0.5,  = 2.
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(a) (b) (c)
FIG. 5: Plots of the self part of the van-Hove functions in x, P (∆x; τ) for three chosen lag-times τ
(100, 1000, 10000) with σ = 1.5,  = 2 and k = 5 and k = 15. Solid lines represent best Gaussian
fits.
(a) (b) (c)
FIG. 6: Plots of the self part of the van-Hove functions in q, P (∆q; τ), where q represents either
of x, y z, for three chosen lag-times τ (10, 100, 1000). The parameters used are σ = 0.5,  = 2 and
k = 5.
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FIG. 7: Angular distribution functions P (θ; τ) for the angle θ at three lag-times τ (10, 100, 1000)
for different tracer-monomer binding affinities () ((a), (b) and (c)) with σ = 0.5, k = 5, different
sizes of the tracer (σ) ((d), (e) and (f)) with  = 2, k = 5 and the stiffness constants (k) ((g), (h)
and (i)) with σ = 0.5,  = 2.The green solid lines represent the corresponding isotropic distribution
sin θ
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