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Abstract—Tele-operation can enable an operator to control a
robot remotely in inaccessible and hazardous environments.
However, controlling a robot remotely via a conventional monitor
and control panel can be difficult and slow. To achieve faster and
more dexterous operation of the robot, enhanced 3D perception
and some form of tactile or neural feedback is needed to achieve
some degree of embodiment within the robot’s physical structure
and world. To achieve this objective we have devised an
immersive tele-operation system comprised of a stereo vision
headset and an electro-tactile feedback system that is worn by the
operator, connected to stereo cameras and various sensors
mounded on the robot. This arrangement enables the remote
operator to see in 3D what the robot sees and experience what the
robot feels via electro-tactile feedback in response to hand
gesture based control actions. We provide experimental results
showing how our tele-operation system can enable the operator to
achieve better control of a mobile robot via a sense of being
partially “embodied” within the robot.
Keywords— Embodiment, electro-tactile feedback, TeleOperation

I.

INTRODUCTION

Tele-operated robot technologies can allow humans to
work in hazardous or remote places from a safe location. For
example, an operator can control robotic equipment at distant
or inhospitable locations conveniently from their office,
greatly reducing both the operator’s travel time and injury risk
[1]. Such systems can also allow the operators interactions
with the environment to be scaled up or down to achieve
larger or smaller action and forces. There are many
applications of tele-operation such as: mining machinery [2],
underwater maintenance [3], bomb disposal [4], hazardous
waste removal [5], space missions [6] and tele-surgery [7].
Dolezal [8] states that tele-operation can be successful if
there is a good match between the perception and interactions
of the operator and the robot. Furthermore, Such a close
coupling between perception and action is an important factor
is in achieving a sense of the embodiment with the robot as a
consequences of tele-operation as explained by Haans and
Ijsselsteijn [9]. Blanke and Metzinger [10] state that
embodiment can be the experience and effect of having and
using a body in a virtual environment or virtual agent within
the robot. [11].

Embodiment only happens when the properties of the
agent/robot are processed similarly to the properties of the real
body [12]. To achieve embodiment, three sense concepts must
be incorporated, namely: sense of location, sense of agency
and sense of body ownership. Sense of location refers to the
out of body experience in which the operator perceives
themselves to be outside their real body [13]. Sense of agency
refer to the sense of having control [10]. Finally, sense of body
ownership relates to body feeling sensations [14]. To fulfill
these requirements a tele-operation system must have an
appropriate operator interface to both control the robot and
achieve multi sensory feedback. Most existing tele-operation
systems that attempt to fulfill these requirements are
cumbersome and complex making it difficult for an operator
to achieve a sense of embodiment with the robot.
This paper proposes a combined 3D perception and
electro-tactile feedback system to address some of these
drawbacks. Our system utilizes a data glove to control the
robot, a 3D stereo-vision headset to perceive the robot’s
environment and multiple channels of tactile feedback
achieved with wireless electro-tactile feedback units.
3D stereo-vision helps the operator to gain depth
perception that is not available with conventional display
screens [15]. In addition, the electro- tactile feedback which
delivers a mild electric current to specific nerves within the
skin which can enrich the operator’s awareness of the robot’s
situation and interactions with environment [16].
This paper is organized as follows: In Section II we
provide a brief overview of previous research on visual and
haptic feedback systems with respect to controlling robots via
tele-operation. In Section III the implementation details of our
tele-operation system are presented. Section IV describes
experiments we undertook which demonstrate the
effectiveness of our tele-operation system. Concluding
remarks are provided in Section V.

II.

BACKGROUND

One of the first classical experiments performed to
demonstrate the concept of embodiment is called the Rubber
Hand Illusion (RHI) [17]. This involves placing a substitute
rubber hand in a position where it appears to be one of the
subject’s own hands and subjecting it to the same sensations as
the real hand which is placed out of view of the subject. When
the user reports that the rubber hand feels like it is their own
hand the demonstrator then impacts the rubber hand with a
mallet with usually makes the subject exhibit considerable
distress.
Although the RHI experiment demonstrates the concept of
embodiment, achieving the same effect with robotic
equipment has proven to be a more challenging task. This
usually involves devising a human-computer interface that
enables the robot to be remotely controlled at the operator’s
will while simultaneously seeing what the robot sees and
experiencing what the robot feels. If done well the operator
feels as if he is physically transposed into the robot’s body and
capable of interacting with the environment dexterously.
However, most existing immersive tele-operation systems fall
somewhat short of this goal.
Tele-operation can be established by using a joystick to
control a robot with video on screens as feedback [18], [19].
Although such systems can give the operator adequate control
of the robot and sufficient perception of the robot’s world, this
arrangement is generally not sufficient to achieve a sense of
embodiment. VR headsets can help to make the operator feel
more immersed in the robot’s world, however headsets which
use monoscopic vision may have difficulties where the task
requires depth perception [15], [20].
To achieve a more immersive experience and improved
depth perception stereoscopic vision is needed. Stereoscopic
head mound display can also increase the agility and
efficiency of the operator [21] especially if some degree of
embodiment is achieved. However, interacting with the
environment can still be difficult if no tactile feedback is
provided.
To improve interactivity haptic feedback can be added to
the tele-operator system. This usually involves devising some
type of feedback systems which can be felt via the operator’s
skin, for example: heat [22], vibration [23], force [24] and
electricity [25]. Visual and haptic feedback can also improve
the performance of the tele-operation system and decrease
control effort needed to perform specific tele-operation tasks.
For example, in [7] a tele-operation system with haptic
feedback was used to facilitate tele-surgery with positive
results. This system made the operator more aware of the
pressure of tele-operated surgical instruments. In [26],
experiments were performed to determine how to control a
robot doing various assembly tasks, both with and without
haptic feedback. Similar experiments were also conducted in
virtual reality to determine how a haptic feedback system can
improve the interactivity and speed of various assembly tasks
[27].
However, equipping both the robot and the operator with a
haptic feedback system can be difficult to setup, complex and

expensive, particularly if the feedback is delivered to the
operator via electro-mechanical linkages. For example, in [24]
feedback information on the position of a robot arm is
delivered to the operator via pulleys attached to weights to
effect forces between the operator's waist and hand. In [28],
feedback sensations such as tapper, dragger, squeezer and
twister are achieved using servo motors.
Vibration has also been used to deliver haptic feedback for
performing various tasks.
in [23], a vibro-tactile and
mechanical torque feedback system was used for controlling a
robotic arm. Here, the operator's arm connected by a belt to a
DC motor. This system is used as force feedback to link the
robot arm to the operator. Information about the profile of
objects surrounding the robot's gripper via six vibro-tactile
feedbacks implemented as servo actuated bracelets.
As all these haptic feedback systems involve electromechanical actuators and/or linkages, they are rather
cumbersome to wear and can confine the operator’s motions.
Moreover, they can make it difficult for the operator to
achieve embodiment because the operator becomes more
aware of the feedback mechanisms attach to the operator’s
body than the robot’s environment, as explained in [29].
An electro-tactile feedback device produces varying
electric current to stimulate nerves within the skin via
electrodes in order to deliver haptic feedback to the user.
Consequently, this form of haptic feedback system can give a
variety of sensations without the need for mechanical actuators
or linkages. This can dramatically reduce the amount of
hardware needed to deliver haptic feedback to the operator.
Another advantage of electro-tactile feedback is that it can
be modulated by varying the frequency and amplitude of the
voltage delivered through the skin to the sensory nerves. This
can give a diverse range of sensations, without desensitizing
the nerves as explained in [16], [25] and [30].
Although electro-tactile feedback cannot replicate all the
tactile sensations experienced by humans via the sense of
touch, it can deliver analogues that can enable the user to
experience a wide range of sensations from a variety of
sensing devices and respond appropriately. In the following
sections we describe the implementation details of our electrotactile tele-operation system and some preliminary
experiments that we were able to achieve.
III.

ELECTRO-TACTILE FEEDBACK SYSTEMS

To demonstrate the benefits of our electro-tactile teleoperation system we equipped a mobile robot with stereo
cameras, distance sensors and a gripper, as shown in Figure 1.
The robot is also equipped with a pressure switch for detecting
when an object is gripped by the robot and odometry which is
used for facilitating the detection of objects over time by use
of an occupancy grid.

robot and capable “feeling” sensor stimulus from the robot’s
local environment and directing the robot’s motion in an
intuitive manner. Figure 3 shows a basic overview of the
electro-tactile tele-operation systems and the feedback loop.
Further implementation details of the robot and control
feedback system are provided in the following sections.

Figure 3. Block diagram of electro-tactile tele-operation system.
Figure 1. Mobile robot.

Information from the stereo cameras and sensors is then
transmitted wirelessly to the operator's computer and then to
the stereo headset and custom built electro-tactile data glove,
as shown in Figure 2. The stereo headset enables the operator
to view the immediate environment in front of the robot via
the stereo cameras in 3D which give the operator the
impression that his eyes are positioned on the robot’s turret.

The implementation details of the control, feedback
system, and the robot are provided in the following sections
A. Mobile Robot
The mobile robot measures approximately 25 cm x 18 cm
x 25 cm (L x W x H) and is shown in Figure 1. It has two
drive wheels, one idler wheel and a gripper that is suitable for
picking up a drink can. The robot has a maximum speed of 20
cm/s in the forward and reverse directions and is equipped
with an xbee wireless modem for communications between its
main processor and the host computer.
The robot is also equipped with Ovrvision stereo camera
fitted to the robot’s turret for providing the user with 3D
forward vision of the robot’s environment, as shown in figure
1. The Ovrvision stereo cameras operate at 60fps with low
latency and have 1280 x 480 pixel resolution. The stereo
cameras are connected an Oculus Rift head-mounted display.

Figure 2. Operator with data glove and the feedback system.

Information from the robot's range sensors and gripper
pressure switch is delivered to the electro-tactile data glove
which has TENS electrodes fitted and arranged to enable
electro-stimulus to be delivered to the operator’s fingers. As
the latency of both electro-tactile feedback system and visual
feedback is less than 200ms no synchronization measures were
needed.
The data glove is also equipped with a tracking system and
finger bend sensors which enables this device to map hand
gestures to control commands delivered to the robot. This
control-feedback system is intended to make the operator's
hand feel as if it is “gloved” or “immersed” into the mobile

Four ultrasonic distance sensors and a pressure switch are
used for sensing obstacles in the environment as well as the
presence or absence of an object in the gripper. The ultrasonic
range sensors are mounted on the body of the mobile robot
and are used for detecting objects in the near vicinity of the
robot. One sensor is facing the forward direction (or 00). Two
sensors are aimed right and left (450 and -450) of the robot.
Another distance sensor is facing the reverse direction (1800)
of the robot. For this experiment, we set the maximum range
of the ultrasonic sensors to 60 cm.
B. Data Glove
To control the movement of the robot, a P5 Virtual Reality
Glove is used, as shown in Figure 4 and 5. This device can
give the coordinates of the glove’s x, y, z position as well as
the glove orientation in the terms of roll, pitch and yaw. The
bend positions of all fingers are also available. Additional
signals from this glove can be delivered by three buttons
mounted on the back shell. The glove is placed in front of its
receptor tower to monitor and read the glove’s position and
state, as shown in Figure 4. To integrate with the electrotactile feedback, a custom built five channel electro-tactile
feedback receptor unit is attached to the glove's back shell, see
Figure 4. Each output from this receptor is delivered to
electrodes mounted on the bend sensors, as shown in Figure 5.

The TENS electrodes are coded with conductive gel to
establish electrical contact with the back of the fingers.

Figure 6. a.USB transmitter b.TENS receiver unit.
Figure 4. Data Glove with feedback unit and receptor tower.

The feedback electrodes are fitted to the inside surface of
data glove so that they make contact with the back of the
operator’s fingers. Also, the ground electrode is placed in the
center of the glove to make contact with the back of the hand.
The electrode positions and tactile feedback protocol is
illustrated in Figure 7. This arrangement allows the operator to
receive five channels of stimulus information via the fingers,
as explained in the previous section. The stimulus does not
cause the hand to contract because the electrodes are not
directly stimulating to the mussels. In fact, the stimulus is
mild, completely painless and does not affect use of the hand.

Figure 5. TENS electrodes fitted to data glove.

To control the robot with the data glove hand gestures are
used. To move the robot in the forward or reverse direction the
pitch of the glove is used. To move the robot in the left or
right direction the glove’s roll position is used. Bending the
fingers up or down slightly raises or lowers the gripper.
Bending the thumb opens or closes the gripper. This protocol
was found to be sufficiently intuitive for the operator to be
able to control a robot within its workspace and relocate cans
without much practice being required.
C. Electro Tactile Feedback
To deliver tactile feedback from the robot’s range sensors
to the operator’s hand, a custom built five channels wireless
TENS system is used, as shown in Figure 6. This system can
provide up to five channels of electrical stimulus to the
operator’s skin with both controlled frequency and intensity.
The electro tactile feedback system consists of a USB
transmitter, shown in Figure 6a, and the receiver unit shown in
Figure 6b. The transmitter unit transmits the feedback data
from the robot’s micro controller which is derived from the
robot’s sensors. The receiver unit receives this information
wirelessly and converts this data into varying electrical pulses
delivered to fingers, as shown on Figure 7 and Figure 8.

Figure 7. Position of the feedback electrodes.

The stimulus pulses have a frequency at 20Hz, as shown in
Figure 8. The amplitude of the pulses are set by the operator
between 40V to 80V to suit the operator’s comfort level.
Intensity is controlled by the width of the pulse and the pulse
width of the signal is varied between 10 to 100μs, depending
on the signal from the robot's sensors.

Figure 8. TENS output waveform.

D. Stereo vision
The vision feedback system consists of stereo camera from
OVR which delivers stereo images to the Oculus Rift headmounted display unit worn by the operator, as shown in Figure
9. This equipment provides the user with 3D stereoscopic
vision with 1000 field of view, as shown in Figure 9. The
latency is also relatively fast enabling operator to see the
robot’s environment much like natural vision, as shown in
Figure 10, which can make the operator to feel as if he is
immersed in the robot’s world

To gauge the benefit of having electro-tactile feedback
each subject was asked to perform the required task twice.
Three subjects were asked to first perform the task with the
electro-tactile feedback turned off and then repeat the task
with the electro-tactile feedback turned on. The other three
subjects were asked to do the opposite, namely, first perform
the task with the electro-tactile-feedback turned on and then
repeat the task with the electro-tactile feedback turned off.
All subjects were able to complete the required task
considerably faster with the electro-tactile feedback enabled
and with less collisions. The improvement due to electrotactile feedback ranged from between 25% to 50% in speed
and 35% to 75% for collisions. There was no significant
difference between the two groups. All participants reported
that the experience felt as if they were inside the robot and that
their right hand felt as if it was part of the robot’s body when
the electro-tactile feedback was enabled.

Figure 9. Oculus Rift stereo headset.

Figure 10. Stereo camera images displayed on computer screen.

IV.

EXPERIMENTAL METHOD AND RESULTS

To demonstrate the effectiveness of the proposed electrotactile feedback system at controlling a robot we setup the
environment shown in Figure 11a and 11b. The aim of the
experiment is to drive the mobile robot as quickly as possible
through the environment and relocate the cans, one by one,
from position A to position B.
Six subjects were asked to participate in the experiment.
None of the participants had any previous experience at
controlling the robot or exposure to electro-tactile feedback.
Prior to commencement of the trial, each operator was
explained the task and fitted with the data glove and asked to
adjust the maximum and minimum level of intensity of the
electro-tactile feedback signals to suit their preferences.
Maximum TENS stimulus on a finger indicates that the
corresponding sensor has detected an object within 3cm of the
sensor. Sensor range readings of 25cm or greater produced the
minimum TENS stimulus. Hence, the main purpose of the
electro-tactile feedback is to improve the operator’s awareness
of the environment and to facilitate avoiding collisions.

Figure 11. Obstacle avoidance obstacles experiment setup.

V.

CONCLUSION

This paper presents an immersive tele-operation system
involving remote 3D stereo vision, electro-tactile feedback and
hand gesture based control. This feedback system is relative
inexpensive to devise, easy to setup, versatile and avoids
complicated mechanical hardware required by most other
tactile feedback systems. The experimental results show how
this system can facilitate control of a mobile robot and achieve
some degree of embodiment within the robot and tele-presence
within the robot’s environment.
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