This article shows an optimization process for power distribution networks based on parallel genetic algorithms (PGA) which were oriented toward the reduction of the losses (I2R) associated to the phase unbalance of a given system. In addition to this, a load flow analysis of radial distribution networks is performed in order to obtain the electrical parameters that are necessary to evaluate the stability of the system after the execution of the optimization process. The algorithm is executed under the LINUX (Ubuntu 11.04) and Windows 7 Ultimate operating systems which interact with each other through a virtual link.
Introduction
The power distribution networks are an essential component of the power system, therefore the losses associated to it destabilize it and are a source of power and monetary losses for the network operators [1] . In order to reduce the level of power system losses, a phase balancing of the loads associated to the distribution network is proposed which should be followed by a sequential evaluation of a potential repowering of conductors and the establishment of electrical parameters through a simulated load flow analysis of radial distribution networks which would optimize and stabilize the system in electrical terms, [3] . The above methodology is based on a powerful optimization tool, namely, the parallel genetic algorithms which are an optimization and search technique inspired by genetics and natural selection principles [8] . They are part of the evolutionary computation methods that make use of the biological evolution principles to solve highly complex optimization problems. The parallel genetic algorithms are used in the article to find a suitable configuration for each one of the loads associated to a given power system. The optimization process starts with a phase balancing algorithm followed by an evaluation of electrical parameters through a simulated load flow analysis of radial distribution networks which continues with an evaluation of a potential repowering of conductors to enhance the results.
Background
The basic genetic algorithm may be combined with new concepts in order to enhance the results not only in terms of calculation time but of the results obtained. The optimization process methodologies used are described below: The new concepts used to enhance the results obtained with the basic parallel genetic algorithm are as follows:
Island Model
This parallel genetic algorithms can be combined in order to reduce the calculation times when the tasks are distributed. The island model is based on the spatial distribution of the natural populations [9] . The initial population is divided into disjoint subpopulations that should individually and in parallel execute a sequential and simple genetic algorithm. Individual exchanges between these populations will occur at every generation (frequency). The purpose of this model is to periodically diversify the subpopulations that are static in local optimums improving the whole population.
Grid Model
Also known as cellular model, this parallel model organizes the individuals as a two-dimensional grid and the genetic combination of these individuals will be strictly limited to the closest neighbors in accordance with a specific kind of topology. The selection of the individuals that will be crossed with the others is made through a selection of a K number of individuals by means of uniform probability and then a tournament selection method is applied to them in a deterministic or probabilistic manner, [10] . The crossing among the individuals considers their fitness; consequently, the individual of an specific cell is replaced by the best among his descendants, the one with the best fitness.
Parallel Genetic Algorithm Model -GRIS-LAND
This work uses the Grisland model implemented by the authors. The GRIS-LAND model [7] is a PGA (Parallel Genetic Algorithm) that combines the grid genetic algorithm and the island genetic algorithm The Gris-land parallel genetic algorithm evolves as follows: A master process (client process) distributes the tasks (executing an AG) to various slave processes (server processes). Each slave process (associated to a unique processor) operates simultaneously with potential exchanges of information. Initially, the Gris-land parallel genetic algorithm bases its performance on the grid genetic algorithm.
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Proposed Approach
The node connections of any power system are subject to restrictions that depend on the load type of each of the associated nodes (Table 1) , the unbalance of the systems causes power losses within the system that impede the normal functioning of the equipment that is connected to the network. The purpose of the methodology used is to reduce the power losses of a given power system looking for the best configuration for each one of the nodes, maintaining power at a constant value in the entire network. The search for the most favorable connection of a system starts with an allocation of phases from any node, under ideal conditions, that is, without conductor or any other losses. This procedure could be performed at random which would result in a factorial number of probabilities: Odds= #Nodes This exercise cannot be mathematically solved with conventional calculus techniques and it is not computationally adequate either, in this way, the evolutionary algorithms appear as a possible solution to the problem. In first place, an algorithm is generated to evaluate the phase mistakes for each one of the possible sequences in each node (fitness). The algorithm evaluates the phase mistakes of each one of the nodes of a distribution system based on a given random sequence; a feeder discount is made per each one of the nodes and its magnitude depends on the power of each node. The system unbalance is evaluated at the end of the process [3] . Due to the different possibilities of the sequences, they should be separately formulated and each one of them will be used as a variable to be compared with the others; such formulation is as follows:
• PFA = Feeder Power in Phase A
• PFB = Feeder Power in Phase B
• PFC =Feeder Power in Phase C
• CFA = Load Consumption in Phase A
• CFB = Load Consumption in Phase B
• CFC = Load Consumption in Phase C
• Z1 = Unbalance between phases
The above case illustrates an allocation of ABC phases which suggests that Phase A of the feeder will assume the power of phase A of the relevant load, the same happens consecutively with phases B and C. The objective of the formula is to reduce the differences between the phases, balancing the system regardless of the type of load allocated to it. However, such configuration is not unique because depending on the consumptions and configurations many connections are possible; the following operations are executed to evaluate the remaining ones:
For the sequence in load "ACB" For the sequence in load "CBA" The algorithm is executed in a sequential manner, following the procedure shown in Figure 4 , the results will establish the fitness of each one of the individuals generated by the genetic algorithm, the smallest the unbalance mistake is, the better the fitness of the individual will be. The source code of each one of the classes is totally written in "C++" language and each one of them has a specific purpose and functionality. The methodology to be implemented demands the use of more than one virtual processor, therefore an appropriate operating system to implement it is 
Calcute the active power losses The software used to detect system losses (second stage of optimization) is developed in C# and allows the user to interact with the program through a graphic interface. The initial parameters considered by the software are the number of nodes that the system will analyze. Following the input of the number of nodes into the system, the software saves it in a register and creates the number of nodes (-1 rows) for the user to input 
Experimentation
5 distribution systems (4, 19, 33, 34 and 37 nodes) are input into the software in the second stage; they can be viewed when the user types one of these numbers in box No. Nodes, (Figure 6 ). Each one of these systems can be modified by the user rewriting each box or creating a new system in accordance with the specific needs. The optimization software uses the "WINDOWS" operating system. Given the fact that some processes are easily managed, a virtual machine was installed to use "LINUX" (Ubuntu 11.04) this was carried out using a free software named "VIRTUALBOX" this program was installed in a computer with a dual Intel Pentium(R) processor of 1.73 GHz and RAM (Random Access Memory) of 2 GB, 512 MB out of these GB were allocated to the LINUX virtual machine (default parameter). The initial parameters (neighborhood model, conductor type, among others) that were used to execute the applications were variable in order to obtain arbitrary results and reach conclusions in respect to the best distribution conditions.
Results
In order to confirm the results obtained, a load flow of the initial system is carried out (without optimization) which is then compared with it after the execution of the genetic algorithm. The following systems were evaluated:
• 4 node IEEE system for conductor repowering tests The system is fully detailed in [11] • 19 node IEEE system. This data is found in [8] • 33 node IEEE system See [8] • 34 node IEEE system. This data is found in [10] • 37 node IEEE system See [10] The results obtained at the end of the optimization process are generated by the program in a PDF file, which turns out didactic for further analysis.
Conclussions and future work
Two applications are developed to optimize and observe the changes experienced by a given system after the application of one or both of the methods to optimize losses (phase balancing and conductor repowering). The first optimizes the distribution systems through the use of parallel genetic algorithms for phase balancing and the second modifies the size of the conductor in order to reduce the system losses. It is a clear disciplinary approach that can be used to successfully solve technical problems and optimize diverse processes. The generated tool is very useful for the analysis of the systems and it also reduces times and optimizes the energy distribution in the power systems.
The work presented is a primary tool, the optimization technique can be improved through the use of heuristic methods to find optimal solutions for more complex systems in less time, there is also the possibility to improve the capture of data to create a standard that will facilitate the input of variables in any of the two stages.
The load flow analysis of radial distribution networks is a tool that by means of the ladder method establishes the initial parameters of the system as well as the tension and current values for which the system converges in a satisfactory manner. It can be used to evaluate any change made to a power system to obtain new values that can be compared with the initial ones, with these values a comprehensive study can be conducted to obtain a better analysis. The utility of the tool is not limited to the design stage; it will also serve to permanently control the system.
Regarding the design of the systems, it is possible to complement the optimization phase through the use of "Geographic Information Systems" which would be useful to evaluate the conditions of the terrains where the distribution networks will be installed, with this, it would be possible to establish the mechanical parameters, structure types and remaining elements that could have an impact on the networks due to the topological conditions. This will serve to establish which routes imply less mechanical efforts for the structures and what are the shortest distances between them in compliance with the current regulations. 
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