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(11) $+ \sum_{j=1}^{m}\int_{0^{:}}b_{j}^{i}(x(s))dw^{j}(s)$, $(i=1:)..$ d)
, $w(t)=(w^{1}(t), \cdot-- : u!^{m}(t))$ $m$ Wiener ,
$E(w^{i}(t))=0_{:}$
$E(w^{i}(t)u^{\dot{\beta}}(s))= 5_{:j}\min(t, s)$








$x(t)=(x^{1}(t)_{:}\cdots, x^{t}\sim(t))$ , $f\in C^{2}$ ( $\underline{)}$ ) ,
$f(x(t))$ $=$ $f(x(s))$
(12) $+ \int^{t}L_{1}f(x(u))du+\sum_{j=1}^{m}\int^{:}(L_{2}f(x(u)))_{j}d\iota v^{j}(u)$
$\check{}\check{}_{c,}^{-r:}$
$(L_{1}f)(x)$ $=$ $\sum_{i=1}^{d}a^{*}(x)\frac{\partial f}{\hat{\prime\prime}x_{i}}(x)+\frac{1}{\sim)}\sum_{\dot{k}=1\dot{\iota}}^{m}\sum_{j=1}^{t^{\underline{\prime}}}b_{\kappa}:(x)’’-\tau_{\kappa}^{j,}(x)\frac{\partial- f}{\partial\tau_{i^{JT}j}\dot{\prime}}$
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$((L_{2}f)(x))_{j}$ $=$ $\sum_{i=t}^{d}\frac{\partial f}{\partial x:}b_{j}^{:}(x)$ , $(j=1, \ldots, m)$
.
T , $[0, T]$ x(t) , x(t) Taylor .
$0\leq s\leq t\leq T$ , $x(t)$ $x(s)$ Ta,vlor . (11) ,
$x^{i}(t)$ $=$ $x^{i}(s)+ \int^{t}a^{i}(x(u))du+\sum_{j=1}^{n}\int b_{j}^{i}(x(u))dw^{j}(u)$ ,
$(i=1,2, \ldots,d)$
, $a^{i}(x(u)),b_{j}^{:}(x(u))$ , .
$x^{i}(t)$ $=$ $x^{i}(s)+a^{i}(x(t))(t-s)+1^{du\int^{*}\{L_{1}a^{i}(x(v))dv+\sum_{j=1}^{\pi l}(L_{2}a^{i}(x(v))_{j}dw^{j}(v)\}}$
$+ \sum_{j=1}^{m}b_{j}^{:}(x(s))\int^{t}dw^{j}(u)$
$+ \sum_{j=1}^{m}l^{\ell_{d\iota w^{j}(\iota\iota)\int}}\{L_{1}b_{j}^{:}(x(v))dv\div\sum_{k=1}^{m}(L_{\sim}b_{j}:)(x(v)))_{\kappa}\prime dw^{k}(v)\}$
, , .
























. $R$ . (13), $(1_{\vee}^{4})$ , (11)
. [0, T] ,
$0=t_{0}<t_{1}<\cdots<t_{n}=T$ , $t_{i}= \frac{T}{n}i(i=0,1, . . . , n)$ , $\triangle=\frac{T}{n}$
. $x(t_{\kappa}’)$ $\mathcal{I}k$ , $w^{:}(t_{k\div 1})-w^{i}(t_{\dot{\kappa}})=\triangle_{\kappa\div 1}\prime w^{:}$
,
$(1\overline{\supset})$ $x_{\dot{\kappa}+1}^{i}=x^{*,}+a^{i}(x \dot{)}\triangle+\sum_{j=1}^{m}b_{j}^{:}(x\dot{)}\triangle_{\dot{\kappa}+1}\tau\dot{d}$ $(: =1,2, \ldots, d)$
(13) 2 , Euler Algorithm .
$d=m=1$ , (15) 4 algorithm .
(16) $x_{\dot{\kappa}+1}=x_{k}+a(x \dot{)}\triangle+b(x_{\dot{\kappa}})\triangle\dot{+}1w\div\frac{1}{2}b’(\mathcal{I}_{\kappa}’)b(x_{k})((\triangle_{\kappa+1}\prime w)^{2}-\triangle)$
Nfilshtein [1] algorithm .
$d=m=1$ ,
$1’dw^{j}(u)\int^{g}dw^{\dot{\kappa}}(v)$ $(j\neq k)$









$x_{+1}^{\dot{j}}$ $=$ $x_{\kappa}^{i}+a^{i}(x’) \triangle+\sum_{j=1}^{m}b_{j}^{i}(x_{k})\triangle_{k\div 1}w^{j}$
$+ \frac{1}{2}\sum_{j_{t},j_{2}=1}^{m}\sum_{\iota=\iota}^{d}b_{j_{t}}^{l}(\mathcal{I}\dot{)}\frac{\partial b_{j:}^{i}(x_{k})}{\partial x_{l}}\triangle_{k+^{jt}}\iota^{\iota}\triangle\dot{+}\iota^{w^{j_{2}}}$
(17) $- \frac{1}{\sim)}\sum_{j=)}^{m}\sum_{l=1}^{d}b_{j}^{l}(\mathcal{I}_{\kappa}’)\frac{\partial b^{i}}{\partial x_{l}}(x_{k})\triangle$
$(i=1,2, \ldots , d_{:}\cdot k=0,1, \ldots , n-1)$
, Euler algorithm(15) , x(tk) xk
$x(t’\div 1)$ $x\cdot\div\iota$ $x_{n}(t)$ ,
$x(t)$ , $(a)_{:}(b)$ ,
$E(|x_{n}(t)-x(t)|^{2})=O(\Delta)$
.
Milshtein algorithm (16) . $a,$ $b$ $C^{2}$ , $a_{:}a_{:}’b.b’$
Lipshitz ,
(1S) $E(|x_{n}(t)-x(t)|^{2^{\ovalbox{\tt\small REJECT}}})=O(\triangle^{2})$
( $\iota\backslash Iilshtein[1]$ , Talay [2]).
algorithm(17) , .






Platen [3] . (19) $x_{n}(t)$
,
$E(|x_{n}(t)-x(t)|^{2})=O( \frac{1}{n^{3}})$
. \triangle \triangle kw
.
Taylor algorithm .





(110) $+b(x_{\dot{\kappa}}+ \frac{1}{\underline{)}}b(x_{k})(\triangle_{\dot{\kappa}+}1lU-\sqrt{\triangle}))(\triangle_{k}\div 1^{W}+\sqrt{\triangle}))$
$(k=0,1\ldots..n-1)$
37
Newton $[\tilde{o}]$ algorithm .
$x_{\dot{g}+1}$ $=$ $x_{k}+a(X’)\triangle+b(x_{k})\triangle$ $+1w$
(111) $+ \frac{1}{2}\Delta^{-1/2}(b(x_{k}+b(x_{k})^{\sqrt{\triangle}})-b(x.)))((\triangle$ $+\iota^{w)^{2}}-\Delta)$ ,
$(k=0,1, \ldots, n-1)$
Platen [3] .
Clark. Newton [\={o}] Efficient approximati $n$ ,







$a_{0}$ $=$ $a(x_{k})$ , $b_{0}=b(x$ ),
$a_{1}$ $=$ $a(x_{k}+a_{0}\Delta+b_{0}\triangle$ $+1\ovalbox{\tt\small REJECT}$ , $b_{1}$ $=b(x$ – $\frac{2}{3}b_{0}(\triangle_{\kappa+1^{W}}+\sqrt{3/\triangle}))_{:}$
$b_{\sim}$ $=$ $b(x_{\text{ }}+ \frac{2}{9}b_{0}(3\triangle_{\kappa\div I}w+\sqrt{3\triangle}))$ ,




Taylor , w(t) , \triangle \acute w:\triangle
. , Wiener . Computer
, . \triangle k’.w
. , \mbox{\boldmath $\xi$}1, \mbox{\boldmath $\zeta$}2:\mbox{\boldmath $\xi$}3, ...
.
$E(\sigma_{i}^{\dot{O}}’)<\infty$ , $E(\xi_{\kappa}^{p})=0$ , $p=1.3,5_{:}$.
$E(\xi_{\tilde{k}}’)=1$ , $E(\xi_{\text{ }}^{4})=3$
, $\xi_{\kappa}$, ,
$p(\xi_{\dot{\kappa}}=\sqrt{3})=p(\xi_{\dot{k}}$. $=- \sqrt{3})=\frac{1}{6}$ , $p( \xi_{\kappa}’=0)=\frac{9\sim}{3}$
. , \triangle \kappa \acute w , $\sqrt{}$N\mbox{\boldmath $\xi$}k
, algorithm . crite-erion . $x(t)$
$x_{n}(t)$ . Euler algori thm Talay
,
$|E(f(x(t)))-E(f(x_{n}(t)))|=0(\triangle)$
. (110) . $\triangle_{\dot{\kappa}}w$ $\sqrt{\triangle}\prime k$ , $\triangle\sim r_{\dot{k}}’=\int_{:_{\dot{e}^{\wedge-:}}}^{\ell\prime}(w(s)-w(t_{\ddot{k}}))ds$
3-9-\triangle 3/2\mbox{\boldmath $\xi$}k’. mlgorithm ,
(113) $|E(f(x(t)))-E(f(x_{n}(t)))|=O(\triangle^{2})$
38
$Talay[2]$ . , $a,$ $b$ $c\hat{\circ}$ , $i(1\leq i\leq 6)$
, $b^{2}b’’,$ $b^{2}$a” class $P_{1}(R)$ , $f$ $C^{6}$ , $k$
$f^{(\hat{o})}$ \in $(R)$ , (113) . . $g(R^{d}arrow R)$ classP$\cdot$ $(R)$
, $C\geq 0$ , $|g(x)|\leq C(1+|x|^{\dot{\epsilon}})$ $x\in R^{d}$
.
( ) random
$Ne\backslash vton[6]$ . (11) $m=1$
. $w(t)$ $k\delta(k=0, \pm 1, \ldots)$ . , $\tau_{0}=0$ ,




$\beta_{n}$ $=$ $sign(\alpha_{n})=\delta^{-1}(w(\tau_{n})-w(-))$ ,
$7n$ $=$ $|\alpha_{n}|=5^{-2}(\tau_{n}-\tau_{n-1})$
$\{’\sim_{n}\}$ Euler algorithm
$x_{0}$ $=$ $x$ ,
$x_{n+1}$ $=$ $x_{n}+b(x_{n})\beta_{n+1}\delta+a(x_{n})_{j_{R\div 1}}^{\wedge}\delta^{2}$
. , $x=$ $(x^{1}, \ldots : x^{d}),$ $a=(a^{1}, \ldots, a^{d}),$ $b=(b^{1}, \ldots, b^{d})$ . ,
$\iota\backslash \prime Iilshtein$ algorithm it
$x_{0}$ $=$ $x$ ,
$X_{\#}^{i}\div 1$ $=$ $x_{n}^{i}+b^{i}(x_{n})\beta_{n+I}\delta$ $a^{i}(x_{n\div 1}) \gamma_{n}+\iota^{\delta^{2}}+\frac{1}{\sim)}Bb^{:}(x_{n})(1-’/n+1)5^{2}$
$=$ $x_{n}^{i}+b^{:}(x_{n}) \beta_{n+1}5+(c^{i}(x_{n})\gamma_{n+1}+\frac{1}{2}Db^{i}b(x_{n})\delta^{2}$
$\check{c}\check{c}^{-r:}$ .
$B= \sum_{=:1}’b^{i}\frac{\hat{\sigma}}{\partial x_{i}}’$ , $D=( \frac{\hat{\sigma}}{\partial x_{1}}, \frac{\hat{\sigma}}{\partial x_{-}}, \cdots, \frac{\partial}{\partial x_{n}})$ , $c^{i}=a^{i}- \frac{1}{2}Dbb$
algorithm
. , Newton [6] (Asymptoticmlly efficient)
algorithm .
$x_{0}$ $=$ $x$ ,
$x_{n+1}^{i}$ $=$ $x_{n}^{i}+b^{i}(x_{n}) \beta_{n+1}5+a^{i}(x_{n+1})_{ln+1}^{\wedge}\delta^{2}+\frac{1}{2}Bb^{j}(x_{n})(1-\gamma_{n+1})5^{2}$
$+\beta a^{j}(x_{n})_{\Upsilon}\theta_{n+1}f(-[n+\iota)\delta^{3}+Ab^{i}(x_{n})\beta_{n+1}(\gamma_{n+1}-f(\gamma_{n+1}))\prime 5^{3}$
$+ \frac{1}{6}B^{2}b(x_{n})\theta_{n+1}(1-3-ln+I)5^{3}+(\frac{5}{6}A-\frac{1}{3}B^{2})a^{i}(x_{n})5^{4}$





$A= \sum_{=j1}^{d}a^{:}\frac{\partial}{\partial x_{i}}+\frac{1}{2}\sum_{i,j=1}^{d}b^{i}\dot{\mathcal{U}}\frac{\partial^{\underline{9}}}{\partial x_{i}\hat{\sigma}x_{j}}$
,
$f(t)= \frac{128}{\pi^{4}}\sum_{n:\epsilon*\epsilon n}\sum_{m:odd}\sin(\frac{m\tau}{\sim})\frac{nm}{(n^{2}-m^{2})^{3}}[\exp(-\frac{m^{2}r^{2}}{\grave{6}}t)-\exp(-\frac{nr::}{\ovalbox{\tt\small REJECT} 8}t)]\sum_{k:odd}\sin(\frac{k\tau}{2})k\exp(-\frac{k:r^{\backslash }}{8}t)$ $(t>0)$
2
Wong $Zakai[7]$ :: ( )
.
, .
. \check \acute $>0$
(214) $x_{\acute{\overline{n}}+1}$ $=$ $x_{\acute{\overline{n}}}-cF(x_{\overline{n}}’, n+1,\prime v)+o(\vee P2)$
$x_{\acute{\overline{0}}}(a)$ $=$ $x_{n}(a)$
$R^{d}$ . (214) (11 2 : $(a$
) . F , . O,
, $E(F(n, x, ’.\nu))=0$ . $R^{d}$ $x$ , .
$E( \sup |D^{\beta}F(n, \mathcal{I}, \prime \mathscr{O})|^{8})\leq C$ , $0\leq|\beta|\leq 3$
$\leq\backslash \prime t$
$D^{\beta}=D^{\beta_{1}\beta_{2}\ldots\beta_{3}}$ $(|\beta|=\beta_{1}+,\theta_{-}\div\cdots+.\theta_{d})$






$a^{i}(x)$ $=$ $\sum_{l=\iota}^{d}\sum_{n=\iota}^{\infty}E(F_{l}(x, n, \omega))D_{x}.F_{i}(x,n, \prime v)))$
$\sum_{j=1}^{d}\sigma_{j}^{\text{ }}(x)\sigma_{j^{l}}(x)$ $=$ $\sum_{n=1}^{\infty}\prime \mathscr{J}$
$+E(F_{\text{ }}(x, 0_{:^{\mathscr{O}}}^{\gamma})F_{l}(x, 0, \omega))$
. , H.Watanabe [S] .
$\{F(n_{:}x, \omega)\}$ $n$ , drift
.
40





. . $\tau_{1\prime}\tau\underline{\circ},$ $\ldots$ $n^{2}$ .
, $y.(t)$ $\frac{1}{2}$ $n$ $-n$ , \mbox{\boldmath $\tau$}1 (
$n$ $-n$ ), , \mbox{\boldmath $\tau$}2 .
, 1
$\varliminf_{n}ma\kappa\infty 0\leq:\leq\iota|y_{n}(t)-w(f)|=0$





odWO) Stratonovich . . $x_{n}(t)$ $C[0_{:}Tj$
pln, x(f) . \mbox{\boldmath $\rho$}(pl :px) L6vy
,
$\rho(p^{\underline{\prime}}\cdot, p^{x})=O[n^{-1/2}\exp(C(\log n)^{1/2})]$
, Cs\"orgo and $Hor\dot{a}$th [9] .
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