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ABSTRACT
In this paper, we review the Doi-Onsager model of orientation dynamics for rod-like poly-
mers in solution, and present additional analysis. We discuss existing results on existence and
convergence of solutions, as well as properties of equilibria. In particular, this model captures a
phase transition indicating a switch between aligned and disordered particle orientations. We
use nonlinear and linear stability analysis to further characterize this bifurcation. A new proof
of equilibrium distribution symmetry is given for the two-dimensional problem. Finally, we
derive, analyze, and demonstrate a numerical scheme for the two-dimensional problem which
preserves the mass, positivity, and entropy-decreasing nature of the system.
1CHAPTER 1. OPENING REMARKS
The Doi-Onsager model seeks to describe the behavior of rigid rod-like polymers in solution.
It consists of two separate but related models: a free energy minimization problem, which is
derived via statistical mechanics techniques, and a kinetic evolution equation for molecules
undergoing Brownian motion. The second of these models can easily be modified to include
the effects of an external field, but the forms considered in this and many related papers
focuses only on the model in which interactions occur through excluded-volume effects. In
particular, we note that the models do not account for attractive energy between particles, or
the possibility that rod-like polymers would be flexible or non-uniform in their mass distribution
[Doi and Edwards (1988)].
An interesting aspect of this problem is the spontaneous ordering of particles above a cer-
tain concentration. For sufficiently low concentration, the polymers in solution are oriented
randomly, giving an isotropic distribution. Above a certain concentration, the molecules align
even without external fields, forming a nematic liquid crystal. This occurs even if the spatial
distribution of particles is uniform. It is hypothesized that the steady state nematic distribu-
tions are all axially symmetric, however, this is still unproven in the original, three-dimensional
problem [Doi and Edwards (1988)]. Other phenomena in nature produce similar phase tran-
sitions with rod-like particles, such as paramagnetism and ferromagnetism near a material’s
Curie temperature, or flocking dynamics [Frouvelle and Liu (2012)].
The statistical mechanics model of rod-like polymers was originally investigated by Lars
Onsager [Onsager (1949)]. Onsager investigated the phase transition above by assuming a
form for the solution, f(x) = a cosh(ax ·n)/(4pi sinh(a)) and investigating the value of a which
minimized the energy functional as the concentration parameter varied.
2In this paper, we review several known results on the Doi-Onsager model, and proceed with
new analysis on the number and stability of steady state solutions, axial symmetry properties of
solutions, and how those properties depend on the potential function parameter α. Along with
traditional potential functions, we attempt to investigate the effects of more general functions
with ”nice” kernels. We also propose, analyze, and demonstrate a numerical scheme for the
two-dimensional evolution equation.
The Doi-Onsager model is sometimes referenced via alternate names, such as a Smolu-
chowski equation, or a non-linear Fokker-Planck Equation
3CHAPTER 2. REVIEW OF LITERATURE
2.1 Introduction of Models
We review the equivalence of the two models for this problem. f is used to describe the
distribution of particle orientations in all following equations. Generally, x or θ are used to
represent orientation of the molecules in three or two-dimensions, respectively. Polymer position
in the solution has no notable effect in the model, and is excluded. First, we have the kinetic
evolution equation, a non-linear, non-local partial differential equation:
∂f
∂t
= DrR · (Rf + fRU [f ]) (1.1)
where R = x × ∂∂x so R · R is the Laplace-Beltrami operator (a generalization of the Laplace
operator to the surface of a sphere - see Appendix A) and
U [f ](x) = α
∫
|x′|=1
f(x′)K(x,x′)dx′ (1.2)
is a mean-field potential function. Here, dx′ is understood to be the appropriate surface area
differential on the sphere. Typically, K(x,x′) = |x × x′|β. Choosing β = 2 gives the Maier-
Saupe potential, while β = 1 gives the Onsager potential. The parameter Dr is proportional to
solution temperature, and has an effect similar to 1/α. Thus, we take Dr = 1. The Maier-Saupe
potential is more applicable to theory involving low-molecular weight nematics, but is often
considered since it allows more in-depth analysis including direct computation of solutions.
The Onsager kernel approximates the behavior of excluded volume effects for rod-like polymers
when their concentration in solution is not too high. A third choice which is sometimes used
is the Dipole potential, defined by K(x,x′) = −x · x′.
4The Doi-Onsager model also includes an energy-minimization form. We first define the free
energy functional:
A(f) =
∫
|x|=1
f(t,x) ln(f(t,x)) +
1
2
f(t,x)U [f ]dx. (1.3)
Then, the equilibrium particle distributions satisfy
f ∈ argminW (A(f)) (1.4)
where W is a suitably chosen admissible set of non-negative functions.
2.2 Existence, Uniqueness, Positivity, and Regularity
We begin by stating results about existence, uniqueness, positivity and regularity of the
solutions of (1.1). [Constantin et al. (2004)] poses the following general existence theorem
without proof. According to [Zhang and Zhang (2007)], the proof can be performed using
successive approximation techniques.
Theorem 2.2.1. Let f0 be a non-negative continuous function on the unit sphere Sn−1. The
solutions of (1.1) with initial data f(0, ·) = f0 exist for all non-negative time, are smooth,
non-negative and normalized, so∫
Sn−1
f(t,x)dx =
∫
Sn−1
f0(x)dx. (2.5)
The solutions are real analytic for positive time.
From the PDE model, it is easy to show that the total integral of f is conserved. We
calculate
∂
∂t
∫
|x|=1
f(t,x)dx =
∫
|x|=1
∂f
∂t
(t,x)dx
=
∫
|x|=1
R · (Rf + fRU)dx
= −
∫
|x|=1
R(1) · (Rf + fRU)dx
= 0
5where the last equality is obtained via integration by parts on the boundary-less manifold.
Given this conservation property, we typically treat the case where
∫
|x|=1 f(x)dx = 1, so that
f represents a probability distribution.
Specializing to the case of the Dipole potential, [Frouvelle and Liu (2012)] obtained substan-
tial results on existence, uniqueness and rates of convergence. In particular, they establish that
all solutions converge to the uniform distribution under specific conditions on the threshold
parameter, α, thereby establishing global stability. In the paper, the authors establish their
results for arbitrarily many dimensions; here we state the result on the sphere only, focusing
on the low intensity case.
Theorem 2.2.2. Suppose f0 is a probability measure belonging to H
s(S2). Then there exists
a unique weak solution to (1.1) with Dipole potential, satisfying the initial condition f(0) =
f0. Furthermore, this is a classical solution, positive for all time t > 0, and belonging to
C∞((0,+∞)× S2).
If J [f0] ≡
∫
S2 ωf0(ω)dω = 0, then for α < 3, f converges exponentially fast to the uniform
distribution, with global rate (2/α− 2/3) in any Hp norm. More precisely, for all t0 > 0, there
exists a constant C > 0 depending only on t0, s, p, and σ, such that for all t ≥ t0, we have
||f(t)− 1/4pi||Hp ≤ C||f0 − 1/4pi||Hse−(2/α−2/3)t. (2.6)
If J [f0] 6= 0, then f converges to the uniform distribution, exponentially with global rate 6/α in
any Hp norm.
The proof of Theorem 2.2.2 proceeds in several parts. Existence is first established on a small
interval using a Galerkin method, later extending the procedure to apply for all time t ∈ R+.
Continuity with respect to initial conditions is established by using the weak form of the PDE,
and bounding the norm of the difference between solutions using Gronwall’s lemma. Continuity
with respect to initial conditions also implies uniqueness. Positivity of f is guaranteed for all
time by the maximum principle, an argument which we review later.
Global stability of the isotropic solution is proven using a version of LaSalle’s principle.
Using the paper’s estimate on the norm of f in Hs(S), the authors show that any solution
to the PDE must converge to the set of smooth, Fourier-energy minimizing stationary points.
6They then define a compatibility relationship and show that there is only one minimizer for
α < α∗. Finally, the norm of the residual f(t)− f0 is found to satisfy an ODE inequality with
all norms taken in the same space, from which the convergence rate follows.
One additional characteristic of equation (1.1), is that any smooth solution has decreasing
energy with time. If we define the dissipation term D[f ] by
D[f ] =
∫
|x|=1
f |(R ln f +RU)|2dx, (2.7)
we get the following dissipation law
d
dt
A(f) = −D[f ] ≤ 0. (2.8)
Indeed, using integration by parts we have
d
dt
A(f) =
∫
|x|=1
(1 + ln f(t,x) + U [f ])ftdx+
1
2
∫
|x|=1
(Ut[f ]f − ftU [f ])dx
=
∫
|x|=1
(1 + ln f(t,x) + U [f ])R · (Rf + fRU)dx
= −
∫
|x|=1
f |(R ln f +RU)|2dx.
We can also establish the positivity of f for fairly general kernels using an argument similar
to that given in [Frouvelle and Liu (2012)]. Suppose f(t,x) is a smooth solution to (1.1) with
initial conditions f(0,x) = f0(x) > 0. For a sufficiently smooth kernel, we have |R · RU [f ]| ≤
V (t) for some positive function V (that is, the second derivative term is bounded for each time,
t). Then if T˜ > 0 is the first time such that the minimum of f is zero, then for t ∈ [0, T˜ ] we
have
∂tf = R · (Rf + fRU)
= R · Rf +RU · Rf + fR · RU
≥ R · Rf +RU · Rf − V (t)f
Using the substitution f˜ = fe
∫ t
0 V (τ)dτ , we get
∂tf˜ ≥ R · Rf˜ + (RU) · Rf˜ = −Lf˜ (2.9)
7Note that ∂tf˜ + Lf˜ ≥ 0 on [0, T˜ ]× S2 so by the Maximum principle (see Theorem 8, §7.1.4 of
[Evans (2010)]), f˜ is minimized when t = 0. This implies,
f˜(t,x) ≥ min
x∈S2
f˜(0,x) = min
x∈S2
f(0,x) (2.10)
and therefore
f(t,x) ≥ e−
∫ t
0 V (τ)dτ min
x∈S2
f0(x) > 0 (2.11)
Positivity of f can also be obtained for non-negative f0 given continuity with respect to initial
conditions.
2.3 Equilibria
2.3.1 Equivalent characterization
The equilibria of the Doi-Onsager model are characterized by the following proposition.
Proposition 2.3.1. The following statements are equivalent:
(1) f ∈ C2(S2) and R · (Rf + fRU) = 0.
(2) f ∈ C1(S2) and D[f ] = 0
(3) There exists µ > 0 such that
f = µe−U [f ].
Moreover, (4) if f∗ is a minimizer of A(f) in the sense that
f∗ ∈ argminf∈WA(f),
where W is the admissible set
W = {f, f > 0,
∫
fdx = 1},
then f∗ must satisfy (3).
8Proof. From (4) to (3): If f∗ minimizes A(f), then it must by a critical point of the functional.
In particular, the variational derivative will be zero at f∗. Letting positive function f have
total integral 1 and g have total integral zero, then f is a critical point if
d
dc
A(f + cg)
∣∣∣∣
c=0
=
∫
|x|=1
g ln(f) + g +
1
2
gU [f ](x) +
1
2
fU [g](x)dx
=
∫
|x|=1
g(ln(f) + U [f ](x))dx
= 0
If we consider our space to be L2(S), then this means that ln(f) + U [f ] is orthogonal to each
Fourier basis element except the constant mode. Thus ln(f)+U [f ] is constant, and (3) follows.
From (3) to (2), a direct substitution suffices.
D[f ] =
∫
|x|=1
f |(R ln f +RU)|2dx
=
∫
|x|=1
f |R(lnµ+ ln e−U [f ] + U [f ])|2dx
=
∫
|x|=1
f |0|2dx = 0
From (2) to (1): note that (2) gives
R ln f +RU = 0,
since f is positive. Differentiating the natural log term and multiplying by f , we conclude
Rf + fRU = 0
and (1) follows from an application of the spherical divergence operator.
From (1) to (3): we proceed by repeating a previous calculation on the free energy. By (1),
0 =
∫
|x|=1
(1 + ln f(t,x) + U [f ])R · (Rf + fRU)dx
= −
∫
|x|=1
f |(R ln f +RU)|2dx
so
R ln f +RU = 0.
9Integrating yields
ln f + U = constant
and we solve for f to conclude
f(x) = µe−U [f ]
for some µ > 0.
2.3.2 Structure properties of equilibria
A recent paper by [Vollmer (2015)] establishes several useful results with regard to general
potential operators, and the Onsager potential in particular. We review some of those results
here. The paper begins with a complete characterization of the eigenvalues and eigenvectors
for a class of spherically symmetric kernels.
Theorem 2.3.2. Let K(·, ·) : S2×S2 → R be the kernel of an interaction operator U such that
K(p, q) =
∑∞
r=0 ar(p · q)r converges for |p · q| < 1. Then the eigenvectors of the corresponding
interaction operator are given by the spherical harmonics Y ml , with eigenvalues
µs =
∞∑
r=0
4pias+2r(s+ 2r)!
2rr!(2s+ 2r + 1)!!
, s ∈ N
if K satisfies the following conditions:
(1) K is continuous in both variables
(2) K is symmetric, in the sense that K(p, q) = K(q, p)
(3) K is rotationally symmetric, so K(Rp,Rq) = K(p, q) for any rotation operator R
(4) The sequence {ar} satisfies
∞∑
l=0
∑
r=l,l+2,l+4,...
∣∣∣∣∣ 4pi(4l + 1)3/2arr!2(r−l)/2(12(r − l))!(l + r + 1)!!
∣∣∣∣∣ <∞.
The proof of this result proceeds in several steps. First, the kernel is written as a triple-
summation in terms of the spherical harmonics. Vollmer then calculates
∫
S2 K(p, q)Y
m
l (q)dq
using the series expansion, formally justifying rearrangement of the sum and integral using
10
property (4). Simplification of the resulting sum via orthogonality relationships yields the final
result.
A follow-up to the general theorem verifies that the Onsager kernel satisfies all required
properties, and obtains a closed form expression for the eigenvalues in terms of the Gamma
function.
Theorem 2.3.3. The eigenfunctions and eigenvalues of the Onsager interaction operator are
given by the spherical harmonics, Y ml , with corresponding eigenvalues (for α = 1)
µ(l) =

−piΓ(l/2+1/2)Γ(l/2−1/2)2Γ(l/2+1)Γ(l/2+2) , if l is even
0, if l is odd
(3.12)
The first part of the theorem is proved by deriving a series expression for K from the Taylor
series of
√
1− x, and using Gautschi’s inequality to verify the required sum is finite. Derivation
of the closed form eigenvalue expression relies heavily on gamma function manipulations and
the theory of generalized hypergeometric functions.
The paper continues with further analysis on the bifurcation diagram for the steady state
problem with Onsager potential. The eigenvalues are found to be the bifurcation points. Ad-
ditionally, the author shows that the isotropic solution is in fact the unique minimizer of the
energy functional for low concentrations. Vollmer’s work is partially based on a paper by Mo-
hammad Niksirat. In [Niksirat (2014)], several similar results are proven in the context of
degree theory, including the uniqueness of the isotropic solution for low energy, and existence
of a sequence of axially symmetric steady states.
In [Liu et al. (2005)], the authors establish precise forms for the equilibrium solution to
(1.1) with Maier Saupe potential in two and three-dimensions. In three-dimensions, they offer
the following
Theorem 2.3.4. Consider the Doi-Onsager equation (1.1) with normalization and Maier-
Saupe kernel. Then, the potential must have the following form
U(x) =
2α
3
− η
(
|x× y|2 − 2
3
)
(3.13)
where η ∈ R is a parameter, and y is a unit vector indicating the axis of symmetry.
11
This theorem follows directly by manipulating the potential function to show it nearly
satisfies an eigenvalue equation for the Laplace-Beltrami operator, and using careful analysis
to simplify the resulting solution to (3.13). Combining this theorem with Proposition 2.3.1,
we get the general form for a stationary solution. Note that this theorem also guarantees the
axial symmetry property. [Liu et al. (2005)] further characterizes the solutions to (1.1) by using
careful zero analysis to count the number of steady state distributions. The results indicate a
bifurcation in the solution diagram, marked by two critical values of the intensity parameter.
The final result is described by
Theorem 2.3.5. The number of stationary solutions of the Doi-Onsager equation on the sphere
with Maier-Saupe potential hinges on whether the intensity α crosses two critical values: α∗ ≈
6.731393 and 7.5, where
α∗ = min
η
∫ 1
0 e
−ηz2dz∫ 1
0 (z
2 − z4)e−ηz2dz
. (3.14)
The parameter η is determined from α through
3e−η∫ 1
0 e
−ηz2dz
−
(
3− 2η + 4η
2
α
)
= 0. (3.15)
More precisely,
(1) If 0 < α < α∗, there exists one solution, f0 = 1/4pi.
(2) If α = α∗, there exist two distinct solutions f0 = 1/4pi and f1 = k1e−η1(x·y)
2
, η1 < 0.
(3) If α∗ < α < 7.5, there exist three distinct solutions f0 = 1/4pi and fi = kie−ηi(x·y)
2
, ηi < 0.
(4) If α = 7.5, there exist two distinct solutions f0 = 1/4pi and f1 = k1e
−η1(x·y)2, η1 < 0.
(5) If α > 7.5, there exist three distinct solutions f0 = 1/4pi and fi = kie
−ηi(x·y)2, η1 < 0,
η2 > 0.
These results on the number and types of solutions are confirmed in [Fatkullin and Slastikov
(2005), Fatkullin et al. (2005), Zhou et al. (2005)]. [(Fatkullin and Slastikov, 2005)] further
analyzes the solutions by considering their stability, along with applying similar analysis to
study the problem with Dipole potential.
12
Another result on the 2D problem’s equilibrium solutions is presented in [Chen et al. (2010)].
The paper specifically studies the case when K(x,x′) = |x× x′|β = | sin(θ − θ′)|β, for β ∈ Z+.
First, a general ODE is derived which must be satisfied by the potential function. For the
Onsager kernel, the ODE is given by
U ′′ + U = 4Ae−U , (3.16)
an equation also noted in [Wang and Zhou (2008)]. The paper proceeds to establish two
theorems.
Theorem 2.3.6. Any solution to equation (3.16) is axially symmetric with respect to some
axis.
Theorem 2.3.7. For any positive integer k, the 2D Doi-Onsager problem with Onsager poten-
tial has at least one pik−periodic non-constant stationary solution.
The first theorem is proven by translating U so the minimum is achieved at θ = 0, and then
showing that U(θ) and U(−θ) satisfy the same initial value problem. Thus U(θ) = U(−θ),
proving that an axis of symmetry exists. This indirect approach inspires our search for indirect
symmetry proofs for other kernels, as described in Chapter 4. Theorem 2.3.7 is established
by using a variational approach to show that non-constant minimizers of a functional exist for
each required periodicity.
This second theorem illustrates a critical difference between the Maier-Saupe and Onsager
potentials. Whereas the Maier-Saupe potential gives rise to finitely many stationary solutions,
there are infinitely many for the more physically accurate Onsager potential.
13
CHAPTER 3. STABILITY ANALYSIS
In this chapter, we apply non-linear and linear stability techniques to identify when the
uniform distribution is stable. Our main tool is the calculation or estimation of eigenvalues
for the linearized Doi-Onsager model. The results we obtain agree with the initial bifurcation
values obtained in other papers.
We examine the stability of the isotropic solution to the Doi-Onsager model by first lin-
earizing the partial differential equation and then examining conditions for which the solution
is stable. In three dimensions, starting from
∂f
∂t
= R · (Rf + fRU) (0.1)
and choosing f(t, x) = 14pi + g(t, x), we get:
gt = R · (Rg + 1
4pi
RU [f ] + gRU [f ])
= R · (Rg + 1
4pi
RU [g] + gRU [g])
= R · (Rg + 
4pi
RU [g] + 2gRU [g])
⇔
gt = R · (Rg + 1
4pi
RU [g] + gRU [g])
As → 0, the equation simplifies to
gt = R · R(g + 1
4pi
U [g]). (0.2)
In two dimensions, f(t, θ) = 12pi + g gives the linearization
gt = gθθ +
1
2pi
Uθθ[g]. (0.3)
14
3.1 2D Linear Stability
For the Doi-Onsager problem on a circle, we have the following
Theorem 3.1.1. The isotropic equilibrium solution is linearly (locally) stable for α < α∗ for
several common potentials. We have the following characterizations for α∗ in two-dimensions:
(1) Onsager potential: α∗ = 3pi/2
(2) Maier-Saupe potential: α∗ = 4
(3) Dipole potential: α∗ = 2
Furthermore, given a general kernel, K(θ, θ′) = K(θ − θ′), where K(θ) = ∑n aneinθ and order
of integration and summation can be exchanged, we have
α∗ = inf
n: an<0
{
− 1
an
}
Proof. Note that since f is a probability distribution for each time t, we have
∫ 2pi
0 g(·, θ)dθ = 0.
Using separation of variables, we can expand g as a series with terms of the form eλtφ(θ) to
obtain the eigenvalue equation
λφ(θ) = φ′′(θ) +
1
2pi
Uθθ[φ]. (1.4)
Since φ is periodic, we expand it as a complex Fourier series, φ(θ) =
∑
n cne
inθ. Note that
c0 = 0 since g has total integral zero. Inserting into the eigenvalue equation (1.4), we find for
the Maier-Saupe potential
λ
∑
n
cne
inθ =
∑
n
−n2cneinθ + α(c2ei2θ + c−2e−i2θ), (1.5)
for the Onsager potential
λ
∑
n
cne
inθ =
∑
n
−n2cneinθ + α
∑
n6=±1
1
pi
(1 + (−1)n) n
2
n2 − 1cne
inθ, (1.6)
and for the Dipole potential
λ
∑
n
cne
inθ =
∑
n
−n2cneinθ + 1
2
· α
(
c1e
iθ + c−1e−iθ
)
. (1.7)
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The details on the derivation of (1.5), (1.6) and (1.7) are in Appendix B. Using the standard
orthogonality relationship, we can identify the constraints on λ. For the Maier-Saupe potential
we conclude that
(λ+ n2)cn =

0, if n 6= ±2
αcn, if n = ±2
(1.8)
So the eigenvalues are λ = −n2, α − 4 where n ∈ Z+ \ {2}. Note that 0 is an eigenvalue iff
α = 4, and for α < 4, all eigenvalues are negative indicating stability of the isotropic solution.
For the Onsager potential, we find
(λ+ n2)cn =

0, if n = ±1
α
pi (1 + (−1)n) n
2
n2−1cn, if n 6= ±1
(1.9)
So the eigenvalues are λ = −1,−n2(1 − αpi · 1+(−1)
n
n2−1 ) where n ∈ Z+ \ {1}. All eigenvalues are
negative iff α < 3pi/2.
Finally, for the Dipole potential, we have
(λ+ n2)cn =

0, if n 6= ±1
1
2 · αcn, if n = ±1
(1.10)
Thus, the eigenvalues are λ = −1 + α/2,−n2 where n ∈ Z+ \ {1}. All eigenvalues are negative
iff α < 2.
Using a general kernel for which exchanging order of integration and summation is valid,
we can apply similar analysis techniques to bound the region of linear stability. In general, we
have
1
α
U [einθ] =
∑
k
ak
∫ 2pi
0
eikθe−ikθ
′
einθ
′
dθ′
= an · 2pi · einθ
Following the same process as before, we find that the eigenvalues are λ = −n2(1 + αan) for
n ∈ Z+. The isotropic solution is linearly stable when all eigenvalues are negative, which is
equivalent to the condition
sup
n: an>0
{
− 1
an
}
< α < inf
n: an<0
{
− 1
an
}
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3.2 3D Linear Stability
We now perform similar analysis for the 3D Doi-Onsager problem.
Theorem 3.2.1. The isotropic equilibrium solution is linearly (locally) stable for α < α∗.
For the Onsager and Maier-Saupe potentials, we have the following characterizations for α∗ in
three-dimensions:
(1) Onsager potential: α∗ = 32/pi
(2) Maier-Saupe potential: α∗ = 7.5
Proof. Next we consider the 3-dimensional problem. Beginning again with separation of vari-
ables, we can expand g as a series with terms of the form eλtψ(x), where
λψ = R · R(ψ + 1
4pi
U [ψ]). (2.11)
Since the spherical harmonics form a complete set for L2(S2), we further expand ψ as a series,
ψ =
∑
|m|≤l cl,mY
m
l . Note that each spherical harmonic is an eigenfunction of the Laplace-
Beltrami operator, such that R·RY ml = −l(l+1)Y ml . Additionally, recall from Theorem 2.3.3,
for the Onsager potential U [Y ml ] = αµ(l)Y
m
l where
µ(l) =

−piΓ(l/2+1/2)Γ(l/2−1/2)2Γ(l/2+1)Γ(l/2+2) , if l is even
0, if l is odd
(2.12)
Inserting our expression for ψ into the eigenvalue equation, we find for the Maier-Saupe poten-
tial
λ
∑
|m|≤l
cl,mY
m
l =
∑
|m|≤l
−l(l + 1)cl,mY ml +
α
4pi
· 8pi
3
R · R
c0,0Y 00 − 15
∑
|m|≤2
c2,mY
m
2

(2.13)
=
∑
|m|≤l
−l(l + 1)cl,mY ml + α ·
4
5
(c2,−2Y −22 + c2,−1Y
−1
2 + c2,0Y
0
2 + c2,1Y
1
2 + c2,2Y
2
2 ).
(2.14)
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The details of calculation (2.13) are included in Appendix B. For the Onsager potential,
λ
∑
|m|≤l
cl,mY
m
l =
∑
|m|≤l
−l(l + 1)cl,mY ml +
α
4pi
∑
|m|≤l
−l(l + 1)µ(l)cl,mY ml . (2.15)
Using orthogonality of distinct modes, we get eigenvalues λ = −l(l+ 1)(1 + α4piµ(l)), where
l ∈ Z+ for the Onsager potential. For the Maier-Saupe potential, we find λ = −l(l+ 1), where
l ∈ Z+ \ {2}, and λ = −6 + 45α. Note that l = 0 represents the constant mode, which has zero
amplitude since g has total spatial integral of zero. Thus zero is not an eigenvalue.
The isotropic solution is linearly stable iff all eigenvalues are negative. Observing that
l = 2 gives the strictest condition on α for the Onsager potential, we can immediately identify
the region of linear stability. In particular, we require α < −4pi/µ(2). For the Maier-Saupe
potential, the only condition is λ = −6 + 45α < 0. Thus, the isotropic solution is linearly stable
for α < α∗ = 32/pi (Onsager) or α < α∗ = 7.5 (Maier-Saupe).
3.3 Global Stability of the Uniform Distribution
In this section, we prove the global stability of the isotropic solution for sufficiently small
α with the Onsager interaction potential. We proceed by bounding the L2(S2) norm of the
difference, g = f − 14pi between the current distribution and the isotropic one. We begin with
a lemma of results which will be useful in our proof.
Lemma 3.3.1. We have the following relationships:
(1) (Poincare´ inequality) ||g(t)||2 ≤ 1√2 ||Rg(t)||2.
(2) RU [f ] = RU [g].
(3) |RxKons(x,x′)| ≤ 1 almost everywhere.
(4) ||RU [g]||2 ≤ 4piα||g||2.
(5) ||gRU [g]||2 ≤ α||g||2.
Proof. (1) This is simply the Poincare´ inequality, ||g(t)||2 ≤ C||Rg(t)||2, where C = 1/
√
λ1
is determined by the smallest eigenvalue of the negative Laplacian over zero-mean functions.
Recalling that −R · R[Y ml ] = l(l + 1)Y ml , we conclude λ1 = 2.
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(2) We proceed by direct calculation.
RU [f ] = RU [g + 1
4pi
]
= RU [g] +RU [ 1
4pi
]
= RU [g],
where the final equality holds since U [ 14pi ] is constant.
(3) We start by directly calculating the derivative using the chain rule.
RxKons(x,x′) = Rx(1− (x · x′)2)1/2
=
1
2
(1− (x · x′)2)−1/2 · Rx(1− (x · x′)2)
=
1
2
(1− (x · x′)2)−1/2 · −2(x · x′)(x× x′)
Letting γ be the angle between x and x′, taking the norm gives
|RxKons(x,x′)| =
∣∣∣∣12(1− cos2(γ))−1/2 · −2 cos(γ) sin(γ)
∣∣∣∣
=
∣∣∣∣ cos(γ)sin(γ)sin(γ)
∣∣∣∣ ≤ 1
with removable singularity wherever sin(γ) = 0, which is a set of measure 0 in S2.
(4) Using (3) and Ho¨lder’s inequality,
||RU [g]||2 = α
(∫
S2
∣∣∣∣Rx ∫
S2
K(x,x′)g(x′)dx′
∣∣∣∣2dx
)1/2
≤ α
(∫
S2
(∫
S2
∣∣∣∣RxK(x,x′)∣∣∣∣∣∣∣∣g(x′)∣∣∣∣dx′)2 dx
)1/2
≤ α
(∫
S2
∫
S2
∣∣∣∣RxK(x,x′)∣∣∣∣2dx′ ∫
S2
|g(x′)|2dx′dx
)1/2
≤ α
(∫
S2
∫
S2
12dx′
∫
S2
|g(x′)|2dx′dx
)1/2
= 4piα||g||2.
Note that if we consider the form of our kernel, instead of just a bound on its derivative, we
can actually refine our estimate a bit. From (3), we have |RxKons(x,x′)| = | cos(γ)|. Since the
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integral is independent of x, we fix it to be the unit vector along the positive z-axis. Then,
cos(γ) = cos(θ) and∫
S2
∣∣∣∣RxK(x,x′)∣∣∣∣2dx′ = ∫ 2pi
0
∫ pi
0
cos2(θ) sin(θ)dθdφ =
4pi
3
. (3.16)
This indicates that for the Onsager kernel, we actually have
||RU [g]||2 ≤ 4pi√
3
α||g||2. (3.17)
In the following theorem, we apply the stated result since it is applicable to other potentials.
(5) Using (2), (3), and the fact that f ≥ 0 with total integral over S2 equal to 1,
||gRxU [g]||2 = α
(∫
S2
∣∣∣∣g(x)Rx ∫
S2
K(x,x′)g(x′)dx′
∣∣∣∣2dx
)1/2
= α
(∫
S2
|g(x)|2
∣∣∣∣Rx ∫
S2
K(x,x′)g(x′)dx′
∣∣∣∣2dx
)1/2
= α
(∫
S2
|g(x)|2
∣∣∣∣Rx ∫
S2
K(x,x′)f(x′)dx′
∣∣∣∣2dx
)1/2
≤ α
(∫
S2
|g(x)|2
(∫
S2
∣∣∣∣RxK(x,x′)∣∣∣∣∣∣∣∣f(x′)∣∣∣∣dx′)2 dx
)1/2
≤ α
(∫
S2
|g(x)|2
(∫
S2
∣∣∣∣f(x′)∣∣∣∣dx′)2 dx
)1/2
≤ α
(∫
S2
|g(x)|2
(∫
S2
f(x′)dx′
)2
dx
)1/2
= α
(∫
S2
|g(x)|2dx
)1/2
= α||g||2.
We now state and prove our main result.
Theorem 3.3.2. For α < 1√
2
, the isotropic solution is globally stable. In particular, a solution
f(t,x) to (1.1) converges to the isotropic distribution exponentially fast in L2(S2), with rate
C(α) = 2(1− α√2). The precise estimate obtained is∣∣∣∣∣∣∣∣f(t)− 14pi
∣∣∣∣∣∣∣∣
2
≤
∣∣∣∣∣∣∣∣f(0)− 14pi
∣∣∣∣∣∣∣∣
2
e−tC(α). (3.18)
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Proof. We begin by writing (1.1) in terms of g to get
gt = R · Rg +R ·
(
g +
1
4pi
)
RU [g]. (3.19)
Multiplying (3.19) by g and integrating over S2, we have
1
2
d
dt
||g(t)||22 =
∫
S2
gtgdx =
∫
S2
gR · Rg + gR ·
(
g +
1
4pi
)
RU [g]dx. (3.20)
We integrate by parts, and rearrange terms slightly to arrive at
1
2
d
dt
||g(t)||22 + ||Rg(t)||22 = −
∫
S2
(
g +
1
4pi
)
Rg · RU [g]dx. (3.21)
Now we use Lemma 3.3.1(1,4,5), Ho¨lder’s inequality, and the Cauchy-Schwarz inequality to
determine a suitable bound for the right-hand side.
1
2
d
dt
||g(t)||22 + ||Rg(t)||22 = −
∫
S2
gRg · RU [g]dx− 1
4pi
∫
S2
Rg · RU [g]dx
≤
∫
S2
∣∣∣∣Rg · gRU [g]∣∣∣∣dx+ 14pi
∫
S2
∣∣∣∣Rg · RU [g]∣∣∣∣dx
≤
∫
S2
∣∣∣∣Rg∣∣∣∣∣∣∣∣gRU [g]∣∣∣∣dx+ 14pi
∫
S2
∣∣∣∣Rg∣∣∣∣∣∣∣∣RU [g]∣∣∣∣dx
≤ ||Rg(t)||2
(
||gRU [g]||2 + 1
4pi
||RU [g]||2
)
≤ ||Rg(t)||2
(
α||g(t)||2 + 1
4pi
4piα||g(t)||2
)
= 2α||Rg(t)||2||g(t)||2
≤ α
√
2||Rg(t)||22.
Suppose α ≤ 1/√2. Then we can rearrange the previous inequality and apply the Poincare´
inequality once more to conclude
0 ≥ 1
2
d
dt
||g(t)||22 + (1− α
√
2)||Rg(t)||22 ≥
1
2
d
dt
||g(t)||22 + 2(1− α
√
2)||g(t)||22. (3.22)
Recognizing the right side of (3.22) as a first-order linear differential equation, we apply an
integrating factor, e2tC(α), where C(α) = 2(1− α√2), and integrate from 0 to t. This yields,
e2tC(α)||g(t)||22 − ||g(0)||22 ≤ 0, (3.23)
from which we conclude
||g(t)||2 ≤ ||g(0)||2e−tC(α). (3.24)
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We immediately conclude that for α < 1/
√
2, ||g(t)||2 → 0 as t→∞, with exponential rate of
convergence given by C(α). Thus, the isotropic solution is globally stable.
Remark 3.3.1. Note that Theorem 3.3.2 need not be restricted to the Onsager potential. In
fact, the only kernel property used in the proof is that it is differentiable almost everywhere, with
|RxK(x,x′)| ≤ 1. This also holds for the Maier-Saupe and Dipole potentials, proving global
stability in those cases as well. Furthermore, the proof is easily modified for the case when
|RxK(x,x′)| is bounded by some constant M . Then the isotropic solution is globally stable for
α < 1
M
√
2
with convergence rate C(α) = 2(1− αM√2).
Remark 3.3.2. Using the refined estimate discussed in the proof of Lemma 3.3.1(4), we can
improve the theorem slightly for the Onsager kernel. We find that the same proof strategy
indicates global stability for α <
√
6/(1 +
√
3) ≈ 0.8966, with convergence rate C(α) = 2(1 −
α( 1√
2
+ 1√
6
)).
Remark 3.3.3. We note that the isotropic distribution is expected to be globally stable when
α < α∗, as defined in the previous section. The result obtained in Theorem 3.3.2 does not
reach this critical value. It is likely that proving the stability result for the entire expected range
would require more sophisticated techniques, such as LaSalle’s principle, as done for the Dipole
potential in [Frouvelle and Liu (2012)].
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CHAPTER 4. SYMMETRY RESULTS
It is known that the equilibrium solution to the Doi-Onsager equation with Maier-Saupe
potential exhibits axial symmetry in both the two-dimensional and three-dimensional cases.
Symmetry has also been established for the two dimensional Onsager potential. For the Maier-
Saupe potential, [Liu et al. (2005)] showed symmetry via a direct argument. For the 3D
Onsager potential, it is conjectured that equilibrium solutions are axially symmetric, but has
not yet been established rigorously. Motivated by an interest in analyzing more general kernels,
and handling the problem with the original potential function, methods not relying on direct
computation are desirable.
4.1 Symmetry of Equilibria
Here we show a short proof of symmetry for the two-dimensional, Maier-Saupe potential.
The initial setup of this proof was inspired by the method of moving planes, as used in [Lu
and Zhu (2012)]. We write the potential function as U [f ](θ) =
∫ 2pi
0 K(θ− θ′)f(θ′)dθ′ where the
kernel, K(θ) = sin2(θ). Note that
 K is even
 K(0) = 0
 K is periodic with period pi
We conjecture that these properties of the kernel, along with some smoothness requirement,
are sufficient to ensure symmetry of the equilibrium distribution. Given these properties, we
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can show that U is not only 2pi−periodic, but actually pi−periodic.
U [f ](θ + pi) =
∫ 2pi
0
K(θ + pi − θ′)f(θ′)dθ′
=
∫ 2pi
0
K(θ − θ′)f(θ′)dθ′
= U [f ](θ).
Since f = z−1e−U , for some constant z, f is also pi−periodic.
Define Uλ(θ) = U(2λ− θ) (the reflection across the line θ = λ). Then, we have
U(θ)− Uλ(θ) = z−1
∫ pi
−pi
K(θ − θ′)(e−U(θ′) − e−Uλ(θ′))dθ′
= z−1
(∫ λ
λ−pi
+
∫ λ+pi
λ
)
K(θ − θ′)(e−U(θ′) − e−Uλ(θ′))dθ′
= z−1
∫ λ
λ−pi
(K(θ − θ′)−K(θ − (2λ− θ′))(e−U(θ′) − e−Uλ(θ′))dθ′
where the last equality is obtained by applying the transformation θ′ → 2λ− θ′ to the second
integral. Suppose U takes on a maximum value at 0 (we can achieve this since a rotation of a
solution is another solution) and take λ = 0. Then we have,
U(θ)− Uλ(θ) = U(θ)− U(−θ)
= z−1
∫ 0
−pi
(K(θ − θ′)−K(θ + θ′))(e−U(θ′) − e−U(−θ′))dθ′
= z−1 · − sin(2θ)
∫ 0
−pi
(e−U(θ
′) − e−U(−θ′)) sin(2θ′)dθ′
= z−1 · −C sin(2θ).
Taking the derivative of this final expression and using the fact that U ′(0) = 0 if U is smooth
and has a maximum at θ = 0 gives C = 0 and hence U(θ) = U(−θ). In other words, U has an
axis of symmetry. The key idea that makes this proof work is that the kernel satisfies a nice
property: K(θ− θ′)−K(θ+ θ′) = g(θ)g(θ′) which implies K(θ) = ±h(θ)2 for some function h.
Remark 4.1.1. Note that the above proof also works for the Dipole potential, since cos(θ −
θ′)− cos(θ + θ′) = 2 sin(θ) sin(θ′).
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CHAPTER 5. NUMERICAL STUDIES
5.1 Numerical Scheme and Properties
In this section, we derive and analyze a numerical approximation to the two-dimensional
Doi-Onsager model. This numerical scheme is based on the work done in [Liu and Yu (2012)],
and preserves key properties of the original, continuous problem. The scheme and its properties
are valid for any potential with symmetric, bounded, non-negative kernel. We start by rewriting
the partial differential equation in a somewhat different form:
∂f
∂t
=
∂
∂θ
(
∂f
∂θ
+ f
∂U
∂θ
)
= ∂θ
(
f
(
f∂
f
+ Uθ
))
= ∂θ (f∂θ (ln(f) + U))
= ∂θ
(
f∂θ
(
ln(feU )
))
= ∂θ
(
f∂θ
∂θ(fe
U )
feU
)
= ∂θ
(
e−U∂θ(feU )
)
= ∂θ (M∂θ(f/M))
where M = e−U . We choose to discretize the time derivative using a Forward Euler approx-
imation, use first-order approximations to the inner θ-derivative, and a centered first-order
difference for the outer θ-derivative. This yields the following numerical scheme:
fn+1j = f
n
j +
∆t
(∆θ)2
(
Mn
j+ 1
2
(
gnj+1 − gnj
)−Mn
j− 1
2
(
gnj − gnj−1
))
(1.1)
= fnj + λ
(
Mn
j+ 1
2
gnj+1 +M
n
j− 1
2
gnj−1 − (Mnj+ 1
2
+Mn
j− 1
2
)gnj
)
(1.2)
= fnj + λh(j, f
n) = fnj + λh
n
j (1.3)
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where λ = ∆t/(∆θ)2, gnj = f
n
j /M
n
j , M
n
j = exp(−Unj ), Unj = α
∑
i f
n
i ·
∫
Ii
K(θj , θ
′)dθ′, and
f0j =
∫
Ij
f(θ, t = 0)dθ/∆θ. We prove three properties of this scheme, as stated in the following
theorem.
Theorem 5.1.1. The above numerical scheme has the following properties:
(1)
∑
j f
n
j ∆θ =
∑
j f
0
j ∆θ = 1 for all n. That is, the total probability is conserved.
(2) For 0 < λ ≤ 12e−α and positive initial values f0j , fnj ≥ 0 ∀j ∀n > 0.
(3) For each n ∈ Z+, there exists some interval I = (0, λ∗), such that if λ ∈ I, A(fn+1) −
A(fn) ≤ 0. If fn is not an equilibrium solution, then A(fn+1)−A(fn) < 0 and the entropy
strictly decreases.
Proof. (1) We prove the statement inductively by showing
∑
j f
n+1
j =
∑
j f
n
j . Note that due
to the periodic boundary conditions of the problem, we can cyclically shift the terms of the
sum. Using the above discrete scheme, we have
∑
j
fn+1j =
∑
j
fnj +
∆t
(∆θ)2
∑
j
(
Mn
j+ 1
2
gnj+1 +M
n
j− 1
2
gnj−1 −Mnj+ 1
2
gnj −Mnj− 1
2
gnj
)
=
∑
j
fnj +
∆t
(∆θ)2
∑
j
(
Mn
j+ 1
2
gnj+1 −Mnj− 1
2
gnj
)
+
∑
j
(
Mn
j− 1
2
gnj−1 −Mnj+ 1
2
gnj
)
=
∑
j
fnj +
∆t
(∆θ)2
(0 + 0)
=
∑
j
fnj
Since this applies for all n ≥ 0, the first statement of the theorem directly follows.
(2) If fnj ≥ 0 ∀j, then since 0 ≤ K(θ, θ′) ≤ 1, we have 0 ≤ Uni ≤ α
∑
j f
n
j ∆θ = α ∀i ∈ Z/2.
From this, we conclude that e−α ≤Mni ≤ 1 and for each index j,
Mnj
Mn
j+ 1
2
+Mn
j− 1
2
≥ e
−α
2
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Note that gnj ≥ 0 ∀j by the non-negativity of fnj and Mnj . Thus, for 0 < λ ≤ e−α/2,
fn+1j = f
n
j + λ
(
Mn
j+ 1
2
gnj+1 +M
n
j− 1
2
gnj−1 − (Mnj+ 1
2
+Mn
j− 1
2
)gnj
)
= Mnj g
n
j + λ
(
Mn
j+ 1
2
gnj+1 +M
n
j− 1
2
gnj−1 − (Mnj+ 1
2
+Mn
j− 1
2
)gnj
)
= gnj
(
Mnj − λ
(
Mn
j+ 1
2
+Mn
j− 1
2
))
+ λ
(
Mn
j+ 1
2
gnj+1 +M
n
j− 1
2
gnj−1
)
≥ gnj ·
(
Mn
j+ 1
2
+Mn
j− 1
2
) Mnj
Mn
j+ 1
2
+Mn
j− 1
2
− λ

≥ 0
where the last inequality follows from the bounds on the M-fraction and λ. Note that we could
obtain a potentially less restrictive bound by only requiring λ ≤ minjMnj /(Mnj+ 1
2
+Mn
j− 1
2
), but
the stated bound works regardless of the particular timestep and values of M .
(3) To prove the third property, we begin by defining a difference representing the change
in entropy between consecutive timesteps:
G(λ) =
1
∆θ
(A(fn+1)−A(fn)) (1.4)
=
∑
j
fn+1j ln(f
n+1
j )− fnj ln(fnj ) +
1
2
fn+1j U
n+1
j −
1
2
fnj U
n
j (1.5)
It is easy to see that for fixed choice of ∆θ, G is a continuously differentiable function of λ, and
hence ∆t. Note that when λ = 0, fn+1j = f
n
j ∀j, so G(0) = 0. The desired property holds if
we can show that G′(0) < 0 when fn is not an equilibrium solution. First we calculate G′(λ),
G′(λ) =
d
dλ
∑
j
fn+1j ln(f
n+1
j )− fnj ln(fnj ) +
1
2
fn+1j U
n+1
j −
1
2
fnj U
n
j

=
∑
j
hnj
fnj
fn+1j
+ hnjU
n+1
j + h
n
j ln(f
n+1
j ) + h
n
j
λhnj
fn+1j
=
∑
j
hnj
(
Un+1j + ln(f
n+1
j ) + 1
)
=
∑
j
hnj
(
Un+1j + ln(f
n+1
j )
)
where the last equality holds by property (1).
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We now use a reordering of terms to show that G′(0) ≤ 0. We drop the time-step index in
the following calculation since all terms represent values at time tn = n∆t.
G′(0) =
∑
j
hnj
(
Unj + ln(f
n
j )
)
=
∑
j
(
e
−U
j+12
fj+1
e−Uj+1
+ e
−U
j− 12
fj−1
e−Uj−1
−
(
e
−U
j+12 + e
−U
j− 12
) fj
e−Uj
)
(Uj + ln(fj))
=
∑
j
fje
Uj−Uj− 12 (U + ln(f))j−1 − fjeUj−Uj− 12 (U + ln(f))j
+ fje
Uj−Uj+12 (U + ln(f))j+1 − fjeUj−Uj+12 (U + ln(f))j
=
∑
j
−fjeUj−Uj− 12 (U + ln(f))
∣∣∣∣∣
j
j−1
+ fje
Uj−Uj+12 (U + ln(f))
∣∣∣∣∣
j+1
j
=
∑
j
(
−fj+1eUj+1−Uj+12 + fjeUj−Uj+12
)
(U + ln(f))
∣∣∣∣∣
j+1
j
= −
∑
j
e
−U
j+12
(
e(U+ln(f))j+1 − e(U+ln(f))j
)
((U + ln(f))j+1 − (U + ln(f))j)
The final summation is non-positive since (ex − ey)(x− y) ≥ 0 for any x, y. We also note that
unless U + ln(f) is constant for all j, the expression is strictly negative since at least one term
will be positive. In this case, continuity of G′(λ) indicates that there is some neighborhood for
which G′(λ) < 0 and hence ∃ I = (0, λ∗) such that G(λ) < 0 ∀λ ∈ I. In the case that U + ln(f)
is uniform, we recall from discussion of the PDE model that this indicates an equilibrium
solution already.
An interesting remark can be made about the proof of property (3), above. In this paper,
we consider an explicit update scheme in order to ease computation. However, if instead we
chose the implicit scheme fn+1j = f
n
j + λh
n+1
j , then the resulting expression for G
′(λ) can be
manipulated and factored as above for any λ ≥ 0 (all f and U terms will be for time-step
n+ 1). We immediately conclude that the implicit scheme is entropy-decreasing for all values
of the time-step. Given the complexity of solving an implicit scheme for this PDE, however,
the time-step restriction for the explicit scheme is probably an acceptable tradeoff.
If desired, we can also determine an estimated upper bound on λ for which the entropy
is decreasing. Since G(λ) is continuously differentiable, we begin by expanding G as a Taylor
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series
G(λ) = G(0) + λG′(0) +
1
2
λ2G′′(ξ) = λG′(0) +
1
2
λ2G′′(ξ) (1.6)
for ξ between 0 and λ. Recall that e−α ≤M ≤ 1 and let 0 < Xn ≤ fnj ≤ Y n ∀j. Then,
hnj ≤ 1 ·
Y n
e−α
· 2− 2e−α · X
n
1
hnj ≥ e−α ·
xn
1
· 2− 2 · Y
n
e−α
→ |hnj | ≤ 2
(
eαY n − e−αXn)
and so,
G′′(λ) =
∑
j
hnj
(
Uj [h
n] +
hnj
fn+1j
)
=
∑
j
hnjUj [h
n] +
∑
j
(
hnj
)2
fn+1j
≤
∑
j
2
(
eαY n − e−αXn)Uj [|hn|] +∑
j
4 (eαY n − e−αXn)2
Xn+1
≤ 4
∆θ
(
eαY n − e−αXn)2(1 + 1
Xn+1
)
= K(λ)
where
Xn+1 ≥ Xn − 2λ (eαY n − e−αXn) ≥ 0
for
λ ≤ 1
2eα Y
n
Xn − 2e−α
.
We conclude that G(λ) ≤ 0 and the scheme is entropy decreasing if
λ ≤ min
(
−2G′(0)
K(λ)
,
1
2eα Y
n
Xn − 2e−α
)
(1.7)
What happens as the mesh size decreases? As ∆θ → 0, note that hnj ∼ (∆θ)2, so G′′(λ) ∼
((∆θ)2)2/(∆θ) = (∆θ)3. Further, G′(0) is a sum over a pair of difference terms, hence G′(0) ∼
(∆θ)2/(∆θ) = ∆θ. Thus, as ∆θ → 0, the bound −2G′(0)/G′′(λ) on λ becomes large (and
the corresponding bound on ∆t is O(1)). We see that for sufficiently small ∆θ, the second
condition dominates and we solely need to satisfy
λ ≤ 1
2eα Y
n
Xn − 2e−α
. (1.8)
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Table 5.1 Absolute Error vs. ∆θ for α = 3. (1/∆t = 105)
2pi/∆θ ||E||∞
25 6.49 · 10−4
50 1.62 · 10−4
100 3.99 · 10−5
200 9.49 · 10−6
400 1.89 · 10−6
800 reference
Table 5.2 Absolute Error vs. ∆t for α = 3. (2pi/∆θ = 400)
1/∆t ||E||∞
1 · 104 6.99 · 10−6
2 · 104 3.11 · 10−6
4 · 104 1.41 · 10−6
5 · 104 1.15 · 10−6
1 · 105 reference
5.2 Numerical Convergence Studies
Having proven several important properties of our scheme, we also want to study its con-
vergence properties as the numerical mesh is refined. We start by acquiring reference solutions
using a fine approximation in both time and space. Beginning with a linear ramp for initial data,
we compute the particle distribution at time t = 1 second for α = 3 and α = 6. Coarser meshes
in time and space are then used to repeat the calculation, and results are compared to identify
rates of convergence. For the ∆θ convergence studies, the reference used has 1/∆t = 105 and
2pi/∆θ = 800. For the ∆t convergence studies, 2pi/∆θ = 400 instead.
Table 5.3 Absolute Error vs. ∆θ for α = 6. (1/∆t = 105)
2pi/∆θ ||E||∞
25 8.94 · 10−3
50 2.46 · 10−3
100 6.25 · 10−4
200 1.49 · 10−4
400 2.99 · 10−5
800 reference
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Table 5.4 Absolute Error vs. ∆t for α = 6. (2pi/∆θ = 400)
1/∆t ||E||∞
1 · 104 1.37 · 10−5
2 · 104 6.10 · 10−6
4 · 104 2.96 · 10−6
5 · 104 2.55 · 10−6
1 · 105 reference
Using a standard curve-fitting (see Figures 5.1 and 5.2), we find that the infinity-norm of
the error decreases at a rate approximately 1st-order in time and 2nd-order in space. This
order does not appear to depend significantly on the value of α. It is important to note,
however, that if the timestep is not sufficiently small for a given choice of α and ∆θ, then
numerical experiments show that the scheme fails to converge at all. These convergence results
are unsurprising given our choice of scheme: we effectively use a centered difference method
to approximate spatial derivatives, but only a first-order Forward Euler discretization in time.
The convergence rates agree with the discretizations, and it is well known that the Forward
Euler approximation is only stable for sufficiently small ∆t.
5.3 Sample Simulation Results
We conclude this section by examining some numerical results obtained by implementing
the scheme in MATLAB. The diagrams show convergence of the distribution to a steady state
for values of the coupling parameter, α, above and below the critical threshold. For the Onsager
potential, recall α∗ = 3pi/2 ≈ 4.712. MATLAB code is included in Appendix C. The stopping
condition used was maxj
(
|fn+1j − fnj |
)
≤ TOL = 10−7.
Figures 5.3 and 5.4 show results for a simulation with random initial data and small coupling
parameter. As predicted by the linear stability analysis, the probability distribution quickly
smooths out into a uniform distribution, with f = 0.1592 ≈ 12pi . From the entropy plot, we see
that the entropy drops initially at a rapid rate, but levels off and barely changes for several
seconds as the stopping condition is met.
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Figure 5.1 Convergence Error for α = 3
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Figure 5.2 Convergence Error for α = 6
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Figure 5.3 Evolution of the Probability Distribution for α = 3 < α∗
34
Figure 5.4 Decrease in Entropy with Time for α = 3 < α∗
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Figure 5.5 Evolution of the Probability Distribution for α = 6 > α∗
36
Figure 5.6 Decrease in Entropy with Time for α = 6 > α∗
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Figures 5.5 and 5.6 indicate simulation results with a large coupling parameter. For α
exceeding the critical value, we observe that the simulation converges to a non-uniform dis-
tribution with sharp peaks separated by pi radians. This would indicate particle alignment
along a single polar axis. After an initial smoothing and leveling of the random data, each
time-step enhances the peaks and troughs of the final probability distribution. Simulations
further confirm that these peaks become sharper as α increases. This agrees with an intuitive
understanding of the physical phenomena, since a stronger interaction potential would tend to
force more particles to align.
Unlike the weak-interaction simulation, the entropy diagram for large α indicates two regions
of entropy decrease. For small time, Figure 5.6 mirrors Figure 5.4, showing the same rapid
drop in entropy. However, after a few seconds pass, another drop occurs. This can be roughly
attributed to the formation of the peaks and troughs in the equilibrium distribution.
One reason for the sudden initial drop in entropy is the model’s effects on higher-order modes
in the initial data. Since our initial data is random, much of the data shape is attributable to
high frequencies. According to our linear stability analysis, these modes are attenuated more
rapidly (since they correspond to eigenvalues which are larger negatives). If we start with
smoother initial data, we would therefore expect more low frequency content and hence slower
attenuation and decrease in Fourier energy. This is exactly what we see if the simulations are
re-run with a bump or ramp initial data.
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CHAPTER 6. CONCLUDING REMARKS
In this paper, we reviewed the Doi-Onsager model of orientation dynamics for rod-like
polymers in solution, and presented additional analysis. Nonlinear and linear stability analysis
were used to characterize the problem’s initial phase transition. A new proof of equilibrium
distribution symmetry was given for the two-dimensional problem. Lastly, we established a
numerical scheme for the two-dimensional problem which preserves the mass, positivity, and
entropy-decreasing nature of the system.
There are still several areas in which additional work may be done on the Doi-Onsager prob-
lem. For analysis, it is still unknown whether all equilibrium solutions exhibit axial symmetry
for the 3D Onsager potential or more general potential functions in two or three-dimensions.
It would also be interesting to develop property-preserving numerical schemes for the three-
dimensional problem or for higher-order accuracy.
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APPENDIX A. OVERVIEW OF THE LAPLACE-BELTRAMI
OPERATOR
Definition
The Laplace-Beltrami operator is a generalization of the Laplacian to a manifold. In this
paper, we specifically use the generalization to the surface of a sphere in R2 and R3. In two
dimensions, the Laplace-Beltrami operator is given by
R · Rf(θ) = ∂
2
∂θ2
f(θ) (0.1)
On the sphere, the Laplace-Beltrami operator is related to the standard Laplacian via the
equation
R · Rf(x) = ∇2f(x/|x|), (0.2)
or
∇2f = 1
r
∂
∂r
(
r
∂f
∂r
)
+
1
r2
R · Rf, (0.3)
so
R · Rf(θ, φ) = 1
sin(θ)
∂
∂θ
(
sin(θ)
∂f
∂θ
)
+
1
sin2(θ)
∂2f
∂φ2
(0.4)
where φ is the azimuthal angle. Several alternative notations exist in the literature, such as
∆ωf or ∇2Sn−1f to represent the operator on the sphere in n−dimensions. We choose to follow
the notation of [Liu et al. (2005)] in this paper.
Important Properties
Two properties are particularly important to our calculations in this paper: manipulation of
integrals, and the Laplace-Beltrami operator’s eigenfunctions. First, we note that integration
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by parts performs as expected, in the sense that∫
|x|=1
g(x)R · Rf(x)dx = −
∫
|x|=1
Rg(x) · Rf(x)dx (0.5)
for sufficiently smooth functions f and g. Note that there is no boundary term, since the sphere
is a boundary-less manifold.
The other critical property of the Laplace-Beltrami operator is its spectrum. For each
spherical harmonic, Y ml , we have
R · RY ml = −l(l + 1)Y ml . (0.6)
In two dimensions, it is easily seen that the complex exponentials einθ, n ∈ Z are eigenfunctions
with eigenvalues −n2. These facts are used heavily in our stability analysis.
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APPENDIX B. LINEAR STABILITY CALCULATIONS
In this appendix, we provide more complete details on the computation of the mean-field
potential when applied to an individual mode (either complex exponentials or spherical har-
monics).
2D Maier-Saupe Kernel
For the two-dimensional Maier-Saupe kernel, we find
1
α
U [einθ](θ) =
∫ 2pi
0
sin2(θ − θ′)einθ′dθ′
=
∫ 2pi
0
(
1
2
− 1
2
cos(2(θ − θ′)))einθ′dθ′
=
∫ 2pi
0
(
1
2
− 1
4
ei2θe−i2θ
′ − 1
4
ei2θ
′
e−i2θ)einθ
′
dθ′
=

pi, if n = 0
−pi2 · einθ, if n = ±2
0, otherwise
Where the last integral is evaluated using the standard orthogonality relationship for complex
exponentials. Thus,
Uθθ[e
inθ](θ) =
d2
dθ2
U [einθ](θ)
=

2pi · α · einθ, if n = ±2
0, otherwise
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2D Onsager Kernel
For the two-dimensional Onsager kernel, we handle the absolute value signs by making use
of periodicity to shift the limits of integration, and splitting the integral based on the sign of
the kernel. We calculate,
1
α
U [einθ](θ) =
∫ 2pi
0
| sin(θ − θ′)|einθ′dθ′
=
∫ θ
θ−pi
sin(θ − θ′)einθ′dθ′ +
∫ θ+pi
θ
sin(θ′ − θ)einθ′dθ′
=
1
2i
∫ θ
θ−pi
(ei(θ−θ
′) − e−i(θ−θ′))einθ′dθ′ + 1
2i
∫ θ+pi
θ
(ei(θ
′−θ) − e−i(θ′−θ))einθ′dθ′
Thus,
2i
α
U [einθ](θ) = eiθ
(∫ θ
θ−pi
ei(n−1)θ
′
dθ′ −
∫ θ+pi
θ
ei(n−1)θ
′
dθ′
)
+
e−iθ
(∫ θ+pi
θ
ei(n+1)θ
′
dθ′ −
∫ θ
θ−pi
ei(n+1)θ
′
dθ′
)
(n=±1)
= pieiθ − e−iθ · 1
2i
(
ei2θ − ei2(θ−pi)
)
+ e−iθ · 1
2i
(
ei2(θ+pi) − ei2θ
)
− pieiθ = 0
(n6=±1)
= eiθ
1
i(n− 1)
(
(ei(n−1)θ − ei(n−1)(θ−pi))− (ei(n−1)(θ+pi) − ei(n−1)θ)
)
+
e−iθ
1
i(n+ 1)
(
(ei(n+1)(θ+pi) − ei(n+1)θ)− (ei(n+1)θ − ei(n+1)(θ+pi))
)
= einθ
(
1
i(n− 1)(1 + (−1)
n)− 1
i(n+ 1)
(1 + (−1)n)+
1
i(n+ 1)
((−1)n+1 − 1)− 1
i(n− 1)((−1)
n+1 − 1)
)
= einθ(1 + (−1)n)
(
2
i(n− 1) −
2
i(n+ 1)
)
=
4
i
einθ(1 + (−1)n) 1
n2 − 1
Taking the second derivative, we find
Uθθ[e
inθ](θ) =

0, if n = ±1
(1 + (−1)n) 2n2
n2−1 · α · einθ, if n 6= ±1
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2D Dipole Kernel
For the two-dimensional Dipole kernel, we calculate
1
α
U [einθ](θ) =
∫ 2pi
0
− cos(θ − θ′)einθ′dθ′
=
∫ 2pi
0
−1
2
(
eiθe−iθ
′
+ e−iθeiθ
′)
einθ
′
dθ′
(n=±1)
= einθ
∫ 2pi
0
−1
2
dθ′ = −pieinθ
(n6=±1)
=
∫ 2pi
0
−1
2
(
eiθei(n−1)θ
′
+ e−iθei(n+1)θ
′)
dθ′ = 0
Taking the second derivative yields
Uθθ[e
inθ](θ) =

pi · α · einθ, if n = ±1
0, if n 6= ±1
3D Maier-Saupe Kernel
For the three-dimensional Maier-Saupe kernel, we calculate the potential only for the first
several spherical harmonics. This gives us sufficient information to establish a bound on α∗.
First we must calculate an expression for the kernel of the potential operator. Given two unit
vectors ~x = 〈cos(φ) sin(θ), sin(φ) sin(θ), cos(θ)〉 and ~y = 〈cos(φ1) sin(θ1), sin(φ1) sin(θ1), cos(θ1)〉,
we calculate the square of the sine of the angle, γ between these vectors as
K(~x, ~y) = K(θ, φ, θ1, φ1)
= sin2(γ)
= 1− cos2(γ)
= 1− (~x · ~y)2
= 1− (cos(φ− φ1) sin(θ) sin(θ1) + cos(θ) cos(θ1))2
= 1− cos2(φ− φ1) sin2(θ) sin2(θ1)− 1
2
cos(φ− φ1) sin(2θ) sin(2θ1)− cos2(θ) cos2(θ1)
Given this expression, we calculate U for each spherical harmonic Y ml with l ≤ 2, relying
heavily on orthogonality relationships to simplify calculations
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1
α
U [Y 00 ] =
1
2
√
pi
∫ pi
0
∫ 2pi
0
K(θ, φ, θ1, φ1) sin(θ1)dφ1dθ1
=
1
2
√
pi
(
2pi
∫ pi
0
sin(θ1)dθ1 − pi sin2(θ)
∫ pi
0
sin3(θ1)dθ1 − 0−
2pi cos2(θ)
∫ pi
0
cos2(θ1) sin(θ1)dθ1
)
=
1
2
√
pi
(
4pi − 4pi
3
sin2(θ)− 4pi
3
cos2(θ)
)
=
1
2
√
pi
· 8pi
3
=
8pi
3
Y 00
1
α
U [Y 01 ] =
√
3
2
√
pi
∫ pi
0
∫ 2pi
0
K(θ, φ, θ1, φ1) cos(θ1) sin(θ1)dφ1dθ1
=
√
3
2
√
pi
(
pi
∫ pi
0
sin(2θ1)dθ1 − pi sin2(θ)
∫ pi
0
sin3(θ1) cos(θ1)dθ1 − 2pi
∫ pi
0
cos3(θ1) sin(θ1)dθ1
)
=
√
3
2
√
pi
· 0 = 0
1
α
U [Y 11 ] =
−√3
2
√
2pi
∫ pi
0
∫ 2pi
0
K(θ, φ, θ1, φ1)e
iφ1 sin2(θ1)dφ1dθ1
=
−√3
2
√
2pi
∫ pi
0
∫ 2pi
0
−1
2
cos(φ− φ1) sin(2θ) sin(2θ1)eiφ1 sin2(θ1)dφ1dθ1
=
√
3
4
√
2pi
sin(2θ)
∫ pi
0
∫ 2pi
0
cos(φ− φ1) sin(2θ1)eiφ1 sin2(θ1)dφ1dθ1
=
√
3pi
4
√
2pi
sin(2θ)eiφ
∫ pi
0
sin(2θ1) sin
2(θ1)dθ1 = 0
1
α
U [Y 02 ] =
√
5
4
√
pi
∫ pi
0
∫ 2pi
0
K(θ, φ, θ1, φ1)(3 cos
2(θ1)− 1) sin(θ1)dφ1dθ1
=
√
5
4
√
pi
(∫ pi
0
(3 cos2(θ1)− 1) sin(θ1)dθ1 − pi sin2(θ)
∫ pi
0
(3 cos2(θ1)− 1) sin3(θ1)dθ1
− 2pi cos2(θ)
∫ pi
0
(3 cos2(θ1)− 1) sin(θ1) cos(θ1)dθ1
)
=
√
5
4
√
pi
(0 +
8pi
15
sin2(θ)− 16pi
15
cos2(θ))
= −8pi
15
Y 02
1
α
U [Y 12 ] =
−√15
2
√
2pi
∫ pi
0
∫ 2pi
0
K(θ, φ, θ1, φ1)e
iφ1 sin(θ1) cos(θ1) sin(θ1)dφ1dθ1
=
−√15
2
√
2pi
· −pi
2
eiφ sin(2θ)
∫ pi
0
sin(2θ1) sin
2(θ1) cos(θ1)dθ1
=
−√15
2
√
2pi
· −pi
2
eiφ sin(2θ) · 8
15
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=
−√15
2
√
2pi
eiφ sin(θ) cos(θ) · −8pi
15
= −8pi
15
Y 12
1
α
U [Y 22 ] =
−√15
4
√
2pi
∫ pi
0
∫ 2pi
0
K(θ, φ, θ1, φ1)e
2iφ1 sin2(θ1) sin(θ1)dφ1dθ1
=
−√15
4
√
2pi
· −pi
2
e2iφ sin2(θ)
∫ pi
0
sin5(θ1)dθ1
=
−8pi
15
· −
√
15
4
√
2pi
e2iφ sin2(θ) = −8pi
15
Y 22
By the similarity of the expressions for Y ±ml , we can immediately conclude that
1
α
U [Y −11 ] = 0,
1
α
U [Y −12 ] = −
8pi
15
Y −12 ,
and
1
α
U [Y −22 ] = −
8pi
15
Y −22 .
Note that the φ dependence of the Onsager kernel consists of modes einφ with |n| ≤ 2, so
by orthogonality of complex exponentials, U [Y ml ] = 0 if |m| > 2. We claim that U [Y ml ] = 0
for any spherical harmonics not yet considered. That is, for l > 2. To see this, we con-
sider only the θ-portions of the Maier-Saupe kernel. The θ-dependence of Y ml is the asso-
ciated Legendre polynomial with cosine argument, Pml (cos(θ)). The θ-dependencies for the
kernel function are 1 = P 00 (cos(θ)), sin
2(θ) = 13P
2
2 (cos(θ)), sin(θ) cos(θ) = −13P 12 (cos(θ)), and
cos2(θ) = 23P
0
2 (cos(θ)) +
1
2P
0
0 (cos(θ)). Thus, the θ integrals take the form of∫ pi
0
Pml (cos(θ)) · P ba(cos(θ)) · sin(θ)dθ
(x=cos(θ))
=
∫ −1
1
−Pml (x) · P ba(x)dx
= 0, if l 6∈ {0, 2}
where the second equality holds by the standard orthogonality relationship for Legendre poly-
nomials on [−1, 1] and the fact that a ∈ {0, 2}.
3D Onsager Kernel
An indirect computation of U [Y ml ] is provided in Vollmer (2015), and has been discussed
previously in this paper. We conclude that
U [Y ml ] = α · µ(l)Y ml
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APPENDIX C. MATLAB CODE FOR NUMERICAL SIMULATIONS
This appendix includes MATLAB code used to analyze the 2D Doi-Onsager equation with
Onsager potential and various initial values. Possible initial values include a uniform distribu-
tion, sinusoidal bump distribution, linear ramp, or random initial data. The code can be easily
modified to support other potential functions, including the Maier-Saupe kernel and Dipole
potential.
MATLAB Code - 2D Onsager Potential
c l e a r a l l ;
format long ;
%% Simulat ion Parameters
a lp = 2 . 5 ; %For the Onsager kerne l , alpha ˜< 4 .725
g i v e s convergence to a uniform d i s t r i b u t i o n
L = 2* pi ; %i n t e r v a l l ength
N = 100 ; %number o f s u b i n t e r v a l s
dx = L/N; %s i z e o f each i n t e r v a l
dt = 0 . 0 0 0 5 ; %t imestep
t = 0 ; %i n i t i a l time value
tp = 20*dt ; %next time value to p r i n t / p l o t
x a l l = 0 : dx : L ;
x l e f t = 0 : dx : L−dx ; %leave out the l a s t entry
xmid = x l e f t + dx /2 ;
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done = 0 ; %I n d i c a t e s whether the main loop should
terminate
t o l = 10ˆ−7; %Termination t o l e r a n c e
%% Calcu la te f 0
%Flat s t a r t − should remain f l a t
%f = ones (1 ,N) /L ;
%Bump s t a r t
%f = ze ro s (1 ,N) ;
%f f = @(x ) abs ( s i n ( x /2) ) ;
%f o r i = 1 :N
% f ( i ) = i n t e g r a l ( f f , x a l l ( i ) , x a l l ( i +1) ) ;
%end
%Linear s t a r t
%f = xmid ;
%Random s t a r t
f = rand (1 ,N) ;
f = f / sum( f *dx ) ;
%% I n t e g r a l Ca l cu l a t i on
%We c a l c u l a t e the ke rne l i n t e g r a l s ahead o f time and r e c y c l e them
f o r speed
i n t l e f t = ze ro s (N,N) ;
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intmid = ze ro s (N,N) ;
f o r i = 1 :N
k = @(x ) abs ( s i n (x−xmid ( i ) ) ) ;
k2 = @(x ) abs ( s i n (x−x l e f t ( i ) ) ) ;
f o r j = 1 :N
intmid ( i , j ) = i n t e g r a l (k , x a l l ( j ) , x a l l ( j +1) ) ;
i n t l e f t ( i , j ) = i n t e g r a l ( k2 , x a l l ( j ) , x a l l ( j +1) ) ;
end
end
p lo t ( xmid , f ) ;
hold on ;
index = 1 ;
%% Do Time Step I t e r a t i o n s
whi l e done ˜= 1
%Calcu la te U at xmid , x a l l
Uh = ze ro s (1 ,N) ; %U approximated at each e l in x a l l
%Note : t h i s corresponds to s h i f t e d
i n t e r v a l s
U = ze ro s (1 ,N) ; %U approximated at each e l in xmid
f o r i = 1 :N
f o r j = 1 :N
U( i ) = U( i ) + intmid ( i , j ) * f ( j ) * a lp ;
Uh( i ) = Uh( i ) + i n t l e f t ( i , j ) * f ( j ) * a lp ;
end
end
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%Calcu la te M at xmid , x a l l
Mh = exp(−Uh) ;
M = exp(−U) ;
%Calcu la te g at xmid
g ( 1 :N) = f . / M;
%Calcu la te f at the new t imestep
fnew = ze ro s (1 ,N) ;
fnew ( 2 :N−1) = f ( 2 :N−1) + dt /( dx*dx ) *(Mh( 3 :N) . * ( g ( 3 :N)−g ( 2 :N−1) )−
Mh( 2 :N−1) . * ( g ( 2 :N−1)−g ( 1 :N−2) ) ) ;
fnew (1) = f (1 ) + dt /( dx*dx ) *(Mh(2) *( g (2 )−g (1 ) )−Mh(1) *( g (1 )−g (N) )
) ;
fnew (N) = f (N) + dt /( dx*dx ) *(Mh(1) *( g (1 )−g (N) )−Mh(N) *( g (N)−g (N
−1) ) ) ;
%Check the stopping c r i t e r i a
i f max( abs ( f−fnew ) ) < t o l
done = 1 ;
end
%Update f and record d e t a i l s
f = fnew ;
t = t+dt ;
i f t >= tp
entropy = sum( f *dx .* l og ( f . / s q r t (M) ) ) ;
ent ( index ) = entropy ;
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index = index +1;
s t r = s p r i n t f ( 'At time %.4 f , i n t e g r a l ( f ) = %.7 f ,
entropy ( f ) = %.5 f ' , t , sum( f *dx ) , entropy ) ;
d i sp ( s t r ) ;
p l o t ( xmid , f ) ;
hold on ;
tp = tp+20*dt ;
pause ( 0 . 0 5 ) ;
end
end
%% Plot S t y l i n g
x l a b e l ( ' $\ theta $ ' , ' I n t e r p r e t e r ' , 'LaTeX ' ) ;
y l a b e l ( ' p r o b a b i l i t y dens i ty , f ' ) ;
t i t l e ( ' Evolut ion o f the P r ob a b i l i t y Density Function ' ) ;
f i g u r e ;
p l o t ( xmid , f ) ;
x l a b e l ( ' $\ theta $ ' , ' I n t e r p r e t e r ' , 'LaTeX ' ) ;
y l a b e l ( ' p r o b a b i l i t y dens i ty , f ' ) ;
t i t l e ( ' Equi l ibr ium P r ob a b i l i t y Density Function ' ) ;
f i g u r e ;
p l o t ( ( ( 1 : index−1)−1)*20*dt , ent ) ;
x l a b e l ( 'Time ' ) ;
y l a b e l ( 'Entropy , $\mathcal{A}( f ) $ ' , ' I n t e r p r e t e r ' , 'LaTeX ' ) ;
t i t l e ( 'Entropy vs . Time ' ) ;
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