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MIRKOVIC´-VILONEN POLYTOPES AND A QUIVER
CONSTRUCTUION OF CRYSTAL BASIS IN TYPE A
YOSHIHISA SAITO
Abstract. In the current paper, we give a quiver theoretical interpretation of Mirkovic´-
Vilonen polytopes in type An. As a by-product, we give a new proof of the Anderson-
Mirkovic´ conjecture which describes the explicit forms of the actions of lowering Kashi-
wara operators on the set of Mirkovic´-Vilonen polytopes.
1. Introduction
1.1. Let B(∞) be the crystal basis of the negative half of the quantum universal envelop-
ing algebra associated with a symmetrizable Kac-Moody Lie algebra g. Each element
b ∈ B(∞) can be written as
b = f˜i1 f˜i2 · · · f˜ikb∞.
Here f˜i (i ∈ I) is a lowering Kashiwara operator and b∞ the highest weight element of
B(∞). However, for a given b ∈ B(∞), the above expression is not unique. For example,
the following equality holds in the case of g = sl3:
f˜m1 f˜
m+n
2 f˜
n
1 b∞ = f˜
m
2 f˜
m+n
1 f˜
n
2 b∞ (for any m,n ∈ Z≥0).
Therefore, in the study of B(∞), it is important to give
• a parametrization of each element b ∈ B(∞) (we call it a realization of B(∞)) and
• explicit identifications between several realizations.
Until now, many useful realizations of B(∞) are known. For example,
(a) a realization in terms of Lakshimibai-Seshadri path (Littelmann [Li]),
(b) a polyhedral realization (Nakashima and Zelevinsky [NZ]),
(c) a Lagrangian (or quiver) realization (Kashiwara and the author [KS]), etc.
These realizations work for arbitrary symmetrizable Kac-Moody Lie algebras. On the
other hand, for the case that g is a finite dimensional simple Lie algebras, there is
(d) a realization by using the theory of PBW basis (Lusztig [L1], the author [S]).
1.2. Recently, Kamnitzer [Kam1], [Kam2] gave a new realization of B(∞) for the case
that g is a finite dimensional simple Lie algebras.
Let us explain a background of his work. In several years ago, Mirkovic´ and Vilonen
introduced a new family of algebraic cycles (called Mirkovic´-Vilonen cycles) in the cor-
responding affine Grassmannian [MV1], [MV2]. Furthermore, Breverman and Gaitsgory
[BG] showed that a certain set of Mirkovic´-Vilonen cycles has a crystal structure which is
isomorphic to the crystal basis of an irreducible highest weight Uq(g
∨)-module, where g∨
is the Langlands dual of g. By taking the moment map image of Mirkovic´-Vilonen cycles,
Anderson [A] defined a family of convex polytopes in hR, which are calledMirkovic´-Vilonen
(MV for short) polytopes. Here h is the Cartan subalgebra of g and hR the real form of h.
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After these works, Kamnitzer [Kam1], [Kam2] gave a combinatorial characterization of
MV polytopes by using a notion of Berenstein-Zelevinsky (BZ for short) data. A BZ datum
is a certain family of integers (see Section 5 for details), which is introduced by Berenstein,
Fomin and Zelevinsky [BFZ]. Moreover he showed that the set of MV polytopes has a
crystal structure which is isomorphic to B(∞). That is, he constructed
(e) a realization of B(∞) in terms of MV polytopes.
We remark that he also proved that the above crystal structure on the set of MV polytopes
coincides with the crystal structure coming from one on the set of Mirkovic´-Vilonen cycles,
which is introduced in [BG].
1.3. In the current paper, we focus on the case g = sln+1(C). The aim of the paper
is to give explicit isomorphisms between the three realizations (c), (d) and (e) of B(∞).
In a process for constructing these isomorphisms, we can also give a quiver theoretical
description of MV polytopes (or BZ data) in type An.
As a by-product, we give a new proof of the Anderson-Mirkovic´ (AM for short) conjec-
ture. The AM conjecture is a conjecture on the explicit forms of the actions of lowering
Kashiwara operators on the set of MV polytopes, which is conjectured by Anderson and
Mirkovic´ (unpublished) and proved by Kamnitzer [Kam2] (see Theorem 5.5.1).
1.4. This paper is organized as follows. In Section 2, we give a quick review on the
theory of crystals. After recalling basic properties of PBW basis of the negative half of
quantum enveloping algebras in Section 3, we introduce a crystal structure on PBW basis
in Section 4 (see Theorem 4.2.1). We remark that this is just a reformulation of the
result of Reineke [Re]. In Section 5, after reviewing some of basic facts on MV polytopes
following Kamnitzer [Kam1], [Kam2], we construct an isomorphism from a parametrizing
set of PBW basis (so-called Lusztig data) to the set of MV polytopes in explicit way (see
Theorem 5.6.3 which will be proved in Section 7). In other words, this isomorphism tells
us an explicit relation between the realization (d) of B(∞) and (e). In Section 6, we give
a quiver theoretical interpretation of a BZ datum in type A (see Corollary 6.3.3). In this
consideration, the work of Berenstein, Fomin and Zelevinsky [BFZ] plays an important
role. In Section 7, as we mentioned above, we give a proof of Theorem 5.6.3. In the
first half of this section, we give a short review on a Lagrangian construction of B(∞),
following Kashiwara and the author [KS]. This is just the realization (c). Since the explicit
isomorphism between the realization (c) and (d) is already known, the problem can be
translated as follows: “prove that the induced map form the realization (c) to (e) is an
isomorphism of crystals”. In the second half, we prove this problem by using the results
of Section 6 and quiver theoretical considerations. Finally, in Section 8, we give a new
proof of the AM conjecture in type A, as an application of the previous results.
1.5. Very recently, another quiver theoretical interpretation of BZ data was given by
Baumann, Kamnitzer and Sadanand ([KamS] for type A, and [BK] for type A,D,E).
They gave similar results as our article (for example, see Theorem 21 in [BK]). But their
approach is different from ours. Indeed, in their interpretation, they use the representation
theory of preprojective algebras (in other words, the double quiver of Dynkin type with
certain relations). On the other hand, in our construction, we only use the ordinary Dynkin
quiver. In addition to that, as we already mentioned above, we focus only on type A. By
this restriction, we can get an explicit formula for computing each BZ datum in terms of
the realization (d) of B(∞) in type A. Consequently, we also have a new proof of the
AM conjecture in type A. Moreover, our approach can be generalized in affine type A (cf.
[NSS1], [NSS2]). In other words, this article is the first step for the above generalization.
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2. Preliminaries
2.1. Notations. In this article, we assume g = sln+1(C). Let h be the Cartan subalgebra
of g. We denote by αi ∈ h
∗ (i ∈ I = {1, 2, · · · , n}) the simple roots of g, and hi ∈ h (i ∈ I)
the simple coroot of g; note that 〈hi, αj〉 = aij for i, j ∈ I, where 〈·, ·〉 denotes the canonical
pairing between h and h∗, (aij)i,j∈I the Cartan matrix of type An. We denote by P , Q and
∆+ the weight lattice, the root lattice and the set of all positive roots, respectively. Let
W = Sn+1 be the Weyl group of g. It is generated by simple reflections si = sαi (i ∈ I).
Let e and w0 be the unit element and the longest element of W , respectively.
Let Uq = Uq(g) be the quantized universal enveloping algebra of type An with generators
ei, fi, t
±
i (i ∈ I). It is an associative algebra over Q(q). Let U
−
q be the subalgebra of Uq
generated by fi (i ∈ I). Define [l] =
ql−q−l
q−q−1
and [k]! =
∏k
l=1[l]. For x ∈ Uq(g), we denote
x(k) = xk/[k]!.
2.2. Crystals.
Definition 2.2.1. (1) Consider the following data :
(i) a set B,
(ii) a map wt : B → P ,
(iii) maps εi : B → Z ⊔ {−∞}, ϕi : B → Z ⊔ {−∞} (i ∈ I),
(iv) maps e˜i : B → B ⊔ {0}, f˜i : B → B ⊔ {0} (i ∈ I).
The sixtuple (B; wt, εi, ϕi, e˜i, f˜i) (denoted by B, for short) is called a crystal if it satisfies
the following axioms:
(C1) ϕi(b) = εi(b) + 〈hi,wt(b)〉.
(C2) If b ∈ B and e˜ib ∈ B, then wt(e˜ib) = wt(b) + αi, εi(e˜ib) = εi(b) − 1, ϕi(e˜ib) =
ϕi(b) + 1.
(C2’) If b ∈ B and f˜ib ∈ B, then wt(f˜ib) = wt(b) − αi, εi(f˜ib) = εi(b) + 1, ϕi(f˜ib) =
ϕi(b)− 1.
(C3) For b, b′ ∈ B, b′ = e˜ib if and only if b = f˜ib
′.
(C4) For b ∈ B, if ϕi(b) = −∞, then e˜ib = f˜ib = 0.
(2) For two crystals B1 and B2, a morphism ψ from B1 to B2 is a map B1⊔{0} → B2⊔{0}
that satisfies the following conditions:
(i) ψ(0) = 0.
(ii) If b ∈ B1 and ψ(b) ∈ B2, then wt(ψ(b)) = wt(b), εi(ψ(b)) = εi(b) and ϕi(ψ(b)) =
ϕi(b).
(iii) If b, b′ ∈ B1 satisfy b
′ = f˜i(b) and ϕ(b), ϕ(b
′) ∈ B2, then ψ(b
′) = f˜i(ψ(b)).
A morphism ψ : B1 → B2 is called an isomorphism, if ψ induces an bijective map B1 ⊔
{0} → B2 ⊔ {0} and it commutes with all e˜i and f˜i.
2.3. Crystal basis of U−q . We shall recall the definition of the crystal basis of U
−
q . Let
e′i and e
′′
i be endomorphisms of U
−
q defined by
[ei, x] =
tie
′′
i (x)− t
−1
i e
′
i(x)
q − q−1
(x ∈ U−q ).
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It is known that any element x ∈ U−q can be uniquely written as
x =
∑
k≥0
f
(k)
i xk with e
′
i(xk) = 0.
Define modified root operators (so-called Kashiwara operators) e˜i and f˜i on U
−
q by
e˜ix =
∑
k≥1
f
(k−1)
i xk, f˜ix =
∑
k≥0
f
(k+1)
i xk.
Let A be the subring of Q(q) consisting of rational functions without a pole at q = 0. Set
L(∞) =
∑
k≥0, i1,··· ,ik∈I
Af˜i1 · · · f˜ik · 1 ⊂ U
−
q ,
B(∞) =
{
f˜i1 · · · f˜ik · 1 mod qL(∞)
∣∣∣ k ≥ 0, i1, · · · , ik ∈ I} .
Then the following properties hold:
(1) e˜iL(∞) ⊂ L(∞) and f˜iL(∞) ⊂ L(∞),
(2) B(∞) is a Q-basis of L(∞)/qL(∞),
(3) e˜iB(∞) ⊂ B(∞) ∪ {0} and f˜iB(∞) ⊂ B(∞).
We call (L(∞), B(∞)) the crystal basis of U−q .
For b ∈ B(∞), we set
wt(b) = the weight of b, εi(b) = max{k ≥ 0 | e˜
k
i (b) 6= 0}, ϕi(b) = εi(b) + 〈hi,wt(b)〉.
Then (B(∞),wt, εi, ϕi, e˜i, f˜i) is a crystal in the sense of Definition 2.2.1.
2.4. Orderings on the set of positive roots. Since g = sln+1(C), any positive root
β ∈ ∆+ can be uniquely written as
β =
jβ−1∑
p=iβ
αp (for some 1 ≤ iβ < jβ ≤ n+ 1).
The correspondence β 7→ (iβ , jβ) defines a bijection ∆
+ ∼→ Π where
Π = {(i, j) | 1 ≤ i < j ≤ n+ 1}.
In the rest of this article, we sometimes identify Π with ∆+ via the above bijection.
Let N = n(n + 1)/2 be the length of w0 and fix w0 = si1si2 · · · siN (i1, i2, · · · , iN ∈ I)
a reduced expression of w0. We denote by i = (i1, i2, · · · , iN ) the corresponding reduced
word. Set βk = si1si2 · · · sik−1(αik) (1 ≤ k ≤ N). Then we have Π = {β1, β2, · · · , βN}.
That is, a reduced word i defines a bijection Υi : {1, 2, · · · , N}
∼
→ Π and it induces a total
ordering ≤ i on Π;
(i1, j1) ≤ i (i2, j2)
def
⇐⇒ Υ−1
i
(i1, j1) ≤ Υ
−1
i
(i2, j2).
Example 2.4.1. Let i0 be the lexicographically minimal reduced word given by
i0 = (1, 2, 1, 3, 2, 1, · · · , n, n− 1, · · · , 1).
Then we have
(i1, j1) ≤i0 (i2, j2) if and only if

j1 < j2
or
j1 = j2 and i1 ≤ i2.
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3. PBW basis and Lusztig data associated to reduced words
3.1. PBW basis of quantized universal enveloping algebras. For i ∈ I, introduce
an Q(q)-algebra automorphism Ti of Uq as :
Ti(ej) :=
{
−fiti (i = j),∑−aij
k=0 (−1)
aij+kqaij+ke
(k)
i eje
(−aij−k)
i (i 6= j),
Ti(fj) =
{
−t−1i ei, (i = j),∑−aij
k=0 (−1)
aij+kq−aij−kf
(−aij−k)
i fjf
(k)
i , (i 6= j),
Ti(tj) = tjt
−aij
i .
It is known that these operators satisfy the braid relations:
TiTjTi = TjTiTj (aij = −1), TiTj = TjTi (aij = 0).
For a reduced word i = (i1, i2, · · · , iN ) and c = (c1, · · · , cN ) ∈ Z
N
≥0, we define
Pi(c) = f
(c1)
i1
(
Ti1(f
(c2)
i1
)
)
· · ·
(
Ti1Ti2 · · ·TiN−1(f
(cN )
iN
)
)
and
Bi =
{
Pi(c) | c ∈ Z
N
≥0
}
, Li =
∑
c
APi(c).
Proposition 3.1.1 ([L1],[S]). (1) Bi is a Q(q)-basis of U
−
q .
(2) Li = L(∞). Moreover Bi is a free A-basis of L(∞).
(3) Bi ≡ B(∞) mod qL(∞).
Definition 3.1.2. For a giving reduced word i, the basis Bi =
{
Pi(c) | c ∈ Z
N
≥0
}
is called
the PBW basis of U−q associated to a reduced word i. There is a bijection Ξi : Z
N
≥0
∼
→ B(∞)
defined by c 7→ Pi(c) mod qL(∞). For b ∈ B(∞), we call Ξ
−1
i
(b) ∈ ZN≥0 the i-Lusztig datum
of b ∈ B(∞).
3.2. The transition maps. For a reduced word i, consider
Bi =
{
ai = (aii,j)(i,j)∈Π | a
i
i,j ∈ Z≥0 for any (i, j) ∈ Π
}
the set of all N -tuples of non-negative integers indexed by Π. From now on, we regard Bi as
the set of all i-Lusztig data via the bijection ZN≥0
∼
→ Bi induced from Υi : {1, · · · , N}
∼
→ Π.
For two reduced words i and i′, let us consider the following composition of the bijections:
Ri
′
i = Ξ
−1
i′
◦ Ξi : B
i ∼→ B(∞)
∼
→ Bi
′
.
We call Ri
′
i
the transition map form i to i′. The explicit form of Ri
′
i
is known ([BFZ]), but
we omit to give it in this article.
For an arbitrarily reduced word i, the set of all i-Lusztig data Bi has a crystal structure
which is induced form the bijection Ξi : B
i ∼→ B(∞). Especially, for the lexicographically
minimal reduced word i0, we denote B = B
i0 and a = ai0 ∈ B. It has a central role in this
article. In the next section we will give the crystal structure on B = Bi0 in explicit way.
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3.3. ∗-structure. Define a Q(q)-algebra anti-involution ∗ of Uq by
e∗i = ei, f
∗
i = fi, (t
±
i )
∗ = t∓i (i ∈ I).
By the construction, it is easy to see L(∞)∗ = L(∞). Therefore ∗ induces a Q-linear
automorphism of L(∞)/qL(∞). Moreover the following theorem is known.
Theorem 3.3.1 ([K3]). The anti-involution ∗ induces an involutive bijection on B(∞).
By the above theorem, we can define the operators e˜∗i , f˜
∗
i on B(∞) by
e˜∗i = ∗e˜i∗, f˜
∗
i = ∗f˜i ∗ .
By the definition, it is obvious that b∗∞ = b∞. Here b∞ is the highest weight element of
B(∞). Therefore we have
εi(b
∗) = max{k ≥ 0 | (e˜∗i )
k(b) 6= 0}
for b ∈ B(∞). From now on, we denote ε∗i (b) = εi(b
∗).
Define a Q(q)-algebra automorphism T ∗i (i ∈ I) by
T ∗i = ∗ ◦ Ti ◦ ∗.
Then we have
P ∗i (c) =
(
f
(c1)
i1
(
Ti1(f
(c2)
i1
)
)
· · ·
(
Ti1Ti2 · · ·TiN−1(f
(cN )
iN
)
))∗
=
(
T ∗i1T
∗
i2
· · ·T ∗iN−1(f
(cN )
iN
)
)
· · ·
(
T ∗i1(f
(c2)
i1
)
)
fi1 .
Set
B∗
i
=
{
P ∗
i
(c) | c ∈ ZN≥0
}
.
It also gives a Q(q)-basis of U−q . We call it the ∗-PBW basis of U
−
q associated to a reduced
word i.
By Theorem 3.3.1, we have the following corollary.
Corollary 3.3.2. {
P ∗i (c) mod qL(∞) | c ∈ Z
N
≥0
}
= B(∞).
4. Crystal structure on i0-Lusztig data
4.1. Definition of crystal structures. We shall define two crystal structures on the set
of all i0-Lusztig datum B. For a ∈ B, define the weight wt(a) of a by
wt(a) = −
∑
i∈I
miαi, where mi =
i∑
k=1
n+1∑
l=i+1
ak,l (i ∈ I).
For i ∈ I, set
A
(i)
k (a) =
k∑
s=1
(as,i+1 − as−1,i) (1 ≤ k ≤ i),
A
∗(i)
l (a) =
n+1∑
t=l+1
(ai,t − ai+1,t+1) (i ≤ l ≤ n).
Here we set a0,i = 0 and ai+1,n+2 = 0. Define
εi(a) = max
{
A
(i)
1 (a), · · · , A
(i)
i (a)
}
, ϕi(a) = εi(a) + 〈hi,wt(a)〉,
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ε∗i (a) = max
{
A
∗(i)
i (a), · · · , A
∗(i)
n (a)
}
, ϕ∗i (a) = ε
∗
i (a) + 〈hi,wt(a)〉.
Let
ke = min
{
1 ≤ k ≤ i
∣∣∣ εi(a) = A(i)k (a)} , kf = max{1 ≤ k ≤ i ∣∣∣ εi(a) = A(i)k (a)} ,
le = max
{
i ≤ l ≤ n
∣∣∣ ε∗i (a) = A∗(i)l (a)} , lf = min{i ≤ l ≤ n ∣∣∣ ε∗i (a) = A∗(i)l (a)} .
For a given a ∈ B, we introduce four N -tuples of integers a(p) =
(
a
(p)
k,l
)
(p = 1, 2, 3, 4) by
a
(1)
k,l =

ake,i + 1 (k = ke, l = i),
ake,i+1 − 1 (k = ke, l = i+ 1),
ak,l (otherwise).
a
(2)
k,l =

akf ,i − 1 (k = kf , l = i),
akf ,i+1 + 1 (k = kf , l = i+ 1),
ak,l (otherwise),
a
(3)
k,l =

ai,le+1 − 1 (k = i, l = le + 1),
ai+1,le+1 + 1 (k = i+ 1, l = le + 1),
ak,l (otherwise).
a
(4)
k,l =

ai,lf+1 + 1 (k = i, l = lf + 1),
ai+1,lf+1 − 1 (k = i+ 1, l = lf + 1),
ak,l (otherwise).
Lemma 4.1.1. (1) For any a ∈ B with εi(a) > 0, a
(1) is an N -tuple of non-negative
integers. In other words, a(1) is an element of B.
(2) For any a ∈ B with ε∗i (a) > 0, a
(3) is an element of B.
(3) For any a ∈ B, both a(2) and a(4) are elements of B.
Proof. We only give a proof of (1). It is enough to show that ake,i+1 > 0. If ke = 1,
we have ake,i+1 = A
(i)
1 (a) = εi(a) > 0. Assume ke > 1. Then, by the definition of ke,
we have A
(i)
ke−1
(a) < A
(i)
ke
(a). Therefore A
(i)
ke
(a) − A
(i)
ke−1
(a) = ake,i+1 − ake−1,i > 0. Since
ake−1,i ≥ 0, we have ake,i+1 > 0. 
Now we define Kashiwara operators on B as:
e˜ia =
{
0 (if εi(a) = 0),
a(1) (if εi(a) > 0),
f˜ia = a
(2),
e˜∗i a =
{
0 (if ε∗i (a) = 0),
a(3) (if ε∗i (a) > 0),
f˜∗i a = a
(4).
Proposition 4.1.2. (1) (B,wt, εi, ϕi, e˜i, f˜i) is a crystal in the sense of Definition 2.2.1.
(2) (B,wt, ε∗i , ϕ
∗
i , e˜
∗
i , f˜
∗
i ) is a crystal in the sense of Definition 2.2.1.
From the definition, one can easily check the axiom (C1) ∼ (C4). So we omit to give a
detail.
4.2. Crystal structure on PBW basis associated to i0. As we mentioned in the
previous subsection, we regard B as the set of i0-Lusztig datum and denote by {Pi0(a) | a ∈
B} the corresponding PBW basis.
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Theorem 4.2.1. (1) We have
e˜iPi0(a) ≡ Pi0(e˜ia) mod qL(∞) and f˜iPi0(a) ≡ Pi0(f˜ia) mod qL(∞).
(2) We have
e˜iP
∗
i0
(a) ≡ P ∗
i0
(e˜∗i a) mod qL(∞) and f˜iP
∗
i0
(a) ≡ P ∗
i0
(f˜∗i a) mod qL(∞).
Remark . The formulas (2) is proved by Reineke [Re] (see also [Sav], [EK]). Note that in
[Re], he denotes our e˜∗i and f˜
∗
i on B, by e˜i and f˜i, respectively. The formulas (1) is proved
by the similar method.
By the definition, we immediately have the next corollary.
Corollary 4.2.2. (1) We have
e˜∗iPi0(a) ≡ Pi0(e˜
∗
i a) mod qL(∞) and f˜
∗
i Pi0(a) ≡ Pi0(f˜
∗
i a) mod qL(∞).
(2) As a by-product, we have that B is isomorphic to B(∞) as a crystal with ∗-structure.
5. Mirkovic´-Vilonen polytopes in type An
5.1. Mirkovic´-Vilonen polytopes and Berenstein-Zelevinsky data. Let Λi (i ∈ I)
be a fundamental weight for g. Set
Γn =
⋃
i∈I
WΛi
and an element γ ∈ Γn is called a chamber weight. Let M = (Mγ)γ∈Γn be a collection of
integers indexed by Γn. For each γ ∈ Γn, we call Mγ the the γ-component M, and denote
it by (M)γ .
For a given M = (Mγ)γ∈Γn , consider the following polytope in hR:
P (M) = {h ∈ hR | 〈h, γ〉 ≥Mγ (∀γ ∈ Γn)}.
Definition 5.1.1. (1) A polytope P (M) is called a pseudo-Weyl polytope if it satisfies the
following condition:
(BZ-1) (edge inequalities) for all w ∈W and i ∈ I,
MwΛi +MwsiΛi +
∑
j∈I\{i}
ajiMwΛj ≤ 0;
(2) A pseudo-Weyl polytope P (M) is called a Mirkovic´-Vilonen (MV for short) polytope
if it satisfies the following condition:
(BZ-2) (3-term relations) for every w ∈W and i, j ∈ I with aij = aji = −1 and wsi > w,
wsj > w,
MwsiΛi +MwsjΛj = min
{
MwΛi +MwsisjΛj , MwΛj +MwsjsiΛi
}
.
Here (aij)i,j∈I is the Cartan matrix of type An and > is the strong Bruhat ordering of
W . If P (M) is a MV polytope, the corresponding collection of integers M = (Mγ)γ∈Γn is
called Berenstein-Zelevinsky (BZ for short) datum of type An.
Remark . For a collection of integersM = (Mγ)γ∈Γn which satisfies the condition (BZ-1),
set
µw =
∑
i∈I
MwΛiwhi ∈ hR (w ∈W )
and consider a collection of vectors
µ• = (µw)w∈W ⊂ hR.
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Then Kamnitzer [Kam2] showed the corresponding pseudo-Weyl polytope P (M) is the
convex hull of µ•. That is, there is a one to one correspondence between the set of pseudo-
Weyl polytopes and the set of collections of integers which satisfies the condition (BZ-1).
Definition 5.1.2. A BZ datum Mw0 = (Mw0γ )γ∈Γn is called a w0-BZ datum of type An
if it satisfies
(BZ-0) (w0-normalization condition) for all i ∈ I,
Mw0w0Λi = 0.
We denote by BZw0 the set of all w0-BZ data.
A set of integers K ⊂ [1, n + 1] will be called a Maya diagram of rank n. We denote
by Mn the set of all Maya diagram of rank n. Set M
×
n =Mn \ {φ, [1, n + 1]}. From now
on, we identify the set of chamber weights Γn with M
×
n by the following way: recall that
there is a natural action of W ∼= Sn+1 on the set {1, 2, · · · , n + 1}. Consider the map
Γn →M
×
n defined by γ = wΛi 7→ w · [1, i]. Since this map is bijective, we can identify Γn
with M×n . By the above identification, Λi and w0Λi are regarded as
Λi ↔ [1, i], w0Λi ↔ [n− i+ 2, n + 1] (i ∈ I).
Under the above identification, the definition of w0-BZ datum can be rewritten as follows:
Lemma 5.1.3. A collection Mw0 = (Mw0K )K∈M×n of integers is a w0-BZ datum of type
An if and only if it satisfies the following conditions:
(BZ-0)’ for all i ∈ I,
Mw0[n−i+2,n+1] = 0;
(BZ-1)’ for every two indices i 6= j in [1, n + 1] and every K ∈ Mn with K ∩ {i, j} = φ,
Mw0Ki +M
w0
Kj ≤M
w0
Kij +M
w0
K ;
(BZ-2)’ for every three indices i < j < k in [1, n+1] and every K ∈Mn with K∩{i, j, k} =
φ,
Mw0Kik +M
w0
Mj = min
{
Mw0Kij +M
w0
Kk, M
w0
Kjk +M
w0
Ki
}
.
Here we denote Mw0Ki =M
w0
K∪{i}, etc., and set M
w0
φ =M
w0
[1,n+1] = 0.
Remark . The conditions (BZ-2)’ are just the conditions which are called the 3-term
relations in [BFZ].
5.2. e-BZ datum.
Definition 5.2.1. A collection Me = (M eK)K∈M×n of integers is called a e-normalized
Berenstein-Zelevinsky (e-BZ for short) datum of type An if it satisfies the above (BZ-1)’,
(BZ-2)’ and
(BZ-0)” (e-normalization condition) for all i ∈ I,
M e[1,i] = 0.
We denote by BZe the set of all e-BZ data.
For K ∈ M×n , let K
c = [1, n + 1] \ K be the complement of K in [1, n + 1]. For
Mw0 = (Mw0K )K∈M×n ∈ BZ
w0 , we define a new collection of integersMw0∗ = (Mw0∗K )K∈M×n
by
Mw0∗K =M
w0
Kc (K ∈ M
×
n ).
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Lemma 5.2.2. The map ∗ : Mw0 7→ Mw0∗ defines a bijection form BZw0 to BZe. The
inverse BZe → BZw0 of the map ∗ is given by
Me = (M eK) 7→M
e∗ = (M e∗K ), where M
e∗
K =M
e
Kc (K ∈ M
×
n ).
Proof. Let Mw0 = (Mw0K ) ∈ BZw0 . Then it is clear that the collection of integers M
w0∗ =
(M
w0)∗
K ) satisfies (BZ-0)”. Let us prove that M
w0∗ satisfies (BZ-1)’. Let i 6= j be two
indices in [1, n + 1] and K ∈ Mn with K ∩ {i, j} = φ. For such i, j and K, we set
L = Kc \ {i, j}. Then we have L ∈ Mn and L ∩ {i, j} = φ. Since M
w0 satisfies (BZ-1)’,
we have
Mw0Li +M
w0
Lj ≤M
w0
Lij +M
w0
L .
Because
Kc = Lij, (Ki)c = Lj, (Kj)c = Li, (Kij)c = L,
we have
Mw0∗K =M
w0
Lij , M
w0∗
Ki =M
w0
Lj , M
w0∗
Kj =M
w0
Li , M
w0∗
Kij =M
w0
L .
Therefore we have
Mw0∗Kj +M
w0∗
Ki ≤M
w0∗
K +M
w0∗
Kij .
This is nothing but (BZ-1)’ for Mw0∗.
By the similar argument we can check (BZ-2)’ forMw0∗. Thus,Mw0∗ is an e-BZ datum.
The other statements are clear by the construction. 
5.3. Crystal structure on w0-BZ data. We denote MV = {P (M
w0) | Mw0 ∈ BZw0}.
In [Kam2], Kamnitzer defines a crystal structure on MV and shows it is isomorphic to
B(∞) as a crystal. Since the map BZw0 →MV defined by Mw0 7→ P (Mw0) is bijective,
we can define a crystal structure on BZw0 in such a way that the above bijection gives an
isomorphism of crystals. In the following, we recall the description of this crystal structure
on BZw0 form [Kam2].
Remark . In [Kam2], he uses the set of chamber weights Γn as the index set of BZ
w0 .
But, for later use, we will reformulate the above crystal structure on BZw0 by using the
set of Maya diagrams M×n instead of Γn.
Let Mw0 = (Mw0K ) ∈ BZ
w0 . Define the weight wt(Mw0) of Mw0 by
wt(Mw0) =
∑
i∈I
Mw0[1,i]αi.
For i ∈ I, we set
εi(M
w0) = −
(
Mw0[1,i] +M
w0
[1,i+1]\{i} −M
w0
[1,i+1] −M
w0
[1,i]\{i}
)
,
ϕi(M
w0) = εi(M
w0) + 〈hi,wt(M
w0)〉.
We remark that εi(M
w0) is a non-negative integer in view of (BZ-1)’.
Let us define the action of Kashiwara operators e˜i and f˜i (i ∈ I). We recall the following
fact due to Kamnitzer:
Proposition 5.3.1 ([Kam2]). Let Mw0 = (Mw0K ) ∈ BZ
w0 be a w0-BZ datum.
(1) If εi(M
w0) > 0, there exists a unique w0-BZ datum which is denoted by e˜iM
w0 such
that
(i) (e˜iM
w0)[1,i] =M
w0
[1,i] + 1,
(ii) (e˜iM
w0)K =M
w0
K for all K ∈ M
×
n \M
×
n (i).
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Here M×n (i) = {K ∈ M
×
n | i ∈ K and i+ 1 6∈ K} ⊂ M
×
n .
(2) There exists a unique a unique w0-BZ datum which is denoted by f˜iM
w0 such that
(iii) (f˜iM
w0)[1,i] =M
w0
[1,i] − 1,
(iv) (f˜iM
w0)K =M
w0
K for all K ∈ M
×
n \M
×
n (i).
If εi(M
w0) = 0, we set e˜iM
w0 = 0.
Theorem 5.3.2 ([Kam2]). (BZw0 ,wt, εi, ϕi, e˜i, f˜i) is a crystal in the sense of Definition
2.2.1, which is isomorphic to B(∞).
5.4. ∗-crystal structure on e-BZ data. By using Theorem 5.3.2, we can define a crystal
structure on the set of e-BZ data BZe as follows. Recall the bijection ∗ : BZw0
∼
→ BZe
and its inverse which is also denoted by ∗. For Me ∈ BZe, we set
wt(Me) = wt(Me∗), ε∗i (M
e) = εi(M
e∗), ϕ∗i (M
e) = ϕi(M
e∗).
Here we remark that Me∗ is a w0-BZ datum and the right hand sides are already defined.
The Kashiwara operators e˜∗i , f˜
∗
i (i ∈ I) on BZ
e are defined by
e˜∗i = ∗ ◦ e˜i ◦ ∗, f˜
∗
i = ∗ ◦ f˜i ◦ ∗.
The following corollary is an easy consequence of Proposition 5.3.1 and Theorem 5.3.2.
Corollary 5.4.1. (1) Let Me = (M eK) ∈ BZ
e be an e-BZ datum. If ε∗i (M
e) > 0, there
exists a unique e-BZ datum which is denoted by e˜∗iM
e such that
(i) (e˜∗iM
e)[1,i]c =M
e
[1,i]c + 1,
(ii) (e˜∗iM
e)K =M
e
K for all K ∈ M
×
n \M
×
n (i)
∗.
Here M×n (i)
∗ = {K ∈ M×n | i 6∈ K and i+ 1 ∈ K} ⊂ M
×
n .
(2) There exists a unique a unique e-BZ datum which is denoted by f˜∗i M
e such that
(iii) (f˜∗i M
e)[1,i]c =M
e
[1,i]c − 1,
(iv) (f˜∗i M
e)K =M
e
K for all K ∈ M
×
n \M
×
n (i)
∗.
(3) (BZe,wt, ε∗i , ϕ
∗
i , e˜
∗
i , f˜
∗
i ) is a crystal in the sense of Definition 2.2.1, which is isomorphic
to B(∞).
5.5. Anderson-Mirkovic´ conjecture. Let Mw0 = (Mw0K ) ∈ BZ
w0 be be a w0-BZ da-
tum. In [Kam2], Kamnitzer gives the the explicit form of f˜iM
w0 . We shall recall his result
under the identification Γn ∼=M
×
n .
Theorem 5.5.1 ([Kam2]). For each i ∈ I, we have
(f˜iM
w0)K =
{
min
{
Mw0K , M
w0
siK
+ ci(M
w0)
}
(K ∈ M×n (i)),
Mw0K (otherwise).
Here ci(M
w0) =Mw0[1,i] −M
w0
[1,i+1]\{i} − 1.
Remark . (1) If K = [1, i], then we have (f˜iM
w0)[1,i] = M
w0
[1,i] − 1. Indeed, [1, i] is an
element of M×n (i). Since si[1, i] = [1, i + 1] \ {i}, we have
(f˜iM
w0)[1,i] = min
{
Mw0[1,i], M
w0
[1,i+1]\{i} +M
w0
[1,i] −M
w0
[1,i+1]\{i} − 1
}
= min
{
Mw0[1,i], M
w0
[1,i] − 1
}
=Mw0[1,i] − 1.
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(2) As we already mentioned in the introduction, the above formula is conjectured by
Anderson and Mirkovic´ (unpublished) (See [Kam2]). So it is called the Anderson-Mirkovic´
(AM for short) conjecture.
By using the above formula, we can also calculate the explicit form of the f˜∗i -action on
an e-BZ datum.
Corollary 5.5.2. For Me = (M eK) ∈ BZ
e we have
(f˜∗i M
e)K =
{
min
{
M eK , M
e
siK
+ c∗i (M
e)
}
(K ∈ M×n (i)
∗),
M eK (otherwise).
Here c∗i (M
e) =M e[1,i]c −M
e
([1,i+1]\{i})c − 1 =M
e
[i+1,n+1] −M
e
{i}∪[i+2,n+1] − 1.
5.6. Comparison. As we explained above both B (with the ∗-crystal structure) and BZe
are crystal which are isomorphic to B(∞). Therefore, as abstract crystals, they are iso-
morphic. In this subsection we will construct an explicit isomorphism form B to BZe.
Following [BFZ], we introduce a notion of K-tableau for a Maya diagram K ∈ M×n .
Definition 5.6.1. Let K = {k1 < k2 < · · · < kl} ∈ M
×
n be a Maya diagram. For such
K, we define a K-tableau as an upper-triangular matrix C = (cp,q)1≤p≤q≤l with integer
entries satisfying
cp,p = kp (1 ≤ p ≤ l),
and the usual monotonicity conditions for semi-standard tableaux:
cp,q ≤ cp,q+1, cp,q < cp+1,q.
For a giving i0-Lusztig datum a = (ai,j) ∈ B, letM(a) = (MK(a))K∈M×n be a collection
of integers defined by
MK(a) = −
l∑
j=1
kj−1∑
i=1
ai,kj +min
 ∑
1≤p<q≤l
acp,q,cp,q+(q−p)
∣∣∣∣∣∣ C = (cp,q) is a K-tableau

and denote the map a 7→M(a) by Ψ.
Proposition 5.6.2 ([BFZ]). For any a ∈ B, Ψ(a) =M(a) is an e-BZ datum. Moreover
Ψ : B → BZe is a bijection.
In this article, we prove the next theorem.
Theorem 5.6.3. The bijection Ψ : B → BZe is an isomorphism of crystals with respect
to ∗-crystal structures.
To prove this theorem, it is enough to show the next two lemmas.
Lemma 5.6.4. For any a ∈ B, we have
wt(M(a)) = wt(a), ε∗i (M(a)) = ε
∗
i (a), ϕ
∗
i (M(a)) = ϕ
∗
i (a).
Lemma 5.6.5. For any a ∈ B, we have
e˜∗i (M(a)) =M(e˜
∗
i a), f˜
∗
i (M(a)) =M(f˜
∗
i a).
Here we set M(0) = 0.
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Proof of Lemma 5.6.4. Firstly let us compute wt(M(a)). Since M(a) is an e-BZ datum
we have
wt(M(a)) =
∑
i∈I
M[1,i]c(a)αi
=
∑
i∈I
M[i+1,n+1](a)αi.
For K = [i+ 1, n + 1], there exist a unique K-tableau
C = (cp,q)1≤p≤q≤n+1−i =

i+ 1 i+ 1 · · · · · · i+ 1
i+ 2 i+ 2 · · · i+ 2
.. .
. . .
...
n n
n+ 1
 .
That is, cp,q = i+ p (1 ≤ p ≤ q ≤ n+ 1− i). Therefore, for any i ∈ I, we have
M[i+1,n+1] = −
n+1∑
t=i+1
t−1∑
s=1
as,t +
∑
1≤p<q≤n+1−i
ai+p,i+p+(q−p)
= −
n+1∑
t=i+1
i∑
s=1
as,t
= −mi.
Here we set m0 = mn+1 = 0. This equalities says that wt(M(a)) = wt(a).
Nextly let us calculate ε∗i (M(a)). We have
ε∗i (M(a)) = εi(M(a)
∗)
= −M[i+1,n+1](a)−M{i}∪[i+2,n+1](a) +M[i+2,n+1](a) +M[i,n+1](a).
From the proof of the first formula we already know
M[k+1,n+1](a) = −
n+1∑
t=k+1
k∑
s=1
as,t (k = i− 1, i, i + 1).
For K = {i} ∪ [i+ 2, n+ 1], the set of all K-tableaux is given by
{
C(r)
}
1≤r≤n+1−i
where
C(r) =
(
c(r)p,q
)
1≤p≤q≤n+1−i
=

i c
(r)
1,2 · · · · · · c
(r)
1,n+1−i
i+ 2 i+ 2 · · · i+ 2
.. .
. . .
...
n n
n+ 1

and
c
(r)
1,q =
{
i (2 ≤ q ≤ r),
i+ 1 (r < q ≤ n+ 1− i).
Since
n+1−i∑
q=2
a
c
(r)
1,q,c
(r)
1,q+(q−1)
=
i+r−1∑
q=i+1
ai,q +
n+1∑
q=i+r+1
ai+1,q,
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we have
M{i}∪[i+2,n+1](a) = −
i−1∑
s=1
as,i −
n+1∑
t=i+2
t−1∑
s=1
as,t + min
1≤r≤n+1−i
 ∑
1≤p<q≤l
a
c
(r)
p,q,c
(r)
p,q+(q−p)

= −
i−1∑
s=1
as,i −
n+1∑
t=i+2
t−1∑
s=1
as,t +
n+1∑
q=i+3
q−1∑
p=i+2
ap,q
+ min
1≤r≤n+1−i

n+1−i∑
q=2
a
c
(r)
1,q,c
(r)
1,q+(q−1)

= −
i−1∑
s=1
as,i −
n+1∑
t=i+2
i+1∑
s=1
as,t + min
1≤r≤n+1−i

i+r−1∑
q=i+1
ai,q +
n+1∑
q=i+r+1
ai+1,q
 .
Putting together all formulas, we have
ε∗i (M(a)) =
n+1∑
t=i+1
i∑
s=1
as,t −
n+1∑
t=i
i−1∑
s=1
as,t −
n+1∑
t=i+2
i+1∑
s=1
as,t +
i−1∑
s=1
as,i +
n+1∑
t=i+2
i+1∑
s=1
as,t
− min
1≤r≤n+1−i

i+r−1∑
q=i+1
ai,q +
n+1∑
q=i+r+1
ai+1,q

=
n+1∑
t=i+1
ai,t − min
1≤r≤n+1−i

i+r−1∑
q=i+1
ai,q +
n+1∑
q=i+r+1
ai+1,q

= max
1≤r≤n+1−i

n+1∑
q=i+r
ai,q −
n+1∑
q=i+r+1
ai+1,q

= max
1≤r≤n+1−i
{
A
∗(i)
i−1+r(a)
}
= ε∗i (a).
Finally let us prove ϕ∗i (M(a)) = ϕ
∗
i (a). But it is clear by the first and second formulas.

We can prove Lemma 5.6.5 by direct calculation. But in this article we give another
proof by using a Lagrangian constriction of B(∞), which we will explain later. (See
Subsection 7.3.)
6. Quivers of type An
6.1. Quivers and their representations. Let (I,H) be the double quiver of type An.
Here I = {1, 2, · · · , n} is the set of vertices and H is the set of arrows. If τ ∈ H is the
arrow from i to j, we denote out(τ) = i and in(τ) = j. For that τ ∈ H, let τ be the arrow
from j to i. The map τ 7→ τ defines an involution of H. An orientation Ω is a subset of
H such that Ω ∩ Ω = φ and Ω ∪Ω = H. Then (I,Ω) is a Dynkin quiver of type An.
Let V = (V,B) be a representation of the quiver (I,Ω). Here V = ⊕i∈IVi be a
finite dimensional I-graded complex vector space with the dimension vector dimV =
(dimC Vi)i∈I ∈ Z
I
≥0, and B = (Bτ )τ∈Ω is a collection of linear maps Bτ : Vout(τ) → Vin(τ).
We denote by MΩ the category of representations of the quiver (I,Ω). Let V = (V,B),
V′ = (V ′, B′) ∈ MΩ. A morphism φ = (φi)i∈I form V to V
′ is a collection of linear
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maps φi : Vi → V
′
i such that φin(τ)Bτ = B
′
τφout(τ) for any τ ∈ Ω. It is well-known that
MΩ is a Krull-Schmidt category. That is, any object in MΩ has a unique indecomposable
decomposition. For i ∈ I let e(i; Ω) be a representation of (I,Ω) defined by Vi = C and
Vj = 0 for j 6= i. This is simple and any simple representation isomorphic to e(i; Ω), for a
unique i.
Assume that i ∈ I is a sink (resp. a source) of an orientation Ω. That is, there is
no arrow τ ∈ Ω such that out(τ) = i (resp. in(τ) = i). We denote by sink(Ω) (resp.
source(Ω)) the set of all sink (resp. source) vertices. Let siΩ be the orientation obtained
from Ω by reversing each arrow τ such that in(τ) = i (resp. out(τ) = i).
Definition 6.1.1. Fix an orientation Ω. A reduced word i = (i1, · · · , iN ) of w0 is said to
be adapted to Ω if ik is a sink of Ωk = sik−1 · · · s1Ω for 1 ≤ k ≤ N .
For a representation of a quiver V = (V,B), we set dimV = dimV . From now on,
we identify the dimension vector dimV = (dimC Vi)i∈I ∈ Z
I
≥0 with an element of Q+ =
⊕i∈IZ≥0αi by
(dimC Vi)i∈I 7→
∑
i∈I
(dimC Vi)αi.
Proposition 6.1.2. [L1] (1) For a giving orientation Ω, there exist a reduced word i of
w0 adapted to Ω.
(2) For each β ∈ ∆+, there is a unique indecomposable representation (up to isomor-
phism) e(β; Ω) such that dime(β; Ω) = β. Moreover any indecomposable representation is
isomorphic to e(β; Ω) for a unique β (Gabriel’s theorem).
(3) If β > i β
′, we have HomMΩ(e(β; Ω), e(β
′; Ω)) = 0.
6.2. Orientations arising from Maya diagrams. Any Maya diagram K ∈ M×n can
be written as a disjoint union of intervals
K = [s1 + 1, t1] ⊔ [s2 + 1, t2] ⊔ · · · ⊔ [sl + 1, tl]
(0 ≤ s1 < t1 < s2 < t2 < · · · < sl < tl ≤ n+ 1);
the interval Km = [sm + 1, tm] (1 ≤ m ≤ l) will be called the m-th component of K.
Define two subsets out(K) and in(K) of [1, n] by
out(K) = {tm| 1 ≤ m ≤ l} ∩ [1, n], in(K) = {sm| 1 ≤ m ≤ l} ∩ [1, n].
We remark that out(K) ∩ in(K) = φ. Introduce two subsets It and Is as follows:
It =

out(K) ∪ {1, n} (s1 ≥ 2, tl = n+ 1),
out(K) ∪ {1} (s1 ≥ 2, tl ≤ n),
out(K) ∪ {n} (s1 ≤ 1, tl = n+ 1),
out(K) (s1 ≤ 1, t ≤ n).
Is =

in(K) ∪ {1, n} (s1 = 0, tl ≤ n− 1),
in(K) ∪ {1} (s1 = 0, tl ≥ n),
in(K) ∪ {n} (s1 ≥ 1, tl ≤ n− 1),
in(K) (s1 ≥ 1, tl ≥ n).
Definition 6.2.1. (1) In the above setting, there exist a unique orientation Ω(K) so that
source(Ω(K)) = It and sink(Ω(K)) = Is. We call Ω(K) the orientation arising from a
Maya diagram K ∈ M×n .
(2) Let sK = min{k | k 6∈ K} and tK = max{k | k ∈ K}. Define βK ∈ ∆
+ ∪ {0} by
βK =
{
αsK + αsK+1 + · · ·+ αtK−1 (sK < tK),
0 (otherwise)
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and we call it the characterizing positive root of a Maya diagram K.
Remark . (1) In general, we have
out(K) ⊂ source(Ω(K)), in(K) ⊂ sink(Ω(K)).
(2) The characterizing positive root βK = 0 if and only if K = [1, t1] for some 1 ≤ t1 ≤ n.
Example 6.2.2. Let n = 17 and K = [3, 4] ⊔ [7, 8] ⊔ [10, 12] ⊔ [14, 15]. Then we have
out(K) = {4, 8, 12, 15}, in(K) = {2, 6, 9, 13}.
Since s1 = 2 and tl = t4 = 15, we have
It = out(K) ∪ {1} = {1, 4, 8, 12, 15}, Is = in(K) ∪ {17} = {2, 6, 9, 13, 17}.
In this case, the orientation Ω(K) is given as follows:
Ω(K) = ✲ ✛ ✛ ✲ ✲ ✛ ✛ ✲ ✛ ✛ ✛ ✲ ✛ ✛ ✲ ✲
1 2 4 6 8 9 12 13 15 17
✉ ❡ · ✉ · ❡ · ✉ ❡ · · ✉ ❡ · ✉ · ❡ .
Here ◦ is a sink and • is a source
Since sK = 1 and tK = 15, the characterizing positive root βK is given by
βK =
14∑
i=1
αi.
6.3. From Lusztig data to e-BZ data. Let i be a reduced word adapted to the orien-
tation Ω(K) and consider the set of all i-Lusztig data
Bi =
{
ai = (aii,j)(i,j)∈Π
∣∣∣ aii,j ∈ Z≥0} .
Recall the identification ∆+
∼
→ Π (see Subsection 2.4) and denote the image of β ∈ ∆+
by (iβ , jβ) ∈ Π. Set e((iβ , jβ); Ω(K)) = e(β; Ω(K)). Then, for each V ∈MΩ(K), there is
a unique ai ∈ Bi such that V is isomorphic to V(ai). Here
V(ai) = ⊕
(i,j)∈Π
e((i, j); Ω(K))⊕a
i
i,j .
We introduce a non-positive integer
MK(V(a
i)) = − dimCHomMΩ(K)
(
V(ai), e(βK ; Ω(K))
)
.
Lemma 6.3.1. (1) We have
MK(V(a
i)) = −
∑
(i,j)∈Π;i 6∈K,j∈K
aii,j.
(2) Denote V(ai) = (⊕iVi, (Bτ )τ∈Ω(K)). Then we have∑
(i,j)∈Π;i 6∈K,j∈K
aii,j = dimCCoker
(
⊕
k∈out(K)
Vk
⊕Bσ−→ ⊕
l∈in(K)
Vl
)
.
Here σ is a path in Ω(K) form some k ∈ out(K) to some l ∈ in(K)
The proof of this lemma will be given in the next subsection.
The next proposition is a easy consequence of the results of Berenstein, Fomin and
Zelevinsky [BFZ].
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Proposition 6.3.2. Let i be a reduced word adapted to the orientation Ω(K) and a ∈ B
an i0-Lusztig datum. Set a
i = Ri
i0
(a). Here Ri
i0
is the transition map from i0 to i. Then
we have
MK(a) = −
∑
(i,j)∈Π;i 6∈K,j∈K
aii,j.
Here M(a) = (MK(a))K∈M×n is the e-BZ datum defined in 5.6.
Combining the above results, we have the following corollary:
Corollary 6.3.3. In the above setting, we have
MK(a) =MK(V(a
i)) = − dimCCoker
(
⊕
k∈out(K)
Vk
⊕Bσ−→ ⊕
l∈in(K)
Vl
)
.
6.4. Proof of Lemma 6.3.1. Let us prove the formula (1). It is enough to show that
dimCHomMΩ(K) (e((i, j); Ω(K)), e(βK ; Ω(K))) =
{
1 (i 6∈ K and j ∈ K),
0 (otherwise).
(6.4.1)
Let us denote e((i, j); Ω(K)) = (⊕V ′k, (B
′
τ )) and e(βK ; Ω(K)) = (⊕V
′′
k , (B
′′
τ )). Then
V ′k =
{
C (i ≤ k ≤ j − 1),
0 (otherwise)
and V ′′k =
{
C (sK ≤ k ≤ tK − 1),
0 (otherwise).
Firstly assume i 6∈ K and j ∈ K. Since our quiver is of type An, the left hand side of
(6.4.1) is less than 1. So it is enough to show that there is a non-trivial morphism form
(⊕V ′k, (B
′
τ )) to (⊕V
′′
k , (B
′′
τ )). By the assumption we have sK ≤ i < j ≤ tK . Therefore we
can define a linear map ψ = (ψk) : ⊕V
′
k → ⊕V
′′
k by
ψk =
{
idC (i ≤ k ≤ j − 1)
0 (otherwise)
and it is easy to check that the above map is a non-trivial morphism of MΩ(K).
Secondly let us consider the case that i ∈ K or j 6∈ K. The goal is to prove
HomMΩ(K)
(
(⊕V ′k, (B
′
τ )), (⊕V
′′
k , (B
′′
τ ))
)
= 0. (6.4.2)
Assume i ∈ K and sK < i. Then i ≥ 2, i + 1 ≤ tK and there is an arrow τ1 form i to
i− 1 in Ω(K). Let ψ = (ψk) ∈ HomMΩ(K) ((⊕V
′
k, (B
′
τ )), (⊕V
′′
k , (B
′′
τ ))). Since V
′
i−1 = 0, we
have B′′τ1ψi = ψi−1B
′
τ1
= 0. On the other hand, B′′τ1 6= 0 because sK ≤ i − 1. Therefore
we have ψi = 0.
If j = i + 1 or tK = i + 1, it means that the left hand side of (6.4.2) is equal to zero.
So we may assume j > i + 1 and tK > i + 1. However one can show that ψi+1 = 0.
Indeed, if there is an arrow τ2 form i to i+1 in Ω(K), then we have ψi+1B
′
τ2
= B′′τ2ψi with
non-trivial B′τ2 and B
′′
τ2
. Since ψi = 0, we have ψi+1 = 0. On the other hand, if there is
an arrow τ2 form i + 1 to i in Ω(K), then we have ψiB
′
τ2
= B′′τ2ψi+1. Then we also have
ψi+1 = 0. By repeating this method, we have ψk = 0 for any k ∈ I.
For the other cases, we can show (6.4.2) by similar way.
We will give a proof of (2). Since V(ai) = ⊕(i,j)∈Πe((i, j); Ω(K))
⊕aii,j is the indecom-
posable decomposition, it is enough to prove that
dimC Coker
(
⊕
k∈out(K)
V ′k
⊕B′σ−→ ⊕
l∈in(K)
V ′l
)
=
{
1 (i 6∈ K and j ∈ K),
0 (otherwise).
(6.4.3)
Recall the decomposition of K:
K = K1 ⊔ · · · ⊔Kl, where Km = [sm + 1, tm] (1 ≤ m ≤ l).
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Firstly assume i 6∈ K and j ∈ K. More precisely, we assume tu−1 < i < su + 1 and
sv+1 ≤ j ≤ tv with u ≤ v. Let σ(tm−1 → sm) (resp. σ(sm ← tm)) be the path form tm−1
to sm (resp. from tm to sm) in Ω(K). Then, by the definition, we have
B′σ(tm−1→sm) =
{
idC (u+ 1 ≤ m ≤ v),
0 (otherwise),
B′σ(sm←tm) =
{
idC (u ≤ m ≤ v − 1),
0 (otherwise).
Therefore we have
dimCCoker
(
⊕
k∈out(K)
V ′k
⊕B′σ−→ ⊕
l∈in(K)
V ′l
)
= dimCCoker
(
v−1
⊕
m=u
V ′tm−→
v
⊕
m=u
V ′sm
)
= dimCCoker
(
Cv−u−1 →֒ Cv−u
)
= 1.
Secondly assume i, j ∈ K. Then there exist u and v with u ≤ v such that i ∈ Ku and
j ∈ Kv . In this case, we have
B′σ(tm−1→sm) =
{
idC (u+ 1 ≤ m ≤ v),
0 (otherwise),
B′σ(sm←tm) =
{
idC (u+ 1 ≤ m ≤ v − 1),
0 (otherwise).
Therefore we have
dimCCoker
(
⊕
k∈out(K)
V ′k
⊕B′σ−→ ⊕
l∈in(K)
V ′l
)
= dimCCoker
(
v−1
⊕
m=u
V ′tm−→
v
⊕
m=u+1
V ′sm
)
= dimCCoker
(
Cv−u−1
∼
→ Cv−u−1
)
= 0.
For the other cases, we can prove that the left hand side of (6.4.3) equals to zero by similar
arguments. Thus, the lemma is proved.
7. Lagrangian construction of crystal basis
7.1. Varieties associated to quivers. For ν ∈ Q+, let Vν be the category of I-graded
complex vector spaces V with dimV = ν. For V = ⊕i∈IVi ∈ Vν , introduce two complex
vector spaces
EV,Ω = ⊕
τ∈Ω
HomC(Vout(τ), Vin(τ)), XV = ⊕
τ∈H
HomC(Vout(τ), Vin(τ)).
An element of EV,Ω or XV will be denoted by B = (Bτ ) where Bτ ∈ HomC(Vout(τ), Vin(τ)).
Define a symplectic form ω on XV by
ω(B,B′) =
∑
τ∈H
ε(τ)tr(BτB
′
τ )
where ε(τ) = 1 for τ ∈ Ω and ε(τ) = −1 for τ ∈ Ω. We regard XV as the cotangent
bundle T ∗EV,Ω of EV,Ω via the symplectic form ω.
The group GV =
∏
i∈I GL(Vi) acts on EV,Ω and XV by
GV ∋ g = (gi) : (Bτ ) 7→ (gin(τ)Bτg
−1
out(τ)).
Since the action of G on XV preserves the symplectic form ω, we can consider the cor-
responding moment map µ : XV →
(
gV
)∗ ∼= gV . Here gV = Lie GV and we identify gV
with its dual via the Killing form. Set
ΛV = µ
−1(0).
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It is known that ΛV is a GV -invariant closed Lagrangian subvariety of XV . It is clear that,
for V, V ′ ∈ Vν , there are natural isomorphisms V ∼= V
′, XV ∼= XV ′ and ΛV ∼= ΛV ′ . Hence
we denote them V (ν), X(ν) and Λ(ν), respectively.
Let IrrΛ(ν) be a set of all irreducible components of Λ(ν). Since our quiver is of type
An, there is a bijection from the set of all GV (ν)-orbits in EV (ν),Ω to IrrΛ(ν) defined by
O 7→ T ∗OEV (ν),Ω. We remark that EV (ν),Ω has finitely many GV (ν)-orbits because our
quiver is of type An.
For B ∈ EV (ν),Ω, a pair V = (V (ν), B) is nothing but a representation of a quiver (I,Ω)
with a dimension vector ν. Moreover there is a natural one to one correspondence between
isomorphism classes of representations of a quiver (I,Ω) with a dimension vector ν and
GV (ν)-orbits in EV (ν),Ω.
Let Ω be an orientation and i a reduced word adapted to Ω. As we mentioned before,
for each V = (V (ν), B) ∈ MΩ, there is a unique i-Lusztig datum ai ∈ Bi such that V is
isomorphic to
V(ai) = ⊕
(i,j)∈Π
e((i, j); Ω)⊕a
i
i,j .
Let Oai be the GV (ν)-orbit of EV (ν),Ω through V(a
i). Denote Λai = T
∗
O
ai
EV (ν),Ω. Then
we have a bijection Ψi : B
i ∼→
⊔
ν∈Q− IrrΛ(ν) defined by a
i 7→ Λai . Especially, consider
the following special orientation
Ω0 : ✛ ✛ ✛ · · · ✛ ✛ ✛
1 2 3 n− 2 n− 1 n
❡ ❡ ❡ ❡ ❡ ❡.
Then the lexicographically minimal reduced word i0 is adapted to Ω0. For a ∈ B, let Oa
be the corresponding orbit in EV (ν),Ω0 and Λa = T
∗
Oa
EV (ν),Ω0 . We remark that
Λa = Λai , (7.1.1)
where i is an arbitrarily reduced word and ai = Ri
i0
(a).
Remark . It seems to us that the formula (7.1.1) is known for experts. However the proof
of it was not appeared until recently. A detailed proof was firstly given by Kimura in his
Master thesis [Kim] (see Appendix A, in detail).
On the other hand, in 2010, Baumann and Kamnitzer give another explicit proof of it
by using representation theory of preprojective algebra (see [BK]).
For B ∈ X(ν) we set
MK(B) = − dimC Coker
(
⊕
k∈out(K)
V (ν)k
⊕Bσ−→ ⊕
l∈in(K)
V (ν)l
)
and for Λ ∈ IrrΛ(ν) define
MK(Λ) =MK(B)
by taking a generic point B of Λ. By Corollary 6.3.3, we immediately have the following
statement.
Corollary 7.1.1. Recall the setting of Corollary 6.3.3: let i be a reduced word which is
adapted to the orientation Ω(K) and a ∈ B an i0-Lusztig datum. Set a
i = Ri
i0
(a). Then
we have
MK(a) =MK(V(a
i)) =MK(Λai).
Combining the above corollary with (7.1.1), we have
MK(a) =MK(Λa). (7.1.2)
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7.2. Lagrangian construction of B(∞). In this subsection we will give a review of
Lagrangian construction of B(∞) following [KS].
Let ν, ν ′, ν ∈ Q+ with ν = ν
′ + ν. Consider a diagram
Λ(ν ′)× Λ(ν)
q1
←− Λ(ν ′, ν)
q2
−→ Λ(ν). (7.2.1)
Here Λ(ν ′, ν) is a variety of (B,φ′, φ), where B ∈ Λ(ν) and φ′ = (φ′i), φ = (φi) give an
exact sequence
0 −→ V (ν ′)i
φ′i−→ V (ν)
φi−→ V (ν) −→ 0
such that Im φ′ is stable by B. Hence B induces B′ : V (ν ′)→ V (ν ′) and B : V (ν)→ V (ν).
The maps q1 and q2 are defined by q1(B,φ
′, φ) = (B′, B) and q2(B,φ
′, φ) = B, respectively.
For i ∈ I and Λ ∈ IrrΛ(ν), set
εi(Λ) = εi(B) and ε
∗
i (Λ) = ε
∗
i (B),
where B is a general point of Λ and
εi(B) = dimC Coker
(
⊕
τ ;in(τ)=i
V (ν)out(τ)
⊕Bτ−→ V (ν)i
)
,
ε∗i (B) = dimCKer
(
V (ν)i
⊕Bτ−→ ⊕
τ ;out(τ)=i
V (ν)in(τ)
)
.
For k, l ∈ Z≥0, we define(
IrrΛ(ν)
)
i,k
= {Λ ∈ IrrΛ(ν) | εi(Λ) = k} and
(
IrrΛ(ν)
)l
i
= {Λ ∈ IrrΛ(ν) | ε∗i (Λ) = l}.
Assume ν = cαi (resp. ν
′ = cαi) for c ∈ Z≥0. Since Λ(cαi) = {0}, we have the following
diagrams as special cases of (7.2.1):
Λ(ν ′) ∼= Λ(ν ′)× Λ(cαi)
q1
←− Λ(ν ′, cαi)
q2
−→ Λ(ν), (7.2.2)
Λ(ν) ∼= Λ(cαi)× Λ(ν)
q1
←− Λ(cαi, ν)
q2
−→ Λ(ν). (7.2.3)
It is known that the diagrams (7.2.2) and (7.2.3) induce bijections
e˜maxi :
(
IrrΛ(ν)
)
i,c
∼
→
(
IrrΛ(ν ′)
)
i,0
and e˜∗maxi :
(
IrrΛ(ν)
)c
i
∼
→
(
IrrΛ(ν)
)0
i
,
respectively. We introduce maps
e˜i, e˜
∗
i :
⊔
ν∈Q+
IrrΛ(ν)→
⊔
ν∈Q+
IrrΛ(ν) ⊔ {0} and f˜i, f˜
∗
i :
⊔
ν∈Q+
IrrΛ(ν)→
⊔
ν∈Q+
IrrΛ(ν)
as follows: if c > 0 we define
e˜i :
(
IrrΛ(ν)
)
i,c
∼
−→
(
IrrΛ(ν ′)
)
i,0
∼
−→
(
IrrΛ(ν + αi)
)
i,c−1
,
e˜∗i :
(
IrrΛ(ν)
)c
i
∼
−→
(
IrrΛ(ν)
)0
i
∼
−→
(
IrrΛ(ν + αi)
)c−1
i
and e˜iΛ = 0 and e˜
∗
iΛ
′ = 0 for Λ ∈
(
IrrΛ(ν)
)
i,0
and Λ′ ∈
(
IrrΛ(ν)
)0
i
, respectively. Define
f˜i :
(
IrrΛ(ν)
)
i,c
∼
−→
(
IrrΛ(ν ′)
)
i,0
∼
−→
(
IrrΛ(ν − αi)
)
i,c+1
,
f˜∗i :
(
IrrΛ(ν)
)c
i
∼
−→
(
IrrΛ(ν)
)0
i
∼
−→
(
IrrΛ(ν − αi)
)c+1
i
.
Theorem 7.2.1. [KS] (1) For Λ ∈ IrrΛ(ν), we set wtΛ = −ν, ϕi(Λ) = εi(Λ) + 〈hi,wtΛ〉.
Then (
⊔
ν∈Q+
IrrΛ(ν); wt, εi, ϕi, e˜i, f˜i) is a crystal isomorphic to (B(∞); wt, εi, ϕi, e˜i, f˜i).
More precisely, the explicit form of the isomorphism Φ : B(∞)
∼
→
⊔
ν∈Q+
IrrΛ(ν) is given
by Φ = Ψi ◦ Ξ
−1
i
.
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(2) Set ϕ∗i (Λ) = ε
∗
i (Λ)+〈hi,wtΛ〉. Then (
⊔
ν∈Q+
IrrΛ(ν); wt, ε∗i , ϕ
∗
i , e˜
∗
i , f˜
∗
i ) is a crystal and
the bijection Φ gives an isomorphism of crystals form (B(∞); wt, ε∗i , ϕ
∗
i , e˜
∗
i , f˜
∗
i ) to it.
Remark . Because of (7.1.1), the definition of the map Φ : B(∞)
∼
→
⊔
ν∈Q+
IrrΛ(ν) is
independent of the choice of i.
7.3. A proof of Lemma 5.6.5. We only show the second formula:
f˜∗i (M(a)) =M(f˜
∗
i a) (a ∈ B),
because the first one is proved by similar method.
By Corollary 5.4.1, it is enough to show that
M[1,i]c(f˜
∗
i a) =M[1,i]c(a)− 1, (7.3.1)
MK(f˜
∗
i a) =MK(a) for all K ∈ M
×
n \M
×
n (i)
∗. (7.3.2)
It is easy to see (7.3.1). Indeed, as in the proof of Lemma 5.6.4, we have
wt(a) = wt(M(a)) =
∑
i∈I
M[1,i]c(a)αi.
Similarly we have
wt(f˜∗i a) =
∑
i∈I
M[1,i]c(f˜
∗
i a)αi.
Since B is a ∗-crystal, we have wt(f˜∗i a) = wt(a)− αi. Therefore (7.3.1) holds.
We shall prove (7.3.2). Assume K ∈ M×n \M
×
n (i)
∗. Namely, i ∈ K or i + 1 6∈ K. By
(7.1.2) and Theorem 7.2.1, it is enough to prove that MK(f˜
∗
i Λa) = MK(Λa) for i ∈ K or
i+ 1 6∈ K. Moreover, since e˜∗maxi (f˜
∗
i Λa) = e˜
∗max
i Λa, it is enough to show that
MK(e˜
∗max
i Λa) =MK(Λa) (i ∈ K or i+ 1 6∈ K). (7.3.3)
Assume i ∈ Km = [sm + 1, tm] ⊂ K. Then, there are the following three cases; (a)
m = 1 and s1 = 1, (b) m = l and tm = n + 1, (c) otherwise. In the case (a), there is the
path σ(1 ← t1) from t1 to 1 in Ω(K) which is is trough i. Since 1 (the end point of this
path) is not an element of in(K), this path does not appear in the definition of MK(Λ)
for any Λ. Therefore MK(e˜
∗max
i Λa) = MK(Λa). By the similar way, we have (7.3.3) in
the case (b).
Let us consider the case (c). In this case, the path σ(sm ← tm) in Ω(K) is trough i
and sm ∈ in(K), tm ∈ out(K). We remark that sm < i since i ∈ K. For simplicity, we
denote Λ = Λa and Λ = e˜
∗max
i Λa. Let ν = wt(Λ) and ν = wt(Λ), respectively. Take
a general point B = (Bτ )τ∈H ∈ Λ. Recall the diagram (7.2.3) and take a general point
B = (Bτ )τ∈H ∈ Λ(ν) of q2 ◦ q
−1
1 (B). Then B is a general point of Λ. By the constriction
we have the following commutative diagram:
Vtm(ν)
∼
→ Vtm(ν)
↓ ↓
Vi(ν) ։ Vi(ν)
↓ ↓
Vsm(ν)
∼
→ Vsm(ν).
Bσ(i←tm) Bσ(i←tm)
Bσ(sm←i) Bσ(sm←i)
φtm
φi
φsm
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Therefore we have
Im(Bσ(sm←tm)) = Im(Bσ(sm←tm))
and this formula tells us (7.3.3) holds.
For the case of i+ 1 6∈ K, we have (7.3.3) by the similar method. Thus we complete a
proof of Lemma 5.6.5.
8. A new proof of the Anderson-Mirkovic´ conjecture
8.1. Reformulation of the Anderson-Mirkovic´ conjecture. Let us denote Λ = Λa.
Then Corollary 5.5.2 can be written as
(f˜∗i M(Λ))K =
{
min {MK(Λ), MsiK(Λ) + c
∗
i (M(Λ))} (K ∈ M
×
n (i)
∗),
MK(Λ) (otherwise).
Here c∗i (M(Λ)) = M[1,i]c(Λ) −M([1,i+1]\{i})c(Λ) − 1. By Lemma 5.6.5, we already know
that
(f˜∗i M(Λ))K =MK(f˜
∗
i Λ) for K ∈ M
×
n .
Moreover, by (7.3.2), we have
(f˜∗i M(Λ))K =MK(Λ) for K ∈ M
×
n \M
×
n (i)
∗.
Therefore it is enough to show
MK(f˜
∗
i Λ) = min {MK(Λ), MsiK(Λ) + c
∗
i (M(Λ))} for K ∈ M
×
n (i)
∗. (8.1.1)
Lemma 8.1.1. The formula (8.1.1) is equivalent to the following:
MK(Λ) = min{MK(Λ), MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ)} for K ∈ M
×
n (i)
∗. (8.1.2)
Here Λ = e˜∗maxi Λ.
Remark . The formula (8.1.2) is a generalization of the formula which appears in our
previous paper [KS].
Consider the case of K = [1, i + 1] \ {i} (1 ≤ i ≤ n). Then we have
out(K) =

{2} (i = 1),
{i− 1, i+ 1} (2 ≤ i ≤ n− 1),
{n− 1} (i = n)
and in(K) = {i}.
Therefore we have
M[1,i+1]\{i}(Λ) = − dimCCoker
(
⊕
τ ;in(τ)=i
V (ν)out(τ)
⊕Bτ−→ V (ν)i
)
= −εi(Λ).
Here B = (Bτ ) is a general point of Λ. Since siK = [1, i], the formula (8.1.2) is equivalent
to
εi(Λ) = max
{
εi(Λ),−〈hi,wt(Λ)〉+ ε
∗
i (Λ)
}
.
This is nothing but the formula which appears in [KS], Proposition 5.3.1, (1).
Proof of Lemma 8.1.1. Let ν, ν, B, B be as same as in the proof of Lemma 5.6.5. For
simplicity, we denote ⊕i∈IVi = ⊕i∈IVi(ν) and ⊕i∈IV i = ⊕i∈IVi(ν).
Before proving the equivalence, we shall show
c∗i (M(Λ)) = 〈hi,wt(Λ)〉 − ε
∗
i (Λ)− 1. (8.1.3)
Since
M[1,i]c(Λ) = − dimC Vi,
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M([1,i+1]\{i})c(Λ) = − dimCCoker
(
Vi → ⊕
τ ; out(τ)=i
Vin(τ)
)
,
we have
M[1,i]c(Λ)−M([1,i+1]\{i})c(Λ)
= − dimC Vi + dimC Coker
(
Vi → ⊕
τ ; out(τ)=i
Vin(τ)
)
= −2 dimC Vi + dimC
(
⊕
τ ; out(τ)=i
Vin(τ)
)
+ dimCKer
(
Vi → ⊕
τ ; out(τ)=i
Vin(τ)
)
= 〈hi,wt(Λ)〉 + ε
∗
i (Λ).
Moreover, since
dimC V k =
{
dimC Vk (k 6= i),
dimC Vi − ε
∗
i (Λ) (k = i),
we have
c∗i (M(Λ)) = 〈hi,wt(Λ)〉+ ε
∗
i (Λ)− 1
= 〈hi,wt(Λ)− ε
∗
i (Λ)αi〉+ ε
∗
i (Λ)− 1
= 〈hi,wt(Λ)〉 − ε
∗
i (Λ)− 1.
Thus, (8.1.3) is proved.
Let us prove the equivalence. Firstly, we will show (8.1.1) ⇒ (8.1.2). Applying (8.1.1)
for Λ1 = e˜
∗
iΛ, we have
MK(Λ) =MK(f˜
∗
i Λ1)
= min {MK(Λ1), MsiK(Λ1) + c
∗
i (M(Λ1))} .
Since the vertex i is a source in Ω(siK) and Λ1 = Λ, we have
MsiK(Λ1) =MsiK(Λ1) =MsiK(Λ).
On the other hand,
c∗i (M(Λ1)) = 〈hi,wt(Λ1)〉 − ε
∗
i (Λ1)− 1
= 〈hi,wt(Λ)〉 − ε
∗
i (Λ).
Therefore we have
MK(Λ) = min
{
MK(Λ1), MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ)
}
. (8.1.4)
Similarly, applying (8.1.1) for Λ2 = e˜
∗
iΛ1 = (e˜
∗
i )
2Λ, we have
MK(Λ1) = min
{
MK(Λ2), MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ1)
}
= min
{
MK(Λ2), MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ) + 1
}
.
By substituting this formula for (8.1.4), we have
MK(Λ) = min
{
min
{
MK(Λ2), MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ) + 1
}
,
MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ)
}
= min
{
MK(Λ2), MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ)
}
.
After repeating the similar method, we have
MK(Λ) = min
{
MK(Λ), MsiK(Λ) + 〈αi,wt(Λ)〉 − ε
∗
i (Λ)
}
.
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This is nothing but the formula (8.1.2).
Secondly let us prove (8.1.2) ⇒ (8.1.1). By (8.1.2) for f˜∗i Λ and f˜
∗
i Λ = Λ, we have
MK(f˜
∗
i Λ) = min
{
MK(f˜∗i Λ),MsiK(f˜
∗
i Λ) + 〈αi,wt(f˜
∗
i Λ)〉 − ε
∗
i (f˜
∗
i Λ)
}
= min
{
MK(Λ),MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ)− 1
}
.
Since MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ) > MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ)− 1,
the right hand side = min
{
min
{
MK(Λ),MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ)
}
,
MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ)− 1
}
= min
{
MK(Λ),MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ)− 1
}
= min
{
MK(Λ),MsiK(Λ) + c
∗
i (M(Λ))
}
.
Because siK ∈ M
×
n \M
×
n (i)
∗, we have MsiK(Λ) =MsiK(Λ) by (7.3.3). Therefore we have
MK(f˜
∗
i Λ) = min {MK(Λ),MsiK(Λ) + c
∗
i (M(Λ))} .
This is nothing but (8.1.1). 
8.2. A proof of the formula (8.1.2). The aim of this subsection is to prove the next
proposition:
Proposition 8.2.1. The formula (8.1.2) holds for any K ∈ M×n (i)
∗.
Set
W siK = Ker
(
⊕
p∈out(siK)
V p
⊕Bp→q
−→ ⊕
q∈in(siK)
V q
)
⊂
(
⊕
p∈out(siK)
V p
)
.
By the assumption, we have
out(siK) \ {i} ⊂ out(K) ⊂
(
out(siK) \ {i}
)
∪ {i− 1, i+ 1}.
Therefore we can define a map Φ :W siK →
(
⊕k∈out(K) Vk
)
by
Φ
 ∑
p∈out(siK)
wp
 = δK(i− 1)Bi→i−1(wi) + δK(i+ 1)Bi→i+1(wi) + ∑
p∈out(siK)\{i}
wp,
where wp ∈ V p and δK is a map form [1, n] to {0, 1} defined by
δK(k) =
{
1 (k ∈ out(K)),
0 (otherwise).
Here we remark that, if p ∈ out(siK) \ {i}, we have p ∈ out(K) and V p = Vp.
Set
N = Coker(Φ)
and consider a map
I˜d :
(
⊕
k∈out(K)
Vk
)
→ N
MV POLYTOPES AND CRYSTAL BASIS IN TYPE A 25
which is naturally induced form the identity map Id :
(
⊕
k∈out(K)
Vk
)
∼
→
(
⊕
k∈out(K)
Vk
)
.
By the construction, it is clear that I˜d is surjective.
In the above setting, the following two Lemmas hold:
Lemma 8.2.2. Φ is injective.
Lemma 8.2.3. Let k ∈ out(K), l ∈ in(K) and assume that there is a path σ(k → l) in
the orientation Ω(K).
(1) If l 6= i, then the map Bσ(k→l) : Vk → Vl (= V l) induces a map ψl : N → Vl such that
Bσ(k→l) (= Bσ(k→l)) = ψl ◦ I˜d.
(2) If l = i, then the map Bσ(k→i) : Vk → Vi (6= Vi) induces a map ψi : N → V i such that
Bσ(k→i) = ψi ◦ I˜d.
Moreover, let πi : Vi → V i be the natural projection and ϕi : N → Vi a generic map such
that ψi = πi ◦ ϕi. Then we have
Bσ(k→i) = ϕi ◦ I˜d.
The above two lemmas are easy exercises on linear algebra. So, we omit to give proofs.
Proof of Proposition 8.2.1. Since Φ is injective, we have
dimCN =
∑
k∈out(K)
dimC Vk − dimCW siK
=
∑
k∈out(K)
dimC Vk − dimCKer
(
⊕
p∈out(siK)
V p
⊕Bσ(p→q)
−→ ⊕
q∈in(siK)
V q
)
=
∑
k∈out(K)
dimC Vk −
∑
p∈out(siK)
dimC V p +
∑
q∈in(siK)
dimC V q
− dimCCoker
(
⊕
p∈out(siK)
V p
⊕Bσ(p→q)
−→ ⊕
q∈in(siK)
V q
)
=
∑
k∈out(K)
dimC Vk −
∑
p∈out(siK)
dimC V p +
∑
q∈in(siK)
dimC V q +MsiK(Λ).
Denote the direct sum of the maps ψl (resp. ϕl) (l ∈ in(K)) by
ψ = ⊕
l∈in(K)
ψl : N → ⊕
l∈in(K)
V l
(
resp. ϕ = ⊕
l∈in(K)
ϕl : N → ⊕
l∈in(K)
Vl
)
.
Here we set ϕl = ψl for l 6= i.
By the definition, we have
Im
(
⊕
k∈out(K)
Vk
⊕Bσ(k→l)
−→ ⊕
l∈in(K)
Vl
)
= Im
(
N
ϕ
−→ ⊕
l∈in(K)
Vl
)
.
Moreover, by the genericity of ϕ, we have
dimKerϕ = max
{
dimCKerψ − ε
∗
i (Λ), 0
}
.
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Combining the above results, we have
−MK(Λ) =
∑
l∈in(K)
dimC Vl − dimCN +max
{
dimCKerψ − ε
∗
i (Λ), 0
}
. (8.2.1)
Indeed,
−MK(Λ) = dimC Coker
(
⊕
k∈out(K)
Vk
⊕Bσ(k→l)
−→ ⊕
l∈in(K)
Vl
)
=
∑
l∈in(K)
dimC Vl − dimC Im
(
⊕
k∈out(K)
Vk
⊕Bσ(k→l)
−→ ⊕
l∈in(K)
Vl
)
=
∑
l∈in(K)
dimC Vl − dimC Imϕ
=
∑
l∈in(K)
dimC Vl − dimCN + dimCKerϕ
=
∑
l∈in(K)
dimC Vl − dimCN +max
{
dimCKerψ − ε
∗
i (Λ), 0
}
.
Lemma 8.2.4. The following formulas hold:
(1)
∑
l∈in(K)
dimC Vl − dimCN + dimCKerψ − ε
∗
i (Λ) = −MK(Λ),
(2)
∑
l∈in(K)
dimC Vl − dimCN = −MsiK(Λ) + ε
∗
i (Λ)− 〈hi,wt(Λ)〉.
Proof. The formula (1) is proved by a direct computation. Indeed, we have∑
l∈in(K)
dimC Vl − dimCN + dimCKerψ − ε
∗
i (Λ)
=
∑
l∈in(K)
dimC V l − dimC Imψ
=
∑
l∈in(K)
dimC V l − dimC Im
(
⊕
k∈out(K)
V k
⊕Bσ(k→l)
−→ ⊕
l∈in(K)
V l
)
= dimCCoker
(
⊕
k∈out(K)
V k
⊕Bσ(k→l)
−→ ⊕
l∈in(K)
V l
)
= −MK(Λ).
Let us show the formula (2). We have∑
l∈in(K)
dimC Vl − dimCN =
∑
l∈in(K)
dimC Vl −
∑
k∈out(K)
dimC Vk
+
∑
p∈out(siK)
dimC V p −
∑
q∈in(siK)
dimC V q −MsiK(Λ).
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Therefore it is enough to show that∑
l∈in(K)
dimVl −
∑
k∈out(K)
dimVk +
∑
p∈out(siK)
dimV p −
∑
q∈in(siK)
dimV q
= ε∗i (Λ)− 〈hi,wt(Λ)〉.
But it is easily checked by a direct computation. Thus, we get the formula. 
Let us return to the proof of Proposition 8.2.1. Substituting the result of the above
lemma for (8.2.1), we get
−MK(Λ) = max
{
−MK(Λ), −MsiK(Λ)− 〈αi,wt(Λ)〉+ ε
∗
i (Λ)
}
.
This is nothing but the formula (8.1.2). Thus we have the statement. 
Appendix A. A proof of the formula (7.1.1)
In this appendix, we will give a proof of the formula (7.1.1).
A.1. Results in [KS]. Let us recall some results in [KS]. Consider two quivers of type
An, (I,Ω) and (I,Ω
′). Assume i (resp. i′) is a reduced word of the longest element which
is adapted to the orientation Ω (resp. Ω′).
Let ν ∈ Q+ and Oa,Ω be the G(ν)-orbit in EV (ν),Ω corresponding to an i-Lusztig datum
a, and Oa′,Ω′ the orbit in EV (ν),Ω′ corresponding to an i
′-Lusztig datum a′ = Ri
′
i
(a) where
Ri
′
i
is the transition map from i to i′.
Set
Λa := T
∗
Oa,Ω
EV (ν),Ω and Λa′ := T
∗
O
a′
,Ω′EV (ν),Ω′ .
The goal is to prove
Λa = Λa′ . (A.1.1)
Since our quiver is of type An, there uniquely exists a G(ν)-orbit Ob,Ω in EV (ν),Ω such
that Λa′ = T
∗
Ob,Ω
EV (ν),Ω. (Here we denote by b the corresponding i-Lusztig datum.) We
consider a map
s : {G(ν)-orbits in EV (ν),Ω} → {G(ν)-orbits in EV (ν),Ω}
defined by Oa,Ω 7→ Ob,Ω. We remark that, by the definition, s is a bijection. To prove
the formula (A.1.1) (or equivalently (7.1.1)), it is enough to show that s is the identity map.
Let COa,Ω be the constant sheaf on the orbit Oa,Ω,
piCOa,Ω its minimal extension and
SS(piCOa,Ω) its singular support. Then we have
SS(piCOa,Ω) ⊃ Λa = T
∗
Oa,Ω
EV (ν),Ω.
In addition to the above, the next result is proved by Lusztig:
Theorem A.1.1 ([L1],[L2]).
SS(piCOa,Ω) = SS(
piCO
a′,Ω′
).
Therefore we have
SS(piCOa,Ω) = SS(
piCO
a′,Ω′
) ⊃ Λa′ = T
∗
Ob,Ω
EV (ν),Ω = T
∗
s(Oa,Ω)
EV (ν),Ω. (A.1.2)
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Remark . In [L2] and [KS], they consider a similar problem in more general setting.
Let g be an arbitrary symmetric Kac-Moody Lie algebra and B(∞) the crystal basis of
U−q (g). In [KS], they define a crystal structure on the set of all irreducible components
of Lusztig’s quiver varieties, and show that it is isomorphic to B(∞). For b ∈ B(∞), we
denote by Λb the corresponding irreducible component. On the other hand, let B be the
Lusztig’s canonical basis of U−q (g). It is constructed as the set of certain simple perverse
shaeves on the sepace of representations of a quiver attached to g ([L2]). Recall that there
is a canonical bijection between B(∞) and B. For b ∈ B(∞), we denote by Lb,Ω the
corresponding simple perverse sheaf. Then it is known that
SS(Lb,Ω) ⊃ Λb for any b ∈ B(∞).
Now, let us consider the following problem:
Problem. Assume s : B(∞) → B(∞) is a bijection such that SS(Lb,Ω) ⊃ Λs(b) for
any b ∈ B(∞). Then, is s the identity?
The above problem was firstly considered by Lusztig ([L2]). In [KS], they stated that
“s must be the identity under the above assumption”. But their “proof” of the statement
is wrong. Therefore, the problem is still open for an arbitrary case.
On the other hand, Kimura [Kim] shows that the bijection s must be the identity for
finite ADE type cases and cyclic quiver cases. In the next subsection, we will give a proof
following [Kim].
A.2. Kimura’s proof of (A.1.1). By (A.1.2) and the definition of singular supports, we
have
Oa,Ω ⊃ Ob,Ω = s(Oa,Ω).
Namely, the bijection s preserves closure relations on G(ν)-orbits in EV (ν),Ω:
s(OΩ) ⊂ OΩ for any G(ν)- orbit OΩ in EV (ν),Ω. (A.2.1)
Hence, it is enough to prove that the following statement:
Proposition A.2.1 ([Kim]). Let s be a bijection on the set of G(ν)-orbits in EV (ν),Ω
which preserves closure relations. Then s must be the identity.
Let us introduce an ordering ≤ on the set of G(ν)-orbits in EV (ν),Ω by
OΩ ≤ O
′
Ω
def .
⇐⇒ O′Ω ⊂ OΩ.
By using this ordering, (A.2.1) can be rewritten as:
s(OΩ) ⊂ OΩ = OΩ ∪
⋃
O′Ω:OΩ<O
′
Ω
O′Ω. (A.2.2)
Proof of A.2.1. We will show the statement by the decreasing induction on ≤. Note that,
by the definition, there is a maximal element with respect to the ordering ≤. Let OΩ be a
such element. Hence, by (A.2.2) and the maximality of OΩ, s(OΩ) must be equal to OΩ.
Assume s(O′Ω) = O
′
Ω for any OΩ < O
′
Ω. Since s is a bijection, we have s(OΩ) = OΩ by
(A.2.2). 
Remark . For finite D,E cases and cyclic quiver cases, the similar method does work.
Namely, we can show that s must be the identity for such cases (see [Kim], in detail).
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MIRKOVIC´-VILONEN POLYTOPES AND A QUIVER
CONSTRUCTUION OF CRYSTAL BASIS IN TYPE A
YOSHIHISA SAITO
Abstract. In the current paper, we give a quiver theoretical interpretation of Mirkovic´-
Vilonen polytopes in type An. As a by-product, we give a new proof of the Anderson-
Mirkovic´ conjecture which describes the explicit forms of the actions of lowering Kashi-
wara operators on the set of Mirkovic´-Vilonen polytopes.
1. Introduction
1.1. Let B(∞) be the crystal basis of the negative half of the quantum universal envelop-
ing algebra associated with a symmetrizable Kac-Moody Lie algebra g. Each element
b ∈ B(∞) can be written as
b = f˜i1 f˜i2 · · · f˜ikb∞.
Here f˜i (i ∈ I) is a lowering Kashiwara operator and b∞ the highest weight element of
B(∞). However, for a given b ∈ B(∞), the above expression is not unique. For example,
the following equality holds in the case of g = sl3:
f˜m1 f˜
m+n
2 f˜
n
1 b∞ = f˜
m
2 f˜
m+n
1 f˜
n
2 b∞ (for any m,n ∈ Z≥0).
Therefore, in the study of B(∞), it is important to give
• a parametrization of each element b ∈ B(∞) (we call it a realization of B(∞)) and
• explicit identifications between several realizations.
Until now, many useful realizations of B(∞) are known. For example,
(a) a realization in terms of Lakshimibai-Seshadri path (Littelmann [Li]),
(b) a polyhedral realization (Nakashima and Zelevinsky [NZ]),
(c) a Lagrangian (or quiver) realization (Kashiwara and the author [KS]), etc.
These realizations work for arbitrary symmetrizable Kac-Moody Lie algebras. On the
other hand, for the case that g is a finite dimensional simple Lie algebras, there is
(d) a realization by using the theory of PBW basis (Lusztig [L1], the author [S]).
1.2. Recently, Kamnitzer [Kam1], [Kam2] gave a new realization of B(∞) for the case
that g is a finite dimensional simple Lie algebras.
Let us explain a background of his work. In several years ago, Mirkovic´ and Vilonen
introduced a new family of algebraic cycles (called Mirkovic´-Vilonen cycles) in the cor-
responding affine Grassmannian [MV1], [MV2]. Furthermore, Breverman and Gaitsgory
[BG] showed that a certain set of Mirkovic´-Vilonen cycles has a crystal structure which is
isomorphic to the crystal basis of an irreducible highest weight Uq(g
∨)-module, where g∨
is the Langlands dual of g. By taking the moment map image of Mirkovic´-Vilonen cycles,
Anderson [A] defined a family of convex polytopes in hR, which are calledMirkovic´-Vilonen
(MV for short) polytopes. Here h is the Cartan subalgebra of g and hR the real form of h.
Key words and phrases. Crystal basis, PBW basis, MV polytopes.
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After these works, Kamnitzer [Kam1], [Kam2] gave a combinatorial characterization of
MV polytopes by using a notion of Berenstein-Zelevinsky (BZ for short) data. A BZ datum
is a certain family of integers (see Section 5 for details), which is introduced by Berenstein,
Fomin and Zelevinsky [BFZ]. Moreover he showed that the set of MV polytopes has a
crystal structure which is isomorphic to B(∞). That is, he constructed
(e) a realization of B(∞) in terms of MV polytopes.
We remark that he also proved that the above crystal structure on the set of MV polytopes
coincides with the crystal structure coming from one on the set of Mirkovic´-Vilonen cycles,
which is introduced in [BG].
1.3. In the current paper, we focus on the case g = sln+1(C). The aim of the paper
is to give explicit isomorphisms between the three realizations (c), (d) and (e) of B(∞).
In a process for constructing these isomorphisms, we can also give a quiver theoretical
description of MV polytopes (or BZ data) in type An.
As a by-product, we give a new proof of the Anderson-Mirkovic´ (AM for short) conjec-
ture. The AM conjecture is a conjecture on the explicit forms of the actions of lowering
Kashiwara operators on the set of MV polytopes, which is conjectured by Anderson and
Mirkovic´ (unpublished) and proved by Kamnitzer [Kam2] (see Theorem 5.5.1).
1.4. This paper is organized as follows. In Section 2, we give a quick review on the
theory of crystals. After recalling basic properties of PBW basis of the negative half of
quantum enveloping algebras in Section 3, we introduce a crystal structure on PBW basis
in Section 4 (see Theorem 4.2.1). We remark that this is just a reformulation of the
result of Reineke [Re]. In Section 5, after reviewing some of basic facts on MV polytopes
following Kamnitzer [Kam1], [Kam2], we construct an isomorphism from a parametrizing
set of PBW basis (so-called Lusztig data) to the set of MV polytopes in explicit way (see
Theorem 5.6.3 which will be proved in Section 7). In other words, this isomorphism tells
us an explicit relation between the realization (d) of B(∞) and (e). In Section 6, we give
a quiver theoretical interpretation of a BZ datum in type A (see Corollary 6.3.3). In this
consideration, the work of Berenstein, Fomin and Zelevinsky [BFZ] plays an important
role. In Section 7, as we mentioned above, we give a proof of Theorem 5.6.3. In the
first half of this section, we give a short review on a Lagrangian construction of B(∞),
following Kashiwara and the author [KS]. This is just the realization (c). Since the explicit
isomorphism between the realization (c) and (d) is already known, the problem can be
translated as follows: “prove that the induced map form the realization (c) to (e) is an
isomorphism of crystals”. In the second half, we prove this problem by using the results
of Section 6 and quiver theoretical considerations. Finally, in Section 8, we give a new
proof of the AM conjecture in type A, as an application of the previous results.
1.5. Very recently, another quiver theoretical interpretation of BZ data was given by
Baumann, Kamnitzer and Sadanand ([KamS] for type A, and [BK] for type A,D,E).
They gave similar results as our article (for example, see Theorem 21 in [BK]). But their
approach is different from ours. Indeed, in their interpretation, they use the representation
theory of preprojective algebras (in other words, the double quiver of Dynkin type with
certain relations). On the other hand, in our construction, we only use the ordinary Dynkin
quiver. In addition to that, as we already mentioned above, we focus only on type A. By
this restriction, we can get an explicit formula for computing each BZ datum in terms of
the realization (d) of B(∞) in type A. Consequently, we also have a new proof of the
AM conjecture in type A. Moreover, our approach can be generalized in affine type A (cf.
[NSS1], [NSS2]). In other words, this article is the first step for the above generalization.
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2. Preliminaries
2.1. Notations. In this article, we assume g = sln+1(C). Let h be the Cartan subalgebra
of g. We denote by αi ∈ h
∗ (i ∈ I = {1, 2, · · · , n}) the simple roots of g, and hi ∈ h (i ∈ I)
the simple coroot of g; note that 〈hi, αj〉 = aij for i, j ∈ I, where 〈·, ·〉 denotes the canonical
pairing between h and h∗, (aij)i,j∈I the Cartan matrix of type An. We denote by P , Q and
∆+ the weight lattice, the root lattice and the set of all positive roots, respectively. Let
W = Sn+1 be the Weyl group of g. It is generated by simple reflections si = sαi (i ∈ I).
Let e and w0 be the unit element and the longest element of W , respectively.
Let Uq = Uq(g) be the quantized universal enveloping algebra of type An with generators
ei, fi, t
±
i (i ∈ I). It is an associative algebra over Q(q). Let U
−
q be the subalgebra of Uq
generated by fi (i ∈ I). Define [l] =
ql−q−l
q−q−1
and [k]! =
∏k
l=1[l]. For x ∈ Uq(g), we denote
x(k) = xk/[k]!.
2.2. Crystals.
Definition 2.2.1. (1) Consider the following data :
(i) a set B,
(ii) a map wt : B → P ,
(iii) maps εi : B → Z ⊔ {−∞}, ϕi : B → Z ⊔ {−∞} (i ∈ I),
(iv) maps e˜i : B → B ⊔ {0}, f˜i : B → B ⊔ {0} (i ∈ I).
The sixtuple (B; wt, εi, ϕi, e˜i, f˜i) (denoted by B, for short) is called a crystal if it satisfies
the following axioms:
(C1) ϕi(b) = εi(b) + 〈hi,wt(b)〉.
(C2) If b ∈ B and e˜ib ∈ B, then wt(e˜ib) = wt(b) + αi, εi(e˜ib) = εi(b) − 1, ϕi(e˜ib) =
ϕi(b) + 1.
(C2’) If b ∈ B and f˜ib ∈ B, then wt(f˜ib) = wt(b) − αi, εi(f˜ib) = εi(b) + 1, ϕi(f˜ib) =
ϕi(b)− 1.
(C3) For b, b′ ∈ B, b′ = e˜ib if and only if b = f˜ib
′.
(C4) For b ∈ B, if ϕi(b) = −∞, then e˜ib = f˜ib = 0.
(2) For two crystals B1 and B2, a morphism ψ from B1 to B2 is a map B1⊔{0} → B2⊔{0}
that satisfies the following conditions:
(i) ψ(0) = 0.
(ii) If b ∈ B1 and ψ(b) ∈ B2, then wt(ψ(b)) = wt(b), εi(ψ(b)) = εi(b) and ϕi(ψ(b)) =
ϕi(b).
(iii) If b, b′ ∈ B1 satisfy b
′ = f˜i(b) and ϕ(b), ϕ(b
′) ∈ B2, then ψ(b
′) = f˜i(ψ(b)).
A morphism ψ : B1 → B2 is called an isomorphism, if ψ induces an bijective map B1 ⊔
{0} → B2 ⊔ {0} and it commutes with all e˜i and f˜i.
2.3. Crystal basis of U−q . We shall recall the definition of the crystal basis of U
−
q . Let
e′i and e
′′
i be endomorphisms of U
−
q defined by
[ei, x] =
tie
′′
i (x)− t
−1
i e
′
i(x)
q − q−1
(x ∈ U−q ).
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It is known that any element x ∈ U−q can be uniquely written as
x =
∑
k≥0
f
(k)
i xk with e
′
i(xk) = 0.
Define modified root operators (so-called Kashiwara operators) e˜i and f˜i on U
−
q by
e˜ix =
∑
k≥1
f
(k−1)
i xk, f˜ix =
∑
k≥0
f
(k+1)
i xk.
Let A be the subring of Q(q) consisting of rational functions without a pole at q = 0. Set
L(∞) =
∑
k≥0, i1,··· ,ik∈I
Af˜i1 · · · f˜ik · 1 ⊂ U
−
q ,
B(∞) =
{
f˜i1 · · · f˜ik · 1 mod qL(∞)
∣∣∣ k ≥ 0, i1, · · · , ik ∈ I} .
Then the following properties hold:
(1) e˜iL(∞) ⊂ L(∞) and f˜iL(∞) ⊂ L(∞),
(2) B(∞) is a Q-basis of L(∞)/qL(∞),
(3) e˜iB(∞) ⊂ B(∞) ∪ {0} and f˜iB(∞) ⊂ B(∞).
We call (L(∞), B(∞)) the crystal basis of U−q .
For b ∈ B(∞), we set
wt(b) = the weight of b, εi(b) = max{k ≥ 0 | e˜
k
i (b) 6= 0}, ϕi(b) = εi(b) + 〈hi,wt(b)〉.
Then (B(∞),wt, εi, ϕi, e˜i, f˜i) is a crystal in the sense of Definition 2.2.1.
2.4. Orderings on the set of positive roots. Since g = sln+1(C), any positive root
β ∈ ∆+ can be uniquely written as
β =
jβ−1∑
p=iβ
αp (for some 1 ≤ iβ < jβ ≤ n+ 1).
The correspondence β 7→ (iβ , jβ) defines a bijection ∆
+ ∼→ Π where
Π = {(i, j) | 1 ≤ i < j ≤ n+ 1}.
In the rest of this article, we sometimes identify Π with ∆+ via the above bijection.
Let N = n(n + 1)/2 be the length of w0 and fix w0 = si1si2 · · · siN (i1, i2, · · · , iN ∈ I)
a reduced expression of w0. We denote by i = (i1, i2, · · · , iN ) the corresponding reduced
word. Set βk = si1si2 · · · sik−1(αik) (1 ≤ k ≤ N). Then we have Π = {β1, β2, · · · , βN}.
That is, a reduced word i defines a bijection Υi : {1, 2, · · · , N}
∼
→ Π and it induces a total
ordering ≤ i on Π;
(i1, j1) ≤ i (i2, j2)
def
⇐⇒ Υ−1
i
(i1, j1) ≤ Υ
−1
i
(i2, j2).
Example 2.4.1. Let i0 be the lexicographically minimal reduced word given by
i0 = (1, 2, 1, 3, 2, 1, · · · , n, n− 1, · · · , 1).
Then we have
(i1, j1) ≤i0 (i2, j2) if and only if

j1 < j2
or
j1 = j2 and i1 ≤ i2.
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3. PBW basis and Lusztig data associated to reduced words
3.1. PBW basis of quantized universal enveloping algebras. For i ∈ I, introduce
an Q(q)-algebra automorphism Ti of Uq as :
Ti(ej) :=
{
−fiti (i = j),∑−aij
k=0 (−1)
aij+kqaij+ke
(k)
i eje
(−aij−k)
i (i 6= j),
Ti(fj) =
{
−t−1i ei, (i = j),∑−aij
k=0 (−1)
aij+kq−aij−kf
(−aij−k)
i fjf
(k)
i , (i 6= j),
Ti(tj) = tjt
−aij
i .
It is known that these operators satisfy the braid relations:
TiTjTi = TjTiTj (aij = −1), TiTj = TjTi (aij = 0).
For a reduced word i = (i1, i2, · · · , iN ) and c = (c1, · · · , cN ) ∈ Z
N
≥0, we define
Pi(c) = f
(c1)
i1
(
Ti1(f
(c2)
i1
)
)
· · ·
(
Ti1Ti2 · · ·TiN−1(f
(cN )
iN
)
)
and
Bi =
{
Pi(c) | c ∈ Z
N
≥0
}
, Li =
∑
c
APi(c).
Proposition 3.1.1 ([L1],[S]). (1) Bi is a Q(q)-basis of U
−
q .
(2) Li = L(∞). Moreover Bi is a free A-basis of L(∞).
(3) Bi ≡ B(∞) mod qL(∞).
Definition 3.1.2. For a giving reduced word i, the basis Bi =
{
Pi(c) | c ∈ Z
N
≥0
}
is called
the PBW basis of U−q associated to a reduced word i. There is a bijection Ξi : Z
N
≥0
∼
→ B(∞)
defined by c 7→ Pi(c) mod qL(∞). For b ∈ B(∞), we call Ξ
−1
i
(b) ∈ ZN≥0 the i-Lusztig datum
of b ∈ B(∞).
3.2. The transition maps. For a reduced word i, consider
Bi =
{
ai = (aii,j)(i,j)∈Π | a
i
i,j ∈ Z≥0 for any (i, j) ∈ Π
}
the set of all N -tuples of non-negative integers indexed by Π. From now on, we regard Bi as
the set of all i-Lusztig data via the bijection ZN≥0
∼
→ Bi induced from Υi : {1, · · · , N}
∼
→ Π.
For two reduced words i and i′, let us consider the following composition of the bijections:
Ri
′
i = Ξ
−1
i′
◦ Ξi : B
i ∼→ B(∞)
∼
→ Bi
′
.
We call Ri
′
i
the transition map form i to i′. The explicit form of Ri
′
i
is known ([BFZ]), but
we omit to give it in this article.
For an arbitrarily reduced word i, the set of all i-Lusztig data Bi has a crystal structure
which is induced form the bijection Ξi : B
i ∼→ B(∞). Especially, for the lexicographically
minimal reduced word i0, we denote B = B
i0 and a = ai0 ∈ B. It has a central role in this
article. In the next section we will give the crystal structure on B = Bi0 in explicit way.
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3.3. ∗-structure. Define a Q(q)-algebra anti-involution ∗ of Uq by
e∗i = ei, f
∗
i = fi, (t
±
i )
∗ = t∓i (i ∈ I).
By the construction, it is easy to see L(∞)∗ = L(∞). Therefore ∗ induces a Q-linear
automorphism of L(∞)/qL(∞). Moreover the following theorem is known.
Theorem 3.3.1 ([K3]). The anti-involution ∗ induces an involutive bijection on B(∞).
By the above theorem, we can define the operators e˜∗i , f˜
∗
i on B(∞) by
e˜∗i = ∗e˜i∗, f˜
∗
i = ∗f˜i ∗ .
By the definition, it is obvious that b∗∞ = b∞. Here b∞ is the highest weight element of
B(∞). Therefore we have
εi(b
∗) = max{k ≥ 0 | (e˜∗i )
k(b) 6= 0}
for b ∈ B(∞). From now on, we denote ε∗i (b) = εi(b
∗).
Define a Q(q)-algebra automorphism T ∗i (i ∈ I) by
T ∗i = ∗ ◦ Ti ◦ ∗.
Then we have
P ∗i (c) =
(
f
(c1)
i1
(
Ti1(f
(c2)
i1
)
)
· · ·
(
Ti1Ti2 · · ·TiN−1(f
(cN )
iN
)
))∗
=
(
T ∗i1T
∗
i2
· · ·T ∗iN−1(f
(cN )
iN
)
)
· · ·
(
T ∗i1(f
(c2)
i1
)
)
fi1 .
Set
B∗
i
=
{
P ∗
i
(c) | c ∈ ZN≥0
}
.
It also gives a Q(q)-basis of U−q . We call it the ∗-PBW basis of U
−
q associated to a reduced
word i.
By Theorem 3.3.1, we have the following corollary.
Corollary 3.3.2. {
P ∗i (c) mod qL(∞) | c ∈ Z
N
≥0
}
= B(∞).
4. Crystal structure on i0-Lusztig data
4.1. Definition of crystal structures. We shall define two crystal structures on the set
of all i0-Lusztig datum B. For a ∈ B, define the weight wt(a) of a by
wt(a) = −
∑
i∈I
miαi, where mi =
i∑
k=1
n+1∑
l=i+1
ak,l (i ∈ I).
For i ∈ I, set
A
(i)
k (a) =
k∑
s=1
(as,i+1 − as−1,i) (1 ≤ k ≤ i),
A
∗(i)
l (a) =
n+1∑
t=l+1
(ai,t − ai+1,t+1) (i ≤ l ≤ n).
Here we set a0,i = 0 and ai+1,n+2 = 0. Define
εi(a) = max
{
A
(i)
1 (a), · · · , A
(i)
i (a)
}
, ϕi(a) = εi(a) + 〈hi,wt(a)〉,
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ε∗i (a) = max
{
A
∗(i)
i (a), · · · , A
∗(i)
n (a)
}
, ϕ∗i (a) = ε
∗
i (a) + 〈hi,wt(a)〉.
Let
ke = min
{
1 ≤ k ≤ i
∣∣∣ εi(a) = A(i)k (a)} , kf = max{1 ≤ k ≤ i ∣∣∣ εi(a) = A(i)k (a)} ,
le = max
{
i ≤ l ≤ n
∣∣∣ ε∗i (a) = A∗(i)l (a)} , lf = min{i ≤ l ≤ n ∣∣∣ ε∗i (a) = A∗(i)l (a)} .
For a given a ∈ B, we introduce four N -tuples of integers a(p) =
(
a
(p)
k,l
)
(p = 1, 2, 3, 4) by
a
(1)
k,l =

ake,i + 1 (k = ke, l = i),
ake,i+1 − 1 (k = ke, l = i+ 1),
ak,l (otherwise).
a
(2)
k,l =

akf ,i − 1 (k = kf , l = i),
akf ,i+1 + 1 (k = kf , l = i+ 1),
ak,l (otherwise),
a
(3)
k,l =

ai,le+1 − 1 (k = i, l = le + 1),
ai+1,le+1 + 1 (k = i+ 1, l = le + 1),
ak,l (otherwise).
a
(4)
k,l =

ai,lf+1 + 1 (k = i, l = lf + 1),
ai+1,lf+1 − 1 (k = i+ 1, l = lf + 1),
ak,l (otherwise).
Lemma 4.1.1. (1) For any a ∈ B with εi(a) > 0, a
(1) is an N -tuple of non-negative
integers. In other words, a(1) is an element of B.
(2) For any a ∈ B with ε∗i (a) > 0, a
(3) is an element of B.
(3) For any a ∈ B, both a(2) and a(4) are elements of B.
Proof. We only give a proof of (1). It is enough to show that ake,i+1 > 0. If ke = 1,
we have ake,i+1 = A
(i)
1 (a) = εi(a) > 0. Assume ke > 1. Then, by the definition of ke,
we have A
(i)
ke−1
(a) < A
(i)
ke
(a). Therefore A
(i)
ke
(a) − A
(i)
ke−1
(a) = ake,i+1 − ake−1,i > 0. Since
ake−1,i ≥ 0, we have ake,i+1 > 0. 
Now we define Kashiwara operators on B as:
e˜ia =
{
0 (if εi(a) = 0),
a(1) (if εi(a) > 0),
f˜ia = a
(2),
e˜∗i a =
{
0 (if ε∗i (a) = 0),
a(3) (if ε∗i (a) > 0),
f˜∗i a = a
(4).
Proposition 4.1.2. (1) (B,wt, εi, ϕi, e˜i, f˜i) is a crystal in the sense of Definition 2.2.1.
(2) (B,wt, ε∗i , ϕ
∗
i , e˜
∗
i , f˜
∗
i ) is a crystal in the sense of Definition 2.2.1.
From the definition, one can easily check the axiom (C1) ∼ (C4). So we omit to give a
detail.
4.2. Crystal structure on PBW basis associated to i0. As we mentioned in the
previous subsection, we regard B as the set of i0-Lusztig datum and denote by {Pi0(a) | a ∈
B} the corresponding PBW basis.
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Theorem 4.2.1. (1) We have
e˜iPi0(a) ≡ Pi0(e˜ia) mod qL(∞) and f˜iPi0(a) ≡ Pi0(f˜ia) mod qL(∞).
(2) We have
e˜iP
∗
i0
(a) ≡ P ∗
i0
(e˜∗i a) mod qL(∞) and f˜iP
∗
i0
(a) ≡ P ∗
i0
(f˜∗i a) mod qL(∞).
Remark . The formulas (2) is proved by Reineke [Re] (see also [Sav], [EK]). Note that in
[Re], he denotes our e˜∗i and f˜
∗
i on B, by e˜i and f˜i, respectively. The formulas (1) is proved
by the similar method.
By the definition, we immediately have the next corollary.
Corollary 4.2.2. (1) We have
e˜∗iPi0(a) ≡ Pi0(e˜
∗
i a) mod qL(∞) and f˜
∗
i Pi0(a) ≡ Pi0(f˜
∗
i a) mod qL(∞).
(2) As a by-product, we have that B is isomorphic to B(∞) as a crystal with ∗-structure.
5. Mirkovic´-Vilonen polytopes in type An
5.1. Mirkovic´-Vilonen polytopes and Berenstein-Zelevinsky data. Let Λi (i ∈ I)
be a fundamental weight for g. Set
Γn =
⋃
i∈I
WΛi
and an element γ ∈ Γn is called a chamber weight. Let M = (Mγ)γ∈Γn be a collection
of integers indexed by Γn. For each γ ∈ Γn, we call Mγ the the γ-component of M, and
denote it by (M)γ .
For a given M = (Mγ)γ∈Γn , consider the following polytope in hR:
P (M) = {h ∈ hR | 〈h, γ〉 ≥Mγ (∀γ ∈ Γn)}.
Definition 5.1.1. (1) A polytope P (M) is called a pseudo-Weyl polytope if it satisfies the
following condition:
(BZ-1) (edge inequalities) for all w ∈W and i ∈ I,
MwΛi +MwsiΛi +
∑
j∈I\{i}
ajiMwΛj ≤ 0;
(2) A pseudo-Weyl polytope P (M) is called a Mirkovic´-Vilonen (MV for short) polytope
if it satisfies the following condition:
(BZ-2) (3-term relations) for every w ∈W and i, j ∈ I with aij = aji = −1 and wsi > w,
wsj > w,
MwsiΛi +MwsjΛj = min
{
MwΛi +MwsisjΛj , MwΛj +MwsjsiΛi
}
.
Here (aij)i,j∈I is the Cartan matrix of type An and > is the strong Bruhat ordering of
W . If P (M) is a MV polytope, the corresponding collection of integers M = (Mγ)γ∈Γn is
called Berenstein-Zelevinsky (BZ for short) datum of type An.
Remark . For a collection of integersM = (Mγ)γ∈Γn which satisfies the condition (BZ-1),
set
µw =
∑
i∈I
MwΛiwhi ∈ hR (w ∈W )
and consider a collection of vectors
µ• = (µw)w∈W ⊂ hR.
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Then Kamnitzer [Kam2] showed the corresponding pseudo-Weyl polytope P (M) is the
convex hull of µ•. That is, there is a one to one correspondence between the set of pseudo-
Weyl polytopes and the set of collections of integers which satisfies the condition (BZ-1).
Definition 5.1.2. A BZ datum Mw0 = (Mw0γ )γ∈Γn is called a w0-BZ datum of type An
if it satisfies
(BZ-0) (w0-normalization condition) for all i ∈ I,
Mw0w0Λi = 0.
We denote by BZw0 the set of all w0-BZ data.
A set of integers K ⊂ [1, n + 1] will be called a Maya diagram of rank n. We denote
by Mn the set of all Maya diagram of rank n. Set M
×
n =Mn \ {φ, [1, n + 1]}. From now
on, we identify the set of chamber weights Γn with M
×
n by the following way: recall that
there is a natural action of W ∼= Sn+1 on the set {1, 2, · · · , n + 1}. Consider the map
Γn →M
×
n defined by γ = wΛi 7→ w · [1, i]. Since this map is bijective, we can identify Γn
with M×n . By the above identification, Λi and w0Λi are regarded as
Λi ↔ [1, i], w0Λi ↔ [n− i+ 2, n + 1] (i ∈ I).
Under the above identification, the definition of w0-BZ datum can be rewritten as follows:
Lemma 5.1.3. A collection Mw0 = (Mw0K )K∈M×n of integers is a w0-BZ datum of type
An if and only if it satisfies the following conditions:
(BZ-0)’ for all i ∈ I,
Mw0[n−i+2,n+1] = 0;
(BZ-1)’ for every two indices i 6= j in [1, n + 1] and every K ∈ Mn with K ∩ {i, j} = φ,
Mw0Ki +M
w0
Kj ≤M
w0
Kij +M
w0
K ;
(BZ-2)’ for every three indices i < j < k in [1, n+1] and every K ∈Mn with K∩{i, j, k} =
φ,
Mw0Kik +M
w0
Mj = min
{
Mw0Kij +M
w0
Kk, M
w0
Kjk +M
w0
Ki
}
.
Here we denote Mw0Ki =M
w0
K∪{i}, etc., and set M
w0
φ =M
w0
[1,n+1] = 0.
Remark . The conditions (BZ-2)’ are just the conditions which are called the 3-term
relations in [BFZ].
5.2. e-BZ datum.
Definition 5.2.1. A collection Me = (M eK)K∈M×n of integers is called a e-normalized
Berenstein-Zelevinsky (e-BZ for short) datum of type An if it satisfies the above (BZ-1)’,
(BZ-2)’ and
(BZ-0)” (e-normalization condition) for all i ∈ I,
M e[1,i] = 0.
We denote by BZe the set of all e-BZ data.
For K ∈ M×n , let K
c = [1, n + 1] \ K be the complement of K in [1, n + 1]. For
Mw0 = (Mw0K )K∈M×n ∈ BZ
w0 , we define a new collection of integersMw0∗ = (Mw0∗K )K∈M×n
by
Mw0∗K =M
w0
Kc (K ∈ M
×
n ).
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Lemma 5.2.2. The map ∗ : Mw0 7→ Mw0∗ defines a bijection form BZw0 to BZe. The
inverse BZe → BZw0 of the map ∗ is given by
Me = (M eK) 7→M
e∗ = (M e∗K ), where M
e∗
K =M
e
Kc (K ∈ M
×
n ).
Proof. Let Mw0 = (Mw0K ) ∈ BZw0 . Then it is clear that the collection of integers M
w0∗ =
(Mw0∗K ) satisfies (BZ-0)”. Let us prove that M
w0∗ satisfies (BZ-1)’. Let i 6= j be two
indices in [1, n + 1] and K ∈ Mn with K ∩ {i, j} = φ. For such i, j and K, we set
L = Kc \ {i, j}. Then we have L ∈ Mn and L ∩ {i, j} = φ. Since M
w0 satisfies (BZ-1)’,
we have
Mw0Li +M
w0
Lj ≤M
w0
Lij +M
w0
L .
Because
Kc = Lij, (Ki)c = Lj, (Kj)c = Li, (Kij)c = L,
we have
Mw0∗K =M
w0
Lij , M
w0∗
Ki =M
w0
Lj , M
w0∗
Kj =M
w0
Li , M
w0∗
Kij =M
w0
L .
Therefore we have
Mw0∗Kj +M
w0∗
Ki ≤M
w0∗
K +M
w0∗
Kij .
This is nothing but (BZ-1)’ for Mw0∗.
By the similar argument we can check (BZ-2)’ forMw0∗. Thus,Mw0∗ is an e-BZ datum.
The other statements are clear by the construction. 
5.3. Crystal structure on w0-BZ data. We denote MV = {P (M
w0) | Mw0 ∈ BZw0}.
In [Kam2], Kamnitzer defines a crystal structure on MV and shows it is isomorphic to
B(∞) as a crystal. Since the map BZw0 →MV defined by Mw0 7→ P (Mw0) is bijective,
we can define a crystal structure on BZw0 in such a way that the above bijection gives an
isomorphism of crystals. In the following, we recall the description of this crystal structure
on BZw0 form [Kam2].
Remark . In [Kam2], he uses the set of chamber weights Γn as the index set of BZ
w0 .
But, for later use, we will reformulate the above crystal structure on BZw0 by using the
set of Maya diagrams M×n instead of Γn.
Let Mw0 = (Mw0K ) ∈ BZ
w0 . Define the weight wt(Mw0) of Mw0 by
wt(Mw0) =
∑
i∈I
Mw0[1,i]αi.
For i ∈ I, we set
εi(M
w0) = −
(
Mw0[1,i] +M
w0
[1,i+1]\{i} −M
w0
[1,i+1] −M
w0
[1,i]\{i}
)
,
ϕi(M
w0) = εi(M
w0) + 〈hi,wt(M
w0)〉.
We remark that εi(M
w0) is a non-negative integer in view of (BZ-1)’.
Let us define the action of Kashiwara operators e˜i and f˜i (i ∈ I). We recall the following
fact due to Kamnitzer:
Proposition 5.3.1 ([Kam2]). Let Mw0 = (Mw0K ) ∈ BZ
w0 be a w0-BZ datum.
(1) If εi(M
w0) > 0, there exists a unique w0-BZ datum which is denoted by e˜iM
w0 such
that
(i) (e˜iM
w0)[1,i] =M
w0
[1,i] + 1,
(ii) (e˜iM
w0)K =M
w0
K for all K ∈ M
×
n \M
×
n (i).
Here M×n (i) = {K ∈ M
×
n | i ∈ K and i+ 1 6∈ K} ⊂ M
×
n .
(2) There exists a unique a unique w0-BZ datum which is denoted by f˜iM
w0 such that
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(iii) (f˜iM
w0)[1,i] =M
w0
[1,i] − 1,
(iv) (f˜iM
w0)K =M
w0
K for all K ∈ M
×
n \M
×
n (i).
If εi(M
w0) = 0, we set e˜iM
w0 = 0.
Theorem 5.3.2 ([Kam2]). (BZw0 ,wt, εi, ϕi, e˜i, f˜i) is a crystal in the sense of Definition
2.2.1, which is isomorphic to B(∞).
5.4. ∗-crystal structure on e-BZ data. By using Theorem 5.3.2, we can define a crystal
structure on the set of e-BZ data BZe as follows. Recall the bijection ∗ : BZw0
∼
→ BZe
and its inverse which is also denoted by ∗. For Me ∈ BZe, we set
wt(Me) = wt(Me∗), ε∗i (M
e) = εi(M
e∗), ϕ∗i (M
e) = ϕi(M
e∗).
Here we remark that Me∗ is a w0-BZ datum and the right hand sides are already defined.
The Kashiwara operators e˜∗i , f˜
∗
i (i ∈ I) on BZ
e are defined by
e˜∗i = ∗ ◦ e˜i ◦ ∗, f˜
∗
i = ∗ ◦ f˜i ◦ ∗.
The following corollary is an easy consequence of Proposition 5.3.1 and Theorem 5.3.2.
Corollary 5.4.1. (1) Let Me = (M eK) ∈ BZ
e be an e-BZ datum. If ε∗i (M
e) > 0, there
exists a unique e-BZ datum which is denoted by e˜∗iM
e such that
(i) (e˜∗iM
e)[1,i]c =M
e
[1,i]c + 1,
(ii) (e˜∗iM
e)K =M
e
K for all K ∈ M
×
n \M
×
n (i)
∗.
Here M×n (i)
∗ = {K ∈ M×n | i 6∈ K and i+ 1 ∈ K} ⊂ M
×
n .
(2) There exists a unique a unique e-BZ datum which is denoted by f˜∗i M
e such that
(iii) (f˜∗i M
e)[1,i]c =M
e
[1,i]c − 1,
(iv) (f˜∗i M
e)K =M
e
K for all K ∈ M
×
n \M
×
n (i)
∗.
(3) (BZe,wt, ε∗i , ϕ
∗
i , e˜
∗
i , f˜
∗
i ) is a crystal in the sense of Definition 2.2.1, which is isomorphic
to B(∞).
5.5. Anderson-Mirkovic´ conjecture. Let Mw0 = (Mw0K ) ∈ BZ
w0 be be a w0-BZ da-
tum. In [Kam2], Kamnitzer gives the the explicit form of f˜iM
w0 . We shall recall his result
under the identification Γn ∼=M
×
n .
Theorem 5.5.1 ([Kam2]). For each i ∈ I, we have
(f˜iM
w0)K =
{
min
{
Mw0K , M
w0
siK
+ ci(M
w0)
}
(K ∈ M×n (i)),
Mw0K (otherwise).
Here ci(M
w0) =Mw0[1,i] −M
w0
[1,i+1]\{i} − 1.
Remark . (1) If K = [1, i], then we have (f˜iM
w0)[1,i] = M
w0
[1,i] − 1. Indeed, [1, i] is an
element of M×n (i). Since si[1, i] = [1, i + 1] \ {i}, we have
(f˜iM
w0)[1,i] = min
{
Mw0[1,i], M
w0
[1,i+1]\{i} +M
w0
[1,i] −M
w0
[1,i+1]\{i} − 1
}
= min
{
Mw0[1,i], M
w0
[1,i] − 1
}
=Mw0[1,i] − 1.
(2) As we already mentioned in the introduction, the above formula is conjectured by
Anderson and Mirkovic´ (unpublished) (See [Kam2]). So it is called the Anderson-Mirkovic´
(AM for short) conjecture.
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By using the above formula, we can also calculate the explicit form of the f˜∗i -action on
an e-BZ datum.
Corollary 5.5.2. For Me = (M eK) ∈ BZ
e we have
(f˜∗i M
e)K =
{
min
{
M eK , M
e
siK
+ c∗i (M
e)
}
(K ∈ M×n (i)
∗),
M eK (otherwise).
Here c∗i (M
e) =M e[1,i]c −M
e
([1,i+1]\{i})c − 1 =M
e
[i+1,n+1] −M
e
{i}∪[i+2,n+1] − 1.
5.6. Comparison. As we explained above both B (with the ∗-crystal structure) and BZe
are crystal which are isomorphic to B(∞). Therefore, as abstract crystals, they are iso-
morphic. In this subsection we will construct an explicit isomorphism form B to BZe.
Following [BFZ], we introduce a notion of K-tableau for a Maya diagram K ∈ M×n .
Definition 5.6.1. Let K = {k1 < k2 < · · · < kl} ∈ M
×
n be a Maya diagram. For such
K, we define a K-tableau as an upper-triangular matrix C = (cp,q)1≤p≤q≤l with integer
entries satisfying
cp,p = kp (1 ≤ p ≤ l),
and the usual monotonicity conditions for semi-standard tableaux:
cp,q ≤ cp,q+1, cp,q < cp+1,q.
For a giving i0-Lusztig datum a = (ai,j) ∈ B, letM(a) = (MK(a))K∈M×n be a collection
of integers defined by
MK(a) = −
l∑
j=1
kj−1∑
i=1
ai,kj +min
 ∑
1≤p<q≤l
acp,q,cp,q+(q−p)
∣∣∣∣∣∣ C = (cp,q) is a K-tableau

and denote the map a 7→M(a) by Ψ.
Proposition 5.6.2 ([BFZ]). For any a ∈ B, Ψ(a) =M(a) is an e-BZ datum. Moreover
Ψ : B → BZe is a bijection.
In this article, we prove the next theorem.
Theorem 5.6.3. The bijection Ψ : B → BZe is an isomorphism of crystals with respect
to ∗-crystal structures.
To prove this theorem, it is enough to show the next two lemmas.
Lemma 5.6.4. For any a ∈ B, we have
wt(M(a)) = wt(a), ε∗i (M(a)) = ε
∗
i (a), ϕ
∗
i (M(a)) = ϕ
∗
i (a).
Lemma 5.6.5. For any a ∈ B, we have
e˜∗i (M(a)) =M(e˜
∗
i a), f˜
∗
i (M(a)) =M(f˜
∗
i a).
Here we set M(0) = 0.
Proof of Lemma 5.6.4. Firstly let us compute wt(M(a)). Since M(a) is an e-BZ datum
we have
wt(M(a)) =
∑
i∈I
M[1,i]c(a)αi
=
∑
i∈I
M[i+1,n+1](a)αi.
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For K = [i+ 1, n + 1], there exist a unique K-tableau
C = (cp,q)1≤p≤q≤n+1−i =

i+ 1 i+ 1 · · · · · · i+ 1
i+ 2 i+ 2 · · · i+ 2
.. .
. . .
...
n n
n+ 1
 .
That is, cp,q = i+ p (1 ≤ p ≤ q ≤ n+ 1− i). Therefore, for any i ∈ I, we have
M[i+1,n+1] = −
n+1∑
t=i+1
t−1∑
s=1
as,t +
∑
1≤p<q≤n+1−i
ai+p,i+p+(q−p)
= −
n+1∑
t=i+1
i∑
s=1
as,t
= −mi.
Here we set m0 = mn+1 = 0. This equalities says that wt(M(a)) = wt(a).
Nextly let us calculate ε∗i (M(a)). We have
ε∗i (M(a)) = εi(M(a)
∗)
= −M[i+1,n+1](a)−M{i}∪[i+2,n+1](a) +M[i+2,n+1](a) +M[i,n+1](a).
From the proof of the first formula we already know
M[k+1,n+1](a) = −
n+1∑
t=k+1
k∑
s=1
as,t (k = i− 1, i, i + 1).
For K = {i} ∪ [i+ 2, n+ 1], the set of all K-tableaux is given by
{
C(r)
}
1≤r≤n+1−i
where
C(r) =
(
c(r)p,q
)
1≤p≤q≤n+1−i
=

i c
(r)
1,2 · · · · · · c
(r)
1,n+1−i
i+ 2 i+ 2 · · · i+ 2
.. .
. . .
...
n n
n+ 1

and
c
(r)
1,q =
{
i (2 ≤ q ≤ r),
i+ 1 (r < q ≤ n+ 1− i).
Since
n+1−i∑
q=2
a
c
(r)
1,q,c
(r)
1,q+(q−1)
=
i+r−1∑
q=i+1
ai,q +
n+1∑
q=i+r+1
ai+1,q,
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we have
M{i}∪[i+2,n+1](a) = −
i−1∑
s=1
as,i −
n+1∑
t=i+2
t−1∑
s=1
as,t + min
1≤r≤n+1−i
 ∑
1≤p<q≤l
a
c
(r)
p,q,c
(r)
p,q+(q−p)

= −
i−1∑
s=1
as,i −
n+1∑
t=i+2
t−1∑
s=1
as,t +
n+1∑
q=i+3
q−1∑
p=i+2
ap,q
+ min
1≤r≤n+1−i

n+1−i∑
q=2
a
c
(r)
1,q,c
(r)
1,q+(q−1)

= −
i−1∑
s=1
as,i −
n+1∑
t=i+2
i+1∑
s=1
as,t + min
1≤r≤n+1−i

i+r−1∑
q=i+1
ai,q +
n+1∑
q=i+r+1
ai+1,q
 .
Putting together all formulas, we have
ε∗i (M(a)) =
n+1∑
t=i+1
i∑
s=1
as,t −
n+1∑
t=i
i−1∑
s=1
as,t −
n+1∑
t=i+2
i+1∑
s=1
as,t +
i−1∑
s=1
as,i +
n+1∑
t=i+2
i+1∑
s=1
as,t
− min
1≤r≤n+1−i

i+r−1∑
q=i+1
ai,q +
n+1∑
q=i+r+1
ai+1,q

=
n+1∑
t=i+1
ai,t − min
1≤r≤n+1−i

i+r−1∑
q=i+1
ai,q +
n+1∑
q=i+r+1
ai+1,q

= max
1≤r≤n+1−i

n+1∑
q=i+r
ai,q −
n+1∑
q=i+r+1
ai+1,q

= max
1≤r≤n+1−i
{
A
∗(i)
i−1+r(a)
}
= ε∗i (a).
Finally let us prove ϕ∗i (M(a)) = ϕ
∗
i (a). But it is clear by the first and second formulas.

We can prove Lemma 5.6.5 by direct calculation. But in this article we give another
proof by using a Lagrangian constriction of B(∞), which we will explain later. (See
Subsection 7.3.)
6. Quivers of type An
6.1. Quivers and their representations. Let (I,H) be the double quiver of type An.
Here I = {1, 2, · · · , n} is the set of vertices and H is the set of arrows. If τ ∈ H is the
arrow from i to j, we denote out(τ) = i and in(τ) = j. For that τ ∈ H, let τ be the arrow
from j to i. The map τ 7→ τ defines an involution of H. An orientation Ω is a subset of
H such that Ω ∩ Ω = φ and Ω ∪Ω = H. Then (I,Ω) is a Dynkin quiver of type An.
Let V = (V,B) be a representation of the quiver (I,Ω). Here V = ⊕i∈IVi be a
finite dimensional I-graded complex vector space with the dimension vector dimV =
(dimC Vi)i∈I ∈ Z
I
≥0, and B = (Bτ )τ∈Ω is a collection of linear maps Bτ : Vout(τ) → Vin(τ).
We denote by MΩ the category of representations of the quiver (I,Ω). Let V = (V,B),
V′ = (V ′, B′) ∈ MΩ. A morphism φ = (φi)i∈I form V to V
′ is a collection of linear
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maps φi : Vi → V
′
i such that φin(τ)Bτ = B
′
τφout(τ) for any τ ∈ Ω. It is well-known that
MΩ is a Krull-Schmidt category. That is, any object in MΩ has a unique indecomposable
decomposition. For i ∈ I let e(i; Ω) be a representation of (I,Ω) defined by Vi = C and
Vj = 0 for j 6= i. This is simple and any simple representation isomorphic to e(i; Ω), for a
unique i.
Assume that i ∈ I is a sink (resp. a source) of an orientation Ω. That is, there is
no arrow τ ∈ Ω such that out(τ) = i (resp. in(τ) = i). We denote by sink(Ω) (resp.
source(Ω)) the set of all sink (resp. source) vertices. Let siΩ be the orientation obtained
from Ω by reversing each arrow τ such that in(τ) = i (resp. out(τ) = i).
Definition 6.1.1. Fix an orientation Ω. A reduced word i = (i1, · · · , iN ) of w0 is said to
be adapted to Ω if ik is a sink of Ωk = sik−1 · · · s1Ω for 1 ≤ k ≤ N .
For a representation of a quiver V = (V,B), we set dimV = dimV . From now on,
we identify the dimension vector dimV = (dimC Vi)i∈I ∈ Z
I
≥0 with an element of Q+ =
⊕i∈IZ≥0αi by
(dimC Vi)i∈I 7→
∑
i∈I
(dimC Vi)αi.
Proposition 6.1.2. [L1] (1) For a giving orientation Ω, there exist a reduced word i of
w0 adapted to Ω.
(2) For each β ∈ ∆+, there is a unique indecomposable representation (up to isomor-
phism) e(β; Ω) such that dime(β; Ω) = β. Moreover any indecomposable representation is
isomorphic to e(β; Ω) for a unique β (Gabriel’s theorem).
(3) If β > i β
′, we have HomMΩ(e(β; Ω), e(β
′; Ω)) = 0.
6.2. Orientations arising from Maya diagrams. Any Maya diagram K ∈ M×n can
be written as a disjoint union of intervals
K = [s1 + 1, t1] ⊔ [s2 + 1, t2] ⊔ · · · ⊔ [sl + 1, tl]
(0 ≤ s1 < t1 < s2 < t2 < · · · < sl < tl ≤ n+ 1);
the interval Km = [sm + 1, tm] (1 ≤ m ≤ l) will be called the m-th component of K.
Define two subsets out(K) and in(K) of [1, n] by
out(K) = {tm| 1 ≤ m ≤ l} ∩ [1, n], in(K) = {sm| 1 ≤ m ≤ l} ∩ [1, n].
We remark that out(K) ∩ in(K) = φ. Introduce two subsets It and Is as follows:
It =

out(K) ∪ {1, n} (s1 ≥ 2, tl = n+ 1),
out(K) ∪ {1} (s1 ≥ 2, tl ≤ n),
out(K) ∪ {n} (s1 ≤ 1, tl = n+ 1),
out(K) (s1 ≤ 1, t ≤ n).
Is =

in(K) ∪ {1, n} (s1 = 0, tl ≤ n− 1),
in(K) ∪ {1} (s1 = 0, tl ≥ n),
in(K) ∪ {n} (s1 ≥ 1, tl ≤ n− 1),
in(K) (s1 ≥ 1, tl ≥ n).
Definition 6.2.1. (1) In the above setting, there exist a unique orientation Ω(K) so that
source(Ω(K)) = It and sink(Ω(K)) = Is. We call Ω(K) the orientation arising from a
Maya diagram K ∈ M×n .
(2) Let sK = min{k | k 6∈ K} and tK = max{k | k ∈ K}. Define βK ∈ ∆
+ ∪ {0} by
βK =
{
αsK + αsK+1 + · · ·+ αtK−1 (sK < tK),
0 (otherwise)
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and we call it the characterizing positive root of a Maya diagram K.
Remark . (1) In general, we have
out(K) ⊂ source(Ω(K)), in(K) ⊂ sink(Ω(K)).
(2) The characterizing positive root βK = 0 if and only if K = [1, t1] for some 1 ≤ t1 ≤ n.
Example 6.2.2. Let n = 17 and K = [3, 4] ⊔ [7, 8] ⊔ [10, 12] ⊔ [14, 15]. Then we have
out(K) = {4, 8, 12, 15}, in(K) = {2, 6, 9, 13}.
Since s1 = 2 and tl = t4 = 15, we have
It = out(K) ∪ {1} = {1, 4, 8, 12, 15}, Is = in(K) ∪ {17} = {2, 6, 9, 13, 17}.
In this case, the orientation Ω(K) is given as follows:
Ω(K) = ✲ ✛ ✛ ✲ ✲ ✛ ✛ ✲ ✛ ✛ ✛ ✲ ✛ ✛ ✲ ✲
1 2 4 6 8 9 12 13 15 17
✉ ❡ · ✉ · ❡ · ✉ ❡ · · ✉ ❡ · ✉ · ❡ .
Here ◦ is a sink and • is a source
Since sK = 1 and tK = 15, the characterizing positive root βK is given by
βK =
14∑
i=1
αi.
6.3. From Lusztig data to e-BZ data. Let i be a reduced word adapted to the orien-
tation Ω(K) and consider the set of all i-Lusztig data
Bi =
{
ai = (aii,j)(i,j)∈Π
∣∣∣ aii,j ∈ Z≥0} .
Recall the identification ∆+
∼
→ Π (see Subsection 2.4) and denote the image of β ∈ ∆+
by (iβ , jβ) ∈ Π. Set e((iβ , jβ); Ω(K)) = e(β; Ω(K)). Then, for each V ∈MΩ(K), there is
a unique ai ∈ Bi such that V is isomorphic to V(ai). Here
V(ai) = ⊕
(i,j)∈Π
e((i, j); Ω(K))⊕a
i
i,j .
We introduce a non-positive integer
MK(V(a
i)) = − dimCHomMΩ(K)
(
V(ai), e(βK ; Ω(K))
)
.
Lemma 6.3.1. (1) We have
MK(V(a
i)) = −
∑
(i,j)∈Π;i 6∈K,j∈K
aii,j.
(2) Denote V(ai) = (⊕iVi, (Bτ )τ∈Ω(K)). Then we have∑
(i,j)∈Π;i 6∈K,j∈K
aii,j = dimCCoker
(
⊕
k∈out(K)
Vk
⊕Bσ−→ ⊕
l∈in(K)
Vl
)
.
Here σ is a path in Ω(K) form some k ∈ out(K) to some l ∈ in(K)
The proof of this lemma will be given in the next subsection.
The next proposition is a easy consequence of the results of Berenstein, Fomin and
Zelevinsky [BFZ].
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Proposition 6.3.2. Let i be a reduced word adapted to the orientation Ω(K) and a ∈ B
an i0-Lusztig datum. Set a
i = Ri
i0
(a). Here Ri
i0
is the transition map from i0 to i. Then
we have
MK(a) = −
∑
(i,j)∈Π;i 6∈K,j∈K
aii,j.
Here M(a) = (MK(a))K∈M×n is the e-BZ datum defined in 5.6.
Combining the above results, we have the following corollary:
Corollary 6.3.3. In the above setting, we have
MK(a) =MK(V(a
i)) = − dimCCoker
(
⊕
k∈out(K)
Vk
⊕Bσ−→ ⊕
l∈in(K)
Vl
)
.
6.4. Proof of Lemma 6.3.1. Let us prove the formula (1). It is enough to show that
dimCHomMΩ(K) (e((i, j); Ω(K)), e(βK ; Ω(K))) =
{
1 (i 6∈ K and j ∈ K),
0 (otherwise).
(6.4.1)
Let us denote e((i, j); Ω(K)) = (⊕V ′k, (B
′
τ )) and e(βK ; Ω(K)) = (⊕V
′′
k , (B
′′
τ )). Then
V ′k =
{
C (i ≤ k ≤ j − 1),
0 (otherwise)
and V ′′k =
{
C (sK ≤ k ≤ tK − 1),
0 (otherwise).
Firstly assume i 6∈ K and j ∈ K. Since our quiver is of type An, the left hand side of
(6.4.1) is less than 1. So it is enough to show that there is a non-trivial morphism form
(⊕V ′k, (B
′
τ )) to (⊕V
′′
k , (B
′′
τ )). By the assumption we have sK ≤ i < j ≤ tK . Therefore we
can define a linear map ψ = (ψk) : ⊕V
′
k → ⊕V
′′
k by
ψk =
{
idC (i ≤ k ≤ j − 1)
0 (otherwise)
and it is easy to check that the above map is a non-trivial morphism of MΩ(K).
Secondly let us consider the case that i ∈ K or j 6∈ K. The goal is to prove
HomMΩ(K)
(
(⊕V ′k, (B
′
τ )), (⊕V
′′
k , (B
′′
τ ))
)
= 0. (6.4.2)
Assume i ∈ K and sK < i. Then i ≥ 2, i + 1 ≤ tK and there is an arrow τ1 form i to
i− 1 in Ω(K). Let ψ = (ψk) ∈ HomMΩ(K) ((⊕V
′
k, (B
′
τ )), (⊕V
′′
k , (B
′′
τ ))). Since V
′
i−1 = 0, we
have B′′τ1ψi = ψi−1B
′
τ1
= 0. On the other hand, B′′τ1 6= 0 because sK ≤ i − 1. Therefore
we have ψi = 0.
If j = i + 1 or tK = i + 1, it means that the left hand side of (6.4.2) is equal to zero.
So we may assume j > i + 1 and tK > i + 1. However one can show that ψi+1 = 0.
Indeed, if there is an arrow τ2 form i to i+1 in Ω(K), then we have ψi+1B
′
τ2
= B′′τ2ψi with
non-trivial B′τ2 and B
′′
τ2
. Since ψi = 0, we have ψi+1 = 0. On the other hand, if there is
an arrow τ2 form i + 1 to i in Ω(K), then we have ψiB
′
τ2
= B′′τ2ψi+1. Then we also have
ψi+1 = 0. By repeating this method, we have ψk = 0 for any k ∈ I.
For the other cases, we can show (6.4.2) by similar way.
We will give a proof of (2). Since V(ai) = ⊕(i,j)∈Πe((i, j); Ω(K))
⊕aii,j is the indecom-
posable decomposition, it is enough to prove that
dimC Coker
(
⊕
k∈out(K)
V ′k
⊕B′σ−→ ⊕
l∈in(K)
V ′l
)
=
{
1 (i 6∈ K and j ∈ K),
0 (otherwise).
(6.4.3)
Recall the decomposition of K:
K = K1 ⊔ · · · ⊔Kl, where Km = [sm + 1, tm] (1 ≤ m ≤ l).
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Firstly assume i 6∈ K and j ∈ K. More precisely, we assume tu−1 < i < su + 1 and
sv+1 ≤ j ≤ tv with u ≤ v. Let σ(tm−1 → sm) (resp. σ(sm ← tm)) be the path form tm−1
to sm (resp. from tm to sm) in Ω(K). Then, by the definition, we have
B′σ(tm−1→sm) =
{
idC (u+ 1 ≤ m ≤ v),
0 (otherwise),
B′σ(sm←tm) =
{
idC (u ≤ m ≤ v − 1),
0 (otherwise).
Therefore we have
dimCCoker
(
⊕
k∈out(K)
V ′k
⊕B′σ−→ ⊕
l∈in(K)
V ′l
)
= dimCCoker
(
v−1
⊕
m=u
V ′tm−→
v
⊕
m=u
V ′sm
)
= dimCCoker
(
Cv−u−1 →֒ Cv−u
)
= 1.
Secondly assume i, j ∈ K. Then there exist u and v with u ≤ v such that i ∈ Ku and
j ∈ Kv . In this case, we have
B′σ(tm−1→sm) =
{
idC (u+ 1 ≤ m ≤ v),
0 (otherwise),
B′σ(sm←tm) =
{
idC (u+ 1 ≤ m ≤ v − 1),
0 (otherwise).
Therefore we have
dimCCoker
(
⊕
k∈out(K)
V ′k
⊕B′σ−→ ⊕
l∈in(K)
V ′l
)
= dimCCoker
(
v−1
⊕
m=u
V ′tm−→
v
⊕
m=u+1
V ′sm
)
= dimCCoker
(
Cv−u−1
∼
→ Cv−u−1
)
= 0.
For the other cases, we can prove that the left hand side of (6.4.3) equals to zero by similar
arguments. Thus, the lemma is proved.
7. Lagrangian construction of crystal basis
7.1. Varieties associated to quivers. For ν ∈ Q+, let Vν be the category of I-graded
complex vector spaces V with dimV = ν. For V = ⊕i∈IVi ∈ Vν , introduce two complex
vector spaces
EV,Ω = ⊕
τ∈Ω
HomC(Vout(τ), Vin(τ)), XV = ⊕
τ∈H
HomC(Vout(τ), Vin(τ)).
An element of EV,Ω or XV will be denoted by B = (Bτ ) where Bτ ∈ HomC(Vout(τ), Vin(τ)).
Define a symplectic form ω on XV by
ω(B,B′) =
∑
τ∈H
ε(τ)tr(BτB
′
τ )
where ε(τ) = 1 for τ ∈ Ω and ε(τ) = −1 for τ ∈ Ω. We regard XV as the cotangent
bundle T ∗EV,Ω of EV,Ω via the symplectic form ω.
The group GV =
∏
i∈I GL(Vi) acts on EV,Ω and XV by
GV ∋ g = (gi) : (Bτ ) 7→ (gin(τ)Bτg
−1
out(τ)).
Since the action of GV on XV preserves the symplectic form ω, we can consider the
corresponding moment map µ : XV →
(
gV
)∗ ∼= gV . Here gV = Lie GV and we identify
gV with its dual via the Killing form. Set
ΛV = µ
−1(0).
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It is known that ΛV is a GV -invariant closed Lagrangian subvariety of XV . It is clear that,
for V, V ′ ∈ Vν , there are natural isomorphisms V ∼= V
′, XV ∼= XV ′ and ΛV ∼= ΛV ′ . Hence
we denote them V (ν), X(ν) and Λ(ν), respectively.
Let IrrΛ(ν) be a set of all irreducible components of Λ(ν). Since our quiver is of type
An, there is a bijection from the set of all GV (ν)-orbits in EV (ν),Ω to IrrΛ(ν) defined by
O 7→ T ∗OEV (ν),Ω. We remark that EV (ν),Ω has finitely many GV (ν)-orbits because our
quiver is of type An.
For B ∈ EV (ν),Ω, a pair V = (V (ν), B) is nothing but a representation of a quiver (I,Ω)
with a dimension vector ν. Moreover there is a natural one to one correspondence between
isomorphism classes of representations of a quiver (I,Ω) with a dimension vector ν and
GV (ν)-orbits in EV (ν),Ω.
Let Ω be an orientation and i a reduced word adapted to Ω. As we mentioned before,
for each V = (V (ν), B) ∈ MΩ, there is a unique i-Lusztig datum ai ∈ Bi such that V is
isomorphic to
V(ai) = ⊕
(i,j)∈Π
e((i, j); Ω)⊕a
i
i,j .
Let Oai be the GV (ν)-orbit of EV (ν),Ω through V(a
i). Denote Λai = T
∗
O
ai
EV (ν),Ω. Then
we have a bijection Ψi : B
i ∼→
⊔
ν∈Q− IrrΛ(ν) defined by a
i 7→ Λai . Especially, consider
the following special orientation
Ω0 : ✛ ✛ ✛ · · · ✛ ✛ ✛
1 2 3 n− 2 n− 1 n
❡ ❡ ❡ ❡ ❡ ❡.
Then the lexicographically minimal reduced word i0 is adapted to Ω0. For a ∈ B, let Oa
be the corresponding orbit in EV (ν),Ω0 and Λa = T
∗
Oa
EV (ν),Ω0 . We remark that
Λa = Λai , (7.1.1)
where i is an arbitrarily reduced word and ai = Ri
i0
(a).
Remark . It seems to us that the formula (7.1.1) is known for experts. However the proof
of it was not appeared until recently. A detailed proof was firstly given by Kimura in his
Master thesis [Kim] (see Appendix A, in detail).
On the other hand, in 2010, Baumann and Kamnitzer give another explicit proof of it
by using representation theory of preprojective algebra (see [BK]).
For B ∈ X(ν) we set
MK(B) = − dimC Coker
(
⊕
k∈out(K)
V (ν)k
⊕Bσ−→ ⊕
l∈in(K)
V (ν)l
)
and for Λ ∈ IrrΛ(ν) define
MK(Λ) =MK(B)
by taking a generic point B of Λ. By Corollary 6.3.3, we immediately have the following
statement.
Corollary 7.1.1. Recall the setting of Corollary 6.3.3: let i be a reduced word which is
adapted to the orientation Ω(K) and a ∈ B an i0-Lusztig datum. Set a
i = Ri
i0
(a). Then
we have
MK(a) =MK(V(a
i)) =MK(Λai).
Combining the above corollary with (7.1.1), we have
MK(a) =MK(Λa). (7.1.2)
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7.2. Lagrangian construction of B(∞). In this subsection we will give a review of
Lagrangian construction of B(∞) following [KS].
Let ν, ν ′, ν ∈ Q+ with ν = ν
′ + ν. Consider a diagram
Λ(ν ′)× Λ(ν)
q1
←− Λ(ν ′, ν)
q2
−→ Λ(ν). (7.2.1)
Here Λ(ν ′, ν) is a variety of (B,φ′, φ), where B ∈ Λ(ν) and φ′ = (φ′i), φ = (φi) give an
exact sequence
0 −→ V (ν ′)i
φ′i−→ V (ν)
φi−→ V (ν) −→ 0
such that Im φ′ is stable by B. Hence B induces B′ : V (ν ′)→ V (ν ′) and B : V (ν)→ V (ν).
The maps q1 and q2 are defined by q1(B,φ
′, φ) = (B′, B) and q2(B,φ
′, φ) = B, respectively.
For i ∈ I and Λ ∈ IrrΛ(ν), set
εi(Λ) = εi(B) and ε
∗
i (Λ) = ε
∗
i (B),
where B is a general point of Λ and
εi(B) = dimC Coker
(
⊕
τ ;in(τ)=i
V (ν)out(τ)
⊕Bτ−→ V (ν)i
)
,
ε∗i (B) = dimCKer
(
V (ν)i
⊕Bτ−→ ⊕
τ ;out(τ)=i
V (ν)in(τ)
)
.
For k, l ∈ Z≥0, we define(
IrrΛ(ν)
)
i,k
= {Λ ∈ IrrΛ(ν) | εi(Λ) = k} and
(
IrrΛ(ν)
)l
i
= {Λ ∈ IrrΛ(ν) | ε∗i (Λ) = l}.
Assume ν = cαi (resp. ν
′ = cαi) for c ∈ Z≥0. Since Λ(cαi) = {0}, we have the following
diagrams as special cases of (7.2.1):
Λ(ν ′) ∼= Λ(ν ′)× Λ(cαi)
q1
←− Λ(ν ′, cαi)
q2
−→ Λ(ν), (7.2.2)
Λ(ν) ∼= Λ(cαi)× Λ(ν)
q1
←− Λ(cαi, ν)
q2
−→ Λ(ν). (7.2.3)
It is known that the diagrams (7.2.2) and (7.2.3) induce bijections
e˜maxi :
(
IrrΛ(ν)
)
i,c
∼
→
(
IrrΛ(ν ′)
)
i,0
and e˜∗maxi :
(
IrrΛ(ν)
)c
i
∼
→
(
IrrΛ(ν)
)0
i
,
respectively. We introduce maps
e˜i, e˜
∗
i :
⊔
ν∈Q+
IrrΛ(ν)→
⊔
ν∈Q+
IrrΛ(ν) ⊔ {0} and f˜i, f˜
∗
i :
⊔
ν∈Q+
IrrΛ(ν)→
⊔
ν∈Q+
IrrΛ(ν)
as follows: if c > 0 we define
e˜i :
(
IrrΛ(ν)
)
i,c
∼
−→
(
IrrΛ(ν ′)
)
i,0
∼
−→
(
IrrΛ(ν + αi)
)
i,c−1
,
e˜∗i :
(
IrrΛ(ν)
)c
i
∼
−→
(
IrrΛ(ν)
)0
i
∼
−→
(
IrrΛ(ν + αi)
)c−1
i
and e˜iΛ = 0 and e˜
∗
iΛ
′ = 0 for Λ ∈
(
IrrΛ(ν)
)
i,0
and Λ′ ∈
(
IrrΛ(ν)
)0
i
, respectively. Define
f˜i :
(
IrrΛ(ν)
)
i,c
∼
−→
(
IrrΛ(ν ′)
)
i,0
∼
−→
(
IrrΛ(ν − αi)
)
i,c+1
,
f˜∗i :
(
IrrΛ(ν)
)c
i
∼
−→
(
IrrΛ(ν)
)0
i
∼
−→
(
IrrΛ(ν − αi)
)c+1
i
.
Theorem 7.2.1. [KS] (1) For Λ ∈ IrrΛ(ν), we set wtΛ = −ν, ϕi(Λ) = εi(Λ) + 〈hi,wtΛ〉.
Then (
⊔
ν∈Q+
IrrΛ(ν); wt, εi, ϕi, e˜i, f˜i) is a crystal isomorphic to (B(∞); wt, εi, ϕi, e˜i, f˜i).
More precisely, the explicit form of the isomorphism Φ : B(∞)
∼
→
⊔
ν∈Q+
IrrΛ(ν) is given
by Φ = Ψi ◦ Ξ
−1
i
.
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(2) Set ϕ∗i (Λ) = ε
∗
i (Λ)+〈hi,wtΛ〉. Then (
⊔
ν∈Q+
IrrΛ(ν); wt, ε∗i , ϕ
∗
i , e˜
∗
i , f˜
∗
i ) is a crystal and
the bijection Φ gives an isomorphism of crystals form (B(∞); wt, ε∗i , ϕ
∗
i , e˜
∗
i , f˜
∗
i ) to it.
Remark . Because of (7.1.1), the definition of the map Φ : B(∞)
∼
→
⊔
ν∈Q+
IrrΛ(ν) is
independent of the choice of i.
7.3. A proof of Lemma 5.6.5. We only show the second formula:
f˜∗i (M(a)) =M(f˜
∗
i a) (a ∈ B),
because the first one is proved by similar method.
By Corollary 5.4.1, it is enough to show that
M[1,i]c(f˜
∗
i a) =M[1,i]c(a)− 1, (7.3.1)
MK(f˜
∗
i a) =MK(a) for all K ∈ M
×
n \M
×
n (i)
∗. (7.3.2)
It is easy to see (7.3.1). Indeed, as in the proof of Lemma 5.6.4, we have
wt(a) = wt(M(a)) =
∑
i∈I
M[1,i]c(a)αi.
Similarly we have
wt(f˜∗i a) =
∑
i∈I
M[1,i]c(f˜
∗
i a)αi.
Since B is a ∗-crystal, we have wt(f˜∗i a) = wt(a)− αi. Therefore (7.3.1) holds.
We shall prove (7.3.2). Assume K ∈ M×n \M
×
n (i)
∗. Namely, i ∈ K or i + 1 6∈ K. By
(7.1.2) and Theorem 7.2.1, it is enough to prove that MK(f˜
∗
i Λa) = MK(Λa) for i ∈ K or
i+ 1 6∈ K. Moreover, since e˜∗maxi (f˜
∗
i Λa) = e˜
∗max
i Λa, it is enough to show that
MK(e˜
∗max
i Λa) =MK(Λa) (i ∈ K or i+ 1 6∈ K). (7.3.3)
Assume i ∈ Km = [sm + 1, tm] ⊂ K. Then, there are the following three cases; (a)
m = 1 and s1 = 1, (b) m = l and tm = n + 1, (c) otherwise. In the case (a), there is the
path σ(1 ← t1) from t1 to 1 in Ω(K) which is is trough i. Since 1 (the end point of this
path) is not an element of in(K), this path does not appear in the definition of MK(Λ)
for any Λ. Therefore MK(e˜
∗max
i Λa) = MK(Λa). By the similar way, we have (7.3.3) in
the case (b).
Let us consider the case (c). In this case, the path σ(sm ← tm) in Ω(K) is trough i
and sm ∈ in(K), tm ∈ out(K). We remark that sm < i since i ∈ K. For simplicity, we
denote Λ = Λa and Λ = e˜
∗max
i Λa. Let ν = wt(Λ) and ν = wt(Λ), respectively. Take
a general point B = (Bτ )τ∈H ∈ Λ. Recall the diagram (7.2.3) and take a general point
B = (Bτ )τ∈H ∈ Λ(ν) of q2 ◦ q
−1
1 (B). Then B is a general point of Λ. By the constriction
we have the following commutative diagram:
Vtm(ν)
∼
→ Vtm(ν)
↓ ↓
Vi(ν) ։ Vi(ν)
↓ ↓
Vsm(ν)
∼
→ Vsm(ν).
Bσ(i←tm) Bσ(i←tm)
Bσ(sm←i) Bσ(sm←i)
φtm
φi
φsm
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Therefore we have
Im(Bσ(sm←tm)) = Im(Bσ(sm←tm))
and this formula tells us (7.3.3) holds.
For the case of i+ 1 6∈ K, we have (7.3.3) by the similar method. Thus we complete a
proof of Lemma 5.6.5.
8. A new proof of the Anderson-Mirkovic´ conjecture
8.1. Reformulation of the Anderson-Mirkovic´ conjecture. Let us denote Λ = Λa.
Then Corollary 5.5.2 can be written as
(f˜∗i M(Λ))K =
{
min {MK(Λ), MsiK(Λ) + c
∗
i (M(Λ))} (K ∈ M
×
n (i)
∗),
MK(Λ) (otherwise).
Here c∗i (M(Λ)) = M[1,i]c(Λ) −M([1,i+1]\{i})c(Λ) − 1. By Lemma 5.6.5, we already know
that
(f˜∗i M(Λ))K =MK(f˜
∗
i Λ) for K ∈ M
×
n .
Moreover, by (7.3.2), we have
(f˜∗i M(Λ))K =MK(Λ) for K ∈ M
×
n \M
×
n (i)
∗.
Therefore it is enough to show
MK(f˜
∗
i Λ) = min {MK(Λ), MsiK(Λ) + c
∗
i (M(Λ))} for K ∈ M
×
n (i)
∗. (8.1.1)
Lemma 8.1.1. The formula (8.1.1) is equivalent to the following:
MK(Λ) = min{MK(Λ), MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ)} for K ∈ M
×
n (i)
∗. (8.1.2)
Here Λ = e˜∗maxi Λ.
Remark . The formula (8.1.2) is a generalization of the formula which appears in our
previous paper [KS].
Consider the case of K = [1, i + 1] \ {i} (1 ≤ i ≤ n). Then we have
out(K) =

{2} (i = 1),
{i− 1, i+ 1} (2 ≤ i ≤ n− 1),
{n− 1} (i = n)
and in(K) = {i}.
Therefore we have
M[1,i+1]\{i}(Λ) = − dimCCoker
(
⊕
τ ;in(τ)=i
V (ν)out(τ)
⊕Bτ−→ V (ν)i
)
= −εi(Λ).
Here B = (Bτ ) is a general point of Λ. Since siK = [1, i], the formula (8.1.2) is equivalent
to
εi(Λ) = max
{
εi(Λ),−〈hi,wt(Λ)〉+ ε
∗
i (Λ)
}
.
This is nothing but the formula which appears in [KS], Proposition 5.3.1, (1).
Proof of Lemma 8.1.1. Let ν, ν, B, B be as same as in the proof of Lemma 5.6.5. For
simplicity, we denote ⊕i∈IVi = ⊕i∈IVi(ν) and ⊕i∈IV i = ⊕i∈IVi(ν).
Before proving the equivalence, we shall show
c∗i (M(Λ)) = 〈hi,wt(Λ)〉 − ε
∗
i (Λ)− 1. (8.1.3)
Since
M[1,i]c(Λ) = − dimC Vi,
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M([1,i+1]\{i})c(Λ) = − dimCCoker
(
Vi → ⊕
τ ; out(τ)=i
Vin(τ)
)
,
we have
M[1,i]c(Λ)−M([1,i+1]\{i})c(Λ)
= − dimC Vi + dimC Coker
(
Vi → ⊕
τ ; out(τ)=i
Vin(τ)
)
= −2 dimC Vi + dimC
(
⊕
τ ; out(τ)=i
Vin(τ)
)
+ dimCKer
(
Vi → ⊕
τ ; out(τ)=i
Vin(τ)
)
= 〈hi,wt(Λ)〉 + ε
∗
i (Λ).
Moreover, since
dimC V k =
{
dimC Vk (k 6= i),
dimC Vi − ε
∗
i (Λ) (k = i),
we have
c∗i (M(Λ)) = 〈hi,wt(Λ)〉+ ε
∗
i (Λ)− 1
= 〈hi,wt(Λ)− ε
∗
i (Λ)αi〉+ ε
∗
i (Λ)− 1
= 〈hi,wt(Λ)〉 − ε
∗
i (Λ)− 1.
Thus, (8.1.3) is proved.
Let us prove the equivalence. Firstly, we will show (8.1.1) ⇒ (8.1.2). Applying (8.1.1)
for Λ1 = e˜
∗
iΛ, we have
MK(Λ) =MK(f˜
∗
i Λ1)
= min {MK(Λ1), MsiK(Λ1) + c
∗
i (M(Λ1))} .
Since the vertex i is a source in Ω(siK) and Λ1 = Λ, we have
MsiK(Λ1) =MsiK(Λ1) =MsiK(Λ).
On the other hand,
c∗i (M(Λ1)) = 〈hi,wt(Λ1)〉 − ε
∗
i (Λ1)− 1
= 〈hi,wt(Λ)〉 − ε
∗
i (Λ).
Therefore we have
MK(Λ) = min
{
MK(Λ1), MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ)
}
. (8.1.4)
Similarly, applying (8.1.1) for Λ2 = e˜
∗
iΛ1 = (e˜
∗
i )
2Λ, we have
MK(Λ1) = min
{
MK(Λ2), MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ1)
}
= min
{
MK(Λ2), MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ) + 1
}
.
By substituting this formula for (8.1.4), we have
MK(Λ) = min
{
min
{
MK(Λ2), MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ) + 1
}
,
MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ)
}
= min
{
MK(Λ2), MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ)
}
.
After repeating the similar method, we have
MK(Λ) = min
{
MK(Λ), MsiK(Λ) + 〈αi,wt(Λ)〉 − ε
∗
i (Λ)
}
.
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This is nothing but the formula (8.1.2).
Secondly let us prove (8.1.2) ⇒ (8.1.1). By (8.1.2) for f˜∗i Λ and f˜
∗
i Λ = Λ, we have
MK(f˜
∗
i Λ) = min
{
MK(f˜∗i Λ),MsiK(f˜
∗
i Λ) + 〈αi,wt(f˜
∗
i Λ)〉 − ε
∗
i (f˜
∗
i Λ)
}
= min
{
MK(Λ),MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ)− 1
}
.
Since MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ) > MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ)− 1,
the right hand side = min
{
min
{
MK(Λ),MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ)
}
,
MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ)− 1
}
= min
{
MK(Λ),MsiK(Λ) + 〈hi,wt(Λ)〉 − ε
∗
i (Λ)− 1
}
= min
{
MK(Λ),MsiK(Λ) + c
∗
i (M(Λ))
}
.
Because siK ∈ M
×
n \M
×
n (i)
∗, we have MsiK(Λ) =MsiK(Λ) by (7.3.3). Therefore we have
MK(f˜
∗
i Λ) = min {MK(Λ),MsiK(Λ) + c
∗
i (M(Λ))} .
This is nothing but (8.1.1). 
8.2. A proof of the formula (8.1.2). The aim of this subsection is to prove the next
proposition:
Proposition 8.2.1. The formula (8.1.2) holds for any K ∈ M×n (i)
∗.
Set
W siK = Ker
(
⊕
p∈out(siK)
V p
⊕Bp→q
−→ ⊕
q∈in(siK)
V q
)
⊂
(
⊕
p∈out(siK)
V p
)
.
By the assumption, we have
out(siK) \ {i} ⊂ out(K) ⊂
(
out(siK) \ {i}
)
∪ {i− 1, i+ 1}.
Therefore we can define a map Φ :W siK →
(
⊕k∈out(K) Vk
)
by
Φ
 ∑
p∈out(siK)
wp
 = δK(i− 1)Bi→i−1(wi) + δK(i+ 1)Bi→i+1(wi) + ∑
p∈out(siK)\{i}
wp,
where wp ∈ V p and δK is a map form [1, n] to {0, 1} defined by
δK(k) =
{
1 (k ∈ out(K)),
0 (otherwise).
Here we remark that, if p ∈ out(siK) \ {i}, we have p ∈ out(K) and V p = Vp.
Set
N = Coker(Φ)
and consider a map
I˜d :
(
⊕
k∈out(K)
Vk
)
→ N
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which is naturally induced form the identity map Id :
(
⊕
k∈out(K)
Vk
)
∼
→
(
⊕
k∈out(K)
Vk
)
.
By the construction, it is clear that I˜d is surjective.
In the above setting, the following two Lemmas hold:
Lemma 8.2.2. Φ is injective.
Lemma 8.2.3. Let k ∈ out(K), l ∈ in(K) and assume that there is a path σ(k → l) in
the orientation Ω(K).
(1) If l 6= i, then the map Bσ(k→l) : Vk → Vl (= V l) induces a map ψl : N → Vl such that
Bσ(k→l) (= Bσ(k→l)) = ψl ◦ I˜d.
(2) If l = i, then the map Bσ(k→i) : Vk → Vi (6= Vi) induces a map ψi : N → V i such that
Bσ(k→i) = ψi ◦ I˜d.
Moreover, let πi : Vi → V i be the natural projection and ϕi : N → Vi a generic map such
that ψi = πi ◦ ϕi. Then we have
Bσ(k→i) = ϕi ◦ I˜d.
The above two lemmas are easy exercises on linear algebra. So, we omit to give proofs.
Proof of Proposition 8.2.1. Since Φ is injective, we have
dimCN =
∑
k∈out(K)
dimC Vk − dimCW siK
=
∑
k∈out(K)
dimC Vk − dimCKer
(
⊕
p∈out(siK)
V p
⊕Bσ(p→q)
−→ ⊕
q∈in(siK)
V q
)
=
∑
k∈out(K)
dimC Vk −
∑
p∈out(siK)
dimC V p +
∑
q∈in(siK)
dimC V q
− dimCCoker
(
⊕
p∈out(siK)
V p
⊕Bσ(p→q)
−→ ⊕
q∈in(siK)
V q
)
=
∑
k∈out(K)
dimC Vk −
∑
p∈out(siK)
dimC V p +
∑
q∈in(siK)
dimC V q +MsiK(Λ).
Denote the direct sum of the maps ψl (resp. ϕl) (l ∈ in(K)) by
ψ = ⊕
l∈in(K)
ψl : N → ⊕
l∈in(K)
V l
(
resp. ϕ = ⊕
l∈in(K)
ϕl : N → ⊕
l∈in(K)
Vl
)
.
Here we set ϕl = ψl for l 6= i.
By the definition, we have
Im
(
⊕
k∈out(K)
Vk
⊕Bσ(k→l)
−→ ⊕
l∈in(K)
Vl
)
= Im
(
N
ϕ
−→ ⊕
l∈in(K)
Vl
)
.
Moreover, by the genericity of ϕ, we have
dimKerϕ = max
{
dimCKerψ − ε
∗
i (Λ), 0
}
.
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Combining the above results, we have
−MK(Λ) =
∑
l∈in(K)
dimC Vl − dimCN +max
{
dimCKerψ − ε
∗
i (Λ), 0
}
. (8.2.1)
Indeed,
−MK(Λ) = dimC Coker
(
⊕
k∈out(K)
Vk
⊕Bσ(k→l)
−→ ⊕
l∈in(K)
Vl
)
=
∑
l∈in(K)
dimC Vl − dimC Im
(
⊕
k∈out(K)
Vk
⊕Bσ(k→l)
−→ ⊕
l∈in(K)
Vl
)
=
∑
l∈in(K)
dimC Vl − dimC Imϕ
=
∑
l∈in(K)
dimC Vl − dimCN + dimCKerϕ
=
∑
l∈in(K)
dimC Vl − dimCN +max
{
dimCKerψ − ε
∗
i (Λ), 0
}
.
Lemma 8.2.4. The following formulas hold:
(1)
∑
l∈in(K)
dimC Vl − dimCN + dimCKerψ − ε
∗
i (Λ) = −MK(Λ),
(2)
∑
l∈in(K)
dimC Vl − dimCN = −MsiK(Λ) + ε
∗
i (Λ)− 〈hi,wt(Λ)〉.
Proof. The formula (1) is proved by a direct computation. Indeed, we have∑
l∈in(K)
dimC Vl − dimCN + dimCKerψ − ε
∗
i (Λ)
=
∑
l∈in(K)
dimC V l − dimC Imψ
=
∑
l∈in(K)
dimC V l − dimC Im
(
⊕
k∈out(K)
V k
⊕Bσ(k→l)
−→ ⊕
l∈in(K)
V l
)
= dimCCoker
(
⊕
k∈out(K)
V k
⊕Bσ(k→l)
−→ ⊕
l∈in(K)
V l
)
= −MK(Λ).
Let us show the formula (2). We have∑
l∈in(K)
dimC Vl − dimCN =
∑
l∈in(K)
dimC Vl −
∑
k∈out(K)
dimC Vk
+
∑
p∈out(siK)
dimC V p −
∑
q∈in(siK)
dimC V q −MsiK(Λ).
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Therefore it is enough to show that∑
l∈in(K)
dimVl −
∑
k∈out(K)
dimVk +
∑
p∈out(siK)
dimV p −
∑
q∈in(siK)
dimV q
= ε∗i (Λ)− 〈hi,wt(Λ)〉.
But it is easily checked by a direct computation. Thus, we get the formula. 
Let us return to the proof of Proposition 8.2.1. Substituting the result of the above
lemma for (8.2.1), we get
−MK(Λ) = max
{
−MK(Λ), −MsiK(Λ)− 〈αi,wt(Λ)〉+ ε
∗
i (Λ)
}
.
This is nothing but the formula (8.1.2). Thus we have the statement. 
Appendix A. A proof of the formula (7.1.1)
In this appendix, we will give a proof of the formula (7.1.1).
A.1. Results in [KS]. Let us recall some results in [KS]. Consider two quivers of type
An, (I,Ω) and (I,Ω
′). Assume i (resp. i′) is a reduced word of the longest element which
is adapted to the orientation Ω (resp. Ω′).
Let ν ∈ Q+ and Oa,Ω be the G(ν)-orbit in EV (ν),Ω corresponding to an i-Lusztig datum
a, and Oa′,Ω′ the orbit in EV (ν),Ω′ corresponding to an i
′-Lusztig datum a′ = Ri
′
i
(a) where
Ri
′
i
is the transition map from i to i′.
Set
Λa := T
∗
Oa,Ω
EV (ν),Ω and Λa′ := T
∗
O
a′
,Ω′EV (ν),Ω′ .
The goal is to prove
Λa = Λa′ . (A.1.1)
Since our quiver is of type An, there uniquely exists a G(ν)-orbit Ob,Ω in EV (ν),Ω such
that Λa′ = T
∗
Ob,Ω
EV (ν),Ω. (Here we denote by b the corresponding i-Lusztig datum.) We
consider a map
s : {G(ν)-orbits in EV (ν),Ω} → {G(ν)-orbits in EV (ν),Ω}
defined by Oa,Ω 7→ Ob,Ω. We remark that, by the definition, s is a bijection. To prove
the formula (A.1.1) (or equivalently (7.1.1)), it is enough to show that s is the identity map.
Let COa,Ω be the constant sheaf on the orbit Oa,Ω,
piCOa,Ω its minimal extension and
SS(piCOa,Ω) its singular support. Then we have
SS(piCOa,Ω) ⊃ Λa = T
∗
Oa,Ω
EV (ν),Ω.
In addition to the above, the next result is proved by Lusztig:
Theorem A.1.1 ([L1],[L2]).
SS(piCOa,Ω) = SS(
piCO
a′,Ω′
).
Therefore we have
SS(piCOa,Ω) = SS(
piCO
a′,Ω′
) ⊃ Λa′ = T
∗
Ob,Ω
EV (ν),Ω = T
∗
s(Oa,Ω)
EV (ν),Ω. (A.1.2)
28 Y. SAITO
Remark . In [L2] and [KS], they consider a similar problem in more general setting.
Let g be an arbitrary symmetric Kac-Moody Lie algebra and B(∞) the crystal basis of
U−q (g). In [KS], they define a crystal structure on the set of all irreducible components
of Lusztig’s quiver varieties, and show that it is isomorphic to B(∞). For b ∈ B(∞), we
denote by Λb the corresponding irreducible component. On the other hand, let B be the
Lusztig’s canonical basis of U−q (g). It is constructed as the set of certain simple perverse
shaeves on the sepace of representations of a quiver attached to g ([L2]). Recall that there
is a canonical bijection between B(∞) and B. For b ∈ B(∞), we denote by Lb,Ω the
corresponding simple perverse sheaf. Then it is known that
SS(Lb,Ω) ⊃ Λb for any b ∈ B(∞).
Now, let us consider the following problem:
Problem. Assume s : B(∞) → B(∞) is a bijection such that SS(Lb,Ω) ⊃ Λs(b) for
any b ∈ B(∞). Then, is s the identity?
The above problem was firstly considered by Lusztig ([L2]). In [KS], they stated that
“s must be the identity under the above assumption”. But their “proof” of the statement
is wrong. Therefore, the problem is still open for an arbitrary case.
On the other hand, Kimura [Kim] shows that the bijection s must be the identity for
finite ADE type cases and cyclic quiver cases. In the next subsection, we will give a proof
following [Kim].
A.2. Kimura’s proof of (A.1.1). By (A.1.2) and the definition of singular supports, we
have
Oa,Ω ⊃ Ob,Ω = s(Oa,Ω).
Namely, the bijection s preserves closure relations on G(ν)-orbits in EV (ν),Ω:
s(OΩ) ⊂ OΩ for any G(ν)- orbit OΩ in EV (ν),Ω. (A.2.1)
Hence, it is enough to prove that the following statement:
Proposition A.2.1 ([Kim]). Let s be a bijection on the set of G(ν)-orbits in EV (ν),Ω
which preserves closure relations. Then s must be the identity.
Let us introduce an ordering ≤ on the set of G(ν)-orbits in EV (ν),Ω by
OΩ ≤ O
′
Ω
def .
⇐⇒ O′Ω ⊂ OΩ.
By using this ordering, (A.2.1) can be rewritten as:
s(OΩ) ⊂ OΩ = OΩ ∪
⋃
O′Ω:OΩ<O
′
Ω
O′Ω. (A.2.2)
Proof of A.2.1. We will show the statement by the decreasing induction on ≤. Note that,
by the definition, there is a maximal element with respect to the ordering ≤. Let OΩ be a
such element. Hence, by (A.2.2) and the maximality of OΩ, s(OΩ) must be equal to OΩ.
Assume s(O′Ω) = O
′
Ω for any OΩ < O
′
Ω. Since s is a bijection, we have s(OΩ) = OΩ by
(A.2.2). 
Remark . For finite D,E cases and cyclic quiver cases, the similar method does work.
Namely, we can show that s must be the identity for such cases (see [Kim], in detail).
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