Abstract-Task partition is a NP-Hard problem on multi-core processor. To achieve a good MCT (maximum completion time) goal, this paper presents a novel task partitioning method for multi-core processor based on the cohesion and coupling properties of tasks. First, the relations between the cohesion and coupling are analyzed and the computation method of coupling cost based on cohesion is designed with the task scheduling requirements considered. Then, aiming to the problem that the MCT (maximum completion time) is different when the tasks' coupling is changed and the tasks are rescheduled during the task partitioning process, an evaluating method of MCT with the considering of task scheduling requirements is designed. Last, this paper compartmentalizes tasks based on the MCT to make it minimum. This method reduces the processing of the combinatorial optimization problem in task partitioning process, and builds the relation between task partition and task scheduling. The experimental results testify this method available.
I. INTRODUCTION
The aim of task partitioning is to obtain a task set, which can be scheduled on the most suitable core, to make system achieve the lowest power consumption, balancing load, the minimum MCT, the highest executing efficiency and the efficient usage of resources. Task partitioning is the precondition of task scheduling. But in the most documents about task scheduling researches of multi-core system or distributed system, such as Ref. [1] and Ref. [2] , which mainly stressed how to schedule task and neglected the effect of task partitioning, and the scheduling results are not optimal. The research about task partitioning is necessary, especially in multi-core processor system.
The task partitioning on multi-core processor is either related to task function, the feature of processor and resources, or related to the task scheduling. So how to partition tasks effectively is a combinatorial optimization problem, which is also proved a NP-Hard [3] problem. After analyzing the feature of heterogeneous multi-core processor, the main problems of task scheduling are studied firstly, and then the current existent solving methods, afterward a cohesion and coupling based task scheduling way to meet the minimum MCT requirement of system is presented.
The remainder of this paper is organized as follows: section 2 states the current main research work. In the section 3, the relations of cohesion and coupling are analyzed, and the computing way of the coupling based on cohesion is designed. Authors discuss and design the task partitioning method in section 4. The method feasibility and validity are tested in section 5. Last, authors conclude the task partitioning method and propose the next work.
II. RELATED WORK
Sathish Gopalakrishnan and Marco Caccamo [3] proposed a Fully Polynomial-Time Approximation Scheme (FPTAS) to solve replication problem for the heterogeneous multiprocessor task partitioning, namely how to determine a mapping of recurring tasks upon a set consisting of different processing units, in which all tasks meet their timing constraints and no two replicas of the same task are assigned to the same processing unit. Nathan Fisher，James H. Anderson and Sanjoy Baruah [2] presented an efficient algorithm for solving the memory constrained of the multiprocessor partitioning, in which the problem of task partitioning was formalized in a manner that was cognizant of both memory and processing capacity constraints. Aiming to solve task partitioning problem upon preemptive heterogeneous multiprocessor platforms, Sanjoy K. Baruah [5] designed a polynomial-time approximation algorithm, which is a near-optimal solution for the integer linear programming problem to minimize the schedule makespan and meet the deadline goal of the schedule. Reference [6] proposed a clustering framework, along with a flexible multi-purpose clustering algorithm that initiated task clustering at the functional level based on dynamic profiling information, to take full advantage of the multi-core processor efficiency. Zheng Kai [7] compared the performance between the functional partitioning and the partitioning by data for multimedia streaming application, and presents the solution how to achieve the lower power consumption and the better performance.
Ming Wu and Xian-He Sun [8] investigated three partition policies to obtain the better performance in non-dedicated grid computing environment with resource sharing, and analyzed the partitioning methods based on memory-only, CPU-memory and Shared resources. Reference [9] presented an optimization performance model for the distribution of computations over heterogeneous computers, in which the processor heterogeneity, the heterogeneity of memory structure, and the memory limitations were all considered, and designed the efficient formulated method for the model. Reference [10] proposed a novel task partitioning algorithm for intra-task DVS which partitions a given task so that the DVS can be applied more effectively with the minimum number of voltage switching. Fang-Wu Yao and Zhao-Cai Lu [11] proposed an immune task partitioning algorithm of alterable coefficient of parameters driven hardware-software partitioning methods based on the consideration of the characteristics of dynamically reconfiguration. Ants algorithm, Heuristic Search Methods, Tabu Search algorithm were used to solve the task partitioning problem in software and hardware co-design system in articles [12] [13] [14] . All these research mainly analyzed the relation between partition and system constraint, such as power consumption, efficiency, the minimum makespan, memory space, processor feature, and so on, and designed the partitioning approaches without adequately considering the self-task characters and the scheduling requirements. In the multi-core processor, task complete time is one of the most important targets, and it relates with the task scheduling requirement besides the inter-task coupling attribute. So studying the partitioning method based on task attribute is very significant.
III. THE COHESION AND COUPLING OF TASKS

A. The Relation between Cohesion and Coupling
There are a lot of complex interdependences among different modules, such as sharing devices and program modules, the different sequence requirements, data communication. In general, it is expressed in the forms of communication, mutex, synchronization, and used to be measured by the degree of coupling, which is used to describe the strength of relationship between two modules. The coupling can be categorized into Data Coupling, Stamp Coupling, Control Coupling, External Coupling, Common Coupling and Content Coupling according to the coupling degree [15] . Meanwhile, the different modules possess different inherent feature, which can be expressed by the cohesion. The cohesion can also be measured off using Functional Cohesion, Sequential Cohesion, Communicational Cohesion, Temporal Cohesion, Logical Cohesion and Coincidental Cohesion. The software modules must be designed with high cohesion and low coupling.
In the task partitioning process, the cohesion and coupling are the two major measurable indices. The cohesion is used as the clustering condition, and the coupling is used to measure performance of the partitioning results in every stage. As results from analyzing, the different module with obvious cohesion is corresponded with the one main different coupling. 
B. Cohesion-based Coupling Computing Method
The previous analyzing results show there are different couplings between the different cohesion modules. Therefore, while the modules are running, the system will spend more time, named coupling cost, to deal with such as communication, synchronization, mutex, which are brought owing to the coupling between them. The coupling cost not only is related to partitioning, but also is one of the references of task scheduling and dispatch. Therefore, how to compute coupling is very significant. This section proposes a coupling computing method based on cohesion weight.
1) Task cohesion coding
According to above results, there are different coupling between different cohesion modules. In order to partition tasks, the task module can be described with different cohesion code. The formula (1) 
2) The coupling computing method based on cohesion
With the difference of the coupling nature, the coupling cost generated during scheduling is different, and the total complete time is also different. So it is indispensable to design a method to calculate the coupling cost. From small to large, the weight parameters are , . The weight can be set in proportion with the analyzed results from Ref. [15] , and the base content w is equal 1. Because the coupling is related closely to the cohesion, supposed that the numbers of the coupling times for different coupling nature inter-task are [ 1
n ], the coupling value can be calculated as formula (2) according to cohesion code of task. 
In formula(2), the cohesion codes in the corresponding position XOR each other. Firstly, the functional cohesion code XOR, if the codes are same, the coupling is decided by the result of the next position cohesion code XOR. Otherwise, the coupling value is decided by the coupling corresponding to the cohesion and the coupling times . In partitioning process, the threshold value 1 ≤ μ is used as a coupling boundary value whether task is divided. If coupling is larger than μ , the coupling of the task with other task is too strong, the task need to combine with the other task.
IV. THE PARTITIONING METHOD BASED ON COHESION AND COUPLING
A. The Target Function of Task Partitioning
The main partitioning targets are the highest efficiency, the minimum complete time, the lowest power consumption, and so on. This article main solve the minimum MCT problem in multi-core processor system. A set of modules (namely a large task) can be divided into i k subtask, and then the total complete time of the tasks is depended the executing time (ET), scheduling cost and task coupling cost while cores are certain. The complete time is showed in formula (3). 
B. The Partitioning Method Design based on Cohesion and Coupling
In this paper, the partitioning method is designed to reduce the complete time of system which is related directly to the ET, scheduling cost and the coupling cost. So the computing approach of complete time will be analyzed and designed in this section.
1) Coupling cost
Based on the formula (2), coup t is used to express the basic coupling cost, and the inter-task coupling cost can use formula (4) to calculate.
In formula (4), 
2) Scheduling cost
Besides related to the number of tasks, scheduling cost is also connected with the position of scheduling. 
3) Task parallelizing parameter
In multi-core processor, the complete time of tasks is also related to the degree of tasks parallelization. The parallelization means that multiple tasks can be executed parallel after partitioned. If tasks are coarse granularity, the higher parallel degree can not be obtained. some tasks can be only executed orderly, and the efficiency reduces. So the parallelization should be considered in partitioning process.
The whole parallelization is related with the cores running them. Generally, the degree of parallelization (7) is proofed as follows. The previous proofs have proved the ET of subtasks after parallelized would exceed the consecutive processing time.
On the other hand, the complete time after parallelized should be larger than the average time of all subtasks about the executing cores. Proofs are follows. (7) is valid. At the same time, the scheduling cost is related to the number of tasks, so the total scheduling cost of all subtasks is 
From the formula we can conclude that the complete time is related nearly to the degree of parallelization. 
5) The partitioning steps design
From the above descriptions, the complete time
is determined by the degree of parallelization, the number of tasks and cores. This paper is aim to solve the minimum MCT problem of the system, and the partition steps are described as follows:
Step1: Code the module in the form of formula (1) From above steps, the partitioning method is divided into two stages: One is to partition tasks according to cohesion and coupling, and modules can be dispatched as different cohesion tasks to meet the maximum executing time limitation. Another is to partition or combine the subtasks to satisfy the minimum MCT requirement of system.
6) The partitioning method analyze
In this approach, tasks can be partitioned to meet the requirement of the maximum complete time. At step 2, the max executing times of the fine granularity task partition process is not more than 
V. THE EXPERIMENTS OF TASK PARTITIONING METHOD
Based on the above analysis, these modules were encoded according to their different cohesion properties, and the ET of these modules is generated randomly. Then different cohesion tasks were obtained in different cohesion stage. Next, we analyze the procedure of the task division based on cohesion and coupling, the ET of tasks, load balance through a series of experiments.
To facilitate the analysis, we assume that basic scheduling time In term of the present partitioning algorithm, the task modules all satisfy the requirement of the minimum MCT, after the functional, sequential, communicational cohesion clustering, there are some fine granularity tasks, which executing efficiency is lowered by the scheduling cost and the coupling cost. So it is necessary to combine those into some new larger tasks to reduce the scheduling and coupling cost.
During the partitioning process of the four stages, the changes of the executing time of tasks are showed in Fig.2 . In the division stages, with the increasing of the tasks' number, the max executing time of tasks is decreasing. But the granularity of the task varies differently. After the combination stage, the granularity becomes more even.
Figure2. The changes of the minimal executing time during the partitioning process Supposed that the numbers of the cores that can run functional cohesion tasks are 3, 3, 4, 2 respectively, and the average scheduling cost, the coupling cost, the average executing time can be calculated according to formula (8) In the stage 1 and 2, with the increasing of the number of tasks, the scheduling and coupling cost is increasing, and the total cost of task is also rising, and the executing efficiency is decreasing, but the max complete time is reduced. In stage 3, the more tasks are subdivided, both the costs for scheduling and coupling and the max complete time all increase. When tasks are combined in stage 4, the number of tasks is reduced, and the scheduling and coupling cost also is reduced. As a result, the max complete time is reduced.
To validate the accuracy of the formula (7), the compare experiments between the actual complete time and the evaluated complete time are done based on the data in tab.1. The actual time is computed by supposed that tasks are dispatched according to the optimal scheduling rule. The minimal executing time of each core in each stage shows in TABLE III. And then, the actual complete time can be computed in term of formula (3) . The error between the actual complete time and the evaluated complete time is calculated as formula (9), the compare results are showed in Tab.4. TABLE IV shows that the most time is nearly equal between evaluated value and optimal scheduled value. Whereas, there is an exception in the last stage, which results from the bad load-balancing owing to the fewer tasks. Therefore, the evaluating method would work well if the parallel parameter i p should less than 1, it is also the basic requirement of system. So the formula (8) is feasible for estimating the completing time in the partitioning process. Meanwhile, as the test results showing, the task completing time will be reduced if more core are provided to execute the task of cohesion code 4. So the number of cores, the system with the restraint for min-max completing time, must be considered.
VI. CONCLUSIONS
This paper analyzes the relation between the cohesion and coupling of tasks on the heterogeneous multi-core processor, designs the cohesion code for task partitioning model, and proposes a novel task partitioning approach to obtain the highest executing efficiency and the well balancing load. The experimental results show the method is effective to reduce the partitioning time and easy to realize. The method also provides a reference for scheduling algorithm design.
In addition, the same cohesion tasks are supposed to be dispatched and run on the same core. But in the practice scheduling process, those tasks can also be allocated on different core to reduce the max complete time according to load balance.
