







































































例１．我 很 高兴 能 有人 分享 我的 心情，能
与 我 产生 共鸣 。
例２．我 要 变成 大 羊 了 。小 山羊 不 管 看













































































































































喜 怒 哀 惊 恐 所有情绪 Ａ　１＆Ａ２















例５．如果 科学 少不了 信念 的 成分，那么 科
学 是 不 是 就是 另外 一 种 宗教 呢 ？宗教 必须
建立 在 信仰 之上，信仰 要求 信徒 全心全意 的 接
受，不 应该 有 任何 （怀疑）。信仰 的 巩固 不 是
依靠 证据，至少 不 是 科学 所 理解 的 证据，也许
是 传统 、权威 、启示 带来 的 保障 。
例６．他们 又 到 一 个 平凡 的 家庭 中，这 家
的 长辈 形容 月亮 是 光明 而 皎洁 的 星球，小孩
都 喜欢 赏月 、看 星星，月亮 也 渐渐 了解 自己
的 重要性 。月亮 觉得，不管 科学家 是 以 什么 眼
光 欣赏 自己，至少 还 有 人 喜欢 他，所以 用不着
（担心）。此时，太阳 公公 出来 接班 了，月亮 、星
星 两 兄弟 也 高兴 的 回家 了 。
例７．∥ 回来 啦 ﹖ ∥ 妈，害 您 （担心），真
































模型对文本进行情绪识别。例如，“我 要 变成 大
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２００，４００，６００，８００，１　０００。实验中我们使用基于词
的Ｕｎｉｇｒａｍ＋Ｂｉｇｒａｍ特征来进行实验，实验结果使
用准确率（Ａｃｃ．）作为衡量标准。
图４给出使用不同训练样本规模的情绪分类结
果。从图中可以看出随着训练数据在一定范围内
（小于６００）样本量的增加，分类结果呈上升趋势。
但是，当数据规模达到一定程度后，结果就不会再提
高了。从自动标注的样本和人工标注的样本的分类
结果可以看出，人工标注语料的结果会更好，但是没
有提高很多，大致达到３个点左右。总体而言，使用
本文提出的上下文隐含情绪分类方法获得的分类性
能达到了４０％左右，远远好于随机结果（２０％），说
明了本文方法的有效性。
５　总结与展望
本文针对隐含情绪分类提出了一种基于情绪相
关事件上下文的情绪分类方法。具体来说，是将包
含情绪相关的事件上下文作为情绪分类的主要依
据。实验结果表明，本文提出的上下文情绪分类方
法能够很好的捕捉隐含情绪。准确率分类性能达到
了４０％左右，远远好于随机的分类结果。此外，我们
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图４　使用不同训练样本规模的情绪分类结果
利用这种方法获得的语料可以为隐含情绪提供资源
基础。
目前关于隐含情绪分类的研究才刚刚起步。在
下一步研究工作中，我们将人工标注词语的隐含情
绪表达，例如，“阳光”这个词的隐含情绪可能是“高
兴”，标注隐含情绪的词典资源，用于帮助文本的隐
含情绪分类。
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