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 Global climate models (GCM) have been used for nearly two decades now as 
a tool to investigate and analyze past, present, and future weather and climate.  Even 
though the first several generations of climate models were very simple, today's 
models are very sophisticated.  They use complex parameterization schemes to 
approximate many nonlinear physical fields.  In these models, the resolution and time 
steps can be set to be as small or as large as desired.  In either case, the model 
generates over 100 atmospheric variables and 20 land surface variables that can be 
reported daily or monthly.  The Community Atmospheric Model Version 2 global 
climate model spends over sixty percent of the time computing shortwave and 
longwave parameterization schemes.  Our goal is to replace its shortwave scheme 
with empirical methods and show that accuracy of the tropospheric variables is not 
compromised when using these empirical methods. 
   We found that an autoregressive moving average (ARMA) model can be 
used to simulate the solar radiation at the top of the model atmosphere.  However, the 
calculated insolation value is only valid for one particular grid point.  To simulate the 
radiation over the entire globe, many ARMA models need to be determined. 
We also found that large 4-10-10-1 neural networks can be used to simulate 
the solar radiation to within ± 2 W m-2.  However, much smaller and manageable 
neural networks can be used to simulate the complete solar insolation term if the 
neural network only simulates the residual after the annual and diurnal cycles and 
removed from the field (referred to as the ρ-δ method).  By using the neural network 
 xxiv
in the ρ-δ method and by setting the eccentricity term to a constant, we were able to 








Global climate models (GCM) have been used for nearly two decades now as a 
tool to investigate and analyze past, present, and future weather and climate.  Even 
though the first several generations of climate models were very simple, today's models 
are very sophisticated.  They use complex parameterization schemes to approximate 
many nonlinear physical fields.  In these models, the resolution and time steps can be set 
to be as small or as large as desired.  In either case, the model generates over 100 
atmospheric variables and 20 land surface variables that can be reported daily or monthly.  
The CAM2 global climate model, for instance, run on eight CPU's of an Origin 3800 
supercomputer having 32 600 Mhz processors, 16 GB of 64-bit memory, at T42 
resolution (64 latitudes, 128 longitudes) and a 20 minute time-step generates one month 
of data in a little more than one real time hour.  This means that about 5 years of data can 
be generated in one week.  This is too slow for most climate studies.  For instance, if one 
decided to study decadal scale variability, one real time month (4 weeks) would be spent 
just generating two cycles of the signal (20 model years).  Typically, eight or nine 
repetitions are desired in order to make solid statistical inferences.  In order to generate a 
90 year dataset, over four months are needed.  In other words, the researcher would have 
spent an entire semester with absolutely no results. 
In the case of the CAM2 model, 60% of the processing time is spent on 
calculating the shortwave and longwave parameterization schemes.  Indeed, radiation is 
an important variable in analyzing climate change.  Changes in radiation can affect 
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atmospheric circulation, the global energy budget, and the hydrological cycle.  Surely, 
climate change and climate variability are generated by some altering either the 
hydrological cycle, the global energy budget, and/or atmospheric circulation.  This is why 
radiation must be accurately simulated.  Any small perturbation in the net radiative 
variable has the ability to destabilize the climate model run through its additional positive 
feedback mechanisms.  Before accurate modeling of the radiation is possible, one must 
first understand how the Earth captures and uses the incoming solar radiation as the 





The Earth gets its radiative energy from the solar flux.  Generally speaking, the 
shortwave radiation can penetrate through the vertical layers of the atmosphere.  
However, not all of the radiation reaches the surface and not all of the radiation that 
reaches the surfaces is absorbed by the surface.  Three percent of the average global 
shortwave radiation available at the top of the stratosphere is transferred from 
electromagnetic energy into chemical energy by the absorption of ultraviolet radiarion by 
stratospheric ozone (Wayne, 2000).  The ozone molecule that aborbs the radiation splits 




3 ODOhvO +→+ .    (1.1) 
 
The excited oxygen atom forms the major tropospheric oxidizing radical, OH, 




1 →+    (1.2). 
 
The remaining 97% of the available radiation is passed downwards to the 
troposphere.  Another 17% of total radiation is absorbed in the troposphere mainly by 
water vapor and clouds.  Carbon dioxide, ozone, and oxygen also absorb UV but to a 
much lesser degree. 
The remaining 80% of total insolation is passed downward to the surface where only 
50% or so is absorbed.  The other 30% of solar insolation does not play into the earth’s 
global energy budget as it is not absorbed by any layer but is reflected back towards 
space.  So, only half of the global solar insolation that impinges upon the planet at the top 




   
 






















 In addition to the disparity in the vertical distribution of solar radiation, there is a 
latitudinal difference as well.  If the Earth was indeed a flat plane perpendicular to the 
sun, then the impinging radiation felt at all corners of the planet would be the same.  But 
since the planet is round, curvature effects must be taken into consideration since the 
solar flux that impinges upon a spherical planet will create a shadow area where one part 
of the planet is lit while the other part is in darkness.  In essence, the solar flux density is 
spread over a surface area that is larger than the perpendicular area.  This causes a 
smaller flux per unit surface area.  In addition, the bulk of the radiation would impinge 
upon the middle of the planet (equator) while the Polar Regions would receive 
significantly less radiation.  This is true since the same solar flux must travel through 
more space before reaching the planet which decreases the strength of the flux felt by the 
planet.  If we define the solar zenith angle, thetas, as the angle between the local normal 
to Earth’s surface and a line between a point on the Earth’s surface and the sun, then the 
flux can be determined by comparing the solar flux with the zenith angle, as shown in 
figure 1.2.  In essence, the cosine of the solar zenith angle tends to modulate the 





Figure1.2 Schematic of how the solar flux is distributed over the Earth’s surface area 
 
  
 Not only does the shape of the planet modulate the flux but so does the actual 
distance between the sun and the earth (call it d).  If the planet and the sun are relatively 
close, then the solar flux felt by the planet will be relatively strong.  If the two bodies 
were to move apart, then the flux felt on the planet would decrease.  In fact, given a flux 
density (or solar constant), So, and the average distance from which the flux So is 
measured is known (say d ), then the solar flux, Q, felt by the planet per unit surface area 











=     (1.1) 
 
 
The squared term in equation (1.1) is an eccentricity factor.  (In modeling studies, it 
is this term that is altered to generate paleoclimate data since the distance to the sun can 
be set.)   
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One revolution on the earth axis is one 24-hour day.  At any point on the subpolar 
earth, in any given day, there will be two periods: one of daylight from sunup to sundown 
and one of night from sunset to sunrise.  During the daytime, the sun’s rays are impinging 
upon the earth.  At night, the solar insolation is zero.  Physically, the face of the planet 
that is facing the sun receives sunlight, while the other face is dark. Analytically 
speaking, when the cosine of the solar zenith angle is negative, the surface is dark.  
Sunrise and sunset occur when the zenith angle is at 90 degrees.  Consequently, we see 
that the zenith angle is dependent upon the time of day.  The time of day is incorporated 
into the zenith angle via the hour angle which is defined as the longitude of the point 
relative to its position at noon. 
Similarly, the solar zenith angle depends on the season.  The season is incorporated 
into the zenith angle via the declination angle.  Defined as the latitude of the point on the 
surface of the Earth directly under the sun at noon, the declination angle varies between 
23.45º at northern summer solstice and -23.45º at northern winter solstice. 
Since the zenith angle is a function of the latitude, season, and time of day, by using 
spherical coordinates, we can derive the zenith angle as: 
 
( )hs coscoscossinsincos δφδφθ +=      (1.2) 
 
If we substitute (1.2) into (1.1), integrate between sunrise and sunset, and divide by 
24 hours, we can obtain the average daily solar insolation at the top of the atmosphere 

















=      (1.3) 
 
Figure 1.3  Daily average insolation at the top of the atmosphere as a function of 
season and latitude (taken from Hartmann, 1994). 
 
 
 According to figure 1.3, the solar insolation at the top of the atmosphere is 
maximum in June and July from 20ºN poleward, and from November to January from 
20ºS poleward.  Insolation is zero over the North Pole from October to March and is zero 
over the South Pole from March to September. 
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Hartmann suggests that seasonal and latitudinal temperature variations are driven 
primarily by variations in insolation and the average solar zenith angle.  To compensate 
for the excess heat energy deposited in the equatorial region, the oceans (via currents) 
and the atmosphere (via the Hadley Circulation) transport heat and moisture from the 
tropics towards the poles.  Fundamentally, all weather has its start here.  If the amount of 
net radiation absorbed at the surface is altered, whether by anthropogenic or natural 
forcings, one will alter these circulation patterns and in affect alter the climate across the 
globe.  For instance, an increase in subpolar radiation will decrease the tropics / subpolar 
temperature gradient will alter among other things, storminess and storm tracks, in the 
midlatitudes.  If the anomalous radiation was placed in the equatorial region, then the 
Hadley cells would be strengthened causing increased storminess on the ascending 
portion of the cell and increasing dry conditions on the descending portion of the cell.  In 
addition, warm waters would reach closer to the poles than ever before which could 
affect sea life that requires cold waters. 
 
1.2 A Different View on Climate Model Optimization 
Numerous studies have been completed and degrees awarded in the atmospheric 
science modeling community based on the changing and/or replacing parameterization 
schemes with other schemes that accomplish the goal (e.g. better modeling of African 
precipitation, including different types of soil to alter albedo, or analyzing subgrid land-
surface processes) for that study.  However, few studies have considered how to make 
these models less time-consuming.  There seems to be a school of thinking in the 
modeling community that one should not sacrifice accuracy for expediency.  
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Consequently, most of the changes that are made to climate models involve increasing 
their degree of complexity as opposed to their degree of simplicity.  With every new 
increase, a computational time burden is acquired. 
 This does not need to be so.  Few researchers have been able to simplify the 
model while maintaining the same level of accuracy as the previous unchanged version 
had.  However, one such researcher to do just that is Dr. Vladimir Krasnopolsky of the 
University of Maryland College Park Campus.   
 Vladimir Krasnopolsky has successfully replaced the longwave parameterization 
scheme of the CAM2 GCM with a neural network output.  His group used as input 
vectors ten profiles of atmospheric temperature, humidity, ozone, CO2, N2O, CH4, two 
CFC mixing ratios, pressure and cloudiness and upward flux at the surface.  His output 
vectors are profiles of heating rates, and outgoing longwave radiation flux from the top of 
the atmosphere.  In all, his network contained 220 inputs, 33 outputs, and a varying 
number of nodes in one hidden layer: 20, 90, 150, 200, 250, and 300.   
Krasnopolsky's network was able to speed up the processing time of the climate 
model by 50-80 times while not compromising accuracy. While Dr. Krasnopolsky's work 
in successfully replacing the longwave parameterization scheme is ground-breaking, it 
uses knowledge of all the input profiles apart from the climate model.  In other words, all 
of the profiles must be known apriori before calculating any of the output variables.  But 
most importantly, Krasnopolsky has shown that the “systematic error introduced by NN 
emulation is negligible and does not accumulate over the model integration in time.”   
Because of this success, Krasnopolsky is now calling for “a complete open-minded 
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reexamination of computations for all model physics components.”  This study attempts 
to do just that. 
  
 
1.3 The Problem 
 
The major difference between this work and Krasnopolsky’s work is in the 
generation of the training datasets.  In this study, we actually analyze the terms of the 
shortwave parameterization.  We show that the entire scheme can be collapsed into a 
function of three “independent variables”: latitude, longitude, and day of the year.  
Because of this, the shortwave parameterization scheme can be used offline (in this case, 
in MATLAB) to generate as many training and/or testing datasets as desired. 
 In Krasnopolsky’s study, the outputs at each pressure level were determined by 
the NN.  In this study, only the solar insolation at the top of the atmosphere is altered.  
We allow the CAM2 model the ability to propagate this signal downwards into the 
stratosphere and troposphere.  Consequently, vertical profiles of physical terms do not 
need to be set as an input. 
Perhaps the simplest technique we can use to circumvent the current scheme is to 
implore a sort of quasi-lookup table.  If we solved the parameterization at each grid point 
for every day of the year and model step offline, we could use a look-up table to avoid 
the need to calculate the solar insolation. 
However, the lookup table is not optimal for two reasons.  For one, calling nearly 
three million insolation values (one for each latitude, longitude, and day, not considering 
fractional days) is less efficient than the original parameterization process.  Secondly, a 
lookup table can only be defined for a specific resolution.  Any attempts to generate the 
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values at other resolutions must either a) be interpolated from the values closest to it or b) 
a whole new table must be generated in lieu of the original one.  We desire that whatever 
replacement scheme we use be adaptable to several different resolutions. 
The rest of this work is ordered in this manner.  In chapter 2, we give background 
on the current shortwave parameterization scheme. In chapter 3, ARMA modeling is 
introduced, used, and analyzed.  Chapter 4 gives Neural Networks background.  Chapter 
5 gives the problems encountered with using NN in shortwave approximation.  Chapter 6 
introduces the errors that are encountered in the simulating the solar insolation term.  In 
chapter 7, we study the NN affects on mean climate based on worst case scenarios 
generated in Chapter 6.  In chapter 8, we look at the effects on extreme climate – AO, 
ENSO, and NAO.  In chapter 9, we show how the rho-delta method can be used to model 






THE CAM2 SHORTWAVE PARAMETERIZATIONS AND SOME OF ITS 
CHARACTERISTICS  
 
2.1 The Current CAM2 Shortwave Parameterization 
The current shortwave parameterization scheme in the CAM2 global climate 
model is summarized below.  The shortwave radiative flux, SI, is computed using the 
method of Berger and is the solution to equations (2.1) - (2.10): 
µρ cos2−= oI SS            (2.1) 
Hcoscoscossinsincos δφδφµ −=   (2.2) 
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where the definitions of the variables are listed below: 
 
So = solar constant (1367 W m-2) 
2−ρ = distance factor (square of the ratio of mean to actual distance) 
µ  = solar zenith angle 
φ  = latitude in radians 
δ = solar declination in radians 
H = hour angle of the sun during the day 
ε = obliquity 
λ = true longitude of the earth relative to the vernal equinox 
mλ  = mean longitude 
e = eccentricity factor 
=
~
w longitude of the perihilion + 180º 
 
Π = longitude of the perihilion based on the fixed equinox 
ψ  = general precession 
 θ = model longitude 
 
d = calendar day of the year 
=ved calendar day for the vernal equinox at noon on March 21 
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 Several of the terms used to determine the shortwave radiation are themselves 
iterative processes and empirical series expansions.  Specifically, the obliquity constant, 
ε, is actually approximated by a finite sum of cosine functions whose terms, Aj, fj, and δj 
are determined by numerical fitting: 
( )∑ ++=
47
* cos jjj tfA δεε                               (2.11) 
where t is the time in years relative to 1950 and *ε = 23.320556 º. 
 
 Similarly, the slowly converging eccentricity, e, is calculated from the following 
equations, 
 

















tgMe β                       (2.12) 
 
where Mj, gj, and jβ are estimated from numerical fitting as well. 










jjj tfFt δςψψ                              (2.13) 
where 
~
ψ  and ς are 50.439273" and 3.392506 º respectively and Fj,  f'j, and δ'j are 
estimated from the solutions of equation (2.11). 
 As one can see, these expansions can be quite expensive.  Since the orbital state is 
held constant over the entire model integration, it is possible to define the entire orbital 
state by either defining the year (the year is held constant for the entire integration) or by 
specifying the eccentricity factor, longitude of perihilion, and obliquity.  Consequently, 
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the empirical series expansions calculations can be avoided simply by setting the year 
(which must fall within the range of 1950 ± 106). 
  Since the obliquity of the earth oscillates with a period of approximately 
41,000 years (http://www.geopor.pt/GPnov/eos.html), the earth's obliquity in the 
nineteenth century is approximately the same as it's obliquity in the twentieth century and 
today.  This implies that the eccentricities of the three centuries are nearly identical as 
well.  Consequently, the model can be run for climate analysis using the orbital 
parameters of any representative year.  For the year 1995, the eccentricity factor, 
obliquity, and the longitude of the perihelion are 23.4441°, 0.016715, and 102.7 
respectively.  However, since the year specification is bounded, the year-setting method 
should not be used for paleoclimate studies; rather,ε , e , and ψ  should be specified. 
 
2.2 Contraction of the Parameterization Equations 
For this study, we use the 1995 orbital conditions.  Under 1995 conditions, the 
eccentricity, obliquity, and longitude of the perihelion are all known constants.  As for 
the other variables in equations (2.1) - (2.10), it is clearly evident that all of them can be 
derived if the latitude, longitude, and day of the year are known.  The diurnal cycle can 
be modeled as fractions of a day.  For instance, day 21.0 would represent January 21st at 
midnight Greenwich time while day 20.5 would represent the solar insolation twelve 
hours later at noon Greenwich time.  The reduced shortwave parameterization scheme 
can then be used to generate the insolation at the top of the model atmosphere for every 
model latitude, longitude, and time step. 
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 Since the orbital constraints are held constant over the entire integration, the 
insolation at the top of the atmosphere has a well-defined range.  Specifically, since 
latitude and longitude are both bounded by the shape of the earth and that there are at 
most 365 days in a non-leap year, the solar insolation (which is a function of all three) is 
bounded.  It is for this reason that we suggest an alternative way to calculate it. 
 
2.3 Concerns with the Parameterization Scheme 
 Upon contraction of equations (2.1)-(2.10), the current shortwave 
parameterization scheme becomes a function of latitude, longitude, and day.  However, 
we know several properties regarding radiation.  Latitude needs to be set because it is 
related to the season of the year via the solar zenith angle.  Similarly, longitude is used to 
set the hour angle of the day.  And the day of the year is necessary to determine which 
season one is in.  Ultimately, daily solar insolation increases in the Northern Hemisphere 
towards the summer solstice and decreases again towards the winter solstice.  Figure 2.1 




Figure 2.1 Diurnal cycle at 43N, 245E from April 2 - April 6  
 
 However, there are some issues in the span of these three input variables.  For 
one, the time variable has two superimposed sinusoidal frequencies: a high frequency 
signal that is mapped to the hour of the day and a lower frequency signal that maps to the 
day of year.  In addition, it may be possible to get the same numerical answer for the 
solar insolation for very different reasons.  For instance, one would expect high insolation 
in each of the following three situations (at 3:00 pm, at 3ºN, and July 2 in the Northern 
Hemisphere) but for different physical reasons.  Any attempt to model these answers 
numerically may confuse the imbedded physics of the system since three totally different 
samples give similar answers.   
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Consequently, numerical modeling of the CAM2 solar insolation at the top of the 
atmosphere is a very difficult undertaking that depends on resolution and time step.  
Generally speaking, if one desires to simulate the insolation of the CAM2 model with n 
latitudes, and k longitudes, using a p time step (p in minutes) and assuming no leap year, 
there are exactly n x k x 
p3
600,525 samples to simulate for a one year simulation.  In our 
T42 model run with 64 latitudes, 128 longitudes, and a 20 minute time step, we must 
simulate 7.1761920 x 107 solar insolation data points for an entire year simulation.  No 
matter what simulation method we use, modeling these many samples is an exercise in 
data mining.  It is our desire to simplify the physics using only a small sample of possible 
data points.  Therefore, whatever numerical modeling technique we use must be able to 













 A very detailed synopsis of time series modeling can be found in Brockwell and 
Davis’s 2002 textbook.  All of the information presented below references Brockwell and 
Davis fundamental text.  The information below is not meant to be a comprehensive 
review on the topic of time series modeling.  Rather, it provides background information 
on ARMA modeling. 
 
3.1.1 Stationarity 
 Most time series analysis involves stationary processes.  Generally speaking, a 
series is called stationary if it has statistical properties similar to those of the “time-
shifted” series at every lag h.  Specifically, a time series {Xt} is said to be weakly 
stationary if: 
a) the expected value of the time series at any t is independent of t and 
b) the covariance between Xt and itself at any lag h is independent of t for each lag 
h.  
{Xt} is said to be strictly stationary if {Xt} and {Xt+h} have the same joint distributions 
for all integers h and n > 0.   But for most analysis, weak stationarity is sufficient for 
simulation and forecasting. 
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Time series {Xt} can be thought of as the sum of three distinct parts: 
 
   tttt YsmX ++=    (3.1)   
where  
mt is a slowly changing trend component, st is a function with known period d, and Yt is a 
weakly stationary random noise component.  For stationary processes, mt = st = 0 t∀ . If 
{Xt} includes a trend and/or seasonal term, then we must remove these if we desire to 
predict future values of the series {Xt}.  The random noise, Yt, can then be used to find a 
satisfactory probabilistic model.  We could then analyze its properties, and use it in 
conjunction with the trend and seasonal term to predict and simulate {Xt}. 
If a non-stationary time series can be transformed into a stationary series by either 
differencing or subtracting the overall and seasonal trend, then ARMA modeling can be 
used to simulate the series. 
 
3.1.2 ARMA processes 
A time series is said to be an autoregressive moving average (ARMA(p,q)) 
process if for every t,  
 
qtqttptptt ZZZXXX −−−− +++=−−− θθφφ ...... 1111   (3.2) 
 
where the {Zt} are white noise processes with zero mean and variance, σ2 , and the 
polynomials ( )pp zz φφ −−− ...1 1  and ( )qq zz θθ +++ ...1 1  have no common factors 
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(Brockwell and Davis, 2002).  The stationary characteristic of ARMA processes allows 
for forecasting of future events of the series.  
 The term autoregressive in the ARMA acronym implies that future values of a 
particular time series, say {Xt}, are dependent on the present and/or past values of that 
same series.  If this is not the case, then {Xt} is said to be a moving average process of 
order q (MA(q)) and has the formula: 
 
qtqttt ZZZX −− +++= θθ ...11         (3.3) 
 
where {Zt} is a white noise process with zero mean and variance σ2 and the thetas, 
θ1,..,θq, are constants.  We say that the MA(q) process in equation (3.3) is q-correlated 
since the covariance of {Xt} with itself at lag h is zero whenever |h| > q.   
 
3.1.3 Linear processes 








−   (3.4) 
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jtjt ZX   (3.5) . 
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Similarly, it can be shown that the entire class of ARMA models is itself a type of linear 
time series model.  Consequently, it is through Wold’s decomposition (Appendix A) that 
a framework for studying stationary processes is provided. 
 
3.2 Time Series Analysis in Context of Solar Insolation Problem 
 As mentioned in chapter two, to be able to run a complete model year, we need to 
calculate nlat x klon x 
p3
600,525  insolation values where p is the time step in minutes.  
These values can be thought to fit into a rectangular solid of values (See Figure 3.1).   
 
Figure 3.1 Schematic of the data format used in ARMA modeling 
 
By interpreting figure 3.1, we see that the entire dataset can be thought of as nlat x 
klon number of time series where nlat (klon) is the number of latitudes (longitudes).  
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Therefore, theoretically, if we could simulate one particular time series (by setting 
latitude and longitude to some constant values using some time series analytical tool), 
then it should be possible to model the entire data solid by repeating the steps used to 
generate the one sample time series at each point on the globe.  In this chapter, we show 
that this can indeed be done for one time series.  We leave it as an exercise to show that 
this process is repeatable for all possible grid points. 
 However in order to do this, we must ensure that the time series can be 
transformed into a stationary time series.  We provide diagnostic tests showing that the 
residuals can be considered weakly stationary.  Then, we fit an ARMA (p,q) model to the 
residuals.  This will entail a study of a number of statistical characteristics (including the 
first and second moments) to fit the ARMA model that minimizes the least squares error 
between the forecasted value Xt given 1,X1, ..,Xt-1.  We repeat some diagnostic methods 
to check for accuracy.  Finally, we compare 15 forecasted values with the target values of 
the solar insolation.   
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3.3 ARMA Process of a Differenced Dataset 
  
 We calculated the quasi-solar insolation at (35ºN, 225ºE) four times a day all year 
(1460 time steps).  Figure 3.2, the autocorrelation and partial autocorrelation functions of 
the time series of the data from section 3.3 seem to suggest that an AR (5), AR (6), AR 
(7), or AR (8) model could adequately simulate Xt.   
 
 
Figure 3.2  Autocorrelations of the original solar insolation dataset at 35ºN, 225ºE 
 
Using the Durbin-Levenson technique (Appendix B), we simulated an AR (8) process as: 
 
        1 2 3
4 5 6 7 8
0.3647 0.5799 0.3621
0.5425 0.1034 0.1062 0.1057 0.0174
tX X X X
X X X X X
= − + +
+ + + −
         (3.8) 
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 To test for stationarity, we analyzed seven subsections and four lags of the time 
series {Xt}.  The means and variances of the subsections are shown in Table 3.1. 
 
Table 3.1  Means and Variances of Subsections of the Original Dataset 
 Mean Variance  
Partitions    
Entire 1150.990 2.4542 x 104 
(1-250) 1120.319 3.0042 x 104 
(200-450) 1138.661 1.4195 x 104 
(400-650) 1173.390 3.3885 x 104 
(600-850) 1187.241 1.7892 x 104 
(800-1050) 1177.406 3.2017 x 104 
(1000-1250) 1147.516 1.7900 x 104 
(1200-1460) 1122.422 2.4503 x 104 
 
Lagged Signals    
(100-1460) 1153.594 2.4655 x 104 
(400-1460) 1160.180 2.5567 x 104 
(700-1460) 1153.982 2.4085 x 104 




 The data in table 3.1 suggests that Xt is not stationary since the means and 
variances of each of the subsections and lagged signal is not approximately equal to the 
original series.  This assertion is supported in table 3.2 and summarized in figure 3.3 
which shows that the squared error of the next 15 estimated solar insolation values 











        
1 1190.9005 1186.5545 18.8877 
2 1192.2764 1188.8638 11.6458 
3 1030.7408 1037.3380 43.5230 
4 1029.376 1034.9270 30.8136 
5 1196.4658 1186.5506 98.3112 
6 1197.8799 1189.2275 74.8640 
7 1025.2455 1038.0400 163.6992 
8 1023.8592 1035.5870 137.5413 
9 1202.1642 1186.8534 234.4206 
10 1203.604 1189.5153 198.4915 
11 1019.6813 1038.6200 358.6744 
12 1018.2844 1036.2080 321.2554 
13 1207.9492 1187.1932 430.8115 
14 1209.4044 1189.8145 383.7642 
15 1014.089 1039.1910 630.1104 
 
 
Squared Error of Predictions
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 Since Xt is not stationary, we create the stationary signal, Gt, by differencing 
every fourth value of Xt (Figure 3.9).    
 
 
Figure 3.4  Plot of the differenced dataset generated by differencing every fourth value of 
the original dataset 
 
The partial autocorrelations of Gt also seem to suggest that Gt is an AR (8), AR (9), or 
AR (10) process (bottom panel, figure 3.5).  
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Figure 3.5  Correlations of the differenced dataset, Gt 
 
For comparisons to Xt, we fit an AR (8) model to Gt using the Durbin-Levenson 















         (3.9) 
 
We then calculated the next fifteen projected values of x based on the stationary time 
series Gt by simultaneously solving equations (3.9) and (3.10).  
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4−−= ttt XXG   (3.10) 
 
Table 3.3 has target values of Xt+i, the projected values of Xt+i based on Gt and the 
squared difference between itX +  and 
^
itX + .  
 
Table 3.3. Squared errors generated by simulating solar insolation using a 













        
1 1190.9005 1185.9764 24.2468 
2 1192.2764 1187.2643 25.1211 
3 1030.7408 1035.8160 25.7577 
4 1029.376 1034.5169 26.4289 
5 1196.4658 1196.5989 0.0177 
6 1197.8799 1198.0005 0.0145 
7 1025.2455 1025.1766 0.0047 
8 1023.8592 1023.8012 0.0034 
9 1202.1642 1202.2508 0.0075 
10 1203.604 1203.6803 0.0058 
11 1019.6813 1019.6532 0.0008 
12 1018.2844 1018.2654 0.0004 
13 1207.9492 1207.9974 0.0023 
14 1209.4044 1209.4440 0.0016 
15 1014.089 1014.0945 0.0000 
 
 
 We see that after one four period cycle, the squared error reduces to zero by prediction 
number 15.  This serves as confirmation that the original time series Xt can be 







It is clearly evident that the quasi-solar radiation at 35º N, 225º E can be 
approximated by a stationary AR (8) process.  After one differencing operation, the error 
approaches zero relatively quickly (i.e. in five future iterations).  It is a simple exercise to 
show that the solar insolation time series at each gridpoint can be approximated by some 
AR (p) process.  Unfortunately, this series of operations must be repeated nlat x klon 
times in order to cover the entire face of the globe.  The solar radiation approximation 
problem, then, is solvable by ARMA modeling, but is not efficient.  What is more 
desirable is to generate a methodology to generalize the results from a single time series 
to a finite set of time series.  Neural networks have these generalizing features. 
 In the next chapter, we introduce the neural network and its operations.  In the 







The neural network (NN) is an information processing paradigm that is inspired 
by the way biological nervous systems process information (Stergiou and Siganos, 1996).  
They are represented by a collection of simple computational units interlinked by a 
system of connections (Cheng and Titterington, 1994).   
 
4.1 Neural Network Architecture 
The computing systems of the neural network contain many simple nonlinear 
computing units or nodes interconnected by links (Santamouris et al.,1999).  It is made 
up of an input layer, a number of hidden layers, and an output layer.  Each layer contains 
a specific number of nodes (or neurons).  There are as many nodes in the input layer as 
there are desired inputs.  Unlike conventional regression analysis, inputs do not have to 
be independent from each other.  Moreover, no assumption about the underlying function 
of the inputs is necessary either (Santamouris et al., 1999; Wilby et al., 1998).  Because 
of this, historical results can be programmed into the network.  For instance, in one study 
of forecasting daily precipitation, Zorita and von Storch (1999).  Zorita and von Storch 
(1999) used the coefficients of the five leading sea level pressure anomalies for three 
consecutive days (t-2, t-1, and t) as inputs in a NN that calculated precipitation on day t. 
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4.1.1 Feed-Forward Network 
In the feed-forward network (figure 4.1), each input node is connected to each of 
the nodes of the first hidden layer only.  (In addition, no node from a layer can influence 
a node from a previous layer.)  In a NN with n inputs and k first-layer hidden nodes, there 
is a total of nk interconnections between these two layers.  (In more complicated 
networks and/or in systems of multiple neural networks -- see next section --, these 
procedures need not be followed.)   
 
 
Figure 4.1  A schematic of a feed-forward neural network with one input layer, one 
hidden layer, and one output layer 
 
The interconnection weights between the input layer and the hidden layer are 
therefore used to determine how much a particular input node should and will influence a 
hidden node.  Generally speaking, the weight between the ith node in layer n and the jth 
node in layer n+1 (represented by wij), represents the strength of the interconnection 
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between these two nodes.  Any unnecessary interconnections are represented by a 
weighting of zero.  Usually, at the beginning of training, the researcher sets the weights 
of each connection to some random number between zero and one.  The choice of 
randomization seems to be arbitrary and subjective.   
In a single-hidden layer NN, the nodes of the hidden layer are connected to the 
output nodes.  In a NN with n hidden layers (n>1), the nodes of layer n1 are connected to 
the nodes in n2.  The n2 nodes are connected to the n3 nodes. And so on and so forth 
until the n-1 nodes connect to the n nodes which are connected to the output layer 
(Stergiou and Siganos, 1996). 
Each node of the hidden layer(s) must determine whether or not it will pass 
information to the next layer.  The nodes in the first hidden layer compute a weighted 
sum of the input signals.  The nodes in the other hidden layers compute weighted sums of 
the outputs of the nodes in the previous layer.  The researcher can either allow for biases 
for each node or neglect them.  If he allows for biases, then the weighted sum calculated 
from the input signals are added to the bias and this new number is then subjected to an 
activation function, f, which is nonpolynomial, continuous, and bounded (Chen and Chen, 
1995a,b).  If the researcher neglects biases then f acts on the weighted input sum only. 
Biases can be prescribed for each layer or each node in a layer.  A researcher 
usually decides to bias a particular node or layer based on some apriori information, but 
not always.  Similarly, the activation function, f, can be prescribed per node or per layer 
of nodes.  The function must be a continuously differentiable, nonpolynomial, bounded 
function (Chen and Chen, 1995a,b).  Three of the more common activation functions are 
the hyperbolic tangent function, the sigmoid function or the linear function.   
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If the node is supposed to act as an on-off switch, then the sigmoid function 
(figure 4.2) is probably the most useful because the sigmoid function ranges from zero to 
one.  The results of this activation function are easily interpretable.  The node is 
considered “on” when the result is one or close to one.  The closer the result is to one, the 
more information that is transmitted to the next layer.  Similarly, values in the 
neighborhood of zero deactivate the node. 
 
Figure 4.2 The Sigmoid Function.  The range is from zero to one 
 
If the researcher desires that the node be able to assess penalties, then the 
hyperbolic tangent function (figure 4.3) should be used.  Under this function, values 
whose absolute values are close to unity transmit information to the next layer.  
Otherwise, the node transmits a weak signal or is turned off completely.  However, 
negative weight values (when paired with positive signals) subtract from the overall 
transmitted signal. 
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If the researcher desires a transmitting signal greater than one, then the linear 
activation function should be used.  The linear activation function does not force an 
output between -1 and 1.  This function is simply the weighted sum of the inputs.   
The outputs from the final hidden layer serve as inputs for the output layer.  The 
nodes in the output layer are subjected to an activation function as well.  If scaling of the 
output is not desired, then the linear activation function should be chosen for each output 
node.   
 
4.1.2 More Advanced Networks 
 Many researchers create advanced neural networks to answer specific problems.  
An example of an advanced network is the radial neural network (Figure 4.4).  Radial 
basis NN are composed from single neurons which receive as net input the vector 




Figure 4.4 Radial Basis Neuron 
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 Another complex NN is the Hebbian NN (Figure 4.5).  The Hebb neuron's goal is 
to tune the weights such that the output y and input x are linearly related (y=wTx), where 
w is the weights.  This type of neuron is trained to output the first feature values.  In other 




Figure 4.5 Schematic of a single Hebb's Neuron Model (From Ali, 2004) 
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4.2 Training the Neural Network 
Neural network training is an optimization problem in which a set of parameters 
is found such that a desired value of a cost function is achieved (Yuval, 2001).  The form 
of a cost function represents a trade-off between residual error and model complexity 
(Hanson and Pratt, 1989; Weigend et al., 1990). 
A network is said to be trained when the resulting cost function of the training 
data is minimized to some preset level.  Additional training sets can be generated by 
bootstrapping (Efron and Tibshirani, 1993).  Accurate statistics can be derived from these 
bootstrap estimates as long as there is a sufficient number of bootstrap samples taken and 
the original dataset is sufficiently large (Yuval, 2001).   
The trained model is then validated using an independent subset of the data.  This 
validation dataset controls the tuning and verifies the results of the training (Yuval, 
2001).  Tuning can be done automatically by minimizing the cost function (Haber and 
Oldenburg, 2000).  For more detailed information on various nonlinear optimization 




4.2.1 How do Neural Networks (NN) learn? 
Generally speaking, NN learn by self-adjusting a set of parameters using some 
algorithm to minimize the error between the desired output and network output 
(Malmgren and Winter, 1999).  Specifically, this learning is accomplished in the 
determination of each of the weights (Stergiou and Siganos, 1996) and biases.  There then 
are two general types of networks; fixed networks in which the weights can not be 
changed and adaptive networks which are able to change their weights.  Use of fixed 
networks requires a substantial amount of apriori information about the type of problem 
to solve as well as the structure of the solution space.  Few researchers are privy to this 
amount of information beforehand.  Problem solving with fixed networks is similar in 
theory to Bayesian statistics.  In both cases, prior information is either assumed or 
known. 
Because of their ability to change their weights, adaptive networks allow the 
researcher to be less certain about the structure of the network, values of the weights, or 
type of solution space.  They are more forgiving then the fixed networks.  There may be 
substantial uncertainty involved in choosing a particular architecture, but this uncertainty 
is contained in the weights.  An example of how the model fixes this follows:   
Consider building a network to detect the well known ideal gas law, p = ρ RT.   
The investigator correctly includes density (A) and temperature (B) as inputs, but he also 
included one other extraneous input, such as heights of 100 school girls (C).  Under 
normal regression analysis, the investigator must determine if cross correlated terms 
should be included in the regression model.  (Obviously, cross correlated terms should be 
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included since the ideal gas law can be represented by the cross-correlated term AB 
alone.) 
To determine the best fit, one either starts with the full model, 
 
 Y = x1A + x2B + x3C + x4AB+ x5AC + x6BC + x7ABC,  
 
and remove terms based on SSE and SSR analysis or begin with a small model (say  Y = 
x1A) and add terms.  Using either procedure, the classical statistician would accept Y = 
x4AB as the best regression to the ideal gas law (Y represents the pressure and x4 equals 
the ideal gas constant).   
Similar to regression analysis, NN can be used to isolate relationships with or 
without including cross-correlated input terms.  Inclusion of the cross-correlated terms 
affects the weight only.  For example, figures 4.6, 4.7, and 4.8 represent possible 
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Figure 4.6  An example of a simple 2-0-1 architecture.  The ideal gas law can be 
represented by this network if the inputs are ρ and T, the weights between the input layer 











Figure 4.7 This 3-0-1 NN can create the ideal gas law if the inputs were ρ, T, and their 
product, ρT, the weights between ρ and T and the output node are both zero, and the 
















Figure 4.8  A 3-2-1 NN used to create ideal gas law.  With the same inputs as in figure 
4.5, if the weight from the first layer to the second hidden node are 1, the weight from the 
input nodes to the top layer are 1/ρ , 1/T, and 1/ρT respectively, a bias of -3 (– ρ – T) for 
the top (bottom) hidden node, and weights of 1 from the hidden layer to the output 
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Figure 4.6 represents a NN with two inputs, no hidden layers, and one output 
layer (abbreviated 2-0-1 NN).  The inputs are A and B, the output node (Y) has a bias, 
and is under linear activation.  Let w1 (w2) represent the weight from the density 
(temperature) term to the output.  Furthermore, assume that w1=w2=4.  Then the output 
node has an incoming signal of ρ+T.  In this situation, if the bias of the output node is 
ρRT – ρ – T, then the output of the network is ρRT, the exact ideal gas law. 
 Figure 4.7 is a 3-0-1 NN with inputs, A, B, and AB and output Y.  If w3 
corresponded to the weight between AB and the output, then this network could be 
trained to represent the ideal gas law with w1=0, w2=0, and w3=R (the ideal gas constant).  
The bias of the output node is unnecessary and would be set to zero. 
 Finally, figure 4.8 represents a 3-2-1 NN with A, B, and AB as inputs, the two 
hidden layer neurons are biased and under linear activation and the output node is also 
under linear activation but unbiased.  Let wij represent the weight between the ith node in 
the input layer and the jth node in the hidden layer, and let vj represent the weight from 
the jth node in the hidden layer to the output node.  Then, if we assume that the wi1 are 
1/A, 1/B, and 1/C respectively, the input to the top hidden node is 3.  If that node was 
biased at -3, then the total signal transmitted to the output from this node will be zero 
(regardless of what v1 happens to be).  If wi2 = v2 = 1 ∀ i, the bias of hidden node 2 in the 
hidden layer is –A-B.  The network output is again the ideal gas law.   
 It is clearly evident that there is an infinite number of NN architectures that can be 
trained to learn the ideal gas law.  Altering any one weight will yield a totally different, 
yet valid, solution.   
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4.2.2 Unsupervised and Supervised Training 
 The above is an example of supervised training.  In supervised training, the output 
unit is told what its desired response to input signals ought to be.  In unsupervised 
training, learning is based on local information only.  In an attempt to mimic the capacity 
of the human brain to store a library of patterns and to be able to associate one of them 
with a newly observed pattern (Cheng and Titterington, 1994), the network that is trained 
without supervision attempts to classify a number of multivariate vectors into an 
unknown number of clusters (Malmgren and Winter, 1999).  Several of these applications 
are: the identification of cancerous cells, optimization of chemical processes, sexing of 
faces, and the discrimination of chaos from noise in the prediction of time series.  (Cheng 
and Titterington, 1994). 
  In supervised training, the network self organizes data presented to it and detects 
their emergent collective properties (Stergiou and Siganos, 1996).  Although several 
methodologies exist to achieve this goal, the most commonly used is the Back 
Propagation Algorithm.  But no matter which training algorithm is chosen, each 
application of the trained NN is a near-instantaneous estimation of a simple algebraic 
expression with known coefficients (Krosnopolsy and Chevallier, 2003). 
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4.2.2.1 Back Propagation Algorithm 
 Many authors have reported on the use of the back propagation algorithm (BPA) 
in training NN.  The following is a brief summary of BPA:  
 The first step in the BPA, is to set the learning rate.  The learning rate specifies 
the size of changes that are made in the weights and biases at each step.  Typically, the 
learning rate,α , ranges from 0.01 to 0.4.  This step range usually leads to a stable 
training. 
 Next, we input patterns to input layer and broadcast the signal to the hidden layer.  
This is the beginning of the Feed-Forward Process.  During the Feed-Forward process, 
the network runs one (1) iteration from input to output.  No weight updates are made in 
the feed-forward process.  Each hidden unit sums its weighted input signals, applies its 
activation function and transmits the signal to the next layer.  Each output sums the 
weighted inputs from the last hidden layer and applies its activation function.  The feed-
forward process is then temporarily terminated as the back propagation updating begins. 
 The difference between the network output and the target, diff, is then used to 
update the weights between the last hidden layer and the output layer.  The product of 
this diff and the derivative of the activation function yields the error information term 
(EIT) of the output node.  This error information term is used to calculate the change in 
the weights between hidden node j and output k.  Specifically, jkw∆  is equal to the 
product of the error information term, the value of the output node, and the learning rate.   
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 The update of each hidden node, j, depends on the error information term of each 
output node, k, that it is connected to and the strength of its interconnection weight.  
Specifically, the inputting error information term of each node, δ_in_j, is: 







       (4.1) 
The overall EIT is the product of the inputting EIT and the derivative of the activation 
function.  Similarly, the change in the weights between the hidden layer and a particular 
input node is equal to the product of the learning rate, delta-j, and the value of the ith 
input. 
 Finally, each of the connection weights between the input layer and the hidden 
layer and between the hidden layer and the output layer is updated as: 
w new w old wjk jk jk( ) ( )= + ∆         (4.2) 
v new v old vij ij ij( ) ( )= + ∆         (4.3) 
If at least one weight is different, then the vij’s and wij’s are used in another Feed-
forward loop with the next set of input variables.  If no weight changes occur, that is 
wjk(old) = wjk(new) and vij(new)=vij(old)∀ i,j,k,  then training stops.  However, BPN may 
lead to false simulation results.  If caught in a local minimum the effect is that the 
network appears to stop learning and the error does not decrease any further with 
additional training (Walter and Schonweisse, 2003). 
 48
 
4.2.2.2 Known Problems with Neural Network Analysis 
According to Hsieh (2001), nonlinear methods (such as the BPA) have two major 
disadvantages.  For one, if there are multiple minima in the cost function, then there is no 
guarantee that the best solution is close to the global minimum.  This problem is greatly 
reduced if a weight penalty parameter is attached to the cost function because weight 
penalty regularization increases the concavity of the cost function which ensures that the 
global minimum can be detected.  The weight-decay method of Hinton (1986) also 
combats overfitting.  This method involves adding a penalty term to the residual sum of 
squares that is proportional to the sum of squares of all the weights. 
Secondly, there are no satisfactory ways to objectively determine the number of 
hidden parameters to use in the neural network (Hsieh, 2001).  To date, choosing the 
model architecture is still quite subjective.  Unless apriori information is known to 
suggest one architecture over another, choosing the architecture may become tedious as 
several networks are designed, tested, and compared.  In fact, the number of hidden 
layers, the number of neurons in each hidden layer, and the type of connections between 
neurons and layers depend on the complexity of the problem to be solved (Krasnopolsky 
et al., 2002).    
Network errors can be generated in the training process as well.  NN may have a 
tendency to overfit or underfit input parameters.  Because NN can represent highly 
complex relationships, it is possible for the NN to learn to relate the noise in the input 
data to the target output data (Wilby et al., 1998) creating a wiggly solution.  Oftentimes, 
using excessive nonlinearity causes overfitting (Hsieh and Tang, 1998 – Hsieh’s paper) 
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but adding weight penalty terms to the cost function helps to prevent overfitting (Bishop, 
1995).  By increasing the weight penalty parameter, one can suppress the use of weights 
with large magnitudes, thereby preventing excessively nonlinear solutions (Hsieh, 2001).  
Moreover, reserving some of the available test data for testing data helps to avoid 
overfitting (Hsieh, 2001).   
Underfitting is a phenomenon that occurs when the training data does not 
completely span all possible situations.  That is, if enough examples are not evident in the 
input data, the network may not be able to accurately model the relationships in an 
independent testing dataset.  To avoid this, each input should include at least one 
realization of the largest and smallest value for the range desired (personal 
communication, Cleon Davis).  For example, if latitude (in degrees) is an input variable 
in a global study, values of –90 and 90 (or 0 and 180) should be included in the input.  If 
the study were regional in nature, say over the US only, then inputs 30 and 65 (or 120 and 
155) would suffice.  
 
4.3 Use of Neural Networks in Various Academic Fields 
Neural Networks are interdisciplinary in nature and have been used extensively in 
various fields ranging from electrical engineering to biology to computer science.  They 
were initially designed to simulate the operation of the human synapse and neuron 
nervous system.  Artificial intelligence was necessary to ensure that the network 
architecture was adaptive and could learn relationships between inputs and outputs.  In 
training, calculus is used to update the weights.  Finally, statistical methods are used to 
determine the skill of the network in completing its assigned task.     
 50
Because the NN is required to adapt to the particular problem being addressed, 
many different architectures, learning procedures and testing procedures exist. For 
instance, in one particular study (Nafalski et al., 2001/2002), two different NN were used 
to study the temporal variation of magnetic fields of an electrical power line.  The first 
network (Figure 4.9) predicted daily trends in the variation of magnetic fields by the use 
of continuous measurement results of magnetic field values near power lines.  The second 
network (Figure 4.10) predicted the daily loading patterns of a particular line section and 




Figure 4.9 Prediction of magnetic fields with NN using magnetic field database (From 
Nafalski et al., 2001/2002) 
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4.3.1 Electrical Engineering 
There are many applications of NN in electrical engineering studies.  Neural 
networks have been used to simulate MPEG video traffic (Reyes et al., 1997), compute 
traffic queues (Hernandez-Arauzo et al., 1997), and forecast alarms in a hydroelectric 
power plant (Isasi-Vinuela et al., 1997). 
 
4.3.2 Biology and Chemistry 
The literature is filled with biology and chemistry studies that use neural networks 
in some form or fashion.  In one study, Liu and Rost (2004) were able to input predicted 
secondary structure, solvent accessibility, amino acid flexibility, and amino acid 
composition to a 57-3-2 feed forward back propagated with momentum term NN to 
predict the protein domain boundaries (Liu and Rost, 2004) with reasonable success. 
Neural networks also have been used extensively in drug discovery and 
development.  A number of authors have used NN in the study of gross toxicity (e.g. 
Calleja et al, 1994, Devillers et al., 1995, Xu et al., 1994, Tang and Bai, 1999, and 
Ivanciuc, 1998).  Mutagenicity and Carcinogenicity have been studied using NN as well 
(e.g. Shi et al, 2000, van Osdol et al., 1994, Weinstein et al., 1992, Karelson et al.,2000).  
There are even models that have been generated to study skin and eye irritation (e.g. 
Barratt, 1996, Barratt et al., 1996, Patlewicz et al., 2000).  See Winkler (2004) for a more 
complete and extensive review of the application of NN in drug discovery and 
development. 
The NN / artificial intelligence community in biology is so vast, that Springer 
Publishing Company publishes the proceedings of the biannual Biological and Artificial  
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Computation: From Neuroscience to Technology: International Work-Conference on 
Artificial and Natural Neural Networks conference.  In the 1997 proceedings, researchers 
will find very useful information on NN.  Information can be found on: 
• understanding the biological foundations of neural computation 
• understanding tools and computational models of neurons and neural net 
architectures 
• learning capabilities and memory of the NN (known as Plasticity 
Phenomena) 
• complex systems dynamics 
• artificial intelligence in biological systems 
• NN simulation, emulation, and implementation 
• the methodologies required for proper data analysis, and task selection 
• use of NN in perception, communications, control, and robotics studies 
 
Numbers one, six, and seven above would provide a solid foundation for researchers 
interested in an intermediate knowledge of the operation, successes, and inherent 
limitations of NN.  A general treatment of neural networks can be found in Bishop’s 
fundamental text (1995). 
 
4.3.3 Computer, Statistical, and Mathematical Science 
The computer science NN community deal with a) conditions where NN uses may 
be in order b) alternate ways to optimize the NN outputs c) ways to speed up the 
processing time of the NN and d) comparisons of NN outputs with conventional 
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statistical techniques.  New activation functions, training mechanisms, and network 
architectures usually come from this community. 
 56
 
4.4 Use of Neural Networks in Climatology Studies 
Over the past decade or so, neural networks have also been used in climate 
research.  Malmgren and Winter (1999) explains that the potential utility of NN stems 
from their great ability to learn relationships between input and output signals.  The 
output signals may either be continuous or integer values, such as a number of predefined 
classes into which to assign the input values.      
 The networks have become quite useful because unlike traditional linear 
statistical models, they are able to simulate the nonlinearities inherent in the climate 
system.   Neural networks have been used in atmospheric and oceanic studies, in both 
observed and modeling studies, for both regional and global climate variability.  For 
instance, neural networks were used in forecasting climate change due to anthropogenic 
greenhouse gas and sulfur dioxide emissions (Walter and Schonwiese, 2003), forecasting 
ENSO events (Tangang et al., 1998) and in calculating infrared radiative fluxes 
(Krasnopolsky and Chevallier, 2003).  In oceanic studies, they have been used to predict 
the climate response from selected input parameters of a zonally averaged dynamical 
ocean model (Knutti et al., 2003) and in approximating  nonlinear interactions in wind 
wave models (Krasnopolsky and Chevallier, 2003). 
Krasnopolsky et al. (2002) have found that simulation of environmental processes 
may involve a large number of inputs which make the NN too complex and complicates 
the training.  Under these situations, a battery of smaller NNs can be used (e.g. Chevallier 
et al., 1998).  For a comprehensive review on the use of neural networks in 
meteorological and oceanographic research, refer to Hsieh and Tang (1998). 
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4.5 Advances in Neural Networks – Why use them? 
NN have had many advances over the past half century.  Below is a list of the 
progress that has been made in NN analysis: 
• Multilayered NN are now in use in many fields.  These multilayered NN are the 
generalizations of the modest single-layered NN. 
•  Several activation functions now exist for nodes.  Originally, only a sign function 
was used to determine if a particular neuron was activated or not (McCulloch and 
Pitts, 1943).  Now, many activation functions are currently in use including the 
hyperbolic tangent function (which produces output between -1 and 1), linear 
function (which is a weighted sum of signals), and sigmoid function (which 
produces output between 0 and 1) as well as the following activation functions 
based on probability density functions: 
o )sgn()( uuf = which produces binary ± 1 outputs 
o ( )
2
1)sgn()( += uuf  which produces binary (0/1) output 
o += )()( uuf  which produces a non-negative output 
 
• Nearly any relationship can be simulated with a reasonable architecture.  Engel 
(2001) has found based on previous experience that a large assembly of neurons 
can simulate the macroscopic properties of a complex physical systems as the 
collection of neurons is insensitive to many of the microscopic details in the 
system.  In fact, Sugihara and May (1990) explains that if deterministic rules 
dictate the system, then even if the behavior is chaotic, the future may to some 
extent be predictable from the behavior of the past states of the system that are 
similar to the present.  Hornik et al, (1990) has found that multilayered NN can 
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approximate functions.  What remains unknown is how to determine how large of 
an assembly of neurons is needed, what constitutes a good record of dynamical 
systems, and how many is a “suitable” number of hidden layers. 
• NN do not suffer from many of the constraints of other prediction techniques. 
• NN are flexible enough to accommodate various additional constraints, which 
may arise in application. (Krasnopolsky and Chevallier, 2003)   They can also be 
applied to more input data as long as the new data falls within the span of the 
training data (Wilby et al, 1998).  They can be trained to perform complex 
functions in a variety of applications, such as pattern recognition, identification, 






THE DIFFICULTIES IN ADAPTING NEURAL NETWORKS TO THE 
SHORTWAVE RADIATION PROCESS 
 
 
 As powerful and adaptable as neural networks are, they must be trained before 
they can be used successfully.  Unfortunately, currently, training is really just an ad hoc 
conglomeration of a bunch of small trial and error type corrections to a particular model 
architecture and/or dataset.  Among the many questions that need to be answered 
regarding the datasets are: 
• Is my chosen dataset representative of all possible combinations? 
• How many data points should I use to train the model? 
• What spatial separation should I use?  Temporal separation? 
• Should the data be evenly spaced or uneven? 
• Is a random subset of all the available data more advantageous to use than some 
systematic approach? 
• How many repetitions should I use? 
• Does my chosen subset span all possible values that I desire the neural network to 
learn? 
• Will adding more data help or hinder the training process?  
Next, one must consider the model architecture.  If a model is too complex, its 
results may not be generalizable to new data.  If the model is too simple, it may never 
fully grasp all of the nonlinear responses found in the training data.  Consequently, not all 
architectures can learn relationships in every dataset.   Unfortunately, choosing the 
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architecture is also a trial and error process.  Some questions that need to be considered 
are: 
• How many input nodes should I have?  Hidden layers? Output layers? 
• How many hidden nodes should I have in each layer? 
• Should the hidden layers be allowed to grow if necessary? 
• Should I stack multiple networks or should I use one large network? 
• If I want to use w hidden neurons in my network, will the network that has wi 
hidden neurons in i layers (where sum wi = w) perform the same as the network 
with one hidden layer with w neurons? 
• Should I use just a feed-forward network or should nodes in output (hidden) 
layers be able to affect the nodes in the hidden (input) layer during the next 
training cycle? 
In addition, model parameters must be set that govern the training speed and 
direction.  These parameters affect what I term model physics.  Below is a short list of the 
questions that must be answered in order to train the network.  Fortunately, some apriori 
knowledge is known about some of the physics parameters.  Still others must be 
determined by trial and error. The following questions need to be answered while training 
the network: 
• What should I set my learning rate to?  Is my learning rate optimal? 
• Should I use a momentum term?  A penalty term?   
• Should I let the learning rate decay?  The momentum term? 
• How do I ensure that my algorithm goes to the global minimum of the cost 
function and not a local minimum? 
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• What activation function should I use? 
• Should I scale unscaled inputs before proceeding or should I use the raw input 
values? 
• Should I use validating values? If so, should I set them or should they be picked 
at random? 
• Should I stop training at a certain percentage of correct validating values? Or 
after a fixed time step?  Or after the target error is reached? 
• Which input variable is mot important?  Least important?  Can the least 
important one be dropped?  Should the most important one be split up? 
As one can clearly see, it is a challenging task to train neural networks.  Without 
some sort of apriori knowledge, the task becomes frustrating as well.  However, this 
frustration should be endured because it only has to be done once.  The actual use of the 
network is instantaneous; only the training portion of the network is difficult. 
In this chapter, we attempt to answer some of these questions by using several 
different model architectures, model physics, and datasets to simulate the shortwave 
precipitation signal.  We will report on the challenges that we faced using each 
combination of architecture, model, and physics.  It is our desire that this chapter be used 
as a sort of quasi-manual as to the thought process necessary in complete training.  At the 
end of the chapter, we compare the different architectures and datasets and make 
conjectures as to when a certain type of architecture should be used. 
 There are a near infinite number of ways to choose the training dataset.  In this 
section, we choose three datasets to investigate insolation.  The first dataset (referred to 
as Dataset A) is reported every 5.625 degrees longitude, 5.55 degrees latitude, and x time 
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steps.  Dataset B has 9 latitudes, 12 longitudes, and 4 time steps (432 points).  Dataset C 
consists of 1 longitude, 2 latitudes, and 365 time steps (730 points). 
 Architecture 1 is set to five hidden nodes in one layer.  Architecture 2 has 15 
nodes in one hidden layer. Architecture 3 contains 2 layers of hidden nodes.  The first 
layer contains ten nodes and the second layer contains five.  Consequently, the six model 
runs are represented as run 1A, 1B, 2A, 2B, 3A, and 3B. 
 For these studies, the learning rate will be held constant at 0.600 and the 
momentum term is held constant at 0.800.  The training will stop when the average target 
error is less than 0.500 or after 20,000 cycles, whichever comes first.  
Input importance is calculated by summing the weights of the connections from 
each input node to the nodes in next layer.  The sensitivity is calculated by changing the 
value of each input in turn and adding the resultant changes in the outputs 
(http://www.easynn.com).  Since input importance is summed over the total number of 
nodes in the first hidden layer, it must be depended upon the model architecture.  
Moreover, since large networks have large numbers of hidden nodes (by definition), we 
would expect that the inputs in the larger networks have more importance than the same 
input in a smaller network.  This is a straight-forward deduction since the importance 
term is not normalized by dividing either by the total number of hidden nodes or by 
dividing by the standard deviation of the vector of input “importance”.  For example, 
none of the input importance values in a 3-x-z network can be compared with input 
importance in a 3-y-z (where x≠ y) because the importance is not reported on a unit basis.  
So, almost counter intuitively, an input with importance of say 100 over x=3 hidden 
nodes, is much more vital to the neural network than the same input with the same 
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importance in a network of say y=10 hidden nodes.  In the first network, the input had an 
average weight of 33.3 to each node whereas in the second network, the input averaged 
an anemic 10.0 weight to each hidden node.  But since networks are nonlinear,  
A β-fold increase in the number of hidden nodes may not necessarily lead to a β-





 In this section, we use two separate datasets to determine how sensitive input 
importances are to varying network architectures.  In model 1A, (32 latitudes, 64 
longitudes, 24 time steps, 5 hidden nodes, 1 hidden layer, and 1 output node) the time 
term is over 600 times more sensitive to changes in day than in latitude.  There is no 
sensitivity to changes in longitude.  This seems to suggest that the longitude can be 
dropped from the number of inputs.  However, in model 2A (9 latitudes, 12 longitudes, 4 
time steps, 5 hidden nodes, 1 hidden layer, and 1 output node), we see that the model is 
over six times more sensitive to changes in longitude than in both the time and latitude 
input terms.  In this architecture, every additional longitude (than latitude) represents a 
doubling of sensitivity whereas every additional longitude (than time) represents only 
0.75 times increase in sensitivity. 
In models 1B and 2B, where 15 hidden nodes were used instead of 5, the disparity 
between the sensitivities shrunk.  In model 1B, the sensitivities to each of the inputs were 
1:1:1.  This means that in a moderate network, changes in inputs are masked and 
weighted a lot in the hidden layer such that the signal that passes through is not directly 
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traceable to the input.  In model 2B, the NN is 25% more sensitive to the latitude term 
than to the longitude term.  It is not sensitive to the time term changes at all. 
 
 From this, we hypothesize two things: 
 
• There is a nonlinear relationship between sensitivity, number of training data 
points, and number of each level of training. 





5.2 Input Importance  
 
If we consider the input importance in model 1A, latitude is more important than 
time which is more important than longitude.  In model 2A, the order is reversed: the 
longitude term is more important than the time term which is more important than the 
latitude term.  Consequently, we conclude that:   
• Importance depends on the number of inputs. 
 
The input importance of model 1B is approximately 3:2:1 (latitude: time: 
longitude).  In model 2B, it is nearly 1:1:1 (latitude: time: longitude).   Since latitude is 
related to the solar zenith angle which is related to seasons, from the B architecture, we 
see that a network of at least 15 hidden can detect seasons.  
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5.3 To Scale the Target Output or Not to Scale 
 
The average scaled error for models 1A – 2B ranged from 0.08 to 0.20.  Though 
this is decent numerically, it is insufficient for use in radiation forecasting studies, since 
that range represents an unscaled error of 56 – 140 W m-2 (error = target-predicted / range 
of target output).  We may be able to improve upon these results by either adding more 
hidden nodes in an attempt to decrease the scaled error or by reducing the variability of 
the target output in an attempt to minimize the range.  In the next chapter, we analyze the 
errors acquired in using neural network output to simulate the solar radiation process.   
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CHAPTER 6 
ERRORS ENCOUNTERED BY USING A NEURAL NETWORK TO MODEL 
CLIMATE 
 
6.1 Possible Errors in the Methodology 
 One of the biggest issues with replacing a physical parameterization with an 
empirical one is that one may achieve the correct final result for the wrong reasons.  
While we recognize that the insolation values we get using a neural network are achieved 
using a completely statistical process, we suggest that this should not cause the 
climatologist to abandon this process.  For we believe that the ends may justify the means 
if a reduction of processing time is achieved without sacrificing accuracy. 
 One must consider the problem to be solved before deciding whether to apply a 
statistical procedure.  If some apriori knowledge is available, it may be beneficial to use 
neural networks for the part of the problem that is well-posed.  On the other hand, one of 
the utilities of neural networks is their usefulness in uncovering relationships that may be 
hidden from the naked eye.  This may come in handy in any study that is diagnostic in 
nature. 
 However, we do not suggest blindly applying neural networks to problems 
without first clearly defining the problem.  For one, there are numerous variables that 
must be considered before analyzing using a neural network.  Some of which include 
setting the number of hidden layers, the number of neurons in each layer, the learning 
rate, the momentum term, and the activation function.  Due to the nonlinear nature of 
neural networks, no architecture will be able to uncover the relationship that is inherent in 
every dataset.  It may be possible that a smaller, simpler network is more accurate in 
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analyzing a dataset than a more cumbersome complex network.  Currently, trial and error 
is the best way to find this out.  In the previous section, we provided some hypothesis as 
to how to choose a network architecture to fit our solar insolation problem. 
 While we concentrated on simple architectures, there are a near infinite number of 
architectures that could have been created and tested.  For instance, we could have tested 
the results of a multi-dimensional network where the output of one network becomes the 
input of another network. We could have included many more nodes and/or hidden layers 
in our analysis.  We could have even created a tower network such that each mini-
network is responsible for some natural subdivision of the entire data.  (For instance, a 
system of 12 linked networks, each of which found the insolation for a given month).   
The results from this chapter are from a quasi-towering neural network system 
where three independent neural networks were used to calculate the insolation in 
December, January, and February separately.  These weights were used in the global 
climate model at each of two latitudes, whenever the climate model was in December, 
January, and February.  Four samples were taken per day to train the neural network.  
There are 72 time steps for each day in the climate model.  Because the neural network 
only trains within the range of the inputs, all outputs which had time of day set to greater 
than 0.75 was set to 0.75.  Despite this, we recognize that our network is only feasible 
under certain distinct parameters.  For one, we set the eccentricity factor of the earth to a 
constant value in our training.  This implies that the neural network’s outputs should not 
be used to analyze paleoclimate.   
 Another issue of using numerical modeling is the possibility of obtaining an 
increasing error function.  For instance, ARMA predictions are a function of the timestep 
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used.  In an AR(p) model, every prediction after the pth one will all be based on no 
training data but solely on predicted values.  This may lead to increasing errors far away 
from the original time series.  Forecasting with neural networks is based on empirical 
functions with no temporal term (unless the time term was an input term).  Therefore, 
errors can not propagate through time.   
 Finally, the effects of the error may be more pronounced based on spatial 
distribution.  For instance, midlatitude radiation errors are likely to manifest themselves 
in an altered positioning of the winter storm tracks.  Polar radiation errors may have 
adverse affects on sea level, stratosphere-troposphere exchange, and coastal flooding.  
Tropical radiation errors may affect the Hadley and Walker circulation cells which affects 
ocean transport.  They also can affect the frequency and strength of tropical storm 
systems.  In this study, midlatitudes points were chosen to study the variations in 
circulation patterns.   
 
6.2 Errors in the Training Data 
6.2.1 December Errors  
 Figure 6.1 shows Baltimore’s (39.3ºN, 256.62ºE) six-hour errors of the training 
data in the solar insolation dataset for the month of December.  Solar insolation on 
December 1st was nearly 7 W m-2  off target.  By December 3rd, the errors had decreased 
drastically.  Afterwards, for the rest of the month, the errors are much less variable and 
seem to oscillate around 2.5 W m-2.  However, we created a daily error graph by 
averaging four consecutive six-hour errors (figure 6.2).  Notice here, that even though the 
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hourly error variability was high when the neural network began, the daily error for 
December 1st was a little more than 3 W m-2.  
 Daily December errors seem to follow sinusoidal trends.  Errors decrease from 
days 1-4, 8-13, and 20-31 and increase from days 4-8 and 13-20 (Figure 6.2).  By 
averaging the daily errors in figures 6.2, we calculate an overall monthly solar insolation 
error of 2.469 W m-2.  This amount of error is acceptable in interannual or longer 
timescale climate studies.  Unfortunately, this methodology should not be used for 

































Figure 6.1 Errors between the solar insolation at the top of the model atmosphere using a 
physical parameterization scheme and a NN output.  The data is over Baltimore (39.3ºN, 
256.62ºE) for the month of December.  Errors were calculated four times per day: 

























Figure 6.2 Daily radiation errors over Baltimore calculated by averaging the four six-hour 
errors that correspond to each day in figure 6.1 
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Since every set of inputs within the range of the training data has its own unique 
mapping, the errors at one location may differ from errors in another location in 
amplitude, phase, or overall shape.  For instance, the errors were calculated for an area 
2.8 degrees north of Baltimore on the same longitude (figures 6.3 and figures 6.4).  (This 
area, labeled Region Q, was chosen to represent a neighboring grid point in a global 



































Figure 6.3 Same as figure 6.1 but for a region 2.8 north of Baltimore (42.1ºN, 256.62ºE).  

































Figure 6.4 Same as figure 6.2 but for Region Q 
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 Errors in this region have large variability in the beginning and end of the month 
and are smaller in the middle of the month (figure 6.3).  However, all of the daily errors 
are less than 2 W m-2 (figure 6.4).  The overall monthly error in Region Q is 0.338 W m-2.  
Consequently, the network appears to have more skill generating the solar insolation in 
this region than in the city of Baltimore. 
 We believe this discrepancy is due to the format of the training data.  For each 
input node, the Baltimore input data was fed to the network first while Region Q’s input 
was fed only after the Baltimore data was used.  By feeding the input data randomly, we 
believe that this bias can be removed. 
   
   6.2.2 January Errors  
 A new neural network was trained for January data.  The resulting network was 
then concatenated to the December net.  (New nets were used for each month so that we 
could isolate the months with reduced skill.)  The January NN tends to overestimate 
Baltimore’s radiation (figures 6.5 and 6.6).  However, the errors become smaller but 
more variable as the month progresses.  Baltimore’s overall monthly error was -8.239 W 
m-2.   We would expect large errors in radiation parameters in January with possible 























































Figure 6.6 Same as figure 6.2 but for January 
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 A similar pattern is noticed in region Q.  But even though the patterns are similar, 
the magnitudes are smaller.  Region Qs maximum negative error is nearly 12 W m-2 
(Figure 6.7) while Baltimore’s maximum negative error was nearly 17 W m-2. However, 
by day 17, the region Q’s solar radiation is nearly identical to the target output (figure 
6.8) while radiation was still being overestimated in Baltimore by nearly 7 W m-2.  Even 
with a different network, the same outcome was noted: Baltimore errors were typically 
larger than Region Q’s errors.  This is more evidence that input data should be fed to the 
network in a random fashion.  Errors in Region Q’s January radiation was only -0.305 W 



































































           Figure 6.8 Same as figure 6.4 but for January 
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6.2.3 February Errors  
 February errors in Baltimore City are highly variable and stay so until about Feb 
18th (Figure 6.9).  At this point errors seem to oscillate about 2 W m-2.  Unfortunately,  
errors in the beginning of the month are nearly three times this amount.  So, even though 
the network’s error continued to decrease during the month, and there were 18 days of 
“small” errors (Figure 6.10), the overall monthly Baltimore error was 2.320 W m-2. 
Region Q’s six-hour errors were more sinusoidal in nature.  During the first half 
of the month, the network oscillated between positive and negative errors at neighboring 
time steps (Figure 6.11).  The result is a small positive daily error from February 1-7 and 
from February 22-28 (figure 6.12).  As the overall trend increases, we see an oscillation 
between small and large positive errors (figure 6.11) leading to a bell-curve shape from 
































































































































Figure 6.12 Same as figure 6.4 but for February 
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6.2.4 Monthly and Seasonal Errors 
 Figure 6.13 summarizes the monthly errors for both Baltimore City and region Q.  
In all three winter months, Baltimore errors are larger than region Q.  This is because of 
the formatting of the input data.  In future atmospheric studies, in order to reduce these 
biases, inputs should be fed to the network randomly.  Interestingly enough, the winter 
season average for both regions is less than 2 W m-2. (Baltimore has a seasonal error of -
1.1502 W m-2 and region Q’s error is -0.305 W m-2.)  This suggests that mean DJF 
climate variables in a modified NN global climate model run should be nearly identical to 
the climate variables in a control global climate model.  In the next chapter, we test this 
theory. 
 



















Baltimore, MD 42.1 N, 256.62 E
 
Figure 6.13 Monthly and Seasonal Radiation Errors at the top of the atmosphere.  The 





MODELING MEAN CLIMATE FROM A NEURAL NETWORK LIKE CAM2 
MODEL RUN 
 
 In the previous section, we were able to show that by using a neural network, we 
could simulate the solar insolation to within two degrees at two different geographical 
midlatitude locations.  Consequently, we assume that for some time series data, there is a 
given network architecture (or combination of neural nets acting on subsections of the 
time series) that can simulate the insolation to within 2 ± ε degrees when averaged over 
monthly or seasonal data. 
   At Region Q, the error was less than 0.5 W m-2.  In Baltimore, the error was 
actually less than 1.5 W m-2.  In each neural net, Baltimore’s data was fed first into the 
model which meant that the network was initializing itself on the Baltimore data.  After 
the connections were established between input, hidden layer(s), and outputs, then the 
network began to process Region Q’s data.  Consequently, we deduce that if we were to 
generalize this method to finding the insolation at any grid point Ω, then it is better to 
include a set of initializing data above the desired region’s time series.  By the time, the 
network reaches the desired inputs; it should be much less variable than when initially 
starting out. 
 Granted, some networks may overestimate insolation and others might 
underestimate it.  There is no constraint on this possibility. Taken in this context, each 
grid point’s error is a function of only its data.  In other words, each error is independent 
of every other error.  So, we can consider the spatial map as a conglomeration of nlat x 
klon errors.   
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In this next study, we consider an extreme case.  We can safely assume that the 
predicted insolation will be within 2 ± ε degrees of the current insolation values.  Since 
the errors are independent, the ε that must be inputted into a global climate model is a 
function of both latitude and time.  In our study, we set ε such that the difference between 
the target and predicted output is at least 1 W m-2.  That is, in our run there was less 
insolation in the simulated network run than in the control run by nearly 1 W m-2.  We 
ensured that some decrease in insolation was evident by first manually reducing the solar 
constant by 5 W m-2 and then secondly, by reducing the overall insolation manually by 
2.5 W m-2.  Whereas the solar constant, SOLIN, in the control case was calculated as: 
 
µρ cos** 2−= SCONSOLINC     (7.1) 
 
where SCON is the solar constant, ρ-2 is the eccentricity factor, µ is the zenith angle, the 
insolation in this study was calculated as:  
 
( )( ) 5.2cos**5 2 −−= − µρSCONSOLIN N    (7.2) 
Such that  
( )( ) 5.2cos**5 2)( += −− µρNCSOLIN     (7.3) 
 
It is evident that the differences in insolation in the two runs are modulated by the 
cosine of the zenith angle term.  Consequently, the errors along a latitude belt seem to 
oscillate as a cosine function (figure 7.1).  In addition, since µ depends on the day of the 
year (which affects the earth’s distance from the sun), we would expect greater insolation 
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differences in the seasons where the earth is closest to the sun (summer and winter).  
Indeed this is what we see in figure 7.2.    
The differences in all-months range from 1.22 W m-2 at the South Pole and 
increase to over 1.27 W m-2 at the North Pole.  Generally speaking, the northern 
hemisphere subpolar region’s difference was between 1.26 and 1.27 W m-2 while the 
difference in the tropics and midlatitudes was between 1.25 and 1.26 W m-2.  In the 
Southern Hemisphere, the subpolar difference is between 1.23 and 1.24 W m-2 while the 
differences in the tropics and midlatitudes is between 1.24 and 1.25 W m-2. 
 In the winter and summer, the differences are over 2.5 W m-2 in the polar regions 
in that hemisphere’s winter with 1.5-2 W m-2 differences in the midlatitudes and small 
differences (1.25 W m-2) throughout the other hemisphere.  In the northern (southern) 
hemisphere spring, differences of up to 1.5 W m-2 exist from the southern (northern) 
hemisphere’s subpolar latitudes pole to 30ºN (30ºS) with 1-1.25 W m-2 differences from 






























































































By the time the sun’s rays reach our planet 93 million miles away, even small differences 
in the solar flux are magnified at the top of out atmosphere.  In this case, the average 1 W 
m-2 difference in solar flux has manifested itself as a 7-9 W m-2 error off the coast of 
Asia, in northwest Canada, in Australia, and small regions in the ITCZ zone.  At this 
level, changes in signs of the forcing become evident (Figure 7.3). 
 In Northern Hemisphere winter, the southern hemisphere is most affected by 
changes in the solar flux (figure 7.4).  Oceanic regions along 20-40ºS and 50-70ºS seem 
to most affected with differences of 20-40 W m-2.  Several land areas are also affected.  
They are: the region south of the Amazon Rainforest, India, sub-Saharan Africa, and 
Australia.  As expected the regions with the largest differences of energy at the top of the 
atmosphere corresponds to the regions with the largest solar insolation differences. 
 There are much larger areas of large differences in boreal summer.  There are 
large differences (from 40 W m-2) along 60-70ºN from Alaska to Europe.  Once again, 
the altering signs of the difference are a manifestation of interpreting the zenith angle into 
the flux.  Although most of the differences exist in the northern Hemisphere, there is a 
band between 10-30ºS stretching from the Pacific to Africa that has substantial 






















































































































 As shortwave radiation passes through the atmosphere, some of the energy is 
absorbed in different atmospheric layers.  Similarly, some of the radiation never enters 
the energy budget; rather, it is reflected back to space.  Most of the absorption, however, 
is done by ozone in the stratosphere and to a lesser degree, stratospheric water vapor.  
The energy that impinges upon the surface is the difference between the total radiation at 
the top of the atmosphere and the integrated sum of the radiation absorbed in the 
atmospheric layers and the radiation reflected back to space.  A portion of the downward 
solar flux that impinges upon the surface is reflected back to space by the surface.  This 
number varies greatly depending on the type of surface (land or sea) and if land, the type 
of land (desert regimes through densely populated vegetation) and if vegetated, the types 
of vegetation.  The net solar flux, FSNS, then is the total downward solar flux minus the 
reflected energy at the surface.  Figure 7.5 shows the differences in FSNS using all 
available months of data.  We see that there are two dominant zones of differences in flux 
at the surface.  One is from 30-40 ºN and the other is from 20-30 ºS.  In addition to these 
bands, a region off the coast of Asia and southwest Australia both have differences 
upwards of 10 W m-2 but of opposite signs. 
 Even though there are so many patches of what seem to be significant flux 
differences at the surface, there are no significant regions of flux change.  Figure 7.6 is a 
plot of the confidence of the differences based on a student t-test used at every grid point.  
It clearly shows that there is little confidence in rejecting the hypothesis that the two 
means are equal. 
 On the other hand, there are numerous small regions of significant change in all 
seasons (figure 7.7).  Figure 7.8 shows the mean seasonal differences.  What is interesting 
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in comparing figures 7.7 and 7.8 is that several locations shaded white in figure 7.8 
because of apparent small differences are statistically significant.  This is the case in the 
Northwest United States, and in northeast Asia in DJF, in the Arctic Ocean from 150-
170ºE and in pockets of Antarctica in MAM, off the southern tip of South America and 
southern Australia in JJA, and in western Antarctica in SON.  This suggests that even 
though the magnitudes of changes in the Polar Regions are small, they are still quite 






































































































































































































7.1 How does this Affect Tropospheric Climate? 
 Because the atmosphere is coupled with the land and the ocean, and the 
atmosphere itself is a coupled radiative and dynamic system, local changes in radiation 
do not necessary manifest themselves as local changes in radiative fields, such as 
temperature.  What this means is that when anomalous climate is generated, it is 
necessary to trace a number of scenarios to determine what caused the changes. 
 In our cases, by design, we know that there is additional radiative energy in some 
locations and a lack of energy in others.  We can determine changes in the tropospheric 
climate by first determining the amount of energy stored in the surface.  A schematic of 




) can be 
determined by analyzing the sensible heat flux (SH), latent heat flux (LE), net solar 
radiative flux at the surface (RS), and subsurface horizontal transport of energy ( eoF∆ ) as 
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7.2 Statistics of Several Tropospheric Variables 
7.2.1 Surface Temperature 
The differences in the surface temperatures are shown in figure 7.11.  The average 
temperatures have differences of at least 1K in about eight broad regions globally.  The 
neural network output is warmer than the control case in northern Canada, eastern and 
Western Australia, the Norwegian region, and in central Asia.  The control was warmer 
in northwest North America, north Asia, and central Australia (figure 7.10).  However, 





































































































Significant surface temperature differences become evident in seasonal data 
(figure 7.12).  What is clear in analyzing the MAM vs. JJA plots is that the polar region 
errors in the MAM plot seems to be of the same shape but opposite sign of the errors of 
the JJA polar plot.   
There also seems to be an equatorward propagation of surface temperature over 
North America.  In DJF, there is a broad region of warmer than normal surface 
temperatures over the northern United States and southern Canada sandwiched by two 
regions of cooler surface temperatures in northern Canada and central and southwest 
United States.  In the following season, the warmer temperatures are over the entire 
Arctic up to the European continent and over southeast US.  The cooler temperatures are 
sandwiched in between over northern US and southern Canada.   
In the summer, the broad regions begin to break up as the warmer arctic 
temperatures push into central US, splitting the cooler temperatures into two distinct 
region in the eastern and western.  In the fall, there seems to be a zonal shift eastward of 
the regions to reform and regain strength the following winter. 
This hypothesis is supported by figure 7.13 which shows the confidence level in 
each season.  The differences are significant in each season over North America and the 
Polar Regions at the 99% level.  In addition, the regions over central Asia and below the 

































































 What we show then is that there are eight or nine regions with large differences in 
surface temperature, but there are many regions with statistically significant, small 
temperature differences depending on the season.  Figure 7.14 shows the surface 
temperature globally, over land and sea, and at a number of selected locations.   Surface 
temperatures at other locations (and other tropospheric variables) for each model run are 
given in Appendix C.  
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Figure 7.14  Surface Temperature at Selected Locations
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In addition to studying the surface temperature in the time domain, we investigate 
the signal in the frequency domain.  The plot the climatology-removed periodogram of 
the signal suggests that the global temperature is mainly determined by its annual cycle.  
Indeed, there are very few frequencies with significant power at the 90% significance 
level and none at the 95% level (Figure 7.15).  In the current climate model, the surface 
temperature has significant (90% level) power on a number of intraannual periods (5.6 
months, 3.8 months, and 7.1 months).  In the modified run, the intraanual power in the 
7.1 and 5.6 runs of the control run were aliased into an approximate 2.1 month signal. It 
is not clear as to why the lower frequency was aliased into the higher frequency terms.  
We hypothesize, however, that since there is significant power on an 8-month period in 
the differenced temperature dataset, then the effects of the anomalous energy put into the 
system may only last for a few months to a year at most.  After that time, the mean 
changes tend to zero by the law of large numbers.   
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Precipitation is one of the noisiest variables in nature and consequently is also one 
of the hardest to simulate in a global climate model.  The frequency spectrum of 
precipitation shows significant power on many time scales, from hourly to daily to 
interannual to interdecadal and longer.  Moreover, precipitation is created both through 
radiative and orographic processes locally and through dynamic processes on mesoscale 
(a few to several hundred kilometers) and synoptic (many hundreds of kilometers) spatial 
scales.  Therefore radiative variables such as latent heat flux, relative humidity, and 
temperature and dynamic variables such as vorticity and zonal wind speed all can affect 
the intensity, duration and amount of a particular precipitating event.  Furthermore, 
chemical variables such as number and type of suspended hydrophilic particles also play 
a major role in accumulating enough atmospheric energy necessary to rain. 
 Changes in radiation may not cause changes in rainfall.  Similarly, changes in 
rainfall may be caused by any number of factors.  Because rainfall is so noisy, we make 
no deduction as to the origin of the precipitation differences.  We present, however, the 
all month global average along with its confidence, the seasonal global averages with 
their confidence, monthly precipitation at selected locations, and all-month spectral 

































































































































































































Figure 7.21    Precipitation at Selected Locations
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 Figure 7.16 outlines the locations with precipitation differences.  As expected, the 
area with the largest magnitudes of differences is in the tropical region.  Note that in the 
tropical region, areas of increased precipitation are next to areas of decreased 
precipitation.  This pattern is indicative of changes in the atmospheric circulation, not of 
local radiative effects.  The precipitation anomalies are forced by changes in the 
circulation regimes that meridionally transport heat and moisture: the Hadley and Walker 
circulation cells.  However, there is very little confidence that the differences noted 
across the globe are physically manifested and not a product of integrating random 
system error (figure 7.17). 
 When we consider a seasonal analysis, we see that there are numerous regions 
with significant precipitation changes across the globe (figures 7.18-7.19).  This is 
because the dominant signal in the periodogram of modified signal is a quasi-seasonal ~2 
month period (figure 7.20).  Figure 7.21 shows precipitation at several locations across 
the globe. 
 
7.3  Is Precipitation Errors Within Internal Variability Range? 
 How much of the error generated in the neural network like model run is due to 
changes in the radiation field and how much is due to internal model variability?  To test 
this, we ran a separate model run, similar to the original control run.  We used the same 
initial conditions as in the control except the sea surface temperature was slightly 
perturbed.  Tropical sea-surface temperatures (20N-20S) were increased by a random 
amount from a gaussian distribution with mean 0.1 and variance 0.05.  The model was 
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run from 1979-1984, the precipitation field was averaged over all months, and the 
























































































 According to figures 7.22 and 7.23, the internal variability in the model can 
causes differences of over 3 mm/day in precipitation in the tropical Pacific.  But, 
differences in precipitation are not confined to the tropics.  In fact, precipitation 
differences of 1.5 mm/day are evident throughout the entire midlatitude regions.  This 
seems to suggest that the precipitation errors generated in the neural net like model run 
are within the model's own internal variability.  In chapter 9, we show a neural network 
methodology that simulates the solar insolation almost perfectly.  
 
7.4   Conclusions 
Altering the solar insolation by 2 or 3 W m-2 or so has minimal affect on mean 
tropospheric climate.  Some substantial differences are noticed in the net solar flux at the 
surface, but these big differences are not seen in the surface temperature.  In regions 
where the surface temperatures are small, most of the energy is either stored in the 
surface, transported out of the vertical atmospheric column below the surface, or is 
distributed vertically through the latent heat term.  Where the temperature differences are 
large, the sensible heat term may dominate since sensible heat flux is a function of the 
vertical transport of temperature.  Overall, the temperature aloft is nearly identical in both 
model runs. 
It is hard to trace changes in the precipitation field back to some radiative forcing 
(in this case, altering the solar insolation) because the variable is so noisy.  The patchy 
difference plot seems to suggest that changes in atmospheric circulation are most 
responsible for changes in total precipitation.  There is no reason to believe that 
significant amounts of “anomalous precipitation” will occur over the regions with the 
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largest differences in solar flux.  Unlike with the temperature variable, which has a direct 
role in the energy budget (radiation hits the surface, warms up the surface, and is 
reemitted as sensible or latent heat flux) local effects of precipitation are a function of the 
latent heat flux.  The latent heat depends on the vertical transport of moisture which 
implies that altering the net solar radiation at the surface should only affect the 
convective precipitation.  Even though convective precipitation is dominant in the 
tropical regions of the world, in the midlatitudes, large-scale precipitation dominates (e.g. 
cyclones, storms, thunderstorms, squall lines, etc.)  This means that changes in the 
convective precipitation (which is how the vertical transport of moisture is used) are not 
important outside of the tropics.   
Again, these results are generated from a worst-case scenario experiment of using 
neural network outputs in the global climate model.  If the input data is fed to the neural 
network with initiating data, then the magnitude of the differences between the neural 
network derived solar insolation and the control run should be less than 1 W m-2.  In this 
study, we allowed for changes of 5 W m-2 of the solar constant and an additional 2.5 W 
m-2 from the solar insolation term.  It is clear that using a neural network output will not 
affect the overall mean tropospheric climate.  
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CHAPTER 8 
MODELING EXTREME CLIMATE FROM A NEURAL NETWORK LIKE 
CAM2 MODEL RUN 
 
8.1.  Climate Variability Background 
8.1.1 El Nino – Southern Oscillation (ENSO) 
 According to the Encyclopedia of Atmospheric Sciences, the El Nino – Southern 
Oscillation (ENSO) refers to a planetary-scale climate phenomenon that is inherently 
caused by interactions between the atmosphere and the ocean. Historically, El Niño refers 
to unusually warm ocean temperatures that occur every 2–7 years around Christmas time 
along Peruvian coast, extending into equatorial eastern and central Pacific Ocean.  It is 
the leading mode of global interannual variability since its teleconnections can disrupt 
weather patterns around the globe via the redistribution of vorticity from the tropics to the 
extratropics by atmospheric planetary waves.  
The Southern Oscillation is a perturbation about a thermally driven east-to-west 
circulation of the tropical atmosphere across the Pacific Ocean.  The warm western 
tropical Pacific creates a low surface pressure which causes moisture-laden air to 
converge into the region which causes cloudiness and heavy precipitation in the region.  
This rising warm air descends into the cooler eastern tropical Pacific which results in 
high surface pressure, divergent flow, and little rainfall.  These motions – rising in the 
west, sinking in the east – are connected through easterly trade winds near the surface and 
a westerly wind aloft, forming the Walker Circulation. 
When the sea surface temperature in the eastern Pacific is warmer than normal, 
the east-west temperature gradient is reduced and the easterly trade winds weakened 
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which produces a weak Southern Oscillation (a negative phase).  The opposite is true 












Figure 8.1 Signature of the warm phase of the El Nino Southern  






8.1.2. North Atlantic Oscillation (NAO) 
 Whereas ENSO is a Pacific phenomenon, the NAO is a North Atlantic 
phenomenon.  A detailed introduction of the NAO is provided by Hurrell and others in a 
number of papers (Hurrell, 1995; Qian, 2000; Slonosky, 2001).  Unless otherwise stated, 
all of the information provided below in this subsection is from the comprehensive 
overview provided by Hurrell in the Encyclopedia of Atmospheric Sciences. 
The NAO refers to a north-south oscillation in atmospheric mass with centers of 
action near Iceland and over the subtropical Atlantic from the Azores to the Iberian 
Peninsula.  Even though, the NAO is evident all year long, its amplitude is largest during 
boreal winter.  For instance, from December to March, the NAO accounts for over 1/3 of 
the total variance in North Atlantic sea-level pressure.   
 The difference in sea level pressure between the positive and negative phases of 
the NAO can range up to 15 hPa.  During the positive phase, anomalous high pressure 
south of 55ºN interacts with low Arctic pressure.  Consequently, this phase of the 
oscillation is associated with stronger than average westerly winds across the Atlantic 
midlatitudes onto Europe, with anomalous southerly flow over the eastern United States 
and anomalous northerly flow across western Greenland, the Canadian Arctic, and the 
Mediterranean. 
 NAO impacts can be felt throughout the North Atlantic basin.  For instance, 
surface air and sea temperatures in North America, Arctic, Eurasia, and the 
Meditteranean are significantly correlated with NAO variability.  When the NAO is in its 
positive phase, increased westerlies bring warm, moist maritime air to Europe while 
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strong Greenland and Canadian northerlies decrease sea surface and land temperatures 
over the northwest Atlantic.  Similarly, the Middle East and North Africa cooling and 
North America warming are associated with the anticyclonic flow over the subtropical 
high pressure center. 
 Changes in the mean circulation can cause changes in the number and intensity of 
storms and their path.  Generally speaking, during positive NAO-positive winters there is 
a northward shift in the Atlantic storm activity, enhanced activity across Iceland into 
northern Europe and a modest decrease in activity from the Azores across the Iberian 
Peninsula and Mediterranean (see figure 7.3).  
 Changes in the mean flow and storminess can cause changes in the transport and 
convergence of atmospheric moisture and thus the distribution of evaporation and 
precipitation.  Evaporation minus precipitation (E-P) is on the order of 1 mm day-1 over 
much of Greenland, central and southern Europe, the Mediterranean, and parts of the 
Middle East, whereas more precipitation than normal falls from Iceland through 
Scandinavia during high NAO index winters.  
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Figure 8.2  Signature of the North Atlantic Oscillation using all available months of sea 
level pressure data (downloaded from 
http://www.nssl.noaa.gov/users/rabin/public_html/nao.jpg) 
 
 Similar to the atmosphere, the ocean has certain characteristics associated with 
NAO phases.  The leading pattern of SST variability during winter consists of a tripolar 
structure marked by a cold anomaly in the subpolar North Atlantic and subtropical 
anomaly between 30ºN and the equator and a warm anomaly in the midlatitudes centered 
near Cape Hatteras.  Consequently, SST anomalies are driven by changes in the surface 
wind and air-sea heat exchanges associated with NAO variations. 
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 The impacts of NAO do not only affect surface variables.  Rather, its changes are 
significantly correlated with changes in the strength of the winter polar vortex in the 
Northern Hemisphere’s stratosphere.  There is a see-saw in mass between the polar cap 
ad the midlatitudes in the lower stratosphere, similar in appearance to the NAO see-saw 
centers of action but much more zonal in nature.  When polar geopotential heights are 
low, nearly all midlatitudes heights are higher than normal.  When this happens, the polar 
vortex is anomalously strong and cold. The annular character of this oscillation (termed 
the Arctic Oscillation, AO) reflects the vertically coherent fluctuations throughout the 
Arctic.  
Even though the NAO is the leading mode of regional SLP variability in the 
Atlantic (Ambaum et al., 2001; Qian et al., 2000) and the second mode of sea level 
pressure in a complex EOF (Barnett, 1985), the AO is the leading mode of hemispheric 
variability.  Much discussion has taken place to determine whether the NAO and AO are 
one in the same or two different phenomenon (i.e. Thompson, 1998; Wallace, 2001; 
Deser, 2000; Ambaum, 2001).  There is not yet a consensus in the atmospheric 
community as to which side is correct.   For the purpose of this discussion, we consider 
the NAO and AO to be two different, yet related events.  That is, comparisons made for 
NAO positive months will be made for those months which have a positive value of an 
NAO index.  Similarly, positive AO comparisons will be made using months with a 





8.1.3. Arctic Oscillation (AO) 
Thompson and Wallace (1998) defined the Arctic Oscillation as the first EOF of 
the mean wintertime sea-level pressure (SLP) from 20°N poleward.  It is a well-defined 
naturally occurring mode of variability, which may be recovered using tropospheric data 
or a combination of tropospheric and stratospheric data (Baldwin and Dunkerton, 1999).   
 
Figure 8.3 Signature of the Arctic Oscillation using all available months of sea 
level pressure data 
 
The AO is robust (meaning it is insensitive to the details of the calculations 
performed on the data used to identify it (Baldwin and Dunkerton, 2001)) and is best 
summarized as having one center of action over the Arctic region, displaced toward 
Greenland, and an opposing ring at midlatitudes with prominent features over both the 
Atlantic and Pacific oceans (Ambaum et al., 2001; Baldwin and Dunkerton, 1999; 
Baldwin and Dunkerton, 2001; Deser, 2000).  When pressure is low over the pole and 
high in the subpolar belt, abnormally strong westerlies show up north of 45 ºN. The 
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westerly anomalies are accompanied by easterly anomalies which are centered on 35ºN 
but extends into the tropics at low levels, where they can be viewed as a strengthening of 
the trades. The trade strengthening occurs mostly in the Atlantic sector, but there is a 
small Pacific contribution as well. The tropical easterlies extend from the surface to the 
jet stream level, and westerly anomalies overly the easterlies at high levels in the deep 
tropics. So the high phase of the AO (low pressure over the pole) is accompanied by cold 
temperatures over eastern Canada and Greenland, while warm conditions prevail over 
Siberia and the United States in the subpolar belt. 
  This annular AO is a result of internal dynamical feedbacks with the climate 
system, and as such can show a large response to rather modest external forcings 
(Hartman et al., 2000).  Hartmann et al. (2000) and Thompson et al. (2000) suggest that 
since atmospheric climate models can simulate the observed structure, amplitude, and 
time series of the tropospheric AO by specifying the atmospheric composition and 
boundary conditions, the AO itself is free (meaning that it will occur in the absence of 
any external forcing).  This also suggests that the AO is a real physical structure and not 
just a consequence of the EOF analysis used to define it. 
 The AO is hemispheric in nature (Thompson and Wallace, 1998) and transcends 
many different time scales (Hartmann et al., 2000; Ambaum et al. 2001).  Wallace (2000) 
has shown that the AO is observable on intraseasonal and interannual time scales while 
Hurrell (1995) explains that quasistationary planetary waves in the atmosphere produce 
spatially coherent large patterns of anomalies in local surface variables on interannual 
and longer time scales.  Thompson et al. (2000) suggest that the AO is prominent over a 
wide range of frequencies in all seasons because its zonal symmetry does not require 
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local sources and sinks to counteract local tendencies induced by advection.  Even though 
the AO is evident throughout the year in the troposphere, its amplitude and meridional 
scales are somewhat larger during the cold season (Thompson and Wallace, 2000). 
 Not to be confused with the well-studied North Atlantic Oscillation (NAO), the 
annular character of the AO is more of a reflection of the dominance of its Arctic center 
of action than any coordinated behavior of the Atlantic and Pacific centers of action 
(Deser, 2000).  The NAO, usually represented by sea level pressure anomalies of 
opposite sign between the Icelandic low and the tropical North Atlantic (Barnett, 1985), 
is a response to regional forcing over the North Atlantic.  Because of its emphasis on 
atmosphere-ocean interaction, it is suggested that the AO is best studied on interannual 
time scales and longer.  But because it transcends geographic and time scale 
classifications, it is useful in predicting climate and in studying polar, stratospheric, and 
atmospheric dynamics (Wallace, 2000).  Some researchers, like Deser (2000) and 
Higgins et al. (2000), suggest that the AO encompasses the NAO.  Deser (2000) asserts 
that the leading EOF includes the leading EOF of each of its subdomains.  In fact, the AO 
is nearly indistinguishable from the NAO in the Atlantic sector (0.95 temporal 
correlation) in monthly data (Deser, 2000).  Hurrell (1995) found a correlation between 
the first mode of SLP and a NAO index of 0.91.  The NAO and AO are highly correlated 
because of their overlap in the Atlantic sector (Ambaum et al., 2001).   
     The AO signature is found not only in SLP, but in other tropospheric variables as 
well.  Thompson et al. (2000) found an AO contribution in Northern Hemisphere 
wintertime trends in surface air temperature (SAT), precipitation, total column ozone, and 
tropopause height, all of which are well defined.  Thompson and Wallace (2000) found 
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that the leading mode of month-to-month variability in geopotential height is 
fundamentally zonally symmetric.  Enfield and Mestas-Nunez (1999) suggested that the 
third mode of the detrended non-ENSO complex EOF in sea surface temperature (SST) 
anomaly is the AO.  Likewise, Yasunaka and Hanawa (2002) found the second EOF of 
SST to have an elongated zonal signal in both the North Atlantic and North Pacific.  This 
signature is very similar to the AO.  Thompson and Wallace (1998) even found the AO 
signal in springtime SAT.  
The AO is not confined to a zonal or meridional propagation, but can propagate 
vertically.  Thompson and Wallace (1998) suggest that the AO is important because of 
the structural resemblance to the dominant mode of circulation variability in the lower 
stratosphere.  Nikulin and Repinskaya (2001) found the second EOF of monthly winter 
total ozone anomalies in midlatitude Northern Hemisphere to be associated with the AO.  
Baldwin and Dunkerton (1999) found that the correlation between an AO index and 
zonal-mean temperature exceeds 0.9 at 150 hPa and 80°N, but stratospheric AO 
teleconnections only seem to exist in the active season (Thompson and Wallace, 2000).  
Hartmann et al. (2000) indicated that much theoretical and observational evidence exists 
to support the notion that the troposphere can drive stratospheric variability, but suggest 
that wave propagation, potential vorticity induction, and mass redistribution on the 
stratosphere can all drive the troposphere dynamically.  Baldwin and Dunkerton (1999, 
2001) also found a downward propagation of the AO signal through the tropopause in 
low-pass filtered (but not unfiltered) data.  Baldwin and Dunkerton (1999) suggest that 
the large stratospheric anomalies are precursors to changes in tropospheric weather 
 130
patterns.  In fact, Baldwin and Dunkerton (2001) found AO surface pressure to lag 





8.2.1 Observed Indices 
In our study, we use three observed climate indices easily downloadable from the 
internet.  The SOI index is used as an indicator of the ENSO phenomenon.  Persistent 
negative values of the SOI often indicate an El Nino phase.  The SOI index was 
downloaded from the Australian Government's Bureau of Meteorology's web page 










Pdiff = (average Tahiti Mean SLP for the month) - (average Darwin MSLP for the 
month) 
Pdiffav = long term average of Pdiff for the month in question 
SD(Pdiff) = long term standard deviation of Pdiff for the month in question. 
 
The mean sea level pressure from 1933 to 1992 was used to generate the long term means 
and standard deviations. 
The observed NAO index was downloaded from the National Weather Service's 
Climate Prediction Center's web site (http://www.cpc.ncep.noaa.gov/ 
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products/precip/CWlink/pna/nao.shtml).  The daily NAO index was constructed by 
projecting the daily (00Z) 500 mb height anomalies over the Northern Hemisphere onto 
the first leading mode of rotated empirical orthogonal function analysis of monthly mean 
500mb heights during the 1950-2000 period.  The daily NAO values were combined to 
form monthly NAO values. 
 The Arctic Oscillation index was used from the Climate Prediction Center as well 
(http://www.cpc.ncep.noaa.gov/products/precip/Cwlink/ 
daily_ao_index/ao.shtml).  Similar to the NAO index, the AO index is constructed by 
projecting the daily (00Z) 1000mb height anomalies poleward of 20ºN onto the leading 
mode of Empirical orthogonal function analysis of monthly mean 1000mb heights during 
the 1979-2000 period.   
 
8.2.2 Our Indices 
 For an ENSO index, we use departures from the climatological mean sea surface 
temperatures in the NINO3 region (5ºS-5ºN, 150ºW-90ºW) because this is the region of 
the tropical Pacific that has the largest variability in sea-surface temperature on El Niño 
time scales (International Research Institute for Climate Prediction, 
http://iri.columbia.edu/climate/ENSO/background/monitoring.html#sst). 
We used the normalized leading mode of mean sea level pressure from 20ºN poleward as 
our Arctic Oscillation index since the AO is the leading mode of hemispheric variability 
in the sea level pressure field.  Similarly, since the NAO is the leading mode of Atlantic 
variability, the first EOF of mean sea level pressure in the Atlantic Region (40ºE-40ºW, 





 Figure 8.4 shows both the observed and model ENSO index.  The model can 
simulate the El Nino phenomenon fairly accurately. The correlations are negative because 
the negative values of the observed Southern Oscillation Index represent El Nino 
warming episodes.  These warming episodes cause positive temperature anomalies in the 
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The modified NAO index is the normalized leading eigenmode of mean sea level 
pressure from 40ºN – 90ºN and 40ºW – 40ºE (figure 8.5).  The correlation with the 
observed NAO index is small for several reasons.  For one, the observed index is based 
on rotated EOF analysis whereas our index is generated under classical EOF analysis.  
Secondly, the analysis was generated from a much longer signal (1950-2000) than we use 


























 Figure 8.4 is a comparison of the observed AO index with our derived index.  It 
appears that the model simulation can recreate the shape of the magnitude (to some 
extent) in the first half of the signal but is dissimilar in the second half of the signal.  It 
appears that the model signal has been contracted along the time dimension.  That is, 
even though the shapes of the index are very similar in the first 8 years or so, neighboring 
peaks are misaligned.  For instance, the peaks in 1982 (fourth peak) are misaligned; the 
model peaks several months after the observations.  On the other hand, model values 
peak before the observations in 1984 (sixth peak). 
 In addition, the model signal seems to be shifted slightly below the observations.  
For instance, from 1982-1984, each model peak is slightly below its observed counterpart 
(both positive and negative peaks).  This suggests that teleconnections evident in the 
positive (negative) phase of the AO are going to be slightly weaker (stronger) in the 
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To analyze the signature of the El Nino – Southern Oscillation, we binned 
together the surface temperatures from the months with double digit negative SOI values.  
In essence, we binned together monthly data from June 1982 - April 1983 and from 
November 1986 – September 1987.  The binned data was then time averaged.  Surface 
temperature from all months (January 1979 – December 1990) were averaged together 
and subtracted from the time-averaged binned data to create the El Nino signature shown 
in figure 8.7.  The warmer than normal surface temperatures off of the Peruvian coast are 
clearly evident.  Since the climate model can accurately simulate the El Nino pattern, the 















































































The observed index was used to isolate the NAO+ months.  We binned together 
the temperature and precipitation fields of the months where the observed index values 
exceeded the mean of the entire observed NAO index by one standard deviation.  Each 
month’s climatological value was removed and the anomalies were averaged together.    
Figure 8.8 suggests that when the North Atlantic Oscillation is in its positive 
phase, the temperatures over northern Europe and off the southeastern US coast are 
warmer than normal, temperatures are cooler than normal off of the New England Coast, 
and Saharan Africa is drier than normal.  Comparing these anomalies to the observed 
NAO response shown in figure 8.2, we see that the observed and modeled responses are 
nearly identical.  The only substantial difference is that the warm temperature anomaly 






Figure 8.8 Signature of the NAO in its positive phase.  The data was generated is moths 






Figure 8.9 shows the signature of the Arctic Oscillation in wintertime sea level 
pressure.  It is clearly evident that there are lower pressure values over the polar region 
and two centers of high pressures over the Atlantic and Pacific midlatitude regions.  This 
signature is very similar to the observed AO signature in figure 8.3 using all available 
months of data.  However, the model can not reproduce figure 8.3 when using all 
available monthly data without some deformation of it.  Even then, the signature most 














 In this chapter, we have shown that the modified global climate model can 
simulate major sources of climate variability.  The model AO was represented as the 
leading mode of mean sea level pressure from 20N poleward.  When compared to an 
observed AO index, we see that the signals are not very similar.  However, this is because 
the inclusion of winter, spring, and summer data minimizes the strong winter AO signal.  
When we isolate winter and recomputed an EOF analysis, we see that the usual signature 
of AO is generated.  During positive AO winters, there exists a tripolar structure: low 
heights over the poles and higher heights over in the midlatitude Atlantic and Pacific 
sectors.   
 For the same reason, the model NAO index, defined as the normalized leading 
mode of mean sea level pressure from 40-90N, 40W-40E, is also not correlated with its 
observed counterpart.  To show that the climate model can simulate the NAO, we 
compared the tropospheric responses during its positive phase.  We show the model 
pattern captures the major observed anomalous regions. 
 Finally, both the index and the signature of ENSO suggest that the model can 
simulate ENSO very well.  When comparing the mean anomalous temperatures in the 
Nino3 regions with an observed SOI index, we notice a significant negative correlation 
since negative SOI values represent warmer than normal sea surface temperatures in the 
eastern Tropical Pacific.  Indeed, when we binned positive (based on the SOI index) 
ENSO months and compared them with the long term average from 1979-1990, we show 
a warming of 2-4 K over the tropical Pacific and span from the Peruvian coast to near the 
international date line. 
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 Since AO, NAO, and ENSO can be modeled successfully in the modified climate 






 We know that the solar insolation scheme found in the RADCSWMX.F90 
subroutine is a function of latitude, longitude, and fractional day of the year.  But in this 
chapter, we introduce a new method for calculating the insolation. 
 
9.1 Explanation of Rho-Delta Method 
 
 With the eccentricity term set to a constant, the mean longitude at the time of the 
vernal equinox becomes a constant since the longitude of the perihilion is known.  
Similarly, the mean longitude is only a function of time.  Finally, the true longitude of the 
earth relative to the vernal equinox becomes only a function of the mean longitude which 
is a function of time.  Understanding this, we see that the eccentricity factor in the solar 
insolation expression is only a function of the true longitude relative to the vernal 
equinox (again, because the eccentricity term is a known constant). 
 Since the solar constant (by definition) is a constant, the only other variability 
found in the solar insolation term must be found in the zenith angle term.  Upon 
dissection of the zenith angle, we find that it is a function of the latitude, solar declination 
angle, and hour angle.  The latitude is a given input into the scheme, so calculating its 
sine and cosine are trivially easy.  The hour angle is only a function of the day of the year 
and the longitude.  Both of these are given inputs, so the calculation of the cosine of the 
hour angle is also trivially easy.  This leaves only the solar declination angle, which is a 
function of the obliquity of the earth and the true longitude relative to the vernal equinox, 
to be calculated. 
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 Note that since the other terms in the solar zenith are easily calculated, the entire 
solar insolation can be determined if the distance factor and the solar declination are 
known.  But these two are univariate.  That is, they are functions of only time.  By 
extracting the ρ and the delta and by multiplying through later by the other terms, we are 
able to calculate the entire solar insolation field.  As we have shown, the root of the solar 
insolation expression is a univariate function of time.  Several easy calculations are 




 The insolation in the CAM2 model is held constant between hours and is 
calculated only once at the beginning of each hour.  Since there are 24 hours per day and 
365 days per year, there are 8,760 values of ρ that must be calculated.  These 8,760 
values (along with the corresponding values of the declination angle) span the entire solar 
insolation field. 
 Consequently, the ρ field can be called from outside of the subroutine.  At each 
time step, pull the corresponding ρ value and solve for the insolation.  The ρ can then be 
the values of ρ currently calculated using the ZENITH.F90 subroutine (this value is 
called in the RADCSWMX.F90 subroutine) or the ρ calculated using a neural network 
output with the current ρ as the target. 
 If it is desired that the ρ term stays in the subroutine, then the signal can be 
captured quite nicely using a 1-4-2 neural network where time is the lone input and ρ 




Figure 9.1 A schematic of a possible matrix nature of an ARMA subroutine   
 
 The trained neural network in figure 9.1 produces nearly identical results as the 
original signals.  Specifically, the largest error in ρ is 0.0132.  The actual weights that are 
used to generate the ρ are listed below: 
 
X1a = [-.77435*time] -2.37343    (9.1) 
 X2a = [-.69739*time] -.69739  (9.2)  
X3a = [-.71172*time] -.71172  (9.3) 
X4a = [-.69225*time] -.69225   (9.4) 
Xi = 1 / (1 + e-xia)   (9.5) 
Ya = [(-.18656*x1) + (.043219*x2) + (.116387*x3) – (.09359*x4)] -.41171   (9.6) 






 It is important to note that our neural network software scales the target outputs 
with zero as the minimum and one as the maximum.  Consequently, the answer that is 
derived from the last equation is the error between the target and the predicted values.  In 




Max(Output) - Min(Output) 
error=  (9.8) 
 




 The delta term is calculated very similarly to the ρ term.  In fact, the weights 
between the input layer and the hidden layer are the same.  But the weights between the 
hidden layer and the output layer are different: 
 
Ya = [(-.717803*x1) -(1.01525*x2) - (1.15306*x3) – (.72566*x4)] + 3.947071  (9.9) 
δ = 1 / (1 + e-Ya)     (9.10) 
  
 The errors in the output of the neural network are similar in magnitude as those in 
the ρ term.     
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9.4 Utility of the Rho-Delta Method 
 
 
 By mapping the ρ and δ with a neural network and adding the latitude and 
longitude later, we are able to speed up the CAM2 model.  This is the case because the 
model will not have to calculate the mean longitude or true longitude at vernal equinox.  
By using the ρ- δ method, we can optimize the model without sacrificing accuracy.  But 
by how can you quantify the speed-up of the model? 
 
9.5 Assessing the Speed-Up of the Model 
 
The speed of the model can be calculated by doing a thread analysis.  A thread is 
like a unit of time that is allocated by a computer to complete a task.  In order to 
determine the time in seconds, the system clock is called before and after a certain 
number of operations. The difference between these two thread counts is the time it took 
for the computer to complete the operation.  The SGI Origin computer computes 10,000 
threads per second.  So, by dividing the thread difference by the thread completion rate, 
the time elapsed (in seconds) in completing the operation can be calculated.  Because 
computation time is dependent upon a number of factors, including type of machine and 
number of current users, the number of threads that are assigned for each run may differ 
even if the same computer is running the same operations.  Consequently, an ensemble 
average is a better indication of the mean operation time. 
In this section, we determine how many threads were used calculating the radiation 
in our ρ- δ method as compared to the current scheme.  By calculating the raw number of 
operations that each undergoes and multiplying that with each thread rate, we can show 
that the ρ- δ method is actually faster than the current scheme. 
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9.5.1 Rho-Delta Thread Count 
 
 In order to calculate the insolation at one latitude, longitude, and one fractional 
day, one must perform one addition, one subtraction, one division, seven multiplication, 
four cosines, two sines, and one exponential operation.  Table 9.1 shows the ensemble 
average number of threads necessary to calculate the following operations. 
 
 
        Table 9.1 Thread Counts 










 According to table 9.1, calculating the solar insolation using the ρ- δ method will 
use 7,887.8 threads.  We chose not to calculate the raw time because a relative time 
serves the same purpose.  Moreover, the actual time required will differ, as previous 
stated, depending on which computer is being used, how many users are using the 
system, and the thread rate of each computer.  What is important to note here is that we 
can provide a numerical value to the time it takes to calculate one insolation value.  
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9.5.2. RADCSWMX.F90 Method 
 In its simplest form, the ρ- δ method is really just a derivative of the current 
calculation method found in RADCSWMX.F90.  However, the biggest issue with the 
subroutine’s calculation is that it is inefficient.  In addition to calculating the solar zenith 
angle, the eccentricity factor must be calculated from the true longitude of the earth 
relative to the vernal equinox.  No longer is this term just a function of the time, but is 
also a function of the eccentricity term that must now be calculated by numerical fitting. 
 The calculation of this lambda by itself takes more threads than the entire ρ- δ 
methodology.  Calculation of the lambda requires two addition, four subtraction, seven 
multiplications, three division, five sine, and three exponential operations for a total of 
18,281.8 threads.   
 Of course, this lambda depends the mean longitude.  To calculate λm, one 
addition, one subtraction, two multiplication, and one division operation or 2,120 threads 
are required.  Now with λ and λm defined, we use these to calculate the distance factor, ρ.  
Rho can be calculated using one addition, two subtraction, two multiplication, one 
division, one cosine, and one exponential operation or 5,750 threads.  The sine of the 
declination angle is calculated using two sine and one multiplication operation or 2,173 
threads.  So, calculation of one solar insolation value using the RADCSWMX.F90 
subroutine requires 36,212.6 more threads than the ρ- δ method.  This implies that the 
calculation is at least 5.59 times as slow as in the ρ- δ method.   
 Moreover, the current subroutine requires for the estimation of the obliquity, 
eccentricity term, and the general procession by numerical fitting.  For instance, the 
obliquity (general procession) is approximated as the weighted sum of 47 (78) cosines 
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(sines).  In addition to calculating the final answer, the model must calculate the results of 
141 (234) coefficients.  But even assuming instantaneous calculation of the coefficients, 
the calculations of the obliquity, eccentricity, and general procession requires 111,433.8, 
76,299.8, and 132,915 threads respectively.  Including the time it takes to make these 
numerical approximations, the ρ- δ method is 46.24 times faster than the current 
subroutine in calculating one insolation value. 
 These ratios may be somewhat inflated considering that the numerical 
approximations only have to calculated once throughout the entire model run.  
Afterwards, they are called from other subroutines.  If we compare the amount of time it 
would take to calculate insolation at all times and longitudes, holding the latitude 
constant, we would find that the ρ- δ method is still 5.9 times faster even if we only do 
the numerical fitting once.  By completing a thread analysis, we see that the ρ- δ method 






DISCUSSIONS AND CONCLUSIONS 
 
 This dissertation examined alternate empirical methods that could be utilized to 
calculate the shortwave radiation in the CAM2 global climate model. The current method 
calculates the radiation as the solution to a suite of nearly eleven equations.  If several 
assumptions are made, such as setting the eccentricity factor beforehand, then the solar 
insolation can be calculated as a function of three independent variables: latitude, 
longitude, and fractional day of the year.  Upon further inspection, we notice that the 
fractional day of the year term contains information on the annual (the integer part) and 
diurnal (the fractional part) cycles of solar radiation.  One can, therefore, calculate the 
insolation at any desired model resolution and model time step. 
 Alternate empirical techniques are desired because it is very time consuming to 
run the CAM2 climate model.  Moreover, fully 60% of its processing time is spent 
calculating shortwave and longwave radiation at the various model vertical levels.  Any 
decrease in required processing time will be beneficial to the modeling community.  
However, before a changed radiation scheme can be implemented into the CAM2, there 
must be several studies done to check the utility of implementing the changes and the 
accuracy of the results.  In this study, we suggest several alternate radiation schemes.  
Accuracy was checked by comparing the derived radiation with values from the current 
parameterization scheme.  
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 It is important to realize that we do not test the accuracy of the radiation derived 
from the current scheme.  To do so would be out of the scope of this project.  Rather, we 
assume that the radiation derived from the parameterization scheme is sufficiently 
correct. Minimizing the error between those values and our derived values would suggest 
that our answers, though empirically based, capture the same physical relationships 
explicitly specified in the current scheme to some acceptable amount of error. 
 
10.1 Look up Tables 
 The simplest way to speed up the climate model is by removing the necessity of 
calculating complex mathematical equations.  Look-up tables provide this opportunity.  
By inserting all possible values of the current radiation scheme in a look-up table, we 
ensure ourselves that the inherent physics of the system will be maintained because the 
value of the solar insolation derived from the current physically based parameterization 
scheme would be saved at every latitude, longitude, and fractional day.  This table could 
be saved as a combination of several huge input files and/or as a data files and called 
every time the insolation value was needed.  If the look-up table is implemented in this 
manner, the climate model output is guaranteed to be identical to the climate output of the 
current scheme to within some random internal error. 
 Though the lookup table can be easily implemented, we do not recommend 
altering the scheme in this manner.  This is because every result found in the lookup table 
is a function of both the model resolution and time step.  If nlat is altered, then the cosine 
of the zenith angle will be changed which will ultimately change the solar insolation 
term.  If the model step is changed, then the fractional days term within a model day will 
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change causing a change in the solar insolation term.  Only if the researcher is desirous of 
only running the model at a particular time step and resolution will the lookup table be 
useful. 
 
10.2 ARMA Modeling 
Autoregressive moving analysis is a method of forecasting future values of a time 
series form some number of past and present values of the signal.  The number of past 
values to use is determined by analyzing both the autocorrelation and partial 
autocorrelation function.  As long as the series is stationary, then ARMA modeling is 
useful in predicting the future values. 
As mentioned earlier, the response surface of the solar insolation function is highly 
irregular.  If one were to isolate one grid point and plot the insolation function there, we 
would find that the insolation function is highly non-stationary.  After several attempts to 
generate a stationary data set (e.g. by differencing it with respect to the daily, monthly, 
and annual cycle), we found that there was still a significant degree of nonstationarity 
found in the data.   We were finally able to generate a stationary data set by fitting an 
AR(8) model to the data (Xt) and then subtracting every fourth value of it (Gt = Xt – Xt-4).  
Since we sampled data four times a day, this suggests that the daily cycle is the most 
important signal to eliminate when fitting the ARMA models.  We show that there is 
significant skill by the AR(8) model in simulating the solar insolation.  We have 
confidence that autoregressive modeling is useful in this context and can be very useful in 
simulating other time consuming physical parameterization schemes.   
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Note that in climate studies, outputs are usually given every month.  The outputs are 
usually the averages of all values in that particular month.  In a model run with a 20 
minute time step, over 2000 values of a field will be averaged before outputting the 
monthly average.  By the law of large numbers, this average should tend to the true 
average amount.  In other words, at some time steps, the ARMA model may overestimate 
the insolation.  At other time steps, it may underestimate them.  As these small errors 
accumulate over the month, the average error will tend to go to zero.  Thus, we can 
accurately simulate the solar insolation using ARMA modeling. 
However, ARMA modeling is useful in analyzing one time series at a time.  This 
means that in order to capture the insolation signal over the entire globe, nlat x klon 
ARMA models must be generated.  Fortunately, this entire process of generating the solar 
insolation can be done offline via some Mathematics software such as MATLAB by 
solving the original parameterization scheme at each latitude, longitude, and time of day.  
Once the data sets are generated, a subroutine could be called to analyze the 
autocorrelation functions and fit an ARMA model using the Durbin-Levenson technique. 
Or, the entire process of ARMA generation can be done offline.  We could save the 
last p data points of the time signal (where p is the dimensionality of the autoregressive 
process) in an input set that would be read into a function generator that maps each 
particular set of inputs to its corresponding solar insolation.   
We envision that this second process can easily be implemented in a matrix format.  
That is, the solar insolation, b, be a function of the Durbin-Levenson coefficients, A, and 
the input values, X.  If a differencing is necessary, then Y would equal AX – X’ where X’ 












































Figure 10.1 A Schematic of a Possible Matrix Nature of an ARMA Subroutine 
 
10.3. Neural Networks 
Neural Networks are empirical methods that learn relationships between input and 
output data by minimizing some training statistic.  Root mean squared error, mean 
squared error, and absolute error have all served as stopping mechanisms in neural 
networks.  The network output converges to the target output to within some degree of 
error by tweaking parameters such as the learning rate and momentum term.  Networks 
are also sensitive to the type of activation function used.  With all these possible 
variables, neural networks are trained many times through trial and error. 
Not all neural networks are alike.  Nor does every network have the same skill in 
simulating the same phenomenon.  In some instances, a complex network may be 
necessary.  In other cases, a simple network may perform just as good as the complex 
ones.  Before training the network, one must determine the number of hidden layers to 
use along with the number of nodes in each hidden layer.  No matter which network 
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architecture is chosen, the researcher must ensure that the input dataset is sufficiently 
complete.  That is, the network should have enough repetitions of the input-output 
relationships such that it can isolate parts of the relationship and task a specific hidden 
node to remember it.   
Though no cut and dry rule exists for determining how many hidden nodes one 
should use, Dr. Krasnopolsky suggests using at least one-sixth as many hidden nodes as 
input repetitions (personal communication).   What we found in this study is that not only 
does the ratio of input repetitions to hidden nodes matter, but the placement of the input 
data matter as well.  The part of the training data that is fed into the network first will 
generally have larger errors than will the data following it. 
In our study, the inputs corresponding to Region Q were concatenated to the inputs 
at Baltimore.  In each case, the overall errors in the Baltimore area were larger than the 
errors in region Q’s case (see figure 6.13).  It is for this reason that we suggest feeding 
the neural network dummy data to initialize on before submitting the desired inputs. 
Modeling geophysical data with neural networks provides more headaches.  Not 
only is the data nonlinear in one dimension (space), but is also nonlinear in the time 
domain.  A perfect example of this nonlinear theory is the noisy variable of precipitation.  
Spatially, orographic differences, locations of storm tracks, locations of high and low 
pressure systems, and the existence of hurricanes and other cyclonic activity ensures that 
the precipitation signal is not linear whether one traverses zonally or meridionally.  
Temporally, the existence of decadal scale variability (such as the Pacific Decadal 
Oscillation), and interannual variability (such as El Nino) ensure that there will always be 
deviations from a climatological mean.  Knowing only the mean tendency of 
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precipitation in insufficient in modeling precipitation.  In our case, the solar insolation 
function differed zonally because of the inclusion of the hour angle, meridionally because 
of the cosine of the zenith angle term, and temporally because of the presence of seasons 
which affects the amount of time per day a location gets sunlight.  With all factors 
considered, we found that neural networks better learned the relationships in the 
temporally dense input dataset than in the spatially dense dataset. 
Even though latitude, longitude, and day of the year were necessary to calculate 
the solar insolation, their relative importance in the neural network differed.  In fact, their 
relative importance, found by summing the weights of the connections from each input 
node to the nodes in next layer, is inherently a function of the model architecture used.  
Similarly, the model sensitivity to each input calculated by changing the value of each 
input in turn and adding the resultant changes in the outputs, is a function of model 
architecture as well.   
In our study, we found that the neural network architectures we chose could better 
simulate the insolation when the fractional day of the year was separated into two input 
terms: a whole part and a fractional part.  Since the whole (fractional) part of the day term 
is useful in determining the annual (diurnal) cycle, it seems natural to separate the term 
into two separate inputs. 
Another issue in modeling the insolation is determining whether to use an 
spatially dense or temporally dense input dataset. When using a spatially dense (and 
temporally sparse) dataset, we found that none of the network architectures we used had 
any skill in simulating the insolation signal.  This, no doubt, is because, neither the 
annual cycle nor diurnal cycle were captured in the training data.  Consequently, the 
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oscillatory (both high and low frequency) behavior of the solar insolation remained 
uncaptured. 
In our study, the best network architecture used had ten hidden nodes in the first 
layer and ten in the second hidden layer.  Our input data included four samples per day 
for the month of December.  (Notice that the Krasnopolsky-6 rule was followed.)  From 
this point, we decided to repeat the procedure and generate new models for January and 
February.  We elected not to repeat the procedure with all three months of data so that we 
could keep the network as simple as possible.  Under the current methodology, the 
networks already contained 100 weights between the hidden nodes.  If we followed the 
Krasnopolsky-6 rule for an entire season of data, then 60 nodes would be necessary.  This 
would mean that anywhere from 60 hidden weights (in a bottlenecking network with the 
bottleneck in the first hidden layer) to 900 hidden weights (a network with 30 nodes in 
both the first and second hidden layers) would have to be computed.   
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10.4 Discussions on Tropospheric Climate 
We found that generally, the average seasonal difference between the neural 
network output and the current shortwave parameterization scheme was less than 2 W m-2 
at Baltimore and less than 0.5 W m-2 in Region Q.  We therefore have reason to believe 
that if the researcher feeds the neural network with dummy information first, then the 
typical seasonal average solar insolation differences could be in the range of 0.5 – 1 W m-
2 at every grid point.  Even though computing a neural network at every gridpoint is 
outside of the scope, it is interesting to determine how radiative differences in solar 
insolation are propagated downward and incorporated into radiative terms, such as 
temperature and radiation. 
As stated before, we believe that neural network technology can generate seasonal 
average insolation to within 1 W m-2 at every grid point.  However, it is quite possible 
that either several locations or months may generate insolation errors greater than our 
average insolation error.  What then needs to be determined is the maximum tolerable 
amount of differences in solar insolation in which errors in the other tropospheric 
variables are tolerable. 
To do this, we compared the results of a CAM2 model run with the current 
parameterization scheme to the results generated by a modified solar isolation run.  We 
manually reduced the solar constant by 5 W m-2 over the course of the entire model run.  
Furthermore, we reduced the solar insolation by 2.5 W m-2.  Under these conditions, 
differences in solar insolation varied anywhere from 1 – 7 W m-2.  This study, then, 
serves as one possible worst case scenario in using this neural network approach.  It is 
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important to remember that actual seasonal errors in solar insolation were found to be less 
than 1 W m-2.  These errors are 2-8 times larger than in our proven case. 
What we found was staggering.  The modified model was still able to simulate the 
mean tendencies in surface temperature and precipitation.  Only a few isolated areas had 
regions of significant changes in either field.  The significant temperature changes were 
typically forced by the altering of the surface energy budget and the advection of warmer 
temperatures, as expected.  The precipitation changes have no direct connection to 
changes in the radiative budget. 
Not only was the modified model able to simulate mean climate, it successfully 
modeled extreme climatic conditions such as ENSO, AO, and NAO.  The signatures of 
each of these climatic phenomena are reproducible from the data generated under the 
modified climate model.  The signatures were scrutinized using two separate methods to 
ensure that the signatures were physical, and not just products of the mathematics used to 
generate them. 
First, the index of each phenomenon was compared to an observed index of the 
phenomenon.  Correlations between the two types of indices were generally weak 
because of a conflict in time scales. Even though the indices are reported monthly, the 
definition of the phenomenon usually pertains to only one season or another.  For 
instance, the Arctic Oscillation is defined as the leading mode of mean wintertime sea 
level pressure from 20ºN poleward.  If we were to perform an EOF analysis on the all-
months sea level pressure dataset (to correlate with the monthly AO index) and generate 
the pattern of the first mode, we would not see a tripolar structure with a low pressure 
anomaly over the pole and high pressure anomalies in the midlatitude Pacific and 
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Atlantic regions.  Rather, we would produce a picture of a sort of bipolar structure with 
high pressure anomalies over the pole and a small region of low pressure in the Pacific 
region. Only when one concatenates wintertime sea level pressure will the common AO 
signature be generated.  Unfortunately, the loadings of the first mode can not be 
compared to the observed AO index since the number of points in the loading pattern will 
not equal the total number of months used in the AO index.  Nevertheless, it is clearly 
evident that the climate model can model the Arctic Oscillation. 
On the other hand, the ENSO indices are very well correlated.  The negative SOI 
index correlates with positive sea surface temperature anomalies in the Nino3 region.  
The pronounced warming off of the Peruvian coast is still evident in positive ENSO 
episodes. 
 
10.5 Future Research 
Several research projects can be generated from this study.  Implementing ARMA 
modeling and/or neural networks into a subroutine is an obvious next step.  Sensitivity 
analysis can be performed to find the threshold anomalous forcing of radiation – the level 
at which the coupled land-surface-atmosphere no longer operates as it did.  This 
knowledge can be used in climate change studies.  For instance, we may find that the 
magnitude of climate change generated from the combined 50 or so years of 
anthropogenic greenhouse forcing may very well be repeated in the next sunstorm.  A 
study of varying radiation at the top of the atmosphere could be implemented to represent 
the varying solar radiation.  Finally, since the most time consuming parameterization 
schemes (shortwave and longwave) can be replaced by other empirical methods, then it 
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should be possible for other parameterization schemes that can be optimized using 








 A time series {Xt} is said to be weakly stationary if the mean of x at any time lag t 
is independent of t and the autocovariance of the original time series and some lag h is 
independent of t.  {Xt} is called deterministic if the difference between the time series at 
n and the prediction operator of Xn based on the infinite past, 
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 The Durbin-Levinson Algorithm is used to iteratively calculate the coefficients of 
an autoregressive process.   Assuming that time series {Xt} has known mean µ and 
covariance function γ in terms of the values {Xn, …, X1} up to time n, we desire to find 
PnXn+h (PnXn+h = a0+a1Xn+…+anX1), as the linear combination of 1, Xn,X n-1,…X1, that 
forecasts Xn+h with minimum mean squared error. 
 If nΓ  is nonsingular, then 
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 Using the Durbin-Levinson Algorithm, the coefficients 1nφ ,…, nnφ can be 
computed recursively from the equations: 
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and 21 1n n nnυ υ φ− ⎡ ⎤= −⎣ ⎦  
where ( ) ( )11 1 / 0φ γ γ=  and ( )0 0υ γ= . 
 
Additional information on the Durbin-Levinson Algorithm can be found in 
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