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Abstract. We discuss the interior Hölder everywhere regularity for minimizers of quasi-










whose gradients belong to the Morrey space L2,n−2(Ω,RnN ).
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1. Introduction
In this paper we study the interior everywhere regularity of functions minimizing
variational integrals






where u : Ω → RN , N > 1, Ω ⊂ Rn, n > 3 is a bounded open set, x = (x1, . . . , xn) ∈
Ω, u(x) = (u1(x), . . . , uN(x)), Du = {Dαui}, Dα = ∂/∂xα, α = 1, . . . , n, i =
1, . . . , N .
Throughout the whole text we use the summation convention over repeated in-
dices. We call a function u ∈ W 1,2(Ω,RN ) a minimizer of the functional A(u; Ω) if
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and only if A(u; Ω) 6 A(v; Ω) for every v ∈ W 1,2(Ω,RN ) with u− v ∈ W 1,20 (Ω,R
N ).
For more information see [6], [9].
On the functional A we assume the following conditions:




ij are continuous functions in u ∈ R
N for every x ∈ Ω and there
exists M > 0 such that |Aαβij (x, u)| 6 M , ∀ x ∈ Ω, ∀ u ∈ R
N .
(ii) (ellipticity) There exists ν > 0 such that





2, ∀x ∈ Ω, ∀u ∈ RN , ∀ ξ ∈ RnN .
(iii) (oscillation of coefficients) There exists a real function ω continuous on [0,∞)
which is bounded, nondecreasing, concave, ω(0) = 0 and such that for all x ∈ Ω
and u, v ∈ RN
(1.3) |Aαβij (x, u) −A
αβ
ij (x, v)| 6 ω (|u− v|) .
We set ω∞ = lim
t→∞
ω(t) 6 2M .
(iv) For all u ∈ RN , Aαβij (·, u) ∈ VMO(Ω) (uniformly with respect to u ∈ R
N ).
It is well known (see [6], p. 169) that (iii) implies absolute continuity of ω on [0,∞). In
what follows, by pointwise derivative ω′ of ω we will understand the right derivative
which is finite on (0,∞). Considering the assumption (iv) it is worth recalling that
since C0 is a proper subset of VMO, the continuity of coefficients Aαβij = A
αβ
ij (x, u)
with respect to x is not supposed.
In this paper we deal with the case n > 3 because for n = 2 higher integrability of
the gradient of minimizer (see Preliminaries, Lemma 2.4) and the Sobolev imbedding
theorem imply that u is locally Hölder continuous in Ω. From many examples (see [4],
[6], [9], [10], [12], [14]) for n > 3 it is known that the minimizer u of the functional
(1.1) need not be continuous or bounded even in the case of smooth coefficients
Aαβij . For this reason the so called partial regularity for minimizers of the functional
(1.1) was studied by many authors ([7], [8], [5]). In our paper (which is motivated
by [3]) we concentrate on conditions that imply an everywhere regularity result.
More precisely, we state conditions which imply that the minimizer u with gradient
Du ∈ L2,n−2(Ω,RnN ) belongs to C0,γ(Ω,RN ). The condition Du ∈ L2,n−2(Ω,RnN )
seems to be natural with respect to the paper [2].
Now we can state the following result:
Theorem 1.1. Let u ∈ W 1,2(Ω,RN ) be a minimizer of the functional (1.1) such
that Du ∈ L2,n−2(Ω,RnN ) and let the hypotheses (i), (ii), (iii), (iv) be satisfied.































where L is from Lemma 2.3.
2. Preliminaries
If x ∈ Rn and r is a positive real number, we set Br(x) = {y ∈ Rn : |y − x| < r},










the mean value of the function u ∈ L1(Ω,RN ) over the set Ωr(x), where |Ωr(x)| is
the n-dimensional Lebesgue measure of Ωr(x).
Beside the standard space C∞0 (Ω,R
N ), Hölder space C0,α(Ω,RN ) and Sobolev
spacesW k,p(Ω,RN ),W k,p0 (Ω,R
N ) we use Morrey spaces Lq,λ(Ω,RN ) (for more detail
see e.g. [11]).






|f(y) − fx,r| dy.
Definition 2.1 (see [13]). A function f ∈ L1(Ω) is said to belong to BMO(Ω) if
MdiamΩ(f,Ω) <∞;




In the proof of the theorem we will use the following results.
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Lemma 2.1 ([15], p. 37). Let ψ : [0,∞) → [0,∞] be a non decreasing function
which is absolutely continuous on every closed interval of finite length, ψ(0) = 0. If
w > 0 is measurable and E(t) = {y ∈ Rn : w(y) > t} then
∫
Rn





Proposition 2.1 (see [1], [6], [11]). For a bounded domain Ω ⊂ Rn with a Lip-
schitz boundary, for q ∈ [1,∞) and 0 < λ < µ 6 n we have
(a) Lq,µ(Ω,RN )  Lq,λ(Ω,RN );
(b) Lq,n(Ω,RN ) is isomorphic to the L∞(Ω,RN );
(c) if u ∈ W 1,2loc (Ω,R
N ) and Du ∈ L2,λloc (Ω,R
nN ), λ ∈ (n − 2, n) then u ∈
C0,α(Ω,RN ), α = (λ+ 2 − n)/2.
Lemma 2.2 (see [1]). Let A, d be positive constants, β ∈ (0, n). Then there exist
ε0, C positive such that for any nonnegative, nondecreasing function ϕ defined on









ϕ(2R) ∀ 0 < σ < R 6 d
with K ∈ (0, ε0] we have
(2.2) ϕ(σ) 6 Cσβ(2d)−βϕ(2d), ∀σ : 0 < σ 6 d.





j) = 0, i = 1, . . . , N
where Aαβij are constants satisfying (i) and (ii). Then there exists a constant L =
L(n,M/ν) > 1 such that for every weak solution v ∈ W 1,2(Ω,RN ), for every x ∈ Ω
and 0 < σ 6 R 6 dist(x, ∂Ω) the estimate
∫
Bσ(x)









Lemma 2.4 (see [6], [9]). Let u ∈ W 1,2(Ω,RN ) be a minimum of the func-
tional (1.1) under the assumptions (i) and (ii). Then Du ∈ L2ploc(Ω,R
nN ) for some















Let x0 be any fixed point of Ω, 0 < R 6 dist(x0, ∂Ω). We set
(Aαβij (ux0,R))x0,R = −
∫
BR(x0)
Aαβij (y, ux0,R) dy.






j) = 0 in BR(x0),
v − u ∈W 1,20 (BR(x0),R
N )
then the next lemma is true.
Lemma 2.5 (see [6], [9]). Let v ∈ W 1,2(BR(x0),RN ) be a solution to the prob-
lem (2.3) with u ∈W 1,2p(BR(x0),R
N ), p > 1. Then
∫
BR(x)





R em a r k 2.1. Revising proofs of Lemmas 2.4 and 2.5 one can see that the
constants from the above estimates depend increasingly on M/ν.
3. Proof of theorem





dy for Br(x0) ⊂ Ω. Now let x0 be any








among all functions in W 1,2(BR(x0),RN ) taking the values u on ∂BR(x0).
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|Dv|2 dx, ∀ 0 < σ 6 R.
Put w = u − v. It is clear that w ∈ W 1,20 (BR(x0),R




















In the sequel we will estimate the first integral on the right hand side of (3.2).





















































(I + II + III + IV) .
Notice that A (u;BR(x0)) −A (v;BR(x0)) 6 0, since u is a minimizer.
Now we will estimate the terms I, II, III and IV from (3.3). We will denote
(Aαβij ) =: A. Using the Hölder inequality and higher integrability of the gradient of































Taking into account the assumptions (i), (iv) and Definition 2.1 we obtain
(3.4) |I| 6 c(n,N, p,M/ν)(2M)1/p (MR (A(·, uR)))
1/p′ ϕ(2R).
A similarity of the terms I and III enables us to write (by means of Lemma 2.5,
see [2] for details) the inequality
(3.5) |III| 6 c(n,N, p,M/ν)(2M)1/p (MR (A(·, uR)))
1/p′
ϕ(2R).
Using the Hölder inequality, property (iii) and Lemma 2.4 we get











Taking in Lemma 2.1 ψ(t) = ωp
′
(t), w = |u − uR| on BR(x0) and w = 0 out of



























then (taking into account that µ(ER(t)) 6 t−1
∫ t
0



























































Using the Poincaré inequality and the assumption about Du we finally get






Combining the last arguments with Lemma 2.4 and Lemma 2.5 we can conclude in
a similar way
































where c = c(n,N, p,M/ν).
Now we can use Lemma 2.2 in the following manner:
We take γ ∈ (0, 1) and set













Then the assumption (1.4) and a suitable small d > 0 (remember the condition (iv)
and Definition 2.1) imply that K < ε0 and hence
ϕ(σ) 6 cσn−2+2γ .
The result is then a consequence of Proposition 2.1.(c)
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