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Faster deterministic parameterized algorithm for
k-Path
Dekel Tsur∗
Abstract
In the k-Path problem, the input is a directed graph G and an integer
k ≥ 1, and the goal is to decide whether there is a simple directed path
in G with exactly k vertices. We give a deterministic algorithm for k-
Path with time complexity O∗(2.554k). This improves the previously best
deterministic algorithm for this problem of Zehavi [ESA 2015] whose time
complexity is O∗(2.597k). The technique used by our algorithm can also be
used to obtain faster deterministic algorithms for k-Tree, r-Dimensional
k-Matching, Graph Motif, and Partial Cover.
Keywords graph algorithms, k-path, parameterized complexity.
1 Introduction
In the k-Path problem, the input is a directed graph G and an integer k ≥ 1,
and the goal is to decide whether there is a simple directed path in G with exactly
k vertices. Several papers gave parameterized algorithm for this problem, both
deterministic [1,4,5,8,10,12,13,15] and randomized [1,3,5,9–11,14]. See Table 1
for a summary of deterministic parameterized algorithms for k-Path. The fastest
deterministic parameterized algorithm for k-Path was given by Zehavi [15] and
its time complexity is O∗(2.597k). In this paper, we give a deterministic algorithm
for k-Path with time complexity O∗(2.554k).
Similarly to the technique of [15], the technique presented in this paper can
be used to obtain faster deterministic algorithms for other parameterized prob-
lems. Specifically, for the k-Tree, r-Dimensional k-Matching, Graph Mo-
tif, and Partial Cover problems, we obtain running times of O∗(2.554k),
O∗(2.554(r−1)k), O∗(2.5542k), and O∗(2.554k), respectively. This improves the pre-
viously fastest deterministic algorithms for these problems obtained in [15], whose
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Table 1: Deterministic algorithms for the k-Path problem.
Reference Running time
Monien [12] O∗(k!)
Alon et al. [1] O∗(ck)
Kneis et al. [10] O∗(16k)
Chen et al. [5] O∗(4k+o(k))
Fomin et al. [8] O∗(2.851k)
Fomin et al. [6], Shachnai and Zehavi [13] O∗(2.619k)
Zehavi [15] O∗(2.597k)
This paper O∗(2.554k)
running times are O∗(2.597k), O∗(2.597(r−1)k), O∗(2.5972k), and O∗(2.597k), re-
spectively.
Our algorithm (as other algorithms for the k-Path problem) also solves a
generalization of k-Path called k-(s, t)-Path. In this problem, the input is a
directed graph G, two vertices s, t, and an integer k, and the goal is to decide
whether there is a simple directed path from s to t in G with exactly k vertices.
An algorithm for k-(s, t)-Path can be used as a black-box for solving other graph
problems. Fomin et al. [7] showed that an algorithm for k-(s, t)-Path can be used
to solve the Long (s, t)-Path and Long Cycle problems. Beza´kova´ et al. [2]
showed that an algorithm for k-(s, t)-Path can be used to solve the Exact
Detour problem. Using our algorithm for k-(s, t)-Path instead the algorithm
of [15] gives faster algorithms for these problems.
Our algorithm is based on the algorithm of Zehavi [15], with a simple modifi-
cation: replacing the universal family with an approximate universal family [16].
This causes several straightforward additional changes to the algorithm of [15]
and its analysis. For completeness, we describe these changes in full. We note
that these changes makes our algorithm substantially simpler than the algorithm
of [15]. We also note that our algorithm can be extended to solve the weighted
variant of k-Path. To simplify the presentation, we will describe an algorithm
for the unweighted problem.
2 Preliminaries
In this section we describe two tools, representative families and approximate
universal families, that will be used in our algorithm.
Representative families is a tool that is very useful in the design of parameter-
ized algorithms (cf. [6]). In particular, it was used for giving efficient algorithms
for k-Path in [6, 8, 13].
Definition 1. Let U be a set, called universe, and S be a family of subsets of
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size p of U . We say that Ŝ ⊆ S q-represents S if for every set B ⊆ U of size at
most q, if there is a set A ∈ S disjoint from B then there is a set Â ∈ Ŝ disjoint
from B.
Theorem 2 (Fomin et al. [6], Shachnai and Zehavi [13]). There is an algo-
rithm that given c ≥ 1, integers p and k ≥ p, and a family S of subsets of
size p of U , constructs a family Ŝ ⊆ S that (k − p)-represents S with size
(ck)k
pp(ck−p)k−p2
o(k) log |U |. The construction time is O(|S|( ck
ck−p)
k−p2o(k) log |U |).
Suppose that |U | = n and the size of S satisfies the bound on the size of Ŝ of
the lemma, namely |S| = O∗( (ck)k
pp(ck−p)k−p2
o(k)). Then, the construction time of Ŝ
is O∗
(
(ck)2k−p
pp(ck−p)2k−2p · 2o(k)
)
= O∗(φc(p/k)
k · 2o(k)), where φc(α) = c2−ααα(c−α)2−2α (we
assume that φc(0) = 1).
In order to obtain an improved algorithm for k-Path, Zehavi [15] used the
following generalization of representative families.
Definition 3. Let U1, . . . , Ut be disjoint sets, p1, . . . , pt, q1, . . . , qt be non-negative
integers, and S be a family of subsets of U = ⋃i≤t Ui such that for every A ∈ S,
|A ∩ Ui| = pi for all i ≤ t. We say that Ŝ ⊆ S (q1, . . . , qt)-represents S, if for
every set B ⊆ U for which |B ∩ Ui| ≤ qi for all i ≤ t, if there is a set A ∈ S
disjoint from B then there is a set Â ∈ Ŝ disjoint from B.
Theorem 4 (Zehavi [15]). There is an algorithm that given c1, . . . , ct ≥ 1, in-
tegers p1, . . . , pt, k1, . . . , kt, and a family S of subsets of U =
⋃
i≤t Ui such that
for every A ∈ S, |A ∩ Ui| = pi for all i ≤ t, constructs a family Ŝ ⊆ S that
(k1 − p1, . . . , kt − pt)-represents S with size
∏
i≤t(
(ciki)
ki
pipi(ciki−pi)ki−pi · 2
o(ki) log |Ui|).
The construction time is O(|S|∏i≤t(( cikiciki−pi )ki−pi2o(ki) log |Ui|)).
Again, suppose that |U | = n and S = O∗(∏i≤t( (ciki)kipipi (ciki−pi)ki−pi · 2o(ki))). Then,
the construction time of Ŝ isO∗(∏i≤t( (ciki)2ki−pipipi (ciki−pi)2ki−2pi ·2o(ki))) = O∗(∏i≤t(φci(pi/ki)ki·
2o(ki))).
The algorithm of Zehavi [15] also uses universal families.
Definition 5. Let F be a family of subsets of a set U , where |U | = n. We say
that F is an (n, p, q)-universal family if for every disjoint sets A,B ⊆ U of sizes
p and q, respectively, there is a set F ∈ F such that A ⊆ F and B ∩ F = ∅.
Lemma 6 (Fomin et al. [8]). There is an algorithm that given integers n, p, q, con-
structs an (n, p, q)-universal family of size O(
(
p+q
q
)
2o(p+q) ·logn) in O((p+q
q
)
2o(p+q) ·
n logn) time.
In order to obtain our improved algorithm, we use a generalization of universal
families called approximate universal families [16].
3
Definition 7. Let F be a family of subsets of a set U , where |U | = n. We
say that F is an (n, p, q, ζ)-approximate universal family if for every disjoint
sets A,B ⊆ U of sizes p and q, respectively, there is a set F ∈ F such that
|A \ F | ≤ ⌊ζp⌋ and B ∩ F = ∅.
Lemma 8 (Zehavi [16]). There is an algorithm that given integers n, p, q and 0 <
ζ < 1, constructs an (n, p, q, ζ)-approximate universal family of size O( 1
ηpx(1−ζ)p(1−x)q+ζp ·
2o(p+q) · log n) in O( 1
ηpx(1−ζ)p(1−x)q+ζp · 2o(p+q) · n log n) time, where x =
(1−ζ)p
p+q
and
η = 1
ζζ(1−ζ)(1−ζ) .
We now define a special type of approximate universal families.
Definition 9. An (n, p, q, ζ)-approximate universal family F is called strict if for
every disjoint sets A,B ⊆ U of sizes p and q, respectively, there is a set F ∈ F
such that |A \ F | = ⌊ζp⌋ and B ∩ F = ∅.
Lemma 10. Given an (n, p, q, ζ)-approximate universal family F , a strict (n, p, q, ζ)-
approximate universal family F ′ of size O(|F|n) can be constructed in O(|F|n2)
time.
Proof. Without loss of generality, assume that U = {1, . . . , n}. Define F ′ =
{F ∩ {1, . . . , i} : F ∈ F , i ≤ n}. It is easy to verify that F ′ is a strict (n, p, q, ζ)-
approximate universal family.
3 Overview
In this section we give a high level description of our algorithm.
The k-Path problem can be solved in nk+O(1) time by the following dynamic
programming algorithm. Define P iv to be a family containing all sets X ⊆ V
such that |X| = i, v ∈ X , and there is a simple path that ends at v whose set of
vertices is precisely X . The families P iv are computed using the formula
P iv =
⋃
u : (u,v)∈E
⋃
X∈Pi−1u : v/∈X
(X ∪ {v}).
To speed up this algorithm, instead of computing the families P iv, compute fami-
lies P̂ iv ⊆ P iv that (k−i)-represents P iv. The computation of P̂ iv is done as follows.
First, compute
N iv =
⋃
u : (u,v)∈E
⋃
X∈P̂i−1u : v/∈X
(X ∪ {v}).
Then, use Theorem 2 to compute a family P̂ iv that (k − i)-represents N iv (note
that here the universe is U = V ). The time complexity of building P̂ iv is roughly
O∗
(
|N iv | ·
(
ck
ck − i
)k−i)
= O∗
(
(ck)2k−i
ii(ck − i)2k−2i
)
= O∗(φc(α)
k),
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where α = i/k (recall that φc(α) =
c2−α
αα(c−α)2−2α ). Therefore, the running time of
the algorithm is O∗(max0≤α≤1 φc(α)
k). The optimal choice for c is c = 1 + 1√
5
≈
1.45. For this choice of c, the function φc(α) is maximized when α = 1− 1√5 ≈ 0.55,
and φc(1− 1√5) = 3/2 +
√
5/2 ≈ 2.619 [6,13]. Therefore, the running time of the
algorithm is O∗(2.619k).
In order to reduce the time complexity, we use the color coding technique.
Suppose that G contains a path of size k, and let P = p1, . . . , pk be such path.
We call P the target path. We describe an algorithm that is designed to find
the specific path P (although it may find a different path of size k). Suppose
that we guessed a partition of the vertices of G into sets L and R such that
p1, . . . , pk/2 ∈ L and pk/2+1, . . . , pk ∈ R. We call a partition of the vertices with
this property good. Now define the following families. P iL,v is family containing
all sets X ⊆ L such that |X| = i, v ∈ X , and there is a simple path that ends at v
whose set of vertices is precisely X . P iR,v is family containing all sets X ⊆ R such
that |X| = i, v ∈ X , and there is a simple path with k/2+ i vertices that ends at
v whose first k/2 vertices are in L, and the set of the last i vertices of the path is
precisely X . Similarly to before, the algorithm builds families N iL,v and for each
family N iL,v it uses Theorem 2 to generate a family P̂ iL,v that (k/2− i)-represents
P iL,v. Similarly, the algorithm compute families P̂ iR,v that (k/2 − i)-represent
the families P iR,v. The time complexity of computing one representative family
is O∗(2.619k/2) = O∗(1.619k). Note that this is considerably faster than the
O∗(2.619k) bound in the first algorithm.
So far we assumed we guessed a good partition of the vertices into sets L and
R. Since we want a deterministic algorithm, we need to deterministically gen-
erate several partitions such that at least one partition is good. Since we don’t
know which partitions are good, the algorithm performs the dynamic program-
ming stage for every partition. Therefore, the time complexity is multiplied by
the number of partitions. The generation of a good partition is done using an
(n, 1
2
k, 1
2
k)-universal family F . For every F ∈ F , define sets L,R by taking L = F
and R = V \ F . By the definition of universal family, there is at least one good
partition. By Lemma 6, the size of F is approximately ( k1
2
k
) ≈ 2k, which means
that the total time complexity of the algorithm is O∗(2k ·2.619k/2) = O∗(3.2376k),
which is worse than the first algorithm.
The color coding algorithm is less efficient than the first algorithm since
the size of the universal family is too large. We solve this problem by us-
ing a strict (n, 1
2
k, 1
2
k, ζ)-approximate universal family instead of an (n, 1
2
k, 1
2
k)-
universal family. Note that the former family is much smaller than the latter
(see Lemma 6 and Lemma 8). The usage of a strict approximate universal family
requires some changes in the algorithm. This is because now, the first half of
target path contains 1
2
(1 − ζ)k vertices from L and 1
2
ζk vertices from R. Define
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families
Pjl,jrL,v = {X ∈ Pjl+jrL,v : |X ∩ L| = jl, |X ∩ R| = jr, }.
The algorithm uses Theorem 4 to generate families P̂jr ,jlL,v that (12(1−ζ)k−jl, 12(1+
ζ)k − jr)-represent the families Pjl,jrL,v . The indices jl, jr for which we construct
these families are 0 ≤ jl ≤ 12(1− ζ)k and 0 ≤ jr ≤ 12ζk. The time complexity of
constructing a single family P̂jr ,jlL,v is roughly O∗(φcl(αl)
1
2
(1−ζ)k ·φcr(αr)
1
2
ζk), where
αl =
jl
1
2
(1−ζ)k and αr =
jr
1
2
(1+ζ)k
. For simplicity of the presentation, suppose that
ζ = 0.5 and cl = cr = 1+ 1/
√
5. Since αl can get values between 0 and 1, φcl(αl)
is maximized for αl = 1 − 1√5 ≈ 0.55 and therefore φcl(αl) ≤ 2.619 for all αl.
Note that jr ≤ 12ζk = 14k. Therefore, αr can get values between 0 and
1
4
k
3
4
k
= 1
3
.
The worst case for αr is αr =
1
3
, and therefore φcr(αr) ≤ φcr(1/3) ≤ 2.313
for all αr. We obtain that the time for generating a representative family is
O∗(2.619k/4 · 2.313k/4) = O∗(1.569k).
In order to improve the running time we use the following idea from [15].
Suppose that we guessed a partition L,R that satisfies the following property:
The vertices of the target path P = p1, . . . , pk that are in L are distributed
uniformly among p1, . . . , pk/2. Namely, the number of vertices among p1, . . . , pi
that are in L is approximately (1 − ζ)i for all i ≤ k/2. We call this property
the uniformity property. Assuming the uniformity property, we can restrict the
pairs of indices jr, jl for which we construct a family P̂jr ,jlL,v by requiring that
jr
jl+jr
≈ ζ . This prevents the worst case choices of αl and αr (which are 1 − 1√5
and 1
3
, respectively, when ζ = 0.5) to occur simultaneously: If αl = 1 − 1√5 then
jl = (1− 1√5)14k and the requirement jrjl+jr ≈ ζ implies (when ζ = 0.5) that jr ≈ jl
and therefore αr ≈ (1−
1√
5
) 1
4
k
3
4
k
≈ 0.184. Additionally, when αr = 13 , we have that
αl ≈ 1 (since jr = 14k and therefore jl ≈ 14k).
Unfortunately, the uniformity property cannot be guaranteed when the par-
tition L,R is constructed deterministically. The solution to this problem is as
follows: The first half p1, . . . , pk/2 of the target path P = p1, . . . , pk is partitioned
into m sub-paths each containing ǫk internal vertices (we assume for simplicity
that ǫk is integer). Now, let P1, . . . , Pm be an ordering of the sub-path such that
|Pi ∩ L| ≥ |Pi+1 ∩ L| for all i. Let si, ti be the first and last vertex of Pi, respec-
tively. Suppose that we guessed the vertices si and ti for all i. The algorithm
works in iterations, where in the i-th iteration the algorithm tries to construct
the path Pi. The order property |Pi ∩L| ≥ |Pi+1 ∩L| serves as a replacement for
the uniformity property. Namely, the worst case for the time complexity is when
each sub-path Pi contains (1− ζ)ǫk vertices from L. Therefore, the analysis done
under the uniformity property also applies here for large ǫ.
The algorithm works in two stages, where the first stage tries to construct
the sub-paths P1, . . . , Pm which are sub-paths of p1, . . . , pk/2, and the second
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stage tries to construct Pm+1 = pk/2+1, . . . , pk. In order to obtain optimal time
complexity, the two stages should have the same time complexities. To obtain
this, we take P1, . . . , Pm to be sub-paths of p1, . . . , pδk for some constant δ, and
Pm+1 = pδk+1, . . . , pk.
We note that Zehave [15] used a different approach for solving the universal
family size problem. The algorithm of [15] guesses a coloring of the vertices by
blue and red such that exactly γk vertices of the target path are colored blue,
where γ = 0.084. Then, only the blue vertices of the graph are partitioned into
sets L and R. The size of the universal family used by the algorithm is roughly 2γk
which is small. However, since most of the vertices of the target path are colored
red, the improvement in time complexity over the O∗(2.619k)-time algorithm is
small.
4 The algorithm
In this section we give a more detailed description of the algorithm and analyze
its time complexity.
Let δ, ζ, ǫ be some constants to be determined later. To simplify the presen-
tation, we define the following variables:
m = δ · 1
ǫ
Psize = ⌈ǫk⌉
Lnum = m · Psize− ⌊ζ ·m · Psize⌋ = ⌈(1− ζ)m · Psize⌉
Rnum = k − 2−m− Lnum
Lnumi = (1− ζ)i · Psize
These variables have the following meanings. Recall that we partition the target
path into m + 1 sub-paths P1, . . . , Pm+1 (we can choose ǫ and δ such that m is
an integer). Psize is the number of internal vertices in Pi for all i ≤ m. Lnum
and Rnum are the number of internal vertices of the target path that are in L
and R, respectively. Lnumi is a lower bound on the number of internal vertices
that are in L in P1, . . . , Pi (recall that we assume that |Pi ∩ L| ≥ |Pi+1 ∩ L| for
all i ≤ m− 1).
4.1 Algorithm for Cut k-Path
Similarly to Zehavi [15], we define a problem called Cut k-Path (we note that
the definition here is different than the one in [15]). The input to this problem
is a directed graph G = (V,E), an integer k, a partition of V into disjoint
sets L,R, a sequence of distinct vertices Ve = (v1, . . . , vm+2), and a permutation
π : [m] → [m]. We denote si = vπ(i) and ti = vπ(i)+1 for all i ≤ m. Additionally,
sm+1 = vm+1 and tm+1 = vm+2.
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The goal of the problem is to decide whether there are paths P1, . . . , Pm+1
with the following properties.
1. For all i, the first vertex of Pi is si and the last vertex is ti.
2. For all i, the internal vertices of Pi are disjoint from Ve.
3. For all i 6= j, the internal vertices of Pi are disjoint from the internal vertices
of Pj.
4. For every i ≤ m, the number of internal vertices of Pi is Psize.
5. The number of internal vertices of Pm+1 is k − 2−m−m · Psize.
6. For every i ≤ m, the number of internal vertices of P1, . . . , Pi that are in L
is at least Lnumi.
7. The number of internal vertices of P1, . . . , Pm that are in L is Lnum.
8. The internal vertices of Pm+1 are from R.
We note that property 6 follows from the assumption that the paths P1, . . . , Pm
are ordered such that |Pi ∩ L| ≥ |Pi+1 ∩ L| for every i ≤ m. Also note that
properties 7 and 8 implies that the number of internal vertices in all the paths
that are in R is Rnum.
We now give an algorithm for solving Cut k-Path. We note that the algo-
rithm is based on the algorithm of [15]. The algorithm consists of two stages.
The first stage constructs the paths P1, . . . , Pm. This stage builds a table M
in which M [i, jl, jr, v] is a family that (Lnum− jl,Rnum− jr)-represents (where
the universe U = V is partitioned into sets U1 = L and U2 = R) the family of all
sets of the form (P1 ∪ · · · ∪ Pi−1 ∪ P ′i ) \ Ve, where P1, . . . , Pi−1, P ′i are paths such
that
• P1, . . . , Pi−1 satisfy properties 1, 2, 3, 4, and 6.
• P ′i satisfies properties 2 and 3.
• The first vertex of P ′i is si and the last vertex of P ′i is v.
• The total number of internal vertices of P1, . . . , Pi−1, P ′i that are in L and
R is jl and jr, respectively.
The indices i, jl, jr, m have the following ranges: 1 ≤ i ≤ m, Lnumi−1 ≤ jl ≤
min(i · Psize,Lnum), 1 + (i− 1) · Psize − jl ≤ jr ≤ i · Psize − jl, and
v ∈

N+(si) \ Ve if jl + jr = 1 + (i− 1) · Psize
N−(ti) \ Ve if jl + jr = i · Psize
V \ Ve otherwise
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where N+(x) and N−(x) are the sets of out-neighbors and in-neighbors of x,
respectively. If at least one of i, jl, jr, v does not satisfy the requirements above,
assume that M [i, jl, jr, v] = ∅. Note that the bounds on jr can be rewritten as
1 + (i − 1) · Psize ≤ jl + jr ≤ i · Psize. Since the number of internal vertices in
P1, . . . , Pi−1 is (i−1) ·Psize (due to property 4), this inequality forces the number
of internal vertices of P ′i to be between 1 and Psize.
The computation of an entry M [i, jl, jr, v] is done as follows. If jl + jr >
1 + (i− 1) · Psize then
M [i, jl, jr, v] =
{
{A ∪ {v} : A ∈ ⋃u∈N−(v)\Ve M [i, jl − 1, jr, u]} if v ∈ L
{A ∪ {v} : A ∈ ⋃u∈N−(v)\Ve M [i, jl, jr − 1, u]} otherwise
If jl + jr = 1 + (i− 1) · Psize and i > 1 then
M [i, jl, jr, v] =
{
{A ∪ {v} : A ∈ ⋃u∈N−(ti−1)\Ve M [i − 1, jl − 1, jr, u]} if v ∈ L
{A ∪ {v} : A ∈ ⋃u∈N−(ti−1)\Ve M [i − 1, jl, jr − 1, u]} otherwise
Finally, if jl + jr = 1 then
M [i, jl, jr, v] =
{
{{v}} if (v ∈ L and jl = 1) or (v ∈ R and jr = 1)
∅ otherwise
Then, use Theorem 4 to find a family that (Lnum − jl,Rnum − jr)-represents
M [i, jl, jr, v], and replace M [i, jl, jr, v] with this family. Theorem 4 is applied
with U1 = L and U2 = R, and with constants cl, cr.
The second stage of the algorithm constructs the path Pm+1. This stage con-
structs a table K[j, v] in which K[j, v] is a family that (Rnum− j)-represents the
family of all sets of the form (P1∪· · ·∪Pm∪P ′m+1)\(Ve∪L), where P1, . . . , Pm, P ′m+1
are paths such that
• P1, . . . , Pm satisfy properties 1, 2, 3, 4, 6, 7, and 8.
• P ′m+1 satisfies properties 2, 3, and 8.
• The first vertex of P ′m+1 is sm+1 and the last vertex of P ′m+1 is v.
• The number of internal vertices of P1, . . . , Pm, P ′m+1 that are in R is j.
The indices j, v have the following ranges: 1 + m · Psize − Lnum ≤ j ≤ Rnum
and
v ∈

R ∩ (N+(sm+1) \ Ve) if j = 1 +m · Psize − Lnum
R ∩ (N−(tm+1) \ Ve) if j = Rnum
R \ Ve otherwise
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The computation of an entry K[j, v] is done as follows. First, perform
K[j, v] =
{
{A ∪ {v} : A ∈ ⋃u∈R∩(N−(v)\Ve)K[j − 1, u]} if j > 1 +m · Psize − Lnum
{A ∪ {v} : A ∈ ⋃u∈N−(tm)\Ve M [m,Lnum, j − 1, u]} otherwise
Then, use Theorem 2 to find a family that (Rnum − j)-represents K[j, v], and
replace K[j, v] with this family. Theorem 2 is applied with U = R and constant
c′.
After the second stage, if there is a vertex v such that K[Rnum, v] 6= ∅, the
algorithm returns ‘yes’. Otherwise, the algorithm returns ‘no’.
4.2 Algorithm for k-Path
The following algorithm solves the k-Path problem, using the algorithm for Cut
k-Path of the previous section.
(1) Construct a strict (n,Lnum,Rnum, ζ)-approximate universal family F
over the universe V .
(2) foreach sequence of distinct vertices Ve = (v1, . . . , vm+2)
(3) foreach permutation π : [m]→ [m]
(4) foreach F ∈ F
(5) L← F and R← V \ F .
(6) Run theCut k-Path algorithm on the instance (G, k, L,R, Ve, π).
(7) if the algorithm returned ‘yes’ then return ‘yes’.
(8) return ‘no’
4.3 Analysis
We now analyze the time complexity of our algorithm. Consider the algorithm
for Cut k-Path of Section 4.1. By Theorem 4, the time complexity of the first
stage of the algorithm is O∗(X12o(k)), where
X1 =
m
max
i=1
Lnum
max
jl=Lnumi−1
i·Psize−jl
max
jr=1+(i−1)·Psize−jl
(cl · Lnum)2·Lnum−jl
jjll (cl · Lnum− jl)2·Lnum−2jl
· (cr · Rnum)
2·Rnum−jr
jjrr (cr · Rnum− jr)2·Rnum−2jr
.
Our goal is to estimate Y1 = X
1/k
1 . To simplify the analysis, we redefine the
values of the following variables:
Psize = ǫk
Lnum = (1− ζ)δk
Rnum = (1− δ + ζδ)k
Lnumi = (1− ζ)(i+ 1) · Psize
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Note that since we can assume that k is large enough and that ǫ is small enough,
the value of Y1 for the new definitions of the variables is arbitrarily close to the
value of Y1 for the old definitions. Define αl =
jl
Lnum
and αr =
jr
Rnum
. The range
of jl in the definition of X1 (over all i) is 0 ≤ jl ≤ Lnum. Therefore, 0 ≤ αl ≤ 1.
The range of jl in the second maximum in the definition of X1 implies that
jl ≥ Lnumi−1 = i(1 − ζ)ǫk = iǫ · Lnum/δ. Therefore, i ≤ 1ǫ δ · jlLnum = 1ǫ δαl. The
range of jr in the third maximum implies that
jr ≤ i · Psize − jl ≤ 1
ǫ
δαl · ǫk − Lnum · αl
= δαlk − (1− ζ)δk · αl = ζδαlk.
Therefore,
αr =
jr
Rnum
≤ ζδ
1− δ + ζδ · αl.
We obtain that
Y1 = max
0≤αl≤1
max
0≤αr≤ ζδ1−δ+ζδ ·αl
φcl(αl)
Lnum/k · φcr(αr)Rnum/k
= max
0≤αl≤1
max
0≤αr≤ ζδ1−δ+ζδ ·αl
φcl(αl)
(1−ζ)δ · φcr(αr)1−δ+ζδ.
The time complexity of the second stage is O∗(X22o(k)), where
X2 =
Rnum
max
j=1+m·Psize−Lnum
(c′ · Rnum)2·Rnum−j
jj(c′ · Rnum− j)2·Rnum−2j .
Under the simplified definitions of the variables, we have that j satisfies j ≥
m · Psize − Lnum = ζδk. Therefore for α = j
Rnum
we have α ≥ ζδk
Rnum
= ζδ
1−δ+ζδ .
Let Y2 = X
1/k
2 . We obtain that
Y2 = max
ζδ
1−δ+ζδ≤α≤1
φc′(α)
1−δ+ζδ.
The time complexity of the algorithm for Cut k-Path is O∗(max(Y1, Y2)
k2o(k)).
The algorithm for k-Path generates O(|F| · nO(1/ǫ)) instances of Cut k-Path,
where F is a strict (n,Lnum,Rnum, ζ)-approximate universal family. By Lemma 8
and Lemma 10 we have that |F| = O∗(Y k3 2o(k)) where
Y3 =
(ζζ(1− ζ)(1−ζ))δ
((1− ζ)δ)(1−ζ)δ(1− δ + ζδ)1−δ+ζδ
.
Therefore, the time complexity of the algorithm for k-Path is O∗(max(Y1, Y2)
k ·
Y k3 2
o(k)). We now choose the following parameters in order to minimize the time
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complexity: ǫ = 10−10, δ = 0.49533, ζ = 0.712, cl = 1.136, cr = 1.645, and
c′ = 1 + 1√
5
≈ 1.447. Under this choice of parameters, max(Y1, Y2) · Y3 < 2.5537.
The value of Y1 is maximized when αl ≈ 0.864 and αr ≈ 0.356. The value of Y2
is maximized when α = 1 − 1√
5
≈ 0.553. The values of these parameters were
obtained with a Python script. See the appendix for details.
We note that there is a special case which was omitted in the analysis above:
In the computation of K[j, v] for j = 1 +m · Psize − Lnum, the algorithm first
builds a family K[j, v] of size
O∗
(⋃
u∈V
M [m,Rnum, j − 1, u]
)
= O∗
(
(cr · Rnum)Rnum
jj(cr · Rnum− j)Rnum−j
)
= O∗
((
cr
αα(cr − α)1−α
)(1−δ+ζδ)k)
where α = j/Rnum ≈ ζδ
1−δ+ζδ . Then, the time for constructing the representative
family is
O∗
(
|K[j, v]| · (c
′ · Rnum)Rnum−j
(c′ · Rnum− j)Rnum−j
)
= O∗
((
cr · c′1−α
αα(cr − α)1−α(c′ − α)1−α
)(1−δ+ζδ)k)
This does not change the time complexity of the algorithm since for choice of the
parameters given above, the last expression is smaller than Y k2 .
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A Computation of optimal parameters
In this section we give a Python script for finding optimal parameters for the algo-
rithm. To speed-up the computation, we use the following observation. Consider
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the computation of
Y1 = max
0≤αl≤1
max
0≤αr≤ ζδ1−δ+ζδ ·αl
φcl(αl)
(1−ζ)δ · φcr(αr)1−δ+ζδ.
Let α∗r be the value of α ∈ [0, 1] that maximizes φcr(α). The function φcr(αr) is
monotonically increasing in the range [0, α∗r ]. Moreover, for the relevant values
of δ and ζ we have that ζδ
1−δ+ζδ · αl ≤ ζδ1−δ+ζδ < 0.5 < α∗r . Therefore,
Y1 = max
0≤αl≤1
φcl(αl)
(1−ζ)δ · φcr
(
ζδ
1− δ + ζδ · αl
)1−δ+ζδ
.
The computation of Y1 using the second formula is much faster than using the
first formula. Similarly, we have that ζδ
1−δ+ζδ < 0.5 < α
∗, where α∗ is the value of
α ∈ [0, 1] that maximizes φc′(α). Therefore,
Y2 = φc′(α
∗)1−δ+ζδ.
It follows that the optimal value for c′ is c′ = 1+ 1√
5
and Y2 = φc′(1− 1√5)
1−δ+ζδ
=
(3/2 +
√
5/2)1−δ+ζδ.
The script for computing the value of the parameters is as follows.
from math import s q r t
def f r ange ( a , b , s t ep s ) :
return [ a+(b−a )∗ f loat ( x )/ s t ep s for x in range ( s t ep s +1)]
def phi ( alpha , c ) :
return c∗∗(2− alpha )/ alpha ∗∗ alpha /( c−alpha )∗∗(2−2∗ alpha )
def calc Y1 ( de l ta , zeta , c l , c r ) :
Lnum = (1− zeta )∗ de l t a
Rnum = 1−de l t a+zeta ∗ de l t a
Y1 = 0
for a lpha l in f r ange (0 , 1 . 0 , 1000) :
a lphar = zeta ∗ de l t a /(1− de l t a+zeta ∗ de l t a )∗ a lpha l
Y1 = max(Y1 , phi ( a lphal , c l )∗∗Lnum ∗ phi ( alphar , cr )∗∗Rnum)
return Y1
def calc Y2 ( de l ta , zeta ) :
Rnum = 1−de l t a+zeta ∗ de l t a
return (1.5+ sq r t (5)/2)∗∗Rnum
def calc Y3 ( de l ta , zeta ) :
x = (1− zeta )∗ de l t a
return ( zeta ∗∗ zeta ∗(1− zeta )∗∗(1− zeta ))∗∗ de l t a /x∗∗x/(1−x)∗∗(1−x )
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ze ta range = f range ( 0 . 10 , 0 . 9 , 80)
c l r ange = f range ( 1 . 00 , 1 . 40 , 40)
c r r ange = f range ( 1 . 40 , 1 . 80 , 40)
best Y = 1e10
for c l in c l r ange :
for cr in c r r ange :
for zeta in ze ta range :
d e l t a a = 0.25
d e l t a b = 0.75
for i in range ( 3 0 ) :
d e l t a = ( d e l t a a+de l t a b )/2
Y1 = calc Y1 ( de l ta , zeta , c l , c r )
Y2 = calc Y2 ( de l ta , zeta )
i f Y1 > Y2 :
d e l t a b = de l t a
else :
d e l t a a = de l t a
Y = Y1∗ calc Y3 ( de l ta , zeta )
i f Y < best Y :
best Y = Y
best params = [ c l , cr , zeta , d e l t a ]
print best Y
print best params
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