Equilibration in a chiral Luttinger liquid by Protopopov, I. V. et al.
ar
X
iv
:1
41
2.
79
42
v1
  [
co
nd
-m
at.
str
-el
]  
26
 D
ec
 20
14
Equilibration in a chiral Luttinger liquid
I. V. Protopopov,1, 2 D. B. Gutman,3 and A. D. Mirlin1, 4, 5
1 Institut fu¨r Nanotechnologie, Karlsruhe Institute of Technology, 76021 Karlsruhe, Germany
2 L. D. Landau Institute for Theoretical Physics RAS, 119334 Moscow, Russia
3Department of Physics, Bar Ilan University, Ramat Gan 52900, Israel
4 Institut fu¨r Theorie der Kondensierten Materie,
Karlsruhe Institute of Technology, 76128 Karlsruhe, Germany
5 Petersburg Nuclear Physics Institute, 188300 St. Petersburg, Russia.
We explore the weak-strong-coupling Bose-Fermi duality in a model of a single-channel integer
or fractional quantum Hall edge state with a finite-range interaction. The system is described by
a chiral Luttinger liquid with non-linear dispersion of bosonic and fermonic excitations. We use
the bosonization, a unitary transformation, and a refermionization to map the system onto that
of weakly interacting fermions at low temperature T or weakly interacting bosons at high T . We
calculate the equilibration rate which is found to scale with temperature as T 5 and T 14 in the
high-temperature (”bosonic”) and the low-temperature (”fermonic”) regimes, respectively. The
relaxation rate of a hot particle with the momentum k in the fermonic regime scales as k7T 7.
PACS numbers:
I. INTRODUCTION
Quantum kinetics of one-dimensional (1D) interacting
systems is a hot topic in the contemporary condensed
matter physics. It is now actively explored both theo-
retically and experimentally. On experimental side, both
fermionic (carbon nanotubes, metallic and semiconduc-
tor nanowires, quantum Hall edges) and bosonic (cold
atoms in optical traps) systems are studied. The contin-
uing progress in the sample fabrication technology allows
the study of the quantum kinetics and relaxation in a va-
riety of setups; see, in particular, Refs. 1–8.
On the theoretical side, a common starting point
for the description of 1D interacting systems is the
Tomonaga-Luttinger model of fermions with linear dis-
persion relation interacting via point-like interaction.
By virtue of bosonization9–12 the Tomonaga-Luttinger
model can be mapped to the free bosons with linear
spectrum which is in turn equivalent to free fermions via
refermionization13–16.
Being a linear theory, Tomonaga-Luttinger model does
not allow for the relaxation to thermal equilibrium. It
is by now well understood that the energy relaxation
in clean 1D systems occurs due to terms that are irrel-
evant in the renormalisation group (RG) sense, which
makes the calculation of the corresponding relaxation
rates rather complicated. In the recent years various per-
turbative schemes were developed to address the kinetics
in interacting 1D systems. Generally, they can be di-
vided into two classes - ”fermonic” and ”bosonic”. The
fermonic approaches start from the formulation of the
theory either in terms of original fermions17–21 (assumed
to be weakly interacting) or in terms of appropriately de-
fined fermionic quasiparticles22–24. One can then speak
about the lifetime of fermionic excitations in the system
and discuss the kinetics in the framework of the fermionic
kinetic equation. The approaches of the second class ap-
peal to the bosonic description of 1D system, discuss the
lifetimes of bosonic excitations and employ the bosonic
kinetic equation as a tool to address kinetics. This idea
has been used for the analysis of strongly-interacting
fermions (with Luttinger liquid parameter K ≪ 1) form-
ing a state which is close to Wigner crystal25,26.
It was pointed out recently that fermionic and bosonic
languages are dual27. The two typical perturbations to
the Tomonaga-Luttinger model are the finite curvatures
of fermionic and bosonic spectra. In the model of 1D
fermions interacting via finite rage interaction they are
controlled27 by the fermionic mass m (correction to the
linear fermionic dispersion δǫk = k
2/2m) and the radius
of interaction l (correction to the linear bosonic spec-
trum δωq = −u0l
2q3, where u0 is the sound velocity),
respectively. We note that the quadratic correction to
the fermionic spectrum translates into cubic interaction
of bosons in the bosonized version of the theory28. Thus,
the interaction in the fermonic picture corresponds to the
dispersion in the bosonic one and vice versa.
The comparison of the non-linear corrections to the
fermionic and bosonic dispersion relations reveals an im-
portant parameter of the theory λE = ml
2E with E
being the typical energy of a single-particle excitation.
This energy scale is set by temperature T for a system
near thermal equilibrium. The stability of bosons with
respect to their interaction (caused by fermionic disper-
sion) is controlled by the bending of the bosonic energy-
momentum relation. Accordingly, for λT ≫ 1 one ex-
pects that the bosonic form of the theory is the proper
starting point for the perturbative treatment. In particu-
lar, in this “bosonic regime” one can speak of the lifetime
of the bosonic excitations and employ the bosonic kinetic
equation to describe the kinetics. Conversely, small value
of the parameter λT means that (at the relevant energy
scale) we can view the system as consisting of weakly-
interacting fermionic quasiparticles and the the fermionic
kinetic equation can be used to analyze the kinetics. Re-
markably, the same parameter λE emerges from the anal-
2ysis of the fermionic and bosonic descriptions of the dissi-
pationless kinetics in a problem of propagation of a den-
sity pulse on top of zero-temperature background24,29; in
that case the energy scale E is determined by the pulse
amplitude.
The parameter λE grows with energy. Thus, the pic-
ture drawn above implies (as shown within a systematic
analysis in Ref.27) that at comparatively high tempera-
tures the kinetics and, in particular, the rate at which a
perturbed system relaxes to thermal equilibrium, is gov-
erned by the bosonic kinetic equation and the lifetimes
of the bosonic excitations, while low-temperature equili-
bration is controlled by the fermionic relaxation rates.
Quantum Hall edge states represent a particularly im-
portant realization of interacting 1D system. The state-
of-the-art engineering of quantum Hall devices allows to
create structures with a high degree of control on sys-
tems parameters, including non-equilibrium conditions.
Recent experiments examine the non-equilibrium Mach-
Zehnder interferometry30–33 and energy relaxation in
quantum Hall edges3–6.
In this work we explore the Bose-Fermi duality out-
lined above in a single-channel quantum Hall edge state
(integer or fractional) with a finite-range interaction, thus
extending the results of Ref. 27 to the case of a chiral
Luttinger liquid. We present detailed description of the
relaxation processes in this system. Our analysis cov-
ers both the “bosonic” high-temperatures regime and the
“fermionic” low-temperature one. We show that in these
two regimes the characteristic equilibration rate scales
with temperature as T 5 and T 14, respectively. Such a
dramatic change in the temperatures behavior should be
amenable to experimental test.
The paper is organized as follows. In Sec. II we fix no-
tations and present our model of a quantum Hall edge.
In Sec. III we consider the high-temperature regime and
analyze the equilibration starting from the the bosonic
description of the problem. Section IV is devoted to the
fermionic formulation of the theory and the analysis of
equilibration at low temperatures. Finally, Sec. V con-
tains a summary and a discussion of our results.
II. EFFECTIVE THEORY OF A
SINGLE-CHANNEL QUANTUM HALL EDGE
The effective low energy description of a quantum Hall
edge in terms of chiral bosonic fields was introduced by
Wen34. In the simplest situation of a single-channel edge,
which is realized in ν = 1 integer quantum Hall state as
well as in the ν = 1/m Laughlin states, the theory in-
volves a single chiral density field ρ(x) with the commu-
tation relation (in momentum domain)35
[ρq, ρ−q] =
Lq
2π
, (1)
and the Hamiltonian of the system is given by
H0 =
πu0
L
∑
q
: ρqρ−q :B . (2)
Here L is the total length of the edge, u0 is the velocity of
edge excitations and ::B denotes the normal ordering with
respect to bosonic creation and annihilation operators.
The the bosonic Hamiltonian (2) can also be viewed as
a Hamiltonian of free chiral fermions36
H0 = u0
∑
k
k : a+k ak :F , (3)
where ::F denotes the fermonic normal ordering. The
mapping to the fermionic theory goes via the represen-
tation of the density operators ρq as bilinear functions of
fermions ak
ρq =
∑
k
a+k ak+q. (4)
Hamiltonian (2) was extremely fruitful for the analysis
of various low-energy properties of QH edges. However,
being an effective low-energy theory, Hamiltonian (2) is
not exact. In a more general theory one expects correc-
tions to Eq. (2) made out of various operators of higher
scaling dimension. Phenomenologically one can express
such a perturbed Hamiltonian as
H =
πu0
L
∑
q
Γ(2)q : ρqρ−q :B +πu0
∑
n=3
H(n). (5)
The first term in Eq. (5) describes free dispersive chiral
boson with momentum-dependent velocity uq ≡ u0Γ
(2)
q
while the other terms represents various n-boson interac-
tions
H(n) =
1
Ln−1
(
2π
mu0
)n−2∑
q
Γ(n)q :
n∏
i=1
ρqi :B . (6)
Here, q = (q1, q2, . . . qn), Γ
(n)
q are dimensionless functions
of momenta andm is a phenomenological parameter with
dimension of mass.
In this paper we focus on the case of a finite-range
interaction, thus assuming that the functions Γ
(n)
q are
analytic at small momenta. The Taylor expansion of the
function Γ
(2)
q introduce into the problem a length-scale l
controlling the dispersion of our bosons
Γ(2)q = 1− q
2l2 +
∑
k=2
γ(2,2k)l
2kq2k. (7)
Here γ(2,m) are numerical coefficients.
The higher-order vertices Γ
(n)
q have Taylor expansions
similar to Eq. (7) and we assume them to be controlled
by the same length scale l,
Γ(n)q = γ(n,0) +
∑
k=1
∑
pn,2k
γ(n,pn,2k)l
2kpn,2k(q). (8)
3The second sum in Eq. (8) runs over all linearly inde-
pendent uniform 2k-power symmetric polynomials of n
variables (q1, . . . qn). Subsequently we will need explicit
expansions for the first few functions Γ
(n)
q and we present
them here for future references:37
Γ(2)q = 1− l
2q2 + γ(2,4)l
4q4 + γ(2,6)l
6q6 + . . . ; (9)
Γ(3)q = γ(3,0) + γ(3,2)l
2
3∑
i=1
q2i + γ(3,4)l
4
(
3∑
i=1
q2i
)2
+ . . . ;
(10)
Γ(4)q = γ(4,0) + γ(4,2)l
2
4∑
i=1
q2i + . . . ; (11)
Γ(5)q = γ(5,0) + . . . . (12)
The physical meaning of the phenomenological param-
eter m introduced in Eq. (6) becomes transparent if we
note that the leading (in the RG sense) perturbation in
the Hamiltonian (5) is given by
δH =
2π2γ(3,0)
m
∫
dx : ρ3(x) :B . (13)
Under the refermionization mapping (4) this correction
transforms into
δH =
3γ(3,0)
2m
∑
k
k2 : a+k ak :F . (14)
The parameter m and the corresponding length scale
(1/mu0) describe thus the bending of the “electronic”
spectrum in the system.
Equations (5),(6), (7), and (8) fully describe our phe-
nomenological Hamiltonian of a quantum Hall edge valid
at low momenta, q ≪ 1/l and q ≪ mu0, and constitute
the starting point of our subsequent analysis.
Despite the fact that the perturbations introduced in
the Hamiltonian H are irrelevant in the RG sense, they
have an important impact on the the kinetic properties
of the edge. In particular, the competition between the
fermionic curvature term (14) and the bending of the
bosonic spectrum, accounted in the leading order by
−
πu0l
2
L
∑
q
q2 : ρqρ−q :B (15)
drives the Fermi-Bose crossover24,29 in the dissipationless
dynamics of a density perturbation. The later analysis
was limited to the time scales that are shorter than the
relaxation rates studied in the present paper.
Besides deciding on the fermionic or bosonic nature of
the problem the perturbative terms in the Hamiltonian
(5) lead to the finite lifetimes of the bosonic and fermionic
excitations. This aspect of the problem is in the focus of
the present work.
We conclude this section, by stating the assumptions
used below. First, the expansion of the Hamiltonian in
q
Ωq
q1
q1¢
q3¢
q2¢
q2
FIG. 1: The dominant bosonic scattering process contributing
to the relaxation of a hot boson with momentum q1 ≫ T/u0.
The change in momentum of the hot boson, q1−q′1 ∝ T 3/u30q21 ,
is small compared to the typical momenta of the thermal
bosons q2, q
′
2 and q
′
3.
powers of density and momentum [Eqs. (5) and (8)] are
meaningful provided that the characteristic energy scale
in the problem (set by the temperature T ) satisfies
T ≪ mu20 , T l/u0 ≪ 1. (16)
Second, the parameter l (that can be interpreted as the
radius of interaction in the fermionic version of the the-
ory) is assumed to be large compared to the effective
Fermi wavelength in the problem, l & 1/mu0. Note that
this condition also allows the parameter λT = ml
2T to
vary from large to small values within the temperature
range set by Eq (16).
III. BOSONIC LIFETIME
In this section we analyze the decay time of the bosonic
excitations in the chiral edge described by the Hamilto-
nian (5). More precisely, we consider the system at fi-
nite temperature T and a ”test” boson with momentum
q1 & T/u0. We are interested in the decay rate of this
bosonic excitation which is given by the scattering-out
part of the corresponding scattering integral.
The simplest process contributing to the decay of the
state under consideration is shown in Fig. 1. It involves
the scattering of the test boson by the thermal boson
with momentum q2 resulting in the creation of the three
bosons with the momenta q′1, q
′
2 and q
′
3. In addition,
there is a conjugate process that involves two thermal
bosons in the initial state that produces the contribution
of the same order of magnitude to the bosonic scatter-
ing rate and modifies the numerical prefactor in Eq.(26).
For the clarity of the presentation we limit our consider-
ation here to the process of Fig.1, restoring the correct
prefactor at the end of the calculation.
The decay rate corresponding to the process shown on
4Fig. 1 is given by
1
τq1(T )
=
1
3!
∫
dq2dq
′
1dq
′
2dq
′
3
(2π)4
W
q′1,q
′
2,q
′
3
q1q2 NB(ωq2)
×
[
1 +NB(ωq′1)
] [
1 +NB(ωq′2)
] [
1 +NB(ωq′3)
]
. (17)
The integration in Eq. (17) is limited to positive mo-
menta; NB(ω) stands for the Bose distribution function
at temperature T and
W
q′1q
′
2q
′
3
q1q2 = (2π)
2
∣∣∣〈0|bq′1bq′2bq′3 Tˆ b+q1b+q2 |0〉
∣∣∣2 δ(Pi − Pf)
× δ(Ei − Ef) (18)
is the transition probability. The delta functions in Eq.
(18) represent the energy and momentum conservation,
and the bosonic creation and annihilation operators are
related to the Fourier components of density via
bq =
√
2π
Lq
ρq , b
+
q =
√
2π
Lq
ρ−q , q > 0. (19)
To evaluate the required matrix element of the Tˆ -
matrix, we resort to the perturbation theory with the
formal small parameter 1/m. Straightforward analysis
shows that to the lowest order in 1/m the part of the
Sˆ-operator responsible for the scattering process under
consideration is given by
Sˆ = −
16π5i
L4m3u20
∑
q
Γ˜5,effq :
5∏
i=1
ρqi :B δ
(
5∑
i=1
uqiqi
)
(20)
with
Γ˜(5,eff)q = Γ
(5)
q −
6p1u0Γ
(3)
q1,q2,p1Γ
(4)
q3,q4,q5,−p1
up1p1 + uq1q1 + uq2q2
+
27u20p1p2Γ
(3)
q1,q2,p1Γ
(3)
q3,−p1,−p2Γ
(3)
q4,q5,−p2
4 (up1p1 + uq1q1 + uq2q2) (up2p2 + uq4q4 + uq5q5)
.
(21)
The momenta p1 and p2 in Eq. (21) are fixed by the
momentum conservation in the vertices Γ
(3)
q and Γ
(4)
q ; we
also assume the symmetrization of the left-hand side of
Eq. (21) with respect to the five momenta qi.
To proceed further, we recall that we are interested
in low momenta q ≪ 1/l. Therefore, we can perform
an expansion of the S-operator (20) in powers of ql. To
illustrate the procedure, let us consider the second term
in Eq. (21). Neglecting the dependence of the interaction
vertices on the momentum and retaining only the cubic
term in the bosonic dispersion relation quq = u0(q−l
2q3),
we find the corresponding contribution to Γ˜(5,eff)
δΓ˜(5,eff) ∝
γ(3,0)γ(4,0)
l2
∑
σ(q1,...q5)
1
q1q2
. (22)
Here we made explicit the symmetrization over the per-
mutations of the momenta q1 , . . . , q5. At this point one
could think that the correction δΓ˜(5,eff), Eq. (22), is para-
metrically large [in parameter 1/(ql)2, where q is the
typical momentum] compared to the first term in Eq.
(21), Γ˜
(5)
q ≈ γ(5,0). However, this is not not true. The
point is that, within our approximation (retaining only
the linear and the cubic terms in the bosonic dispersion),
the δ-function responsible for the energy conservation in
Eq. (20) becomes δ
(
l2
∑5
i=1 q
3
i
)
. It is now easy to see
that the amplitude (22) identically vanishes on the mass
shell38. To get a non-zero contribution to the Sˆ-operator
from the second term in Eq. (21), one needs to take into
account higher-order corrections coming from the mo-
mentum dependence of the vortices Γ
(3)
q and Γ
(4)
q as well
as from the fifth-order term in the bosonic dispersion re-
lation [both in the energy denominator in Eq. (21) and
in the energy conservation condition]. This brings about
an additional factor of the order of q2l2. As a result,
the contribution of the second term in Eq.(21) to the S-
matrix turns out to be of the same order as that of the
first one. A similar consideration applies to the last term
in Eq. (21).
A straightforward although lengthy calculation with
the account of Eqs. (9)-(12) leads now to a desired ex-
pression for the Sˆ-operator to the lowest order in ql:
Sˆ = −
16π5i
L4m3u20
Γ(5,eff)
∑
q
:
5∏
i=1
ρqi :B δ
(
u0l
2
5∑
i=1
q3i
)
.
(23)
The constant Γ(5,eff) can be expressed in terms of the
parameters of the Hamiltonian (5). The corresponding
expression is cumbersome and is presented in Appendix
A.
The transition probability corresponding to the S-
matrix (23) is
W
q′1q
′
2q
′
3
q1q2 =
8(5!)2π5
m6u50l
2
Γ2(5,eff)q1q2q
′
1q
′
2q
′
3
× δ(q1+ q2− q
′
1− q
′
2− q
′
3)δ
(
q31 + q
3
2 − q
′3
1 − q
′3
2 − q
′3
3
)
.
(24)
Let us now assume that the momentum q1 ≫ T/u0. Con-
sidering the kinematics of the scattering process, we ob-
serve that, in view of energy and momentum conserva-
tion, the momenta of two of the bosons in the final state
(say, q′2 and q
′
3 ) are of the order of thermal momentum
while the momentum of the third boson is parametrically
close to q1
q1 − q
′
1 ∼ T
3/u30q
2
1 . (25)
Evaluating now the the bosonic lifetime according to Eq.
(17) under the assumption q1 ≫ T/u0 one finds that it
does not depend on the bosonic momentum and is given
5k
Ξk
k1
k1¢
k2
k2¢
k3k3¢
FIG. 2: The dominant fermonic scattering process contribut-
ing to the relaxation of a hot fermion with momentum
k1 ≫ T/u0. The change in momentum of the hot fermion,
k1−k′1 ∝ T 2/u0k1, is small compared to the typical momenta
of the thermally excited fermions k2, k
′
2, k3 and k
′
3.
by
1
τq1≫T/u0(T )
= cB
Γ2(5,eff)T
5
m6u100 l
2
(26)
with the numerical constant cB ≈ 6.5×10
4, see Appendix
A.
Equation (26) leads also to the estimate for the lifetime
of a thermal boson in our system
1
τB(T )
∼
T 5
m6u100 l
2
, (27)
up to a constant of order unity. Equations (26) and (27)
are central results of this section. Equation (27) deter-
mines the characteristic time scale for the equilibration
in a chiral single-channel quantum Hall edge at relatively
high temperatures, ml2T ≫ 1. The T 5-scaling in Eq.
(27) agrees with the that found for the intrabranch equi-
libration rate in a Wigner crystal in Ref. 25.
IV. LIFETIME OF FERMIONIC EXCITATIONS
We turn now to the investigation of fermionic excita-
tions in our problem. As we have discussed earlier, the
fermions are expected to constitute the proper basis for
the description of the chiral edge at low temperatures,
i.e. λT ≡ ml
2T ≪ 1. Throughout this section we assume
this condition to be satisfied.
Our first task is to reexpress the Hamiltonian (5) in
the fermionic language. To achieve this goal, one plugs
the fermionic representation (4) of the the density com-
ponents into Eq. (5) and performs the normal ordering of
the result with respect to fermions. The refermionization
procedure results in the Hamiltonian of the form
H =
∑
k
ǫk : a
+
k ak :F +
∞∑
n=2
H˜(n). (28)
Here the first term corresponds to free fermions with
the dispersion relation ǫk while the other terms describe
fermionic interactions
H˜(n) =
1
Ln−1
∑
k,k′
Γ
(n)
k,k′ :
n∏
i=1
a+kiak′i :F . (29)
The fermionic vertices Γ
(n)
k,k′ are antisymmetric with re-
spect to the momenta of incoming and outgoing particles,
k ≡ (k1, . . . kn) and k
′ ≡ (k′n, . . . k
′
1).
Let us discuss first the the structure of the fermionic
Hamiltonian neglecting the bosonic vertices Γ
(n≥4)
q as
well as the momentum dependence of the three-boson
interaction Γ
(3)
q . In this approximation all fermionic ver-
tices Γn≥3k,k′ vanish and we are left with fermions that have
dispersion relation
ǫk =
3γ(3,0)
2m
k2 + u0
∫ k
0
dqΓ(2)q (30)
and interact via two-body interaction
Γ
(2)
k1,k2,k′2,k
′
1
=
πu0
2
(
Γ
(2)
k1−k′1
− Γ
(2)
k1−k′2
)
. (31)
We fix γ(3,0) = 1/3 by an appropriate choice of m (see
Ref.37). The fermionic spectrum then reads
ǫk = u0k +
k2
2m
−
u0l
2k3
3
+O(u0l
4k5). (32)
We note that the third term in Eq. (32), representing
the renormalization of the fermionic spectrum by the
interaction39, is small in the parameter λT . We postpone
the discussion of its effect till the end of this section.
It is easy to see that, because of kinematic constraints,
a two-fermion scattering process is not allowed18. To
evaluate the lifetime of the fermionic excitations, one thus
needs to consider the three-particle collision process (see
Fig. 2) and the out-scattering part of the corresponding
collision integral. The lifetime of a fermion at momentum
k1 ≫ T/u0 is then given by
1
τk1(T )
=
1
12
∫
dk
(2π)
5W
k′1,k
′
2,k
′
3
k1,k2,k3
NF (ǫk2)NF (ǫk2)
×
(
1−NF (ǫk′1)
) (
1−NF (ǫk′2)
) (
1−NF (ǫk′3)
)
. (33)
Here the transition probability W
k′1,k
′
2,k
′
3
k1,k2,k3
can be ex-
pressed in terms of the matrix element for the three-
particle collision process
W
k′1,k
′
2,k
′
3
k1,k2,k3
= (2π)2 |〈1, 2, 3|T |1′, 2′, 3′〉|
2
× δ (Ei − Ef) δ (Pi − Pf) , (34)
with δ-functions ensuring the momentum and energy con-
servation.
6To evaluate the matrix element for the three-particle
scattering, we employ the lowest order perturbation the-
ory in the fermionic interaction (31), yielding
〈1, 2, 3|T |1′, 2′, 3′〉 =
4 · (3!)2Γ
(2)
k1,k2,k2′,q
Γ
(2)
q,k3,k′3,k
′
1
ǫk1 + ǫk2 − ǫp′2 − ǫq
. (35)
Here we assume the antisymmetrization of the right-hand
side with respect to the incoming and outgoing momenta.
To proceed further, we expand the fermionic inter-
action Γ
(2)
k,k′ in powers of momentum, see Eqs. (7),
(31). The antisymmetrization in Eq.(35), required by
the Fermi statics of our particles, has a profound impact
on the result. Indeed, assuming that the matrix element
remains analytic at small momenta on the mass shell, one
immediately concludes that 〈1, 2, 3|T |1′, 2′, 3′〉 is propor-
tional to the sixth power of momentum
〈1, 2, 3|T |1′, 2′, 3′〉 ∝
∏
i>j
(ki − kj)(k
′
i − k
′
j). (36)
In particular, to obtain a non-zero result from Eq. (35)
one needs to expand the product of two-particle interac-
tions in the numerator to the eighth power of momen-
tum. The contributions of all the lower expansion terms
vanish40. As a result we find
〈1, 2, 3|T |1′, 2′, 3′〉 = 12π2u20ml
8
(
10γ2(2,4) + 7γ(2,6)
)
×
∏
i>j
(ki − kj)(k
′
i − k
′
j) (37)
It is now easy to calculate the fermionic lifetime,
Eq.(33). We shall take into account that for k1 ≫ T/u0
the kinematics of the process requires that one of the
outgoing momenta (say k′1) is close to k1,
k1 − k
′
1 ∝ T
2/k1. (38)
Evaluating the integral we get
1
τk1≫T/u0(T )
=
cF
(
10γ2(2,4) + 7γ(2,6)
)2
k71T
7m3l16
u100
,
(39)
with a numerical constant cF ≈ 2.4× 10
4 (see Appendix
A).
Setting k1 ∼ T/u0, we obtain an estimate (up to a nu-
merical coefficient of order unity) for the life time of a
fermionic excitation with an energy of the order of tem-
perature:
1
τF (T )
∼
T 14m3l16
u100
. (40)
Equations (39) and (40) constitute the central results of
this section. Equation (40) determines the equilibration
rate of chiral single-edge quantum Hall edge channel at
low temperatures, ml2T ≪ 1.
In our discussion we have so far neglected higher-order
scattering processes, the higher-order bosonic vertices
Γ
(n)
q , as well as the exchange corrections to the fermionic
single-particle spectrum [the third term in Eq. (32)]. Let
us now discuss the stability of the result (40) with respect
to these corrections. First we note, that the T 14 scal-
ing of the fermionic relaxation rate is extremely robust,
as it relies solely on the k6 scaling of the three-particle
collision amplitude dictated by the Pauli principle. Esti-
mating contributions of higher-order scattering processes
(four-particle etc.), one obtains still higher powers of T ,
with λT = ml
2T being a dimensionless small parameter
of the expansion. Further, the contributions of many-
boson interaction vertices to the three-particle collision
rate are suppressed by positive powers of the parameter
1/mu0l . 1. To illustrate this point, let consider the
three-boson interaction vertex Γ
(3)
q . It contributes to the
three-fermion collision amplitude already in the first or-
der perturbation theory. The corresponding contribution
reads
〈1, 2, 3|T |1′, 2′, 3′〉
Γ
(3)
q
∝
l6
m
∏
i>j
(ki − kj)(k
′
i − k
′
j) (41)
and thus contains an additional factor 1/(mu0l)
2 in com-
parison with Eq. (37). If mu0l ∼ 1 (in which case only
the fermonic regime is realised), Eq. (41) is of the same
order as Eq. (37), thus modifying the corresponding nu-
merical prefactor. On the other hand, ifmu0l ≫ 1 (which
is the condition for the existence of the high-temperature
bosonic regime), the contribution of the three-boson in-
teraction vertex, Eq. (41), yield only a small correction
to Eq. (37).
The situation with the exchange correction to the
fermionic spectrum is slightly more subtle. One can try
to incorporate it into the denominator in Eq. (35) and
the δ-function expressing the energy conservation in Eq.
(34). Performing then the expansion of the thee-particle
collision amplitude at the mass shell in powers of mo-
mentum, one finds
〈1, 2, 3|T |1′, 2′, 3′〉Σ ∝ l
10u40m
3
∏
i>j
(ki−kj)(k
′
i−k
′
j). (42)
We see that the k6 scaling of the collision amplitude (re-
sponsible for the T 14 scaling of the relaxation rate) is
preserved, as expected. On the other hand, the contri-
bution (42) appears to be large compared to Eq. (37)
in the parameter (u0ml)
2. The two additional powers of
mass m in Eq. (42) come from the second order expan-
sion of the amplitude (35) in δǫk = −l
2k3/3. However, in
accordance with the rules of a diagrammatic expansion,
the self-energy correction produced by the third term in
Eq. (32) cannot be considered separately from the corre-
sponding vertex corrections it generates to Eq. (35). We
expect that the correct account of the vertex corrections
(which is a very tedious task for the three-particle pro-
cesses under consideration) would lead to the cancellation
7of (42), so that Eq. (37) yields the leading contribution
to the three-particle scattering amplitude, including the
prefactor.
V. SUMMARY AND DISCUSSION
In this work, we have presented a detailed analysis of
the relaxation process in a chiral single-channel quan-
tum Hall edge state (integer or fractional). The relax-
ation is naturally described in the fermionic language at
low temperatures, λT ≪ 1, and in the bosonic language
at high temperatures, λT ≫ 1, where λT = ml
2T is
the dimensionless parameter of the theory. The relax-
ation rates of a hot excitation with momentum k scale
as T 5k0, Eq. (26) for a boson and as T 7k7 for a fermion
(where k is counted from Fermi momentum), Eq. (39).
The equilibration rate of the system behaves as T 5 in
the high-temperature (bosonic) regime and as T 14 in the
low-temperature (fermionic) regime, as expressed by Eqs.
(27) and (40). These results match at λT ∼ 1 where a
Bose-Fermi crossover takes place.
Before closing the paper, we discuss the connection of
our findings with related recent advances in the field:
i) It is instructive to compare the obtained relaxation
rates with those in an analogous but non-chiral sys-
tem, Ref. 27. When both left- and right-moving ex-
citations branches are present, the relaxation rates
are ∼ T 5/m4u80 and ∼ l
4T 7/m2u80 in the bosonic
and fermionic regimes, respectively. Thus, in the
bosonic regime the temperature scaling is T 5 in
both chiral and non-chiral cases; the only differ-
ence is in the additional factor (mu0l)
−2 . 1 in
the chiral case. In the fermionic regime the chiral-
ity of the system has a much more dramatic im-
pact: it changes the temperature scaling of the re-
laxation rate from T 7 to T 14. Such a strong sup-
pression of the relaxation can be traced back to a
very strong effect of antisymmetrization for a three-
body fermion scattering in a single-channel chiral
system.
ii) It is worth reminding that we have assumed a finite-
range interaction, with a sufficient degree of ana-
lyticity at small momenta. A comparison with the
results obtained in a perturbative fermionic calcu-
lation for a chiral Luttinger liquid with unscreened
(1/r) Coulomb interaction indicates42 that the
finite-range character of the interaction strongly
suppresses the relaxation in the fermionic regime.
The Bose-Fermi ”phase diagrams” for a chiral
quantum Hall edge with long-range interactions re-
mains to be explored.
iii) It was shown in Refs. 24,29 that solitonic den-
sity waves arise in the course of time evolution
of a strong enough density pulse (on top of zero-
temperature background) in the bosonic regime
λE ≫ 1, where E is set by the pulse amplitude.
It was argued in a recent preprint41 that, upon
quantisation, solitons of the bosonic theory can be
regarded as a continuation of the particle branch
of fermionic excitations to the bosonic part of the
phase space (while the standard bosonic branch
constitutes the continuation of the hole fermionic
branch). The authors of Ref. 41 focus on a non-
chiral system characterised by the Bose-Fermi du-
ality established in Ref. 27. One can expect, how-
ever, that this conjecture would be equally appli-
cable to a chiral system. It would be very inter-
esting to verify these conjectures and to calculate
the life time of such soliton-like excitations in the
bosonic regime, both in the chiral and non-chiral
cases. It should be emphasised, however, that the
corresponding life times are expected to be much
shorter than those of bosons. Therefore, they will
not influence the long-time equilibration rates dis-
cussed in Ref. 27 (for the non-chiral case) and in
the present work (for a chiral system).
iv) The energy relaxation in quantum Hall edges (both
chiral and non-chiral) was probed in the recent ex-
periments, Refs. 3–6. We expect that further de-
velopment of the methods employed in those works
will allow systematic investigation of the temper-
ature (or energy) dependence of the equilibration
rates.
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Appendix A: Expressions for numerical prefactors
In this Appendix we collect results for numerical prefactors in the formulas for the lifetime of the bosonic and
fermionic excitations. (The corresponding expressions are quite lengthy and for this reason have not been included in
the main text.)
The constant Γ(5,eff) in Eqs. (23), (23), and in the final result for the hot-boson relaxation rate (26) has the following
8expression in terms of the parameters of the Hamiltonian (5):
Γ(5,eff) = γ(5,0) + 2
(
γ(2,4)γ(3,0)γ(4,0) + γ(3,2)γ(4,0) + 2γ(3,0)γ(4,2)
)
+
γ(3,0)
6
(
20γ2(2,4)γ
2
(3,0) + 14γ(2,6)γ
2
(3,0) + 67γ(2,4)γ(3,0)γ(3,2) + 48γ
2
(3,2) + 66γ(3,0)γ(3,4)
)
The numerical constant cB in the expression for the bosonic lifetime, Eq. (26), is given by the following dimensionless
integral
cB =
(5!)2π
12
∫
dω1dω2ω1ω2(ω1 + ω2)
[
N˜B(ω1 + ω2)[1 + N˜B(ω1)][N˜B(ω2) + 1] + N˜B(ω1)N˜B(ω2)[1 + N˜B(ω1 + ω2)]
]
,
(A1)
where N˜B(ω) is a dimensionless Bose distribution with the temperature T = 1 and the chemical potential µ = 0.
The first term in the square brackets represents the contribution of the scattering process shown on Fig. 1, while the
second term corresponds to the conjugate process with two thermal bosons in the initial state.
The numerical constant cF in the expression for the fermionic lifetime, Eq. (39), is given by the following dimen-
sionless integral
cF =
9
2π
∫
dω1dω2dω
′
1dω
′
2(ω1−ω2)
2(ω′1−ω
′
2)
2N˜F (ω1)N˜F (ω2)
[
1− N˜F (ω
′
1)
] [
1− N˜F (ω
′
2)
]
δ(ω1+ω2−ω
′
1−ω
′
2), (A2)
where N˜F (ω) is a dimensionless Fermi distribution with the temperature T = 1 and the chemical potential µ = 0.
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