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tries”. This notion is a generalization of the extended differential
forms. We prove that for a graded algebra with symmetries T ,
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1. Introduction
Dans cet article, on introduit la notion «d’algèbre graduée avec symétries » (AGS en abrégé). Pour
un anneau commutatif unitaire R , une algèbre graduée avec symétries est la donnée d’un foncteur
covariant
T : F in −→ AR.
La catégorie F in étant celle dont les objets sont les ensembles {0,1, . . .n} et les morphismes sont
les applications quelconques. La catégorie AR est celle des R-algèbres commutatives unitaires. Pour
une R-algèbre unitaire A, l’algèbre des formes différentielles étendues T ∗(A) (cf. [2]) sera présentée
comme un exemple parmi d’autres d’algèbres graduées avec symétries. A une AGS, on associe une
sous-algèbre Ω∗ qui généralise l’algèbre des formes différentielles non commutatives Ω∗(A) (cf. [2]
ou [7]). Sur l’algèbre Ω∗ , on déﬁnit un opérateur b de degré −1 et un opérateur κ qui vériﬁent les
propriétés suivantes
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κn = 1+ bκnd
κn+1 = 1− db(
κn − 1)(κn+1 − 1)= 0.
Ces propriétés ont été remarquées par Cuntz et Quillen (cf. [3]) dans le cadre des formes différentielles
non commutatives. En particulier, les notions d’homologies cycliques et de Hochschild peuvent être
étendues à une algèbre Ω∗ associée à une AGS T .
On montre aussi que pour une AGS T , le groupe symétrique opère à droite sur Ω∗ . Ainsi Ω∗ est un
S-mod (cf. [9]), on peut donc associer une opérade à Ω∗ , et ce en utilisant le foncteur libre décrit
dans [9].
On peut aussi, en utilisant les méthodes détaillées dans [1], donner dans le cadre des AGS, une
construction des cup i-produits ainsi qu’une construction explicite des carrées de Steenrod (cf. [10]).
L’article est présenté de la façon suivante : On commence par donner un rappel sur les formes dif-
férentielles non commutatives. Ensuite on déﬁnit les algèbres graduées avec symétries, on en donne
quelques exemples et on montre certaines propriétés des AGS, analogues à celles des formes diffé-
rentielles non commutatives. Dans le paragraphe suivant on étudie l’action des groupes symétriques
sur une sous-algèbre Ω∗ associée à une AGS T . Dans le dernier paragraphe, on montre que la sous-
algèbre Ω∗ associée à une AGS T est une algèbre graduée mixte. Une algèbre graduée mixte étant une
algèbre différentielle graduée (Λ∗,d), munie d’une deuxième différentielle b : Λ∗ −→ Λ∗−1 vériﬁant,
pour tous ω1 ∈ Λn et ω2 ∈ Λp , l’identité suivante :
ω2ω1 = (−1)npκ p(ω1ω2) − (−1)n(p+1)bκ p(ω1 dω2).
L’opérateur de degré 0 κ étant déﬁni par l’identité
db + bd = 1− κ.
L’auteur tient à remercier Max Karoubi dont les remarques ont été déterminantes pour l’élaboration
de ce travail.
2. Rappel
Rappelons brièvement les déﬁnitions des formes différentielles non commutatives données dans
[2] et [7]. Soient R un anneau commutatif unitaire et A une R-algèbre unitaire. Les formes différen-
tielles étendues de degré n sont les éléments du produit tensoriel de R-modules
Tn(A) = A ⊗ A ⊗ · · · ⊗ A
(n + 1 facteurs). Sur T ∗(A) = ⊕n0Tn(A) on déﬁnit un opérateur de carré nul
D : Tn(A) −→ Tn+1(A)
par la formule suivante :
D(a0 ⊗ a1 ⊗ · · · ⊗ an)
= 1⊗ a0 ⊗ a1 ⊗ · · · ⊗ an − a0 ⊗ 1⊗ a1 ⊗ · · · ⊗ an + · · · + (−1)n+1a0 ⊗ a1 ⊗ · · · ⊗ an ⊗ 1
et un produit
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par la formule
(a0 ⊗ a1 ⊗ · · · ⊗ an)(b0 ⊗ b1 ⊗ · · · ⊗ bp) = a0 ⊗ a1 ⊗ · · · ⊗ anb0 ⊗ b1 ⊗ · · · ⊗ bp.
Pour toutes formes w ∈ Tn(A) et θ ∈ T p(A), la différentielle D vériﬁe l’identité de Leibniz
D(wθ) = D(w)θ + (−1)nwD(θ).
On a en outre une action à droite du groupe symétrique Sn+1 sur Tn(A). En effet, en identiﬁant Sn+1
à l’ensemble des permutations de {0,1, . . . ,n}, l’action est déﬁnie par la formule suivante :
(a0 ⊗ a1 ⊗ · · · ⊗ an)σ = aσ (0) ⊗ aσ (1) ⊗ · · · ⊗ aσ (n).
Pour une R-algèbre A on pose Ω0(A) = A et Ω1(A) le noyau du morphisme de R-modules
A ⊗ A −→ A
x⊗ y −→ xy.
Le produit tensoriel étant celui des R-modules. En fait le R-module Ω1(A) est aussi un A-bimodule
et les formes différentielles non commutatives de degré n sont les éléments du produit tensoriel de
A-modules
Ωn(A) = Ω1(A) ⊗ Ω1(A) ⊗ · · · ⊗ Ω1(A) (n facteurs de Ω1(A)).
La somme Ω∗(A) =⊕n0 Ωn(A) est une algèbre graduée de manière évidente, le produit de deux
formes étant obtenu en juxtaposant les produits tensoriels. Considérons l’homomorphisme de R-
modules
d : Ω0(A) −→ Ω1(A)
déﬁni par la formule
d(a) = 1⊗ a − a ⊗ 1.
On a alors l’isomorphisme suivant
A ⊗ A/R −→ Ω1(A)
x⊗ y¯ −→ xdy.
L’ensemble Ωn(A) des formes différentielles non commutatives de degré n s’identiﬁe alors au produit
tensoriel de R-modules
A ⊗ A/R ⊗ · · · ⊗ A/R (n facteurs A/R).
Une forme différentielle non commutative de degré n s’écrit donc comme combinaison linéaire de
termes de la forme
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et le morphisme d s’étend aux formes de degré n de Ω∗(A) par la formule
d(a0da1 · · ·dan) = da0da1 · · ·dan.
Ce morphisme est de carré nul et vériﬁe, pour toutes formes w ∈ Ωn(A) et θ ∈ Ω p(A), l’identité de
Leibniz :
d(wθ) = dw θ + (−1)nw dθ.
L’algèbre différentielle graduée Ω∗(A) est incluse de manière évidente dans T ∗(A). D’autre part, pour
tout n 0, on a un opérateur de projection
J : Tn(A) −→ Ωn(A)
déﬁni par la formule suivante
J (a0 ⊗ a1 ⊗ · · · ⊗ an) = a0da1 · · ·dan.
L’opérateur J est un morphisme de R-modules qui commute avec les différentielles. Il convient de
noter que ce morphisme n’est pas un morphisme de R-algèbres. Cependant on a la proposition sui-
vante :
2.1. Proposition. (Cf. [1].) Soient A est une R-algèbre commutative, w ∈ Tn(A) et θ ∈ T p(A) avec D(θ) = 0.
On a alors
J (wθ) = J (w) J(θ).
Sur les formes différentielles étendues de degré n, on déﬁnit un produit noté #, par la formule
suivante :
(a0 ⊗ a1 ⊗ · · · ⊗ an) # (b0 ⊗ b1 ⊗ · · · ⊗ bn) = a0b0 ⊗ a1b1 ⊗ · · · ⊗ anbn.
Rappelons d’autre part, que si A est une R-algèbre commutative, une application
f : [n] −→ [m]
(où pour tout p ∈ N, [p] désigne l’ensemble {0,1, . . . , p}), induit un morphisme
f∗ : Tn(A) −→ Tm(A)
déﬁni par la correspondance
a0 ⊗ a1 ⊗ · · · ⊗ an → b0 ⊗ b1 ⊗ · · · ⊗ bm
où pour tout j ∈ [m]
b j =
{
1 si f −1({ j}) est vide∏
−1 ai sinon.i∈ f ({ j})
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f∗(w # θ) = f∗(w) # f∗(θ)
et que si w ∈ Tn(A) et θ ∈ T p(A), on a
wθ = f∗(w) # g∗(θ).
L’application f étant l’inclusion de [n] dans [n+ p] et g : [p] −→ [n+ p] est déﬁni par g(i) = i+n.
Pour alléger les notations dans ce qui suit, on notera f au lieu de f∗ l’homomorphisme induit sur les
formes étendues par une application f : [n] −→ [m].
Rappelons aussi que sur les formes étendues de degré n on a
D =
n+1∑
i=0
(−1)iδi
où les δi : [n] −→ [n + 1] sont les opérateurs cofaces déﬁnis par δi( j) = j si i > j et δi( j) = j + 1 si
i  j et que
Ωn(A) =
n−1⋂
i=0
ker si
où les si : [n] −→ [n − 1] sont les opérateurs de codégénérescence déﬁnis par si( j) = j si i  j et
si( j) = j − 1 si i < j.
2.2. Deﬁnition. Pour tout n  1, on déﬁnit sur Tn(A) un opérateur b de degré −1 en posant, pour
une forme a0 ⊗ a1 ⊗ · · · ⊗ an ∈ Tn(A),
b(a0 ⊗ a1 ⊗ · · · ⊗ an) =
n−1∑
i=0
(−1)ia0 ⊗ a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an + (−1)nana0 ⊗ a1 ⊗ · · · ⊗ an−1.
Sur T 0(A) on pose b = 0.
2.3. Remarques.
a/ L’opérateur b est égal à
∑n
i=0(−1)i si, où pour tout 0  i  n − 1, si : [n] −→ [n − 1] est l’opé-
rateur de codégénérescence déﬁni précédemment et sn : [n] −→ [n − 1] est déﬁni par sn( j) = j si
j  n − 1 et sn(n) = 0.
b/ Considérons a0da1 . . .dan ∈ Ωn(A). On a alors
b(a0da1 . . .dan) = (−1)n−1(a0da1 . . .dan−1an − ana0da1 . . .dan−1).
c/ L’homomorphisme b est de carré nul et l’homologie de Hochschild HHn(A) est égale à l’homo-
logie du complexe (Ωn(A),b).
2.4. Deﬁnition. Sur Ω∗(A), on déﬁnit un opérateur de degré 0 noté κ (cf. [3] et [5]) par la formule
suivante :
κ(a0da1 . . .dan) = (−1)n−1dana0da1 . . .dan−1.
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db + bd = 1− κ
κn = 1+ bκnd
κn+1 = 1− db(
κn − 1)(κn+1 − 1)= 0.
Enﬁn, en posant br = b(1+ κ + κ2 + · · · + κr−1), on a la relation :
dbr + brd = 1− κr .
3. Algèbres graduées avec symétries
Dans la suite, R désignera un anneau commutatif unitaire. On désignera par F in la catégorie dont
les objets sont les ensembles {0,1, . . .n} qu’on notera [n] et les morphismes sont les applications
quelconques. On désignera par AR la catégorie des R-algèbres commutatives unitaires.
3.1. Deﬁnition. Une algèbre graduée avec symétries (AGS en abrégé) est la donnée d’un foncteur
covariant
T : F in −→ AR.
Soient n et p ∈ N. Dans cet article fn,p : [n] −→ [n + p] désignera l’inclusion et gn,p : [p] −→ [n + p]
est déﬁnie par gn,p(i) = i + n. Pour toute AGS T , on a alors un morphisme
T
([n])⊗ T ([p])−→ T ([n + p])⊗ T ([n + p]).
Celui-ci, composé par la multiplication dans l’algèbre T ([n + p]), induit un accouplement
T
([n])⊗ T ([p])−→ T ([n + p]).
Pour cet accouplement, on montre aisément la propriété d’associativité suivante :
Le diagramme
T ([n]) ⊗ T ([p]) ⊗ T ([q]) T ([n + p]) ⊗ T ([q])
T ([n]) ⊗ T ([p + q]) T ([n + p + q])
est commutatif.
3.2. Notation. Dans la suite, pour toute AGS T et tout n ∈ N, on écrira Tn au lieu de T ([n]).
3.4. Soit A une R-algèbre commutative unitaire. Notons DR , la catégorie dont les objets sont les
ensembles [n], n ∈ N et les morphismes [n] −→ [p] sont les morphismes de R-modules A⊗n+1 −→
A⊗p+1. Considérons la catégorie « linéarisée » T F in de F in (notée IL dans [8]) qui a les mêmes objets
que F in et telle que HomT F in([n], [p]) soit le R-module libre de base HomF in([n], [p]). On a vu dans
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A⊗n+1 −→ A⊗p+1. On déﬁnit donc un foncteur
θ : T F in −→ DR .
3.5. Lemme. Pour A = R[t], le foncteur θ : T F in −→ DR est ﬁdèle.
3.6. Demonstration. Dans ce cas A⊗n+1 s’identiﬁe à l’algèbre des polynômes R[t0, t1, . . . , tn] et l’ap-
plication
θ : HomT F in
([n], [p])−→ HomR(R[t0, t1, . . . , tn], R[u0,u1, . . . ,up])
est celle qui à toute application f : [n] −→ [p], de F in associe le morphisme d’algèbres ob-
tenu par changement de variables ti = u f (i). Pour n = 0, l’application θ est injective avec une
image en facteur direct. En effet HomT F in([0], [p]) s’identiﬁe à Rp+1 et l’image par θ de la
base canonique de Rp+1 est formée de vecteurs indépendants dans HomR(R[t0], R[u0,u1, . . . ,up]).
Puisque HomR(R[t0, t1, . . . , tn], R[u0,u1, . . . ,up]) contient le produit tensoriel de (n + 1) copies de
HomR(R[t0], R[u0,u1, . . . ,up]) et que HomT F in([n], [p])  (Rp+1)⊗(n+1) , θ est injective pour n et p
quelconques. 
Soit T un foncteur déﬁnissant une AGS. Pour tout n et p ∈ N, on a donc une multiplication
Tn ⊗ T p −→ Tn+p .
Ce produit du type d’Alexander–Whitney, munit la somme directe de Tn d’une structure d’algèbre
graduée. Considérons le morphisme
d : Tn −→ Tn+1
déﬁni par
d =
n+1∑
i=0
(−1)i T (δi)
où les δi sont les opérateurs cofaces déﬁnis précédemment.
3.7. Proposition. L’algèbre T ∗ =⊕n0 Tn ainsi déﬁnie, munie de l’opérateur d est une algèbre différentielle
graduée.
3.8. Demonstration. Pour montrer que d2 = 0, il suﬃt d’appliquer le lemme 3.5. Montrons maintenant
l’identité de Leibniz. Pour tous n et p ∈ N, on notera fn,p l’inclusion de [n] dans [n + p] et gn,p :
[p] −→ [n + p]. Considérons ωn ∈ Tn et θp ∈ T p . On a alors
d(ωnθp) =
n+p+1∑
i=0
(−1)i T (δi)
[
T ( fn,p)(ωn)T (gn,p)(θp)
]= n+p+1∑
i=0
(−1)i T (δi fn,p)(ωn)T (δi gn,p)(θp).
Pour i  n, on a
δi fn,p = fn+1,pδi et δi gn,p = gn+1,p.
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δi fn,p = fn,p+1 et δi gn,p = gn,p+1δi−n.
On a donc
d(ωnθp) =
n∑
i=0
(−1)i T ( fn+1,p)T (δi)(ωn)T (gn+1,p)(θp)
+
n+p+1∑
i=n+1
(−1)i T ( fn,p+1)(ωn)T (gn,p+1)T (δi−n)(θp).
Or on a
fn+1,pδn+1 = fn,p+1 et gn+1,p = gn,p+1δ0
donc
T ( fn+1,p)T (δn+1)(ωn)T (gn+1,p)(θp) = T ( fn,p+1)(ωn)T (gn,p+1)T (δ0)(θp).
D’où
d(ωnθp) =
n+1∑
i=0
(−1)i T ( fn+1,p)T (δi)(ωn)T (gn+1,p)(θp)
+
n+p+1∑
i=n
(−1)i T ( fn,p+1)(ωn)T (gn,p+1)T (δi−n)(θp)
= T ( fn+1,p)
[
n+1∑
i=0
(−1)i T (δi)(ωn)
]
T (gn+1,p)(θp)
+ T ( fn,p+1)(ωn)T (gn,p+1)
[ p+1∑
r=0
(−1)n+r T (δr)(θp)
]
= T ( fn+1,p)(dωn)T (gn+1,p)(θp) + (−1)nT ( fn,p+1)(ωn)T (gn,p+1)(dθp)
= dωnθp + (−1)nωndθp . 
3.9. Exemples.
3.9.1. Soit A une R-algèbre commutative unitaire. Pour tout n ∈ N, on pose Tn = A⊗n+1. On a vu
que pour toute application f : [n] −→ [p], où n et p ∈ N, on associe un morphisme de R-algèbres
Tn −→ T p . Le foncteur T ainsi déﬁni est une AGS.
3.9.2. Soit X un ensemble simplicial et A l’anneau simplicial déﬁni par An = Rn+1 = Appl([n], R).
Posons Tn = Morsimp(X, A⊗n+1). Ce foncteur T déﬁnit une AGS qu’on note T (X) et dont la cohomolo-
gie est celle de l’ensemble simplicial X (cf. [7]).
3.9.3. (Cf. [6].) Soit X un complexe simplicial pointé. On déﬁnit S Pn(X) comme étant le quotient
topologique de Xn par l’action naturelle du groupe symétrique Sn . La limite inductive des S Pn(X),
N. Battikh / Journal of Algebra 335 (2011) 49–73 57notée S P∞(X) est alors un monoïde topologique et on note alors L(X) le symétrisé de S P∞(X). Soit
Bn+1 la boule unité de Rn+1. Le R-module R⊗ L(Bn+1) (produit tensoriel sur Z) qu’on note L(Bn+1, R)
s’identiﬁe algébriquement au R-module libre de base les éléments de Bn+1. Cet R-module peut être
muni (cf. [4]) d’une topologie qui en fait un groupe abélien topologique. Pour un CW-complexe Y , on
pose Tn = Mortop(Y , L(Bn+1, R)). Le foncteur T est alors une AGS dont l’algèbre différentielle graduée
associée a la même cohomologie singulière que l’espace Y .
3.10. Pour tout n ∈ N, et pour tout 1 i  n, notons ρi : [n] −→ [n] l’application déﬁnie par
ρi( j) =
{
j si j 
= i
j − 1 si i = j.
Soient le morphisme en = (1− ρn)(1− ρn−1) · · · (1− ρ1) de T F in (1 désignant ici l’application iden-
tité), A une R-algèbre commutative unitaire et θ : T F in −→ DR le foncteur déﬁni dans 3.4. On a
alors le lemme suivant :
3.11. Lemme. On a θ(en) = J où J est l’opérateur de projection déﬁni au paragraphe 2.
3.12. Demonstration. Le cas où n = 1 se vériﬁe facilement. Soit a0 ⊗ a1 ⊗ · · · ⊗ an+1 ∈ A⊗(n+2) . On a
alors
θ(en+1)(a0 ⊗ a1 ⊗ · · · ⊗ an+1) = θ
(
(1− ρn+1)(1− ρn) · · · (1− ρ1)
)
(a0 ⊗ a1 ⊗ · · · ⊗ an+1)
= (1− T (ρn+1))(1− T (ρn)) · · · (1− T (ρ1))
× (T ( fn,n+1)(a0 ⊗ a1 ⊗ · · · ⊗ an)T (gn,n+1)(1⊗ an+1)).
Ici l’AGS T est celle des formes différentielles étendues. On a ρi fn,n+1 = fn,n+1ρi et pour tout 1 i 
n − 1, on a ρi gn,n+1 = gn,n+1. On a aussi
T (ρngn,n+1)(1⊗ an+1) = T (gn,n+1)(1⊗ an+1),
ρn+1 fn,n+1 = fn,n+1 et ρn+1gn,n+1 = gn,n+1ρ1.
Donc
θ(en+1)(a0 ⊗ a1 ⊗ · · · ⊗ an+1)
= (1− T (ρn+1))(T ( fn,n+1)[(1− T (ρn)) · · · (1− T (ρ1))(a0 ⊗ a1 ⊗ · · · ⊗ an)]
× T (gn,n+1)(1⊗ an+1)
)
= (1− T (ρn+1))(T ( fn,n+1)[ J (a0 ⊗ a1 ⊗ · · · ⊗ an)]T (gn,n+1)(1⊗ an+1))
= (1− T (ρn+1))( J (a0 ⊗ a1 ⊗ · · · ⊗ an) ⊗ an+1)
= J (a0 ⊗ a1 ⊗ · · · ⊗ an) ⊗ an+1 − J (a0 ⊗ a1 ⊗ · · · ⊗ an)an+1 ⊗ 1
= J (a0 ⊗ a1 ⊗ · · · ⊗ an)(1⊗ an+1 − an+1 ⊗ 1)
= J (a0 ⊗ a1 ⊗ · · · ⊗ an ⊗ an+1).
D’où le lemme. 
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tielles non commutatives. Pour tout n ∈ N et pour tout 1  i  n − 1, considérons les opérateurs de
« codégénérescence » si : [n] −→ [n − 1] déﬁnis précédemment. Pour tout foncteur T déﬁnissant une
AGS et pour tout n ∈ N, on déﬁnit le R-module Ωn par
Ωn =
n−1⋂
i=0
ker
(
T (si)
)
.
3.13. Proposition. Pour toute AGS T et tout n 0, le morphisme T (en) est un idempotent, à valeurs dans Ωn
qui commute avec la différentielle d.
3.14. Demonstration. Pour tout n  0, on a θ(e2n) = J2 = J = θ(en). Donc d’après le lemme 3.5 on a
e2n = en et T (en)2 = T (en). Ceci on peut aussi le montrer directement, sans passer par le lemme 3.5,
et ce en remarquant que
(1− ρi)(1− ρ j) = (1− ρ j)(1− ρi) si |i − j| 2
et que
(1− ρi)(1− ρi−1)(1− ρi) = (1− ρi)(1− ρi−1).
Pour tout 0 i  n − 1, on a
θ(sien) = si J = 0.
Donc toujours d’après le lemme 3.5 on a sien = 0 et par suite T (en) est à valeurs dans Ωn .
Enﬁn on a θ(end) = Jd = d J = θ(den), ce qui entraine que T (en) commute avec la différen-
tielle d. 
3.15. Proposition. Pour toute AGS T et tout n  0, le morphisme T (en) est inverse à gauche de l’inclusion
ϕ : Ωn −→ Tn.
3.16. Demonstration. On a en = (1−ρn)(1−ρn−1) · · · (1−ρ1). Or pour tout 1 i  n, ρi = δi si . Donc
on a
en = 1+
∑
r
αr sr
où les αr sont des morphismes de F in. Donc si ω ∈ Ωn , on a bien T (en)(ω) = ω.
Remarquons que T (en) n’est pas un morphisme d’algèbre sur T ∗. Toutefois, on a la proposition
suivante. 
3.17. Proposition. Soient T une AGS, ω1 ∈ Tn et ω2 ∈ T p avec dω2 = 0. On a alors
T (en+p)(ω1ω2) = T (en)(ω1)T (ep)(ω2).
3.18. Demonstration. Pour alléger les notations dans cette démonstration, et pour toute application
ϕ : [n] −→ [p] et tout ω ∈ Tn , on écrira ϕ(ω) au lieu de T (ϕ)(ω). Montrons d’abord que pour tous
ω1 ∈ Tn et ω2 ∈ T p , on a en+p(ω1ω2) = en+p(ω1ep(ω2)). Soient donc ω1 ∈ Tn et ω2 ∈ T p . On a
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(
ω1ep(ω2)
)= en+p( fn,p(ω1)gn,p(1− ρp)(1− ρp−1) · · · (1− ρ1)(ω2)).
Pour tout 1 i  p, T on a
gn,pρi = ρi+ngn,p et ρi+n fn,p = fn,p
donc
en+p
(
ω1ep(ω2)
)= en+p(1− ρn+p)(1− ρn+p−1) · · · (1− ρn+1)[ fn,p(ω1)gn,p(ω2)]
= (1− ρn+p)(1− ρn+p−1) · · · (1− ρ1)(1− ρn+p)(1− ρn+p−1) · · · (1− ρn+1)
× [ fn,p(ω1)gn,p(ω2)]
et comme
(1− ρi)(1− ρ j) = (1− ρ j)(1− ρi) si |i − j| 2
et que pour tout i  2,
(1− ρi)(1− ρi−1)(1− ρi) = (1− ρi)(1− ρi−1)
on aura
en+p
(
ω1ep(ω2)
)= en+p(ω1ω2).
On peut alors supposer dans la proposition, que ω2 est un élément de Ω p . Soient donc ω1 ∈ Tnet
ω2 ∈ Ω p avec dω2 = 0,
en+p(ω1ω2) = (1− ρn+p)(1− ρn+p−1) · · · (1− ρ1)
[
fn,p(ω1)gn,p(ω2)
]
.
Pour tout 1 i  n − 1, on a ρi fn,p = fn,pρi et ρi gn,p = gn,p donc
en+p(ω1ω2) = (1− ρn+p) · · · (1− ρn)
[
fn,p(1− ρn−1) · · · (1− ρ1)(ω1)gn,p(ω2)
]
.
Posons ω′ = (1− ρn−1) · · · (1− ρ1)(ω1). On a
ρn
(
fn,p
(
ω′
)
gn,p(ω2)
)= fn,pρn(ω′)ρngn,p(ω2).
L’application ρn gn,p : [p] −→ [n + p] vériﬁe
ρngn,p(i) =
{
i + n si i 
= 0
n − 1 si i = 0.
On a donc ρn gn,p = gp+1,n−1δ1. Puisque dω2 = 0, on a alors
gp+1,n−1δ1(ω2) =
(
gp+1,n−1δ0 +
p+1∑
i=2
(−1)i gp+1,n−1δi
)
(ω2)
d’où
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(
fn,p
(
ω′
)
gn,p(ω2)
)
= fn,p
(
ω′
)
gn,p(ω2) − fn,pρn
(
ω′
)(
gp+1,n−1δ0 +
p+1∑
i=2
(−1)i gp+1,n−1δi
)
(ω2)
or g′δ0 = g et
(1− ρn+p) · · · (1− ρn+1)
[
fn,pρn
(
ω′
)( p+1∑
i=2
(−1)i gp+1,n−1δi
)
(ω2)
]
= fn,pρn
(
ω′
)
(1− ρn+p) · · · (1− ρn+1)
[( p+1∑
i=2
(−1)i gp+1,n−1δi
)
(ω2)
]
= 0.
En effet, pour tous 2 i  p + 1 et r < i − 1, on a
ρn+r gp+1,n−1δi = ρn+r gp+1,n−1δiδr+1sr
donc (1 − ρn+r)gp+1,n−1δi(ω2) = gp+1,n−1δi(ω2) et puisque ρn+i−1gp+1,n−1δi = gp+1,n−1δi alors
(1− ρn+i−1)gp+1,n−1δi = 0. D’où pour tout 2 i  p + 1,
(1− ρn+p) · · · (1− ρn+1)gp+1,n−1δi(ω2) = 0.
On a donc
(1− ρn+p) · · · (1− ρn+1)(1− ρn)
(
fn,p
(
ω′
)
gn,p(ω2)
)
= fn,p
(
ω′
)
(1− ρn+p) · · · (1− ρn+1)gn,p(ω2) − fn,pρn
(
ω′
)
(1− ρn+p) · · · (1− ρn+1)gn,p(ω2)
= fn,p(1− ρn)
(
ω′
)
(1− ρn+p) · · · (1− ρn+1)gn,p(ω2).
Comme pour tout i  1, on a ρn+i gn,p = gn,pρi alors
en+p(ω1ω2) = en(ω1)ep(ω2). 
Soit T une AGS. Considérons le morphisme β =∑ni=0(−1)i si de T F in. L’application sn étant déﬁ-
nie par
sn( j) =
{
j si j < n
0 si j = n.
Pour tout 0 i  n − 2, on a
θ(siβen) = sib J .
Le morphisme b : Ωn(A) −→ Ωn−1(A) étant celui déﬁni 2.2. Or sib J = 0 donc, d’après le lemme 3.5
siβen = 0. Ce qui implique que T (β) envoie Ωn sur Ωn−1. On notera encore b le morphisme T (β).
Remarquons qu’on peut voir que T (β) envoie Ωn sur Ωn−1 sans passer par le lemme 3.5 et ce en
utilisant le fait que si sn = sn−1si pour tous 0 i  n − 2. On a aussi
θ(βen) = β J = Jβ = θ(en−1β).
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pour tout n  0, le morphisme (−1)n(α − γ ) de T F in. L’application α : [n] −→ [n] étant le cycle
(0 1 · · ·n) et γ : [n] −→ [n] est déﬁnie par
γ (i) =
{
i + 1 si i 
= n
1 si i = n.
On a alors θ((−1)n(α − γ )) = κ : l’opérateur de Karoubi déﬁni en 2.4. Le morphisme (−1)n(α − γ )en
induit donc un morphisme qu’on notera aussi κ : Ωn −→ Ωn . Grace au lemme 3.5 on montre qu’on a
pour les opérateurs κ et b, toutes les identités établies par par Cuntz et Quillen (cf. [3]) dans le cadre
des formes différentielles non commutatives, à savoir :
db + bd = 1− κ
bκ = κb et dκ = κd
κn = 1+ bκnd
κn+1 = 1− db(
κn − 1)(κn+1 − 1)= 0.
3.19. Theoreme. Soit T une AGS. Le cup produit T n ⊗ T p −→ Tn+p induit un accouplement
Ωn ⊗ Ω p −→ Ωn+p.
La somme
⊕
n0 Ω
n est une sous-algèbre différentielle graduée de T ∗ .
3.20. Demonstration. Soient ω ∈ Ωn , θ ∈ Ω p . On a alors
ωθ = T ( fn,p)(ω)T (gn,p)(θ).
Pour tout i  n + p − 1, on a
T (si)(ωθ) = T (si fn,p)(ω)T (si gn,p)(θ).
Si i  n − 1, alors si fn,p = fn,psi et donc T (si fn,p)(ω) = 0. Si i  n, alors si gn,p = gn,psi−n et donc
T (si gn,p)(θ) = 0. D’où ωθ ∈ Ωn+p . D’autre part, les morphismes T (en) commutent avec la différen-
tielle d, d’où le théorème. 
4. Action des groupes symetriques sur les algebres graduees avec symetries
Identiﬁons le groupe symétrique Sn+1 au groupe des permutations de l’ensemble {0,1, . . . ,n} et
Sn au sous-groupe des permutations α de Sn+1 telles que α(0) = 0. A un élément α de Sn+1, on
associe le morphisme
kα : Ωn −→ Ωn
déﬁni par la correspondance
ω −→ εαT
(
enα
−1)(ω).
(Le signe εα étant la signature de la permutation α.)
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de Sn+1 . On a alors
kα(ω) = εαaα(0)daα(1)daα(2) . . .daα(n) + dω′ où ω′ ∈ Ωn−1(A)
et si α ∈ Sn alors
kα(ω) = εαa0daα(1)daα(2) . . .daα(n).
4.2. Demonstration. Remarquons que pour une forme a0 ⊗ a1 ⊗ a2 · · · ⊗ an ∈ Tn(A), on a
T
(
α−1
)
(a0 ⊗ a1 ⊗ a2 ⊗ · · · ⊗ an) = aα(0) ⊗ aα(1) ⊗ aα(2) ⊗ · · · ⊗ aα(n).
Considérons maintenant la forme ω = a0da1da2 . . .dan de Ωn(A). Si α ∈ Sn alors
kα(ω) = εα J T
(
α−1
)
(a0 ⊗ a1 ⊗ a2 ⊗ · · · ⊗ an).
Ceci vient du fait que dans tous les autres termes de la somme de produits tensoriels donnant
a0da1da2 . . .dan , il y’a des 1 situés dans des rangs différents de 0 et en appliquant J T (α−1) à ces
termes là on trouve 0. D’où on a,
kα(ω) = εα J (a0 ⊗ aα(1) ⊗ aα(2) ⊗ · · · ⊗ aα(n)) = εαa0daα(1)daα(2) · · ·daα(n).
Si α ∈ Sn+1 − Sn alors α(0) = i 
= 0. En raisonnant sur les rangs où se situent les 1, on voit que
kα(ω) = εα J T
(
α−1
)(
a0 ⊗ a1 ⊗ · · · ⊗ an
+
i−1∑
j=0
(−1)i+ ja0 ⊗ a1 ⊗ · · · ⊗ a ja j+1 ⊗ a j+2 ⊗ · · · ⊗ ai ⊗ 1⊗ ai+1 ⊗ · · · ⊗ an
)
= εαaα(0)daα(1)daα(2) . . .daα(n) + εα
i−1∑
j=0
(−1)i+ jdbα(1)dbα(2) . . .dbα(n).
Avec
bk =
⎧⎪⎨
⎪⎩
ak si k j − 1 ou k i + 1
ak+1 si j + 1 k i − 1
a ja j+1 si k = j
1 si k = i.
D’où la proposition. 
Déﬁnissons maintenant l’application ϕ : Sn+1 −→ Sn par la formule
ϕ(α) = α′ : i −→
{
α(i) + 1 si α(i) < α(0)
α(i) si α(i) > α(0)
pour tout i 
= 0.
Cette application est inverse à gauche de l’inclusion Sn −→ Sn+1 et si α ∈ Sn+1 alors εα′ =
(−1)α(0)εα .
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Ωn−1
d
kα′
Zn
kα
Ωn−1
d
Zn
L’ensemble Zn étant celui des formes ω ∈ Ωn telles que dω = 0.
4.4. Demonstration. Si α ∈ Sn , alors α = α′ et pour une forme a1 ⊗ a2 ⊗ · · · ⊗ an de Tn−1(A) où
A = R[t], on a
θ
(
εαenα
−1den−1
)
(a1 ⊗ a2 ⊗ · · · ⊗ an) = εα J T
(
α−1
)
(da1da2 . . .dan)
= εαdaα(1)daα(2) . . .daα(n).
On a aussi
θ
(
den−1εα′α′−1en−1
)
(a1 ⊗ a2 ⊗ · · · ⊗ an) = εα′d J T
(
α′−1
)
(a1da2 . . .dan)
= εαdaα(1)daα(2) . . .daα(n).
Donc, d’après le lemme 3.5 on a
εαenα
−1den−1 = den−1εα′α′−1en−1
dans T F in, d’où kαd = dkα′ sur Ωn−1.
Si α ∈ Sn+1 et α(0) = i 
= 0, on a alors
θ
(
εαenα
−1den−1
)
(a1 ⊗ a2 ⊗ · · · ⊗ an) = εα J T
(
α−1
)
(da1da2 . . .dan).
En écrivant da1da2 . . .dan comme somme d’éléments de A⊗n+1 on voit que
εα J T
(
α−1
)
(da1da2 . . .dan) = εα J T
(
α−1
)(
(−1)ia1 ⊗ a2 ⊗ · · · ⊗ ai ⊗ 1⊗ ai+1 ⊗ · · · ⊗ an
)
.
Car dans tous les autres termes de la somme de produits tensoriels donnant da1da2 . . .dan , il y’a des
1 dans des rangs différents de i et en appliquant J T (α−1) à ces termes, on trouve 0. Posons b j = a j+1
pour j < i, bi = 1 et b j = a j pour j > i. On a alors
εα J T
(
α−1
)
(da1da2 . . .dan) = (−1)iεα J T
(
α−1
)
(b0 ⊗ b1 ⊗ · · · ⊗ bn)
= (−1)iεα J (1⊗ bα(1) ⊗ bα(2) ⊗ · · · ⊗ bα(n))
= (−1)iεαdbα(1)dbα(2) . . .dbα(n).
D’autre part on a
θ
(
den−1εα′α′−1en−1
)
(a1 ⊗ a2 ⊗ · · · ⊗ an) = d Jεα′ T
(
α′−1
)
(a1da2 . . .dan)
= (−1)iεαdaα′(1)daα′(2) . . .daα′(n).
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lemme 3.5
εαenα
−1den−1 = den−1εα′α′−1en−1
dans T F in, d’où kαd = dkα′ sur Ωn−1. 
4.5. Proposition. Soit l’application ψ : Sn+1 −→ Sn+2 déﬁnie par la correspondance
α −→ β : i −→
{
α(i − 1) + 1 si i 
= 0
0 si i = 0.
Pour toute AGS T et toute permutation α ∈ Sn+1 , le diagramme suivant est commutatif :
Ωn
kα
d
Ωn
d
Zn+1
kψ(α)
Zn+1.
Donc kα envoie Zn sur lui même.
4.6. Demonstration. Ceci découle directement de la proposition 4.3. 
4.7. Proposition. Soient α ∈ Sn+1 , β ∈ Sn et T une AGS. On a alors kαβ = kβkα . Le groupe Sn opère donc à
droite sur Ωn.
4.8. Demonstration. Soient T une AGS et ω ∈ Ωn . On a alors
kαβ(ω) = εαβenT
(
β−1α−1
)
(ω) = εαεβenT
(
β−1
)
T
(
α−1
)
(ω).
Puisque β ∈ Sn , on a
enT
(
β−1
)= enT (β−1)en.
En effet, soit a0 ⊗ a2 ⊗ · · · ⊗ an ∈ Tn(A) où A = R[t]. On a
θ
(
enβ
−1en
)
(a0 ⊗ a1 ⊗ · · · ⊗ an) = J T
(
β−1
)
(a0da1 . . .dan)
= a0daβ(1) . . .daβ(n)
= J T (β−1)(a0 ⊗ a1 ⊗ · · · ⊗ an)
= θ(enβ−1)(a0 ⊗ a1 ⊗ · · · ⊗ an).
Donc d’après le lemme 3.5 enβ−1en = enβ−1 dans T F in. D’où on a
kαβ(ω) = εβenT
(
β−1
)
εαenT
(
α−1
)
(ω) = kβkα(ω). 
N. Battikh / Journal of Algebra 335 (2011) 49–73 654.9. Remarque. Soit T une AGS. La sous-algèbre Ω∗ est donc un objet de la catégorie S-mod (cf. [9]).
En utilisant alors le foncteur libre décrit dans [9], qui est adjoint à gauche du foncteur oubli de la
catégorie des opérades dans celle des S-mod, on associe une opérade à Ω∗ .
Si α ∈ Sn+1 et β ∈ Sn+1 avec β(0) 
= 0, on n’a pas en général kαβ = kβkα . (Les contres exemples
existent à partir de n = 2.) Essayons donc, pour tout ω ∈ Ωn , de mesurer dans ce cas la différence
entre kαβ(ω) et kβkα(ω). Soit t le générateur (0 1 2 · · ·n) du groupe cyclique Cn+1. On peut alors
écrire β sous la forme β = trβ1 où r  1 et β1 ∈ Sn . On aura alors
kβkα(ω) − kαβ(ω) = ktrβ1kα(ω) − kαtrβ1(ω) = kβ1
(
ktr kα(ω) − kαtr (ω)
)
.
Il nous faut donc mesurer la différence entre ktr kα(ω) et kαtr (ω). Déﬁnissons d’abord, pour toute
AGS T , le morphisme
b′r : Tn −→ Tn−1
associé au morphisme
∑r−1
i=0 (−1)i si de T F in. On a alors
b′r−1b′r = 0 et b′r = 0 sur Ωn.
4.10. Lemme. Pour toute AGS T et tout 1 r  n, on a
enT
((
tr
)−1)
en − enT
((
tr
)−1)= (−1)nrdκr−1en−1b′n−r+1.
4.11. Demonstration. Soit a0 ⊗ a1 ⊗ · · · ⊗ an ∈ A⊗n+1 où A = R[t]. On a
θ
(
en
(
tr
)−1
en − en
(
tr
)−1)
(a0 ⊗ a1 ⊗ · · · ⊗ an)
= J T ((tr)−1)(a0da1 . . .dan) − J T ((tr)−1)(a0 ⊗ a1 ⊗ · · · ⊗ an).
En écrivant a0da1 . . .dan comme somme d’éléments de A⊗n+1, on voit que
J T
((
tr
)−1)
(a0da1 . . .dan) = J T
((
tr
)−1)[
a0 ⊗ a1 ⊗ · · · ⊗ an
+ (−1)n−r+1(a0a1 ⊗ · · · ⊗ an−r+1 ⊗ 1⊗ an−r+2 ⊗ · · · ⊗ an
− a0 ⊗ a1a2 ⊗ · · · ⊗ an−r+1 ⊗ 1⊗ an−r+2 ⊗ · · · ⊗ an + · · ·
+ (−1)n−ra0 ⊗ a1 ⊗ · · · ⊗ an−ran−r+1 ⊗ 1⊗ an−r+2 ⊗ · · · ⊗ an
)]
.
Car dans les autres termes de la somme on a des 1 dans des rangs différents de n − r + 1. En appli-
quant J T ((tr)−1) à ces termes, on trouve 0. On a donc
(
J T
((
tr
)−1)
J − J T ((tr)−1))(a0 ⊗ a1 ⊗ · · · ⊗ an)
= (−1)n−r+1 J(1⊗ an−r+2 ⊗ · · · ⊗ an ⊗ a0a1 ⊗ · · · ⊗ an−r+1
− 1⊗ an−r+2 ⊗ · · · ⊗ an ⊗ a0 ⊗ a1a2 ⊗ · · · ⊗ an−r+1 + · · ·
+ (−1)n−r1⊗ an−r+2 ⊗ · · · ⊗ an ⊗ a0 ⊗ · · · ⊗ an−ran−r+1
)
= (−1)n−r+1+(n−1)(r−1)κr−1(d(a0a1)da2 . . .dan − da0d(a1a2) . . .dan + · · ·
+ (−1)n−rda0da2 . . .d(an−ran−r+1) . . .dan
)
.
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θ
(
den−1b′n−r+1
)
(a0 ⊗ a1 ⊗ · · · ⊗ an) = d(a0a1)da2 . . .dan − da0d(a1a2) . . .dan + · · ·
+ (−1)n−rda0da2 . . .d(an−ran−r+1) . . .dan.
Donc d’après le lemme 3.5, on a bien
enT
((
tr
)−1)
en − enT
((
tr
)−1)= (−1)nrdκr−1en−1b′n−r+1. 
4.12. Proposition. Soient α et β deux éléments du groupe symétrique Sn+1 avec β = trβ1 où r  1 et β1 ∈ Sn.
Pour toute AGS T , on a
kβkα − kαβ = εαdkβ1κr−1en−1b′n−r+1T
(
α−1
)
.
4.13. Demonstration. Ce résultat découle immédiatement des lemmes 3.5 et 4.10 puisque
kβkα − kαβ = kβ1(ktr kα − kαtr ) = εαεtr kβ1
(
enT
((
tr
)−1)
en − enT
((
tr
)−1))
T
(
α−1
)
. 
Pour mieux formaliser l’action des opérateurs kα , nous allons maintenant utiliser la description
bien connue du groupe symétrique Sn+1 par les transpositions ti = (i, i + 1) où 0  i  n − 1. Soit
Rn l’ idéal bilatère de la R-algèbre non commutative libre R[t0, t1,...,tn−1] engendré par les éléments
(ti)2 − 1 et titi+1ti − ti+1titi+1 et soit l’algèbre Jn déﬁnie comme étant le quotient de l’algèbre libre
R[t0, t1,...,tn−1] par l’idéal bilatère In engendré par
(
(t0)
2 − 1)+ (t0 − 1)Rn + Rn−1
où Rn−1 est naturellement inclus dans R[t0, t1,...,tn−1] à travers l’inclusion canonique de
R[t1, t2,...,tn−1] dans R[t0, t1,...,tn−1]. Notons que cette R-algèbre Jn est un R-module de type ﬁni
et qu’elle joue un rôle intermédiaire entre les algèbres R[Sn] et R[Sn+1]. Plus précisément, on a les
morphismes
R[Sn] −→ Jn −→ R[Sn+1] ⊂ R[Sn+2].
Le premier étant induit par l’inclusion de R[t1, t2,...,tn−1] dans R[t0, t1,...,tn−1] et le second est déﬁni
par l’inclusion de In dans Rn .
En utilisant la proposition 3.17, on montre facilement que ces morphismes d’algèbres rendent com-
mutatifs les morphismes suivants :
Zn −→ Ωn −→ dΩn
pour l’action de R[Sn], Jn et R[Sn+1] sur les trois R-modules respectivement. L’action de Jn sur Ωn
étant déﬁnie par
(ω)ti0 ti1 ...tiq = ktiq . . .kti1kti0 (ω).
On peut aussi déﬁnir un morphisme d’algèbres Jn −→ Jn+1 qui à ti0ti1 . . . tiq associe ti0+1ti1+1 . . . tiq+1.
Il convient de noter que ce morphisme est induit par le morphisme ψ : Sn+1 −→ Sn+2 déﬁni plus
haut. On peut donc introduire J∞ = ⊕n0 Jn qui opère de manière graduée sur Ω∗ . De même
R∞ =⊕n0 R[Sn] opère sur Z∗ et on a des morphismes équivariants
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associés aux morphismes
R∞ −→ J∞ −→ R∞[1].
On peut aussi déﬁnir des morphismes
ξ : Jn ⊗ R[Sp] −→ Jn+p
ti0ti1 . . . tiq ⊗ β −→ ti0ti1 . . . tiq t j0+nt j1+n . . . t jq′+n
où β = t j0t j1 . . . t jq′ et
φ : R[Sn] ⊗ R[Sp] −→ R[Sn+p]
α ⊗ β −→ γ : i −→
{
α(i) si i  n
β(i − n) + n si i > n.
4.14. Proposition. Les morphismes ξ et φ sont compatibles avec les cup-produits :
Ωn ⊗ Z p −→ Ωn+p et Zn ⊗ Z p −→ Zn+p .
4.15. Demonstration. Soient ω1 ∈ Ωn , ω2 ∈ Z p , ti0ti1 . . . tiq ∈ Jn et β = t j0t j1 . . . t jq′ ∈ R[Sp]. On a
(ω1ω2)
ti0 ti1 ...tiq t j0+nt j1+n...t jq′ +n = kt jq′ +n . . .kt j1+nkt j0+nktiq . . .kti1kti0 (ω1ω2).
Pour tout 0 i  n − 1, on a
εti en+pT (ti)
(
T ( fn,p)(ω1)T (gn,p)(ω2)
)= εti en+p(T (ti fn,p)(ω1)T (ti gn,p)(ω2)).
Or dans ce cas on a ti fn,p = fn,pti et ti g = g donc et grâce à la proposition 3.17 on a
kti (ω1ω2) = kti (ω1)ω2
pour i = n − 1, on a
ktn−1(ω1ω2) = εtn−1en+pT (tn−1)
(
T ( fn,p)(ω1)T (gn,p)(ω2)
)
= εtn−1en+p
(
T (tn−1 fn,p)(ω1)T (tn−1gn,p)(ω2)
)
.
L’application tn−1gn,p : [p] −→ [n + p] vériﬁe
tn−1gn,p(i) =
{
i + n si i > 0
n − 1 si i = 0.
Donc tn−1gn,p = gn−1,p+1δ1 (δ1 étant l’opérateur coface déﬁni plus haut). Puisque d(ω2) = 0, alors
T (tn−1gn,p)(ω2) = T
(
g′δ1
)
(ω2) =
(
T (gn−1,p+1δ0) +
p+1∑
j=2
(−1) j T (gn−1,p+1δ j)
)
(ω2).
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ktn−1(ω1ω2) = εtn−1en+p
(
T ( fn,p)T (tn−1)(ω1)
(
T (gn,p) +
p+1∑
j=2
(−1) j T (gn−1,p+1δ j)
)
(ω2)
)
.
Soit 2 j  p + 1. On a gn−1,p+1δ j = δ j+n−1gn−1,p et fn,p = δ j+n−1 fn,p−1. D’où on a
en+p
(
T ( fn,p)T (tn−1)(ω1)T (gn−1,p+1δ j)(ω2)
)
= en+pT (δ j+n−1)
(
T ( fn,p)T (tn−1)(ω1)T (gn−1,p+1)(ω2)
)
.
Or on a
θ(en+pδ j+n−1) = J T (δ j+n−1) = 0
donc d’après le lemme 3.5, en+pT (δ j+n−1) = 0 et par suite
ktn−1(ω1ω2) = ktn−1(ω1)ω2.
Soit enﬁn j  1. On a
kt j+n (ω1ω2) = εt j+nen+pT (t j+n)
(
T ( fn,p)(ω1)T (gn,p)(ω2)
)
= εt j+nen+p
(
T (t j+n fn,p)(ω1)T (t j+ngn,p)(ω2)
)
.
Avec t j+n fn,p = fn,p et t j+n gn,p = gn,pt j . Donc on a
kt j+n (ω1ω2) = εt j en+p
(
T ( fn,p)(ω1)T (gn,p)T (t j)(ω2)
)
= εt j en+p
(
T ( fn,p)(ω1)epT (gn,p)T (t j)(ω2)
)
= en+p
(
T ( fn,p)(ω1)T (gn,p)kt j (ω2)
)= ω1kt j (ω2).
et on aura donc
kt jq′ +n
. . .kt j1+nkt j0+nktiq . . .kti1kti0 (ω1ω2) = ktiq . . .kti1kti0 (ω1)kt jq′ . . .kt j1kt j0 (ω2).
C’est à dire (puisque tous les t jr ∈ Sp)
(ω1ω2)
ti0 ti1 ...tiq t j0+nt j1+n...t jq′ +n = (ω1)ti0 ti1 ...tiq kβ(ω2).
D’où la compatibilité du premier morphisme avec le premier cup-produit. Pour le deuxième mor-
phisme, considérons des permutations α ∈ Sn et β ∈ Sp . On pourra alors écrire α = ti0ti1 . . . tiq et
β = t j0t j1 . . . t jq′ avec 1 ir  n − 1 pour tout 1 r  q et 1 js  p − 1 pour tout 1 s  q′ et on
aura
α ⊗ β = ti0ti1 . . . tiq t j0+nt j1+n . . . t j ′+n.q
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kα⊗β(ω1ω2) = kti0 ti1 ...tiq t j0+nt j1+n...t jq′ +n (ω1ω2) = (ω1)
ti0 ti1 ...tiq kβ(ω2) = kα(ω1)kβ(ω2)
car tir ∈ Sn pour tout 0 r  q. 
Soit n 1. Pour tout 1 r  n, déﬁnissons l’application αr : [n] −→ [n − 1] par
αr(i) =
{
i si i < r
0 si i = r
i − 1 si i > r.
Notons βr est le r-cycle (0 1 2 . . . r) et γr : [n] −→ [n] l’application déﬁnie par
γr(i) =
{
i + 1 si i < r
1 si i = r
i si i > r.
4.16. Proposition. Pour tous n 1 et 1 r  n, on a
θ
(
(−1)ren−1αren
)= br et θ((−1)ren(βr − γr)en)= κr
où br et κr sont déﬁnis par
br(a0da1 · · ·dan) = b(a0da1 · · ·dar)dar+1 · · ·dan et
κr(a0da1 · · ·dan) = κ(a0da1 · · ·dar)dar+1 · · ·dan
pour toute forme a0da1 · · ·dan ∈ Ωn(A) où A = R[t].
4.17. Demonstration. Soit a0 ⊗ a1 ⊗ · · · ⊗ an ∈ A⊗n+1. Si r = n alors αr n’est autre que sr et on a bien
θ
(
(−1)nen−1αnen
)
(a0 ⊗ a1 ⊗ · · · ⊗ an) = b(a0da1 · · ·dan).
Si r < n. On a
θ
(
(−1)ren−1αren
)
(a0 ⊗ a1 ⊗ · · · ⊗ an)
= (−1)r J T (αr)(a0da1 · · ·dan)
= (−1)r J T (αr)
(
T ( fr,n−r)(a0da1 · · ·dar)T (gr,n−r)(dar+1 · · ·dan)
)
.
Posons ω1 = a0da1 · · ·dar et ω2 = ar+1dar+2 · · ·dan . On a donc
θ
(
(−1)ren−1αren
)
(a0 ⊗ a1 ⊗ · · · ⊗ an)
= (−1)r J T (αr)
(
T ( fr,n−r)(ω1)T (gr,n−r)(dω2)
)
= (−1)r J T (αr)
(
T ( fr,n−r)(ω1)
(
n−r∑
(−1)i T (gr,n−rδi)(ω2)
))
.i=0
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(−1)r J T (αr)
(
T ( fr,n−r)(ω1)T (gr,n−rδi)(ω2)
)= J T (αrδi+r)(T ( fr,n−r)(ω1)T (gr,n−r−1)(ω2))= 0
car J T (αrδi+r) = 0. D’où on a
θ
(
(−1)ren−1αren
)
(a0 ⊗ a1 ⊗ · · · ⊗ an) = (−1)r J
(
T (αr fr,n−r)(ω1)T (αr gr,n−rδ0)(ω2)
)
= (−1)r J(T ( fr−1,n)T (αr)(ω1)T (gr−1,n−rδ0)(ω2))
car αr gr,n−rδ0 = gr−1,n−rδ0. Or en répétant le raisonnement qu’on vient juste de faire, on montre que
(−1)r J(T ( fr−1,n)T (αr)(ω1)T (gr−1,n−rδ0)(ω2))= (−1)r J(T ( fr−1,n)T (αr)(ω1)T (gr−1,n−r)(dω2))
= J(T ( fr−1,n)b(ω1)T (gr−1,n−r)(dω2))
et on a bien
θ
(
(−1)ren−1αren
)
(a0 ⊗ a1 ⊗ · · · ⊗ an) = b(a0da1 · · ·dar)dar+1dar+2 · · ·dan = br(a0da1 · · ·dan).
De la même façon, on montre que θ((−1)ren(βr − γr)en) = κr . 
4.18. Deﬁnition. Soient T une AGS, n  1 et 1  r  n. On déﬁnit les morphismes br : Ωn −→ Ωn−1
par br = (−1)ren−1T (αr) et κr : Ωn −→ Ωn associé au morphisme (−1)ren(βr − γr) de de T F in.
4.19. Proposition. Soient T une AGS, n 1 et 1 r  n. On a alors les relations suivantes :
br−1br = 0, brκr = κr−1 et brκr+1r = 1− dbr .
Pour toute permutation α ∈ Sn+1 de support contenu dans {r + 1, . . . ,n}, on a
brκα = καbr .
4.20. Demonstration. Toutes ces relations se montrent aisément en utilisant le lemme 3.5, puisque
elles ont été établies dans le cadre des formes différentielles non commutatives. 
4.21. Proposition. Soient T une AGS, n  1, 1 r  n, ω1 ∈ Ωn, ω2 ∈ Z p et α une permutation de support
contenu dans {0,1, . . . , r}. On a alors les identités suivantes :
kα(ω1ω2) = kα(ω1)ω2, br(ω1ω2) = br(ω1)ω2 et κr(ω1ω2) = κr(ω1)ω2.
4.22. Demonstration. On a
kα(ω1ω2) = εαen+pT
(
α−1
)(
T ( fn,p)(ω1)T (gn,p)(ω2)
)
= εαen+p
(
T
(
fn,pα
−1)(ω1)T (α−1gn,p)(ω2)).
Or on a α−1gn,p = g′δ1 où g′ : [p + 1] −→ [n + p] vériﬁe
g′(i) =
{
i + n − 1 si i  1
α−1(n) si i = 0.
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T
(
g′δ1
)
(ω2) =
(
T
(
g′δ0
)+ i=2∑
p+1
(−1)i T (g′δi)
)
(ω2).
On a g′δ0 = gn,p . Donc
kα(ω1ω2) = εαen+p
(
T ( fn,p)T
(
α−1
)
(ω1)T (gn,p)(ω2)
)
+
i=2∑
p+1
(−1)iεαen+p
(
T ( fn,p)T
(
α−1
)
(ω1)T
(
g′δi
)
(ω2)
)
.
On a l’égalité g′δi = δi+n−1g′′ où g′′ : [p] −→ [n + p − 1] est déﬁnie de la même façon que g′ . Pour
tout i  2, on a donc
en+p
(
T ( fn,p)T
(
α−1
)
(ω1)T
(
g′δi
)
(ω2)
)= en+pT (δi+n−1)(T ( fn,p−1)T (α−1)(ω1)T (g′′)(ω2)).
En utilisant le lemme 3.5, on voit que en+pT (δi+n−1) = 0. On aura donc
kα(ω1ω2) = εαen+p
(
T ( fn,p)T
(
α−1
)
(ω1)T (gn,p)(ω2)
)
= εαT ( fn,p)
(
enT
(
α−1
)
(ω1)
)
T (gn,p)(ω2)
= kα(ω1)ω2.
Les identités br(ω1ω2) = br(ω1)ω2 et κr(ω1ω2) = κr(ω1)ω2 se démontrent à peu près de la même
façon.
Remarquons au passage que sur Ωn , on a bn = b et κn = κ . 
5. Algebres graduees mixtes
5.1. Deﬁnition. Une algèbre graduée mixte est une algèbre différentielle graduée (Λ∗,d), munie d’une
deuxième différentielle b : Λ∗ −→ Λ∗−1 vériﬁant, pour tous ω1 ∈ Λn et ω2 ∈ Λp , l’identité suivante :
ω2ω1 = (−1)npκ p(ω1ω2) − (−1)n(p+1)bκ p(ω1dω2).
L’opérateur de degré 0 κ étant déﬁni par l’identité
db + bd = 1− κ.
5.2. Exemple. Pour toute R-algèbre unitaire A, l’algèbre Ω∗(A) des formes différentielles non com-
mutatives est une algèbre graduée mixte.
5.3. Theoreme. L’algèbre Ω∗ associée à une algèbre graduée avec symétrie T est une algèbre graduée mixte.
5.4. Demonstration. Pour montrer ce théorème, il faut établir la propriété suivante : Pour tous ω1 ∈
Ωn et ω2 ∈ Ω p , on a
ω2ω1 = (−1)npκ p(ω1ω2) − (−1)n(p+1)bκ p(ω1dω2).
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κ p(ω1ω2) = (−1)p(n+p)
(
T (αn+p) − T (βn+p)
)p(
T ( fn,p)(ω1)T (gn,p)(ω2)
)
où αn+p est le cycle (0 1 2 · · · n+ p) et βn+p : [n+ p] −→ [n+ p] est l’application qui est déﬁnie par
βn+p(i) =
{
i + 1 si i < n + p
1 si i = n + p.
Or on a αrn+pβsn+p f = αpn+p fn,p pour tous r et s tels que r + s = p et le morphisme (αn+p − βn+p)p
est une somme de compositions de αn+p et βn+p . Soit βn+pαn+pγ un terme de cette somme, γ étant
une composition de αn+p et βn+p avec γ (r + n) = p + n où 1 r  p − 1. On a alors
βn+pαn+pγ gn,p = βn+pαn+pγ gn,pδr−1sr−1.
C’est à dire que
T (βn+pαn+pγ gn,p)(ω2) = 0.
On a donc
κ p(ω1ω2) = (−1)p(n+p)T
(
α
p
n+p fn,p
)
(ω1)
p∑
i=0
(−1)i T (αp−in+pβ in+p gn,p)(ω2).
On a aussi
κ p(ω1dω2) = (−1)p(n+p+1)T
(
α
p
n+p fn,p+1
)
(ω1)
p∑
i=0
(−1)i T (αp−in+p+1β in+p+1gn,p+1)(dω2).
On a donc
bκ p(ω1dω2) = (−1)(p+1)(n+p+1)T
(
sn+p+1αpn+p fn,p+1
)
(ω1)
×
p∑
i=0
(−1)i T (sn+p+1αp−in+p+1β in+p+1gn,p+1)(dω2).
Pour tout i < p, on a
sn+p+1αp−in+p+1β
i
n+p+1gn,p+1 = sn+p+1αp−in+p+1β in+p+1gn,p+1δ1s1
donc
bκ p(ω1dω2) = (−1)(p+1)(n+p+1)T
(
sn+p+1αpn+p fn,p+1
)
(ω1)(−1)pT
(
sn+p+1β pn+p+1gn,p+1
)
(dω2).
On a d’une part
α
p
n+p fn,p = sn+p+1αpn+p fn,p+1 = gp,n
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T
(
sn+p+1β pn+p+1gn,p+1
)
(dω2) =
p+1∑
i=0
(−1)i T (sn+p+1β pn+p+1gn,p+1δi)(ω2).
Or pour tout i  1, on a
sn+p+1β pn+p+1gn,p+1δi = αi−1n+pβ p−i+1n+p+1gn,p
donc
bκ p(ω1dω2) = (−1)n(p+1)+1T (gp,n)(ω1)
×
(
T (sn+p+1βn+p+1gn,p+1δ0) +
p+1∑
i=1
(−1)i T (αi−1n+pβ p−i+1n+p+1gn,p)
)
(ω2)
= (−1)nκ p(ω1ω2) + (−1)n(p+1)+1T (gp,n)(ω1)T (sn+p+1βn+p+1gn,p+1δ0)(ω2).
Mais sn+p+1βn+p+1gn,p+1δ0 n’est autre que f p,n et on aura donc
bκ p(ω1dω2) = (−1)nκ p(ω1ω2) + (−1)n(p+1)+1T (gp,n)(ω1)T ( f p,n)(ω2)
= (−1)nκ p(ω1ω2) + (−1)n(p+1)+1ω2ω1.
D’où l’identité recherchée.
En particulier si dω2 = 0, on aura (−1)npκ p(ω1ω2) = ω2ω1. 
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