The purpose of this study is to compare the results from molecular-dynamics and dissipative particle dynamics ͑DPD͒ simulations of Lennard-Jones ͑LJ͒ fluid and determine the quantitative effects of DPD coarse graining on flow parameters. We illustrate how to select the conservative force coefficient, the cut-off radius, and the DPD time scale in order to simulate a LJ fluid. To show the effects of coarse graining and establish accuracy in the DPD simulations, we conduct equilibrium simulations, Couette flow simulations, Poiseuille flow simulations, and simulations of flow around a periodic array of square cylinders. For the last flow problem, additional comparisons are performed against continuum simulations based on the spectral/hp element method.
I. INTRODUCTION
The dissipative particle dynamics ͑DPD͒ model consists of particles which correspond to coarse-grained entities thus representing molecular clusters rather than individual atoms. The particles move off lattice and interact with each other through a set of prescribed and velocity-dependent forces. [1] [2] [3] DPD is potentially a very effective technique in simulating mesoscopic hydrodynamics of simple and complex liquids. Similar to the effort that has been going on with the lattice Boltzmann method ͑LBM͒, 4, 5 another mesoscopic simulation technique, a systematic verification and validation of DPD, are required to evaluate its accuracy, efficiency, and robustness.
Validation involves comparison with the experimental results. By matching thermodynamic or hydrodynamic properties-for example, the diffusivity of the DPD fluid with water, see Ref. 6 , or the surface tension of a binary DPD mixture ͑e.g., water-benzene, water-CCL 4 , water-octane͒, see Ref. 7 -other hydrodynamic DPD-computed parameters can be compared with their corresponding experimental values, thereby demonstrating the validity of the DPD model.
Verification, on the other hand, involves comparison with analytical solutions or other simulation results based on the Navier-Stokes equations. This, for example was done for Couette flow in Ref. 8 , for Poiseuille flow in Refs. 9 and 10, and for the lid-driven cavity flow in Ref. 9 . Such studies have demonstrated that if the no-slip boundary condition is properly imposed, e.g., see Ref. 9 , DPD can indeed reproduce the correct hydrodynamics even for finite Reynolds number flows.
DPD is intrinsically a coarse-graining technique, and thus it is interesting to evaluate the accuracy of DPD simulation results as a function of the number of molecules per DPD particle. The number of molecules per DPD particle is known as the coarse-graining parameter and is denoted by Unlike a MD simulation where the choice of potential is based on a theoretical model of the physical system to be simulated, a DPD simulation involves potentials of a form independent of the physical system. The DPD potentials do, however, include parameters that need to be properly chosen to provide an accurate approximation of the system. Also, a MD simulation contains a set of units intimately related to the theoretical model. Since, with DPD, the potentials are not given by a physical model, the relation of natural DPD length and time scales to physical units needs to be established.
In the present work, we propose a process of choosing the DPD parameters and determining the DPD length and time scales for different values of N m , such that the DPD simulations correspond to a MD simulation of a LennardJones ͑LJ͒ liquid. The link between the molecular ͑MD͒ and mesoscale approach ͑DPD͒ is established by determining a thermodynamic property, here the compressibility modulus, from MD simulations and adjusting the parameters in the DPD model accordingly. This approach for linking molecular with mesoscopic scales has been proposed by many researchers, e.g., see Ref. 11 . After determining the correct parameters and scales, we evaluate the accuracy of the DPD method based on the results obtained from MD simulations and Navier-Stokes solutions. The influence of solid boundaries is typically very strong in DPD simulations, and, to this end, we employ both exact boundary conditions, e.g., the Lees-Edwards boundary conditions, 12 as well as a new set of boundary conditions developed in Ref. 13 . The two prototype cases we consider are the plane Poiseuille flow and flow around a periodic array of square cylinders. For the former we also use the analytical Navier-Stokes solution for com-parison while for the latter we employ spectral/hp element discretizations 14 to obtain highly accurate numerical solutions.
In Sec. II, we provide a brief overview of the basic MD and DPD formulations establishing notation and corresponding units. We then present equilibrium and nonequilibrium simulations to obtain the shear viscosity, which we use in MD and DPD simulations of simple-and complex-geometry domains.
II. MD AND DPD BASICS AND UNITS
In our MD simulations, a system of N particles interact via the pairwise Lennard-Jones potential
͑1͒
Therefore, the force on particle i is given by
where r ij is the distance between particle centers, and r ij = r i − r j . Once the force on each particle has been determined, the motion of each particle is computed by integrating Newton's second law. In our case, either the fifth-order Gear predictor corrector or the Verlet algorithm 15 performed the time integration. In most of our simulations, we use a modified Lennard-Jones potential
to reduce the computation time. The modified potential allows for the use of a linked list which further reduces the computational cost.
In the nonequilibrium simulations, it is important to control the temperature of the system as we do work on it. For this purpose, we chose to use the extended system Nosé-Hoover thermostat, see Ref. 16 . Essentially, this thermostat works by extending the Hamiltonian system to include another variable which moves in accordance with its own potential and scales the velocities of the particles to attain the specified temperature.
In a typical MD simulation of a LJ fluid, the variables and parameters are in terms of reduced units. This set of units is closely linked with the LJ potential, whereby is the unit of length, m is the unit of mass, and ⑀ is unit of energy. From here, we can define the unit of time, = ͑m 2 / ⑀͒ 1/2 . Further combinations of these parameters provide the reduced units of other variables, see Appendix B of Ref. 15 .
Like MD, the motion of the DPD particles is governed by Newton's equations. However, unlike MD, the forces on the particles are not solely given by conservative interactions. For DPD, the force can be broken into three parts
where the C, D, and R stand for conservative, dissipative, and random. For a single-component DPD liquid the forces exerted on particle i by particle j are
where ij = i − j and r ij = r ij / r ij . Also, w D and w R are weight functions that vanish for r ij Ͼ R c , and ij is a Gaussian random variable that satisfies ͗ ij ͑t͒͘ = 0 and ͗ ij ͑t͒ kl ͑tЈ͒͘
In the DPD simulation the cut-off radius R c is the unit of length. To ensure the Boltzmann distribution is achieved at equilibrium, 2 we require
For simplicity, w D ͑r ij ͒ is chosen to be ͑1−r ij / R c ͒, which defines the same interaction region as for the conservative forces. Also, a = a ij = ͱ a i a j , where a i and a j are conservative force coefficients for particles i and j, respectively.
A linked list is used to speed up the force computation and the modified velocity Verlet 3 scheme computes the particle motion. Groot and Warren provide a more extensive overview of DPD, especially with regard to integration schemes, in their paper, 3 see also Refs. 17 and 18͑a͒; the latter presents an alternative DPD approach.
III. THE LENNARD-JONES FLUID FOR DPD SIMULATIONS
In Sec. II we provided a brief introduction to the components of MD and DPD simulations. The LJ reduced units of mass, length, and time were presented. In addition, we introduced the relevant DPD parameters a, R , and ␥ and the DPD length scale R c . In this section, we provide a detailed description of our proposed strategy for determining the DPD parameters and length scale as they correspond to the simulation of a LJ fluid. This method also includes instructions on determining the DPD time scale, which we refer to as DPD , and the mass of a DPD particle, M. With these relations, we can then simulate a LJ liquid using DPD with different levels of coarse-graining N m .
Our procedures are as follows:
͑a͒ Based on the definition of N m , we determine M = N m m. ͑b͒ We relate R c to by equating the mass density of the DPD system with that of the MD system. ͑c͒ To find the conservative force coefficient, a, we equate the isothermal compressibility of the DPD system with that of the MD system. ͑d͒ The values of ␥ and R are chosen based on the temperature of the DPD system, simulation time step, and integration scheme. In addition, ␥ and R must also satisfy Eq. ͑8͒.
͑e͒ By insisting the DPD kinematic viscosity be equal to the MD kinematic viscosity, we extract the DPD time scale, DPD .
The method outlined above ensures that the mass density, viscosity, and the compressibility of the DPD simulation are the same as those of the MD system. Specifically, this means the linear responses of the pressure to density changes and shear stress to shear rate are the same for both systems. Therefore, this method is suitable for regimes where the flow remains Newtonian and is nearly incompressible. With the isothermal compressibility being both a function of density and temperature, the above method only provides the local DPD parameters and unit scales with respect to the point of interest on the phase diagram. Therefore, if one wishes to conduct simulations at two different phase points, the calibration must be performed twice.
Since the current DPD version performs only isothermal simulations, the temperature of the system, ͓k B T͔ DPD , is an input. Usually, ͓k B T͔ DPD = 1, but one is not limited to this choice. For example, thoughout this study, we choose ͓k B T͔ DPD = 0.1. The choice of DPD temperature manifests itself in the resulting DPD time scale.
A. The DPD cut-off radius
In addition to finding the working parameters for DPD, we need to relate the length scale of DPD, R c , to . This is done by matching the mass densities of the two systems. We denote the dimensional MD number density as MD which has units of −3 . The DPD number density is denoted by DPD and has units of R c −3 . Therefore, the MD and DPD mass densities are m MD and M DPD , respectively. In order to equate the two, we must write the DPD expression for mass density in terms of reduced units. Explicitly, the DPD mass density is N m m DPD * ͑ / R c ͒ 3 where DPD * has the same numerical value as DPD but units of −3 . After equating the MD and DPD expressions, we obtain
In all the cases considered MD = 0.8 −3 and DPD = 3.0R c −3 . The choice of DPD is somewhat arbitrary, provided DPD Ͼ 2.0R c −3 , see Ref.
3.
B. The conservative force coefficient
To find the value of a in Eq. ͑5͒, we follow the process laid out by Groot and Warren 3 and Groot and Rabone, 6 that is, we match the compressibility of the DPD system with that of the MD system. In Ref. 3, the authors, through a series of equilibrium simulations with different values of a and DPD , showed that for sufficiently large number densities, the DPD equation of state computed using the virial Eq. ͑12͒, to a good approximation, is given by
where ␣ was determined to be ␣ = 0.101± 0.001. By definition, the isothermal compressibility is −1 =1/k B T͑‫ץ‬p / ‫ץ‬n͒ T where n is the number density of actual particles which, in
ͪ.
͑11͒
The above equation provides the necessary relationship between the mesoscopic model parameter and the compressibility of the system. Therefore, with −1 determined by the MD system, the proper value of the conservative force coefficient can be found.
To obtain −1 , we conduct equilibrium isothermal MD simulations where the pressure is computed over a range of densities. Like the DPD equilibrium simulations in Ref. 3, the pressure is computed via the internal virial
In a MD simulation, the pressure is affected by the cut-off radius of the modified LJ potential. We can correct the pressure by using ͑see Ref.
16͒
͑13͒
The value of −1 was found by running equilibrium simulations with N = 2916 and r cut = 2.5 at T = 1.2⑀ / k B . The pressure was computed for MD = 0.75 −3 to MD = 0.84 −3 . In each instance, the Verlet algorithm was used to advance each system to t = 200 with ⌬t = 0.005. The pressure of the system was recorded every time step after t =10 and averaged over the 190 period. The plot of the determined pressure versus density is shown in Fig. 1 . The data points are fitted with a quadratic function. By taking the derivative of this function and dividing by the temperature, we find 104107-3 A comparison between dissipative particle and molecular dynamics J. Chem. Phys. 123, 104107 ͑2005͒
C. The random and dissipative force coefficients
The random force coefficient, R , and the dissipative force coefficient, ␥, are chosen to yield an efficient and numerically stable DPD simulation that satisfies ͑8͒. As the random force increases, the speed at which the system reacts to temperature variations increases.
3 This leads to efficient temperature equilibration. There is, however, an upper limit to one's choice of R . This upper limit is based on the time integration scheme, time step, and temperature. In our DPD simulations, the time integration scheme was the modified velocity Verlet method with parameter = 0.5 3 , the time step was ⌬t = 0.02 DPD , and the temperature was ͓k B T͔ DPD = 0.1. The results show that temperature deviation diverges rapidly if R is greater than 4.4. For even higher values, the simulation is unstable. Therefore, to have an efficient and stable simulation, we choose R = 3.0. With this value of R , we must have ␥ = 45.0 to satisfy ͑8͒.
D. The DPD time scale
Just as in the case of the length scale, we must relate the time scale of DPD with that of MD. In this case, it is not so clear how the two are related. In Ref. 6 the authors use the diffusion constant of the DPD simulation and matched it to that of the molecule of interest to determine their time scale. They, however, were concerned with the diffusion of water through a membrane. As the Schmidt number ͑ / D͒ for a DPD liquid is lower 18͑b͒ than that of a real liquid, 3, 6 it would be incorrect to use the time scale determined from the diffusion coefficient for viscous processes. Therefore, in our cases where we apply shear to the fluid, we determine our DPD time scale by matching the kinematic viscosities of our systems. We denote the MD kinematic viscosity as MD .
͑14͒
The MD and DPD viscosities are determined by conducting equilibrium and nonequilibrium simulations. The details and results of these simulations are given in Sec. IV.
IV. NUMERICAL SIMULATIONS
We first perform simulations to obtain the shear viscosities of the fluid. Once the visocities have been determined, we perform simulations of plane Poiseuille flow and flow past a periodic array of square cylinders.
A. Equilibrium simulations
We first consider equilibrium simulations to determine the shear viscosities of our MD and DPD systems. We calculate the shear viscosity using the Green-Kubo relation
where ␣␤ is an off-diagonal component of the stress tensor given by the Irving-Kirkwood formula
To ensure accurate results for the MD simulation, we did not use a cut-off potential. It has been shown, however, that using a cut-off potential can also yield accurate results as long as r cut Ͼ 4.5.
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In Table I we list the simulation parameters and Table II contains the values of the viscosities found via the GreenKubo relation. In all cases the fully periodic computational domain contained N particles. In reduced units, the DPD and MD simulations correspond to a LJ fluid with T = 1.2⑀ / k B and = 0.8 −3 . In the MD simulation the domain was 11.97 ϫ 11.97 ϫ 11.97 whereas the DPD simulation do- main was 20.52 ϫ 20.52 ϫ 20.52. The simulations were run to time t = t sim to determine the viscosity. The data were collected after a transient time period t = t st . For MD, the Verlet scheme was used for the time integration. For the equilibrium simulations, a much smaller domain was used in MD compared to DPD. However, in all other simulations presented, the same size domains were considered.
B. Lees-Edwards simulations
A plane Couette flow generated by Lees-Edwards boundary conditions 12 provides a second way of computing the viscosities of the DPD and MD systems. This is a boundary-free simulation independent of the specific implementation ͑MD, DPD, etc.͒ that is employed to impose the no-slip boundary conditions. The shear is imposed in the x direction with the velocity gradient in z direction. For the MD simulations, the shear rates ranged from 0.012 −1 to 0.049 −1 , while for all DPD simulations, the shear rates ranged from 0.0015 DPD −1 to 0.065 DPD −1 . Since a linear velocity profile was observed in each case considered, we can calculate the shear viscosity from the relation
where xz is given by Eq. ͑16͒.
In Table I we list the simulation parameters; the resulting values of the shear viscosity calculated from the nonequilibrium Lees-Edwards simulations are presented in Table II . For the MD simulations, the fifth-order Gear predictor corrector was the time integration scheme, and the Nosé-Hoover thermostat kept the temperature at the desired value. Velocity and stress data were recorded every time step after t = t st to the end of the simulation when t = t sim and averaged over this period. The z dimension of the domain was divided into 24 bins over which the velocity and shear stress were averaged. Now that we have established the shear viscosities of our DPD system for different values of N m , we can, as we have explained in Sec. III, find the appropriate relation between DPD and for each N m .
With the time scales established, we turn our attention to nonequilibrium flows in which we can both confirm the method of choosing DPD parameters and units and explore the effects of coarse graining on DPD flow simulations.
C. Poiseuille flow
We aim to compare velocity and stress profiles and examine density fluctuations in MD and DPD Poiseuille flow simulations of a LJ liquid at T = 1.2⑀ / k B and = 0.8 −3 . Based on our derivations of M, R c , and DPD , the channel sizes and the imposed pressure gradients in the MD and DPD systems are the same.
With the introduction of bounding interfaces, we adjust our simulations to impose the no-slip boundary condition. In MD, this is accomplished by adjusting the potential between the wall particles and the fluid particles. This can be done in two ways. First, see Ref. 20 , we can adjust the parameters ⑀ wf and wf in the LJ potential for wall-fluid particle interactions in addition to adjusting the wall density, w . Second, see Ref. 21 , we can include an additional parameter 0 ഛ A ഛ 1 to multiply the attraction term in the Lennard-Jones potential. Here, we choose the first method since it has been shown to produce a constant slip length as long as the shear rate is sufficiently small. 22 We find that when our walls are constructed of two ͑100͒ layers of a fcc lattice, wf = f f , w = f , and ⑀ wf = 0.6⑀ f f , we have no slip at the wall. For DPD, the wall are modeled by two layers of equally spaced particles. The density of the wall is equal to that of the fluid. To prevent the penetration of fluid particles into the solid regions, bounce-back reflections are applied at the fluid-solid interface. The conservative force coefficient of the fluid-solid interactions, a w ͑see last row in Table III͒, is  adjusted 23 to achieve no-slip conditions at the walls and desired density level in the middle of the channel. Other approaches to impose the no-slip boundary condition have been developed in Ref. 9 .
To generate the flow, a force is imposed on each particle. In the MD simulation, this force was chosen to be 0.0091m / 2 . Therefore, in reduced units, the corresponding force per particle for the DPD simulations was N m times this value. Based on this imposed force, the viscosity, and the size of our channel, the Reynolds number of the flow is found to be Re= 4.6.
The simulation parameters are summarized in Table III . The number of fluid particles is N f , while the number of wall particles is N w . As mentioned above, in DPD, the conservative force coefficient of wall particles, a w , is different from that for fluid particles, a. The fluid occupies the region between the two walls. This region has dimensions of 34.2 ϫ 34.2 ϫ 8.55, and is periodic in the x and z directions. The fluid domain is subdivided in the y direction into slices of height h where the velocity, density, and stress data are collected. The fifth-order Gear predictor-corrector integration scheme with the Nosé-Hoover thermostat is employed in the MD simulation. The simulations were run to t = t stm with time step ⌬t and data were averaged over all steps after time t = t st .
In Fig. 2 we plot the resulting streamwise velocity profiles from both MD and DPD simulations-the results are in reduced units. Three values of coarse graining are included in the plot corresponding to N m = 1, 3, and 5. In Fig. 3 we plot the corresponding shear stress obtained from the two types of simulations. We observe a good agreement between the different simulations both in the velocity profile as well as in the shear stress distribution for N m = 1, 3 but large deviations for N m = 5. Figure 4 shows the density profile across the channel. We observe that the density fluctuations for MD and DPD simulations corresponding to N m = 1 are similar, with the main difference being the large value of the DPD density at the wall. However, as the value of N m increases the density fluctuations in the DPD simulations also increase, with the N m = 5 case exhibiting very large values at the wall and also inside the flow domain. We believe that these large density fluctuations associated with N m = 5 lead to the incorrect velocity profile shown in Fig. 2 . We found that there are regions of low density which may be as wide as 1.5. In these regions the dissipative force is not effective and we obtain high velocity gradients. It may also be that the employed particle-based boundary conditions are not as robust for high values of the conservative force parameter. We note that this value increases when we increase N m , see ͑11͒. In simulations with N m = 5 we observed that the maximum velocity in the center of the channel does not scale linearly with the applied force. For N m = 1 and 3, perfect linearity was observed. In the case just described, we see, specifically, the effects of the microstructure on the continuum dynamics. Therefore, it is important to note that by establishing the link between MD and DPD through bulk thermodynamic quantities, relevant noncontinuum effects may be ignored.
D. Flow past an array of square cylinders
Next we consider flow past a periodic array of square elements and perform MD, DPD, and Navier-Stokes simulations based on spectral/hp element discretization that provides high-order accuracy.
14 The boundary conditions are similar to those employed in the Poiseuille flow ͑i.e., no slip on the elements and periodicity on all outer boundaries͒, and the force on each particle is the same in both magnitude and Fig. 5 , and the flow is along the x direction. The x and y dimensions were divided into bins of size h ϫ h over which the data were collected. The simulation was run to time t = t sim with time step ⌬t and data were collected after t = t st .
For the spectral/hp element simulation, the computations are done in two dimensions using MD units. The kinematic viscosity of fluid is set to 2.475 2 / and the external force is 0.0091m / 2 . The incompressible two-dimensional NavierStokes equations are solved using the spectral/hp element solver Nektar. 14 The domain is discretized into 1500 spectral elements of fourth-order polynomial expansion in each element. The simulation is run until a steady state is reached.
We compare the DPD results corresponding to different values of the coarse-graining parameter N m against the results obtained from the MD simulations and the NavierStokes solutions obtained using spectral/hp element discretizations. In Fig. 6 , we plot the streamwise and cross-flow velocity components at the centerplane of the domain, and in Fig. 7 we present similar profiles at another location. Also, in Figs. 8 and 9, we plot the corresponding stresses along the y direction. The agreement is good with some small scattering apparent in the stress profiles.
V. SUMMARY
We have shown that for N m Ͻ 5 for the channel and for N m Ͻ 3 for the cylinder array good agreement is established between DPD and MD ͑and Navier-Stokes͒ simulations of continuum, no-slip flows in domains approximately 40 wide. It is important to note that in addition to the flow quantities, we have, by construction, simulated fluids with the same thermodynamic property, i.e., the same dimensionless compressibility. Furthermore, by matching the densities and the viscosities of the MD and DPD systems, we obtained the appropriate length and time scales for a given degree of coarse graining represented by N m . The validity of these choices is illustrated by the agreement of the scaled DPD data with the MD data, and the Navier-Stokes solutions. 104107-7 A comparison between dissipative particle and molecular dynamics J. Chem. Phys. 123, 104107 ͑2005͒
The relatively low upper value of the coarse-graining parameter N m is somewhat surprising. Moreover, it is intriguing that as the coarse-graining parameter is increased larger density fluctuations occur inside the domain. It is clear that for infinite systems, no such behavior is expected but for confined systems the presence of the boundaries and how the no-slip boundary condition is imposed determine this behavior. It is possible, for example, using the boundary conditions presented in Ref. 9 , that the upper values of N m could be different, although we expect them to be in the same range as the values of N m = 5 and 3 obtained here. The problem seems to be with the implementation of DPD procedure and the relative balance of the conservative to the dissipative and random forces. Specifically, as we increase the value of N m in the current DPD simulations the value of the conservative coefficient increases for a fixed size system, and this has been shown in Ref. 9 to increase the density fluctuations. It is also possible to specifically target the continuum-only behavior of DPD, i.e., not allowing density fluctuations at large values of N m by developing appropriate boundary conditions, and some preliminary results have been obtained in Ref. 13 .
While we have established agreement between DPD and MD where the continuum solution applies, we have not yet explored the interesting area of the noncontinuum effects, e.g., in submicron-sized channels, where slip may be present. 24 Such a study will require a new procedure to impose slip boundary conditions in DPD based on Maxwellian reflections instead of the bounce-back reflections which are more robust for imposing the no-slip boundary condition, see Ref. 8 . A Maxwellian reflection involves particles that are introduced back into the flow with a velocity following a Maxwellian distribution centered around the wall velocity. This issue, however, is not trivial and has not been fully resolved yet even for the lattice Boltzmann method ͑LBM͒, see discussions in Refs. 25-27. Previous studies have been devoted to quantifying the continuum resolution of the DPD model, see Ref. 28 . This assigns a minimum ratio between the size of an object in a flow to the size of a DPD bead. It would be also of interest to explore the microscale resolution of DPD. This could be done by comparing DPD and MD data using different bin sizes. This procedure would assign a quantitative value to the lowest length scale DPD can resolve. 
