Using the results of X. Fernique on the compactness of distributions of cadlag random functions, we derive some cadlaguity moment estimates for stochastic processes with jumps.
Introduction
As suggested by Kolmogorov, it was proved in [1] (1956) that if X t , 0 ≤ t ≤ 1, is a separable real valued process (see [4] ) such that
with r > 0, p > 0, and C independent of t, then X has no discontinuities of the second kind with probability 1. If
is assumed instead of of (1.1), then X paths are Hölder continuous (Kolmogorov, 1934) . It can be shown (e.g. [9] ), that under (1.2), the Hölder continuity is a consequence of well-known Sobolev's embedding theorem.
In that case, X Hölder norm moment estimates can be derived. In this note, we estimate the moments of time supremum and cadlag Hölder coefficient of X in terms of some integrated time differences of X for which assumption (1.1) is applicable, i.e., we can derive the classical claim about the existence of a cadlag modification of X as well. On the other hand, the estimate obtained could be used in SPDEs driven by jump processes, especially when the method of characteristics is used with a time reversal (see [3] ). Some different moment estimates were derived in [8] using assumptions on the cumulative distribution function of the involved quantities that were introduced in [2] (see [6] as well). Our note is organized as follows in Section 2, we introduce some notation and state main result. Some auxiliary results are presented and the main theorem proved in Section 3.
Notation and main result
Let E be Polish space with distance d and D ([0, 1] , E) be the standard
For µ ∈ (0, 1), we define µ-Hölder cadlag function space
Our main result is the following estimate.
.
, be a cadlag E-valued process so that (1.1) holds, i.e.,
Similarly, the other terms can be estimated.
, be a real valued and stochastically continuous process. Assume that
for all s < t < u, some r > 0, p > 1. Then X has a cadlag modification.
Proof. We can assume that
, where π n (t) = k/2 n if k/2 n ≤ s < (k + 1)/2 n , n = 1, 2, . . . , k = 0, . . . , 2 n − 1, and π n (1) = 1 − 1/2 n . Obviously the sequence X n is cadlag. It is enough to show that
Indeed, every X n induces a probability measure X n (P) on D ([0, 1]). The estimate (2.1) implies that the sequence of measures {X n (P) , n ≥ 1} is weakly relatively compact (see [6] , [7] ). Any weak limit of a converging subsequence X n k has cadlag paths and, obviously, the same finite-dimensional distributions as X. Therefore X has cadlag modification according to Lemma 2.24 in [7] . In order to show (2.1), we estimate, using assumptions imposed,
Similarly,
Note that r > µp and for every set of {n, i, j, k}, 1/2 n ≤ (k − i − 1) /2 n ≤ u − s ≤ (k − i + 1) /2 n , so (k − i) /2 n ≤ 2 (u − s), and then
Thus (2.1) follows.
Auxiliary results
Following [5] , for 0 ≤ σ < τ ≤ 1, we introduce another modulus of cadlaguity
Denote for η > 0,
Clearly, N (f ; η) is increasing in η.
Remark 2. According to Lemma 1.0 in [5] , (a) For any σ < τ , 2N (f ; (σ, τ ) ) .
In particular,
For µ ∈ (0, 1), define The following holds as well.
Proof. For any η > 0,
Since for each σ < r < σ + η, η > 0,
Lemma 2. Let µ ∈ (0, 1). For any f ∈ D µ ([0, 1] ) ,
Proof. The following key estimate is proved in [5] (Lemma 1.2.4, [5] ): for every σ < t < τ ,
Let K = [f ]˜µ. According to Remark 3, for any a > 0,
By (3.2), for every σ < τ ≤ 1 such that |τ − σ| ≤ a, we have
Hence
Taking sup in a > 0 on both sides, we see that
Proof of Theorem 1
Let s < t < u with t = s+u 2 .
Then |Q| = ε 6 , and Let
Integrating (4.1) over Q,
Similarly we estimate the other two terms inÃ. Hence
Using Hölder inequality, 1/q + 1/p = 1, p > 1, with κ = µ + 3/p,
Similarly estimating the other terms inB, taking ε = δ (u − s) with any δ ∈ (0, 1/4) , and κ = µ + 3/p, we get
Summarizing,
Too early:
Hence, by Lemma 2,
Integrating overQ = [t − ε, t] × [t, t + ε],
Hence, taking ε = 1 4 δt with any δ ∈ (0, 1) ,
Summarizing all three cases, using Lemma 2 and (4.3) as well,
Choosing δ so that δ µ C 1 ≤ 1/2 we have 
