We know at least two ways to generalize multiple zeta(-star) values, or MZ(S)Vs for short, which are q-analogue and t-interpolation. The q-analogue of MZ(S)Vs, or qMZ(S)Vs for short, was introduced by Bradley, Okuda and Takeyama, Zhao, etc. On the other hand, the polynomials interpolating MZVs and MZSVs using a parameter t were introduced by Yamamoto. We call these t-MZVs.
Introduction
For a formal parameter q and an index (k 1 , k 2 , . . . , k l ) of positive integers with k 1 ≥ 2, q-analogues of multiple zeta and zeta-star values (qMZVs and qMZSVs, respectively, for short) are defined by
where [n] denotes the q-integer [n] = 1 − q n 1 − q . We often call k 1 + k 2 + · · · + k l (resp. l) the weight (resp. the depth) of the index (k 1 , k 2 , . . . , k l ) or of corresponding zeta values. In the case of l = 1, qMZVs and qMZSVs coincide and are reduced to
If q ∈ C, qMZVs and qMZSVs are absolutely convergent in |q| < 1. Taking the limit as q → 1, qMZ(S)Vs turn into ordinary MZ(S)Vs given by
The qMZ(S)Vs were investigated for example in Bradley [1] , Okuda and Takeyama [4] , Zhao [10] .
On the other hand, in [8] , Yamamoto introduced the interpolation polynomial of MZVs (t-MZVs for short) given by
where dep(Ô) is the depth of index Ô and Ô stands for the sum where Ô runs over all indices of the form Ô = (k 1 · · · k l ) in which each is filled by two candidates:
the comma ", " or the plus " + ". We consider such two generalizations of MZ(S)Vs simultaneously.
Definition 1 (Interpolated q-analogue of multiple zeta values (t-qMZVs)). For positive integers k 1 , k 2 , . . . , k l with k 1 ≥ 2, parameters t and q, we define t-qMZVs by
, 
filled by three candidates: ", ", " + " or " − 1 + " (minus 1 plus).
If q ∈ C, t-qMZVs are absolutely convergent in |q| < 1. Taking the limit as q → 1, t-qMZVs turn into t-MZVs. We notice that ζ
In §2, we show the following Kawashima type relation for t-qMZVs under the appropriate algebraic setup (see §2.1 for details).
Theorem 2. For any m ≥ 1 and any v, w ∈ H ,t y, we have
Taking the limit as q → 1, this formula is reduced to Kawashima type relation for t-MZVs proved in [7] . If t = 0 (resp. t = 1), this formula is reduced to Kawashima type relation for qMZVs (resp. qMZSVs) proved in [5] .
As an application of Theorem 2, the following identity called cyclic sum formula for t-qMZVs is proved in §3.
Taking the limit as q → 1, this formula is reduced to cyclic sum formula for t-MZVs proved in [7, 8] . If t = 0 (resp. t = 1), this formula is reduced to cyclic sum formula for qMZVs (resp. qMZSVs) proved in [1] (resp. [3] 
We also define the substitution map f :
• Let z be the Q[ , t]-submodule of H 1 ,t generated by A := {z j |j ≥ 1}. We give the product
t]-bilinearity and
The product • + determines z-module structure on H 1 ,t by
We prove the following lemma immediately by the definition of • + and S t .
Lemma 4. For a ∈ z and w ∈ H 1 ,t , we have
where γ t denotes the automorphism on H ,t characterized by
By the definition of S t or Lemma 4 (ii), we find that
where
• We let
where ϕ denotes the automorphism on H ,t characterized by ϕ(x) = x+y, ϕ(y) = −y.
• The harmonic product * + on H 1 ,t is defined by the Q[ , t]-bilinearity and and
we have
Note that (3) is valid even if k = 0. On the other hand, we find by definition that
Adding t×(3) and t×((3) for k → k − 1) to this identity, we conclude (i). By replacing v with S t (v) in (i) and using Lemma 4 (ii), we obtain (ii) for v ∈ H ,t y. If v = 1, we have (ii) easily by the rule of the harmonic product * + .
The identity (iii) is proved as well as the proof of (i).
,t ), subtracting two identities
and
Note that (4) is valid even if l = 0. On the other hand, we find by definition that
Adding t×(4) and t×((4) for l → l − 1) to this identity, we conclude (iii).
• The product ⊛ on H ,t y is defined by 
This product is commutative and associative and can be viewed as a generalization of the products t * in [8] and * + as above or in [5] .
proof. From Lemma 5 (i), we have
for k, l ≥ 1. Adding t×(Lemma 5 (iii)) and t×(Lemma 5 (iii) for k → k − 1) to this identity, we can calculate
Then using Lemma 5 (iii) for k = 0, it turns out that
holds. Put S t (v) and S t (w) instead of v and w in (6) respectively and apply (S t ) −1 to both sides. Then thanks to the recursive rule of t * , property for • + , and Lemma 4 (ii), induction on total depth works to establish Proposition 7.
Proposition 8 (harmonic product formula for t-qMZVs). We find that the map Z t q is a homomorphism with respect to the harmonic product t * , i.e.,
proof. Because of (1), Proposition 7 and the fact that the map Z 0 q is a homomorphism respect to the harmonic product * + (see [5] for example), we have
Proof of Theorem 2
When t = 0, due to [5, Theorem 4.6], we have
for any positive integer m and any v, w ∈ H ,t y. Here, * is the harmonic product for MZVs which is firstly introduced in [2] (however its coefficient ring is extended to Q[ , t]). By (1), (2) and (5), LHS of (7) = i+j=m i,j≥1
Likewise, we have
Hence we obtain Theorem 2. 3 Cyclic sum formula for t-qMZVs
Algebraic setup
Let n be a positive integer. We denote the H ,t -bimodule structure on H ,t ⊗(n+1) by "⋄" defined by
for a, b, w 1 , w 2 , . . . , w n+1 ∈ H ,t . For a positive integer n, we define the
and Leibniz rule
−→ H ,t denotes the multiplication map, i.e.,
Because of the linearity, it is enough to calculate C n,t (w) for
Hence we obtain
n,0 (w). This completes the proof.
Proof of Theorem 3
First we prove the next two propositions. 
where L x is the left multiplication by x defined by L x (w) = xw for any w ∈ H ,t . By (8) and Lemma 10, we have
Also we find that
by definition of L x and S t . By (2) and (9), we obtain
Therefore we conclude the proposition because of Theorem 2 for the case of m = 1.
Proposition 12. For cyclically equivalent words v, w ∈ H ,t , we have ρ
proof. Let u 1 , u 2 , . . . , u l ∈ {x, y} and sgn(u) = 1 or −1 according to u = x or y. Because of C ( ) 1,t (u) = sgn(u)(x ⊗ y) for u ∈ {x, y}, we have
where we assume
Therefore we obtain
Since the right-hand side does not change under the cyclic permutations of {u 1 , u 2 , . . . , u l }, we conclude the proposition. Now we prove Theorem 3. We calculate
l modulo cyclic permutation can be regarded as an element inȞ 1 ,t . Therefore we obtain Theorem 3 by Proposition 11 and 12.
Hoffman type relation for t-qMZVs
Finally, as another application of Theorem 2 for m = 1, we show that Theorem 2 includes the following Hoffman type relation for t-qMZVs. proof. Let ∂ 1 : H ,t −→ H ,t denotes the derivation determined by ∂ 1 (x) = −∂ 1 (y) = xy.
which is known to be an element in ker Z t q because of (1), S t (z k 1 · · · z k l ) ∈ H 0 ,t and ∂ 1 (H 0 ,t ) ⊂ ker Z q (see [1] for the last one), and we obtain the theorem. We notice that when t = 0 this theorem is reduced to Hoffman type relation for qMZVs proved in [1] . Taking the limit as q → 1, we have Hoffman type relation for t-MZVs proved in [9] by another method using the double shuffle product structure for t-MZVs.
