The development of an intelligent tutoring system for helicopter flight training is described. The Intelligent Flight Trainer (IFT) is a simulator-based system designed to assist students in developing proficiency on a suite of initial entry rotary wing maneuvers. It encapsulates instructor pilot domain knowledge in an expert system shell that provides tutorial and performance monitoring functions through a synthetic voice generator. The expert system shell works in concert with a variable stability augmentation control law that makes it easier for a neophyte student to control the motion of the simulated vehicle. Experimental verification of the IFT is currently under way at the UH-1 Training Research Simulator at Fort Rucker.
NOMENCLATURE
airborne flight training, and they have been used widely for both civilian and military training. Simulators operate indoors and are not affected by weather, and they are not subject to the problems and accidents that may occur in real flight (Gonzales and Ingraham, 1994) . They do, however, require intensive supervision by instructors or check pilots, which can limit availability and increase expenses. Intelligent Tutoring Systems (ITSs) offer the potential to reduce this dependence on instructor pilots by automating the instructional process. The objective of this work is to hybridize flight simulation and ITS technologies to develop a system capable of teaching Army flight students how to perform basic helicopter flight maneuvers.
E(.) Expected value h
Altitude, ft p Roll rate, rad/sec q Pitch rate, rad/sec r Yaw rate, rad/sec t Time, sec x Distance along x-axis, ft/sec x State vector u Body x-axis velocity, ft/sec u Control vector v Body y-axis velocity , ft/sec V Airspeed, ft/sec or knots w Body z-axis velocity, ft/sec Intelligent tutoring systems are designed to train and instruct a user in a computerized environment. They are generally developed to take the place of a human instructor. They draw upon a body of domain knowledge that is embedded in the system as an expert system of rules (Farr and Psotka, 1992) . ITSs present this expertise to a learner under the control of some appropriate pedagogical strategy tailored to his or her changing states of knowledge and understanding. Ideally, the ITS monitors and diagnoses the student's progress to improved expertise in the form of an evolving student model. (Ohlsson, 1990) , fractions (Gutstein, 1992) , basic Newtonian mechanics (Teodoro, 1990) , and the like. They have also been used for teaching electronic troubleshooting (Brown, Burton, and deKleer, 1982) . In these applications, the focus has been on building up the student's knowledge base and on teaching the skills for manipulating that knowledge.
Pitch attitude, rad Heading angle, rad
In the last several years, there has been greater interest in using ITS technology for teaching skills that make extensive perceptual or motor skill demands of the student. For example, Regian (1989) presents an ITS that teaches cognitive skills associated with performing an instrument landing in a fighter aircraft. The ITS provides voice feedback on student progress, but it does not communicate directly with the student; rather, it provides information to a human coach who decides how to best interact with a student. Fairweather et al (1992) present a flight trainer with a two-module architecture: a conventional simulator that the student operates, and an expert system-based tutor that provides post scenario critiquing of procedural knowledge. Holmes (1991) describes the development of an ITS for a Hawk Air Defense System simulator. The ITS compares student performance with that expected from an expert, identifies deficiencies, and provides non-voiced feedback to the student on these deficiencies. On this basis, the ITS selects an appropriate tutoring strategy and generates new scenarios for the student. a separate PC. As such, the IFT and the SIM effectively function as parallel processors. The objective of this effort is to develop and validate an intelligent flight trainer (IFT) for initial entry rotor wing (IERW) maneuvers. The focus is on developing the skillbased components of flight proficiency in the helicopter environment. The IFT uses an ITS architecture, and it incorporates a teacher model, a domain expert model, and a student model. It communicates directly with the student during simulated flight via a synthetic voice generator. The teacher model incorporates a student performance evaluator, a helper to assist in the maneuvers and stabilize the vehicle, and an advisor that aids developing component perceptual/motor skills. The domain expert model maintains knowledge of the vehicle dynamics, maneuver criteria, and strategies for successfully accomplishing these maneuvers. Finally, the student model reflects the student's strategy and proficiency in performing the maneuvers. Figure 1 . IFT System Architecture. Previous papers (Krishnakumar et al, 1991; Zacharias et al, 1993) have described the development of the IFT's components and their application to model-based adaptive training of a fixed-point hover maneuver. The Optimal Control Model (Kleinman et al, 1970) was used to design a succession of inner-loop stability augmentation systems that, when implemented, yielded student/helicopter performance comparable to that of a skilled pilot (the training wheels approach). As training proceeded, the augmentation levels were adjusted so as to achieve minimal or zero augmentation by the end of training (i.e., raising the training wheels gradually). This automated hover trainer was shown to be effective in a hover transfer of training experiment.
Vehicle Model
The simulator host models the 6 degree-of-freedom dynamics of a Bell UH-1 (Huey) helicopter. This model is based on a nonlinear ARMCOP model of the UH-1 developed at NASA Ames Research Center (Talbot et al, 1982) . The nonlinear model is linearized about a straight and level flight condition for 13 airspeed conditions, from -40 ft/sec to 200 ft/sec in intervals of 20 ft/sec. The resultant linearized aerodynamic matrices are used in conjunction with nonlinear kinematic and Euler angle equations. The model contains basic representations of ground effect and effective translational lift (ETL). The engine-governor dynamics compute engine RPM, main rotor RPM, and torque pressure as a function of the throttle setting (assumed to be 100%) and the aerodynamic load.
This paper describes recent efforts to broaden the IFT's scope to training a set of IERW maneuvers. Training modules for hover taxi, hover turn, traffic pattern, and landing from hover maneuvers have been added. The stability augmentation helper has been extended into a gain-scheduled non-zero set point regulator, and the expert system advisor has been extended to provide more diagnostic and procedural guidance to the student.
The vehicle state and control inputs are defined as
(2) Over the past year, the Training Research Simulator (TRS) at the Army Research Institute's (ARI) Aviation R&D Facility has transitioned from the Microvax-based architecture described by Zacharias et al (1993) to a personal computer (PC) based configuration. Figure 1 illustrates the architecture under development. A Pentium-class PC (labeled the SIM) hosts the equations of motion of a UH-1 helicopter. This PC communicates with the cockpit interface processor (CIP) and the IFT via an Ethernet connection. On each simulation timestep, the SIM receives pilot control inputs sampled by the CIP and helper inputs from the IFT, which together drive the motion equations. The SIM sends cockpit instrument readings to the CIP, which presents them to the pilot on a glass cockpit. The SIM also sends the aircraft's state components to the IFT, which uses them to compute helper inputs and to drive the expert system shell providing voice feedback. The out-thewindow display could be generated by low-cost PC-hosted image generators now produced by a variety of vendors, but to minimize development costs two available Bolt, Beranek, and Newman (BBN) 120 TX image generators were used. They communicate directly with the SIM through dedicated interface hardware. This distributed computing environment reduces the computational load on the SIM by isolating all IFT functions on The state elements x 1 , ..., x 5 model the dynamics of the helicopter's main rotor and stabilizer bar. The development and validation of this model is described by Bailey et al (1988) .
THE INTELLIGENT FLIGHT TRAINER
The IFT consists of two main computational modules:
• An expert system advisor that incorporates instructor pilot domain knowledge to provide the student with appropriate tutorial feedback regarding proficiency progress and corrective piloting techniques.
• An adaptive helper that adds inner-loop stability to the vehicle dynamics to make it easier for the student pilot to control the vehicle. The helper sets its augmentation level (i.e., feedback gains) as a function of student proficiency: when a student is performing poorly, feedback gains increase to further stabilize the vehicle. As the student's performance improves, the feedback gains decrease. The student's performance in a maneuver is judged satisfactory once he/she can maintain flight parameters within acceptable bounds for a minimum length of time without any stability augmentation from the helper.
When help level changes, the IFT alerts the student to the change and its cause. In the event of a help level increase, the IFT identifies the largest contributor to the performance index I as the "cause" of the help level increase (e.g., "You are too high. Help level is increasing."). The student is judged to have demonstrated acceptable performance when he/she can maintain I < I min without any stability augmentation for a specified continuous time interval. For the simulation results that follow, this interval was set to 20 sec.
Both of these components are now described, along with a discussion on the maneuvers that the IFT trains.
Expert System Advisor
The instructor pilot domain knowledge is implemented in the form of a CLIPS (Giarratano, 1983) rulebase. CLIPS is an expert system tool developed at NASA Johnson Space Center that facilitates development of software to model human knowledge or expertise. The expert system provides feedback to the student pilot (SP) directly through a synthetic voice generator, and it implements four basic functions:
Until recently, the scope of the IFT was restricted to training fixed-point hover maneuvers. Rule sets, message databases, and performance metrics have now been developed for the following additional maneuvers:
1. Land from hover. The student must land the helicopter on the ground from a fixed-point hover. The quality of the landing is judged using the helicopter's position and velocity components at touchdown. Proper execution of procedural activities is also scored; for example, upon touchdown, the student must lower the collective all the way down to receive a passing grade.
• A tutorial function to remind the student how to implement good perceptual or control strategies (e.g., "Remember to apply left pedal as you raise the collective.").
• A performance monitoring function for performance advisory messages (e.g., "You are too high.").
• A control activity monitoring function to provide feedback on the student's control usage (e.g., "You are thrashing the collective.").
Hover taxi.
Beginning from a fixed-point hover, the student taxis the helicopter down the runway centerline at a speed of 4 to 5 knots. At the end of the runway, the student slows down to a hover and lands the helicopter. The performance index is based on the helicopter's speed, altitude, lateral deviation from the runway centerline, and heading.
• An advisory function that makes explicit the suggested control strategy or corrective maneuvering (e.g., "Slow down using aft cyclic.").
The expert system also controls assignment of the helper's augmentation level by measuring student performance at the assigned task, and notifies the student of changes in help level (along with a description of the reason for the help level change). For example, during a fixed-point hover, the student must maintain position over a fixed runway location, with the nose parallel to the runway centerline. The following performance index provides a quantitative measure of the student's overall performance: 3. Hover turn. Beginning from a fixed-point hover, the student makes alternating right and left 90˚ turns. The student should not allow the helicopter to drift away from the nominal pivot point while making these turns. The performance index is based on the helicopter's distance away from the pivot point and the turn rate, which should be 3˚/sec.
4. Traffic pattern. This is a rectangular flight pattern in the vicinity of the runway that begins and ends with a fixedpoint hover at one end of the runway. Figure 2 presents a view from above. The maneuver is considerably more difficult than the other maneuvers because the student must perform climbs, descents, turns, accelerations, and decelerations. Accordingly, the elements of the performance index depend on the segment of the maneuver currently being executed. The IFT also instructs the student on when to make flight transitions; i.e., when to start or end a turn, when to terminate an ascent, etc.
where x com , y com , z com , and com are the desired values of x, y, z, and respectively. The coefficients k x , k y , k z , and k are constants that weight the contribution of each term to the overall performance index. Two thresholds I min and I max define what constitutes acceptable and inadequate performance. If the student maintains I < I min for a specified length of time, the help level decreases. Conversely, help level increases when I > I max for the same length of time.
The rulebases, error tolerances, and performance metrics governing these maneuvers were developed in consultation with Army domain experts and published flight training (Anon., 1994) . For each maneuver, the rule sets and advisory messages are structured in such a way as to assist the student in minimizing the performance index I for that maneuver. Thus for the hover taxi maneuver, the IFT provides voice feedback on the student's V, y, z, and deviations from the nominal values.
conditions using small and smooth control deflections. By contrast, these matrix elements will be much smaller for a student pilot, owing to the student's inability to maintain small state deviations with smooth, low amplitude control inputs. Different levels of student proficiency are modeled using multiple sets of Q, R, and S matrices. The OCM formulation leads to a feedback control law of the forṁ u = −C 1 u − C 2 x (6) The IFT prioritizes flight errors in accordance with the relevance of the related variable to flight safety. During validation of the hover trainer, it was realized that a fixed prioritization of flight errors was not truly reflective of instructor pilot strategy. For example, a human instructor pilot would not tell a student that the helicopter was a foot too high if it were also 100 ft off the side of the runway. This observation motivated the development of a dynamic salience strategy, which re-prioritized the rules if one of the flight errors was much larger than the rest. For small to moderate errors, the nominal prioritization was maintained.
In subsequent evaluations, test subjects and IP observers found the resultant advisory strategy to be much more appropriate.
where the matrix C 1 models the pilot's neuromuscular dynamics and C 2 is the pilot's feedback gain matrix.
In the IFT, feedback gains were developed for a skilled pilot model and for 20 discrete student models (representing progressively increasing proficiency). Helper gains were then computed by subtracting the student model gains from the skilled pilot gains, as implied by Fig. 3 . During operation, control gains were set as a function of student performance: as the student's measured performance improved, the augmentation level decreased.
The helper system developed in this way for the fixed-point hover was found to be inappropriate for a complex flight maneuver such as the traffic pattern. The gain sets were developed using a model of the UH-1 linearized about hover, and were therefore not suited to providing stability augmentation at varying forward flight speeds. The hover helper produced control actions that tended to oppose any attempt by the student to accelerate the helicopter. This feature was not suitable for the traffic pattern maneuver, in which the student would be required to perform accelerations, decelerations, climbs, descents, and turns (i.e., command timevarying set points). Finally, it was found that the procedure of subtracting one set of control gains from another to arrive at a helper model yielded highly oscillatory (and sometimes nonminimum-phase) step input responses at forward flight speeds. It was expected that such response characteristics would result in unpredictable handling qualities and only make the task of controlling the helicopter more difficult for the student.
Variable Stability Augmentation Helper
The IFT provides adaptive training through the use of a student pilot helper . The helper provides inner loop stability augmentation, making it easier for the student to control the vehicle and conduct the desired maneuver. Previous papers have described the use of this stability augmentation system for a fixed-point hover maneuver (Krishnakumar et al, 1991; 1993) . The helper strategy was selected so that the combined student and helper behaved as if the vehicle were under the control of a skilled pilot, as shown in Fig. 3 . In short, the more extensive training requirements made it necessary to develop a control architecture that can give the student authority over all axes of control and provide varying levels of stability augmentation (as well as acceptable handling qualities) across a full range of flight conditions. These considerations motivated the development of a gain-scheduled non-zero set point regulator (Stengel, 1986 ). At each discrete augmentation level, control gains are scheduled as a function of flight speed. Like the original OCM-based hover helper, the gains are determined by solving the Riccati equation associated with an LQR problem. However, instead of computing the helper gains by subtracting gains associated with a student model from those associated with a skilled pilot model, the helper gains are solved directly through appropriate definition of the LQR problem. The helper strategy was developed by modeling the student pilot and the expert pilot using the Optimal Control Model (OCM) (Kleinman, Baron, & Levison, 1970) , which is a control-theoretic representation of a human operator. Although previous studies (e.g., Zacharias and Brun, 1987) have shown that proficiency differences can be represented in a variety of ways within the OCM context, it was assumed here that the major difference between a student pilot and a skilled pilot was the performance index (PI) that each was attempting to minimize, given by As before, the gain-scheduled helper provides 20 discrete levels of stability augmentation, but it now does this across a range of helicopter flight speeds. Control gains are designed at 9 forward flight speeds between 0 ft/sec and 160 ft/sec, in steps of 20 ft/sec. At the lowest augmentation level (i.e., zero help), the helicopter's response to control inputs is identical to its open-loop response and the control system provides no stability augmentation. At the highest help level, the control response is well damped with minimal overshoot, qualitatively similar to the response that a skilled pilot flying an unaugmented vehicle might produce. In order to simplify the control design, it is assumed that the longitudinal and lateraldirectional vehicle responses can be decoupled, and that controllers can be synthesized for each subsystem independently. Both axis designs are now described, following a description of the non-zero set point regulator.
The pilot controls a dynamic system modeled by the system of ordinary differential equations,
where x is the vehicle state, u is the pilot control input, and w is a zero-mean Gaussian external disturbance input. The weighting matrices Q, R, and S determine the relative contribution of each component of x, u, and u . to the performance index J. For an expert pilot, the elements of these matrices are relatively large, since the expert pilot will place great emphasis on minimizing state deviations from the nominal
Non-Zero Set Point Regulator Formulation ∆u(t) =∆u*−C ∆x(t)−∆x* [ ] (22) The helicopter motion equations are of the general form
The variables ∆x* and ∆u* represent some desired steady-state perturbation of state and control variables from a nominal solution. They depend on the desired value of the output ∆y* (defined by eq. 15). At steady state, ∆˙ x = 0 so thaṫ
y(t) = h x(t),u(t)
[ ] The dimensions of x, u, and y are n, m, and r, respectively. In the case where r = m (i.e., the system has the same number of commanded outputs as controls), the set point is given by
Small perturbations from a nominal trajectory defined by {x o (t), u o (t)} may be described using a linear approximation (Stengel, 1986) . Expanding eq. 7 in a Taylor series and neglecting terms beyond the first degree, one obtains Define B as the inverse of A, B = B 11 B 12
where the partitions of B have the same dimensions as the partitions of A in eq. 23. The set point is then readily computed as
The nominal dynamic equations arė where
GB 22 (29) where
It is apparent that there will be a problem if (− H x F −1 G + H u ) is singular. This typically happens if one of the state variables is an integral of one of the elements of y. This is a case of quasistatic equilibrium, and can be handled through a modification of the above development.
all of which are evaluated with x = x o (t) and u = u o (t).
The purpose of a linear quadratic regulator is to drive a linear, time-invariant system to a zero or non-zero set point optimally. A zero set point is one that lies on a solution to the nonlinear dynamic equations (i.e., x o , u o ), and a non-zero set point is one possessing some steady state deviation {∆x*, ∆ u*} from a nominal solution. It is useful to define the following relative variables for the subsequent development:
Substituting eqs. 26 and 27 into eq. 22 yields the non-zero set point regulator in terms of the command variable ∆y*: ∆u(t) = C F ∆y* −C B ∆x(t) (32) where
34) The basic LQR determines the control ∆u(t) that minimizes the quadratic cost function and the matrix C is the solution to the LQR problem stated earlier. Thus, given a linear time invariant system (F, G), control cost function weights (Q, R) and a desired set of command variables (H x , H u ), it is possible to design a nonzero set point regulator to optimally track a desired command variable ∆y*. The following sections describe the development of a regulator for the longitudinal and lateral/directional dynamics of the UH-1 to provide variable stability augmentation in the IFT.
Equation 13 is slightly different than the cost function used in defining the OCM (eq. 4), which contains a control rate weighting. Control dynamics were neglected to simplify controller structure and to minimize the effects of lags in the system. The solution to the LQR problem is a feedback control law of the form Longitudinal Control Design
For the purposes of the longitudinal control design, the vehicle state and control vectors are defined as The matrix C contains the optimal gains that minimize J, and is found by solving the Algebraic Riccati equation associated with the system defined by eq. 14 and the cost function J. Stability of the closed-loop is guaranteed provided that the system model and the matrices Q and R satisfy a number of key conditions (Stengel, 1986) . Substituting eqs. 18 and 19 into eq. 21,
Altitude is not included in x lon to prevent the problem of quasistatic equilibrium mentioned in the previous section. The command variables for the regulator are the control settings themselves, i.e., at lower help levels, students were able to make the transition to flying an unaugmented helicopter more easily. Help Level k
The Q and R matrices for the LQR cost function are defined using the "inverse square rule" (Bryson and Ho, 1975) ; i.e., they are diagonal matrices whose elements are interpreted as the reciprocal of the allowable mean-squared values of state and control perturbations. Thus,
The cost function uses state weighting on altitude rate ∆˙ z and forward speed ∆u. Although altitude is not an element of x lon , its rate of change may be expressed as Figure 4 . Help Level Scaling Function for Definition of State Weighting Matrix Q.
Using these definitions, feedforward and feedback matrices C F and C B (eqs. 33 and 34) were computed for all 20 help levels and 9 forward flight speeds between 0 ft/sec and 160 ft/sec, in steps of 20 ft/sec. During simulated flight, the gains were linearly interpolated as a function of airspeed.
where the elements of h are determined from the original motion equations. Given an allowable mean-squared altitude rate variation ∆˙ z max , eq. 40 can be used to determine the equivalent Q components. Table 1 lists the mean-squared perturbation values that define the control gains at the highest augmentation level (i.e., the highest gains) at all flight speeds. Figure 5 illustrates the step response characteristics of the system. Shown is the u response to a step input (of magnitude 0.2) in longitudinal cyclic from a hover condition for three help levels: 0 (i.e., the open-loop response), 14, and 19 (the maximum help level). The open loop response is quite sluggish and has a very long settling time. The highest help level produces a rapid, highly damped response. As desired, the intermediate help level produces a response in between the two extremes. Given matrices Q max and R max that define the highest augmentation level k max (using Table 1 and eqs. 38 -40), the question arises of how to define Q and R for all lower augmentation levels. As discussed earlier, the intent of the helper is to augment the stability of the vehicle and make it easier for the student to control at higher "help levels." As the help level decreases, the amount of augmentation (i.e., the control gains) should decrease so that at the lowest level, the student is flying an unaugmented helicopter (so that the feedback gain matrix C ≈ 0). This can be accomplished by defining Q k and R k for the k th augmentation level as follows:
Step response in u to longitudinal cyclic input.
Lateral-Directional Control Design
The state and control for lateral/directional control law are defined as R k = R max (42)
where Figure 4 illustrates (k) for k max = 19. At k = k max , = 1 so that Q = Q max . As k → 0, → 0 so that Q → . Provided that the open-loop system is stable, the LQR feedback gains will tend to zero as the elements of Q diminish. * This formulation of the LQR problem produced subjectively acceptable changes in closed-loop stability with decreasing help level. Although a linear variation of Q with help level might seem the most straightforward approach, it was found that this resulted in very large subjective changes in vehicle stability at the lowest help levels that were difficult for students to handle. By making the changes in cost function weights more gradual
The formulation of the lateral control law is identical to that of the longitudinal controller. The lateral cost function uses weighting on roll and yaw rates ∆p and ∆r, as well as weighting on both control inputs. Table 2 lists the allowable mean-squared variations that define the highest augmentation level. Cost function weights are scaled as a function of augmentation level in the same manner as the longitudinal regulator.
The command variables for the lateral/directional regulator are defined as
* If the open-loop system is unstable, the control gains will not vanish and the closed-loop system achieves a "minimum control energy" configuration.
During simulation, perturbation states ∆x lon , ∆x lat and perturbation controls ∆u lon , ∆u lat are computed using eqs. 9 and 10 (with appropriate subscripts inserted into these equations). The nominal state and control are computed via a two-dimensional lookup based on altitude and airspeed. Altitude dependence is included in defining the nominal state and control because of the ground effect model, which affects the equilibrium conditions at low altitudes. The perturbation command variables ∆y lon , ∆y lat are defined as 
where u lon and u lat are the absolute control positions as commanded by the pilot. Equation 32 then defines the feedback control input for both the longitudinal and lateral regulators. Figure 7 indicates that the student kept within the acceptable bounds (given in Table 3 ) throughout the entire maneuver. At first, the student had considerable difficulty maintaining y within bounds, which led to the help level increasing to 14 by t = 100 sec. Help level then steadily decreased to 4, indicating that the student was slowly learning to maintain the fixed hover with decreasing augmentation. Near the end of the training session, the student began a large amplitude oscillation in x, which led to an increase in help level just before the end of the maneuver. The instructor then terminated the session to allow the student to re-focus his attention before trying the maneuver again. 
TRAINING EVALUATION
Training results for the IFT are now presented. A neophyte student trainee with a basic understanding of flight principles but minimal flight experience was trained on hover, hover turn, and hover taxi maneuvers. The student was instructed to follow the IFT's voice feedback and was given no additional verbal cueing by the instructor during simulation.
Figures 9 to 11 illustrate the student's performance during a hover turn. Table 4 lists the corresponding error thresholds. The nominal desired turn rate was 3˚/sec. Figure 9 shows the x, y, and h errors, while Fig. 10 shows the helicopter's absolute heading angle and turn rate. The IFT help level is shown in Fig. 11 . Table 3 lists the allowable error thresholds for the hover maneuver. Figure 6 presents the student's x, y, and h errors vs. time during the hover maneuver. Figure 7 shows the errors vs. time. Finally, Fig. 8 shows the corresponding help level. Training was initiated at a help level of 10. Initially, the student had considerable difficulty in maintaining the nominal pivot point and in making smooth alternating turns. The help level increased to 14 by t = 350 sec, at which point the student regained control over the helicopter's drift and established smooth alternating turns near the nominal pivot point. Over the following 600 sec (10 min), the student was able to reduce the help level down to 2. However, once the help level reached 2 the student could not maintain position and drifted far away from the pivot point. At this point, the maneuver had lasted over 18 minutes and the instructor decided to allow the student to rest before trying the maneuver again. Table 5 lists the error thresholds used during a traffic pattern. The nominal flight parameters were defined as in Fig.  2. Figures 12 -15 show the student's performance in his first attempt to perform this maneuver. Figure 12 plots x against y, and shows that the student did a reasonable job in matching the overall shape of the traffic pattern (as illustrated in Fig. 2 ). Figure 13 shows the airspeed and altitude profiles during the maneuver. The solid lines represent the student's actual velocity and altitude histories, while the dotted lines represent the nominal flight parameters. Finally, Fig. 14 shows IFT help level vs. time.
The student was unable to effect a net reduction in help level in the course of the traffic pattern. Since this maneuver is relatively complex, it is reasonable to expect that students will have difficulty matching the desired flight parameters on early attempts. However, the results are encouraging because they demonstrate that the student was able to follow the procedural guidance given verbally by the IFT on when to initiate turns, climbs, descents, etc., and coarsely follow the desired trajectory. A key issue will be to examine a student's long term improvement in traffic pattern proficiency over several attempts. Table 5 Traffic Pattern Error Thresholds
The simulation results presented here show that the IFT is capable of assisting students in developing proficiency at initial entry rotary wing maneuvers. In the hover and hover turn maneuvers, the student reduced the IFT's help level through sustained satisfactory performance.
In both cases, performance deteriorated at the lowest help levels, most likely as a result of a drop in attentional focus, fatigue, or changes in vehicle stability that were difficult to handle. The latter might be alleviated by increasing the time interval at each help level, to give the student more time to adjust to the changes in vehicle dynamics. Further tuning of the helper may be necessary to ease the transition to the unaugmented airframe (i.e., zero help).
Variable
Threshold V ± 10 kt y ± 100 ft h ± 100 fṫ h ± 200 ft/min ± 10˚ ± 1.5 deg/sec Future work will involve investigation of the IFT's effectiveness at training the complex procedural traffic pattern maneuver, and a transfer of training study to evaluate the IFT's ability to help students make the transition to the flight line. 
. CONCLUSIONS
The design and development of an intelligent tutoring system for simulator-based initial-entry rotary wing training has been presented. This ITS consists of a speech synthesizer driven by an expert system shell encapsulating instructor pilot domain knowledge, working in concert with a variable stability augmentation control law. Simulation results show that the system is effective in assisting inexperienced trainees develop proficiency at a set of initial entry maneuvers.
