I. INTRODUCTION
The Slepian-Wolf theorem [I] states that the lossless wmpression of the output of two correlated sources that do not communicate their outputs to each other, can be as efficient as if they communicated their outputs. This is true when their compressed outputs are jointly decompressed at a decoder. A system exploiting this property is shown in Fig. 1 , where 21 and ZZ are the compressed versions of the source output X and Y respectively. 2, and 2 , are sent (without an-y disertion, perfect channel) to the joint decoder which yields X and Y with negligible probability of X # X and Y # Y. The achievable rates for this system are shown in Fig. 2 of [ I] .
Practical schemes exploiting the potential ofthe Slepian-Wolf theorem were only recently introduced based on channel codes, like block codes and trellis codes [Z] , [3] . The main idea in [2] , 131 was to consider that each output sequence belongs to a coset, which is described by a unique syndrome of a channel code. So instead of transmining the entire sequence, the shorter length syndrome can he sent and thus the source output is compressed. At the decoder, the information coming from the sources together with the correlation model are used to estimate the original sources' output with negligible probability of error, i.e. practically without loss. This scheme yields some gains compared to the case where the correlation is not taken into account, but cannot approach the theoretical limits set by the Slepian-Wolf theorem.
More advanced schemes were then proposed based on the more powerful turbo codes [4] , [5] , [6] , [7] . Althoughmuch hetter results were presented, it is still not clear how turbo codes should be employed. Different ways have been proposed so far, like structured lattices [4] , puncturing of "conventional" turbo codes [SI, [6] and a syndrome concept attempt [7] . Despite all these different approaches, the problem of relating the SlepianWolf turbo codes with the "conventional" turbo codes used in channel coding has not been solved yet, so the large amount of work already available on turbo codes cannot be exploited. , suited for such an application. Their application to the SlepianWolf problem was first suggested in [SI in a more general and theoretical context. No component code issues arise and nowadays they appear to be the most powerhl channel codes [9] . Furthermore, in distributed source coding based on the syndrome concept no '%onventional" channel encoding takes place. Instead, from each sequence of source output bits the corresponding syndrome is determined using the sparse parity check matrix as proposed in [SI. This syndrome is the compressed infonnation sent to the joint decoder. But the symmetric case considered in [SI could not he linked to the already available LDPC code design results in a straightforward way.
Viewing the problem using an equivalent channel and applying the syndrome approach, in the case where one of the two correlated sources is available losslessly at the joint decoder (asymmetric case) [IO] , our main contribution in this paper is to show how LDPC codes can be used. The application of LDPC codes to this compression problem with side information is based on two points. First, it is straightforward to modify the conventional message passing LDPC decoder to take the syndrome information into account in the binary case considered here. Second, all LDPC code design techniques can be applied to distributed source coding producing simulation results better than any turbo code scheme suggested so far.
The paper is organized as follows; Section I1 describes the overall system and introduces the equivalent way to view it through a cormlation channel and the syndromes. In Section III the encoding and decoding procedures with LDPC codes are explained and in Section IV regular and irregular LDPC codes are simulated and compared with turbo codes. The conclusion sums up the paper.
Low-density parity-check (LDPC) codes seem to be more . .
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We consider the system of Fig. 1 Y is available losslessly at the joint decoder and we try to compress X as efficiently as possible. Since the rate used for Y is its entropy R1 = H ( Y ) , the theoretical limit for lossless compression of X is from the Slepian-Wolf theorem U1 R I 2 H ( X I Y ) .
Imposing the above three assumptions to the system ofFig. 1, we end up with a compression with side information problem. The resulting system is shown in Fig. 2 .
There is an equivalent way one can view the system of Fig. 2 in order to allow the use of channel codes. The correlation between X and Y can be modeled with a channel; X will he the input to the channel and Y its distorted output as shown in Fig. 3 .
Then the compressed version of X, i.e. 21, can be used to make X look like a codeword of a channel code. A partition of all the typical sequences of X is made into disjoint channel codes with the same properties, i.e. they all have the same performance over the correlation channel. ZI is the index of the codehook X helongs to. This approach was actually the basis of the proof ofthe Slepian-Wolf theorem [I] , but so far it has only been used in the literature to employ simple codes [2] , [71.
If we also introduce the assumption that all the values of X and Y are equiprobable, the disjoint channel codes can he formed using syndromes. This is easily done in the binary case where the previous assumptions are modified as follows: X and Y are equiprobable memorylessbinary random variables.
The same instant X and Y are correlated with Pr[X # Y ] = p < 0.5. This will he called binary symmetric channel correlation from now on. Y is available losslessly at the joint decoder and we try to compress X as efficiently as possible. Since the rate used for Y is its entropy R2 = H ( Y ) = 1 bit, the theoretical limit for lossless compression o f X is from the Slepian-
(1 -P). The rest of the paper is based on these three assumptions.
Using a linear (n, k) hinary block code in this binary case, there are 2"-k distinct syndromes, each indexing a set of 2* binary words of length n. We call the h e a r block code (allzeros syndrome set) original code. All the 2n-k sets are disjoint, because the binary summation of any two binary words in the same set (same syndrome) equals a codeword of the original code, while the binary summation of any two binary words in distinct se$ (different syndromes) does not equal any codeword of the original code. This also means that in each set the Hamming distance properties of the original code are preserved, i.e. all codes have the same performance over the binary sym- ~m A " m j o " o~X l metric correlation channel. So the compression ratio achieved with this scheme is n : (n -k).
Since low-density parity-check (LDPC) codes have been proven to be very powerful linear hinary block codes, we will next explain how they could be used to compress and decompress with side information.
ENCODING AND DECODING WITH LDPC CODES
Low-density parity-check (LDPC) codes are best described by their parity-check matrix H and the associated bipartite graph. The (n -k ) x n parity-check matrix H of a binary LD-PC code is like that of an ordinary binary block code, but it is sparse, i.e. it has a small number of ones. The way these ones are spread in H is described by the degree distribution polynomials A(. ) and F(z),w hich indicate the percentage of columns and rows of R respectively,w ith different Hamming weights (number of ones).
For instance K ( x ) = 0 . 2 5~~ + 0.75z3,means that 25% of all the columns in € I
have Hamming weight equal to-three and the rest 75% have Hamming weight four. When both A(z) and p(z) have only a single term, the LDPC code is regular,othenu ise it is irregular. In general, an optimized irregular LDPC code is expected to be more powerful than a regular one of the same codeword length and code rate. Given both A(z) and F(Z), the code rate is exactly determined, but there are several H's that can be formed. Usually one is picked at random. The bipartite graph of an LDPC code is ao equivalent representation of the parity-check matrix H. Each column is represented with a variable or left node and each row with a check or right node. All variable nodes (circles in Fig. 4 ) are put in one column, all check nodes (squares in Fig. 4 ) in a parallel column and then wherever there is an one in H, there is an edge connecting the corresponding row and column.
The reason for using the tilde in x(z) and F(z), is that they refer to the node profile, i.e. they give the percentage of nodes with various degrees. In the LDPC literature, the edge profiles A(. ) and p ( x ) are more frequently used, which indicate how many edges in the bipartite graph are connected to different degree nodes: The bipartite graph is used in the decoding procedure, allowing the application of the message-passing algorithm [ I l l . 
A. Encoding
The encoding procedure for our system is quite straightforward. First for a codeword length n and a degree distribution X(z) andp(z), we generate arandom realization of H.
To encode, i.e. compress, an arbitrary binary input sequence,
we form a vector with n successive bits, multiply them with 
B. Decoding
The decoder has to determine an n-length sequence of successive X ' s from its (n -k)-long syndrome and the corresponding n-length sequence ofsuccessive Y's. Given the Y's alone it would be like transmitting X over a binary symmetric channel with crossover probability p. With the syndrome, it is like these n-successive X's form an LDPC-like codeword.
For instance if the syndrome is an all-zeros vector, the n X's are indeed an LDPC.codeword and can be decoded with the message-passing algorithm [ I l l using the bipartite graph. The modification needed for the case of a nonzero syndrome is quite simple to think. Before starting the decoding algorithm for each binary word of length n, all the nonzedpositions in the syndrome vector are marked in the bipartite graph, i.e. the corre- sponding check nodes. Again the same message-passing decoding algorithm is used, but whenever we have to operate over a marked check node (applying the "tanh rule" [9] , [I I]), an extra change of sign is performed at each output value. This is because the inverse parity has to be satisfied and in the log-domain the ratio of probabilities has to be inverted, which is equivalent to an extra change in the sign at the ouput of the check node.
To present the decoding algorithm in more detail, we use the notation of Fig. 5 where:
-zi, yi E {0, l ) , i E { I , 2,. . . , n),arethevaluesofX and Y respectively,corres pondmg to the ifh variable node U;.
-Ii E { 2 , 3 ,... } , i E {1,2 , . . . , n],isthedegreeofui, i.e. the number of edges connected to vi in the graph, The values q;,$ are assigned t o the corresponding ti'''ci,m,j), according to the connections in the bipartite graph andare then used to do the processing at the check nodes. Following the "tanh rule" and taking into account the syndrome information, we determine the LLR sent from the jrh check node c j along the mth edge from m = 1 , 2 , . . . , r j , j = l , Z > . . . , n -k . This is actually the only point that is modified in the "conventional" sum-product decoding algorithm, in order to account for the syndrome information. Now q& = l?;:(i,m,j) for all edges in the bipartite graph, which can be used to start a new iteration and estimate zj from
IV. SIMULATION RESULTS AND COMPARISON WITH TURBO CODES A. Simple Regular and Le@ Regular Codes
We first simulated regular and left regular (only X(Z) has a single term) LDPC codes in order to compare the results with those of turbo codes [5] using approximately the same parameters. So here the codeword length is n = 16384, i.e. equal to the interleaver length of [5] , and more than 2 0 0 0 blocks were transmitted without a single error after 40 iterations of the message passing algorithm. As for the LDPC code distribution, X(z) = &' and p ( z ) = (1 -pr)z'-' + p,z'-', where 1 = 3 and 1' = (1-p,)(r-l)+p,r = r-l+p, is varying so that the code rate changes. We should note that approximations were needed in some cases so that n and X(z) = z'-' remained fixed. For example, for n = 16384, I = 3 and T = 7, p ( z ) = O.OOOI2z5 + 0.99988z6, or equivalently ;(z) = 0 . 0 0 0 1 4~~ + 0 . 9 9 9 8 6~~.
The results are given in Table I together with those of [5] . RI and Rz are the rates used for X and Y respectively, in compressed bits per information bit and so in our case aiways Rz = 1. For each ofthe results in Table I 
The threshold for this code, i.e. its best possible performance for very large codeword length and number of iterations, is H ( p ' ) = 0.488 bits [121, also shown in Fig. 6 . (5) and (6), while the irregular marked"W has the distribution of (7) and ( It is clear from Fig. 6 that the regular (3,6) code slightly outperforms the turbo coding schemes of [4], [6] , which use greater or equal codeword length. As for the irregular code of ( 5 ) and (6), it almost halves the gap to the Slepian-Wolf limit from what was achieved before with the best turbo coding scheme [6] , even with a codeword length of n = lo4, two orders less than that of [6] . Further irregular LDPC code design for the binary symmepic channel yields slightly better results as the difference between the "awgn" and "bsc" curves of Fig. 6 shows.
However, regular codes could not outperform the codes of [6] for higher compression, i.e. 4 1 and 8:l. Even the advantage of good irregular codes was becoming less noticable the higher the compression. This is shown in Table I1 comparing our results for length lo5 irregular LDPC codes with those of [6] (length lo6). For the rate 112 codes we considered the results of the LD-PC code of (7) and (8), whereas for the other two cases we designed a rate 314 and a rate 718 LDPC code respectively using the method of [I I] , i.e. the latter two codes were optimized for the additive white Gaussian noise (AWGN) channel. The irregular LDPC results shown assume a probability of error smaller than los6 for 5 . lo8 simulated bits.
For the design of the rate 314 and 7/8 LDPC codes we considered right regular codes and allowed a maximum left node degree of 50. To easily avoid length 4 cycles of degree-2 left nodes, we also upper-bounded $e percentage of degree-2 left nodes, i.e. the coefficient of z in X(z), with 114 and I18 respective- 
p(z) = z27, 
Optimization for the binary symmetric channel (BSC) is expected to increase the gains over turbo codes.
V. CONCLUSION We presented a way of doing distributed compression with side information using binary LDPC codes. We showed how the encoding and decoding procedures should be modified based on the correlation channel and the syndrome approach. The simulated results show that in the binary case, the practically lossless compression achieved by LDPC codes, especially irregular ones, is higher than that of the currently available turbo schemes and very close to the theoretical limit.
