In this paper, we present a new algorithm of the time-dependent shortest path problem with time windows. Give a directed graph ( ) 
Introduction
The shortest path problem on graphs is a problem with many real-life applications such as: route planning in an internet, car navigation system, traffic simulation or logistic optimization. The shortest path problem is a classical combinatorial optimization problem. It has countless applications and so far numerous algorithms have been proposed (see Ahuja et al. [4] ) including the well-known Dijkstra's algorithm. Recently, because some of the new improvement becomes fairly difficult, researchers began to study variants of this problem which include the time-dependent and the time windows generalization. t and minimizes the total arrival time at a destination node d which satisfies the set of all constraints (see El-Sherbeny [5] , El-Sherbeny and Tuyttens [6] , Tuyttens et al. [7] and El-Sherbeny [8] ). One can notice that the undirected graphs can be treated by replacing each undirected edge with two reverse directed edges. Without losing of the generalization, we suppose that a destination node d is reachable from a source node s. For simplicity, we suppose that the domain of the definition for all ( ) e c t is + ℜ , but our algorithms work for the discrete version too. We also assume the time complexity to calculate a ( ) e c t which is bounded by some constant α . This formulation generalizes the classical shortest path problem with constant ( ) e c t and o t . It can further handle time-variable edge costs, thus it has more application than the classical one, which is also referred to as the static problem in contrast.
In Cook and Halsey [9] , it has considered and given a dynamic programming algorithm which is not polynomial-time at all. Dreyfus [2] suggested a polynomial-time straightforward generalization of the Dijkstra's algorithm. However, he did not notice that it works correctly only for instances satisfying the First-In First-Out (FIFO) property, i.e., for any edge ( ) is non-decreasing. With this property, we can ensure that there is no cycle of negative transit-time, hence a simple optimal solution exists. This was pointed out and discussed later (see Halpern [10] , Kaufman and Smith [11] and Orda and Rom [12] ).
On the other hand, the general problem without the FIFO constraint is NP-hard if the waiting at nodes is not allowed (see Sherali et al. [13] ). In Orda and Rom [12] , it showed that, if the waiting at nodes is allowed, which is natural in transportation systems, any instance can be converted to an equivalent instance that satisfies the FIFO property; hence, no waiting is needed, and that can be done in polynomial time (if ( ) e c t can be calculated in polynomial time). Thus, in the following, we will only consider instances that satisfy the FIFO property.
Even with the FIFO constraint, unlike the static case, studies are not rich. Dreyfus's proposal of the generalized Dijkstra's algorithm, despite of many studies (see Dean [14] , Ding et al. [15] , Halpern [10] , Kanoulas et al. [16] , Kaufman and Smith [11] and Orda and Rom [12] ), there was no significant advancement in solving the problem more efficiently.
In this paper, we give a new algorithm of the time-dependent shortest path problem with time windows that generalizes the ALT algorithm (see Goldberg and Harralson [1] ) and A * algorithm for the static problem, unlike the generalized Dijkstra's algorithm, which uses a function h to estimate the distances between nodes in the graph in Section 2. In Section 3, we give an application instance of our algorithm and a generalization of the ALT algorithm (see Goldberg and Harralson [1] , Dreyfus [2] and Hart et al. [3] ) that is based on the static A * algorithm and is faster than the Dijkstra's algorithm using preprocessing. Thus, we have found the first algorithm for the time-dependent shortest path problem with time windows that speeds up the calculation using preprocessing and we have observed that it is several time faster than the generalized Dijkstra's algorithm. Finally, the conclusion is given in Section 4.
The Algorithm of the Time-Dependent Shortest Path Problem with Time Windows
We start from the classical and well-known Dijkstra's algorithm. For each edge ( ) , e v w E = ∈ , we suppose that 
after all these have done, set status ( ) v to "finished" and continue. See Table 1 for the pseudo-code. The our algorithm of the A * algorithm given in ( Table 2 . Pseudo-code of the A * algorithm for the static problem time windows. Table 1 2) Let v be a "labeled" with time window [ ] , , ,
b a t b t T ≤ ≤ ∈
and the smallest ( ) ( ) 
The triangle condition (2.2) (see Figure 1) is a natural generalization from the classical A * algorithm whereas the FIFO condition is only available in the time-dependent and time windows case. The generalized Dijkstra's algorithm is nothing but the simplest case with 0 h = , and the generalization of Kanoulas et al. [16] , on the other hand, simply uses a constant function ( ) ( ) 
Therefore we get the next fact by combining (2.6) and (2.7), we get ( ) * algorithm is no longer than that the generalized Dijkstra's algorithm. Using this observation, we will give our algorithm in the next section that is practically faster than the generalized Dijkstra's algorithm.
Application Instance
The time complexity of the generalized Dijkstra's algorithm is ( ) log O n n mα + by using a Fibonacci heap (we note it was ( ) ( ) log O m n n α + in (Ding et al. [15] ), where , , m n α are the number of edges, the number of nodes, and the time complexity to calculate ( ) e c t , respectively. While we cannot improve this theoretical bound, let us give a practically faster algorithm that is based on our A * algorithm and generalizes the static landmark-based ALT algorithm (Goldberg and Harrelsin [1] , Dreyfus [2] , and Hart et al. [3] ).
The ALT algorithm is such as an algorithm that is supposed to answer the shortest-path queries for a known graph. This means we can preprocess the graph beforehand and use it to answer a query faster than a normal calculation by the Dijkstra's algorithm. Of course there is a trivial method of saving solutions for all possible queries and answers a query in
