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Abstract. In this paper we present a user-centric summarisation system
that combines automatic visual-content analysis with user-interface de-
sign features as a practical method for home movie summarisation. The
proposed summarisation system is designed in such a manner that the
video segmentation results generated by the automatic content analysis
tools are further subject to renement through the use of an intuitive
user-interface so that the automatically created summaries can be eec-
tively tailored to each individual's personal need. To this end, we study
a number of content analysis techniques to facilitate the ecient compu-
tation of video summaries, and more specically emphasise the need for
employing an ecient and robust optical ow eld computation method
for sub-shot segmentation in home movies. Due to the subjectivity of
video summarisation and the inherent challenges associated with auto-
matic content analysis, we propose novel user-interface design features
as a means to enable the creation of meaningful home movie summaries
in a simple manner. The main features of the proposed summarisation
system include the ability to automatically create summaries of dierent
visual comprehension, interactively dening the target length of the de-
sired summary, easy and interactive viewing of the content in terms of
a storyboard, and manual renement of the boundaries of the automat-
ically selected video segments in the summary.
Keywords: video summarisation; camera motion estimation; user in-
teraction; home movie
1 Introduction
We are witnessing increasing numbers of video repositories being created by
many home users due mainly to the ubiquitous nature of video capture devices
that are becoming more aordable. One signicant requirement in dealing with
the management of such raw video archives is automated video summarisation;
a task that can eectively help users organise many hours of movie material,
leading to improved viewing experience overall.
Video summarisation, in general, refers to the mechanism of creating a concise
version of the original digital video, to facilitate users to perform ecient brows-
ing, search and retrieval of multimedia content in large-scale video archives. In
a task like browsing of large video archives, a video summary can provide users
with useful information to get a rough idea about the original content of the
video in a much shorter time. For summarisation, home movies pose a particu-
larly dicult challenge due to unrestricted capture and lack of storyline present
in the content. To create compact movie clips from an unedited video content,
home users currently rely on some existing video editing tools, such as Apple's
iMovie1, and Adobe Premiere2. Unfortunately, using any of these tools is a la-
borious and cumbersome process. An automated solution must also ensure that
the following principles are satised, in order that a summary meets the purpose
of real users.
{ The most important events and activities are included in the summary.
{ Redundant events are suciently ltered and excluded from the summary.
Addressing numerous challenges in home movie summarisation, a substantial
amount of work has been reported in the literature, and in particular, the last
decade has seen greater interest from the research community towards the de-
velopment of summarisation tools [1{9]. An automatic home video abstraction
method was proposed by Lienhart [1] using a date/time based clustering ap-
proach and a shot shortening method based on sound features. Kender and Yeo
[2] presented a home-video summarisation system based on the use of a zoom-
and-hold lter as an implicit human visual attention rule applied when capturing
home movies. A probabilistic hierarchical clustering approach was proposed by
the authors of [3] using visual and temporal features to discover cluster structure
in home video. Huang et al. [4] presented an intelligent home video management
system using fast-pan elimination, face-shot detection, etc. Recently, Mei et al.
[5] proposed a novel home video summarisation method based on the exploita-
tion of the user's intention at the time of capture, as a complementary mecha-
nism to existing content analysis schemes. The authors of [6] make use of the
home users' photo libraries to infer their preferences for video summarisation.
Wang et al. [7] presented an information-theoretic approach to content selection
as an eective method for selecting the most important content in home video
editing. By modeling the co-occurrence statistics between characters (who) and
scenes (where), the authors create a compact representation of raw footage from
which they extract the most important content using a joint entropy measure.
More recently, we presented an interactive and multi-level framework for home
video summarisation, combining automatic content analysis with user interac-
tion to create visually comprehensive summaries [8]. Peng et al. [9] proposed a
user experience model for home video summarisation, taking into account the
user's reaction such as eye movement and facial expression when viewing videos.
Despite growing interest from the research community, automatic summarisa-
tion of home movie remains a challenging research topic due to the presence of
unstructured storyline and unrestricted capture in home video footage.
Recently, there has also been a signicant body of work on user-interface
technologies for home video editing and authoring. The Hitchcock system [10]
1 urlhttp://www.apple.com/ilife/imovie/
2 urlhttp://www.adobe.com/products/premiereel/
performs automatic motion analysis of the raw video to determine which parts of
the video, i.e. clips, should be included in the summary. Users can interactively
override the start and end time of a clip by re-sizing its keyframe. Campanella
et al. [11] developed the Edit While Watching (EWW) system that has the
ability to automatically create an edited version of the raw home video and
allow the user to rene results interactively. Upon loading a raw video into the
system, a set of short video segments are created based on the analysis of low-
level features, such as camera motion, contrast and luminosity, which collectively
form the automatically edited version of the video. The system then allows the
user to add/remove content to/from the edited version at sub-shot, shot or scene
level. Based on the study of existing research and commercial frameworks, it is
clear that a practical approach to home movie summarisation should consider a
user-centric scenario, ensuring that the work on the part of the user is reduced
to the best possible level. Furthermore, user studies carried out by the authors
of [12, 13] suggest that home users always want to have the exibility to tailor
the automatically created summaries according to their personal needs.
In this paper, we present a home movie summarisation system, focussing on
design concepts of the user-interface while taking into account the challenges
associated with automatic content analysis and the subjectivity of video sum-
marisation. The proposed system allows a user to easily create a summarised
movie clip composed of the most informative portions of the raw video. The rest
of the paper is organised as follows. In Section 2, a description of the proposed
home video summarisation system is presented. Section 3 gives a description
of sub-shot segmentation, including an experimental analysis of sub-shot seg-
mentation in our framework. Section 4 is devoted to a short description of the
summarisation engine. The proposed user-interface design approach is then pre-
sented in Section 5. Finally, a conclusion is given in Section 6.
2 Proposed Home Movie Summarisation System
Our home movie summarisation system comprises a number of automatic visual-
content analysis techniques as well as a user interaction step as shown in Figure
1. A raw video is fed into the sub-shot segmentation module, which computes
the global camera motion parameters of the video and in turn decomposes it
into 4 dierent sub-shot types called pan, tilt, zoom and static, as described in
Section 3. Each identied sub-shot is then further processed using the content
representation method described in [8]. The resulting sub-shot footprints are in-
put to the summarisation engine, which then performs analysis to identify the
most dynamic content as well as the redundant information present in the raw
video footage. User interaction functionalities are supported to drive the sum-
marisation process whereby a user will be able to create a particular summary
of desired target length whilst being able to interactively view and rene the
summarisation results (see Section 5 for details of the user interaction features
supported by the system). If the user is happy, she can then conrm and request
the nal summary be created and saved to disk.
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Fig. 1: Proposed home movie summarisation system.
In this paper, we focus primarily on design concepts of the graphical user in-
terface as other aspects of the system are reported elsewhere [8, 14]. Additionally,
we present a description of the experimental analysis carried out on sub-shot seg-
mentation, emphasizing the need for identifying an ecient and robust sub-shot
segmentation method for home movie summarisation.
3 Sub-shot Segmentation
Employing an eective sub-shot segmentation method is crucial to the success
of home video segmentation, which in turn can lead to a signicant reduction of
subsequent user-interaction required for creating a visually appealing summary
for real users. Sub-shot segmentation of home movie footage based on the use of
camera motion estimation is, however, a highly computationally expensive task
[8, 15]. Thus, identifying an ecient and robust sub-shot segmentation technique
is particularly important for the proposed summarisation framework. Although
other techniques of much lower computational complexity appear to exist in the
literature [16], we believe that detecting sub-shots in line with the change in
dominant camera motion enables us to uncover the structure of raw home movie
content more eectively.
The ow diagram of the sub-shot segmentation approach employed in our
framework is shown in Figure 2. In the pre-processing stage, the raw video (Vr)
is rst decoded following which each frame of the video is converted to grayscale
and resized. Then, the optical ow eld is computed for each pair of consecutive
frames in the camera motion estimation stage. Fitting those motion vector elds
to a 2-D ane model and combining with the RANSAC algorithm, the best
transformation between each pair of frames is computed. By comparing the val-
ues of each model parameter with a suitably determined threshold, classication
of the global motion is carried out for each frame of the video. Finally, a ltering
step is applied to all classied frames to determine the type of sub-shots present
in the video.
Based on our extensive experiments carried out on home movie summari-
sation, it was evident that computing the optical ow eld corresponds to the
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Fig. 2: Flow diagram of sub-shot segmentation: Vr and Vs represent the raw and
sub-shot video respectively.
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Fig. 3: Performance comparison of sub-shot segmentation based on the use of
dierent optical ow eld computation methods.
most time consuming task in sub-shot segmentation. For example, using SIFT
features for sub-shot segmentation results in over 90% of the total computa-
tional time of summarisation [8]. To this end, we conducted experiments to
identify an ecient and robust sub-shot segmentation technique based on the
use of dierent feature-based and block-matching optical ow eld computation
methods. Feature-based methods include SIFT [17], SURF [18] and Pyramidal
Lucas-Kanade (PLK) [19] while block-matching algorithms include full search
(FS), cross search (CS) [20], three step search (3SS) [21], ecient 3SS (E3SS)
[22] and adaptive multilevel successive elimination algorithm (AdaMSEA) [23].
A test data set consisting of 28 typical home movies (191 sub-shots in total) with
varying camera motions, events and durations was used to test the performance
of sub-shot segmentation in this experimental study.
Figure 3 shows a comparison of the dierent algorithms in terms of accu-
racy against eciency using the F-measure and frames-per-second (fps) eval-
uation criteria. It can be seen that the full-search block matching algorithm
and AdaMSEA (which falls into the category of ecient full-search block algo-
rithms) perform best, followed by PLK, E3SS, 3SS, SIFT, U-SURF, SURF and
CS in terms of accuracy. There is a 0.05 dierence in \F" value between the two
best performing algorithms, i.e. full-search (or AdaMSEA) and PLK. However
comparing the eciency gures of AdaMSEA makes it clear that, considering
the accuarcy/eciency compromise home movie summarisation applications re-
quire, the PLK algorithm is the preferred optical ow computation choice for
sub-shot detection in home movie content. A detailed performance comparison
of the algorithms is given in [14].
4 Summarisation Engine
The summarisation engine performs a range of automatic analysis to facili-
tate the creation of a summarised video. Relying on the content representa-
tion method built on the principle of sub-shot footprints [8], the main function
of the summarisation engine is to automatically identify which portions of the
raw video to be included in the summary, given the user inputs such as target
length, summarisation strategy, coverage, etc. It also provides additional infor-
mation to the user during user interaction stages, such as manually adjusting
the boundaries of video segments, changing the target length, and selecting the
summarisation strategy.
In order to rank a set of sub-shots based on the signicance of content and
select the most relevant sub-shots for summarisation, the summarisation engine
analyses the coverage and intersection of sub-shot footprints [8]. Based on this
analysis, our summarisation framework supports three dierent summarisation
strategies, thereby providing users the exibility to select the best automatically
edited version of a video which can be subsequently rened to tailor for their
own needs with minimum interaction. Denitions of the three summarisation
strategies provided by the system through the use of an advanced panel (see
Figure 5) are as follows. Given target length, T:
{ Strategy 1 (Prominent): Arrange sub-shots iteratively so that those corre-
sponding to high coverage and low intersection appear in the top positions
of the rank list until their aggregate length ie equal to T.
{ Strategy 2 (Coverage): Arrange sub-shots iteratively so that those corre-
sponding to high coverage and low intersection appear in the top positions
of the rank list until a pre-dened level of coverage is reached. Then, ex-
tract the most dynamic segment from each of those sub-shots so that their
aggregate length is equal to T.
{ Strategy 3 (All): Extract the most dynamic segment from each of the full
set of sub-shots so that their aggregate length is equal to T. This option is
set as the default setting, ensuring that every sub-shot is preserved to some
degree in the nal summary.
Fig. 4: Screen-shot showing initial home movie summarisation results.
5 Interaction Design
Existing video editing tools, such as iMovie and Adobe Premiere, allow users
to perform video editing as a fully manual process. They also inevitably feature
complex user-interfaces with a number of layers of timelines to be overlayed,
expecting the user manipulates this by adding more segments, adjusting the
temporal sequences between the segments, etc. The strength of the proposed
video summarisation system is that it simplies the manual manipulation process
by automatically preparing a near optimal summary template, which the user
can further rene to tailor for his/her own needs with simple interaction.
The scenario and the front-end user-interaction we have designed is to sup-
port a user to easily view the contents, automatically summarise into a compact
video clip, and then manually adjust if wished. In this way, automatic sum-
marisation could serve as a pre-edit processing that takes care of most of the
otherwise time-consuming, repetitive and labour-intensive editing tasks.
5.1 Initial Summarisation and Browsing Scheme
Figure 4 shows a screen-shot where a home video of a user and her children
playing in a playground is loaded into the system, and initially processed and
presented to the user on her laptop screen.
On the top-left of the screen is the video playback panel where the user can
play the original or summarised video. Below it is a timeline that shows the
segments of the video that are included (in orange) and omitted (in dark grey)
in the summary. Thin vertical bars marked on the top edge of the timeline (in
red) indicate the positions in the original video from where the representative
keyframes have been extracted. The timeline is double-layered where the top half
Fig. 5: Advanced user control of the summarisation.
shows the full duration of the raw video providing an overview of the summary
while the bottom half shows a zoomed-in portion taken from the top half covering
the green rectangular area (in this scenario the rst 20 seconds of the original
video). Presented on the right half of the screen is a \storyboard" of static
keyframes. The keyframes marked with red borderlines correspond to the thin
red vertical bars on the timeline. The user has an option to view only those
selected keyframes (highlighted in red) by selecting the \Included Only" option
on the Keyframe Options panel on the right. Also, the size of each keyframe can
be changed by dragging up and down the \Image Size" vertical slider bar below.
The current status of summarisation is indicated in the dark text box just
below the timeline. In Figure 4, this text box indicates that a \2 minutes and
32 seconds" long raw video has been summarised into a shorter duration of \1
minute and 57 seconds" corresponding to 62% of the original size. At this stage
the user can click on the Play button (the larger of the 4 buttons provided below
the text box) to view the resultant summary on the player screen that will only
play the orange-highlighted parts on the timeline. The other 3 buttons allow
the current playback point to jump to the beginning of the next and previous
selected segment or stop. Button actions are applied to the summarised video
as the yellow radio button beside the label \Target summary" in the text box
is selected. When the radio button for the original clip is selected, the buttons
that jump to next/previous segment switch to Fast Forward/Backward buttons,
in order to allow quicker navigation of the original video clip.
While the above is the initial summarisation outcome automatically gener-
ated by the system, the user can now customise the summary in dierent ways.
The vertical slider bar provided just beside the 4 buttons can be dragged up and
down in order to change the target length of the summary. For example, as the
Fig. 6: Selecting a summarisation strategy using advanced panel.
user drags the knob down, she will immediately notice the orange-highlighted
portions on the timeline becoming thiner and thiner, the number of keyframes
with red borders in the storyboard decreasing, and the target duration displayed
in the text box becoming smaller. Given a target length, the summarisation en-
gine then performs automatic analysis to determine the most informative por-
tions of the original video to be included in the summary. In this way, our system
facilitates users creating video summaries through a simple user intervention pro-
cess while making best use of the automatic content analysis technologies.
5.2 Advanced Summarisation
A more ne-grained user control of the summarisation process is possible if the
user wishes. The \Advanced" button provided at the bottom-left of the screen
can be clicked to bring up a small panel where the user can specify dierent
summarisation strategies. Figure 5 shows a screenshot where the Advanced panel
has been slided up, and the user dragged down the vertical slider bar in order
to reduce the summary duration to only 32 seconds.
A detailed view of the advanced panel is shown in Figure 6, depicting the op-
tions available for \summarisation strategy". The 3 options represent (1) include
prominent sub-shots, (2) select sub-shots based on coverage, and (3) include as
many of all sub-shots. Option 2 is accompanied by an additional setting for the
coverage where the default value is set to 90%. If the user selects either option 1
or 3, the Coverage setting will be disabled (see Figure 5). Even if the user does
not fully understand the technical implications of these settings, she can quickly
experiment with these options by observing the immediate changes on the time-
line and the storyboard. In general, the user can notice that option 1 tends to
generate a summary with a small number of large chunks of the video; a medium
number of medium sized chunks for option 2; and for option 3 a large number of
small chunks. Any of these options can be used in conjunction with the adjacent
vertical slider bar that lets the user set the duration of the summary.
5.3 Summary Customisation: Manual Renement
If the user is not happy with the above results, she can further customise the
summaries through manual renement. She can simply move the mouse cursor
over the timeline and drag the borders between orange (selected portion) and
Fig. 7: Manually rening the boundaries of a segment.
dark gray (omitted portion) to manually adjust the boundaries of the video
segments. Figure 7 shows an enlarged timeline where the user initially dragged
the green rectangular frame on the top half of the timeline to about 3/4 into
the video with the bottom half showing a zoomed-in portion of that area. The
user is currently extending the orange block by dragging its border to the right,
which is indicated by the lighter orange colour area as the portion being added
to the summary. As the user adjusts the segment's boundary in this way, she can
see the relevant changes being displayed in the text box and the storyboard. In
Figure 5, the storyboard highlights 21 keyframes (only 6 of them shown in the
top part of the scrollable storyboard) as a result of this adjustment as opposed
to the initially highlighted 42 keyframes (and 14 of them shown) in Figure 4.
6 Conclusion
We presented a novel home-movie summarisation framework that combines au-
tomatic content analysis with an intuitive user-interface design approach, ex-
ploiting the synergy between computer power and human abilities to guarantee
the best summarisation results in a simple and ecient manner. We demon-
strated the challenges associated with automatic video segmentation through an
experimental analysis of sub-shot detection in home movie footage. Using the
combined approach, we propose that the issues arising due to the subjectivity of
video summarisation and automatic content analysis can be suitably addressed.
At present, the proposed user-interface exists at the design stage. By employing
an intuitive user-interface design approach that functions in combination with
ecient content analysis modules in the back-end, we believe that our approach
meets the requirements of real home-movie users. We intend to carry out a num-
ber of evaluation tests to assess the eectiveness of our approach based upon the
feedback from real users in the future.
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