Introduction
Genome-wide association (GWA) studies aim to identify single nucleotide polymorphisms (SNPs) that are associated with (i.e., explain variation in) continuous traits (e.g., height, blood
Transformation-based MATs

121
The simplest way to deal with a multivariate problem is by reducing it to a univariate problem the GV are usually all freely estimated, giving rise to an m degrees of freedom (df) omnibus 154 test (i.e., the GV is allowed to affect the m traits differently). The m weights may be 155 constrained to be equal, thus giving rise to a 1-df test (i.e., the GV is assumed to affect all m 156 traits similarly: in this case, the m traits should be measured on, or be transformed to the same accommodate the residual trait correlations in a background covariance matrix Σ E
216
(MANOVA, GEE, LMM), and transformation-based tests explicitly use the covariance 217 between the m traits to create the new variate.
219
Characteristics of MATS
220
The classification in transformation-based tests, regression-based tests, and combination tests 221 is based on the statistical properties of the MATs. They differ, however, in various respects 222 that have a bearing on the their performance and applicability. We discuss these differences 223 briefly, and refer to Table 1 for an extensive summary. The choice of MAT is often largely dictated by the measurement levels of the m traits. scenarios that are outlined in Table 2 (see Supplemental Information for simulation details).
344
The 20 scenarios varied with respect to the number of included variables (m=4 or m=16), the strength of the correlations between the traits, and the correlational structure, i. Tables S7-S9 .
351
We note that the large number of replications provides high statistical power to detect 352 small deviations from the expected Type 1 error rate (α), especially for the larger α values.
353
For instance, with 1 million replications, the 99% confidence interval (CI 99 ) for α=.05 is very 354 narrow: .04944-.05056 (see Table S6 for the CI 99 for all α-levels). variables, split for scenarios with mostly low or mostly high trait correlations (see Table S2 ).
363
As many of these deviations outside the CI 99 were (very) small (Tables S7-S9) (Tables S7-S9 ).
Power of MATs
382
The statistical power of a test is the probability that the null-hypothesis of no association is 383 correctly rejected when the GV is indeed statistically associated with the trait(s). In de context 384 of GWA studies, GV-effects are expected to be small, so in selecting a MAT for one's 385 analyses, power is an important consideration. .5% of the variance in each affected trait, and a sample size of N=2000.
395
The full results of the power simulations are available in Table S10 -S12. Below, we 396 discuss the power results for a GV explaining .1% of the variance (Table S10) , and emphasize 397 that these main finding hold for GV of different effect sizes (Tables S11-S12 power to detect a GV that affects all m traits (scenario 1) than to detect a GV affecting half of 562 the m traits (scenario 3), even though the total amount of signal is lower in the latter scenario.
563
Specifically, the presence of unaffected traits can boost the power to detect GV effects 564 considerably, but only if they are substantially correlated to the affected traits in the analysis.
565
In out, thus drastically reducing the power of 1-df MATs (e.g., scenarios 2,4,12,13).
588
Interestingly, when clusters of traits correlate negatively (e.g., scenarios 8,9), the GV-effects 589 can contribute to the communality if the difference in sign of the GV-effect is in concordance 590 with the difference in sign of the correlations, in which case GV with opposite effects can be 591 picked up by these methods.
592
In contrast, JAMP mult handles opposite effects much better than transformation-based power when m is small because in that case the number of degrees of freedom is smaller.
Discussion
619
Researchers often employ MATs with the aim to discover pleiotropic GVs, i.e., GVs that are identifying GVs that convey opposite effects or GV that affect only a subset of the modelled 641 traits, but are often outperformed when GV are truly pleiotropic (scenarios 1,6-7).
642
As previously pointed out concerning MANOVA (Cole et al., 1994) , the power of m- similar to that obtained using continuous data.
659
In the current review, we focused only on frequentist-based MATs that do not rely Type I error rates for 17 MATs given Nvar=4 or Nvar=16, plotted separately for scenarios with mostly low and scenarios with mostly high correlations (see Supplemental Table S2 ). Methods are numbered: 1=MANOVA, 2=factor score, 3=PCA, 4=sum score, 5=SHom, 6=CPC, 7=SHet, 9=MultiPhen, 10=MANOVA 1df, 12=TATES, 14=Simes, 15=FCPearson, Supplemental Tables for Type I error rates given α=.01 and α=.001. Note: the two JAMP-methods were excluded from the Type I error rate study as the correctness of their Type I error rates is guaranteed by their reliance on permutation. Table S10 for results for 8 traits) and the correlations among the traits. Power curves are shown for 17
MATs in the 15 scenarios outlined in Table 4 . Note. Structure data: Uniform refer to data with a phenotypic 1-factor structure and uniformly correlated traits. Clustered refers to a phenotypic 2-factor structure with traits that correlate either .3 or .7 within clusters, while correlation between clusters vary. Location DSL effect: refers to whether the DSL affects 1, half or all the simulated traits. Opposite effects: refers to whether the DSL affects some traits positively and some negatively (opposite is True: T) or whether the DSL-effect has the same sign for all affected traits (Opposite is FALSE: F). Corr_Within: describes the values of the correlations between traits belonging to the same cluster (i.e., loading on the same factor). NA refer to "Not Applicable".
